The Breusch-Godfrey's LM test is one of the most popular tests for autocorrelation. However, it has been shown that the LM test may be erroneous when there exist heteroskedastic errors in regression model. Some remedies recently have been proposed by Godfrey and Tremayne (2005) and Shim et al. (2006). This paper suggests wild-bootstrapped variance ratio test for autocorrelation in the presence of heteroskedasticity. We show through a Monte Carlo simulation that our wildbootstrapped VR test has better small sample properties and is robust to the structure of heteroskedasticity.
I. Introduction
Breusch-Godfrey's LM test (B-G LM test hereafter) is one of the most popular tests for autocorrelation in regression models, as it is simple and is unrestricted by the dynamics of error term. 2 Recently, it has been shown that B-G LM test may be misleading in the presence of variance break. Hyun et al. (2006) present a Monte Carlo result where the empirical size of B-G LM test is distorted with a variance break. Shim et al. (2006) propose a modified LM test and a modified variance-ratio (VR) test to remedy B-G LM test in the presence of a variance break. However, the remedies by Shim et al. (2006) are not free of limitations. First, their modified LM test would not be valid with a more general form of heteroskedasticity but a variance break. For example, a multiplicative heteroskedasticity, which is a more practical structure of heteroskedasticity, may not be properly dealt with by their modified LM test. For another example, their modified LM test may not be valid with 'multiple' variance breaks. Second, the finite sample properties of the tests suggested by Shim et al. (2006) may not be as good as the asymptotic properties, as the test statistics are basically two-step estimators. Since the first-stage estimates are error-ridden, the second-stage estimates could suffer from the cumulative errors.
We suggest a refined VR test using wild bootstrap as the remedy for various types of heteroskedasticity. Wild bootstrap has been originally suggested by Härdle and Mammen (1990) and been widely used to deal with heteroskedasticity. 3 For example, Godfrey and Tremayne (2005) apply wild bootstrap for B-G LM test under heteroskedasticity. They show the empirical size and power of B-G LM test are improved with wild bootstrap. One interesting feature of their method is the use of heteroskedasticity-consistent covariance estimates in computing the LM statistic.
They first correct the covariance for heteroskedasticity and then apply wild bootstrap to the heteroskedasticity-corrected LM statistic. We will show that wild bootstrap of our VR test statistic does not need such pre-correction. Without using heteroskedasticityconsistent covariance estimates, our wild-bootstrapped VR test has better power than Godfrey-Tremayne's LM test in finite samples. We also show through Monte Carlo simulations that our wild-bootstrapped VR test is accurate in the presence of general form of heteroskedasticity, and its finite sample property is significantly better than previously proposed tests even in the presence of a variance break.
II. Model
We consider the following linear regression model: 
where t X is 1 k × vector, ( ) 0 t Eu = and ( ) 0 ts Euu = for ts ≠ . Our concern is whether t u is serially independent. The standard LM test by Breusch and Pagan works well for the autocorrelation test if t u is homoskedastic. However, the standard B-G LM test may not be valid if t u is not homoskedastic. Hyun et al. (2006) consider a variance break case as follows. i) Estimate the break point by quasi-maximum likelihood estimation by Bai et al. (1998) or the least squares method by Bai (1993) .
ii) According to the estimated break, estimate σ 1 and σ 2 from the subsamples.
iii) Using the estimated variances, apply FGLS to estimate the FGLS residuals.
iv) Compute the LM statistic using the FGLS residuals, and apply the asymptotic χ 2 (p) distribution for the test.
It is noted that the FGLS-based LM test is not robust to the structure of heteroskedasticity. If the number of break points is not known a priori, or if other forms of heteroskedasticity than variance break exist in the data, the FGLS-based LM test would be invalid.
On the other hand, the modified VR test employs the VR test by Lo and MacKinley (1988, 1989) . The VR test is originally designed for serial correlation in a time series variable. It examines if the variance of 'q-period return' is exactly q times higher than the variance of 'one-period return.' If it is, that implies there is no evidence of serial correlation. Lo and MacKinley (1988) 
III. Wild-bootstrapped VR Test
A number of bootstrap procedures have been proposed for heteroskedastic models. 4 Wu (1986) proposes so-called 'weighted bootstrap' for heteroskedastic data and shows that the variance estimate by weighted bootstrap is consistent under mild conditions. The basic idea of weighted bootstrap is to transform the heteroskedastic residuals into homoskedastic ones in the resampling process. Liu (1988) extends Wu's weighted bootstrap to the non-regression contexts. The wild bootstrap proposed by Härdle and Mammen (1990) is a generalized version of Wu's weighted bootstrap and there exist a number of alternative procedures depending on how to transform the residuals into homoskedastic ones. Davidson and Flachaire (2001) propose a wild bootstrap based on Rademacher distribution, and Flachaire (2003) shows that the Rademacher version of wild bootstrap has better finite sample properties than any previous versions of wild bootstrap. The Rademacher version of wild bootstrap applied to VR statistic is: Using the above procedure, we can construct a heteroskedasticity-robust empirical (bootstrapped) distribution of VR statistic. We expect the bootstrapped distribution will give us a more accurate critical point than the asymptotic normal distribution for two reasons. First, the asymptotic normal distribution is invalid in the presence of heteroskedasticity, while the bootstrapped distribution is robust to heteroskedasticity. Second, as bootstrapped distribution is more accurate in small samples than asymptotic approximations under mild conditions, the wild-bootstrapped VR test is expected to have better finite sample properties.
When we design the bootstrap test procedure, it is crucial to construct the bootstrapped distribution under the null hypothesis. In the case of autocorrelation test using wild bootstrap, because the residual is multiplied by a random variable ( t v )
having zero mean, unit variance, and no serial correlations, the autocorrelation vanishes in bootstrapped data. Accordingly, the null hypothesis of no autocorrelation is imposed on the bootstrapped distribution, even though there is the autocorrelation in the original error terms.
IV. Monte Carlo Simulation
In this section, we compare through simulations the sizes and powers of our Godfrey and Tremayne (2005) . We consider two types of heteroskedasticity: variance break defined in (2) and general heteroskedasticity defined in (3).
Variance Break Case
First, let us examine the empirical sizes of the tests. We generate the error terms t u 's to have variance break but no autocorrelation by (2). The fundamental error terms, t η 's are generated from independent N(0,1) and we fix 1 1 σ = and handle the variance shift using 2 σ . Two cases can be considered about 2 σ : decreasing variance ( 1 2 σ σ < ) and increasing variance ( 1 2 σ σ > ). For brevity of presentation, we present the results from decreasing variance case. 5 We take (0.25, 0.4, 0.6, 0.8, 1) as 2 σ . Various break timings (τ) are considered from 0.05 to 0.95. t y 's are generated by 01 1 2 2 1, 2, ,
We examine three sample sizes: T=20, T=50, and T=100. Three different lag lengths (p) of the autoregressive serial correlation are employed: p=1, p=4, and p=8. The nominal size is set to 5%. The number of simulations is 1000, and the number of bootstrap resamples is 1,000. 9 show the empirical sizes of the two tests. Let us now examine the powers of alternative tests. To consider the power, we impose autocorrelation as well as heteroskedasticity on error term in the following way:
It is noted that the error term now follows AR(1) process and its variance has a break at T τ . In the simulation, we use 0.7 for the value of ρ . All the other parameters are the same as before.
Tables 7-9 present the empirical powers of the two wild-bootstrapped tests.
We only present the results of the wild-bootstrapped tests because the other two tests fail to control the size in our simulation. Godfrey and Tremayne (2005) in all cases. The wild-bootstrapped VR test show significantly higher powers and is more robust to the structure of lag length than wild-bootstrapped HR-LM test. Both the tests show worse power as lag length grows, which is natural considering we impose AR(1) structure in the simulations. However, even when the lag length is misspecified, the powers of our wild-bootstrapped VR test are considerably higher than the wild-bootstrapped HR-LM test. For example, as seen in Tables 9(A), the powers of the wild-bootstrapped VR (around 0.450 on average) are almost four times higher than the powers of the wild-bootstrapped HR-LM test (around 0.120 on average), in the case of p=8 and T=20.
General Heteroskedasticity Case
Now, let us consider a more general form of heteroskedasticity than variance break. All the other parameters of the simulation are the same as variance break case in the earlier section except for t u . The error term now is defined by (3) an increase after a decrease. Three forms of heteroskedasticity generated by the rules are shown in Figure 1 (A)-(C). 
Note that the error term now follows AR(1) process and its variance has a continuous heteroskedasticity factor. In the simulation, we set ρ = 0.7. All the other parameters are the same as before.
We observe from Table 11(A)-(C) that the empirical powers of the two tests in general heteroskedasticity case show similar patterns to the ones in variance break case.
The wild-bootstrapped VR test always shows significantly higher power and is much more robust to misspecification of lag length than the wild-bootstrapped HR-LM test by Godfrey and Tremayne (2005) . For example, as seen in Tables 11(B), the power of the wild-bootstrapped VR is 0.490, almost four times higher than the one of the wild-7 But the empirical sizes of the modified VR test become much more accurate in larger samples than T=500. The results are available from the authors upon request.
bootstrapped HR-LM test, 0.132, in the case of p=8 and T=20.
VI. Conclusion
We propose a wild-bootstrapped VR test for autocorrelation in the presence of heteroskedasticity 
