Functionals of a two-parameter integrated periodogram have been used for detecting a change in the spectral distribution of a stationary sequence. The basis for these results are functional central limit theorems for the integrated periodogram with a Gaussian limit eld. We prove functional central limit theorems for a general linear sequence having anite fourth moment which is shown to be the optimal moment condition. Our approach is via an approximation of the integrated periodogram by a nite linear combination of sample autocovariances. This gives special insight into the structure of the Gaussian limit eld.
Introduction
The objective of this paper is to study the two-parameter process Z ? I n; nx];X (y) f(y) dy ; 0 x 1 ; ? ( 1.2)
The i.i.d. noise sequence (Z t ) t2ZZ is supposed to be mean-zero with nite variance var (Z 0 ) = 2 > 0. We will make the assumptions and notation precise in Section 2. Two-parameter processes of type (1.1) have been used for detecting a change in the spectral distribution function of the sample X 1 ; : : :; X n . The integrated periodogram (1.1) serves here as an analogue to the empirical process for i.i.d. observations, and test statistics based on (1.1) have a structure which is similar to the corresponding Kolmogorov-Smirnov type test statistics in non-parametric statistics. The basic idea is that the renormalised periodogram ordinates 1 n n X t=1 X t e ?i t 2 . e ?i sponding integrated periodogram has very much the same asymptotic behaviour as a sum of independent exponential random variables (r.v.'s). This fact has already been exploited by Grenander and Rosenblatt (1957) and Bartlett (1954) with their pioneering work on goodness-of-t tests, and also by Whittle (1953) who introduced a parameter estimator for ARMA processes based on the integrated periodogram. Picard (1985) introduces tests for detecting a changepoint of the spectral distribution function F of a stationary Gaussian sequence (X t X t e ?iyt 2 dy 2 when F is unknown, or they are weighted versions of these statistics. Picard derives the asymptotic distributions of these test statistics from a two-parameter functional central limit theorem (FCLT) for the process (1.1). Leipus (1990,1992) relax the condition of normality of (X t ) to a linear process with su ciently high nite moments and derive a FCLT for (1.1) with a Gaussian limit eld.
It is our intention to give another view at these results: Fundamental for our approach is the fact that the original problem for the periodogram of the stationary process (X t ) can be relaxed to the simpler problem for the periodogram of the i.i.d. noise sequence (Z t ). This is due to some speci c continuity properties of the periodogram and of the sample autocovariances. Phillips and Solo (1992) have given a partial justi cation of this very useful fact. Furthermore, we observe that weak limits for linear combinations of sample autocovariances of the noise (Z t ) lead via a Slutsky argument to asymptotic results for the integrated periodogram. For example, the Whittle estimator for ARMA processes is based on the integrated periodogram of the observations X 1 ; : : :; X n , and the derivation of its limit distribution relies mainly on the asymptotic behaviour of a nite number of such sample autocovariances (see Brockwell and Davis (1991) , Chapter 10.8).
A similar approach allows to derive goodness{of{ t test statistics based on the integrated periodogram (see Grenander and Rosenblatt (1957) , Bartlett (1954) , Dzhaparidze (1986) and Anderson (1993) ).
These considerations are the starting point for our approach: In Section 3 we commence with a sequence of i.i.d. r.v.'s and derive a two-parameter FCLT for the integrated periodogram. This FCLT is a consequence of the limit theory for a nite vector of sample autocovariances.
FCLT's for empirical processes are standard and can be found e.g. in Shorack and Wellner (1986) . Under standard conditions, the resulting limit for the sequential empirical process is a Kiefer process f K(x; t) which is a Gaussian two{parameter eld for x 0 and t 2 0; 1] and satis es E f K(x; t) = 0 cov f K (x 1 ; t 1 ) ; f K (x 2 ; t 2 ) = min(x 1 ; x 2 ) (min(t 1 ; t 2 ) ? t 1 t 2 )
The Gaussian limit eld we obtain for the integrated periodogram is based on the process Hence the process K(x; ) can be considered as a (suitably scaled) Kiefer process. This provides a further link between empirical process theory and the integrated periodogram.
We still mention the well known property of a Kiefer process that for each xed x 6 = 0 the process K(x; ) de nes a Brownian bridge, also for xed 6 = 0 we obtain a Wiener process. K(x; ). This gives some insight into the structure of the Gaussian limit eld. The course of the proof shows that the summand Y 0 (x) is due to the diagonal term in the quadratic form R ? I n; nx];X (y)= e ?i 2 dy whereas the Y h (x) for h 1 are the contributions from the sample autocovariances of the noise (Z t ) at lag h. Moreover, for a suitable random centering sequence the Gaussian limit eld is simply the Kiefer process K(x; ) de ned in (1.3).
In Section 5 we prove the results from Sections 3 and 4. In Section 6 we apply them to the changepoint detection in some nancial data sets.
Notation and assumptions
In this section we make the notation of the previous section precise. We also introduce basic assumptions.
Throughout we use the convention that P b i=a a i = 0 for any sequence (a i ) provided b < a. The symbol c stands for positive constants which are possibly di erent from line to line or formula to formula and whose precise values are not of interest.
In . In certain cases we will obtain stable limit processes. For their de nition and properties we refer to the two recent monographs by Samorodnitsky and Taqqu (1994) and Janicki and Weron (1993) .
We consider the linear process (1.2) where the innovations or the noise (Z t ) t2ZZ is a sequence of i. with the J 1 -topology and the corresponding -algebra of the Borel sets (see Jacod and Shiryaev (1987) , Bickel and Wichura (1971) , also Billingsley (1968) and Pollard (1984) for special cases).
I.i.d. sequences
In this section we consider the case (X t ) = (Z t ). We will derive a two-parameter FCLT for the integrated periodogram R ? I n; nx];Z (y) dy which is the basis for the corresponding results for general linear processes in Section 4. 
Linear processes with nite fourth moment
In this section we extend the FCLT of Section 3 from the i.i.d. case to a general linear process (1.2). The key to our results is a standard decomposition which links the periodogram I n;X of the linear process (X t ) with the periodogram I n;Z of the i.i.d. sequence (Z t ) (e.g. Brockwell and Davis (1991) The following result gives some insight into the structure of the Gaussian limit eld of the integrated periodogram. Together with Corollary 3.2 this result also explains the in uence of the sample autocovariances of the noise (Z t ) on the Gaussian limit eld. is unknown it is reasonable to replace the centering sequence in Theorem 4.3 by a corresponding estimator based on the (Z t ). Revisiting the proof of Corollary 3.2 we see that the additional Wiener process Y 0 (x) in the limit is due to the centering with 2 instead of n ?1 P n t=1 Z 2 t . This makes the limit process S(x; ) more complicated. The following result suggests the use of a random centering sequence which can be calculated from the observations and which overcomes the additional term Y 0 (x) in the limit process. The Gaussian limit eld (4.2) coincides -although the representation is di erent -with the one in Picard (1985) and Leipus (1990,1992) (except that we integrate from ? to , whereas they do from ? to ). An inspection of their proofs suggests that one needs at least a nite eighth moment of Z. Our conditions on the power transfer function e ?i 2 and on f are more restrictive than in Leipus (1990, 1992 ) who require that these functions belong to certain L q spaces or that they are of bounded variation. Di erentiability of f and g implies that these functions are bounded, hence belong to all L q spaces. On the other hand, di erentiability allows for the representation of the Gaussian eld (4.2), which we think provides a more intuitive understanding of the limit.
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Remark. The approach of this section does not work for linear processes when the fourth moment of Z is in nite. For example, consider the MA(1){process X t = Z t + Z t?1 ; t 2 ZZ ; with symmetric Z and P(Z 2 > x) c 0 x ?p as x ! 1 for some c 0 > 0 and p 2 (1; 2 Mikosch (1993 Mikosch ( ,1994 Mikosch ( ,1996 and Mikosch et al. (1995) that several statistical procedures in the frequency domain (such as estimation of the power transfer function, parameter estimation for ARMA processes, goodness-of-t tests) remain valid with slight modi cations for observations having even in nite variance. However, we mention that a one-parameter FCLT for the integrated periodogram (1.1) with x = 1 holds still true provided 2 < 1. This can be used to derive goodness-of-t test statistics in the spirit of Grenander and Rosenblatt (1957) , Bartlett (1954) , Dzhaparidze (1986) or Anderson (1993) , see also Kl uppelberg and Mikosch (1996) for the in nite variance case.
Proofs of the results
First we recall some results on sample autocovariances. Proof. Part A is standard and can be found e.g. in Brockwell and Davis (1991) , Chapter 7. Part B can be proved by the point process techniques as developed in Resnick (1985,1986 ). But we prefer here an elementary proof. We restrict ourselves to the case m = 1; the general case m 1 can be handled analogously. Billingsley's CLT for mixing sequences (Billingsley (1968) , Chapter 20) and the CLT for r.v.'s in the domain of attraction of a p-stable law G p (e.g. Feller (1971) , Bingham et al. (1987) n ) is tight and converges weakly to the given limit. B) The convergence of the nite-dimensional distributions can be shown in the same way, by an application of Proposition 5.1, part B. To show tightness we have to modify our arguments slightly. Resnick's (1986) approach still works in this case if we can show that the components of (Z (B) n ) are tight in D 0; 1]. Applying a FCLT for processes with independent increments (e.g. Jacod and Shiryaev (1987) or Resnick (1986) Mikosch (1996) . Instead of the tail estimate for stable quadratic forms (Theorem 3.1 in Rosinski and Woyczynski (1987) ) one applies Cebyshev's inequality, and all the inequalities remain then valid with = 2 (the parameter is de ned in the paper mentioned of options, futures and other derivatives. We refer to Du e (1992) for a mathematical treatment of the nancial problems and the literature cited therein. Geometric Brownian motion is clearly a crude model for a price. However, because of its simplicity, it is widely applicable as a rst approximation over a reasonable period of time. This can be several months or a shorter period of time for which geometric Brownian motion with constant volatility might be appropriate. We consider the German stock index (DAX, closing values) over a period of 500 days (starting from 1 July, 1988) and assume that this price corresponds to a geometric Brownian motion. Then the daily log{returns Z t = ln(G t =G t?1 ) can be considered as realisations of i.i.d. N(c; 2 ) r.v.'s. We work with centered data, i.e. an estimated mean c has been subtracted. In Figure 6 .1 the (Z t ) t=1;:::;500 are plotted. There is an obvious dramatic change is estimated for each block separately. Around day 240 we observe that the values of T 90 are out of the asymptotic 95% con dence band (see Table 1 ) so that a change of the model in the last 10 days of the interval 241; 330] is very likely. We also see that around day 240 the values of T 90 are quite high, i.e. a change of the model happens in each moving block of length 90 with high probability. This fact makes the i.i.d. assumption on the log{returns quite doubtful.
In a second example we consider 810 daily log{returns (X t ) of the Japanese stock index (NIKKEI, closing data) starting from February 22, 1990. In a preliminary check calculated from moving blocks (X l+1 ; : : :; X l+n ) of length n = 100 and l = 0; 10; 20; : : : ; 700. The variance 2 is estimated for each block separately. We observe that the ARMA(1,2){model is accepted in the rst 570 days. Then the quantities S 100 increase indicating that there is a change in the model after day 570. The 95 % con dence band is constructed from Table 1 . We observe that the changepoint statistic S n reacts quite sensitive to the change of the model. Indeed, the coe cients in the ARMA{model are rather small, the dependence in the sequence is weak. Nevertheless, the change to white noise around day 570 is well illustrated.
An advantage of the statistics T n and S n is that they deliver reasonable results already for a medium sample size n 100. The asymptotic quantiles of T n were derived from 
