Abstract WS-Agreement is a language and protocol designed for creating service-level agreements (SLAs) based on initial offers, and for monitoring those offers at runtime. The definition of WS-Agreement protocol is very general and does not contemplate the possibility of changing an agreement at runtime. This paper presents extensions of the WS-Agreement specification to support the dynamic nature of SLAs by allowing the possibility of SLA renegotiation at runtime. The extended WS-Agreement specification has been implemented and tested. Within this implementation, the concept of renegotiation is demonstrated through the ability to create more than one SLA at runtime. An evaluation is conducted to examine the profits a service provider may gain through renegotiation, as well the savings resulting from rescuing the SLA from violations as a consequence of avoiding paying penalties. The results show that making the SLA terms adaptable and changeable is a viable mechanism that provides flexibility to the service provider and service consumer.
Introduction
Advances in grid/cloud computing research have in recent years resulted in considerable commercial interest in utilizing infrastructures such distributed environments provide to support commercial applications and services [1, 2] . The dependency on grid/cloud systems accelerated the need for replacing the best-effort approach used in these environments with a more controlled and reliable one to achieve the high levels of quality of service (QoS) necessary to potential users. In commercial grids/clouds, it is vital to define a QoS assurance for service consumers and service providers since it is associated with cost to be paid by the service consumer in case a job or service is successfully completed, as well as a penalty to be paid by the service provider in case of nonfulfillment. This QoS assurance is delivered in the form of electronic contracts between the service provider and service consumer called service-level agreement (SLA). It depicts the provided service explicitly in terms of the requirements, guarantee terms, and the responsibilities of each party.
Several XML language-based specifications and tools are proposed in the literature to describe the agreement between the service provider and the service consumer, e.g., the WSAgreement specification from the Grid Resource Allocation Agreement Protocol (GRAAP) group [3] . The WSAgreement is a Web service protocol used to create the SLA between agreement parties and consists of three parts: a schema for specifying an agreement, a schema for specifying an agreement template, and a number of port types and operations used to manage the agreement life cycle from creation to termination and monitor the agreement states in between. This specification has been criticized by researchers and developers due to the lack of a negotiation process between the two parties prior to committing and signing the agreement. Another limitation of WS-Agreement is its static nature; once the agreement is signed, it is unchangeable during service operation. In addition to this, the SLA monitoring system should stick to the terms in the SLA and prevent them being breached.
The state of the SLA may be an important reason for reducing the reliability and trustworthiness of parties if an unexpected event occurs at runtime, which may affect the state of the SLA. Therefore, it is not possible to adapt the terms or the (negotiated) QoS parameters of the agreement to accommodate this new state. The main motivation of this work is the move toward more flexibility and reliability in SLA support and fulfillment. The main challenge escalates from the dynamic nature of grids/clouds: the possible occurrence of any events at runtime may have either positive or negative consequences on the level of quality agreed by both parties -the service provider and the service consumer-through the SLA. In such systems, it is essential to maximize profit, minimize SLA violations, and complete a maximum of tasks successfully. The aim of this research is then to make the SLA terms adaptable and changeable by allowing the agreement parties to renegotiate the guarantee terms at runtime while the service is in operation. To achieve this, the current WSAgreement specification is limited and therefore needs to be extended to support dynamic SLAs through the possibility of renegotiation. A dynamic SLA in this research refers to the opportunity for agreement renegotiation while the service is being executed.
The contributions of this paper include:
1. introduction of dynamic SLAs by extending the WSAgreement specification to enable SLA renegotiation at runtime. The extension affects several parts within the specification: the agreement structure, operations, and states; 2. a decision support system to guide and support agreement parties-the service provider and the service consumerwhether to accept the new agreement generated after the renegotiation or stick to the initial one. This unbiased assessment of the renegotiation is based on Fuzzy Logic; 3. an implementation framework of the extended WSAgreement specification is introduced to demonstrate the ability to create more than one SLA at runtime and initiate the renegotiation process by either party: the service provider or service consumer. The implemented framework has been evaluated to assess the performance of the new WS-Agreement extension and compare the outcomes generated by simulating different scenarios (optimistic and pessimistic) between a static SLA and the new proposed dynamic SLA.
This research has considered SLAs in grid computing and the proposed contributions can equally be applied in a cloud environment.
The remainder of the paper is structured as follows: in Sect. 2, the motivation scenarios covered in this research are presented while Sect. 3 introduces some related work. Section 4 describes the proposed extensions of WS-Agreement to support renegotiation at runtime, and Sect. 5 presents their implementation. Section 6 discusses the results of the experiments that were designed to evaluate the benefits of dynamic SLAs. In conclusion, Sect. 7 provides a summary of the research.
Motivating scenarios
Negotiation is a process between a service consumer and a service provider to reach an acceptable agreement offer from an initial agreement template. A typical example is the negotiation of a service provisioning time in co-allocation scenarios, or the negotiation of related service parameters such as the number of resources that are provided by a service and the price of the service.
At runtime, the service provider and the service consumer may face unexpected situations, which may force both parties to update their agreed pre-runtime QoS requirements. Thus, renegotiation of existing agreements applies the same signaling pattern as negotiation of agreements. A typical example is the renegotiation of an existing agreement in order to cope with peaks in a service usage.
These situations can be either optimistic or pessimistic. An optimistic scenario can be viewed as a series of events taking place at runtime which may trigger an improvement in the level of QoS agreed pre-runtime. For example, this enhancement in QoS can be through reducing the service probability of failure (PoF), completing the service execution sooner, or any other beneficial situation to either party. On the other hand, a pessimistic scenario is viewed as the occurrence of events which may force either party to decrease the QoS level agreed pre-runtime. This reduction in QoS level can be a potential solution to rescue the running service from failure and consequently prevent the SLA violation. The initiation of the renegotiation procedure can be from either the service provider or the service consumer perspective. Four different scenarios are considered in this research:
-Provider Optimistic (PO): From the service provider perspective, an optimistic scenario correlates with increased profit and better resource management. A typical example is while the service is running extra resources become available in the provider's infrastructure, following the completion of another service. Consequently, the service provider may decide to provide these extra resources to the negotiated service to speed it up and gain extra profit. This is achievable through the renegotiation at runtime with the service consumer by making an offer (service completion time shortened, higher price). If the latter is able to pay more, then both parties will benefit from this renegotiation, especially the service provider. -Provider Pessimistic (PP): Once an SLA has been agreed and resources have been allocated to the negotiated service, some of these resources may fail. This can cause a pessimistic scenario for the service provider. Although the service provider is expected to have some fault tolerance mechanisms in place, there is no guarantee that the provider would be able to complete the service execution successfully, or on time. If SLA renegotiation, triggered by the service provider, is possible, then the service provider can make an offer to the service consumer (service completion time extended, lower price) to prevent SLA violation. -Consumer Optimistic (CO): An optimistic scenario may also involve a service consumer getting a service with higher levels of quality than the one agreed pre-runtime. In this case, SLA renegotiation is triggered by the service consumer and an offer is made to the service provider, for example, to speed up the service execution thanks to the allocation of extra resources at higher cost (service completion time shortened, higher price). Both parties are expected to benefit from this renegotiation, especially the service consumer. -Consumer Pessimistic (CP): A pessimistic scenario may also involve a service consumer getting a service with lower levels of quality than the one agreed pre-runtime, for example, following a drop in the consumer's actual budget. In this case, SLA renegotiation is triggered by the service consumer, and an offer is made to the service provider, for example, to extend the service execution thanks to the allocation of different quality resources at lower cost (service completion time extended, lower price).
Related work
There are various approaches in the field of SLA management in distributed environments [4] . The related area of SLA negotiation is a popular research topic within the wide grid community, which can be seen in some EU-funded projects such as Brein [5] , NextGrid [6] , BEinGRID [7] , smartLM [8] , SLA@SOI [9], and RESERVOIR [10] . These have all promoted the use of SLAs and developed basic grid components and architectural support for negotiating SLAs to aid in the consumption of services between service consumer and service provider. It is worth mentioning the CONTRACT project which produced a new language for the expression of contracts between Web services [11] . Unlike SLAs which are based in a set of computer-observable parameters, this language takes into account the computational issues of reasoning over contracts and, specifically, verifying the properties of systems determined by sets of contracts. The IRMOS project [12] proposes an SLA framework which introduces a chain of linked SLAs implemented on different layers in order to provide support for the provision of real-time applications [13, 14] . The GRAAP WG of the Open Grid Forum (OGF) has produced the Web Services Agreement (WS-Agreement) standard [3] to create bilateral agreements. In many cases, SLAs are modeled following both service consumers and service providers' business objectives [15] , ensuring their management provides QoS guarantees at the same time.
Examples to date of WS-Agreement implementations include WSAG4J [16] , Cremona [17] , AssessGrid project [18, 19] , and the SORMA project [20] . WSAG4J considers only direct negotiation between service consumer and service provider. It is an actively developed implementation of WS-Agreement and publicly available. Cremona was developed by IBM using an early version of WS-Agreement but only considered direct negotiation between consumer and provider. The project remains inactive with closed source code and no status updates.
Ludwig et al. [21] describe the use of WS-Agreement for SLAs paving the way for using multiple distributed resources to satisfy a single service request. Frankova et al. [22] provide a formal definition of an agreement and analyzing the possible evolutions of agreements and their terms over an execution. Therefore, they identify a number of extensions which involve the initial negotiation, the monitoring of running agreements, and the possibility of renegotiating agreements in executions. Pichot et al. [23] propose and discuss extensions to the WS-Agreement protocol which support dynamic negotiation and creation of SLAs in an efficient and flexible manner. Wieder et al. [24] give an overview of state-of-the-art grid software using SLAs in the domain of scheduling and resource management. Waeldrich et al. [25] present similar work which led to the WS-Agreement specification. They describe a Web services protocol for negotiating agreement offers between the two parties, service consumer and service provider. Battre et al. [18] describe the Web Services Agreement Negotiation protocol proposed by the OGF to extend the existing specification. This proposal is the result of combining various research activities that have been conducted to define protocols for negotiating service levels or to supersede the existing "take-it-or-leaveit" protocol. The main characteristics of this proposal are the multi-round negotiation capability, renegotiation capability, and compliance with the original specification. Kuebert et al. [26] present an approach for the implementation of an SLA framework which allows negotiation and renegotiation of QoS requirements. The framework is specifically designed to guarantee the correct deployment and execution of soft realtime interactive applications over service-oriented infrastructures (SOIs), respecting the interests from all involved parties. Menychtas et al. [27] present a novel cloud platform, which was developed in the frame of the IRMOS project targeting soft real-time applications that have stringent timing and performance requirements. Their platform combines SOIs with virtualisation technologies to manage and provision computational, storage, and networking resources as well as to communicate with legacy systems such as WiFi locators.
Renegotiation has not been seen as a necessity but is desirable in case of the need of more resources, the prolonging of the agreement or the release of already reserved resources. Parkin et al. [28] described an abstract, domain-independent SLA protocol for the renegotiation of contracts. It is based on the principles of contract law to make agreements with it legally compliant and allows for multi-round renegotiation in an environment where messages may be lost, delayed, and reordered. Di Modica et al. [29] proposed an extension of the WS-Agreement which allows both parties to renegotiate agreements.
The research presented in this paper discusses runtime renegotiation of SLAs between two parties-service consumer and service provider-using an extension of the WS-Agreement specification agreement factory construct. A framework implementation of the extended WSAgreement specification is introduced to demonstrate the ability to support dynamic renegotiated SLAs at runtime. Close work to this research includes [18, 22, 23, 25, [28] [29] [30] . However, as explained in the evaluation section (see Sect. 6.4) this research differs in many aspects, which include WS-Agreement protocol extension, WS-Agreement protocol implementation, schema extension, renegotiation at runtime, consideration of optimistic and pessimistic scenarios, and decision support provision in SLA renegotiation.
WS-Agreement specification extension
The extended WS-Agreement protocol must specify the required interfaces to renegotiate existing agreements. In this context, renegotiation of agreements is considered to be a bilateral process, which results in a renegotiated agreement. Therefore, the capabilities to create renegotiated agreements based on initial negotiatied offers need to be defined.
This research assumes a direct communication between the service consumer and the service provider. Both parties must agree pre-runtime what terms are renegotiable at runtime. This takes place when the service provider provides a negotiation template where fixed terms and renegotiable terms are clearly defined. At runtime, either party (service consumer and service provider) can initiate SLA renegotiation according to specific conditions (see Sect. 2), which may lead to the agreement of a new SLA. One of the objectives in this work is to uncover the behavior of both parties at runtime through analyzing the changes required to the SLA during the service execution. This vision of dynamic SLAs renegotiable at runtime cannot be supported with the current WSAgreement specification. The following sections describe the different extensions made to the specification.
Agreement structure
Once an SLA is agreed pre-runtime between the service consumer and service provider, and with the possibility of renegotiation, it is important to keep track of the negotiated/renegotiated agreements through the service life cycle. For this reason, a new variable of type endpoint reference (EPR) is added in the context section of the agreement to contain a reference to the next renegotiated agreement. Its default value in creating an agreement will be (null), and after a successful renegotiation process, the value of this variable will hold the EPR of the newly created agreement. The Service-Level Objective (SLO) data type in the guarantee term specifies the level of service that must be met to fulfill the guarantee term. As mentioned previously, the service provider must specify which SLOs are static and which are dynamic during renegotiation. For this reason, extra information is added to the SLO to indicate whether this SLO can be modified during the agreement renegotiation and therefore any QoS aspects can be considered in the renegotiation by defining their SLO to be dynamic.
Renegotiation template
During the renegotiation process, both parties will only renegotiate a number of SLOs, not the entire agreement. A new template called Renegotiation Template is introduced to support the dynamic SLOs update. This template consists of a context section that has information on the renegotiation initiator and the renegotiation responder, and another section on the guarantee Terms holding the dynamic SLOs only. Figure 1 shows how to build the new request from the renegotiation template during the renegotiation process using the SLA agreed pre-runtime.
Agreement state machine
In the WS-Agreement specification, the agreement has runtime states describing the state of the agreement. The defined set of agreement states within the current WS-Agreement is Pending, Pending and Terminating, Observed, Observed and Terminating, Rejected, Completed, and Terminated. Enabling SLA renegotiation at runtime necessitates an extension of the possible states in the agreement life cycle.
There is a wide number of renegotiation scenarios, depending on whether a service consumer or a service provider initiates the negotiation process, which party creates the negotiated agreement, and where the resulting agree- 
Renegotiation protocol
The agreement renegotiation can be initiated by either party: the service provider or the service consumer. Hence, the next section illustrates two different protocols according to the renegotiation initiator/responder role. 
Initiated by service consumer
The process illustrated in Fig. 3 represents the renegotiation process at runtime when initiated by the service consumer. Renegotiation takes place according to the following steps:
-The service consumer requests the renegotiation template from the service provider side. It is worth noting the possibility for the service provider to make the renegotiation template available to the service consumer once the negotiation (pre-runtime) is completed and the SLA is signed. Thus, a local copy of the renegotiation template is available to the service consumer. -Once this template is received, the service consumer makes the necessary amendments to the SLOs according to the new QoS level required. The new SLA request builds on the initial SLA agreed pre-runtime and the dynamic SLOs as shown in Fig. 1 . -Once this request is ready, the service consumer sends it to the service provider to get a new quote. -On the provider side, a new quote is then provided according to the request and sent back to the consumer. Note that the service provider may rely on recommendations (accept/reject) of a decision support system, e.g., a fuzzy system, see Sect. 5.3. -The consumer reviews the quote to make a decision (accept/reject). This process is repeated until both parties agree the new SLA after renegotiation or the renegotiation allowable time is over. -If the new offer is accepted, then a new SLA is signed and the execution resumes. Otherwise, the execution resumes and the original SLA still holds as a new agreement has not been reached.
Initiated by service provider
At runtime, the service provider may be able to provide a better service (optimistic scenario) or unable to fulfill the SLA (pessimistic scenario). Consequently, a renegotiation process with the service consumer is initiated as illustrated in Fig. 4 .
-The service provider starts modifying the negotiation template by amending the SLOs according to the new QoS level, building up the renegotiation request, and getting SLA is signed and the execution will resume. Otherwise, the execution resumes using the original SLA.
Extended WS-Agreement implementation
In order to implement WS-Agreement extensions, the question arises regarding which existing WS-Agreement implementation framework to build upon, especially to support the renegotiation process (see Sect. 3). Among the existing WS-Agreement implementations, the AssessGrid project WS-Agreement implementation [18] was chosen due to the authors' involvement in its usage and evaluation [19] .
Negotiation manager
This WS-Agreement implementation has the negotiation manager (NegMgr) as its main component [18] , which is responsible for negotiating SLAs with system-external contractors. Consequently, it needs to provide an interface to the surrounding world to be addressable by possible contractors. Well-used communication protocols ease the communication with the contractors. The Negotiation Manager is implemented as a Globus Toolkit 4.0 service, which allows to use and support several mechanisms that are offered by the toolkit, such as authentication, authorization, GridFTP, and monitoring services [31] . Figure 5 shows an example of how it interacts with the service consumer as well as OpenCCS, a planning-based and topology-aware Resource Management System (RMS) which computes a complete job schedule about future resource usage and assigns a start time to all jobs, as described in [18, 31] .
WS-Agreement extensions
WS-Agreement extensions implementation is explained next, with an illustration of the relevant operations that are required in the renegotiation. GenerateTemplate Figure 6 shows the flow in the operation GenerateTemplate, which is called after a party initiates the renegotiation process by sending a request containing the current SLA with the identity of the renegotiation initiator. Generating the renegotiation template consists of two stages: 1) building the renegotiation context which includes the parties and their roles and 2) building up the terms section and including the dynamic terms.
Renegotiate This operation is responsible for modifying the dynamic SLOs, which can be changed during renegotiation, e.g., a service execution time. The operation consists of loading the guarantee terms in the renegotiation template as well as the SLOs for modification.
Generate Quote Following the modification of the dynamic SLOs and the request for a new SLA quote, the service provider invokes the operation Generate Quote, which returns a list of quotes. The provider has general constraints for executable services according to its individual provided resources (hardware and software). During renegotiation, the interaction with the RMS takes place through the negotiation manager, as the negotiation manager is the link between the RMS and the actual infrastructure (grid/cloud). An Offer Manager (OM) is responsible for SLA quote and agreement creation depending upon not only which scenario an SLA quote or agreement request is made but the service provider policies as well [18] .
Provider Decision The service provider can assess the renegotiation benefit thanks to the use of a decision support system (see Sect. 5.3). It also runs a final compliance test with the renegotiated SLA template to ensure that the new SLA offer(s) is/are correctly formatted.
Review Quote Use of this method denotes that the service consumer receives a list of SLA quotes ready to review. To rank these offers, the service consumer may use DempsterShafer Analytical Hierarchy Process (DS-AHP) [19, 32] . The service consumer can also assess the renegotiation benefit thanks to the use of a decision support system by invoking Consumer Decision operation (see Sect. 5.3).
Fuzzy support system
After a successful renegotiation, a new agreement is formed. However, before committing to such agreement, either party (service consumer and service provider) should assess its benefit since both parties may have conflicting objectives. To support this assessment, a fuzzy logic decision support system is designed to analyze the difference between the initial agreement (pre-runtime) and the renegotiated one. This analysis is based on evaluating the changes introduced in the renegotiated agreement such as price and provides a number of outputs so that both parties can decide whether to accept the new SLA or reject it. Usage of such decision support system is described in Sect. 6.2.
Evaluation

Case study
To illustrate the implementation of the WS-Agreement extensions and the usage of the fuzzy logic decision support system, a case study in risk management in grid computing is considered [19, 33] and involves an end user and a service provider.
An end user (service consumer) is a participant from a broad public approaching the grid in order to perform a task comprising of one or more services. The user must indicate the task and associated requirements formally within an SLA template. Based on this information, the end user wishes to negotiate access with providers offering these services, in order that the task is completed. The end user must make informed, risk-aware decisions on the SLA quotes it receives so that the decision is acceptable and balances cost, time, and risk. A service provider offers access to resources and services through formal SLAs specifying risk, price, and penalty. Providers need well-balanced infrastructures, so they can maximize QoS and minimize the number of SLA violations. Such an approach increases the economic benefit and motivation of end users to outsource their IT tasks. A prerequisite to this is a provider's trustworthiness and their ability to successfully deliver an agreed SLA. Assessments of risk allow the provider to selectively choose which SLA requests to accept.
The use of a brokering service can also be envisaged. A broker acts as a matchmaker between end users and providers, providing a risk-optimized assignment of SLA requests to SLA quotes. It is responsible for matching SLA requests to resources and services, which may be operated by an arbitrary number of providers. The broker's goal is to drive this matchmaking process to a conclusion, when the provider will propose an SLA. More details are available in [19, 33] .
The fuzzy system
As explained in Sect. 5.3, a fuzzy logic decision support system is designed to analyze the difference between the initial agreement (pre-runtime) and the renegotiated one, and assess the benefit of renegotiation. To build the fuzzy system, the definition of the linguistic variables and their classification as inputs and outputs is required for the case study. The three main parameters describing an SLA are: 1. Benefit of Accepting (BoA): this is the benefit of accepting the new SLA after renegotiation for the service execution only, without prioritizing either party's benefit. 2. Benefit for Provider (BfP): this is the benefit for the service provider, i.e., how much the new SLA after renegotiation is beneficial for the service provider. 3. Benefit for Consumer (BfC): Since the consumer may not have the monitoring tools and other statistical services as a renegotiation guidance and to assist him in accepting/rejecting the new agreement. This parameter will represent the benefit for consumer the same as BfP.
Each input can be described by a linguistic value (negative, zero, positive) whereas each output can be defined as low, medium, and high. The definition of the fuzzy rules will interpret the relationships between the inputs and outputs. The fuzzy rules are constructed in the logical form: (IF x is A THEN y is B) where A, B are linguistic values and x, y are linguistic variables, e.g., (IF PoF is Negative then BoA is Low). The combinations of the input linguistic values describe the different scenarios which may take place. In the following, these combinations are limited to 8 possible cases as shown in Fig. 7 . These rules control the relation between variances in the inputs and result in the expected output linguistic value for each variable.
Results
The service deployed is tested using a task SLA request sent initiated by a service consumer. The node has a quad core Intel Core 2 CPU running at 2.4 GHz with 4 Gb RAM and 500 GB storage. The running environment of the negotiation manager is described as follows: Linux operating system with the Debian 64-bit distribution and Globus Toolkit version 4.0.8. Besides Globus, additional applications include Java version 1.6.0.12 SE runtime Environment.
Fuzzy system evaluation
The fuzzy inference system is built using Matlab fuzzy logic toolbox [34] . Once the linguistic variables together with the fuzzy member functions and fuzzy rules are defined, a number of plots describing the mapping of inputs to outputs according to the member functions and rules are generated.
In this first experiment, the price and penalty associated with the SLA are set with their corresponding linguistic values in the range [−1,000..1,000]. Figure 8 shows the relationship between PoFl; price; and the resulting BoA, BfC, and BfP. PoF and price are usually inversely proportional which means that a PoF decrease results in a price increase with the provision of, e.g., better service quality, and vice versa. Four areas are labeled A, B, C, and D on the plot. Area B contains the lowest value of BoA due to the PoF increase and price increase. BoA has a mid-value of 0.5 as shown in area C, where a decrease in PoF and price is shown. In area D, a PoF decrease and price increase lead to the highest BoA, as shown in area D. Area A has a slightly lower value of BoA is shown due to a PoF increase and consequently a price decrease.
For BfC, area B shows its maximum value, whereas for BfP it shows its lowest with a PoF increase and a price decrease. Area C has an improved value for BfC compared to BoA due to a decrease in both PoF and price. This is seen as clear benefit for the service consumer, although one that may rarely occur.
For BfP, from the service provider perspective, having a renegotiated SLA with an increased price and decreased PoF is a beneficial situation which suggests this new SLA should be accepted, as illustrated in area D. Areas A and C show identical results for the service provider when the price decreases, with a BfP value of 0.5.
Similarly, Fig. 9 shows the relationship between PoF; penalty; and the resulting BoA, BfC, and BfP. BoA is determined according to the changes in PoF and penalty. The highest BoA value is just above 0.6 occurs between areas A and B, A and C, and C and D. When there is no change in the PoF value in the renegotiated SLA and the penalty is decreased, it is recommended to accept the new SLA. Area B shows an increased PoF with an increased penalty, which is a pessimistic scenario leading to low BoA.
Next, the highest value of BfP is 0.8 in area A. This is due to a PoF increase and penalty decrease (which is not common but may occur with a price decrease as well). This is viewed by the provider as a good opportunity to accept the renegotiated SLA.
Finally, BiC proves again that both parties have opposite objectives: area A was described earlier as a good opportu- However, area B shows a good opportunity for the consumer to get an increased penalty with a PoF increase.
Renegotiation: 4 SLAs
Evaluating the extended WS-Agreement is made through using the implemented framework to ensure the possibility of SLA renegotiation at runtime and creation of new agreements. Further evaluation focuses on the analysis and assessment of the benefit returned to both parties following renegotiation. The PoF, price, and penalty parameters are initially set to 0.15, 700, and 1,000, respectively, once the SLA is negotiated and agreed pre-runtime. At runtime, the SLA is renegotiated considering four scenarios in the following order: (1) provider pessimistic: 15 % PoF increase, unchanged price, and 10 % penalty increase; (2) provider optimistic: 10 % PoF decrease, 20 % price increase, and 10 % penalty increase; (3) consumer optimistic: 10 % PoF decrease, unchanged price, and 10 % penalty decrease, and (4) consumer pessimistic: 15 % PoF increase, 10 % price decrease, and 10 % penalty decrease.
BoA, BfC, and BfP resulting from the renegotiated SLA are shown in Fig. 10 . 
Renegotiation -100 SLAs
In the third experiment, 100 events were generated randomly to simulate the four scenarios, and new values set in the SLA (PoF, price, and penalty) after renegotiation are calculated according to the scenario under consideration. Figure  11 shows a) the different values for PoF and b) price and penalty in 100 SLAs with a price increase of up to 300 % (from 300 to 1215) and a penalty decrease of up to 74 % from 1,000 to 260. Although the PoF has a slight increase in general by 6 % from 0.3 to 0.32, it reached a peak value of 0.84 during execution.
In order to compare static and dynamic SLAs, consider a high PoF, e.g., of 0.8. Assuming such probability is reached, it is likely the SLA will be violated leading to the service execution ending with a failure, as shown in Fig. 12 . From the business perspective, the service provider will pay 1,000 penalty to the service consumer in case of a static SLA, whereas in case the SLA is dynamic, the service provider will still make 910 profit. In an optimistic scenario, a decrease in PoF in the renegotiated SLA means for the service consumer, a higher QoS than in the original SLA and a price increase. This leads to a higher profit and a decrease in penalty for the service provider. On the other hand, in a pessimistic scenario, a dynamic SLA gives opportunities to prevent SLA violation and therefore penalty fees payment avoidance.
Part of this experiment was to perform an evaluation of the overhead introduced by the renegotiation protocol. In this case, 100 SLA requests were generated to measure the renegotiation time, considering an optimistic scenario where renegotiation is instantiated by the service consumer requesting extra resources from the service provider. Figure 13 shows: (1) the time it takes the service consumer to construct a new SLA request, send it to the service provider, and for the provider to return a new offer; (2) the time it takes to receive an offer from the provider and agree to it, and (3) the total time taken for the renegotiation. Although application dependant, the time for scheduling extra resources through renegotiation in this scenario is acceptable (less than 2 s) in terms of QoS.
Capability comparison
This section shows a comparison of this research with other work found in the literature considering the following criteria:
* Extended Protocol checks whether the protocol in the WS-Agreement has been extended or not. * Extended Schema deals with the possible modifications made to the schema such as the agreement structure, adding new data types and new operations. * Renegotiation at runtime examines whether renegotiation takes place at runtime when the service is in operation. Some research aims for the renegotiation to take place in the period between signing the initial SLA and the service execution start. * Scenarios indicates possible events that may initiate the renegotiation procedure, e.g., optimistic or pessimistic. This criterion checks whether the events considered in the research affect the renegotiation outcome. * Decision Support indicates the provision of value-added information to support both parties in deciding whether to accept the new SLA at renegotiation or not. * Implementation Availability refers to whether this extended WS-Agreement has been implemented or not.
The results of the capability comparison are shown in Table 1 . This research tackles the problem of WS-Agreement renegotiation at runtime initiated by either party (service consumer or service provider) considering optimistic and pessimistic scenarios and supports all six comparison criteria. The closest work to this research is by the GRAAP WG to produce an extension to the WS-Agreement called WSAgreement negotiation considering the introduction of negotiation/renegotiation when creating agreements [25] . In this extension, the negotiation is done as a separate process by adding an additional layer called Negotiation Layer on top of the Agreement Layer and Service Layer which are defined in the WS-Agreement Specification [3] . The renegotiation aspects are left for future work. However, in this research, the negotiation/renegotiation extension has been included in the Agreement Layer without adding an extra layer for ease and simplicity. This way, the modification/tuning (createAgreement) operation works for both newly created agreements at negotiation pre-runtime and renegotiated agreements at runtime.
Extensions
There are many ways to further refine and extend the work presented in this research. The most appealing ones are listed below:
-Introduction of a brokerage system where the renegotiation protocol handles the interaction between the service consumer and a broker, as well as the broker and the service provider. -The consideration of other QoS aspects: the paper has shown how QoS dimensions such as service completion time and cost can drive SLA requirements. QoS aspects such as security and reliability can also be considered. In WS-Agreement, service description terms give a functional description of the service to provide. Since the WS-Agreement is designed to be domain independent, the content of a service description term can be any valid XML document. -The paper has considered the random generation of events to simulate service renegotiation at runtime. It will be interesting to deploy the extended WS-Agreement implementation in a real grid/cloud infrastructure. Some cloud computing-related projects have included the use of SLAs as an important component within their architecture, e.g., [35, 36] . Future work can involve analysing the current use of SLAs in Cloud Computing as well as the renegotiation aspects. -The investigation of the renegotiation aspect in a grid/cloud infrastructure may involve the consideration of potential ripple effects of adopting new renegotiated SLAs at runtime. This is an important issue to study and handle for the service provider not only for infrastructures simultaneously running thousands of services, but also for composed services as well: amending the SLOs according to a new QoS level in a particular SLA may cause violations of other SLAs. -An extended fuzzy system: the system evaluation presented in this paper shows compatibility between the price and the Benefit for Provider (BfP) as well as between the penalty and the Benefit for Consumer (BfC). A mathematical model can be used to define a pricing policy and penalty setting during renegotiation. These can help both parties to maintain their benefits through predefined values of BfP and BfC. -The proposed approach in the paper suggests putting the service execution on hold during renegotiation.
Halting the service execution during the renegotiation is viewed as a safe option, as not doing so may lead to an SLA violation. For example, a renegotiation requested by the service provider in case of a Warned state follows the possibility of not fulfilling a service completion time (pessimistic scenario), a situation the service provider would prefer to avoid. Further investigation is needed to assess whether renegotiation should take place while the service is executing, and therefore, the results of the renegotiation should only affect the resources/priority assigned to the service invocation.
Conclusion
This paper presents an extension of WS-Agreement Specification for enabling SLA renegotiation at runtime. A critical analysis of WS-Agreement limitations is provided. The definition of a dynamic SLA in the context of this research is given and the importance of SLA renegotiation is introduced through an illustration of various motivation scenarios. WS-Agreement extensions are proposed starting with an overall vision of the SLA renegotiation procedure at runtime. To reach this vision, several extensions in different parts of the WS-Agreement specification are added and include the agreement structure, templates, agreement states, and the renegotiation protocol. A fuzzy support system to assess the benefits of the renegotiated SLA is also presented. Experiments are designed for an evaluation of dynamic SLAs through assessing the WS-Agreement extensions with the possibility of renegotiation at runtime. Put in the context of risk management, this evaluation shows that a service provider may increase profit and decrease the risk of SLA failure.
The work presented in this paper can be extended in many ways, which include the introduction of a brokerage system, where the renegotiation protocol handles the interaction between the service consumer, the broker, and the service provider. The consideration of potential ripple effects of adopting new renegotiated SLAs at runtime is also subject of future investigation of the renegotiation aspects in grids/clouds, where infrastructures are by definition dynamic, and therefore, the resources' status are subject to constant changes.
