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Abstract—Modern software systems are exposed to various
types of uncertainties, such as dynamics in the available resources
that are difficult to predict and goals that may change during
operation. Self-adaptation equips a software system with a
feedback loop that collects additional knowledge at runtime,
monitors the system and adapts it when necessary to maintain
its quality goals, regardless of uncertainties. One challenging
problem of self-adaptation is to provide guarantees for the goals
that are subject of adaptation. In this paper, we present the
ActivFORMS runtime environment to realise self-adaptation with
guarantees. With ActivFORMS designers model and verify a
feedback loop. The verified models can directly be deployed on
top of a virtual machine that executes the models to realise
adaption. The approach avoids coding of the models, which
is an error-prone task. The runtime environment visualises the
executing models, the state of the goals, and it supports on the
fly updates of the models and goals. We illustrate the approach
with an adaptation scenario of an IoT building security example.
I. INTRODUCTION
Modern software systems – such as Cyber-Physical Systems
and Internet-of-Things applications – operate under highly
dynamic conditions where both the entities and their inter-
connections are subject to continuous change. The dynamic
operating conditions introduce uncertainties, which may be
difficult to anticipate. Uncertainties may come from changes
of the operating context of the system that are difficult to
predict, e.g., the communication paths of a sensor network may
change unexpectedly due to interference of network links, or
the goals of a system in operation may change in ways that are
difficult to predict. Engineering such systems and guaranteeing
the required quality goals during operation is complex due to
incomplete knowledge at design time.
The DevOps paradigm aims to provide an answer to the
problem of rapid change by integrating two activities: software
development and system operation. Self-adaptation adds a
third activity to DevOps as shown in Fig. 1. The left cycle
represents activities of developers. These activities are trig-
gered by “unanticipated change,” meaning changes that the
system was not prepared for (ranging from dealing with bugs
to implement solutions for strategic decisions to evolve the
system). The results of developer activities are the next release
of the system. The middle circle represents the system in
execution with activities of operators that take care for the
smooth functioning of the system and its infrastructure.
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Fig. 1. DevOps integrated with self-adaptation
The circle on the right hand side represents change activities
realised by the system itself, i.e. self-adaptation. By integrating
self-adaption to development and operation, the system can
be designed such that it can deal with various types of
changes itself during operation. In particular, self-adaptation
deals with “anticipated change,” which are changes that the
system is prepared for, but the conditions under which these
changes require adaptation of the system can only be derived
at runtime. As shown in Fig. 1, self-adaptation consists of four
basic functions: Monitor, Analyse, Plan, and Effect, in short
MAPE [1]. Different approaches exist to map these functions
to a software realisation. Our focus here is on architecture-
based adaptation, which is one prominent approach to re-
alise self-adaptation [2], [3], [4]. Central in architecture-based
adaptation is the separation between the managed system, i.e.,
the software that deals with domain goals, and the managing
system, i.e. the software that deals with the adaptation goals.
Domain goals concern the environment in which the system
operates, while adaptation goals concern the managed system
itself (e.g., ensure a certain level of performance, deal with
particular types of errors, etc.). A typical example of an
architecture-based approach to self-adaptation is the Rainbow
framework developed at Carnegie Mellon University [5].
One of the key challenges in self-adaptive systems is
providing guarantees for compliance of the adaptation goals,
regardless of uncertainties that may affect the system. The
basic underlying problem is that due to uncertainties, these
guarantees need to be delivered during the system’s entire
lifetime, from inception to and throughout operation. Over the
past decade, a variety of approaches have been proposed to
provide such guarantees, ranging from formal proof to runtime
testing (for a recent overview see [6]). A typical approach
is described in [7], where the authors create formal models
for adaptive systems, verify the models and automatically
translate the models into executable programs. The approach
guarantees conformance between the models and programs
using model-based testing. Another typical example is pre-
sented in [8], where quality requirements of service-based
systems are expressed as probabilistic temporal logic formulae,
which are then automatically analysed at runtime using model
checking techniques to identify and enforce optimal system
configurations. These representative examples show that the
state of the art typically focusses on particular types of
guarantees. Support for changing goals is very limited.
In this paper, we present the ActivFORMS runtime en-
vironment (Active FORmal Models for Self-adaptation) to
realise self-adaptation with guarantees. With ActivFORMS
the designers model and verify a feedback loop. The verified
models can directly be deployed on top of a runtime environ-
ment that executes the models to realise adaption, avoiding
coding of the models, which is a error-prone task. The runtime
environment supports visualisation of the executing models,
the state of the goals, and it supports on the fly updates of the
models and goals. ActivFORMS realises: (i) correctness of
the feedback loop achieved by directly executing the formally
verified model of the feedback loop by a virtual machine, (ii)
guaranties for the adaptation goals by using model checking at
runtime to select configurations for adaptation, (iii) support for
on the fly updating feedback loop models to deal with chang-
ing adaptation goals or adding new goals. The ActivFORMS
approach was initially introduced in [9].
This paper is structured as follows. Section II gives and
overview of how designers can apply ActivFORMS and ex-
plain the ActivFORMS runtime environment. In Section III we
illustrate the approach with an adaptation scenario of an IoT
building security example. Section IV briefly discusses some
related tools. Finally, we draw conclusions in Section V.
II. ACTIVFORMS APPROACH
ActivFORMS offers an integrated approach to realise self-
adaptation with guarantees. Fig. 2 shows how ActivFORMS
is applied in the main stages of the software life cycle.
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Fig. 2. Overview of ActivFORMS approach
The design of a feedback loop with ActivFORMS takes
as input the managed system that is subject to adaptation
(legacy or greenfield), domain knowledge, a set of adaptation
requirements, a set of templates for MAPE models, and a set of
stubmodels. The stubmodels represent the interactions of ex-
ternal elements with the feedback loop, including the managed
system equipped with probes and effectors, its environment,
and a statistical model checker that will be used at runtime
(see below). One approach to guarantee accurate stubmodels
is model-based testing, but this is out of scope of this paper.
In ActivFORMS, we use networks of timed automata (TA) for
the specification of feedback loops and timed computational
tree logic (TCTL) to specify properties. The templates provide
abstract models of the MAPE-K components of feedback
loops as well as properties about the correct behaviour of
these models. The abstract models and properties need to be
instantiated for the concrete application [10]. Once the models
and properties are specified and the feedback loop is connected
to the stubmodels, the correctness of the feedback loop can be
verified using a model checker. In our research, we use the
UPPAAL tool suite [11] to specify and verify feedback loops.
The feedback loop together with the ActivFORMS runtime
environment can then be deployed. During deployment, the
feedback loop is connected with the external elements. The
ActivFORMS runtime environment provides a virtual machine
that can directly execute the feedback loop models to realise
adaptation of the managed system. Model execution with the
virtual machine complies with the formal semantics of timed
automata and consequently, the guarantees provided at design
time are assured at runtime. The ActivFORMS virtual machine
generates executable models in two-steps. First, the integrated
model of the network of TA generated by UPPAAL (XML file)
is parsed by a Compiler Frontend that generates an abstract
syntax tree (AST) and a symbol table. An Executable Model
Generator then traverses the AST to generate a state transition
graph with task graphs, which are an internal representation
of the models that can be executed by the virtual machine.
For a detailed technical explanation of the internals of the
ActivFORMS virtual machine, we refer to [12].
At runtime, the feedback loop monitors the managed system
and its environment and adapts the system to ensure the adap-
tation goals. To provide guarantees for the adaptation goals,
ActivFORMS uses statistical model checking at runtime. To
that end, the feedback loop connects with a statistical model
checker to evaluate the adaption goals (i.e., quality goals)
for all relevant configurations of the managed system. The
feedback loop uses distinct quality models for each quality
goal. To model uncertainties, the quality models are typically
stochastic models where parameters represents uncertainties.
The feedback loop feeds the runtime models with the current
values of the uncertainties. These parameters are tracked and
updated by the monitor model (e.g., using a learning algo-
rithm). The statistical model checker then applies simulation
and statistical techniques to estimate the required quality for
each alternative configuration of the managed system with
a required level of confidence (higher confidence requires
more simulation runs). Once the statistical model checker
completes the estimation of the required qualities for all
relevant configurations, the feedback loop selects the best
configuration and adapts the managed system accordingly.
The ActivFORMS runtime environment supports visualisa-
tion of executing feedback loop models and offers an overview
of the current state of system properties, see Fig. 3.
Fig. 3. Excerpt of the runtime environment interface
The runtime environment supports on-the-fly updates of
feedback loop models and goals. Such updates may be re-
quired for various reasons, e.g., to change a (part of a) model
or update models when adaptation goals change (indicated
with ∆ in Fig. 2). Fig. 4 shows the user interface to perform
on-the-fly updates of the feedback loop models and goals.
Fig. 4. Support on-the-fly updates of feedback loop models and goals
Evolving the models requires the design of new or adapted
feedback loop models that need to be verified to check
their correctness before they can be deployed. During model
updates, the virtual machine freezes the running feedback loop
models in so called quiescent states to guarantee safe and
consistent updates of the models. Once the update is completed
the feedback loop retakes its task, starting with processing
buffered events that occurred during the update.
III. IOT BUILDING SECURITY EXAMPLE
We illustrate the ActivFORMS runtime environment with an
The Internet of Things (IoT) application, called DeltaIoT, that
consists of a LORA network (Long Range communication)
with 15 motes equipped with sensors that are distributed in
various buildings of the Dept. of Computer Science at KU
Leuven, see Fig. 5). The aim of DeltaIoT is to provide access
control to labs and monitor the occupancy and temperature
of rooms. Motes communicate the data they produce to the
gateway via their parents, and forward messages they receive
from their children. Campus security personal can monitor the
status of the buildings and take action when needed.
Fig. 5. Internet of Things application deployed at KU Leuven
We focus on multi-hop communication, where each IoT
mote must have a path towards the gateway along other
motes. The adaptation problem is how to minimize the energy
consumption of the motes, while guaranteeing high packet de-
livery performance, regardless of uncertainties in the network
such as interference in the communication between motes and
sudden changes in the traffic of the network.
The adaptation problem is finding a suitable settings of the
IoT network and adapt it when necessary. We consider two
elements that determine the network settings: the transmission
power of the IoT devices and the paths selected for communi-
cation. Traditionally, the IoT network settings are either hand-
tuned, based on trail-and-error techniques or over-provisioned
to deal with all types of uncertainties. We automate the process
of adapting the settings of the IoT network that operates under
various uncertainties applying ActivFORMS. The stakeholders
defined adaptation goals are:
• R1: Energy consumption with adaptation should at least
reduce with 25% relative to the reference approach;
• R2: A maximum increase of packet loss with 20%
relative to the reference approach is acceptable.
We designed and verified MAPE-K feedback loop models
for the adaptation logic before deployment. The feedback loop
models together with the ActivFORMS runtime environment
and the statistical model checker are then deployed at a
server that remotely interacts with the gateway to realise
adaptation [13]. Fig. 3 shows an excerpt of the Plan model.
The adaptation options are determined by: (i) 15 levels for
transmission power of each link, and (ii) for motes with 2
parents, distribution of messages sent to the parents in steps
of 20% (parent 1=0% and parent 2=100%, parent 1=20%
and parent 2=80%, ... parent 1=100% and parent 2=0%). We
considered two types of uncertainties: interference along the
communication links and fluctuations in the traffic produced
by the different motes. To guarantee verification results with
a relative standard error of the mean of 20%, the statistical
model checker run 25 simulations per configuration (this
setting was determined based on offline experiments). The
configuration with minimum packet loss and minimum energy
consumption (in case of multiple options) is selected for
adaptation. With the reference approach each mote in the
network communicates at maximum power and sends all its
messages to each of its parents (which a typical conservative
setting in practice). The evaluation is based on a run of 12
hours where adaptation is applied every 15 minutes.
Fig. 5 shows the results for packet loss and energy consump-
tion. Adaptation substantially reduces energy consumption
(network lifetime) compared the reference approach (median
energy consumption 20.7 Coulomb versus 32.2). The adap-
tation approach clearly realise requirement R1. However, the
cost is a degradation of packet delivery performance (median
packet loss probability 0.11 versus 0.10, but with outliers
above 0.3 with adaptation). Thus the adaptation approach
cannot strictly guarantee requirement R2. Whether the gain in
network lifetime compensates the decrease of packet delivery
performance is a tradeoff that the stakeholders have to make.
The average time required to perform adaptation was 137s,
which is a very reasonable result for an IoT settings where
dynamics in the environment evolve relatively slowly.
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Fig. 6. Adaptation results (Packet Loss probability; Energy Cons. in Coulomb)
IV. RELATED EFFORTS
Numerous platforms, frameworks and tools have been de-
veloped to support self-adaptation. We highlight three repre-
sentative efforts. IBM’s Tivoli software [14], which originated
from the principles of autonomic computing, supports the
management of cloud and other infrastructure. Tivoli offers an
integrated industrial solution, while ActivFORMS is an pro-
totype focussed on realising self-adaptation with guarantees.
Rainbow is an influential framework to realise self-adaptation.
Rainbow [5] offers extensive support to developers of self-
adaptive systems, e.g. the Stitch language enables developers
to define repair strategies. Compared to ActivFORMS, Rain-
bow does not provide formal guarantees for its adaptation
actions. EUREMA [15] is a closely related approach that is
also based on executable models specified in a domain-specific
modeling language. However, currently this approach does not
provide the formal guarantees that ActivFORMS can provide.
V. CONCLUSION
In this paper, we presented the ActivFORMS runtime en-
vironment. The runtime environment allows deploying and
running formally verified MAPE-based feedback loop models
on top of an existing system to realise particular adaptation
goals. By applying runtime statistical model checking, the
feedback loop can provide guarantees for the adaptation goals
with a level of confidence based on the underlying formal
foundation. The ActivFORMS runtime environment supports
visualisation of executing models and tracking properties
during operation. It also supports updates of models and
properties on-the-fly. We illustrated the appraoch for a IoT
application deployed at our campus. In our current work, we
are studying a distributed version of the ActivFORMS runtime
environment to support adaptation with multiple coordinating
feedback loops. The ActivFORMS runtime environment and
a movie can be downloaded from the project website.1
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