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Abstract 
We consider interfacial phenomena that occur in the wetting of variously non-planar sub-
strates, how structure alters the binding potential and critical exponents associated with the 
unbinding of the liquid-gas interface, and the influence of a chemical decoration on the 
substrate. Three research projects are presented here. In the first of these, the focus is 
on curved substrates, spheres and cylinders in particular. Calculations of the excess free 
energy are made in the Landau model. These reveal geometric terms that have previously 
been neglected. The recently derived Non-Local model is used to calculate the effective 
interfacial binding potential and we find that the geometric terms are a natural consequence 
of the non-local nature of the interactions between substrate and interface. 
The next two chapters concern the filling of wedges that are not, in general, either 
linear or homogeneous. To begin with, we seek a range of wedges that share the same 
relationships that the linear wedge has with planar wetting, those that constitute wedge 
covariance. We find that the extended wedges, simple generalizations of the linear wedge, 
do this so long as they are heterogeneous in their surface chemistry and the contact angle 
fulfils a gauge condition. 
A position-dependent contact angle is required again for the next set of wedges. These 
are defined by a power-law height function. With the contact angle tuned appropriately 
to the local gradient, a novel, generalized filling transition is exhibited. We are able to 
study a full range of power-law wedges, from a power of 0 through to infinity, from a 
flat surface to a slit, observing a smooth change in the phase transition and its critical 
exponents. Using finite-scaling arguments, we relate these to the wandering exponents of 
infinite, unconstrained one- and two-dimensional interfaces. 
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Chapter 1 
Introduction 
1.1 Interfacial Phenomena 
Wetting and Filling are both interfacial phenomena, both involving the unbinding of an 
interface from a substrate. Wetting is defined as the incursion of one phase, A say, between 
two others, B and C. The three phases are coexistent and A and B can be different phases 
of the same substance. As the name implies, we usually think of A as a liquid, B as its 
gaseous phase and C as an inert substrate that is undergoing the wetting. Such an interface 
is depicted in Figure 1.1. There is a wetting transition at which the liquid-gas interface 
unbinds from the substrate and the A phase layer thickness diverges. 
Whereas wetting occurs on open substrates, filling is the equivalent on a restrictive 
structure. We tend to consider a simple variation on the flat substrate by imagining two 
flat substrates brought together to form a comer, referred to frequently as a linear wedge. 
We then consider what happens to a liquid-gas interface within that structure. The filling 
transition occurs when the height of that interface above the apex becomes macroscopic, 
as the liquid-gas interface unbinds. We will show that the structuring of the substrate has 
marked effects on the interfacial phenomena that occur at it. However, we also explore 
some hidden commonalities between wetting and filling. 
An example of wetting that occurs in nature is visible in this photograph. Figure 1.2. 
The photograph shows an example of drying. This is, as its name implies, the opposite of 
wetting; drying is the wetting of the substrate-liquid interface by the vapour phase. We can 
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interface 
Figure 1.1: This is a depiction of the interface on the molecular level on the left-hand side 
and how we interpret that in our models on the right-hand side. 
5> 
Figure 1.2: A photograph of drop on a lotus leaf Partial drying is occurring. This means 
that the drop has barely spread at all. 
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see that a drop placed on the leaf is only partially adsorbed onto the surface. It does not 
spread but maintains the appearance of a distinct drop. This is due to the leaf being highly 
hydrophobic. We are able to understand the behaviour of the drop on a lotus leaf in terms 
of the properties of the leaf's surface, the energetic and entropic conditions being such that 
it is favourable for the drop to remain intact and not spread. In contrast to partial wetting, 
the gaseous phase is partly intruding between the liquid phase and the substrate. 
Though wetting and filling have not always been considered in terms of phase tran-
sitions and critical phenomena, it has long been appreciated that patterned surfaces have 
markedly different properties to smooth, homogeneous surfaces [117]. The burgeoning 
nanotechnology industry has prompted an increased necessity and desire to develop a deep 
understanding of these phenomena. This allows the design and construction of novel, 
clever, purposeful materials, the applications of which are numerous and varied. Exam-
ples of the products of this sort of innovation include polymer brushes that are constructed 
into intelligent materials, hydrophobic in some circumstances, hydrophilic in others, or 
even self-cleaning. These can be used to make protective clothing or water-repelling wind-
screens [128]. Printing processes in which paper defects do not undermine that quality of 
the printing can be designed based on an understanding of the spreading and absorbing of 
the ink on the paper [36, 37]. The performance of reservoirs, pertinent to the oil industry, 
can be predicted by understanding the wetting properties of variously porous and struc-
tured soils and rocks [86]. Colloidal systems also can undergo interfacial phenomena and 
are studied widely [35, 139]. 
Other areas of research, as well as industry, benefit from understanding interfacial phe-
nomena. Protein crystallisation is vital in understanding and replicating biological pro-
cesses but it is notoriously difficult. However, it has been shown that using a corner in 
the substrate makes this significantly easier [88]. The closely related task of DNA se-
quencing has been greatly aided (and commercialized) by the design of chips that perform 
experiments on a microscopic scale. This has enabled the automation of huge numbers 
of experiments in the pursuit of the perfect conditions to obtain the end result [126, 136]. 
Microfluidic chips of this nature are being used in other areas too [142]. This technology 
is possible due to an understanding of interfacial properties and microfluidics. 
As examples of critical phenomena, the study of wetting and filling is not only vital for 
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the practical applications described but also contributes to an extensive and historic pursuit 
of an understanding of phase transitions and critical phenomena. Before proceeding, we 
discuss the bulk critical point and critical phenomena in general. 
1.2 Critical Phenomena 
There is a long line of renowned researchers in the field of phase transitions, including, 
in the 19^^  century, Maxwell, Boltzmaim, van der Waals, Pierre Curie, and later, Landau, 
Onsager and Wilson. Their story has been one of trying understand the differences between 
states and the mechanisms involved in the transitions between them. We want to know 
why some transitions are smooth and others are abrupt, and how they can be abrupt. We 
want to know why some phase transitions change in nature. This entails the study of the 
critical point and critical phenomena. The critical point marks the onset of a discontinuous 
change between phases and has unique behaviour associated with it. We discuss a couple 
of examples now. 
In Figure 1.3, we see a sketch of the phase diagram associated with a simple substance. 
Regions in the temperature-pressure plane represent the domains of the liquid, solid and gas 
SOLID LIQUID 
critical point 
Figure 1.3: A sketch of a phase diagram for a simple substance, with the domains of the 
solid, liquid and gas phases shown. The dividing line between the liquid and solid states is 
unending but the liquid-gas divide terminates at the critical point. This is marked. 
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states; the lines represent the conditions for which there is an apparent distinction between 
two phases. At a point on a line, the phases on either side can coexist. The hnes correspond 
to a first order, discontinuous phase transitions. Notice that the boundary between liquid 
and solid is unending; there must always be a first order phase transition and associated 
input of energy and change in physical symmetry in order to make the change fi-om one to 
the other. The liquid-gas coexistence line, however, terminates in a critical point. Beyond 
the critical point, the change between the liquid and gas is continuous. The fact that there 
exists this end point is due to the common symmetries in the liquid and gas phases; and 
that the difference in density, the fundamental difference between the two states, can vanish. 
This is illustrated in Figure 1.4. The nature of the phase transition at the very point that 
the phase transition vanishes, and the critical phenomena that occur there, are extensively 
studied. 
T 
gas / \ liquid 
Figure 1.4; This temperature-density plot shows the coexistence of liquid and gas. At 
temperature, Ti < 2^, we see that two densities are viable, one corresponding to the liquid 
and the lower one to the gaseous phase. At the critical point (Tc, p^), there is only one 
density and hence there is only one, fluid phase. 
Another seemingly simple system often studied is the uniaxial ferromagnet. The phase 
diagram for a simple magnet is shown in Figure 1.5. The Curie point is the critical point in 
this case. For temperatures below the Curie temperature, the system maintains a non-zero 
magnetization even when the external magnetic field is lowered (or raised) to zero. For 
higher temperatures, the system has no spontaneous magnetization. This is shown in the 
temperature-magnetization plot (Figure 1.6). In both the ferromagnet and the liquid-gas 
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H 
m>0 m=0 
m<0 
CURIE 
Figure 1.5: This is the phase diagram for a ferromagnet. Along the bold line, which rep-
resents coexistence, the magnetism of the sample is non-zero and its polarity depends on 
whether the magnetic field, H, has been raised or lowered to zero. 
system, the phase transition in continuous at the critical point. We measure the changes 
that occur by reference to a scaled temperature: 
t = 
Tr-T (1.1) 
where Tc is the temperature at the critical point, the Curie temperature in the case of the 
ferromagnet. 
For second order, continuous phase transitions, certain properties of the system have a 
regular part and a singular part. That singular part diverges at the critical point. The critical 
exponents characterise the divergence of these properties. We define them for the magnetic 
system thus 
specific heat: 
magnetisation: 
magnetisation (with i = 0): 
susceptibility: 
Cn = — \tr 
m ^ 
% 
~ W - 7 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
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m 
T/Tc 
Figure 1.6: This is a sketch of how the magnetism of a simple ferromagnet varies with 
temperature when the external field has been lowered to zero from above. 
The correlation function (for a translationally invariant system) is defined by: 
G(r) = (m(O)m(r)} — (m(0)}(m(r)} (1(0 
which, away fi-om the critical point, for r where ^ is the bulk correlation length, is 
G(r) 
^(d—l)/2 (1.7) 
where d is the dimension of the system. This is referred to as Ornstein-Zernike behaviour 
and this defines the bulk correlation length, Its form is expressed thus. 
(1.8) 
giving us the definition of critical exponent v. Close to T^, G{r) is scale invariant and we 
write 
G(r) 1 (19) 
—2-)-77 
which defines rj. The scale invariance hints at a means of investigating critical phenomena, 
known as the Renormalization Group. 
We can define critical exponents for the bulk liquid system; we will do so for wetting 
and filling systems also. Noteworthy is the observation that, for systems as different as a 
simple gas (any simple gas, eg. argon, hydrogen) and a ferromagnet, the critical exponents 
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have the same values regardless of molecular properties. This is the phenomena of Univer-
sality. It is also observed in superconductors, dielectrics and avalanches. The values of the 
exponents depend not on microscopic details, but on the dimensionality of the system and 
its symmetry. Universality, though apparent in experimental data, was without explanation 
for some years. Renormalization Group theory has though provided an explanation for its 
existence. 
Universality is also very useful because it allows us to make calculations for one system 
and carry their results directly over to another system in the same universality class. We 
shall see in Chapter 2 that this has been utilised for the study of wetting, and we see a 
calculation made in a magnetic system. It is also used when predictions from wetting 
modelled are tested against pertinent Ising model simulations. The interchangability of 
different condensed matter systems is made practicable by use of an order parameter. We 
refer to the density difference between the two fluid phases, pi — p.^ , as the order parameter 
for this system. The order parameter is the quantity of the system that uniquely goes to zero 
at the critical point. It has the purpose of indicating the critical point in critical systems. 
For a magnetic system, the spontaneous magnetization, m, is the order parameter. 
Early models of gases and ferromagnets led to values for the critical exponents. The 
models were the van der Waals theory of liquids and the Weiss theory of ferromagnets. 
These were mean field (MF) [30] theories; that is, the interactions of a single particle with 
every other particle in the system was averaged out; they were collectively approximated by 
a field. Landau theory is a phenomenological theory of condensed matter systems close to 
the critical point. Landau suggested an expansion of the free energy in the order parameter 
be made, leaving out any terms that were not consistent with the symmetry of the system. 
For a mean field result, we take the saddle-point approximation to find the most likely 
configuration for the system and the associated Hamiltonian is taken as the free energy. We 
will see the results of this approach to wetting in Chapter 2. 
Omstein-Zemike theory is an extension to Landau theory that allows for fluctuations 
in the system. The exponents calculated are still not reflected in nature however. Mean 
field theory is only appropriate for higher dimensions; the threshold dimension is called 
the upper critical dimension. Below this, fluctuations dominate and the Landau model's 
assumption that fluctuations are negligible is not consistent. For systems with dimension-
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ality below or at the upper critical dimension, we have an additional scaling relation; the 
Josephson or hyperscaling relation, relating two critical exponents and the dimensionality 
of the system, d 
du = 2 — a (1.10) 
The Ising model of ferromagnets [55] is a relatively simple picture of a magnetic system 
that is very useful and regularly employed. For a one-dimensional (ID) system, transfer 
matrix techniques were used to solve the model exactly but no critical point was found at 
any finite temperature. The two-dimensional (2D) system took a while to solve and was 
done so in 1942 by Lars Onsager, but only for the case with zero external field. The general 
theory was not unravelled until the 1960's, by Kenneth Wilson using his Renormalization 
Group (RG) theory. The RG was inspired by the observation that the critical point is char-
acterised by a diverging bulk correlation length. One way of imagining this is to the think 
of bubbles of the different phases. As a liquid phase approaches the critical point, fluc-
tuations increase. This means that bubbles of the gaseous phase form in a greater range 
of sizes. At the critical point, the correlation length diverges; there are gaseous bubbles 
of all sizes. The system now has no characteristic lenghthscale. This explains the scaling 
laws that are observed at the critical point. Kadanoff [30] utilized scaling by saying that 
shorter lengthscales could be integrated out, thus blocking together the constituent particles 
of the system and making new, bigger versions. However, scaling means that the rescaled 
system looks identical to the original but with fewer participants. This was deemed useful 
and, ultimately, these ideas were progressed into the Renormalization Group theory. This 
was Wilson's formalization of Kadanoff's approach. This led to the solving of the long-
standing problem of the 3D Ising model, although an exact solution has now been shown 
to be unattainable. Various manifestations of the RG have been used to study a number of 
condensed matter systems, including wetting and filling. It also offers an explanation of 
the origin of Universality. 
When we study interfacial phenomena, we see that, despite being away from the bulk 
critical point, significant fluctuations occur. By understanding the effects of fluctuations in 
wetting and filling, we can hope to broaden our understanding of fluctuations in general 
which are so significant in all critical phenomena. 
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1.3 This Thesis 
In this document, we begin with detailed reviews of preceding work in the area of wetting, 
and then in filling. We will present some microscopic calculations then proceed swiftly to 
interfacial models; a deep review of microscopic studies of interfacial phenomena is [39]. 
There is a substantial body of work regarding wetting; much of the theory is validated by 
numerical and simulation findings. Wetting in a 3D system has remained controversial, 
however. We will introduce a new model, the Non Local model, which seems to promise a 
solution to these disputes. 
Research on filling has concentrated on that in a linear wedge, or comer. In our review 
chapter on filling, the dramatic differences from wetting will be clear. The interface itself 
is very different in the unbinding from the substrate; this is evident in the correlations of 
its fluctuations. However, there are subtle links between filling and wetting, apparent as 
relationships known as wedge covariance. Wedge covariance inspired and motivated the 
Non Local (NL) model. 
We utilize the framework of the NL model in the first of the three research chapters. 
We explore wetting on curved surfaces with constant curvature using Landau theory and an 
approximate potential, the benefit of which is analytic solutions. We discuss whether any 
local model is in fact inadequate to explain these mean field results and draw comparison 
with the predictions of the NL model. 
The second research chapter, Chapter 5, is concerned with increasing the understanding 
of wedge covariance. We construct wedges more complicated than a linear wedge but we 
then impose restrictions on the chemistry of the surface. Thereby, we find wedge covariance 
for these less simple wedges. The final research chapter is a study of another range of 
wedges, -y-wedges. These are wedges with a cross-section which is a power law. Again, by 
tuning the chemistry of the surface, we are able to observe additional phenomena; we see a 
generalised filling transition. Via the parameter, 7, we can progress in a systematic manner 
from a planar surface through to a linear wedge and beyond to a slit. This will reveal a 
number of connections between filling phenomena and different forms of wetting. 
We end this thesis with a review of the research presented here and some general com-
ments on future work in this field. 
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The reader will see a wide range of the tools of condensed matter and statistical physics 
used here. We make mean field calculations, and implement Landau theory; we introduce 
fluctuations by Ornstein-Zernike techniques. Transfer matrix techniques are widely used in 
situations where the system can be reduced to one dimension. This makes use of a concept 
of Quantum Mechanics, whereby a path integral is shown to equivalent to a Schrodinger 
equation. 
The principles of scaling, dimensional analysis and dimensional reduction arguments 
as applied to strongly fluctuating interfaces, especially in finite systems, has been used in 
our work on filling and illuminates the connection between the interfacial unbinding in 
various geometries. Scaling proves useful again in analysing Schrodinger-like equations 
and allows us to readily obtain critical exponents in Chapter 6. 
The main, recurring themes of the work presented here are the effects of geometry and 
its interplay with fluctuations. Repeatedly, we will see that geometry has a significant role 
to play in interfacial phenomena. In the case of spherical and cylindrical substrates, the 
effect of curvature on the interfacial binding to the surface was long neglected. We show 
that the effect is important, and where a local model of wetting neglects this, the Non Local 
model inevitably encompasses its effect. 
1.4 Results Summary 
We highlight the main result, as an idea and as an expression, for each of the research 
chapters. 
Chapter 4 is about how the Non Local model accounts for previously neglected terms 
in the binding potential for an interface wetting a curved substrate. The binding 
potential we have revealed has factors that are related purely to the geometry of the 
substrates and liquid-gas interface, via their areas, A^j and Aa0: 
W (I) = + 
Chapter 5 concerns an extension of linear wedges and reveals the hidden symmetry that 
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exists in linear wedges there also so long as the surface is chemically heterogeneous. 
The archetypal covariance relation is for the midpoint interfacial height in the wedge, 
IQ, and the interfacial height, L, on the planar surface 
Iq — L (^0 — (x) 
Chapter 6 describes a range of wedges, we specify a gauge condition which prescribes 
the decoration of the substrate and thus allows a smooth crossover from a wetting 
transition to a filling transition and a generalized filling transition in between. This 
is best encapsulated by the expression for the wandering exponent for the interface 
in one of these wedges. Its shape is described by 7 and the wandering exponent, 
is related to the wandering exponents of an infinite interface in a 3D system, Cm and 
an infinite interface in a 2D system, Cii: 
C7 — 
7C11 
7 + Cii - Cm 
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Chapter 2 
Wetting 
In this section, we begin with free interfaces, then progress to bound interfaces and their 
unbinding. We consider the phenomenology of wetting then the existing theories. We 
review of the remaining issues and discrepancies between predictions and numerical results 
and finish with an introdution to a new model that might offer solutions to these. 
2.1 Interfaces Reviewed 
Here, we review the physics of free interfaces. We start with Mean Field (MF) analysis 
of a microscopic model. A microscopic model of an interface is difficult to manage once 
we include fluctuations, so to further our understanding, we next take a mesoscopic ap-
proach. For the interface, we concentrate on the interface itself rather than the particles that 
lie on either side of it. This results in an effective Hamiltonian. Perhaps unsurprisingly, 
approaches taken to free interfaces are also applied to the unbinding interfaces of wetting, 
so we will come across the same methods later in this wetting review chapter. 
2.1.1 Landau Theory for Interfaces 
We can define an order parameter for a system such that that order parameter disappears 
at a phase transition. Landau theory involves writing the free energy of a system as a sum 
of various powers of that order parameter. The free energy must reflect the symmetry of 
the system though. This eliminates some powers of the order parameter. Landau theory 
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m=-mo 
m=+m 
Figure 2.1: This schematic shows how we set up the interface in the model and the corre-
lation lengths that characterise the fluctuations of the interface. 
is apphed to magnetic systems. In this case, the order parameter is the magnetism, m. 
The phenomenon of universality means that we can work with a magnetic model, using 
the language appropriate to a magnetic system, then carry the results over to a liquid-gas 
system. We can talk about an a-phase and a /3-phase with bulk magnetism of -Fmo and 
—mo respectively and those phases are equivalent to a liquid phase and a gas phase in a 
liquid-gas system. The interface, then, can be defined as the surface of points where the 
magnetization is zero. 
We start with a Landau-Ginzburg-Wilson Hamiltonian to describe a 3D magnetic sys-
tem. Figure 2.1 shows how we place the interface in a coordinate system and the length-
scales that we shall endeavour to calculate. The magnetism, m has a value in the bulk, 
meaning at z = ^oo, of ±mo. The Hamiltonian is a functional of the magnetic distribu-
tion, m (r): 
-f^LGw['H = dr (2 1) 
The first term describes how the short-range forces counter any disturbances in an even 
distribution. The second term is the potential: the effect of the local magnetisation on 
the Hamiltonian. The partition function, Z, is the functional integral of the Boltzmann 
factor over all possible configurations of the magnetic profile, represented by m, whilst 
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maintaining consistency with any boundary conditions. This is expressed thus 
2; := ^ (2.2) 
where kg is the Boltzmann constant and T the temperature. For the MF calculation, we 
take the saddle point approximation. That is, we consider only the largest Boltzmann factor. 
This corresponds to the most likely configuration of rn (r) and the one which minimizes 
the Hamiltonian, % G w W . We are neglecting all (less) likely configuration and any fluc-
tuations of the interface. 
Z ~ %Gw[m]/kBT (2 3) 
We are, therefore, calculating the MF free energy thus 
= min ( i^LcwM) (2.4) 
We are defining our interface by a crossing criterion; that is, the interface is defined to be 
the surface of points at which m = 0. We choose our coordinates so that this surface is 
parallel to the z — ^ plane, so that the system is translationally invariant parallel to the 
z-axis. We integrate over x and y and find, where A is the area of the interface, that the 
Hamiltonian is 
HtGwinT] '»+00 dz + 4!,(m) (2 5) 
^ J-oo 
Note that m is now independent of x and y. 
We must be explicit about the form of <{) (m). According to Landau theory, this is an 
expansion in m with terms reflecting the symmetry of the Hamiltonian. Here we require a 
double-well form (as shown in Figure 2.2). 
The suitable potential, with the fewest terms is 
(j){m) = (2.6) 
with t oc 7 ^ ^ —Tand u > 0 and it is a constant. For a bulk fluid, we need only to minimize 
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Figure 2.2: Sketch of potential with its double-well characteristic. 
this potential for the equilibrium conditions: 
^'(±mo) = 0 (2.7) 
which yields 
The bulk correlation length is [61] 
mo (2.8) 
(2.9) 
which gives us 
\/2f 
(ZIO) 
To find the magnetic profile through the interface, we now do the minimization of the 
Hamiltonian. For this we use the definition of a functional derivative and find an Euler-
Lagrange equation. This is the condition that must be met in order to minimize the fiinc-
tional with respect to its argument (a fimction). Obtaining the Euler Lagrange equation is 
shown in more detail in an appendix (see Appendix B). The Euler-Lagrange equation is 
m" (z) = ( Z l l ) 
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Employing the chain rule, we can make this solvable: multiplying through for m! 
m' (z) rn" (z) = rn' {z) (2.12) 
which is equivalent to 
This can be integrated once to give: 
= ^(m) + C (2.14) 
The constant of integration, C, must satisfy the condition that as z —> oo we have m = mo. 
So C = —0(mo). 
We can define a shifted potential: 
2 
= <?^  - 0(mo) = - ^ (m^ - mo)^ (2.15) 
where k is the inverse of the bulk correlation length Then we have 
= A(f){m) (2.16) 
or 
m'{z) = - ml) (2.17) 
The integration of which gives us a hyperbolic tangent profile 
m = mo tanh —(/ — z) (2.18) 
with I arbitrary, as we would expect of a free interface. As a sketch of this fimction shows 
(see Figure 2.3), the change from —mo to mo occurs in a region of width 2^ around I and 
that the profile decays exponentially. As we shall see, this prediction is not correct. There 
exists another larger, characteristic length in the system, the roughness of the interface. 
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m 
mo 
1-^ 1 
-lA) 
\ 1+ 
Figure 2.3: This is a sketch of the magnetic profile. The interface is defined to be where 
m = 0. From the diagram, it is clear the magnetism reaches close to its bulk value within 
approximately one correlation length of the interface. 
Returning to the free energy, F, we can rearrange shghtly, utilising the shifted potential 
" 1 "+00 
F = Vcl){rno) + A dz + A(j}(rn) (2 19) 
The first term is bulk free energy and the second term is the surface contribution. The 
multipier of the area, A, must be the surface tension, a, by definition. In Appendix A.2, we 
calculate this surface tension. We will refer to it often; hence it is set aside in this thesis. 
Briefly, we use the Euler-Lagrange equation as it is in (2.16), then substitute in for m! from 
(A.4), we have 
/ + 00 
dz {m! (z))^ (2.20) 
OO 
and do the integration to find the surface tension is 
2 o 
cr — 
Using the expressions we found for the properties of the bulk liquid, we have 
(7 oc f 
(2 21) 
(222) 
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This gives us a critical exponent, which was known in van der Waals in the 19"^ century. If 
we define /i so that a ~ for this free interface, MF theory has given us jj, = 3/2. It is 
measured to be 1.26 close to the critical point (van der Waals was also aware of this). The 
discrepancy is due to the MF treatment of bulk criticality; the short wavelength fluctuations 
that are occurring near the critical point are being neglected. However, unlike bulk systems, 
interfacial systems in dimensions d < 3 experience significant fluctuations even away from 
the bulk critical point and these invalidate (2.18). We will investigate the effect of these 
fluctuations in the next section, using a different framework. This is modelling at the 
mesoscopic level and the effective interfacial Hamiltonian is our starting point. 
2.1.2 Effective Interfacial Model 
Beyond MF level of calculation, the microscopic Landau model becomes impossible to 
solve because translational invariance is lost. Instead, we very often use a mesoscopic 
model to investigate the wetting interface. Here, we construct such a model for the free 
interface. We start with the LGW Hamiltonian that we presented above. We assume that 
we can neglect bulk fluctuations, that the interface is smooth, without folds but it does ex-
perience long-wavelength, capillary wave fluctuations. The interfacial profile is described 
by I (x) with x = (x, y), and | VZ| < < 1. 
The shape of a typical magnetic profile at any point is assumed to be described by a 
hyperbolic tangent, as in (2.18): 
m = mo tanh — {I — z) 
So, we have 
' dm\ ^ _ f f dm\ ^ 
dx J \dx J \ dl J 
with similar for dm/dy. The LGW Hamiltonian then becomes 
(223) 
HLGW M ~ J J I 2 ^ ("T'o) + (n%) + - ( ^ 0 ^ 1 (2.24) 
where we have also replaced the potential with its shifted version, as defined in (2.15), and 
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(Vl)^ = If we use the fact that I has no z-dependence, and our definitions 
of the surface tension from above (2.19) and (2.20), we find 
HLGW [Z (x)] = Vcf) (mo) + Aa + - / dx (Vl)^ (2.25) 
V being the volume of the system, A being the area of the interface. We have the 3D 
example here but this expression could be generalized to other dimensions. 
The last two terms can be interpreted very intuitively. If we think of the interface 
as a smooth membrane, then we imagine it distorted by a bend so that its area increases 
A A + SA. The energy cost to manifest that distortion is a5A. The area is though 
A = J dx^ / l + (VZ)2 (2.26) 
Assuming that the gradient of the distortion is small. 
A = I dxA/l + (Viy (2.27) 
= y dx + ^ y dx(yiy H 
^ y dx(VO'^ + - - (2.28) = ^ 
where L is the size of the system. Therefore, the cost of the extra area is the same as the 
third term we identified in (2.25). 
Now we consider the partition fiinction, Z. The first factor is a constant, independent 
of 1. We can neglect this from here. 
Z = j J (2.29) 
where 
Hi = (2.30) 
The integrand of the remaining term is Gaussian so readily calculated. 
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2.1.3 Correlation Lengths 
We are equipped now to calculate some properties of the interface, in particular, correlation 
lengths. There are two lengths that we use to characterise an interface. These are illustrated 
in Figure 2.1. They are the roughness , <^_L, and the parallel correlation length, {||. We must 
begin with the height-height correlation function, 5'(x, x') for two points on the interface, 
X and x': 
g(x,x') = (Z(x)Z(x')) - (Z(x))(Z(x')) (2.31) 
By setting x' = x, this expression becomes the definition of the roughness: 
= <f(x)=) -- (foe))' (2.32) 
To proceed, we set {I (x)) = 0, without losing any generality, and assume periodic boundary 
conditions, with a distance of L being spatial periodicity. Then, we utilise Fourier space 
where k is the wave number: 
^ ^ ^ < | k | < — (2.33) 
k 
with A as some minimum cut-off For our system here, this minimum length is the bulk 
correlation length. For magnetic particles fixed to a lattice, it would be the lattice spacing; 
A depends on the system under consideration. Equipartition theory tells us that the energy 
contribution of each of these harmonic modes is [61] so we have 
(|i{k)P> = ^ (2.34) 
We note that the k = Q mode has zero energy associated with it; it is a Goldstone mode. 
This suggests that long-wavelength (capillary) waves are significant. It also implies that 
vertical translations of the interface are energetically costless. This corresponds to the fact 
that I in the previous section was arbitrary. 
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Taking the inverse Fourier transform, we have for the roughness 
dk 
(X 
cr/c^  
K / (2 35) 
L 
Performing the integral for various values of d, we find 
& = < 
d < 3 
•' = 3 (2-36) 
finite as L ^ oo d > 3 
It is useful to define another exponent for an interface. This is the wandering exponent, 
C: 
(2 37) 
We will also measure the wandering exponent for the wetting interface. The roughness 
diverges for physical systems, i.e. for d < 3. The wandering exponent is for a pure system 
with only thermal fluctuations 
C = ^ (2.38) 
Other research has shown that with impurities introduced, this changes. With random 
bonds, the wandering exponent was found, by Huse and Henley, to be ( = 2/3 with 
d = 2 and ( % 0.43 for d! = 3 [62, 63]. For random field disorder Imry and Ma found 
( = (5 — d) /3 [64]. The wandering exponent is also altered by the geometry of the sys-
tem. We shall see this in the next chapter, regarding filling. 
The correlation lengths reveal that an interface is always critical, even away from the 
bulk critical temperature, Tc. Long wavelength translations of the local height (capillary 
waves) lead to an equilibrium width that is significantly greater than the bulk correlation 
length. It is these fluctuations which drive the critical effects apparent in wetting and filling. 
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2.1.4 The Roughening Transition and Anisotropy 
In the above, we were considering the interface as a smooth continuum. We could, however, 
investigate an interface in a lattice system. In this case, the stiffness is not isotropic; there 
is an angle-dependency. This leads to a roughening transition. For low temperatures, 
the interface is pinned between the lattice sites but, for high temperatures, the interface 
behaves like a liquid-gas interface, no longer localized by the lattice. The transition occurs 
at the roughening temperature, TR. As T —> TR, spikes and skyscraper shapes form in 
the interfacial profile, with the interface finally depinning at T = TR. For a simple cubic 
(d = 3) lattice, TR = 0.543].. For a d = 2 system, TR = 0, so the interface is always rough. 
In general, the surface tension has angular dependency so cr = <7 {6) where 6 is some 
angular direction through the lattice. For the liquid-gas interface, we can assume the stiff-
ness is isotropic. The stiffness is defined as 
2 = (7(0) + y (0) (2.39) 
For the liquid-gas system, cr"(0) = 0. We can therefore use S instead of a legitimately and 
this is more general. 
Interfaces Summary 
We have seen the Landau theory interpretation of an interface - a microscopic model. 
We have set-up an interfacial Hamiltonian - a mesoscopic model. 
We have identified capillary waves as significant fluctuations of an interface. These fluctu-
ations are considerable even away from the bulk critical point. 
2.2 Wetting Transitions 
Now we consider a bound interface and its unbinding fi-om a substrate: wetting. We begin 
with more detailed description of the phenomenology. 
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2.2.1 A Drop on a Substrate 
In a finite system, it is simple to represent the contact angle pictorially. We consider a drop 
on a flat, inert substrate, as in Figure 2.4. Three phases are coming together: liquid, gas and 
solid. Where the three interfaces meet, the angle made, shown as 9, is the contact angle. 
The surface tensions of those interfaces must be balanced at the point where they meet. 
gas 
contact angle 
solid 
Figure 2.4: A drop of liquid on an inert, planar substrate. The contact angle, 9, is less than 
TT. The substrate is said to be partially wet 
The balance of these forces leads to Young's equation [145]: 
<Twg — CTwt + C | g COS 9 (2.40) 
where is the surface tension in the wall-gas interface, o"wi is that in the wall-liquid 
interface and aig in the liquid-gas interface. In this case, we refer to the substrate as partially 
wet. 
The contact angle is temperature-dependent and when, at some temperature, 0 = 0, 
we see a wet surface. This is shown in the diagram. Figure 2.5. The entire surface of the 
gas 
9-0 liquid 
solid 
Figure 2.5: The contact angle is 0 and the substrate is completely wet. 
substrate acts as a nucleation site and a layer of liquid intrudes between it and the gas phase. 
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W=7t 7I;/2<U<7T: 
Figure 2.6: Two drops: in the first case, the contact angle is vr and the substrate is dry. In 
the second, 7r/2 < 0 < tt and the substrate is partially dry 
2.2.2 Drying 
The contact angle can legitimately take any value that is between than zero and tt. When it 
is greater than 7r/2, the Young's equation is evaluated and we have cr^ i < cTwg + crig cos 0. 
Now, it is favourable to have the gaseous phase to be interposed between the wall and the 
liquid. This is said to be drying. When 0 = tt, we have complete drying. Partial and 
complete drying are shown in Figure 2.6. 
An example of near-complete drying is well-known in nature and shown in Figure 2.7. 
The drop of water on the lotus leaf, as pictured, has a high contact angle. The surface of 
the leaf is highly hydrophobic and the droplet spreads little. 
2.2.3 Wetting and the Grand Canonical Ensemble 
The wetting example above, of a drop of liquid on a substrate lends itself to calculations in 
the canonical ensemble, with limited particle number and fixed volume. We usually wish 
to make calculations with the grand canonical ensemble though, thus specifying chemical 
potential, ji, and allowing particle number to vary. For this case, we think of a substrate 
in contact with a reservoir of gas particles. In general, the substrate acts as a nucleation 
site and is covered in a microscopic layer of the liquid phase. When the contact angle is 
zero, the thickness of the liquid layer diverges; it becomes macroscopically large. This is 
the situation that we shall be envisaging mostly. 
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Figure 2.7: An example of drying: this photograph shows droplets of water on a lotus leaf 
The lotus leaf has a highly hydrophobic surface and the contact angle is high. 
2.2.4 The Wetting Temperature 
Wetting is a phase transition. The divergence of the liquid absorption, and hence the di-
vergence of the excess surface free energy that occurs at a particular temperature, marks 
the wetting transition. This was discovered in 1977 by Cahn [29] and Ebner and Saam 
[38]. This temperature is called the wetting temperature; is the temperature at which 
the contact angle is zero. We now look at some phase diagrams to see the physical nature 
of the wetting transition. 
A simple phase diagram for around the wetting transition is shown as Figure 2.8. Var-
ious physical paths through the phase diagram, numbered 1 to 3, are shown. In Figure 
2.9, we see a continuous, or second order, wetting transition. This is the result of taking 
path 3, or any path that approaches the wetting temperature from below and saturation; we 
could start off-coexistence but wetting will occur when the chemical potential reaches its 
coexistence value, //g. This transition is also referred to as critical wetting. Critical wetting 
will be the main focus of the work discussed in this thesis. 
However, there are other wetting transitions that we could consider and have been 
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0 
Figure 2.8: This is a phase diagram for around the wetting transition. Various experimental 
paths are marked and numbered. 
T„ T 
Figure 2.9: Physical path 3 through the previous diagram results in this change in the 
interfacial height, 
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Figure 2.10: This plot shows how the interfacial height change as coexistence is approached 
when the temperature is lower than (path 1) and above T^. In the latter case, complete 
wetting has occurred. 
widely studied. The next plot (Figure 2.10) shows the phase transition known as com-
plete wetting as path 2. The system here is already at a temperature at which wetting can 
occur. The phase transition occurs when the chemical potential reaches its value for coex-
istence, yUo, resulting in an infinite interfacial height. This, according to Lipowsky [76], is 
a critical phenomenon because diverges. For the same change in chemical potential, we 
see that if the temperature is below the wetting temperature, as it is for path 1, the wetting 
layer remains only finitely thick. 
We present another phase diagram in Figure 2.11. The system here, when taken through 
a path along the temperature axis (shown as path 4) undergoes a wetting transition that is 
first order: there is a jump in the interfacial height at T = T^. This is shown in Figure 2.12. 
The distinctive feature of this phase diagram is the prewetting line, extending from the 
wetting temperature into the region that is off-coexistence. The prewetting line terminates 
in the point labelled P, referred to as the prewetting critical point [29]. An experimental 
path through this, as in path 2, would record a jump in the interfacial thickness when the 
line is crossed. This jump does not correspond to a wetting transition as the system is 
off-coexistence so a macroscopic layer is not thermodynamically stable. 
In Figure 2.13, we can see the changes in the interfacial height for the various paths 
shown in the phase diagram. Figure 2.12. 
In 1982, there was the publication of a number of pieces of work on wetting phase 
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0 
1 2 3 
Figure 2.11: Here we have the phase diagram for a different system. This system displaying 
a prewetting line, terminating at a prewetting critical point, P. 
Tw T 
Figure 2.12: This is a sketch of the interfacial thickness in a first order wetting transition. 
^0 ^ 
Figure 2.13: This plot illustrates a system where prewetting occurs. The jump in the inter-
facial height away from coexistence and finite in size is characteristic of prewetting. 
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diagrams [91, 90, 85], The Nakanishi and Fisher work [85] was based on general under-
standing of phase transitions and critical phenomena, the Renormalization Group theory 
and scaling. As such, the information contained here is considered to be the benchmark for 
other work and its findings. 
2.2.5 Critical Exponents 
As described in the Introduction, we define critical exponents that characterise phase tran-
sitions. Here, we do this for critical wetting and complete wetting. To start, we define a 
measure of the deviation of the system from the wetting temperature; this measure is the 
reduced temperature, t\ 
T -T 
(2 41) 
We encountered a reduced temperature previously. From here onwards, this can be assumed 
as the definition of t. 
Then, we have the critical exponents for the lengthscales involved in critical wetting. 
These are illustrated in Figure 2.14. The critical exponents are defined as follows: 
Figure 2.14: The fluctuating interface of a wetting layer and the characteristic lengthscales 
of it. 
(x)) = L - t ^ (2.42) 
a - r " - (2.43) 
(2.44) 
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The singular part of the excess surface free energy is 
fs — ((^wi 4" (^ig) (2.45) 
We define the critical exponent as 
(246) 
We note here that we can link this to the contact angle, via Young's equation. We have 
fs = (Jig(cos6'- 1) 
02 
- - m g y (2.47) 
assuming a small contact angle. 
For completeness, we also define here the critical exponent for the singular part of 
the line tension, This is the excess fi-ee energy per length when three interfaces come 
together in a line. 
(24% 
We define another set of critical exponents for complete wetting. Here the relevant 
scaling field is 
h = jjiQ — jj, (2.49) 
where /x is the chemical potential, //q its value at coexistence. 
(Z50) 
e i r . (251) 
fw (2.5:») 
fs ~ 0-wg - (cr i^ + (Tig) = (2.53) 
We also have some critical exponent relations [45], equivalent to the Rushbrooke rela-
tion for bulk fluids, 
2 — OLs = 2z/|i — 2(3s (2.54) 
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2 - = 2i/|° 2 # (2 55) 
Also, valid for d < d*, where d* is the upper critical dimension, are the hyper-scaling 
relations [20, 76] 
2 — cXs = {d — (2.56) 
(2.57) 
and conjectured, based on MF theory, by [66] 
«i = % + z^ ii (258) 
2.3 Landau Theory of Wetting 
In this section, we make some mean field calculations for an interface in a 3D system with 
short-range interactions between the particles of all the phases. As we did for the free 
interface, we use the Landau model which is based on a magnetic system. Figure 2.15 
shows the system that we envisage. 
m=-mo 
Figure 2.15: This diagram shows the set-up of the system we are using the Landau theory 
to investigate. It is a magnetic system. 
We start with the Landau-Ginzburg-Wilson Hamiltonian that we used for the free inter-
face with the addition of a surface term, representing the influence of the substrate [130]. 
The surface potential is (j)i = ^ — mihi where c is the surface enhancement, hi is the 
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surface field and mj = m (z — 0,x). mi is chosen so that the up spins (represented by an 
up-pointing arrow) are favoured on the substrate surface. The Hamiltonian is 
HhGw[m\ ^ I dr + J dx^ i (mi ) (2.59) 
0 is the bulk potential, as we had previously. 
As we assume translational invariance in the substrate surface, we can perform some of 
the integration immediately: 
H 
1 - I dz m! + ^(m) (2.60) 
Now, we wish to minimize H/A with respect to the magnetic profile, so the functional 
derivative is — 0. The Euler-Lagrange equation is found in the same manner as 
demonstrated in Appendix B. There are additional conditions due to the surface term and 
there is a physical boundary condition. So we have, m (oo) — —mo and, fi-om the condition 
on the fimctional derivative 
m" = (2.61) 
and 
dm 
dz 
= crrii — hi 
(2.62) 
(263) 
Using (2.61), applying the chain rule and the far-distance boundary condition, 
= A(f>(m) 
where, as before, A4>{m) = (/){m) — 4>{mo). 
Our solution must satisfy two equations: 
(2.64) 
m'{z) — —^/2A(^{m) (265) 
m'(0) = cm-i — hi (2.66) 
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With the full -potential, A/2A0(m) = ^ (m^ — mo^) 
We employ a graphical method to find the solution. This is analogous to the phase 
portrait technique in classical mechanics. We plot m' against m and Y = cm — hi against 
m on the same axes. An example of this is shown in Figure 2.16. The intersection of the 
Y= cm-hi 
-A) / mo 
/ / \ m 
/ m'(z) 
Figure 2.16: This a plot of m'vs.m and Yvs.m for temperature T ^ T^. 
two graphs tells us the magnetization at the surface. We know that the magnetic profile 
m{z) = mo tanh — so this has given us I, the position of the interface, where m = 0. 
Figure 2.17 shows this. 
m 
rrio 
0 i \ z 
-m. 
Figure 2.17: This is a sketch of the magnetic profile, passing through the interface at z = Z. 
The substrate is at z = 0. 
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If we find that the intersection of the two plots is at m = mo, then the value of the mag-
netisation at the surface is the bulk value. This implies that the profile is shifted infinitely to 
the right. Therefore, we must have I = oo. By definition, wetting occurs when the interface 
is infinitely far from the substrate, therefore, we have the wetting transition. Figure 2.18 
shows that graphical solution for this case. 
Y= cm-h] 
Figure 2.18: There is one solution at m = mo. This is at the wetting transition. In particular, 
this is continuous or critical wetting. 
The order of the wetting transition is determined by the relation between c and K. If 
c < K the transition is first-order, if c > k the transition is continuous. The diagrams 
above have depicted the OK. Figure 2.19 illustrates system for which c < K. Since the 
intersection is at rn = mo, we know we are at a wetting transition. However, there are two 
intersections. This corresponds to coexistence of two states. Physically, this results in a 
discontinuity in the rise of the interfacial height, from a finite value to an infinite value; this 
is first order wetting. The case shown in Figure 2.18 with one intersection, one solution, is 
continuous wetting. If c = k, then the wetting transition is changing fi-om continuous to 
discontinuous and is referred to as tricritcal. 
Wetting can be induced by changing the temperature, which will change the surface 
field, hi, and hence shifi; the Y-hne left or right in the plot. Altering the temperature, T, 
expands or contracts the other plot. This also will change where the two graphs intercept. 
We can now say something about the wetting temperature. Considering our depiction 
of the solution in Figure 2.18, when the interception of the two graphs occurs at m = mo. 
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Y= cm-h, 
- 4 , 
/y \ ™ 
/ m'(z) 
Figure 2.19: Here c < K and there are two solutions. This results in first order wetting. 
it must be that F = 0. Therefore, we have for the surface magnetization 
mi = hi/c 
This tells us something about the wetting temperature: 
cmi{T^) = hi 
Now we seek some critical exponents. Expanding m(z) 
m{z) 
g f ( J t t - z ) _ g - § ( i , r — z ) 
mo—. 
g f C t t - z ) _|_ g - f ( ' t t - z ) 
1 g —kCtt —z) 
= mo 
1 + 
mo [l - + 0(e-2'((('r-z))j 
(2.67) 
(2.68) 
(2.69) 
(2.70) 
(271) 
so 
From (2.66), we have 
m'(0) = —2Kmoe + (2.72) 
m'(0) = c (mo — 2moe — hi + (273) 
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If we equate the right-hand sides of (2.72) and (2.73) and rearrange, we have 
2e" '^mo(c — K) = cmo{T) — hi (2.74) 
Finally giving us 
~ — In(cmo(r) — hi) (2.75) 
This gives us a value for a critical exponent 
A = o (Z%% 
We calculate the singular part of the excess free energy, fg. Substituting the m-profile 
into H/A allows us to find 
0( CZl* - or): (2J7) 
giving us another critical exponent: 
Q5 = 0 (2.78) 
With some more work we can calculate 
(2 79) 
giving us 
(/|l — 1 (2.80) 
We notice that 2 — ag = 2(i/|| — /3s), as proposed in (2.54). Substitution of these results 
into (2.56), gives us the upper critical dimension (UCD); 
2 -
f + 1 = 3 (2 81) 
1^1 
Note that physical systems have a dimensionality equal to the upper critical dimension. 
Therefore, we do not know what behaviour to expect in real systems. 
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2.4 Interfacial Model of Wetting in Two Dimensions 
There has been a weight of pubhshed work concerning wetting in 2D systems with short-
ranged (SR) forces. Abraham [1] solved the Ising model for a ferromagnet exactly. Fisher 
[46, 45, 48] has used random walk arguments. We are going to use an interfacial Hamilto-
nian, similar to that seen in section 2.1.2 for the free interface. The interfacial Hamiltonian 
for the planar substrate is 
dx I ( v i f + w (0 (2.82) 
where E is the interfacial stiffiiess and W {I) is the binding potential, or the excess free 
energy due to the interface being bound to a substrate. 
First, we examine the binding potential, W{1). As we have seen above, d = 2 is 
a dimension below the UCD. Therefore, fluctuations of the interface are the dominating 
influence on the nature of the interface. We can, then, select a simple potential and know 
that its details will not effect the outcome of calculations. The potential used is a square 
well: {oo / < 0 
0 <c Z JR (2.83) 
0 Z > A 
U is the depth of the potential well, a parameter, and R is its width. 
The interface is itself ID, so we can use transfer matrix techniques. These are widely 
used. Huang [61] has an illustrative example in solving the ID Ising model. Burkhardt [28] 
has work that is more closely related to this here. Further examples are by Chui and Weeks 
[32] and van Leeuwen and Hilhorst [140]. Transfer matrix techniques were also used in the 
research described in chapter 6. 
2.4.1 Application of Transfer IMatrix Techniques 
Here, we review the process of applying transfer matrix analysis to the 1-d interface of a 
wetting layer. Transfer matrix analysis involves discretizing a finite system so that we can 
write down a transfer matrix. We find a difference equation that the elements of this matrix 
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satisfy, then take the continuum limit of this difference equation and that is a Schrodinger 
equation. The logical argument for this is the same as that for associating Feynman path 
integrals and a quantum mechanical Schrodinger equation [42, 58], 
Discretizing the Hamiltonian, within a restricted solid-on-solid model, gives us 
H — ^ ] k\k+i — h (2.84) 
i=l 
with the height differences restricted: {k+j — li\ = 0 or 1; fc is a constant, stif5iess-like 
parameter. The partition function is then 
— k\l2—ll\—k\l3 — l2\—k\l4—l3\ (2.85) 
k h h 
A transfer matrix, T, is constructed with = e 1^' ''L In the restricted SOS model, 
\l = Z'l = 0 or 1 only, so we have 
/ 1 0 
e-': 1 e-*: 
\ 
0 6"'= 1 . . . 
\ : : : ' ' / 
The partition function is then 
(2.86) 
h h h 
Using the properties of the transfer matrices, this is 
(2.87) 
Z = TrT JV (2.88) 
The eigenvalues, A, of the matrix are defined by 
T$, (r ) = A^$,(o (2.89) 
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where are the eigenfunctions of T. From general matrix properties, 
i = l 
where we have periodic boundary conditions and the system has been split into N steps. 
Substituting the matrix T into (2.89) and inspecting the result, we can write down a befitting 
difference equation: 
e — 1) + + e + z) = (2.91) 
This is a second order difference equation. We then take the continuum limit of this and 
find a Schrodinger equation 
-- + ty (;) %,: == (2.92) 
The Schrodinger equation has associated with it eigenfimctions, and eigenvalues, 
Due to the definition of the transfer matrix, the partition function, Z, of our system that is 
L in length and the interface is at height I A and IB at the ends, can be expressed in terms of 
these eigenfunctions 
Z (Zvv, Zo, Z/) = ^ (ZN)V': (fo) (2-93) 
We can take the limit L —)• oo, then the excess free energy is 
jFs = ]jm == JCo (2.94) 
L-^oo L/ 
and we have that the probability distribution function (PDF) of the interfacial height is 
&(() = |»o(0l' (2.95) 
Applying the transfer matrix approach to our wetting system with the square well bind-
ing potential, setting kgT = 1 and assuming the ground state is bounded {EQ < 0), we find 
2.4 Interfacial Model of Wetting in Two Dimensions 50 
that for I < R 
— — ^0 — (7^0 = (2.96) 
which is solved by 
^0 — A siii(-\/2S({7 + EQ)1) + Bcos(y^22]((7 + £>0)/) (2.97) 
where A and B are constants to be determined. Using boundary condition ^o(O) = 0, we 
have B = 0. 
If I > R 
- = Eo^o =» ^0 = Ce-V2S|Sol/ + DeV2S|eoK (2.98) 
where C and D are constants to be determined, but since ^(00) = 0 we have D = 0. 
must be continuous at R, so we must have 
I En 
= cot (V2S(C/ + Eo)R^ (2.99) ]l U + Eq 
There is a transition to the unbound state with Eo = 0 when U = U* with U* defined by 
V2I1U*R = - (2.100) 
lfU> U*, 
Eo - -{U* - Uf (2.101) 
implying that we have critical exponent 
as = 0 (0 > 0) (2.102) 
For U <U*,Eo = 0 (and 6 > 0). 
Far from the wall, the normalized PDF is 
&(Z) = 2 y 2 g | E o | e - ^ ' \ ^ i ^ ; 1>R (2.103) 
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We can calculate the average height of the interface as 
giving us critical exponent 
A - 1 (2.105) 
For an exponential PDF, the standard deviation is the same as the average so we have 
(2.106) 
and (from a standard transfer matrix result) 
(II = ~ ( C - U ) - ' (2.107) 
Then, we have two more critical exponents: 
ux = 1 (2.108) 
z / | |=2 (2.109) 
and the wandering exponent is then 
( = ^ (2 110) 
These results are fully supported by Douglas Abraham's exact Ising model results [1], 
2.4.2 A Very General Expression for Ps 
Michael Fisher was able to further the understanding of wetting in a 2D system by associ-
ating a free interface with a random walk. Further to this, he saw that a random walk by an 
absorbing wall was equivalent to liquid-gas interface in critical wetting [44]. Using random 
walk arguments. Fisher proposed that in wetting systems [45], regardless of the origin of 
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the fluctuations, in the Strong Fluctuation (SFL) regime 
SFL (2.111) 
1 - C 
The significance of the regime will be made clear in the next section, 2.5. 
The interfacial model results shown here are consistent for thermal fluctuations in pure 
system. M.Kardar [71] (described clearly in [49]) worked on an interfacial Hamiltonian 
with random bonds. In this case, the wandering exponent is C = 2/3. Kardar showed the 
value of Ps is as Fisher predicted. 
2.5 Wetting with Long-Range Forces 
While much research is concentrated on wetting with short-ranged forces, it is important 
to consider situations where the interactions are long-ranged. In this section, we review 
research that has investigated these systems. Lipowsky and Fisher utilised an interfacial 
model to make this investigation [77]. They discovered various behaviour in the unbinding 
of the interface. This behaviour fell into three regimes. They went on make a simple, 
heuristic argument through which we can understand the presence of these three regimes. 
We encapsulate the long-ranged nature of the interparticle forces in the binding poten-
tial that appears in the usual interfacial Hamiltonian. That binding potential is 
11/(0 = ^ + ^ (2.112) 
where a oa t and 6 is a positive constant, p and q are parameters. Lipowsky and Fisher 
found that depending on the values of p and q and the dimensionality d of the system, 
the critical exponents for the interfacial heights and its correlations aligned with one of 
three categories. The categories are named the Strong Fluctuation (SFL) regime, the Weak 
Fluctuation Regime (WFL) and the Mean Field (MF) regime. The naming will be obvious 
when we consider Lipowsky and Fisher's physical explanation. 
In the SFL regime, the critical wetting transition belongs to the same universality class 
as the wetting transition with short-ranged forces. In the MF regime, the exponents are 
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those obtained by simple minimisation of the W (I). Between these, the WFL regime has 
intermediate characteristics. 
These regimes reflect a competition between entropy, or bending energy, and binding 
energy. The entropy, or fluctuations, win out in the SFL regime; in the MF regime, fluc-
tuations are insignificant. Lipowsky and Fisher formalized this following argument. The 
effect of the fluctuations of the interface are quantified with an additional term to the bind-
ing potential. The effective potential is written as 
= ^ + ^ + p (2.113) 
c being another parameter. 
In the original interfacial Hamiltonian, the effects of fluctuations are represented by the 
first term, (Vl)^. Now, we estimate this by approximating the gradient of the interface 
by using the perpendicular and the parallel correlation lengths: 
VI (2.114) 
(|| 
Then, assuming we are close to wetting, we can use 
Z - ' f i (Z115) 
and we can use the definition of the wandering exponent, (, so we have 
r = 2 -- (2.11,5) 
Therefore, for thermal forces in a d = 2 system, r = 2. 
The three regimes result fi-om the competition of the three terms in the effective binding 
potential. The following is found: 
• T > q - this is the Mean Field Regime. Here, the third term is negligible and we 
can make a saddle point approximation using the remaining two terms. The critical 
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exponent for the interfacial height is 
A = M F (2.117) 
q-p 
and the critical wetting transition occurs when a — 0. We can work out the upper 
critical dimension, d*, when T — q, using ( = (3 — d) /2. We find 
d * ^ 3 ^ (2.118) 
9 + 2 
For van der Waals forces, g = 3 (and p = 2), and d* = 11/5; for short-ranged limit, 
where g —>• oo, we have d* = 3. 
e p < T < q-the mean field approximation breaks down as fluctuations can no longer 
be ignored. Now we neglect the second term and find that 
W F L (2.119) 
T — P 
The critical wetting transition still occurs when a = 0 but the interfacial height is then 
comparable with the perpendicular correlation length. This is the Weak Fluctuation 
Regime. 
• T < p- this is the Strong Fluctuation Regime. The exponents cannot be calculated 
via the effective potential alone. Wetting does not occur when a = 0. The fluctu-
ations are so large that unbinding occurs at even a finite potential. Random walk 
arguments can be used to progress theory here, giving, for example, an expression 
for the order parameter critical exponent for d = 2, as in (2. 111). 
2.6 Critical Wetting in Three-Dimensional Systems 
Wetting in 3D systems is less well understood than the 2D case. Here we review two 
major pieces of work in this area. Both concern critical wetting with short-ranged forces. 
Both employ interfacial models. The form of the binding potential is crucial as we are 
now at the upper critical dimension. Firstly, we will consider the work of Brezin, Halperin 
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and Leibler (BHL) [20, 21], then that of Fisher and Jin (FJ) [46, 47, 68, 69, 48]. Each 
formulates the interfacial Hamiltonian in a diJfferent way. Both generates interesting results 
and, between them, they leave questions and contradictions in the theory of wetting. These 
will be discussed at the end of this section. 
2.6.1 Non-universality and the Wetting Parameter 
BHL constructed a binding potential such that if fluctuations were ignored, the MF results 
got from the LOW Hamiltonian are recovered. That binding potential is 
(2.120) 
where a oc — T and 6 > 0, a constant. To check that the MF results are regained, we 
minimize the potential and find that, for Z^ , the average interface height 
== (2.1:21) 
or, using the dependency of a on T, 
= -\n{T^^-T) (2.122) 
The parallel correlation length is C|i ~ 1/y/W", so 
(2.123) 
gives 
(HCK(TA*F-23-i (Z124) 
Substituting for the MF interfacial height 
= (2 125) 
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Then, we have critical exponents 
( 3 , ^ 0 (2.126) 
i/|l = 1 (2.127) 
a s = 0 ( 2 . 1 2 8 ) 
BHL proceeded using the interfacial Hamiltonian and a linearized Renormalization 
Group theory. They found non-universal behaviour. They found three categories of re-
sults. These depended on what is called the wetting parameter, cv: 
Similar findings were made by Fisher and Huse [43], Kroll et al [73] and Lipowsky et al 
[78]. The three regimes are as follows; 
• 0 < (^  < 1/2; 
Tw is not renormalised 
1^1 ^  
== (1 + 2cu)]bif|| _ .. ^ 
• 1/2 < LU <2: 
Ty, is not renormalised 
1^1 ^  {V2-^y 
kl^ ~ \ / ^ In i^ ii 
• CO > 2 : 
7L < 2 ^ ^ 
(^11 ~ g (Iw-T) 
7 ] _ 
Tu-T 
Letting w —)• 0, recovers MF results. 
Kurt Binder, with others [10, 11, 14, 15, 12, 13, 9], has performed Monte Carlo simu-
lations of an Ising system consisting of a cubic lattice with opposite boundary fields. The 
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results qualitatively matched the phase diagrams proffered by Nakanishi and Fisher (see 
comments at the end of section 2.2.4). However, with a wetting parameter of w % 0.8, 
deviations from MF results were expected (with critical exponent v\\ % 3.8) but not borne 
out in the results. Halpin-Healy and Brezin [57] suggested that this was because the simu-
lations had not reached an asymptotic critical regime, so that Binder et al had their results 
from too far from the wetting temperature, and therefore obtained MF results. Gompper 
and Kroll, using simulations of the interfacial model, have observed, however, that there is 
no MF regime and that non-universal behaviour should be evident. This suggests that the 
problem is in the construction of the interfacial Hamiltonian. This leads us to consider the 
approach of Fisher and Jin. 
2.6.2 Fisher-Jin Methodology 
Fisher and Jin (FJ) formulated a definite method for constructing the interfacial model. 
It has been widely used since and it has been utilised in some of the research presented 
later in this thesis. FJ start with the LGW Hamiltonian. They integrate over some of the 
microscopic degrees of freedom and then perturbatively construct the interface from planar 
interfaces. 
To start, we consider the partition function for the microscopic, magnetic model: 
Z = j (2.130) 
where the Hamiltonian is as in (2.59); 
We can rewrite the partition function. As it is in (2.130), the integral is over all con-
figurations of the magnetic spins. We can split this in two. We first fix the position of 
the interface (to ((x)) and integrate over all configurations of the magnetism constrained to 
match this. Then, we integrate over all possible interfacial profiles, /(x). So, we have 
J = J D i J (2.131) 
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We define the interfacial Hamiltonian for a specific interfacial profile Z(x) by 
_ J D^e-^LGwM (2.132) 
with the ' indicating that the functional integral is limited by the choice of l{x). As we 
have fixed the interface position, there are no capillary wave fluctuations of the interface. 
Only bulk fluctuations are present but we choose to be away from T = so these are not 
significant. In this case, it is sufficient to use a saddle-point approximation for the left-hand 
side of (2.132). The interfacial Hamiltonian is, then, defined by 
g-H[l] _ g-min/fLGwM ^2 133) 
If we call the magnetic profile that is constrained to match the interface profile I and mini-
mizes the LGW Hamiltonian m- (r; [I]), then we have 
m=(r = (x, ((x))) = 0 (2.134) 
and the interfacial Hamiltonian is 
= %Gw[ms(r; [Z])] (2.135) 
In order to satisfy the minimization of H L G W , we have this Euler-Lagrange equation 
(2.136) 
where we are going to use a double parabola (DP) for the potential 0. This is diflfiicult to 
solve. However, we can choose a simple ansatz as a solution. We take a planar magnetic 
profile, m,(z ; Z(x)). Because of translational invariance (in x and y directions), we know 
that for magnetization in the bulk of ±mo, this will satisfy 
f K^(m„ -mo) m>0 
, „ = < (2.137) 
[ K^(m^ + mo) m < 0 
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The solution for this, taking into account boundary conditions, is 
(z; Z) = -mo (l - z > ( (2.138) 
k ' ) = 0 < . < i (2.139) 
with (z; I) = (z; I) — tuq and 5mi (z; I) = mi — mo. If we substitute this planar, 
translationally-invariant solution into the microscopic, LGW Hamiltonian, we obtain the 
interfacial binding potential 
(0 = y dz j 1 (m) j - (2.140) 
Returning to the idea of as an ansatz solution for the 3D Euler-Lagrange equation, 
we substitute it into (2.136) and find 
+ (V,)' m.) (2.141) 
az2 \ az , 
However, we know, from the conditions under which is found, that the first term solves 
equation (2.137) also. We have then 
{m^ - mo) + + (VZ)^ ( ~ ^ ) = ("^ vr - rno) (2.142) 
So long as VZ and V^Z are both small, which is true while the fluctuations are small, the 
planar solution is valid. 
Now, we legitimately substitute m=(r) = m,(z; Z(x)) into the microscopic Hamilto-
nian, HLCW-
H FJ M = (2.143) 
We can see from the definition of the binding potential (2.140), this rearranges slightly to 
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give 
M = y da: ^ (VZ)" + W;, (/) j (2.144) 
where the position-dependent stiffness, E (Z), is identified as [68] 
With a DP approximation for the bulk potential, this is 
S (l) — + • • • (2.146) 
FJ went on to make RG calculations with their interfacial model. The phase diagram 
derived from this model has the locations of the first and second order transitions swapped 
compared to the Nakanishi and Fisher (NF) phase diagrams. Given the origin of the NF 
diagrams, this contradiction casts doubt on the FJ work. Further, FJ offer no physical ar-
gument for the origin of a position-dependent stiffiiess. Although this FJ work has left 
inconsistencies and gaps in the knowledge of wetting, it has provided a very methodical 
approach to the construction of a interfacial Hamiltonian. The Fisher-Jin scheme for de-
riving an interfacial model has proved very useful in the search for satisfactory models of 
filling also. We will see this in Chapter 3. 
2.7 Introduction to the Non-Local Model of Wetting 
As we have seen, there remain controversies in the theory of wetting. For published reviews 
of the theories of wetting and the findings of pertinent simulations, see [92] and [16]. 
Now, we introduce a new theory of wetting, known as the Non-Local (NL) model. This 
adapts the ideas of the previous section but, crucially, where FJ perturbatively constructed 
a magnetic profile from magnetic profiles belonging to planar interfaces, in the NL model, 
it is constructed exactly. This was first introduced in a publication in 2004 [103], where 
calculations were made using it and the results verified against simulations. Significantly, 
it offered an explanation of the apparently position-dependent stiffness exposed by the FJ 
work. A recently published, full derivation of the non-local model and its justification, is 
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to be found in [95, 96]. We present a brief description of the usage of the non-local (NL) 
model here. 
The formulation of the NL model recognizes that the binding potential in the interfacial 
model, previously written W (l), should be considered a functional of the interface height 
function. Therefore, we seek to construct W [((x)]. It is written as 
W [I; [I] + bifi^ [Z] + b2^2 [^ ] "^  ' ' ' (2.147) 
where a, bi and 63 are the usual Hamaker constants, [I], and similar terms, are integrals. 
These are depicted as the simple schematic diagrams shown in Figures 2.20, 2.21 and 2.22, 
where the substrate and interface are both of arbitrary shape. The solid dot on a surface 
:z: 
Figure 2.20: diagram for Oj [I] 
Figure 2.21: diagram for VL2 [Z] 
Figure 2.22: diagram for VL\ [Z] 
represents an integration over that surface, so [I] includes integration over the substrate 
once and the interface once. Hg [Z] is integration over the substrate twice. The connecting 
lines indicate how many times the integrand appears in the expression. The integrand is 
the correlation function K (r). This depends on the dimensionality of the system under 
consideration. 
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Here are the three terms we have displayed in (2.147); 
nl M = J dsn; J dsiK{r) (2.148) 
il? (f&w (r) (Z-l/M)) 
n\ [Z] = j dsi^j ds^K ( r ) | (2.150) 
where dsi is an increment in the interface surface distance, and ds^ is an increment in 
the substrate distance. When we can evaluate the integrals, we can calculate the binding 
potential in the interfacial Hamiltonian. 
The NL model provides a means of studying wetting on non-planar substrates. The 
first research chapter of this thesis (Chapter 4) employs the NL model as a means for 
explaining wetting on curved substrates such as cylinders and spheres. We also demonstrate 
the calculations of the NL model with a planar substrate and a planar interface. 
63 
Chapter 3 
Filling 
The experimental discovery of the filling transition in 1974 [33] predates that of the wetting 
transition by 6 years [83]. However, there was already an implicit understanding of filling in 
that structured surfaces were known to have different adsorption properties to flat surfaces. 
This is evident in the work of Shuttleworth and Bailey as early as 1948 [127]. The idea 
was revisited several times in following years [33, 108, 59]. The filling transition in a 
wedge (see Figure 3.1) was finally modelled by Rejmer et al in 1999, using an interfacial 
model. Since then, other shapes of wedge have been modelled, simulated and experimented 
with, including cones [111, 106] and parabolic cross-sections [112]. We will begin by 
considering a very simply structured surface, that is two planar surfaces brought together 
to form a comer, or wedge. 
Figure 3.1: A linear wedge with simple interfacial configuration, set-up as described, with 
contact angle of the surface as 0. 
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Thermodynamic arguments [33, 108, 59] predict the filling of wedges, that is, the un-
binding of a hquid-gas interface from the base of the wedge at a particular temperature, the 
filling temperature, T f . This means that at T = T/, the system may go from a state with 
only microscopic amounts of liquid adsorbed at the substrate to a macroscopic volume of 
liquid being held there. We present these ideas to begin with. As filling is an interfacial 
phenomenon, the models of wetting can be adapted to study it. However, the physical con-
straints on the filling layer result in the nature of the filling interface being significantly 
different from those of the wetting interface; this is evident in the critical exponents. We 
will highlight the details of the differences following the results of each model we con-
sider. Then, we move on to the concept of wedge covariance. We observe that there are 
hidden symmetries between some characteristics of the filling and wetting interfaces. This 
discovery has lead to the furtherment of the theories of wetting, and may lead to better 
comprehension of the adsorption properties of many patterned and structured surfaces, a 
theme we return to in Chapter 6, a research chapter of this thesis. 
3.1 Thermodynamics 
We consider a linear wedge: two planar surfaces both of dimensions L hy W brought 
together to form a comer, as in Figure 3.1. The angle that each makes with a horizontal 
plane is a , the length of the wedge is L, the height is W cos a , the volume of gas-liquid 
phase is V. The free energy of the system is 
F =-pV+ '^Aiai (3.1) 
% 
where the sum is over all the interfaces in the system, A, and o", the area and surface tension 
of each. The first term is a bulk contribution, adding nothing to the understanding of filling; 
we neglect it from here. Concentrating on the second term, we add up all the contributions, 
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each from a different interface: 
— 2Z, ( y v , \ + ( w : 1 CTwg + ^ 1 (3.2) 
^ [ sin a \ svaa J tan a J 
2Ll 
= 2WLayfg + ^ 7 ^ (o"wi — o-wg + o'lg cos a ) (3.3) 
where crig, cr^ g and cr i^ are the surface tensions of the hquid-gas, wall-gas and wall-liquid 
respectively. 
Now we use Young's equation (2.40) that we encountered at the start of our review of 
wetting. This gives us 
= 2WLa^g + c7]g(cos a — cos 9)1 (3.4) 
% 
If we assume a shallow wedge, then we have 
2 T 
^ ] -AjCTj ~ 2WLo'^g <T]g(6^ ^ — cP')l (3.5) 
i 
If COS 9 > cos a {9 < a), the free energy of the system is lowered by an arbitrarily high 
interface; the interface height can be macroscopic. This indicates the condition for filling. 
We are able to change the relationship between 9 and a by either changing the tilt of the 
wedge or, with change in temperature, changing the contact angle 9 = 9{T), hence there is 
a filling transition. The filling temperature, Tj, is defined by the condition 
9{T{) = a (3.6) 
3.2 Filling Transitions 
There are, as with wetting, a number of filling transitions. These have similar definitions to 
the wetting transitions. So, if we start with a system off coexistence, move it to coexistence 
so fi ^ jj,sat at a temperature above the filling temperature, Tf < T < T^, we observe 
complete filling. Critical filling is the continuous transition that occurs when we approach 
the filling temperature from below, whilst at coexistence, or whilst simultaneously reaching 
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coexistence. First order filling occurs when this transition is discontinuous - there is a jump 
in the interfacial height. Prefilling is observed similar to prewetting is in the planar system: 
in a system that is off coexistence, a finite jump in the interfacial height is observed. 
The filling transition precedes the wetting transition. This is because the contact angle 
is higher for filling, as it is equal to a and not zero. This is illustrated in the following 
schematic, Figure 3.2. 
e 
a 
0 
A 
i 
Tf 
Figure 3.2: This schematic illustrates that filling precedes wetting. 
It has been shown that a surface that exhibits first order wetting does not necessarily 
exhibit first order filling when it is formed into a wedge [101]. The order of the filling, or 
wetting transition, is determined by whether there is a potential barrier between the global 
minimum of the binding potential, W{1), and the extremum at / = oo. Initially, at some low 
temperature, this barrier is absent. As temperature is increased, the barrier might appear 
at some temperature, referred to as spinodal temperature, Tg. If the wetting transition is 
continuous, we know there is no potential barrier present, so we have < Tg. The filling 
temperature Tf is always lower than the wetting temperature, therefore Tf < Tg and we 
anticipate a continuous, or critical, filling transition. 
If a substrate displays first order wetting, we know that T^ > Ts but we can make no 
such assumption for the filling transition. In fact, even if we have a case where Tf > Tg and 
there is first order filling, we need only make the wedge angle more acute, by increasing a , 
to lower Tf until Tf < Ts and we obtain a second order transition. This means that critical 
filling is more common that critical wetting, and more likely to be observed by experiment. 
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3.2.1 Critical Exponents 
We define similar critical exponents for filling to those we had for wetting. Figure 3.3 
shows the lengths we use as measures of the interface. We assign each of these a critical 
exponent. First, we consider It has been shown [117] that the interface is effectively flat 
Figure 3.3: This is liquid-gas interface in a wedge. Characteristic lengthscales are marked 
on the diagram. 
through most of the cross-section of the wedge. From the walls of the wedge, the interface 
height decays exponentially quickly to the midpoint height. The lengthscale of this decay is 
the wetting parallel correlation length which remains microscopic at filling. Therefore, 
the interface is effectively flat and 
COT OT (3.7) 
where — Z(0), is the midpoint height. Though we define a critical exponent for it, we 
will rarely need to refer to it, being simply proportional to 
Critical exponents for the other lengthscales are defined thus 
L - (g - - (7f - r ) - ^ 
u = - {m? ~ ( « - a)""" 
~ (0 — 
(3.8) 
(3.9) 
(3.10) 
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We anticipate a wedge wandering exponent: 
(3 11) 
The wedge free-energy per wedge length, is given by 
F = —pV + cr^gA + fy,L (3.12) 
where L is the length of the wedge, A is the surface area of the substrate. Then we define 
~ (9-a):-*" (3 13) 
We also have a critical exponent relation. If we calculate the expectation of the midpoint 
height, using the Boltzmann distribution, we find ^ oc L , from which we get 
— 1 (3.14) 
and from hyperscaling relation [123] 
2 — ttw = {d — 2)uy (3.15) 
We will be comparing the values of these critical exponents to those that correspond in the 
wetting case. We will observe that the interface in the wetting transition is significantly 
different to that in the filling case. The influence of geometry is important. 
3.3 Reevaluating Interfacial Phenomena 
Important advances in the understanding of both wetting and filling phenomena have been 
made by making connections between the two phenomena. In this section, we review 
calculations for both wetting and the physics of a drop on a planar surface. We present the 
results of wetting in a manner that lends them to comparison with filling results. We do this 
by making the contact angle the argument. 
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3.3.1 Recast Wetting Results 
In the previous chapter, we were able to discuss wetting in a 2-d system in a MF framework. 
It is insightful to recast some the main results regarding SR wetting in terms of the contact 
angle 9. Above, we had an interfacial model, a Hamiltonian with a binding potential (2.82). 
We minimized the binding potential to find the height of the liquid-gas interface above the 
substrate. This gives us the following condition: 
= 0 (3.16) 
with the binding potential for SR forces being 
(Z) = (3.17) 
This produces 
(118) 
and, as a oc i and t = (T^ — T) /T^, we see the familiar logarithmic divergence of the 
interfacial height as the wetting transition is approached. The excess free energy for the 
planar interface can therefore be written as 
= (3.19) 
which means that the specific heat exponent is — 0. 
We can identify the excess firee energy with that in the Young's equation 
CTwg = CTwl + (7lg + W {I) (3.20) 
We compare this to the general form of Young's equation 
^wg — ^wl ^Ig cos 0 (3.21) 
Using small angle approximation for cos9, as we are close to the wetting temperature, we 
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have 
Then we have 
cr-wg — <^wl \ ^ ~ 
02 
(Z,) = 
(3.22) 
(3.23) 
where we have adopted E, instead of aig for the stiffiiess of the liquid-gas interface. Equat-
ing the two expressions for the excess free energy, we have 
a = \/2S60 (3.24) 
Now, we eliminate Hamaker constant a and introduce 9 to the wetting results: the interfacial 
height is given by 
-9 (3 25) 
or 
L (^) — — log (3J6) 
The binding potential can be written as 
W: (Z; g) = - + 6e-•2KI (3.27) 
It is useful to define a shifted binding potential, AW {I; 9), which has a minimum value of 
zero. The minimum of 6) is at Z = (by definition of MF interface height, Z )^, so we 
have 
A;^(Z;g) = M^(Z;g)-:y(Z^;g) (3.28) 
The minimum of the binding potential is M/(Z ;^ 9) = — A W [l] 9) is then a perfect 
square. In terms of the contact angle, shifted binding potential is 
(3.29) AW {I-9) = 
This shifted binding potential will prove usefiil later in this chapter and in the subsequent 
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chapters on extended wedge covariance and sculpted wedges. 
AW(1) 
-wq, )=z8 
2 
Figure 3.4: Sketch of the shifted effective interfacial potential, AW{1), for a critical wetting 
transition. The minima at ( = corresponds to a zero value for AW{1) 
It is instructive to look at the height-height correlation fiinction of the interface. This is 
defined by 
^ (z, z') = (Z (z) Z (a;')> - (Z (z)) (Z (z')> (3.30) 
We can use it to determine both the parallel and transverse correlations, and respec-
tively. S {x, x') satisfies the Omstein-Zernike-like equation 
/ d^xC (x, x')S [x', x) = S {x — x') (3 31) 
We have here, for convenience, taken k^T = 1. C (x, x') is the direct correlation function. 
At mean field level, the direct correlation function is identified as 
C (x, x') = [ I ] 
SI (x) 51 {x') (332) 
where we have made the Hamiltonian for the planar model distinct from that for the wedge 
system by marking it with tt. 
The height-height correlation function then satisfies 
- (z, a;') -H (Z (z); g) 5" (z, z') = <^  (z - / ) (3.33) 
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where W" {I {x): 9) is the double differential of the binding potential with respect to I at 
fixed contact angle 9. For a translationally invariant case, as it is with a flat interface with 
I (x) = the solution to this is 
(z, z') = 
Comparison with the more general result 
& (x, x') = ,-\x-x'\^W"/T. 
shows us that we have [130] 
For SR forces, we then have 
= v 'S/M/" (!,;«) 
so that the critical exponent u\\ (defined above (2.44)) is 
(3.34) 
(3.35) 
(336) 
(3.37) 
Ml = 1 (3.38) 
We can now write the height-height correlation function in terms of the contact angle: 
1 5^(z:,z^g) -K6\X—X'\ (3.39) 
We obtain the roughness, the perpendicular correlation length by setting x' = xm. 5^ (x, x'; 0) 
S-n (2^2) — (3.40) 
which is independent of position for the translationally invariant planar interface. For SR 
forces, the MF roughness, in terms of the contact angle, is 
a (m = y/2TiK9 (3.41) 
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and then the relevant critical exponent (defined in (2.43)) is 
".L = I (3.4:2) 
Note that (^) ~ K (0). j^_ is a measure of the size of height fluctuations of the interface. 
The fact that this is comparative to indicates that as the wetting transition is approached, 
fluctuations are significant and, therefore, MF theory inevitably breaks down here. How-
ever, the MF results are usefiil in order to see covariance with wetting when we consider 
interfacial phenomena on non-planar surfaces. 
Another usefiil expression for us to recast, as we consider the underlying nature of 
wetting and filling, is the probability density function. Using the result from transfer matrix 
techniques (in section 2.4.1), and the excess free energy as in (3.23), we have 
(Z; g) = (3.43) 
3.3.2 Relations Pertaining to a Drop 
We will look at wetting on surfaces which do not have the translational invariance of the 
planar substrate but first we consider another break in translational invariance. We consider 
here a drop on a planar surface. We use MF theory to explore the profile of such a drop and 
we will see some interesting connections to the results in section 3.3.1 
The capillary wave model can be used to investigate this drop. This has been discussed 
previously by Indekeu as he calculated the line tension [65]. The line tension is the ex-
cess free energy arising when the interface between two phases adsorbed on a substrate 
meets that substrate. We consider an interfacial model identical to that we have used previ-
ously (2.82). When we minimize the interfacial Hamiltonian with respect to the liquid-gas 
interface profile, I (z), it satisfies this Euler-Lagrange equation: 
I]Z:= Mf' (f; P) (3/kl) 
where I is the second derivative of I with respect to x and W is first derivative of W with 
respect to I. For the drop as shown in top part of Figure 3.5, the (-I-) orientation, we have 
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Figure 3.5: Sketches of the profiles of droplets on a planar substrate. We are dealing with 
the top version which corresponds to the first set of boundary conditions described. This 
is referred to as the (+) orientation. Below is the (—) orientation. The results for the (—) 
orientation are trivially different to those for (+). 
the following boundary conditions 
Ij ^ oo) — 
i (oo) = 6 
(3 45) 
(3.46) 
We could equally solve with the boundary conditions 
I (CXD) 
i (—oo) = —0 
(3 47) 
(348) 
which would represent the drop in the lower half of Figure 3.5, the (—) orientation. In 
either case, the first integral of the Euler-Lagrange equation is 
| ? = AW{i;«) (3.49) 
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This is actually analogous to the conservation of energy in classical mechanics. This com-
parison will be returned to in a later chapter of this thesis. 
If we use the shifted binding potential for SR forces (3.29), we find 
e (150) 
Comparison with the equivalent expression for the planar wetting case (3.26) leads us to 
identify 
((3) = L (g - |z|) (3.51) 
This is a covariance relation. That is, the local interfacial height for the droplet has the 
same functional form as that for the planar interface. The only difference is that the contact 
. This sort of angle is shifted by an amount that is the physical slope of the interface, 
covariance is going to be evident in other physical systems. 
For completeness, we note that the energy equation can be integrated expHcitly to give 
the profile of the droplet: 
((a;) = L (l9) + - log (1 + (3.52) 
where the choice of sign in the exponential term depends on which orientation of the drop 
we are looking at (and therefore which set of boundary conditions), XQ is an arbitrary 
constant that translates the drop across the plane in the z-direction. XQ fixes the value of 
Zo = ((0). We can also write the profile as 
Z (z) = Zo ± gz + ^ log (1 + - l ) ) (3.53) 
Interfacial heights of this form will appear later in this thesis. 
3.4 Mean Field Theory of Critical Filling in d=3 
An effective method of studying the filling transition is with an interfacial Hamiltonian, as 
we have seen for wetting. The alteration is only in the argument of the interfacial binding 
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potential, where jx] tan a is the height of the substrate; 
H[i] = j j + W {I — |.t| tan a) (3.54) 
We start with some MF results, work originating from Rejmer et al [111], We assume 
that we have translational invariance in the ^/-direction and that the slope of the wedge is 
small again; we make the approximation tan a ~ a . Now, we minimize the Hamiltonian 
with respect to the interfacial profile I (x), giving us this Euler-Lagrange equation 
= (3.55) 
It is useful to define a new variable here that is the relative height of the interface: 
•q{x) = l (x) — a |x| (3.56) 
The Euler-Lagrange equation then becomes 
2%7 = l*"(%;g) Ck57) 
We have some constraints on rj. Firstly, for the sake of continuity and due to the symmetry 
of the wedge, I (0) = 0, so r) must be the same as the slope of the substrate, when we are 
infinitesimally close to the origin. This fact will uniquely define the midpoint height. The 
condition on r] is 
% (OM-) == --C* (3 Jig) 
and, since far from the comer of the substrate, the opposite wall will have no effect and the 
system will look like a planar substrate and a planar interface, 
7 7 ( 0 0 ) = 0 (3.59) 
or 
lim r]{x) = (3.60) |z|->QO 
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where is the MF interfacial height in a planar wetting system. We use the shifted binding 
potential, AW (r/; 9), defined as in (3.29), and then have 
= ZLMf (,?;6r) (3 61) 
With W (ITT) = — ^  (see (3.23)) and that rj and I coincide above the midpoint of the 
wedge, equation (3.61) becomes 
^ = W ( L ) + ^ (3.62) 
where we have labelled the midpoint height thus; Rearranged, this is 
- 9") (3.63) 
We can substitute for W{1) whether the forces involved are long-ranged or short-ranged. 
3.4.1 With Short-Ranged Forces 
We model a system with a short-ranged forces using binding potential W (l) = — + 
As a result, (3.63) becomes 
- = ^{a^ - g^) (3.64) 
Using a = y/2T,b9 (from (3.24) ) and rearranging 
Vn/^  
— - ^ (3.65) 
^6 — Vbe = Y (3.66) 
= — log ~ (3.67) 
giving us the critical exponent 
= 0 (3.68) 
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We highlight the functional similarity between this expression and the equivalent for 
the planar surface (3.26): 
L (^)«) = 2^(0 — a) (3.69) 
This relation is an example of wedge covariance. The co variance of the midpoint interfacial 
height is the first of an number of examples that we will observe. 
Note that the symmetry of the wedge system is restrictive, more so than in the wetting 
case with its translational invariance. This means the distribution of the interfacial height 
is fixed. We can calculate the full interfacial profile for the wedge case. (3.61) implies that 
the relative height satisfies 
V 2j 
Physically, 77 and x must have opposite signs. 
We can analytically integrate (3.70). We find the height of the interface to be 
I (x) — (9 — a) — {9 — a) \x\ + — log H — (3.71) 
Alternatively, persisting with the relative height, 
77 (z) = L (^, a) - g l^ l + ^ log (1 + j g ) 
This is comparable to the height of the drop profile. 
Next, we calculate the midpoint roughness, This is related to the two-point correla-
tion function, S (z, x'), for Gaussian fluctuations about the equilibrium height: 
S (x, 0) is a Green's function solving Omstein-Zemike-like equation 
- (z, 0) + (77; @ (i)) g (%, 0) = 6 ( i ) (3.73) 
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From the Euler-Lagrange equation (5.14) 
By setting a; = 0, we find the MF roughness is 
Here, we see another example of a wedge covariance: 
(3/%% 
and we have a filling critical exponent 
= 1/2 (3.77) 
The excess 6ee energy is 
/w ~ - a ) log(6* - a ) (3.78) 
giving us critical exponent 
cnw = 1 (3.79) 
The parallel correlation length is identified as [101] 
EL (3.80) 
With W (Zw) = SKQ; {9 — A) (for SR forces) and L from (3.67), this evaluates to give us 
(y - ^ - \ o g { e - a ) { e - (3.81) 
so we have 
i/y = 1/2 (3.82) 
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From the hyperscaling relation 
2 — = (d — 2)i/y (3.83) 
the upper critical dimension for filling is 
d; ==41 (3.84) 
This is not the same as for wetting; the UCD for wetting is d* = 3. 
3.4.2 With Long-Ranged Forces 
With the long-range form of the binding potential, the Euler-Lagrange equation [101] is 
" ^ + r ? = "p (3 85) 
a is non-zero at the filling temperature as 7} < but p < g by definition, so we can 
assume that the second term on the left-hand side decays more quickly, 
]](cK-k a)(e --(%) (3.86) 
The term {a+6) is approximately a constant as 9 approaches a, so the asymptotic behaviour 
is 
Z, - (g - a)-^/P (3.87) 
yielding us a critical exponent: 
= 1/p (3.88) 
We also have 
(y /x, (g - a)-V2+VP (3,89) 
so 
i/y = 1/2 + 1/p (3.90) 
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and 
~ (6* - a) - (3.91) 
so 
= 1/4 (3.92) 
The Ginzburg criterion has been calculated [101]. This is the condition for the MF 
model to be valid, that is, C 1. This is equivalent to ii/p-i/4 ^ Clearly, fluctu-
ation effects dominate for p > 4. In fact, for p > 4, the critical behaviour of the interface 
is in the same universality class as filling with SR forces. Calculations for the fluctuation-
dominated regime are considered in section 3.6. 
3.5 Transfer Matrix Calculations in d=2 
In this section, we follow calculations made to probe beyond the MF and seek to quantify 
fluctuation effects [94, 100, 93, 105]. The interface is 1-d in the 2-d system, so we can 
employ transfer matrix techniques [28], that we have already demonstrated in a previous 
section on wetting, 2.4.1. 
We maintain the assumption that the wedge is shallow. The wedge, with width 2X is 
shown in Figure 3.6. 
- X 0 
Figure 3.6: The set-up for the two-dimensional wedge. 
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The appropriate interfacial Hamiltonian is 
H dx (3.93) 
We consider a binding potential of the long-range form: W{1) = —a/F + b/l^. We repeat 
the change of variable we made for the MF calculation, using the relative height: 
77 = t — a\x\ (3.94) 
Then we have 
and 
(3.95) 
ax J ax 
(3.96) 
We can use this to rearrange the Hamiltonian and, by naming the Hamiltonian for the planar 
wetting case (as in (2.82)) H„, we have 
2 
H — —2%——h 2EaZ(0) + + oiTi{'n< + ^>) 
To be specific. 
H. 
ph 
*/ a 
dx (V%): + %f(%) 
(3.97) 
(148) 
and r7< and r]y are 77 for the left and right of x = 0 respectively. The first and last terms in 
(3.97) are constants and thus unimportant in our calculations. By definition, the probability 
distribution for the height of the interface at the midpoint of the wedge Z(0) = L is 
- P w ( / w ) = h m (3.99) 
where the denominator is a normalization factor and is the partition function for a sys-
tem with Hamiltonian 
In transfer matrix analysis, a Hamiltonian has associated with it a Schrodinger equation 
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[28]. For H^, it is 
-- + 14/(2)9/0 = JSoSfo (3.1()0) 
The Hamiltonian and the Schrodinger equation are equivalent to one another. (/) are 
the eigenfunctions of the Schrodinger equation. 
Now, we use this standard transfer matrix result for the partition fimction [28], with 
k s T = 1 for simplicity, 
Zg; X) = ^ (3101) 
We have, regardless of the binding potential W{1), the probability density function 
= (3.102) 
where N is the normalization factor. The PDF here is, with SR forces, 
f^(Z; a) = 22(g - (3.103) 
Then, the expectation value for the interfacial midpoint height is 
= 2E(0 - a) 
giving us a value for a critical exponent: 
/3w == 1 (3.1()5) 
The PDF is exponential, so the mean and the standard deviation are comparable. Therefore, 
as for wetting, the correlation length is comparable to the average interfacial height and we 
have a fluctuation-dominated interface [100], with 
Us. = 1 (3.106) 
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The excess free energy is 
jFw(Z) ZnCT/ -- T") (3.1()7) 
It is worth considering how the critical exponents we have gleaned here for filling in d=2 
are different to those for wetting. For filling, /)w = = 1. In the equivalent wetting 
case, we have (3 = = 2 . This demonstrates the effect the confining geometry 
of the substrate has on the interface properties. Despite this, we see a definite symmetry 
between the wetting and filling phenomena. Comparing the PDF here with that for the 
wetting scenario (3.43), we see another covariance example: 
Pv,{l;9,a) = PTr{l;0 — a) (3.108) 
The presence of a covariance relation for the PDF is strongly suggestive that the underlying 
connection between wedge filling and wetting that this implies is not merely an artifice of 
MF theory but a true connection between the two phenomena. Further evidence of the 
covariance of filling has been found in studies of acute wedges. Abraham and Maciolek 
investigated an Ising model in a comer (with a = 7r/4) [2] and found that wedge covariance 
was demonstrated. 
3.5.1 Line Tension Hyperscaling Relation 
The excess fi-ee energy in the 2D system, is related to point tension (equivalent to the line 
tension in the 3D case). We have 
A ( g , a ) = T ( g ) - T ( g - a ) (3.109) 
and also 
(3.11()) 
da 
If we take the derivative with respect to a of (3.109), we also have 
^/w _ dr _ dT{9 - a) 
da da 89 
(3.111) 
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Now, we let the wedge angle a -> 0 to recover the wetting scenario, giving us 
This is new information regarding the wetting transition. 
If we count powers, we have a relationship between wetting critical exponents 
ai = as + v'\\ (3.113) 
This hyperscaling expression matches that predicted by Indekeu and Robledo [66]. 
3.6 Critical Wedge Filling in d=3 
From the MF calculations in section 3.4, and comparing values of Uy and /?w = z/g, it is 
evident that there is great anisotropy between the fluctuations across and those parallel to 
the wedge bottom for both long-range and short-range force systems. That discrepancy 
grows with increasing proximity to the filling transition. This is actually very useful for 
making calculations. It means that we can justifiably neglect the fluctuations in the x-
direction and integrate out the non-critical, non-diverging fluctuations, as Fisher and Jin 
did for the planar system (see section 2.6.2). A body of work has focussed on the model 
ensuing from reducing the problem of 3D filling to a ID system [101, 106, 56, 118]. It has 
been shown that we have, in fact, only one significant mode of fluctuation left. This is the 
breather mode. Torsional and tilting fluctuations of a planar interface have been considered 
but found to be negligible [56]. The breather mode fluctuations lift the interface up and 
down as we translate down the wedge (in the ^/-direction). This is shown in Figure 3.7. 
At each point along the y-axis, we calculate the profile of the interface filling the wedge 
as if there are no fluctuations. We name the local midpoint height IQ so IQ (y) = I {x = 0,y). 
As we saw previously, in the FJ work of wetting (section 2.6.2), the magnetic profile was 
fixed and then all possible profiles were integrated over. In a similar way, here we fix the 
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w 
Figure 3.7: Diagram showing breather modes. This is cross-section of wedge cut along the 
apex of the wedge. 
midpoint height of the profile at each value of y to IQ (y). Thus, we have 
= J (3.114) 
where Hi[l] is the Hamiltonian for the capillary wave, 3D interfacial model, HF[IO] is an 
effective Hamiltonian for the filling scenario, the' indicates the restriction of having chosen 
the ^0-profile. We can take a saddle point approximation, as before, so that 
Hf[IO] = mmHi[ (1115) 
the minimization being subject to the choice of profile, /o(y). We perturbatively construct 
the full interface from profiles that are translationally-invariant in the ^-direction, are planar 
and horizontal close to the wedge base (making angle a with the substrate) at height, IQ, 
and parallel to the walls at MF wetting height L elsewhere. This simple shape is known to 
be valid because it has been shown that the interface goes fi'om the planar, horizontal part 
to the wetting, parallel part exponentially with distance [117]. Such an interface is shown 
in Figure 3.8. 
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liquid 
Figure 3.8; The assumed interface with local height IQ (y), with the y-axis into the page. 
The resulting Hamiltonian for this system is 
HF[IO] = dy 
^ ( 1 1 . C1116) 
with 
y f 4 -
V^{lo) ^—{9^ - a'^)lo + " 
a 
for LR forces 
for SR forces 
(3.117) 
Ae""'" + • • • 
The first term is the thermodynamic contribution. We saw how this is calculated in section 
3.1. The second term is the usual binding potential W {I — |z|) integrated once. 
Before we proceed in the use of the wedge Hamiltonian, we make a check on this 
model. We confirm that we recover the MF results with this constructed wedge binding 
potential, Vy,{lo). Calculating the minimum for both of the types of force, we find these do 
coincide with the MF expectation values for the midpoint height previously calculated: for 
short-range forces: 
L - l n ( 0 - a ) (3.118) 
for long-range forces: 
(3.119) 
To proceed, we specify one of the two versions of the binding potential in turn. 
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3.6.1 With Long-Range Forces 
The wedge Hamiltonian for the case with long-range forces is 
Hf [^o] ~ J ^0 ( ) + {9 — a) lo + All ^ (3.120) 
where we have assumed that we are close to filling so that 9 ^ a, simplified the thermody-
namic term, and absorbed any constants into the parameter A. 
We now perform a simple rescaling. Let y ^ y' = \ and lo ^ I'o = and write the 
field {9 — a) = t. 
Hf [I'o] = J dy'l (3.121) 
In order to keep the form of the Hamiltonian, we must have 
t' = 
and 
A' = Ab^ 
Therefore, for RG analysis, t is a relevant field and A is irrelevant if p > 4, which is 
consistent with the Ginzburg criterion calculated above with MF critical exponents. 
3.6.2 With Short-Range Forces 
For a system with SR forces, we have 
Hp [^o] — ! dy —lo ^ + {9 — a) Iq (3.122) 
We expect scaling of the Hamiltonian. We make the following changes 
X = {9 — aY^^lo (1123) 
cgy Z . ^ A l - j +2EA (3.125) 
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IK == (g --o03/4,y (3 12/1) 
and find the form of the Hamiltonian unchanged; 
Hp[X] = JI 
We can infer then that the average midpoint height is 
Z, = (fo) - (g - (3.126) 
and the ^-direction correlation length is 
fp r . (9 _.,2)--3/4 (3.1217) 
so we have critical exponents 
^ (3.1:28) 
and 
= l (3.129) 
3.6.3 Effective Potential 
We can proceed &om the construction of the 1-d, breather-mode model by utilising an ef-
fective potential Veff. We write this so that it incorporates the fluctuation-induced repulsion. 
We saw this method applied to wetting as a heuristic explanation for the appearance of dif-
ferent regimes when long-range forces operated. Here, we have, with an interfacial binding 
potential reflecting LR forces in action, 
--of)Zo 4- Zo (\7Zo)' (3.130) 
We estimate the third term based on the characteristic lengthscales of the breather mode 
fluctuations 
Vefi =—{9'^ — a^)lo + (3.131) 
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The last term we can write in terms of just lo using critical exponents we have above: 
1%;* r . (g-- (3 132) 
The competition between the various terms here results in two regimes: 
• p < 4, MF regime ly, ^ {9 — a)~^^P, ^ {6 — Cy ~ 
• p > 4, fluctuation-dominated regime, ^ {6 — ~ ^1, ~ (6' — 
3.6.4 Transfer Matrix Analysis 
Once we have the 3-d wedge system reduced to a 1-d interface with breather mode fluctua-
tions, we can use transfer matrix techniques for analysis. Romero-Enrique and Parry [119] 
have made the relevant calculations. The partition function that is pertinent is 
Z = (3.133) 
This model corresponds very closely with that of a quantum mechanical body with position-
dependent mass. We will return to this topic in a research chapter in this thesis (Chapter 
6). 
Greenall et al [56] used transfer matrix analysis and showed that there exist two regimes 
for critical filling. The MF regime exists for systems with a binding potential with p < 
4. This result is achieved independently, reassuringly, from the analysis of the effective 
potential but with the same result. The critical exponents are those found in 3.4.2. There 
is a fluctuation-dominated regime for p > 4. The critcal exponents are universal and 
/3w = 1/4, ux — 1/4 and Vy = 3/4. Very general arguments concerning the wandering 
exponent of interfaces in geometrically restricted structures lead to the same results [118] 
We return to these discussions in Chapter 6. 
Various simulations have produced concurring results [5, 81, 82, 79, 6, 80], as have 
experiments [23, 24, 26, 25]. 
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3.7 Wedge Filling and the Non-Local Model 
At the end of the chapter on wetting, we looked at the recently proposed model of interfacial 
phenomena known as the Non Local Model. The existence of wedge covariance motivated 
this new approach to wetting phenomena. 
In this chapter, we have seen the presence of covariance relations for filling in shallow 
wedges. These are epitomised by the relationship between the planar, wetting interfacial 
height and the filling midpoint height: 
L {d, a) = 1-^(9 - a) 
Acute wedges have also been shown to exhibit the same covariance relations, in a drumhead 
interfacial model [4] and in numerical studies in the Landau-Ginzburg-Wilson framework 
[56]. That wedges of all angles demonstrate covariance and that it can be seen on a mi-
croscopic scale suggest that covariance is an underlying property of filling. Covariance is 
broadly reviewed in [102]. 
Away from the wedge apex, the substrate is effectively identical to that in a planar 
system. Therefore, we must expect that the liquid-gas interface behaves identically to the 
wetting interface and that a normal height, rather than a vertical height, is the distance over 
which the interface and the substrate interact. Rejmer et al [117] considered a potential 
that was a function of the shortest distance between the liquid-gas interface and the wedge-
shaped substrate, as shown in Figure 3.9. The relation they produced was L(0, a) = 
secalT,{6 — a); their local potential fails to produce the simple wedge covariance that we 
know exists. The normal distance model is incorrect. 
It seems that we need a model that is like the capillary wave model for close to the apex 
but like a normal distance model away from it. It was these concerns that inspired the Non 
Local model with its non-local binding potential. In fact, the first publication concerning 
the NL model included a demonstration of wedge covariance [103]. This was considered 
a very promising initial success. We now move on to the research chapters of this thesis. 
The first of these demonstrates the use of the NL model in explaining geometric prefactors 
in the binding potentials of wetting layers on curved surfaces. The chapters subsequent to 
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Figure 3.9; Here, the model is based on the shortest distance between the wedge and the 
liquid-gas interface, which is the distance normal to the substrate. 
that deal with research into other filling problems. 
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Chapter 4 
Wetting of Curved Surfaces and the 
Non-Local Model of Wetting 
4.1 Introduction 
Surface tension is defined as the quantity conjugate to the surface area in the free energy of 
a thermodynamic system. When we are considering an interface that is not flat, we must 
question what area is relevant and what the surface tension actually is (overview in [121]. 
In 1949, Tolman published his work 'The Effect of Droplet Size on Surface Tension' [137] 
in which he explored what influence the curvature of the interface has on its surface tension. 
He suggested corrections to the free energy, the Tolman length, 5i, and ^2, coefficients to 
the curvature and the square of the curvature respectively. Here, we make calculations of 
the free energy in a Landau model of wetting of curved surfaces, with curved interfaces. 
We shall return to the idea of the Tolman length in the analysis of our own findings. 
Since 1949, a body of work on the nature of curved liquid-gas interfaces and the wet-
ting of curved surfaces has amassed [54, 138, 41, 72], We believe that, until now, a vital 
commonality between cylindrical, spherical and planar interfaces has been overlooked. In 
this chapter, we make mean field calculations of the free energy in a systems consisting of 
a substrate and a wetting layer. We are able to identify the binding potential for the planar 
and curved substrates undergoing critical wetting with short-ranged forces. In the analysis 
of these results we make comparison to other work. We find that the binding potential con-
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tains algebraic terms that have not previously been recognised, in addition to exponentials. 
The algebraic terms are universal in structure and are related to the geometrical structure 
of the substrate, be it planar, spherical or cylindrical. We will, finally, show that if we sub-
scribe to the recently proffered idea of a non-local model of wetting, then the geometrical 
nature in the binding potentials arises naturally. 
4.2 Mean Field Calculations 
First, we make a mean field calculation for the binding potential in an interfacial model for 
a variety of substrates. In all cases, we follow Gelfand and Lipowsky [54] and work with 
a magnetic notation with a double parabola (DP) approximation for the bulk potential of 
the magnetic material. The general scheme is that we pick a crossing-criterion to define 
the location of the interface. This is fairly standard since 1991 [46]. Additionally, we 
fix the contact value of the magnetization at the wall, thus giving us a doubly-constrained 
binding potential. We then relax the restriction on the surface magnetization and minimize 
the doubly-constrained binding potential in order to give us the conventional interfacial 
binding potential. In both the singly- and doubly-constrained binding potentials, we are 
able to identify the usual firee interface surface tensions. We will start with a planar case, 
then repeat the method for a spherical substrate and a cylindrical substrate. 
4.2.1 Flat Substrate 
We have a flat wall of area A^, lying in the z = 0 - plane. In contact with this substrate is 
a bulk fluid with phases a and /3. For temperatures below the critical temperature, Tc, and 
in zero bulk ordering field h = 0, the bulk fluid a is in coexistence with the other phase 
/3. The scalar order parameter which characterizes these bulk phases a and /? has values 
uia = —mo and mp = rrio respectively, mo is the bulk spontaneous magnetization and 
mo = rnoiT) > 0. The surface field, labelled hi, is chosen to be positive so that the phase 
in contact with the wall is the (3 phase. 
We can write a Landau firee-energy functional for the system. The binding potential is 
the result of a minimization of this, with caveats. The restrictions are that the magnetization 
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a 
area 
Figure 4.1: Here we see the sphere and its spherical liquid-gas interface set in a Cartesian 
coordinate system, allowing exact calculation of the contributions to the binding, W{1\ m^) 
at the wall is fixed and has value m(0) = rriw and that the interface is at z = I, and this is 
defined via a crossing criterion. We pick this so that m{l) = 0. 
Our system is translationally-invariant parallel to the z = 0 plane. We can, therefore, 
write the fi-ee energy functional as 
0 ^ / 
(4.1) 
where = m(0) is the contact magnetization, (m„) is the usual surface potential 
[123,34], 
(m^u) = - m l - him^ (4.2) 
As specified above, the surface ordering field is hi > 0. A $ (m) = $ (m) - $ (mo) is the 
chosen bulk potential. As has been done before [60, 54], we use a double-parabola (DP) 
approximation for the bulk potential: 
K A $ (m) = Y (HI - fnoY (4 3) 
Thus, we restrict ourselves to bulk two-phase coexistence, K is the inverse bulk correlation 
length. The DP approximation is accepted as a good approximation to a bulk potential 
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quartic in m and a good model for complete, first-order and critical wetting transitions, 
with the exception being close to tricriticality. Here, it is a suitable choice of A3> (m) and 
its use allows us to make analytic calculations. 
As described above, initially we work out the surface tension for a doubly-constrained 
system: we have a magnetization of zero across the interface at z = I and we have, at the 
wall, a contact magnetization of m^. We can think of the excess free energy of the doubly-
constrained interface as the sum of contributions. The first is from the surface 
tension of the interface at the wall, with the /3-phase. This depends on the magnetization of 
the interface and is (7^/3 The next is the surface tension of a free a — (3 interface 
Lastly, there is the doubly-constrained binding potential that we seek: 
o-ioa ((; fn-w) = Cfwfi (mtu) + (f; rn^) (4.4) 
From a calculation with the DP approximation, we have an expression for the free a-/3 
interface surface tension (see Appendix A): 
= Kml (4.5) 
The surface tension of the wall-/? interface can be divided into two contributions itself; 
o-wp = S,„/3 (m^,) + {ruu,) (4.6) 
The first is the stiffness of the wall-/? interface, found to be {rriw) = f {m^ — mo)^ 
in DP approximation. The second is the surface potential (m^), as in (4.2). When we 
minimize (4.6), we find the equilibrium wall-/? surface tension. First, we substitute for the 
terms on the right-hand side of (4.6): 
(rriw) = I - ruof + - him^ (4.7) 
Now, we minimize this with respect to rriyj and we find the value of the wall magnetization 
m . = (4.8) 
K + C 
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or 
TTlr^j TTIq — 
hi — cmo 
K C 
(4 9) 
The minimum of (m^) is the equihbrium value of the wall-/? interface surface tension. 
We find it to be 
(4..0) 
We can work out the surface tension of the liquid-gas interface in a potential ap-
proximated by the double-parabola. This enables to then evaluate the binding potential 
Wp = {I; m^), at the end of this section. 
The surface tension in the wall-vapour interface is 
Twa = = f dz + y ("^ + nT-of ) + (m«,) t i l l ) 
As i'm-w) is fixed, we firstly concentrate on minimizing the integral. Here is a sketch of 
the magnetization profile from the wall: see Figure 4.2 
m 
mo 
m 
-HT) 
I II 
z 
\ Z 
Figure 4.2; Sketch of profile of magnetism for the wall-gas interface 
We consider the magnetization in two regions: region I is between the wall and the 
liquid-gas interface. Region II is beyond this interface, to z = oo. In both cases, the 
magnetization must satisfy this differential equation, which is the Euler-Lagrange equation 
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with a double-parabola bulk potential: 
m" = (m ± mo) (4.12) 
In both regions, this requires that the magnetization has general exponential form. In region 
I, it is 
mi — Ae~'^ ^ + + mo (4.13) 
In the region II, we know that the magnetization must decay into the bulk value for the gas 
phase ( m ( 2 — ^ 0 0 ) = — m o ) , so we have 
mil = — mo (4.14) 
We evaluate constant C to satisfy the boundary condition, at 2 = Z, m// = 0: 
C = 77106+'^  
In region I, we have boundary conditions: 
mf(0) = m„ at z=0 
mi{l) = 0 at z=l 
We write dm^ = m^ — mo. Then, to satisfy boundary conditions, we have 
5mw = A + B (4.15) 
- mo = (4.16) 
We matricize this information and solve to find 
^ ^ + mo) 
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and 
I (57n*,e-^ + nio) 
Now we can evaluate a^a, dividing the integral into two, each part corresponding to one of 
the regions specified above. We find 
o'waih MTw) = ^ (l — e — l) + mo) + (4.17) 
To expand and B'^, we use a binomial expansion of the denominator in each case. This 
is legitimate because we expect I to be large compared to the bulk correlation length (k~^). 
After some algebra, we find 
+ nml + 2K5m^moe~'^' + K (5m^ + mo) [i^w) (4.18) 
Now that we have m j ) , (m^) and aap, we can evaluate Wp (Z; m^): 
Wp (/; — ae + (6i + 62) e • (4.19) 
This is our doubly-constrained binding potential for the wall-a interface. The constants are 
hi — Kmo^ = cFaji (4.20) 
2^ — ^ ij^w ^ 0 ) ~ ^^w/3 (4.21) 
a = 2Kmo {ruw - mo) = (m^) (4.22) 
The usual binding potential, Wp (l) ( 'p ' denoting planar version) is got by minimizing 
<^ wa (Z; m-uj) with respect to m„. When we do this, we obtain the equilibrium value of the 
wall-a surface tension which can also be written as the sum of contributions thus: 
<^ wa (0 = + Ca/3 + (0 (4.23) 
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We can evaluate all the surface tension terms and identify that unaccounted for with the 
binding potential Wp (l) 
The minimum of a^a (Z; corresponds to this wall magnetization 
Kirio + hi — 2^777,06 + 0{e '^) 
K + C 
Using expressions (4.23), (4.10) and (4.5), 
(4.24) 
% (0 = (4.25) 
* C+K C+K ( c + f O 
where we have defined a linear scaling field 
t = hi — crriQ (4.26) 
t vanishes at the mean-field critical wetting transition, as we saw around 2.67. 
4.2.2 Spherical Substrate 
Now, we consider a similar system with a spherical substrate and a layer of phase (3 cov-
ering that. We show that there are algebraic terms in the binding potential and these have 
a geometrical form. We consider a sphere of radius R, with the concentric a-(3 interface 
at a distance I about this. The system is rotationally invariant. The Landau interfacial free 
energy is therefore 
oo , 2 \ 
F\m] I f I 1 + A$ (m) I -F (m (R)) (4.27) 
•^w J \ 2 \ dr 
0 
where = ^TTR ,^ the area of the substrate. 
The doubly-constrained interfacial binding potential is determined by minimizing this 
free energy with the following two crossing criterion: 
m(R + I) = 0 
( 1 2 ^ 
m (i?) = m-ui 
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Additionally, 
m (oo) = —mo 
As in the planar case (see (4.4)), we can recognise various terms in the resulting free energy 
as contributions from the various interfaces present. We find 
^WOL 
+ Co/) + W's (1; rriyj) (4.29) 
The first term on the right is the free energy of the wall-/? interface. This itself comprises 
two contributions. We calculate the first by the same method as for the planar example (as 
in section 4.2.1). It is closely related to the analogous term for the planar case; 
^ ^ ^ {jriyj) 4 {fnw) (4.30) 
where E^/3 is as above. The minimum of this corresponds to the equilibrium value which 
gives the equilibrium interfacial free energy for the spherical wall-/? interface: 
The correction for the curvature of the surface and interface is apparent in the last term. 
The binding potential in this constrained system is identified to be 
Wg (I; Tn^) = a ^1 + —^ e + 61 ^ e + 626 . (4.32) 
where a, bi and 62 are the constant in the planar binding potential also. 
We minimize the free energy of the wall-a interface with respect to m^, the resultant 
being We can identify the singly-constrained binding potential as also equates 
to , X / \ 2 
Fwa (0 FwjS , , Z 
•^w -^w 
+ (^ap (0 (4.33) 
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We find 
w.it) = (l + 1" ! e - d 
c + « ; + l / i ? \ RJ 
Kml{c—K+1/R) / I 
c + K + l / i ? y R 
'2KI 
+ 
Kt 
(c + K + 1/ i?) (4.34) 
Both the binding potentials for the spherical wall-a interface, whether we enforce a value 
of rriw or not, show algebraic terms that have not previously been identified. Former in-
vestigations have assumed the relevant binding potential to be exactly the same as for the 
planar version of the system. 
4.2.3 Cylindrical Substrate 
We now make the same calculations for another curved surface, a cylinder, in order to 
highlight the geometrical nature of the corrections to a planar model, evident above in the 
spherical example. Our cylinder is shown in Figure 4.3. The Landau fi-ee energy for this is 
II 
Figure 4.3: Diagram shows the a — /3 interface and a cylindrical substrate 
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+ (4.35) 
where the substrate surface area is = 2'KLR. The crossing criteria for the spherical case 
are still pertinent as the cylinder is rotationally invariant about an axis. We calculate the 
free energy for the wall-a interface for this case and also write it as a sum of contributions, 
as in previous examples: 
Fiijfy (^ 3 F^wj3 {j^w) , ( ^ 
A 
We are then able to evaluate Wn thus 
+ o'cK/a ^ + Wc {l] rriyj) (4.36) 
Wc {I', rriw) — a\j 1 + —e + 6i + ^ I + . . . (4.37) 
where the Hamaker constants are identical to those in the spherical case. This is sufficient 
to illustrate the geometrical corrections to the planar binding potential required for the 
cylindrical system. 
4.3 Commentary on Mean Field Calculations 
In the three structures we have studied here, the doubly-constrained binding potentials (de-
pendent on the wall magnetisation, and the interfacial height, I) are each more simple 
than the usual, singly-constrained binding potential. The deviations between the different 
binding potentials are transparently connected to the geometrical variations between our 
three systems. However, the simplicity here is not reflected in the constituent terms. We 
consider the contributions that come from the wall-a, wall-/? and a -P interfaces separately, 
and how our results compare to the predictions of workers in the field. 
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4.3.1 Contribution of the a-(3 Interface Free Energy 
When we look at the contribution that the a-/3 interface makes to the free energy 
we see it appears, in that case of the spherical interface, as 
I ^ ^ 
<^ a(3 ^ j (4.38) 
In fact, the free energy contribution of this interface appears in a very general way whether 
the substrate and interface are planar, spherical or cylindrical. That is 
(439) 
This meets expectations. Following Tolman's work, mentioned above [137], the prediction 
for this quantity for a curved interface is 
where the factor R + I is specific to our interface with this as the radius and where is 
the surface area of the a-/? interface and is that of the substrate. For the planar case. 
In the spherical and cylindrical cases, the area ratios are {R + Vf/R^ and 
{R + l)/R respectively. Both quantities 5i and 82 are known within Landau theory [17, 
141]. The Tolman length, 61 is rendered zero in any case where the potential is symmetric: 
A$(—m) = A$(m). Without squared Laplacian terms in the potential, 5^  is also zero. 
Therefore, in the DP approximation, (^ 1 = 2^ = 0 and our results for the a -P interface are 
as predicted by Tolman. 
4.3.2 Contribution of the wall-/? Interface Free Energy 
We consider the free energy of the wall-/? interface per unit area in the doubly-constrained 
instance, Konig et al [72] made a prediction for such an interface, in the 
absence of a wetting layer. This was that there should be two morphological corrections; 
one that is proportional to the curvature of the substrate and one to the square of that 
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curvature. Within the DP approximation, however, the second of these is expected to be 
zero. Then, our result matches the Konig et al prediction. 
However, when we look at the equilibrium version of this free energy, by relaxing 
the condition on the wall magnetization, we find something different. Expanding the third 
term in 4.31, we have all powers of the curvature L/R. This cannot be interpreted as 
anything morphological. This may, though, be a consequence of the manner in which 
we model the surface magnetization, that is, as a (5-fimction in the Landau Hamiltonian. 
Further work could be done here to clarify any link with the Konig work. 
4.3.3 Effect of the Wetting Layer 
The effect of the wetting layer in the system is quantified by the interfacial binding po-
tential. When we compare the doubly-constrained version, for the different 
systems, the general form is quite obvious; 
W (I] Tn^) Ayj = -I- biAafje + 62^^,6 • (4.41) 
where the coefficients a, bx and 62 are independent of system geometry. We have found 
the coefficients a, hi and 63 in the DP approximation and they are related to the surface 
tensions associated with the areas they precede. We have a tx hi oc and 
62 oc We believe that these relations will remain true in other, better models, because 
these maintain consistency of dimensions in each term. A possible origin of the universal, 
geometric form of the doubly-constrained binding potential will be explored in the next 
section, as we consider the curved surfaces within the Non-Local model. 
4.4 Non-Local Model of Interfacial Phenomena 
From here, we intend to show that the universal, geometric nature of the doubly-constrained 
binding potentials, as described above, is inevitable if we consider the wetting phenomena 
within the framework of the Non-Local model (NL). In the wetting review chapter, we 
introduced the NL model of wetting. As previously described, the binding potential for the 
interface is a functional of the profiles of the substrate and the interface. The free energy of 
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a wetting system is expressed in this way 
{rriw) + + w[l-, m^] (4.42) 
where the binding potential is also a functional; 
W [I: m^] = aO} [Z] + [/] + [^] + • • • (4.43) 
and a, bi and are the usual Hamaker coefficients. The terms here represent interac-
tions between every point on the substrate with every point on the interface, mediated by a 
Omstein-Zemike correlation function, K{r). Here are the definitions of the terms we will 
consider here. The first involves interactions that a directly between points on the interface 
and points on the substrate: 
[Z] — j dSyj J dsiK (r) (4.44) 
The integrals are over the surface of the substrate (ds^) and the surface of the interface 
(dsi). The other terms that are pertinent are interactions via one other point on either the 
interface or the substrate, hence the integrand appears twice; 
(445) 
f]! (r) j (4/16) 
The higher order terms involve greater numbers of integrals. We neglect these here. 
In every case, K (r) is an Omstein-Zemike correlation function. Its exact form depends 
on the dimensionality of the system. As we saw in Chapter 2, there is a diagram associated 
with each of these terms. We display these for the spherical and cylindrical cases below. 
We begin, though, by reproducing the simple NL calculations for a planar substrate and a 
flat liquid-gas interface. After that, we apply the same techniques to our curved surfaces. 
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4.4.1 Flat wall 
As an illustrative example, we calculate the first term in the binding potential in the non-
local model for a wetting layer on a planar wall. We consider a square substrate that has 
an edge length of L . We will allow L —> oo so that we can ignore any complications 
arising at the edge of the substrate. The liquid-gas interface lies parallel to the substrate at 
a distance of Z. Both substrate and interface are translationally invariant. We can therefore 
begin by integrating over the substrate, giving a factor of A where ^ is the area of the 
substrate. We can then pick one (convenient) point on the substrate from which to make 
the second integration. We choose the origin, as shown in Figure 4.4 
Figure 4.4: The set-up for our calculation of the NL binding potential for a planar substrate 
and a planar wetting layer. 
The relevant Omstein-Zemike correlation function here is 
K(r) Ke 
2'irr 
(4 47) 
where r is the separation of the point on the interface and the point on the substrate. 
We have then 
n 
L/2 L/2 
A J J dxdy 
+ y'^ + P 
(4.48) 
—Li/'Z —X/2 
X and y will both be small in comparison to I in the dominant contributions to the 
integral. We use this information to justify approximating the denominator in the integrand 
with 27rZ. The exponent in the integrand is approximated using a binomial expansion. We 
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now have 
L/2 L/2 
Q I - A J j dxdy 
Ke 
2ttI 
-L/2 - L / 2 
Rearranging and using the fact that x and y are interchangeable, gives us 
(4.49) 
K 
_ 
—KI 
I,/2 
/ 
-L/2 
dxe 2i 
Now, we allow L ^ oo and use standard result for the integral and we have 
A 
(4.50) 
(4 51) 
The next two contributions to the binding potential, Qg and involve similar integrals. 
The binding potential is then found to be 
(4 52) 
The coefficients are got by comparison with the mean field calculations (as above). 
4.4.2 Spherical Substrate 
The NL model diagrams for a curved substrate, equivalent to 2.20, 2.21 and 2.22 are shown 
in Figures 4.5, 4.6 and 4.7. 
Chapter 4. Wetting of Curved Surfaces and the Non-Local Model of Wetting 109 
Figure 4.5: The diagrammatic representation of the first term in the NL binding potential. 
Figure 4.6: The diagrammatic representation of the second term in the NL binding poten-
tial, Qj-
Figure 4.7: The diagrammatic representation of the third term in the NL binding potential. 
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First, we perform the calculation of the first term in the binding potential functional. 
Note, for ease we have (legitimately) swapped the order of integration: 
n | = / / ds2#3(ri2) 0153) 
We can do this exactly and analytically by placing the sphere purposefially in a Cartesian 
coordinate system, as in Figure 4.8. 
Figure 4.8: Here we see the sphere and its spherical liquid-gas interface set in a Cartesian 
coordinate system, allowing exact calculation of the contributions to the binding, W{1\m^) 
We take advantage of the rotational invariance of the system. The integral over the 
interface is therefore trivial: 
dsj = in (R + ly (4.54) 
Next, we can pick one point on the interface from which to take a tube to every point on 
the substrate, confident that this point is equivalent to any other that we might choose on 
the interface. Here, we have placed the sphere in such a place as to make the origin the 
strategic choice. Then, r in K (r) is the distance + y"^ . We integrate over the substrate 
by intregrating over annuli with the x-axis acting as the centre of each. The area of an 
annulus is 27r^\/l + y''^dx. Due to the 3D nature of this system, the applicable correlation 
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function is K'sir) = We have 
n]=ATv{R + lf f dx2TTyy/l + y'^~ —7^ (455) 
J {x^ + y2) / 
With y'^ = , J f , and some algebra, we have 
^ (R2-(x-(R+i)) ) 
i+2/S 
/ -K^ lX(H.+l)—i(j.-Y2.K) 
dxK : (4.56) 
^ 2 x (i? + Z) - Z ( / + 2i?) 
This gives us 
nl 
= ( 1 + ^ e-" ' (1 - (4.57) 
Similarly for the binding potential terms involving two terms, we have 
(4.58) 
47rE2 
^1 ^ {R + l f _ 2p-Ml+R) 4. p-2«(;+2fi)^ (4.59) 
47rA2 
Note that if we let A —> 00, so that physically we have a flat system, we recover the results 
above that are applicable to a planar substrate, as expected. 
These relations generalize for any hyperspherical substrate and interface thus 
QN+l-n f A \ (^/2)+(l-M) 
^ = ( ^ ) (1 - (4.60) 
At equilibrium, I R so that some of these exponential terms, can be ne-
glected. Thus, we have recovered the binding potential we found via the MF calculations. 
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4.4.3 Cylindrical Substrate 
Now, we make the calculations of the binding potential in the NL model for a cylindrical 
substrate. The radius of its cross-section is R and it is uniform down its length, which totals 
L. This being the case, the system is effectively 2D and the appropriate correlation function 
is 
-KV jK: (r) = (4.61) 
\/27rr 
where r is the separation between a point on the substrate and a point on the a — /3 interface. 
We could make this calculation the Cartesian frame that we used for the spherical case. 
Here though, we demonstrate it in polar coordinates. The first term in the binding potential 
is given by 
27r 277 
^ = .R (E + Z) y y (^ ^2^2 (r) (4.62) 
0 0 
where Bi and % measure the angular distance two a point on the substrate and a point on 
the a — /? interface, as shown in Figure 4.9. 
Figure 4.9; Here we see the cross-section of the cylinder with polar coordinates shown as 
are used to calculate the contributions to the binding, Wc{l\ rriw) 
It is only the relative angle between the two points that is relevant. We label this 9 = 
62 — 9i. Exactly, the separation is 
r^ = R^ + {R + if -2R{R + I) cose (4.63) 
However, we take a small angle approximation for cos9. Our justification for this is that, as 
we take the exponential of the distance r, it is the contributions from points close together 
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that are significant in O}. For small r, 9 is small. We also assume I is much larger than R 
when the substrate is wet. This allows use of a binomial expansion also. Then, we have 
r ^ l + (4.64) 
We further approximate r in the denominator of the correlation fimction and use r ~ L The 
integral that we must now perform is 
•)1 
= 2'KR {R + I) j (4.65) 
— IT 
It is a valid approximation to let the limits of the integral be ±oo so that we have 
OO 
^ = ^~R{R + L) e-" ' I" (4.66) 
Then, we have 
The next terms in the non-local binding potential is shown by the schematics Figures 
4.6 and 4.7. Similar calculations are made and it is found that 
_ I R +I _2K( 
27RI?L K R 
and 
(4.68) 
A = h " " 
We see that the binding potential again conforms to the expression derived from the mean 
field results, (5.81). 
4.5 Wetting Layer Thickness 
Here we consider the equilibrium thickness, leg, of the wetting layer on the spherical sub-
strate in the NL model. We do not specify the potential involved so we must include the 
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Tolman length in the free energy. We minimize the free energy with respect to I and we 
find 
K,leq = log (k,5i + 1 + Ci ) + ' " (4.70) 
where there are unimportant constants, B and C. These are B oc and C < 0. u\\ is the 
critical exponent for parallel correlations (as we have defined in previous chapters). This is 
related to a and bi, hence its appearance here. In mean field calculations, z/|| = 1. 
The leading order term here, the logarithmic divergence is well-known. This is present 
in the results of studies of local interfacial Hamiltonian also. The next term, however, is 
more telling. Use of local Hamiltonians tends to produce a term that is (logE) / R which is 
absent from full Landau calculations. The NL model successfully avoids this and instead 
produces al/R singularity. More microscopic density ftinctional calculations, of the type 
found in [129], are required to check the validity of this. 
We make a similar calculation for the system at the wetting transition. In this case, 
rn^ = rrio and so a = 0. We find 
= 2 (^-R) + D -\ + • • • (4.71) 
where 2D = log {hi/Gap)- D is independent of the choice of the potential. 
4.6 Conclusions 
We have demonstrated that the character of the binding potential is determined by the 
geometry of the substrate and the interface. This is particularly evident in the doubly-
constrained binding potential. This geometric characteristic is universal over a variety of 
substrates and appears as an algebraic coefficient to each exponential term in the binding 
potential. This was not previously highlighted. Further to this, we have demonstrated that 
the NL model produces these coefficients as a matter of course when the model is applied 
to curves surfaces. 
Further work would be required to investigate the beyond the DP approximation, par-
ticularly for the constrained wall-/3 interface. 
We have made predictions for the equilibrium interfacial height in the spherical sub-
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strate case. Density functional theory calculations are required in order to check for the 
types of singularities in the interfacial height, l^ q. 
The correlation functions of a wetting layer on a cylinder have been studied before 
[3]. A further line of investigation would be to look at correlation functions for wetting on 
cylinders and spheres and seek the signatures there of non-locahty. 
This research has been published [98]. 
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Chapter 5 
Wedge Covariance Extended 
5.1 Introduction 
In Chapter 3 on filHng, we introduced the phenomenon of wedge covariance: some proper-
ties of the Hquid-gas interface in a filled wedge are the same as those of the interface when 
a planar surface undergoes wetting, except for a shift in contact angle. That angular shift 
is the same as the tilt of the wedge surfaces. Wedge covariance is apparent in the midpoint 
height of the liquid-gas interface in the wedge 
Zw (#0, ck) = K (^0 ~ o/) (5.1) 
and in the perpendicular correlation length of fluctuations in the height of the midpoint 
cO == &i(9o- -a ) (5.24 
where 9o is the contact angle of the substrate of the linear wedge; the subscript is used to 
avoid confiision with the position-dependent contact angle we are going to introduce for 
our extended wedges. Covariance is also evident in the PDF for the interfacial height 
fLr(Z;4,a) = (Z; 9 --(%) (5.3) 
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Wedge covariance occurs for 2-d and 3-d wedges at MF level for short and long range 
forces [93] but fluctuations in the 3-d wedge obliterate it. 
In Chapter 3, we demonstrated the covariance relations by recasting the results of MF 
models of wetting so that they were in terms on the contact angle (rather than the Hamaker 
constants of the binding potential). We then made MF calculations for the wedge geometry 
using an effective interfacial Hamiltonian and the height of the interface relative to the 
substrate. We compared the solutions to those for wetting and found the similarities. 
Research described in this chapter is aimed at fiarther understanding the nature of wedge 
covariance by investigating it in generalised versions of the linear wedge. We make some 
limitations on the wedges, which will extend the linear wedge into a class of wedges. 
They will all have position-dependent tilt and a non-homogeneous contact angle. We are, 
therefore, considering what happens to the covariance relations if we can both sculpt our 
wedge and chemically decorate its surface to control the contact angle. 
We use the interfacial Hamiltonian again. The height of the substrate, the height on the 
interface and the contact angle are all functions of position. As we shall see, this does not 
prevent us from uncovering covariance relations again. These are clear generalizations of 
the wedge covariance apparent in the linear wedge. 
5.2 Generalising of the Linear Homogeneous Wedge 
We impose three restrictions in our generalisation of the linear wedge. These allow us to 
study a broader range of systems but maintain a type of covariance. The shape of the wedge 
is described by the function tp These conditions are the conditions on -0 (x): 
1. Symmetry. We only consider wedges with mirror symmetry so that ip (x) = xjj {—x) 
2. Convexity. Only convex wedges are considered here so ip" > 0. Wedges built from 
linear sections can fulfil this condition. 
3. Asymptotic linearity. Far from the base of the wedge, the substrate is a tilted plane 
so •0 (a: —>• GO) = a,a < 7r/2. 
We choose our coordinates so that tp (0) — 0. This causes no loss of generality but is 
convenient. Some examples of wedges satisfying these conditions are shown in Figure 5.1 
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trough piece-wise-linear wedge rounded wedge 
Figure 5.1: These substrates are examples of wedges that fit criteria of symmetry, convexity, 
linearity in asymptotic extremes, and that we will show can demonstrate extended wedge 
covariance. 
5.3 Initial Calculation 
To begin, we follow the calculation of the linear wedge by introducing the position-dependent 
properties of the system. We define a local height function; 
T] (x) = I (x) - ijj {x) (5.4) 
We suppose that the liquid-gas interface interacts with the substrate via a binding potential 
(7^ ) = - o (z) e-'"' + (5.5) 
This is the usual, appropriate form when the underlying, microscopic interactions are short-
ranged; a {x) is a position-dependent Hamaker constant. In a more microscopic model, 
such a Hamaker constant may arise by allowing surface field to be position-dependent. 
This is explored in a later section, 5.11. If a (x) were constant, we would have the usual 
homogeneous SR binding potential. 
We are able to define a position-dependent contact angle, 6 (x) via the following ex-
pression 
a (x) = V2T,b9 (x) (5.6) 
This follows directly from where we previously recast wetting results so that the contact 
angle was the parameter. The difference here from (3.24) reflects our allowing for an 
inhomogeneous surface. 
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Far from the wedge bottom, the substrate does tend to a homogeneous planar substrate. 
Thus, there is the following requirements of the local contact angle; 
as |.x| —> oo 6 (x) ^ OQ (5.7) 
Our model of this inhomogeneous, structured wedge is based on the usual mesoscopic 
interfacial Hamiltonian 
H [I, ip,6] = J dx + W {I - ijj{x)-,0{x)) (5.8) 
The Hamiltonian is a functional of three fields I (x), (x) and 9 (z). Having made the 
substitution for a (x), we have the binding potential as 
(77; g (z)) = - (z)e- '" ' + (5.9) 
The position-dependency of the contact angle is made explicit to emphasize the heterogen-
ity of the substrate in make-up, as well as shape. 
As it was in Chapter 3, it is convenient to define a shifted potential which, where there 
are SR forces, is a complete square. For the general wedges we are considering here, this 
is defined as 
A t y (Z; g (z)) - IV (Z; g (z)) - (Z ;^ g ( i ) ) (5.10) 
The minimum of this shifted potential, at Z = {9 (x)), is zero. So, it is 
AM:(Z;g(T)) = W - (5.11) 
The interfacial Hamiltonian is minimized by satisfying this Euler-Lagrange equation 
U = W'{l-i){x)-,9{x)) (5.12) 
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We write this in terms of our relative height r] (x) 
2 7^/ + - 2K6e-^'"' (5.13) 
In the next section, we consider the solutions of this equation and seek covariance relations 
similar to those found for the homogeneous linear wedge. The equivalent expression for 
the linear wedge is 
= Mf' (,?; 9o) (5.1/1) 
This is analytically integrable to give 
= ZlMf (??; Go) (5.15) 
In the case of the non-linear wedge with inhomogeneous surface decoration, a similar ex-
pression does not in general exist. The root of this is in the position-dependence of the two 
fields 9 (x) and ip (z) and that this breaks the translational invariance present in the linear 
wedge system. It results in there being no first integral of the Euler-Lagrange equation 
(5.13). However, we will now show that by tuning ip and 9 to one another, it is possible to 
find a first integral to the Euler-Lagrange equation. 
We note here that the linear wedge first integral (5.15) is equivalent to an expression 
of conservation of energy in a mechanical system. We will draw further comparisons with 
a mechanical system in this chapter. In finding a solution, with restrictions to the Euler-
Lagrange for the more general wedge, we will find a property that is conserved, as energy 
would be in analogous mechanical system. 
5.4 Gauge Condition 
Now, we anticipate a generalization of the covariance relation found for the linear wedge. 
If we take the Euler-Lagrange equation as it is in (5.15) and replace the AW with its 
form from (5.11), we compare this with the planar interfacial height in (3.26), then we can 
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reasonably write to the appropriate fields: 
ri {x) = {6 {x) - \r)\) (5.16) 
This relation generates a class of interfacial profiles. The remainder of this section is de-
voted to considering whether these profiles actually do minimize of the effective interfacial 
Hamiltonian and solve the Euler-Lagrange equation (5.12). 
In the linear wedge case, we found that the expression of covariance was derived from 
an expression for the absolute gradient of the local height (3.61). We generalise that ex-
pression here to account for the position-dependence of the contact angle and substitute for 
the shifted potential /SW: 
(5.17) 
Note that for arbitrary choices of •0 {x) and 9 (x), solutions that display this covariance do 
not satisfy the Euler-Lagrange equation. However, we will seek any combinations of the 
two functions that do. Firstly, we must be careful with the sign of ?). Write it explicitly; 
7) = ± ^ g ( z ) - y ^ e - ' ' ^ (5.18) 
Differentiating, gives us 
ri = -i- ( 9 (t) 4- 4 / ^ 7] = ± I 9 (x) + \/ J (5.19) 
Replacing 77 and being careful with signs: 
77 - ± (z) ± (T) - j (5.20) 
and then we have 
Zfy = ±T.9 {x) + kV^9 (x) e'"" - 2^66-^"" (5.21) 
We compare this to the Euler-Lagrange equation and see that in equation (5.17) we have a 
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solution so long as 
or, equivalently, 
9 (x) = (x) 
9 (x) = (x) + c 
(5 22) 
(5.23) 
where c is an arbitrary constant. 
We must choose signs to maintain consistency: 9 is positive for positive x and negative 
for negative x. The covariance is then conditional upon 
9{x) ~ tjj {x) (5.24) 
c is determined by the imposed asymptotic linearity of the interface. This is that, far from 
the base of the wedge, the interface should be as if it is a wetting layer on a planar substrate. 
We have imposed the condition that the substrate is planar here, and far from the wedge 
base, the effect of the comer is lost. This gives us 
9{x) = tp (x) + 9o- a (5.25) 
Note that this expression implies that the substrate has reflective symmetry in both its shape 
and the chemical activity of its surface. This is the gauge condition for wedges displaying 
extended wedge covariance (5.16). 
5.5 Nature of the Interface Profile 
We consider the implications of the gauge condition for the interface profile next. Far from 
the wedge bottom, as z —> oo, we have stipulated that the substrate be a planar, tilted 
surface with tp = a. We therefore expect that the interface be a parallel, tilted plane so 
I = a and, therefore, r) = 0. The covariance relation gives the relative interface height here 
to be 
r]{x -> oo) = {9 [x —> oo)) (5.26) 
Chapter 5. Wedge Covariance Extended 123 
However, we saw above that 9 (x) -4- as |a:| -4- oo, so we have that the relative height 
tends to the planar wetting height (do). (5.26) is physically consistent; as the substrate 
is locally identical to a planar surface, far from the disruption of the comer, we expect the 
interface to behave Hke the liquid-gas interface of a planar wetting layer. 
The reflective symmetry of the substrate, and its surface interactions, require that I (0) = 
0 in order for there to be continuity. The result of this is that the midpoint height of the 
interface is uniquely defined. This was the case with the linear wedge also (as in section 
3.4). The covariance condition (5.16) at x = 0 becomes 
z(o) = z*(e(o)--|%(o)D (5.27) 
with |?7 (0)1 = \l (0)1 ip (0) . The gauge condition (5.25) at a; = 0 is 
9(0)- - ^(0) = do — a 0x28) 
and, as I?) (0)| = tp (0) , this impHes 
I (0) = It, {6o - a) (5 29) 
This expression of the covariance of the interface midpoint height is one of the main results 
of this piece of research. It says that the covariance of the midpoint height applies to any 
of the sculpted, decorated wedges that were broadly described in a previous subsection. 
We turn briefly our attention to the mechanical analogy now. We have, from the Euler-
Lagrange equation, 
= Aty(77(%);g(j;)) (5.30) 
Alternatively, in terms of the absolute interface height and the substrate profile we have 
E 
— (j, — tpj = AW (x) — tpix)-, tpix) +9 — (5.31) 
Previously, we made a comparison between a classical mechanics system and the equivalent 
expression for the linear wedge. For the generalized and decorated wedges, this version 
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is equivalent to the conservation of a pseudoenergy, that is the energy of a system with 
position-dependent mass. 
We now seek the whole profile of the interface as a functional of the substrate shape, 
I {x, [ip]). For clarity, and without loss of generality, we concentrate on x > 0. It is useful 
to define a new function: 
/ ( z ) == (5.32) 
Differentiating / with respect to x and rearranging we have 
v = (5.33) 
Substituting this into (5.18) and rearranging, we have 
/ + K,9 (X) f = (5.34) 
Now we employ an integrating factor to make an exact differential: we use Wg 
can evaluate this using the gauge condition (5.25) and find that a suitable integrating factor 
is g'((V'M+(6o-a)a:) JJjjg giyeS US 
^^ K,{il>(x)+{eo-a)) _J_ ^^^2) /^g^WW+C^o-a)) 
V s 
or 
— { _ ^,y/^gK(V'(x)+(eo-a)a;) (5.35) 
To find the interfacial height at x, we now integrate this equation. Making a change of 
variable in order to maintain clarity 
I f -fe^m)+{0o-cx))^^J^= I ^^gK(V(i)+(fo-a)) (5.36) 
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The left-hand side can be evaluated fiirther. We chose ijj (0) = 0. Also, / (0) — so 
(5J7) 
= Z(0) (5J&) 
== Z* (#0 - - a ) (5.39) 
The last step coming from the covariance relation (5.29). We have now 
/ (0) = (5.40) 
Substituting this and for / {x) gives us 
g'«?(z)gK(V'(z)+(6o-a)) _ ^KhiOo-a) _ J 4^^ 
Using the definition of rj and the wetting result for the planar height (3.26) we have 
^K{i{x)+{Oo-a)x-i^{eo-cc)) = 1 + K (% - a ) [ (5.42) 
Jo 
Taking logarithms, we have the interfacial height: 
I (x, [ijj]) = (6*0 - a) - (00 - a) |a:| + ^ log + /t (% - a) ^ gj^ gK(i/'(4)+(0o-o:)t)^  
(5 43) 
At this stage, we have accounted for the whole range of .x. Note that the interfacial height at 
X is dependent on the function ^  only from the wedge bottom to the point x. The substrate 
beyond x, or —x, has no effect. This means that any two wedges that are identical over a 
range of .x, say |.x| < L, with the same chemical decoration and same value of a, will have 
the same interfacial profile within this range, up to |x| = L. 
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5.6 Specific Examples 
Now we turn our attention to various specific examples of extended wedges, as prescribed 
in section 5.2. 
5.6.1 Return to the Linear Wedge 
We consider a simple substrate defined by the function 
'ipLW (z) = a \x\ (5.44) 
In order to demonstrate extended wedge covariance, we apply the gauge condition. In this 
case, this limits the contact angle to a constant 
0LW (x) = 6o (5.45) 
Thus, we have recovered the standard linear wedge. We evaluate the interface profile by 
substituting this information into (5.43). The integral term is evaluated easily and we have 
^ {x, [ipLW (••5^ )]) — L (^0 — a) — {9o — a) |.t|H— log (l + -— 
K \ Uq 
(5.46) 
This is the established interfacial height of the interface is the linear wedge, matching 
expression (3.71). We can find the asymptotic expansion of the relative height, with |x| 
much greater than the correlation across the wedge; 
776%/- (%) « Zw (go) 4- (5/17) 
K, UQ — Of. 
We recognise the determining lengthscale of the exponential as the parallel correlation 
length of the planar, wetting system (see (3.37)). We are going to show that this wetting 
lengthscale is not the lengthscale for all the extended, decorated wedges. 
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5.6.2 Trough 
Perhaps the simplest systematic deviation from the linear wedge is the trough. This is the 
separation of the two sloped surfaces by a flat piece in the centre of the cross-section. Such 
a substrate is described by ipTR' 
ll^TR [x) 
0 for |x| < R 
for |z| > R 
(5.48) 
a (|z| — R) 
Figure 5.2 illustrates an example trough. We use the gauge condition to find a suitable 
¥ ( x ) 
\ / a 
- R R 
Figure 5.2: An extended wedge that is a trough. We can think of it as a linear wedge with 
a flat region inserted at its centre. 
decoration for the surface in order to maintain extended wedge covariance. 
for |x| < R 
OTR. {X) = 
for Ixl > R 
(5.49) 
Note that if we choose R = 0, then the trough becomes the linear wedge again, with no 
surface decoration. If we let i? —> oo, the trough becomes a planar surface with (shifl;ed) 
contact angle 9Q — a. The midpoint height of the interface in this trough is independent of 
R. It is readily found by setting {x) = 0 and z = 0 in (5.43) and is found to be identical 
to a wetting layer thickness with a shifted contact angle: 
/ (0) = L (% - a) (5.50) 
The interfacial profile for |z| < R can be calculated fi-om the general expression for these 
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wedges, (5.43). The relevant integral in (5.43) is 
/ = / ' ' (e<^o-a)\x\ _ 2% 
Jo K (% - a) ' 
so, with some cancellation, we have this result: 
( 5 j l ) 
I (x, [i>TR (z)]) = L (% - ol) |a:| < R (5.52) 
The profile of the interface is flat over the region that the substrate is flat. 
For X > R, we calculate the interfacial height, starting again fi-om (5.43), and find a 
simple relationship with another simple system: 
I {X, [ipTR (z)]) = ILW ( |z | - R) \x\ > R (5.53) 
The interfacial height is the same as it would be in the linear wedge but with a shift in the 
argument. We have found that, for the trough, both the substrate and the absolute height of 
the interface appear the same as for the linear wedge but for a planar section slotted in the 
middle. 
5.6.3 Rounded Wedge 
We want to consider a wedge without a sharp apex. There are many such rounded wedges. 
The substrate profile that we choose to study is 
i/j (x) = — log cosh (aKx) (5.54) 
This choice is made because the wedge is superficially akin to the linear wedge (see Figure 
5.3). The covariance relation for the midpoint height (5.29) informs us that the midpoint 
height for this rounded wedge is identical to that of any of the other wedges fulfilling our 
criteria, including a linear wedge. However, there significant differences in the results we 
describe next. 
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Figure 5.3: This is a rounded wedge. It is defined by a height function ijj = 
^ log cosh {aKx). It is qualitatively like the linear wedge but lacks its sharp comer at the 
base. 
The gauge condition demands 
9RW (X) = a |tanh {aKx) \ + 60 — a (5.55) 
From our general result for the interfacial height, (5.43), we find the relative height of the 
interface. In the asymptotic limit, when |2:| ^ and excluding the case % = 2a, 
VRW ( X ) ~ L (#0) 4— — e a ^-EAK.\X\ Kdn — 2a K {9q — 2q;) {OQ — a) (5.56) 
For 9Q > 2a, the second term dominates with a lengthscale dependent on the physical angle 
a. When OQ < 2a, the third term dominates and the controlling lengthscale is K6Q, which is 
the wetting parallel correlation length. There is a difference in behaviour between 6 < 2a 
and 0 > 2a, though no corresponding phase transition or effect apparent in the free energy; 
this is a non-thermodynamic singularity. 
For the exact equality, 6Q = 2a, there occurs a resonance. The asymptotic relative 
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height is 
(a:) L (%) + Zo: |z| e (5.57) 
The decay of the profile is no longer a simple exponential. The physical explanation for 
this non-thermodynamic singularity is not obvious. Beyond mean field level, another non-
thermodynamic singularity is found in the linear wedge also with 9Q = 2a [143]. Wood 
and Parry propose a physical picture of fluctuations of the interface that is consistent with 
this result. Since ours is a MF result, this is not applicable. A possible further investigation 
of non-thermodynamic singularties is discussed in the concluding chapter of this thesis. 
5.7 Alternative Demonstration of Covariance in an Extended Wedge 
We are going to calculate the midpoint roughness in one of these extended wedges. To 
facilitate this, we make an alternative illustration of the extended wedge covariance. We 
consider a piecewise-linear wedge; that is a wedge built up firom variously tilted linear 
sections. The simplest case just has two different slopes, and is illustrated in Figure 5.4. 
V(x) 
- R R X 
Figure 5.4: This is an example of what we refer to as a piecewise-linear wedge. It is made 
up of sections of linear substrate. The net result must still fulfil the criteria of the extended 
wedge, as described in section 5.2. This is a simple example with just two angles of tilt of 
the surface. 
The substrate has profile 
ippw {x) = I3\x\ 
a |x| -\- {j3 — a) R 
for |z| < R 
for Ixl > R 
(5.58) 
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with P > 0 and R is arbitrary again. The gauge condition gives us the contact angles for 
the surfaces as 
6o — a + P for |a;| < i? 
9,,%: (z) - < (5.55)) 
9o for Ixj > R 
The Euler-Lagrange equation has two versions 
2^ (a;) = 
W (tj; 9q- a + P) for < R 
W {r}] OQ) for |z| > R 
(5.60) 
and those are integrated to give 
E . g . , [ AVF (77; 00 - a +/?) - P f o r | a ; | < i ? 
-77 ( i ) = < (5.61) 
^ y AVF (ry; 6Q) for |z| > R 
where P is a constant to be determined. This is done using the relevant expressions for 
AM/ from above (5.11), and by matching the absolute interfacial height and its derivative 
dXx = R, and inferring that the relative heights must also match at x = R: 
P = 0 (5.62) 
We know that the gradient of the relative height must be —/? for x = 0+. This leads us 
to the midpoint height 
; (0) = k)g (%, (5.63) 
which recovers us the covariance relation 
I (0) = (00 — o:) (5.64) 
This is independent of both /? and R. 
We could construct another wedge in the same way but with many more linear sections, 
2N, say. If the slope of the section i is pi, then the local contact angle, according to the 
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gauge condition is % — a + |/);|. Our restriction on the convexity of the wedge means that 
we must have 
— a < • • • < /3i_i < Pi < Pi+i < • • • < a (5.65) 
The width of each section, Ri, remains arbitrary. The demonstration of extended covariance 
for the = 2 piecewise wedge in this section can be generalized for this more complex 
wedge wth the same result for the midpoint. Further to this, if we let ^ oo and —>• 
0 for all i, then the general covariance of the midpoint height is valid for an arbitrary 
substrate, so long as it meets the criteria prescribed in section 5.2. 
5.8 Calculation of Midpoint Roughness 
We continue our investigations, utiHsing this piecewise-linear wedge. The presence of 
covariance in the midpoint roughness, as well as in the midpoint height, would be suffi-
cient to suggest that covariance is an underlying characteristic of filling in the extended 
wedges. Then, we can except it to be present when MF theory is no longer appUed and 
in microscopic representations of the systems. We calculate the midpoint roughness for a 
piecewise-linear wedge. 
To find the two-point function 5 (x, 0), we consider the wedge Omstein-Zemike equa-
tion 
- S ^ g ( i , 0 ) + :y"(77(3;);g(a:))5'(z,0) = f ( z ) (5.66) 
For this particular wedge, this is, for |x| < R 
- (z, 0) -I- (77 (z); go - a -t- )9) 5" (z, 0) = f ( i ) (5.67) 
and for |.t| > R 
- (z, 0) + ly" (?7 (z) ; go) ^ (z, 0) = f (z) (5.68) 
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There are general solutions to these equations, for x > 0: 
S {x, 0) = < (5.69) 
where A, B, C and D are constants that we can evaluate. Physically, we should have 
S (oo, 0) = 0. To prevent divergence of S (x, 0) as x —^  oo, we must have D = 0. The 
continuity of 5 (x, 0) and its derivative at x = i? implies that 5 = 0 also. A is determined 
by the 5-function and using the Euler-Lagrange equation (5.14). For |x| < i?, the height-
height correlation function is 
= 2 ^ ' ( ' ( 0 ) I t 
If we set 7] (0+) = —/? and use our result above for the midpoint height, we have 
This gives us a midpoint, MF roughness of 
We note that this is independent of both j3 and R, and is in fact identical to the midpoint 
roughness of the interface in the linear wedge (3.75); we have another example of covari-
ance: 
^ == (Oo - cc) (5.73) 
where is the roughness of the interface in our class of wedges and is the result for a 
wetting system. 
The particularly useful aspect of the piecewise-linear wedge is that by taking infinites-
imally small linear sections, we can create any shape of wedge. So long as our original 
criteria of symmetry, convexity and asymptotic linearity apply, we will observe the results 
5.9 Covariance of Two-point function in the Trough 134 
described in this section. 
5.9 Covariance of Two-point function in the Trough 
For wedges with a flat bottom, we can discuss the two-point function. We concentrate on 
the trough but any piecewise-linear wedge with (x) = 0 for x < R, with arbitrary R, will 
have the same result in this region. We evaluate the two-point fianction, STR (z, x'-, OQ, a), 
where x and x' are both less than R so that the usual Omstein-Zemike equation is satisfied: 
- TJDLSRR (x, x') + W" (77; OO - a) STR {X, X') = 5 { X - X') ( 5 . 7 4 ) 
With the interfacial profile being flat in this region, W" is a constant: 
(77; go - a) = (% - oo) e-"" -H (5.75) 
In this region, we know that the interfacial height demonstrates covariance with the planar 
wetting thickness, so 
rj (.x) = I (.x) = L (00 - OL) ( 5 . 7 6 ) 
Then, 
(7;; go - a) = (% - a ) ' (5.77) 
The Omstein-Zemike equation is therefore satisfied by 
(a;, 3;'; go,«) = (5 yg) 
2z-IK [^t/Q — a J 
And comparison with the equivalent fianction for the wetting interface gives us another 
example of covariance: 
STR (X, X'; 60, a ) = ( i , x ' ; 60 - a) ( 5 . 7 9 ) 
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We can then evaluate the roughness at any point in the flat region, as STR {X, X): 
a - ! = (5.80) 
\j2YiK {6q — a) 
and this confirms the trough roughness taken directly from (5.73), that was derived in the 
previous section. 
In the trough there is covariance in both the interfacial height and this two point func-
tion. We predict, therefore, that in the flat region of the trough, the probability density 
function of the interfacial height also has this covariance. 
5.10 Different Binding Potential 
In this chapter, we have, so far, been considering a system with a specific, SR binding 
potential. Here, we replace this with a more general potential and seek the same gauge 
condition for extended wedge covariance. The potential is 
W:(Z)==-a(a;)w(Z) + 6w(Z)^  (5.81) 
where to (l) is any monotonically decaying function. The definition of the local contact 
angle remains as in (5.6), so we have 
lV(g(a;);Z) = - \ / ^ ( z ) : i , ' ( / ) + 6w(Q^ (5.82) 
AW {6 {x); I) is defined as it was before 
Aiy(g(3);Z) = ^ ^ ^ + VK(g(z);Z) (5.83) 
so that we have ^ 
(g(z);Z) = f (z) - (Z) j (5.84) 
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We have the usual interfacial Hamiltonian, the minimization of which requires 
(5.85) 
In section 5.4, we wrote an extended covariance relation and showed that there was an 
expression for the relative height that was equivalent. We anticipate that that expression is 
a solution to the Euler-Lagrange equation for this present binding potential. Therefore, we 
predict 
T^{x) = ± { e (x) (5.86) 
Differentiating it with respect to x then rearranging, we have 
= ( x ) + i v ) - iv) 
/26 
iv) 
(5.87) 
Returning to the Euler-Lagrange equation, we rearrange that to find 
1 dW 
f; (z) = -1^ + (g ( r ) ; (a;)) 
but dW/dl = dW/dr] so 
ij (x) = —'0 + —^ (^—V2T,b9 (x) 'u! (Z) + bco 
= —'ip + — (—V2Ylb9 (x) w (/) + 2buj-^ 
S V or] drj 
•: ^duj 2b du 
= - V ' + - v ' e % + 
The expressions (5.87) and (5.89) are equivalent if and only if 
y (fg 
'jj 
(5.88) 
(5.89) 
(5.90) 
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which gives us a gauge condition as before, with the short-range binding potential: 
0 (x) — {x) + c (5.91) 
This is a local gauge condition and exactly the same as we found for the usual SR binding 
potential. So, a system with the more general binding potential, as expressed in (5.81), 
will demonstrate extended wedge covariance when the substrate chemistry is tuned to the 
substrate slope such that the gauge condition is satisfied. 
5.11 Landau Theory for the Trough 
In this section, we relate the mesoscopic model of the wedge to the microscopic view. Our 
goal in this section is to show how the substrate's surface interaction, quantified by the local 
contact angle is expressed in terms of the surface field in the Landau interpretation of the 
same system. 
In Landau theory, we write the free energy of a 2D system in the language of a magnetic 
system. For the wetting or filling scenario, it is 
F [rn] = f dxdz | ^ (Am)^ + 4> (m) \ + f ds(j)i (mi) (5.92) 
JA 12 ) jg 
where m = m (x, z) is the local magnetisation, A is the area in the z-z-plane above the 
substrate so that, for fixed x, z > tp (x). The second term is a surface integral, and the 
measure of integration is the line element along the wall; ds = -^1 + (t/;' {x))'^dx. rui (x) 
denotes the surface magnetization, so mi (x) = (x)). Landau theory requires us to 
minimize this free energy fiinctional. 
The bulk potential is the standard: 
i u 
^ (m) = — ham (5.93) 
where t ex Tc — T measures the deviation fi-om the bulk critical temperature, and ho is the 
bulk ordering field, mo is the spontaneous bulk magnetization and we showed in Chapter 
2 that mo = \/tju. We also saw that the inverse bulk correlation length below the critical 
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point and at two-phase coexistence is K, = v ^ . A description of the derivation of these 
results is in section 2.1.1. 
The version of the surface potential that we use is 
(j)i = - hi (x) mi (5.94) 
where c is the surface enhancement (which could also be position-dependent) and hi is the 
local surface field. 
Initially, we revisit the planar system, in which wetting occurs. In this case, the sub-
strate position and surface field are constant, with ip = 0. The relevant phase diagram is 
well-understood. The system demonstrates both first and second order wetting transitions. 
Specifically, for c > K, we see a continuous (critical) wetting transition. This occurs in an 
infinitesimal bulk field (ho = 0~) when the surface field is 
h*i = crriQ (5.95) 
Now, we progress to the trough system. We are no longer restricting ourselves to the 
small angle wedges so the substrate height fiinction is 
0 for |x| < R 
ipTR (x) = { (5.96) 
tan (a (|x| — i?)) for |rc| > i? 
In order to achieve the filling transition, the surface field must have different values in the 
flat and the sloped parts of the wedge. We define the surface field thus 
for |a;| < R 
for \x\ > R 
(5.97) 
Recalling the gauge condition (5.25), we require 
OTB. [X) = 
Oq — a for |x| < i? 
do for |a;| > R 
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As the inner section, with |x| < R, is planar and it is with a drop on a planar surface that % 
is defined, it is appropriate to write 9tr = Oq {hn). On the sloped sides, the local contact 
angle is a constant % (hi). We need to tune the bottom surface field, HR, to this so that the 
gauge condition is satisfied. We have 
^0 (^R) — ^0 (,hi) — a 
The diagram in Figure 5.5 illustrates the set-up. 
(5.98) 
' V(x) 
\ 8o (h ] ) 
/6o(hR) / 
4 
- R R X 
Figure 5.5: Trough-shaped wedge with different contact angles on different sections. The 
values of the contact angles are achieved by choosing the right surface field in a microscopic 
model. 
Next, we relate a surface's contact angle to its surface field. Young's equation relates the 
contact angle, 9o to the surface tensions of the liquid-gas, liquid-substrate and gas-substrate 
interfaces (cra/3, cr^a and a^is respectively): 
cos 9o — (cr^ /3 — (Tyja) 
Cc(/3 
(5.99) 
The relevant surface tensions have been calculated with the binding potential shown (see 
Appendix A.2). The results are 
K / 2mo" m 3 
2mo V 3 
K f 2mo ^ 
2mo \ 3 
4- j- - mlmA + - m'^h 
m 3— + mlm^ j + ^mf - m{h 
(5.100) 
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where his a surface field, either hi or hR. We make some useful definitions: 
c = C/K (5.101) 
h = h/h'l 
After some rearrangement, we have 
cos ft '»(4 - J 
m\ 1 < 
mo 3 \ mo 
+ c 
mv 
mo 
- 2 a m,T 
mo 
+ 
. — - J f — ) - c f — ) + 2ch 
\ mo 3 Vmo / \MO J \ m o / / 
(5.102) 
(5.103) 
The surface magnetization for both the liquid-wall and gas-wall interfaces are calcu-
lated such that each case the pertinent Euler-Lagrange equation is satisfied, as was done in 
the wetting example, in section 2.3. We find 
m j 
mo 
= c Vc2 -2ch+l 
and 
m; 
mo 
— —c + \/i ? + 2ch + l 
(5.104) 
(5.105) 
These are substituted to the give an expression for the contact angle in terms of the surface 
field 
2cosgn f ) = - 6 a + + 2cA 4- - 2cA + (i) (5.106) 
This expression allows us to pick a surface magnetic field, h, in order to achieve a particular 
contact angle on that surface. 
If the wedge is only shallow in its sloping parts, so that tan a % a , the gauge condition 
simplifies. In this case, we are always close to the filling transition. Then, if we consider 
the first terms of the expansions of either contact angle in terms of the surface magnetism 
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close to the wetting magnetism h*, we have 
00 (/i) = A: (/i - / i * ) + • • • (5.107) 
where k is some constant. 
The angle a is, by definition of the filling transition, 9 (/i") = a , being the surface 
field on the trough's sloped surface at the filling transition. If we substitute this information 
into the gauge condition in the form above (5.98), we simply have 
A (/lA - Ai*) = A: (/ii - /ii ') - A (/i° - / i / ) (5.108) 
A little rearrangement gives us 
h i - h R = h 1 - h l (5.109) 
This simple expression ensures that the surfaces in the trough are tuned to fulfil the gauge 
condition. This could be used to test the predictions here in microscopic models of shallow 
versions of the wedges described in this chapter. 
5.12 Conclusions 
The covariance between filling in a linear wedge and wetting of planar homogeneous sub-
strates is an established phenomenon and has been deeply studied, leading to new theories 
of wetting. The work here has shown that the same covariance relations exist for a broader 
class of wedges so long as the chemistry of the wedge surface is tuned to its slope. The 
prescription for this tuning is described by a (very simple) gauge condition. Having tuned 
the interface binding in this manner, we are able to calculate the full interfacial profile as a 
functional of the wall shape. We have shown that the midpoint height for all the extended 
wedges displays that same covariance relationship to planar wetting as the linear wedge. 
The covariance is also present in the midpoint roughness and, for a wedge with a flat re-
gion about its centre and thus suitable for the calculation, the two point fiinction is also 
covariant. 
5.12 Conclusions 142 
Though we concentrated on short-range forces, we showed that extended wedge covari-
ance is applicable for a whole class of binding potentials. If we pick W (I) = —a (x) 4-
we have the binding potential appropriate to tricritical wetting with dispersion forces. 
We have predicted here that extended wedges would display covariance whilst having this 
binding potential. 
The work here is of limited scope in that calculations are at the MF level and only for 
SR forces in shallow wedges. However, we have found covariance everywhere we have 
sought it, in the interfacial height and in the interfacial roughness, and it is identical to that 
found for linear wedges. In the case of the linear wedge, covariance has been found in full 
Landau theory MF calculations, for both shallow and acute wedges [56], beyond MF in 2D 
systems in capillary wave and drumhead models and, most significantly, Ising simulations, 
representing a microscopic level. Therefore, we suspect the same to be true for extended 
wedges. In order to test the extended wedge covariance for acute wedges, we predict what 
the gauge condition will be. We predict 
0 (x) = tan ip (x) + 9o-a (5.110) 
This relationship is a simple generalization of the covariance for shallow wedges, using the 
exact version of the substrate slope. 
To make an analytical test on the microscopic level is likely to be unachievable. The 
simpler case of the Landau model for the linear wedge remains unsolved analytically. There 
is hope, however, that more sophisticated interfacial models could remain analytically solv-
able. The Non-Local model, discussed in previous chapters, could be enlightening in this 
way. 
A numerical test of the extended wedge covariance would ideally involve a micro-
scopic density-functional theory. Landau theory is the simplest example of these. We have 
described how the tuning of contact angle and slope can be achieved in such a framework 
in section 5.11. 
Ising model simulations of an extended wedge would provide a very thorough test of 
the covariance predicted here. The extended wedge most readily modelled in this way 
would be the trough, using a square lattice. Monte Carlo simulations could be applied to 
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obtain the relevant results with relative ease. The attainment of the exact solution of the 
linear wedge in this way proved to be a mathematical challenge [2], so simulations seem a 
more reaUstic goal. We expect the covariance found in the MF calculations to be present in 
the results here. 
A further extension of wedge covariance is mentioned now. We suspect that the convex-
ity condition placed on the extended wedges could be relaxed. More excitingly, it would be 
useful to broadened this analysis further still to include topographically periodic substrates, 
consisting of both convex and concave parts. 
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Chapter 6 
Critical Filling of Sculpted Wedges 
6.1 Introduction 
The 7-wedge is a substrate defined by its height above a horizontal; 
•0 = A (6.1) 
where L is the length of the wedge in the y-direction, and A is a constant with dimensions 
of length. It provides us with a means of systematically progressing an investigation from 
that of a planar surface to a linear wedge by altering the value of 7. We know that wetting, 
on a planar surface, is subtly connected to filling of structured substrates. This is evident 
in the covariance relations discussed in preceding chapters. The 7-wedge offers a means to 
explore how one of these phase transitions morphs into the other via a change of geometry. 
Due to an increasing interest in the applications of micro- and nanostructured surfaces, 
there exists a body of research of variously structured [75, 104, 131, 110, 132, 115, 113, 
114, 125] and non-heterogenous substrates [8, 67, 22]. Two pieces of work are particularly 
pertinent predecessors to that presented in this chapter. Studies of complete wetting (or 
filling) in the 7-wedge have been carried out by Rascon and Parry. One of their publications 
[111] deals with complete wetting and the effects of various geometries. They showed a 
crossover in behaviour from being planar-like to geometry-influenced. The predictions 
here have recently been verified by experiments on the substrates shown in Figure 6.1 [27]. 
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Figure 6.1: These are electron micrographs of two curved substrates. The top one is a 
series of cusps, with 7 = 1/2. A hole has been cut into the surface to show the cross-
section clearly. The lower image is a substrate of repeated spherical dips. Both were kindly 
provided by G.Mistura. 
Another piece of work [112] specifically aims to make the link between wetting on a planar 
surface, with 7 = 0, and capillary condensation (for more on this interfacial phenomenon 
see [121, 34, 39, 40]), with 7 = co. Tasinkevych and Dietrich have made numerical 
studies of periodically parabolic substrates and found agreement with the work of Rascon 
and Parry [133, 134]. We will discuss complete filling towards the end of this chapter, 
initially concentrating on critical filling. There has also been experimental work on these 
substrates [50, 51, 52], the results of which have been shown to agree with the theory of 
Rascon and Parry [109]. 
An investigation of filling in a chemically homogeneous 7-wedge was made by Sartori 
and Parry [122]. There, though, was found a discontinuous change from a wetting transition 
to a filling transition when 7 = 1 and an inelegant set of results for 0 < 7 < 1. As will 
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become apparent, we do not have this abrupt change because we do not restrict ourselves 
to a chemically constant substrate. Instead, we define a local contact angle and deal with 
a heterogenous, sculpted wedge. We equate the surface contact angle to the physical slope 
and find a generalized filling transition for a wide range of wedges and thus gain a much 
deeper insight into interfacial phenomena on sculpted substrates. 
In the recent work described in Chapter 5 (and published [97]), a gauge condition was 
employed. Hence, covariance was evident in non-linear wedges, provided the contact angle 
of the substrate was tuned to the physical angle of the same surface. Here, we also have 
a gauge condition. This simplifies the physics of the system and ensures we observe a 
generalized filling transition for all values of 7 as 7 is increased from zero, suppressing 
capillary condensation which would otherwise be displayed when 7 > 1. Thus we are able 
to explore a wide range of structures from the planar to the infinite, capped slit, as studied 
recently by Parry et al [99]. This will be described fiilly below. We also calculate the 
critical exponents for the generalized filling transition, find the probability density function 
for the height of the interface and eventually relate the filling of the 7-wedge to other fluid 
interfacial phase transitions. 
6.2 Thermodynamics 
Consider a flat liquid-gas interface for a liquid filling a 7-wedge. The wedge is translation-
ally invariant and of length L in the y-direction. The cross-section is shown in Figure 6.2 
for a 7 = 2 wedge. 
The surface tensions of the interfaces are aig for the liquid-gas interface, for the 
liquid-wall interface, and a^g for the gas-wall interface. We can write down the contribu-
tions that the interfaces make to the total free energy of this system. We firstly consider just 
half the system (positive x values) with a liquid-gas interface with half-width W and write 
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/a(x) 
W 
Figure 6.2: An illustration of a parabolic (7 = 2) wedge shown in cross-section. If the walls 
are decorated chemically, so that the local contact angle 9 (x) matches the local tangent an-
gle a {x), then the straight-line interfacial configuration shown minimizes the macroscopic 
free energy at any height. 
the energy per length of the wedge (in the ^-direction). 
I F 
w 
2L 
= O-lgW + + ip'(x)^+ / dxa^gy/l + 'ip'{xy 
w 
w 
= (TigW + J dxayji{x)^/l + ijj'{xy + J dxayJg{x)^/l + 
0 0 
w 
- J dxa^g{x)y^l + •0'(a;)2 (6.2) 
0 
We choose to allow the contact angle of the substrate to vary with position. The stif&iess 
of the interfaces are also x-dependent, so Young's equation becomes 
cTwgix) = a^i{x) + aig cos 9{x) (6.3) 
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with w for 'wall', or substrate. We substitute for the stifl&iess, a^f. 
W oo 
g Y = (^19^ + J dx {ay,i{x) - aig cos 9{x)) y/l + + J (a:) 
0 0 
w 
- J dxa^g {x) v^l + -tp'ixy 
0 
W oo 
= aigW-aigJ dx cos 6{x)-\/l + + J dxa^g{x)^l + tp'^xY (6.4) 
0 0 
We define a local angle, a{x), to describe the slope of the substrate. 
ifj' (.x) = tan a {x) (6.5) 
Then 
\ / l + tan a (x) = --r (6.6) 
cos a (z) 
So, the 6ee energy can be written as 
W oo 
/
COS 0(cc^ r 1 
dx + / dxa^g{x) ;r^ (6.7) 
cos a (x) J cos a (x) 
2L 
The excess free energy per length of wedge with a liquid-gas interface of width 2W in 
any 7-wedge is then found to be 
w 
^ = ( 1 - ^ ) 0 . (6.8) 
L J \ cos a [X) J 
0 
where E is the stiflftiess of the liquid-gas interface; we have chosen this notation as we are 
now only interested in the stiffness of this single interface. 
The substrate is not homogeneous: the contact angle is local. The slope is also local, as 
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described. Therefore, we can insist that 
9 (x) = a (x) (6.9) 
Then, we have zero excess free energy. Hence, there is no macroscopic energy barrier to 
height translations of the interface. Expression (6.9) is a gauge condition and we have a 
generalized filling transition. The lack of macroscopic energy restriction on the interface 
height constitutes a Goldstone mode. 
We now define a thermodynamic field 
t = (6.10) 
\ cos a [x)J 
Having noted that the width, W = (^) L in expression (6.8) and evaluating the integral, 
we have for an interface with a midpoint height I 
(6.11) 
JU 
where we have a modified field, t' = This will be the binding potential in the inter-
facial model we construct shortly. We investigate critical filling of the 7-wedge by consid-
ering the behaviour of the liquid-gas interface in the wedge as i > 0 (and cos 6 —>• cos a). 
Since t and t' are proportional to one another, we will use t when referring to critical 
exponents so that our expressions are more conventional, confident that t and t' are inter-
changeable in these cases. 
6.3 Interfacial Hamiltonian 
We construct an interfacial Hamiltonian for the 3D system of a wedge with the height 
h oc cross-section. An example of such a wedge is shown in Figure 6.3. On this 
sketch, we have also marked the characteristic lengths of the interface; this is its height, I, 
the roughness, ^1, and the two parallel correlation lengths and ^y. 
We know fi-om previous work [56] that the significant fluctuations of this interface are 
breather modes: translations in the interface height along the y-direction. That is, the 
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X 
Figure 6.3: This is a sketch of a 7-wedge. It has 7 = 2 . All the lengthscales that charac-
terise the interface are shown. These are its midpoint height above the wedge base, I, the 
roughness and the correlation lengths that are parallel in the x- and ^-directions. 
midpoint height is not constant along the length of the wedge, so Z = l{y). Fluctuations 
that tilt the horizontal interface (as shown in Figure 6.2) are not significant. 
As shown in Figure 6.4, the system is effectively ID. The interfacial Hamiltonian has 
two terms: the first is the bending energy of the breather mode fluctuations and the second 
is the binding potential (or the excess free energy per wedge length that we found above). 
— (6.12) 
where S ' = We now have a ID model so we are able to employ transfer matrix 
techniques in order to find critical exponents in this system. 
6.4 Transfer Matrix Analysis 
As a ID problem, our system can be analysed using transfer matrix techniques. Wetting 
phenomena have been similarly investigated previously as we saw in section 2.4.1 [28, 32, 
140], as has filling of a linear wedge [56, 118, 120]. We have a partition function, Z, for 
a statistical mechanical system and this can be related to a Schrodinger equation in the 
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gas 
interface stiffiiess 
liquid i(y) 
solid wall y 
Figure 6.4: Cross-section shows the interface parallel to the wedge bottom, the y-axis. It 
is effectively one-dimensional approaching the filling temperature. The only significant 
fluctuations are those shown: the breather modes. The stiffiiess associated with bending 
of the interface is modified from E; it is proportional to the width of the interface in the 
x-direction (into page), is the roughness, is the correlation length perpendicular 
to the y-axis. 
same way that the Green's function for a quantum mechanical body can be shown to be 
equivalent to a Schrodinger equation [70, 58], 
The partition function for the 7-wedge is Z^\ 
— Dl exp (&13) 
where Dl indicates a functional integral over all configurations of the interface. We en-
counter a complication in forming the Schrodinger equation for this partition fimction. This 
arises due to the position-dependence of the effective stiffness (S(/) = . This prob-
lem has an equivalent in Quantum Mechanics which is the factor-ordering problem (see, 
for example [135]). This occurs when the mass of the system has position-dependence, 
m — m(x) and, therefore, no longer commutes with the momentum operator, p. In the 
standard Schrodinger equation there is the term The problem is how to generalise 
this to the position-dependent case. 
The following generalizations have all been used, and are identical for a position-
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independent mass: 
H 
H 
H 
m m 
P 
m \/m 
\ i : 
P—P 
m 
(&14) 
(6.15) 
(&16) 
These are discussed by Chetouani et al [31]. They propose the use of the last of these. We 
follow them, and Romero-Enrique and Parry [118], and use this version of the operator. 
Our equivalent is 
1 d' 
where the position-dependent stiffness is defined by -\/Z(Z) = 
Our Schrodinger equation turns out to be 
(6.17) 
1 1 
2 
(&18) 
We investigate the ground state wavefunction, ^o, to find the critical exponents for our 
system. (We will drop the o but will be discussing the ground state fiinction in particular 
from here.) 
We define the order parameter critical exponent for the 7-wedge as follows: 
1 t -01 (6.19) 
For convenience, we also define here critical exponents for the correlations of the interface 
in the 7-wedge. For the parallel correlations, as marked on Figure 6.4 in the ^/-direction: 
and the perpendicular correlations, or roughness, has 
(6.20) 
~ t' (6 21) 
Chapter 6. Critical Filling of Sculpted Wedges 153 
We can calculate j3^  in the following way. We anticipate a scaling form of the wave-
function close to the filling transition, with 4 - ^ 0 : 
cc jr (6.2:2) 
where cj) is some exponent, F some scaling function. We rescale (6.18) by making a sub-
stitution; z = Then (j) must be j3 .^ 
The rescaled version of the Schrodinger equation is 
= (6.23) 
where E is the rescaled eigenvalue and we have set S ' = 1, without loss of generality. 
We find 
= JTT, 
With 7 = 1, we recover the linear wedge physically. With (6.24), we calculate the value 
for this exponent in that case and find /3w = 1/4, which matches that previously found [56] 
(also see section 3.6.4). 
6.5 Behaviour of the Interface Midpoint 
Now we look at the short-distance expansion and asymptotic behaviour of the wavefunction 
^ (z). Note that z = 1/ (l). We find for small z 
00 
^ ^ z2n(i+^) (6.25) 
r i = 0 
and the asymptotic behaviour is 
(i+i) 
$ —> e ; z -4- 00 (6.26) 
We have found the probability distribution fiinction for the interface rescaled height z. 
This was achieved using Matlab and numerical techniques to solve the rescaled Schrodinger 
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equation (6.23). Based on existing methods [87] the procedure involved a shooting method. 
We took progressively larger values of E, incrementing E by small amounts from a starting 
value of 0. For each value in turn, we used an in-built function to evaluate data points for 
a plot of the This Matlab function (ode45) uses an explicit Runge-Kutta (4,5) formula, 
the Dormand-Prince pair [89]. 
For each dataset of values of we considered whether the value of ^ was tending to 
a large positive or a large negative value as z was made large. If there was a crossover 
between these two behaviours between two consecutive values for E, we deduced there 
was an eigenvalue in the interval. We then repeated this shooting method taking values for 
E only in the range identified in the first trial with smaller increments in E. 
The same criteria were used to identify the location of the eigenvalue. We were then 
able to plot the associated wavefunction $ and then the square of this, which is the proba-
bility distribution function. This is shown in Figure 6.5. 
We have also plotted here the approximations found above to the wavefunction in the 
limits of z —> 0 and z oo. These make good approximations to the wavefunction 
behaviour in the relevant limits. 
6.6 Wandering Exponent of the Interface in the Sculpted Wedge 
We define a wandering exponent for the interface in the 7-wedge, C7, thus 
f j . (6:z7) 
In a fluctuation-dominated regime, I ^ We follow the heuristic argument of Lipowsky 
and Fisher [77] and write an effective potential which has an additional term to the binding 
potential and this term accounts for the repulsion the fluctuations apparently inflict. We 
write the effective potential as 
4- (6.28) 
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probability density function 
— — - asymptotic behaviour 
short distance expansion 
5 0.15 
2 3 4 5 6 
rescaled interfacial height, z=l/<l> 
Figure 6.5: The probability density function for the rescaled midpoint height of the in-
terface, z = Ij (l). This was obtained numerically. It is the square of the ground state 
wavefunction which solves the Schrodinger equation, (6.23). 
The second term here is in lieu of the fluctuation term of the interfacial Hamiltonian, so 
(&29) 
Assuming we are in a fluctuation-dominated regime, we use the usual approximation for 
the gradient of the interface: 
rf/ f , / (6.30) 
dl ^ 
Taking into account the /-dependency in the stiffness coefficient that we have here, the 
fluctuation term becomes: 
(6.31) 
dy J 
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Therefore, we can write 
TV, — — 2 (6.32) 
We can calculate for thermal fluctuations by rescaling the bending energy term in the 
Hamiltonian. We make the following changes of length-scale: 
% (&33) 
(634) 
0^1 
The bending energy term is invariant under this change of scale only when 
1 + 27 
C? = (635) 
Then we substitute this into (6.32) and, after some algebra, get 
7% = 2 (6.36) 
7 
The wandering exponent here for the 7-wedge is valid when the system is pure and 
fluctuations are only thermal. We will go on to find this and other critical exponents in 
more general terms, that is, for any kind of fluctuation. 
6.7 A Very General Expression for a Critical Exponent 
We are able to relate the behaviour of a restricted, wedge-filling interface in the 7-wedge 
to that of 1 and 2D infinite interfaces. We show here that we can write the 7-wedge critical 
exponent, (3^  in terms of the wandering exponents of the infinite interfaces, for 2 and 3D 
systems, (n and Cm respectively: 
We will see that the result is the same as (6.24) when we specify that the system is pure and 
evaluate (n and Cm accordingly. 
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In this section, we derive the expression above (6.37). We consider an interface that is in 
one direction unfettered but in another physically restricted. In the case of the 7-wedge, the 
wedge itself provides this restriction. We begin by considering a similarly limited liquid-
gas interface, that of a wetting layer in a slit. We will compare some of our results to those 
found by Greenall et al [56] who performed an identical analysis on the Hnear wedge (see 
also section 3.6). 
6.7.1 Complete Wetting in a Slit 
Firstly, we review complete wetting in a slit geometry with short-ranged interactions. The 
slit is shown in the diagram Figure 6.6. 
Figure 6.6: Diagram of the slit system with lengthscales indicated. 
To negate boundary effects, we dictate infinite height in the z-direction and infinite 
length in the ^-direction. The width, L, is large compared with the bulk correlation length 
of the fluid. There is a finite external field, h, applied to the system. As It, —> 0, the 
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interface height diverges and this is the definition of complete wetting. The correlations of 
the interface in the x-direction and the ^/-direction are quantified by correlation lengths 
and ^y. Both of these diverge with the interface height, I, at complete wetting. 
As h decreases from a finite value, the growth of the liquid layer can be categorized by 
one of two regimes. When the interface height is still small, the correlations are small. L 
is considerably larger than the transverse correlation length, and the interface is effec-
tively free in both x- and ^-directions. The interface behaves as though it were infinite in 
these senses and, therefore, as if it were a free interface in a 3D system. The behaviour is 
characterized by the wandering exponent, Ciii, defined in the usual way. This constitutes 
the first regime. 
As the complete wetting transition is approached, h —> 0, the height of the interface 
diverges and the correlation lengths and diverge also. Once is comparable with 
L, the interface is influenced by the slit walls, and the fluctuations in the .x-direction are 
suppressed. It can be considered unrestricted in only the ^/-direction and the interface is 
now in the second regime. The interface is effectively ID. This is the same as the interface 
in an infinite 2D system, characterised by wandering exponent Thus, we have identified 
a crossover from 3D system-like behaviour to 2D system-like behaviour. 
We have some critical exponents defined for the complete wetting transition: for the 
interfacial height in the 3D-like regime: 
and in the 2D-like regime 
and for the parallel correlation length 
(&38) 
Z: r. (6J9) 
(6.40) 
where 'co' differentiates this from the equivalent critical exponent for critical wetting, and 
'3' indicates that this is in a 3D system, and '2' to a 2D system. We can write a scaling 
function, A, to express the transformation of the behaviour of the interface height between 
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regimes. This is how the interface height diverges with the demise of the h-field: 
Z2(i,,/t) = Z3(4/^)A(Z,/&) (6.41) 
where the argument of the scaling fimction A has been determined from the only significant 
lengthscales available in the system. 
As the transformation occurs close to the filling temperature, we can rewrite this in 
terms of the critical exponents defined above. This gives us 
(6.42) 
where ry is defined by A (x) ~ x^. Power counting of h leads us to this identification: 
(6.43) 
This implies that to recover 2D-like behaviour in approaching the complete wetting transi-
tion, the scaling fiinction must be 
Replacing the scaling function in expression (6.41) 
Zg (1, /i) -
as h —^  0. 
We now turn to an effective potential to understand the crossover behaviour of the 
interface. We have an interfacial Hamiltonian for complete wetting in 3D: 
= y dx j ^ (VZ)" + /iZ + TP j (6.46) 
where the first term is the bending energy in the interfacial fluctuations, the second is the 
energy due to the thermodynamic field, and the last term is a long-range binding poten-
tial. We can write another effective interfacial Hamiltonian for the system that has become 
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effectively 2D that is one that is very close to the complete wetting transition. The fluctua-
tions in the x-direction have been integrated out. 
( dl 2 
Hco = j dy^L + hLh + (6.47) 
As Lipowsky and Fisher [77] originally did and as we did above for the 7-wedge (sec-
tion 6.5), we write down an effective potential where the second term here approximates 
the repulsive effect of the fluctuations. We have omitted the contribution of the original 
binding potential as we are interested in the weak fluctuation (WFL) regime where this is 
negligible. 
(i:, /i) = (/i^) Z2 4- (6.48) 
(j) is the as yet unknown exponent representing the presence of the modified stiffness which 
now has dependency on the slit width, L. A is a Hamaker constant. We minimize this 
effective binding potential and find 
Z2 - (6.49) 
To reconcile this with the scaling fimction result (6.45), we count the powers of L in both 
cases and equate the totals, giving 
Then we can evaluate 0: 
^ylll 
We also compare the h-field exponents in order to find 
1 + i (6-52) 
PlI 
Replacing in (6.51), we find 
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We know that for any dimension complete wetting system with a rough interface [45] 
f}" = ^ (6.54) 
In a fluctuation-dominated regime, in general the critical exponents are related thus 
(3 = i'± = (i^y (6.55) 
This gives us 
Uy = ^ (6.56) 
^ (6.57) 
2 - C 
Substituting into (6.53) for /5f° and and Uym 
1 2(in (6.58) 
This exponent describes the effect the restricting lengthscale has. We have expressed it here 
in a very generic manner. That is, in terms of wandering exponents that could be evaluated 
for any kind of fluctuation of the interface. This expression is very general and can be used 
for any kind of restricting length. We will utilise it to understand the effect the 7-wedge 
walls has on the critical filling interface. 
6.7.2 The Interface in a 7-Wedge 
We now generalise to a situation where the interface is restricted to some distance X in one 
direction by either walls or a shaped substrate. We write the effective potential, as we did 
before, for a fluctuation-dominated regime when fluctuations in one direction have been 
integrated out and where the effective repulsion of the fluctuations is in competition with a 
thermodynamic, surface tension energy. In the case for complete wetting in a slit, this was 
6.7 A Very General Expression for a Critical Exponent 162 
expression (6.48). For a general case with short-ranged forces, we write 
W. ef f—general (6.59) 
where t is some external field. This (j) is identical to that discussed above. 
We have the effective binding potential of the 7-wedge already. It is as in (6.28). That 
equation defines T^. The restrictive length here is the width of the wedge at the height 
where the interface lies. Thus X = 21 /^'^ . Then, by comparing with our general effective 
potential, we have 
<i> 7% = - + 
7 
From (6.52), we have 
T"" = 
Ar 
(6.60) 
(6.61) 
Substituting for (j) and for from the previous section also. 
2 7 ( 1 ~ Cii) + Cii ~ ^ C m 
7C11 
(6.62) 
This describes behaviour of the fluctuation term in an effective potential for a 7-wedge. 
6.7.3 Other Critical Exponents for the 7-Wedge 
We have defined a wandering exponent for 7-wedge filling, in section 6.6. We seek to 
rewrite this in terms of general wandering exponents Cn and (ni- We have a relationship 
between C7 and for a fluctuation-dominated 7-wedge, (6.32), which rearranges to 
C7 — 
27 
7 ( 2 + + 1 
(6.63) 
We have (6.62). Substituting this and rearranging gives us the wandering exponent: 
7C11 
7 + CII ~ Cm 
(6.64) 
For verification, we can replace Ch and Cm with their established values for a pure 
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system with thermal fluctuations. We have 
C. = TTT, 
There is agreement with the wandering exponent found in section 6.6. 
Now we evaluate (3 ,^ as defined in (6.19). We write the effective potential for the 7-
wedge (6.28) with the fluctuation-induced repulsion term written as it is in (6.59), with X 
evaluated appropriately: 
Z-"" (6.66) 
Minimization of this gives us 
I ^ (6,67) 
From the definition of (3 ,^ 
— 
0 + 1 + 7r ' 
2. 
Cii 
A = . , , 1 (6-68) 
Substituting again for <p and with — f- — 2 gives us 
A = 
2 C i i ( l — 7 ) + 2 ( 7 - Cm) (6.69) 
For thermal fluctuations, we know the values of Cii and Cm- These are 1/2 and 0 respec-
tively. Hence, for pure systems with thermal fluctuations, we find 
0. = j h , 
This is identical to the result found in the transfer matrix analysis of the 7-wedge (section 
6/0-
Alternatively, we can write j3^  in terms of the wandering exponent for the 7-wedge. 
Using the result fi-om C7 (6.64), we find 
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We can write the other critical exponents in terms of 
There is a critical exponent to describe the divergence of the parallel correlations ap-
proaching the filling transitions: ~ From the definitions of the critical exponents 
(6.19), (6.20) and (6.21), for a fluctuation-dominated regime we must have 
; 
c. 
(6J2) 
Using the expressions we have found for the other critical exponents and with some rear-
rangement, we find 
l/yy — 
2 - 2 C ^ 
We define a critical exponent, for the singular part of the free energy: 
.2 — (X-y (6.74) 
Using the fact that this energy is dominated by the fluctuation-induced repulsion, 
1 
A (6.75) 
From critical exponent definitions, 
2 CXy Try 13-y (6.76) 
Replacing the critical exponents with our findings for r-y and we have 
c. (6.77) 
We have found all the critical exponents that describe the generalised filling transition in 
a 7-wedge. Every one is in terms of only 7, describing the geometry of the substrate, and 
the wandering exponent This can be written as a simple combination of the wandering 
exponents of infinite interfaces in 2-d and 3-d systems. 
Chapter 6. Critical Filling of Sculpted Wedges 165 
6.8 7-wedge Compared to Wetting Systems 
We consider now a number of specific examples of the 7-wedge. Firstly, we seek to validate 
our findings by picking a value for 7 for which there are established results; we set 7 = 1. 
Then, we examine the wedge in small and large limits of 7. We examine what these systems 
represent physically and calculate the relevant critical exponents. Then, we compare these 
to those of other wetting and filling situations. 
6.8.1 7 = 1 and the Linear Wedge 
To verify the expressions we have for the 7-wedge, we choose 7 = 1 so that physically 
we recover the linear wedge. This enables us to compare our values with those found by 
Greenall et al [56]. Their work is based upon finite-size scaling arguments also, thus the 
expressions are in terms of Cii and Cm- Setting 7 = 1, r-y becomes 
r, = _ 1 (6.78) 
Cii 
(6.64) yields the wandering exponent 
With both we have agreement with the Greenall results. For pure systems with only thermal 
fluctuations, it has been established that Cii = 1/2 and Cm = 0. Therefore, in such a linear 
wedge with only thermal fluctuations, Ci = 1/3. This result is also quoted in [118]. 
The order parameter exponent is 
For thermal fluctuations this evaluates to /3i = This matches the result calculated 
by Greenall et al [56] but also independently verified in simulation work by the likes of 
K.Brnder (see the end of section 3.6.4). 
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The parallel (to the y-axis) correlation length is 
1 A , Cii 
For a linear wedge with only thermal fluctuations, we would anticipate i/||i = 3/4. This is 
verified by Ising simulations [81]. 
For the excess fi-ee energy we have 
Thus, our prediction fiar a filling linear wedge with only thermal fluctuations is QI = 5/4. 
6.8.2 7 —> oo and Wetting 
A substrate described by an infinite 7 exponent can be thought of as having wall height that 
grows exponentially. The effect is that the wedge looks akin to an infinitely high slit with a 
bottom, as shown in Figure 6.7) and studied by Parry et al [99]. 
Figure 6.7: This is a sketch of the cross-section of a wedge with 7 -4- 00. It resembles a 
slit with a base. 
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When we take the limit 7 —^  oo, the exponents for the 7-wedge are as follows 
(6-83) 
I'yj-^ OO — 2 _ 2(^ JJ (6.84) 
C-T-^ oo = Cii (6.85) 
•^y-^ oo — 1 (6.86) 
We seek an interfacial phenomenon similar in all its critical exponents. The critical 
exponents for critical wetting in a 2D system, in the weak fluctuation (WFL) regime are 
known [77]. The effective potential is 
Weff-2d{l) = ^ ^ ^ (6.87) 
where a and b are Hamaker constants, p and q are constants quantifying the long-range 
binding potential, r represents the repulsion effect of the fluctuations (as in (6.48) and 
(6.28)). 
The WFL regime occurs when p < r < q. Further details of this wetting phenomena 
are in section 2.5. We find that in the limit p 0, the pertinent critcal exponents turn 
out to be identical to those for the 7-wedge with 7 -> 00. It is, perhaps, unsurprising 
that in this limit, the system is characterised by exponents that have no dependency on a 
number derived from a 3D system, that is (^ m. Additionally, it is interesting that we can 
identify a 2D system undergoing wetting with exactly the same characteristics in its critical 
behaviour. 
Note that the first exponent, Pj , is now identical to 1 /-r, which is applicable to a free 
interface in a 2D system. 
Given the way we have modelled the change in the behaviour of the 7-wedge with 
changes in the value of 7, it is perhaps not surprising that ultimately, when the interface 
in the system is entirely restricted, and that we determined that such a resfriction causes 
a crossover in behaviour from 2D-hke to 3D like, that in the limit of this change, the 
properties of this system be totally 2D-like with no apparent 3D system characteristics. 
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We next consider whether at the other limit, as far removed from restricted that we can 
make the interface, ie. an interface on a very open structure, the system has acquired the 
characteristics wholly of the other limit in the behaviour, ie, with only 3D system nature. 
6.8.3 7 —>• 0 and the Limit of the Model 
For the limit of "y ^ 0, we must handle our model carefully. Our model is founded on the 
premise that the interface itself undergoes a transformation from being essentially 2D to 
ID. Once, 7 < 1, this is not obviously the case; however much the interface diverges and 
fluctuations grow as the filling temperature is approached, it will not be restricted by the 
substrate. Therefore, we define a critical value for 7:7*. This represents the value at which 
the system can be viewed as purely 3D. This can be considered to be the case when 
C-y' = Cm (6.88) 
We use expression (6.64) for and substitute Cm for Cy-
c... = 7 ^ 
to discover 
For 7 = 7*, we find 
7' = Cm (&90) 
where rm is the exponent of the fluctuation term in an effective potential for a 3D wetting 
system. The identity is true while we are assuming that we are in a fluctuation-dominated 
regime. Other critical exponents are 
2 — 2C111 
2 — 2Cni 
•^ 7* — 1 + - — ( 6 . 9 2 ) 
Uyy* = - — ( 6 . 9 3 ) 
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There is no (ii-dependency in these three critical exponents. The system appears to be 
3D-like, corresponding favourably to our definition of 7*. 
We remark that for a pure 3D system with only thermal fluctuations, the wandering 
exponent is (m = 0. In this case, with 7 = 7* = 0, the substrate in our model is a flat 
interface. We find that = 0 and this verified found for 3D wetting [92]. Note that the 
totally planar version of the 7-wedge is, according to the gauge condition, a homogeneous 
surface, as it is in models of wetting. 
6.9 Complete Filling of the 7-Wedge 
For completeness, we make brief calculations of complete filling of the 7-wedge. The 
circumstances of complete filling are that the temperature of the system is above Tf (but 
below the bulk critical temperature) and we begin away from coexistence but approach. 
This latter condition demands an additional term in our Hamilitonian: 5fj,Y. 5ix is the 
deviation of the chemical potential from that at coexistence and V is the volume of the 
filling liquid. 
We calculate V: 
Using W = ZV-Y, 
VK 
V = 2 \ I W - J x ' ^ d x I (6.94) 
= 2ilW (6.95) 
V = (6.96) 
7 + 1 
The effective potential is now 
(0 = - |(| (6.97) 
7 "t" i 
Minimization of the effective potential requires 
1 = - - ^ (6.98) 
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If we define a suitable critical exponent, thus 
Then = 1. This is identical to that for the linear wedge and it is independent of 7. 
6.10 7-Wedge Covariance 
Covariance is a recurring theme in the study of interfacial phenomena and, most signifi-
cantly, in linking filling to wetting, it has contributed greatly to the understanding of wet-
ting. Hence, we seek any covariance relations for the 7-wedge. 
The breather mode fluctuations, present in the 3D 7-wedge, will destroy any covariance. 
However, we can observe a 2D version of this wedge; this wedge appears identical to the 
cross-section of our usual subject, as shown in Figure 6.2. The fluctuations are manifest as 
simple vertical translations of the flat horizontal interface shown. 
The Hamiltonian of this system has just one term, the binding potential 
(6.100) 
The probability distribution for the interface height is, therefore, 
(6101) 
The expectation value of the height is 
(6.102) 
The r.m.s. value is identical. 
If we now let 7 = 1, we find /3i = 1. This is verified by work on the linear wedge 
specifically [100]. 
Now we consider the P.D.F. for the half width of the interface, W. As previously noted, 
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W = Thus 
(6.103) 
which is, when N is the appropriate normalization factor, 
== 7\re-'*7(^) (6.10.4) 
{W) being the expectation value of the half-width. This result is independent of 7. Thus, 
the same is correct for the linear wedge. We know that covariance relations exist between 
the linear wedge and planar wetting. Now, we have shown that this extends to any 7-
wedge. 
6.11 Conclusions 
The 7-wedge in the model of Sartori and Parry, displayed a wetting transition for 7 < 1 
and then a filling transition at 7 = 1. We have avoided this abrupt change by use of the 
gauge condition for the local contact angle. It is the use of this that has made the smooth, 
continuous change we have from wetting through the generalized filling transition to the 
filling of the linear wedge and beyond. Our findings for the behaviour of the fluid interface 
in the linear wedge have matched those of Sartori and Parry and those of familiar studies of 
the linear wedge. For values of 7 7^  1, the decorating of the wedge, in order to achieve the 
gauge condition, has made the wedge modelled quite different to that considered by Sartori 
and Parry. 
We have found that when we took 7 to its physical limits, the behaviour of the filling 
interface actually behaved like an infinite wetting interface. In fact, for all values of 7, the 
interface seems to behave as some sort of hybrid of 1 -d and 2-d infinite interface, the extent 
to which it is akin to either depends on the value of 7. 
We have made predictions for these novel wedges that could be tested against numeri-
cal and experimental results. Simulations of the 7-wedges could use the methods of Martin 
Schoen [124] in his work on simple, continuous fluids in structured geometries. Con-
structing a sculpted wedge with a chemically tuned surface is conceivable. The process of 
photocleavage could be applied to a self-assembled monolayer covered substrate to achieve 
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the desired subject for testing. A review of the process of patterning such surfaces is given 
by Gao [53]. The various methods of nanohthography are referenced here [7] and could 
also be used to tune the chemistry of a substrate. Xia and Whitesides published a review of 
soft lithography [144], recording a variety of methods for micro- and nanofabricating sub-
strates. As mentioned in the introduction of this chapter, Bruschi et al have already tested 
7 = 1/2 cusps, in periodic patterns, measuring the adsorption of argon, a simple substance 
that is successfully modelled by van der Waals interactions. Similar tests with decorated 
wedges should be possible. 
A further line of work, could be an investigation into non-thermodynamic singularities. 
For the rounded wedge we observed a non-thermodynamic singularity at a contact angle, 
6o of twice the asymptotic angle of the wedge, 2a. We observed a change of dominant 
lengthscale from the inverse wetting parallel correlation length, KOQ, to something geo-
metric, 2«;a. A similar result was noted by Wood and Parry [143] in their transfer matrix 
analysis of 2D wedges. They presented a physical interpretation of this result. It goes as 
follows. Consider a fluctuation in the interface. The interface leaves the wedge wall at 
some contact angle, OQ, as shown in Figure 6.8. In the diagram, we illustrate = 2a, 
(9o < 2a and <9o > 2a. For 0^ < 2a, the interface will eventually strike the opposite wall 
Figure 6.8: This diagram is to illustrate a possible fluctuation in the interface. The interface 
leaves one wall of the wedge at an angle of 0 = 2a. This means that it is perfectly parallel 
to the opposite wall. If 6/ > 2a, the interface will never make contact with other wall and, 
therefore, could equally be in a planar wetting situation. For Q < 2a, the opposing wall will 
be struck eventually and so the nature of the wedge should be apparent in the behaviour of 
the interface. 0 = 2a is the crossover between these situations. 
of the wedge, whereas for % > 2a, it will not. If the interface never touches the opposing 
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wall, it is as if it is absent and the interface behaves as though it were in a planar wetting 
system, with controlling lengthscale KOQ — a characteristic of wetting. For BQ < 2a, 
the geometry of the system plays a part and a different lengthscale dominates the system 
behaviour. Our system is MP, so there are no fluctuations. Also, we find the wetting length-
scale to be prevalent for 9 < 2a, contrary to the Wood and Parry findings. Therefore, the 
physical explanation they proposed cannot apply. It does seem, though, unlikely that it is a 
coincidence that these two singularities should occur at OQ = 2a. We would like to seek a 
deeper understanding of these cases. We might investigate other wedges when 6 = 2a. We 
might consider other properties of the interface, for example, the curvature of the interface. 
Carlos Rascon [116] investigated this property in the 2D linear wedge. He found that for 
an acute wedge, the point of maximum curvature, is at the midpoint. For a shallow wedge, 
there are two maxima, each to one side of the wedge. The crossover between these two 
states occurs at OQ = 2a. This seems very interesting and curvature of the interface may 
well be enlightening if calculated for the rounded wedge. 
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Chapter 7 
Conclusion 
7.1 Published 
• The work in Chapter 4 is published in the Journal of Chemical Physics, volume 
124, from page 151101 as 'Signatures of Non Locality for Short-Ranged Wetting at 
Curved Substrates' 
• Chapter 5 covers that published in the Journal of Chemical Physics, volume 123, 
page 234105 under the title 'Extended Wedge Covariance for Wetting and Filling 
Transitions'. 
• A paper is being written to communicate the research described in Chapter 6. 
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7.2 This Thesis in Summary 
As promised in the Introduction, this thesis has been concerned with the effects of geom-
etry on interfacial phenomena and the underlying commonalities of wetting and filling. In 
the first research chapter, we calculated the free energy of interfaces unbinding from spher-
ical and cylindrical substrates. Our initial calculations were in a Landau-Ginzburg-Wilson 
model and revealed geometric terms. We were able to write the binding potential in a very 
general way in terms of ratios of the area of the liquid-gas interface to the substrate inter-
face. We then worked out the binding potential from the Non Local model. We found that 
the two versions were in agreement. The Non Local model had successfully accounted for 
the effect of the curved nature of the substrates on the interface. 
In Chapter 5, we made an attempt at broadening the range of wedges that exhibit wedge 
CO variance. We started with the specification of a class of wedges, defining its members to 
be asymptotically identical to the linear wedge, symmetric about their midpoint and convex. 
We allowed the surface of the wedge to be decorated and found that if this decoration 
complied with a gauge condition, 
0{x) = ip {x) + 00 — a 
wedge covariance was observed. We had shown that wedge covariance is broadly attainable 
and not restricted to linear wedges. 
In the last research chapter, Chapter 6, we developed the idea of heterogenous wedges. 
We studied wedges with a power-law height and, again, the contact angle was made local. 
We found that there was a generalized filling transition when the contact angle was equal 
to the local slope of the wedge. The power in the height function could be varied from zero 
to infinity, from a planar surface to infinitely high slit. For all of these structures, we wrote 
down the critical exponents in terms of just the height power and the wandering exponents 
for infinite one- and two-dimensional interfaces. In the planar case, the interface behaved 
as expected, as an infinite two-dimensional interface; in the slit case, the interface was 
completely governed by the one-dimensional wandering exponent. Everything in between, 
was a combination of both. 
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7.3 Continuation of the Research 
Five projects are apparent for initial continuation of the work here: 
• Ising simulations of extended wedges, particularly the trough. 
• Continuous fluid studies of 7-wedges, using established simulation techniques [74, 
18, 19]. 
• Any of the studies discussed here with complex, rather than simple, fluids. The fluids 
might be liquid-crystals or polymers. The means has already been used [107, 84]. 
• Correlation fimctions of wetting on cylinders and spheres, calculated in the Landau 
and NL models, seeking non-local signatures. 
• An investigation of 9 = 2a non-thermodynamic singularities, beginning with calcu-
lations of maximum curvature in liquid-gas interfaces in various geometries. 
The first three of these would require collaboration with simulators (and experimentalists). 
The last two are suitable for a PhD student. 
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Appendix A 
Essential Calculations 
A.l Double-Parabola Calculations 
In the double-parabola approximation, we use a two parabolas to approximate a potential 
that is quartic in the magnetization, m. This gives us an excess potential (that is excess to 
the potential in the bulk) of 
A0 (m) = Y (|m| - mo) (A.l) 
A. 1.1 Liquid-Vapour Interface Surface Tension 
Here follows a calculation, in a magnetic representation, of the surface tension of a liquid-
gas interface in a system away from any substrates. This means, that away from the inter-
face, the two phases have a magnetization equal to their bulk magnetization, m(±oo) = 
±mo. The interface is characterised by a crossing criterion - the magnetization is 0. 
m = m{z) is also continuous at this point. The magnetic profile is sketched in Figure 
A.l 
The free energy per area (of the interface) of this system, according to Landau theory 
is this functional: 
OO 
^ (A.2) 
where A is the area of the interface and ^(m) is the bulk potential in the system. We 
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m 
mo 
0 \ z 
-rrh 
Figure A.l: Sketch of profile of magnetism for a free liquid-gas interface at z = 0 
minimize F[m] and find the Euler-Lagrange equation to be 
m" = (j)' (m) 
We integrate once and write A(p (m) = cj) (m) — ^ (mo): 
= A(f) (m) 
0^3) 
044) 
The excess free energy due to the interface is the surface tension of the interface: — 
OO 
J (j) (mo) = cr]g Substituting (A.4) back into (A.2), we find 
a\g 
OO 
= J dzm'^ C&5) 
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Making a change of variables and using the Euler-Lagrange equation again, we have 
mo 
cTig = J d7n\/2K^J^ (A.6) 
—mo 
mo 
= 2\/2 m) (A.7) 
When we substitute for the potential difference, A^, we have 
- mof 
(Tig = 2K 
and the result of this subsection is CT]g — K/TTIq 
0\.8) 
(A.9) 
A. 1.2 Wall-Liquid Interface Stiffiiess 
Much of the mathematics to work out the stiffness of the wall-liquid interface is the same 
as that for finding the liquid-gas interface surface tension. The limits of the integration are 
different, however. The magnetization at the wall is chosen to be mi. This decays to the 
bulk value for the liquid phase as we move away from the wall: see Figure A.2. 
m 
mi 
rrio 
0 z 
Figure A.2: Sketch of profile of magnetism with a liquid-wall interface at z = 0 
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This is the final steps of the integration: 
mo 
-'wl 
mi 
= 
(m - moY 
rri) 
mo 
(A. 10) 
(A.11) 
giving us 
Swl — ^ (A.12) 
A.2 m'^-Potential Calculations 
In this section, we seek the surface tensions that arise when we use a double-well potential 
that is a 4th order polynomial of m, rather than using the double parabola approximation. 
The potential is 
== (mf (/LIS) 
As with above, for each surface tension we might want to calculate, we have a surface free 
energy that we need to minimize. We find the relevant Euler-Lagrange equation, which is 
still (A.3). We also use the chain rule, as we did before, to simphfy the integral. Then, we 
take into account the boundary conditions that apply for each interface we are considering. 
For the liquid-gas, or a-/? interface, we have 
+ m . o 
o'afi = J dm ^i/2A(/) (m (A.14) 
We substitute using the full -potential so that we have 
+mo 
= 2 J dm (m^ - ml) (A.15) 
Appendix A. Essential Calculations 181 
The boundary conditions are those that we encountered above for this interface. The result 
is the liquid-gas interface surface tension; 
— 2 I^'TTIq (A. 16) 
The wall-liquid surface tension is calculated in a similar way. Here, though, we have a 
surface potential, (pi 
O^TIIRV — 
+mo 
= J dm (m)j + (m") (A.17) 
where we have already utilised the Euler-Lagrange equation to change the integrand. 
Replacing the integrand from the definition of the potential and substituting for the 
surface potential, using 4>i = we have 
(^wa= J dm\^~^{ml-m'^)j+^m"^-rn'^hi (A. 18) 
which results in 
K f 2mo ^  
2mn + ^ -t- - m"hi 
(A.19) 
The wall-gas interface surface tension is obtained in the same manner. The difference 
is only in the limits of the integral and the constant which is the wall magnetisation, mf 
Cwp ^ dm + <5^1 {^1 (A.20) 
-mo 
Substituting for the potentials: 
o-wp = J dm ("^ 0 - - mf/ii (A.21) 
-mo 
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giving the wall-gas interface surface tension to be 
Cw/3 
K ( 2mo^ o R\ C n2 
2mn 3 - ^ J + - mf/la (A.22) 
These results are used in the main body of the thesis. 
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Appendix B 
Finding the Euler-Lagrange Equation 
for a Functional 
If we have a function / (x) and we want to minimize it with respect to its arguments, we 
must find that value of the argument for which the following is true of the first derivative: 
^ . 0 (B.l) 
da; 
When we want to minimize a functional, F[g{x)], with respect to its argument, g{x), we 
have a similar condition to fulfil with the function that is the argument of the functional. 
That condition is 
= 0 (B.2) 
The quantity on the left-hand side is known as the functional derivative. It is defined as the 
ratio of the change in the functional to the change in the function that is responsible for that 
shift. Here we will find the functional derivative for a Hamiltonian. The Hamiltonian is 
% G w M = y ((r (B.3) 
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To begin, we alter the magnetic profile by a small amount, 5m. We substitute the new m 
into the functional to see the change: 
H[m + 5m] = dz ^(m' + 5m')'^ + <f){m + 5m) 
Next, we expand each function that is in the integrand about 5m = 0: 
"1 
(B.4) 
H[m + 5m] = J dz + ^{m) + J dz lm'5m' + (p'{m)5m] + 0(5m^) (B.5) 
We can identify the first term as the original Hamiltonian, H [m]. 
We define a difference; 
5H[m] = H[m + 5m] — H[m] 
and we can see that this is 
5H[m] — J dz [m'5m' + 
This can be integrated by parts: 
(B.6) 
(B.7) 
5H[m{z)] = [m'{z)5m{z)]'^'^ + y (fz [{—m"{z) + (/)'{m{z)))5m{z)] (B.8) 
The definite part is zero. When we consider the second term, we see that in order for 5H 
to be identically zero for all values of z, and hence give us | ^ = 0, we need to have 
m '(z) = <^'(m(z)) (B.9) 
This is the Euler-Lagrange equation for the functional (B.3). 
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