"BIG DATA IS DATA THAT EXCEEDS THE PROCESSING CAPACITY OF CONVENTIONAL DATABASE SYSTEMS."
MAKING SENSE OF BIG DATA

Edd Dumbill
WE LIVE IN AN INCREASINGLY MEASURED SOCIETY
The combination of cloud computing, internet, and mobile devices is moving ever greater portions of our lives and businesses inside the data center. As a result, we are generating, and must analyze, vast and varied flows of information. The techniques developed to do this form the body of technology we refer to as "big data. " This ability to find insight beyond normal human grasp has caught the imagination of the public. Readers of the computing, business, and general press alike will find the term hard to escape this year.
The precise definition of "big data" is hazy, although I, like many others, have attempted to provide one:
Notwithstanding this and other attempts at definition, public discourse around big data has agreed on a common kernel: the notion that we might compute our way to better decisions.
Until recent years, the common usage of information systems in business has been as a support function. They have provided an electronic equivalent to existing paper processes, automating forms and workflow. Though providing tremendous efficiencies, these systems have largely remained a digital exoskeleton, the inputs and outputs of which are mediated by physical realitiesa phone call, a storefront, a factory floor.
The arrival of the web began an important transition. Information systems are no longer just support systems in the middle of a business. They have become the business interfacethe storefront, the marketing, the customer service. For many products and services that are digital in nature, information systems also form the means of delivery. The streams of log and user data generated from these systems give insight not only into the operation of a system itself, but into the proclivities and behavior patterns of users.
Thus, the whole operation of an organization, from beginning to end, can be one digital system. It can be analyzed in unprecedented depth, and furthermore, insights from analysis can be fed right back into the organization and its products and services, adapting it to customer use.
For a while, organizations outside of the web world might understandably have found it hard to imagine how such practices might be applied in their own environments. However, two trends are rendering this position increasingly obsolete. 
Big data is data that exceeds the processing capacity of conventional database systems. The data is too big, moves too fast, or doesn't fit the strictures of your database architectures. To gain value from this data, you must choose an alternative way to process it.
PC and extending the internet away from cables. There is opportunity to engage with people in any place and at any time, and encourage them to interact with you in both the real and virtual worlds. And so businesses and others must unwittingly become software vendors through their engagement on the web and on the smartphone, and then from software vendors they also become data collectors. This is not just a retail-oriented, Western phenomenon. Cities and governments are able to better serve their citizens through mobile applications; the lot of farmers in developing countries has been improved through data collection effected over basic text messaging.
Secondly, advances in physical instrumentation, from sensors to robotics, have broadened the reach of the algorithm. A computer might detect temperature fluctuation and make a suitable adjustment to a heater or reroute a taxi cab due to excessive traffic. Advances in miniaturization make it possible to consider computers virtually disposable and so make them ubiquitous. The rapid march of low-cost, three-dimensional printing means that computers are now able to instantiate artifacts in the physical world.
In short, it is no longer just web businesses that can monitor and affect the entire cycle of their operation digitally. For many today, the digital exoskeleton has gone. Instead, we have a digital nervous system.
We are only beginning to realize the consequences of the digital nervous system. The line between the virtual world of computing and our physical, organic world is blurring. Any parent of today's hyperconnected teenagers will testify to this, but it runs deeper still. Computer systems can no longer be considered deterministic machines, made tractable by measured logic. Thanks to network interconnectivity and scale, software systems themselves exhibit unpredictable and complex behavior and might be better understood by techniques borrowed from biology. Looking at the world from the other side of the blurring line, the physical world is becoming computable. Sensing, custom manufacture, and robotics means that in a very real sense, algorithms can respond to and affect their environments.
MAKING SENSE OF BIG DATA
We stand at an incredible time of opportunity, considerably better able to improve our lot through computing than in any previous era. With that vast increase of power over information comes weighty consequences, many of which are yet unknown to us. It is into this moment that Big Data journal steps, with the mission of facilitating the academic and professional discussions of those working with big data in any discipline-science, business, government, and at large in society.
It is my hope that researchers and practitioners alike, from a broad selection of fields, will share important work and experiences in this journal. The dialogue between policymaker, social scientist, and engineer must grow as computing shapes the very fabric of our world. To ensure the broadest reach into all disciplines, and importantly into industry and government, all peer-reviewed research in this journal will be published as open access, with no fee to the author.
BIG DATA AND THOUGHT CRIME:
Jim Adler is the Chief Privacy Officer and general manager of data systems at Intelius whose services include people search, background and criminal report checking. At the Strata Conference in New York, he will present "Big Data is a hotbed of thought crime, " highlighting the implications of "computerized thought" for privacy, morality, ethics, and the law.
Edd Dumbill: What do you mean when you say big data is a "hotbed of thought crime"?
Jim Adler: There is a lot going on in the cloud that makes inferences easy that we only really used to make inside our heads. For the first time in history, we are making these inferences outside of our own brains. As danah boyd, a researcher whose interests include the tension between public and private, has pointed out, imagine someone walks into your office for a job interview. You mentally make a set of inferences about them-maybe even a few judgments. Now, if you talk about those judgments, you're on thin ice. If you act on them, in many cases, you've fallen through the ice. Taking action on these judgments can run afoul of federal laws such as the Equal Employment Opportunity Act or the Fair Credit Reporting Act. These laws try to make sure that uses of data, like judgments, are fair. Sure, we know that certain things in life are unfair-but where our livelihood and survival are concerned, we strive to be fair.
So when I hear concern around the inferences made as a result of big data-for instance, U.S. retailer Target knows you're pregnant-it is usually due to concern about abusive actions that might be taken, even if no action has been taken yet. Sure, there's concern that the inference has been made, yet inferences that are made but not spoken or acted upon are, by definition, thoughts. And thoughts cannot be criminal. They are just thoughts. The novelist George Orwell taught us that 70 years ago.
I bristle when I hear that "we shouldn't make any inferences, because inferences could be used for ill. " Any technology can be used for ill. I think it's those perilous acts that we need to keep an eye on. But if you try to carve off any potential abuse as being unacceptable, you're really throwing out at least some of the baby with that bathwater. Anyone who says they've got this all figured out is either fooling themselves or fooling us. C'mon, we're all making this up as we go along.
The concern I have is when people claim we need new societal structures to deal with big data. That's not true. For thousands of years we have been dealing with all kinds of technologies, and we map our societal cultural values to those technologies. Marshall McLuhan's quote, "We shape our tools, and our tools shape us, "* and Eli Pariser's great book about "the filter bubble, "** is certainly eye-opening, but a lot of this criticism only talks about one arc of a forward pro-gressing spiral. Yes, we shape tools, our tools shape us, and then we reshape our tools! We progress through this spiral. You can pick any arc on the spiral and say, "Well, this is not going well at all!"
Technologists tend to live in a bit of a vacuum. To be effective, we technologists must focus on our companies and technologies. But then, into this vacuum dives the anthropologists, philosophers, historians, and reporters to challenge where the technology is taking our society. They are the harbingers of our societal values, the curators of our history. Technologists need to listen to them. I think once you start viewing the issues in a cultural, historical sense, things clear up quite a bit. We have technologies; we have societal values. We have values of free speech; we have values of private discretion, and we need to reconcile them.
ED:
The criticism isn't going away in a hurry. We have a political climate, in many countries, that would favor a reactionary approach to big data, and heavy regulation. What are the remedies that industry and science can pursue before it gets to that point? JA: I'm a big believer in dialogue. Dialogue is the means to a negotiated agreement. And, because we deal with interfacing pieces of technology all the time, every interface is a negotiation. There is sometimes a bit of hysteria around technology, because the unknown is scary. It has been said that everything invented until the time you're 30 years old is exciting and invigorating, and everything designed after you're 30 will destroy the world. The challenge that technologists have is that we're not transparent enough. Too often, we don't listen to criticism in a constructive way. We tend to hide and obfuscate, which infuriates the other side and undermines the success of any negotiation.
I think there's great opportunity, if you work in a technology company, to talk to your greatest critics. You learn a lot from them. I've gotten great product insight from some of our toughest critics.
Let me tell you one of my favorite stories. Domestic violence groups have traditionally been critical of the people-search industry. They are concerned that offenders could use people-search reports to stalk victims of domestic violence. So when I joined Intelius, I did a "listening tour" of privacy advocates and reached out to the National Network to End Domestic Violence (NNEDV). I asked, "What can we do better?" And they said, quite frankly, "Get our women out of your data!" I said, "Great, give me the list. Our Terms of Service clearly prohibit the use of any of our information for such perilous purposes. Let's do whatever we can to keep these victims safe. " But as we started the process of compiling the list, we discovered that it was difficult for them to pull a list together because victims of domestic violence don't like to be on any list for any reason. They tend to want to be off the grid. So we kept thinking. Eventually, NNEDV came up with an idea to remove just the latest contact information instead of the entire online profile. If the entire profile disappeared, the offender might know that the victim was proactive in removing themselves from the system. It would be much better for the trail to run cold by removing the latest, safety-sensitive contact information. The victim can change their address, but the address history won't be maintained. It was a great idea, and it was something we at Intelius just wouldn't have thought of. It was nuanced; it was smart. And so we made it available to everyone within our TrueRep.com service.
It's a lesson that your toughest critics can be your greatest designers. At the end of the day, whatever the innovation might be, our critics just want to know that any innovation will be used in a responsible, thoughtful, and mature way.
ED: To pick up on this transparency theme, dialogue is a way of showing transparency to the other side, and hearing what they're saying. Do you think there's a technological role for transparency? Let me give you an example here, which I heard Jeff Hammerbacher, Chief Scientist at Cloudera talking about, concerning some of the predictive work they've done with medicine. The fact is that, unfortunately, you've got a black box algorithm that optimizes; it might give you a great treatment regimen or something like that, but healthcare providers can't actually use it, because they can't prove why they made this recommendation.
The algorithm may well be coming out with something really smart, but it's incumbent upon the practitioner to be able to explain how they got to this point. Many of the systems we're developing today have no support for explaining why they made a particular decision, and there doesn't seem to be any recourse, any kind of route to appeal or figure out what happened. I think a lot of people feel this way about the credit industry, for instance. Now you're saying that this kind of reasoning is going to apply to a lot more of our lives. Do you think that part of this dialogue will have to be mediated by engineering concerns? JA: I had an advisor tell me once that all conflicts can be resolved with transparency. And he's right. If everybody knows where everybody stands, if we know what an algorithm is doing, we can often better understand and better accept its judgments. It's one of the reasons I like machine-learning decision trees better than, say, Bayesian methods-because you can actually see the tree, and you can see the decision path the algorithm makes. You have the insight to say "Oh it went down that path, and that path…, " and so you can understand the decision it has made through the set of features that you've extracted out of your data. Actually, technology (specifically debugging) interests biased me more toward decision trees than policy interests. But I do think there is a policy benefit to understanding why a computer makes a decision. Every decision in the credit or insurance industry has to be justified. If 
BIG DATA FOR DEVELOPMENT
The United Nations (UN) may not currently be on anyone's short list of organizations that are innovating in the "big data" arena. At Global Pulse, we want to change that. We believe big data can help revolutionize the way development work is done in the 21st century. And we are doing the work to prove it.
Global Pulse is an innovation initiative of the executive office of UN Secretary-General Ban Ki-moon. It was founded on the belief that the same types of data-signals companies use to forecast customer preferences and increase sales may also hold clues about whether development programs are yielding successes or, conversely, if populations are experiencing regressions.
Our work is focused on the explosion of big data, especially in the places where the UN does its most crucial work. Mobile phone use, in particular, has become a rich source of data, especially in the developing world, where mobile phone use goes beyond phone calls to trade and banking. In those countries, mobile data can certainly tell companies what types of bank products are most popular with users. That same data could also hold information about the well-being of the vulnerable populations the UN serves.
Consider that in recent years, MIT researchers have found evidence that changes in mobile phone calling patterns can be used to detect flu outbreaks. 1 In addition, a Telefónica Research team has demonstrated that calling patterns can be used to identify the socioeconomic level of a population, which, in turn, may be used to infer its access to housing, education, healthcare, and basic services such as water and electricity. 2 Meanwhile, researchers from Sweden's Karolinska Institute and Columbia University have used data from Digicel, Haiti's largest cell phone provider, to determine the movement of displaced populations after the 2010 earthquake, aiding in the distribution of resources. 3 Global Pulse's own research shows the potential of other data sources. Data from Ireland and the United States showed that social media chatter can be an early indicator of spikes in unemployment. The price of food commodities mined from websites closely matches the official Consumer Price Index in six Latin American countries. And the volume of Tweets related to the price of rice in Indonesia mirrored food price inflation statistics, demonstrating that social media can be a useful early-warning signal for how people are faring and coping with food price volatility.
As promising as this work has been, however, significant questions remain about how big data analysis can be practically integrated into UN systems. We know, for example, that the real-time nature of big data will definitely improve development programs. In a world of fast-moving, global shocks like the recent financial recession, traditional data collection methods like door-to-door household surveys have become woefully inadequate. What we at Global Pulse are still not sure about is exactly what types of digital data sources would be most useful to the field of international development. Questions abound: What kind of tools and methodologies for analyzing big data (that have already been tried and tested by academia and the private sector) could be utilized in the public sector? What is the best way to overcome privacy challenges? And the big question: How does the United Nations gain access to the data it needs in order to do the research necessary to answer those other questions?
Robert Kirkpatrick
We believe the answer to the latter, crucial question is what we call "data philanthropy, " where data-rich companies donate to research projects. For example, I have been spending a lot of time lately talking to private sector companies about how they can safely and anonymously share with Global Pulse some of what they know about customers, to help give us a badly needed leg-up in our quest to better protect the vulnerable. The companies that are most open to the message are the ones that recognize that data philanthropy is not charity. These companies know that population well-being is key to the growth and continuity of business. No company wants to invest in a promising emerging market only to find out it is being threatened by a food crisis that could leave customers unable to afford products and services. And it would be sadly ironic if it turned out that expert analysis of patterns in a company's own data could have revealed that people were headed for trouble while there was still time to act.
Another important effort is the network of Pulse Labs the UN will be opening in the coming years. Pulse Labs are innovation hubs for forging private-public partnerships to explore the utility of big data in the context of development monitoring and program planning. They are not centers for data collection or population monitoring. Rather, Pulse Lab staff will conceive, develop, and coordinate research on how data analysis can help support the ongoing work of government, UN, and other partners. Findings, recommendations, and any innovative analytical approaches developed through Pulse Labs will be made available to the entire international community, in both public and private sectors. Just this month, Global Pulse launched Asia's first Pulse Lab, in techcrazy Indonesia. Another such lab is in Kampala, Uganda, and our own New York headquarters are, in essence, also a Pulse Lab.
As important as the research is, there is another equally important aspect to our work: Convincing data-savvy people like you that big data for development deserves your urgent attention. The same data, tools, and analytics that power your business or organization could help speed up Global Pulse's ability to understand where people are facing hunger, poverty, and disease, and improve our efforts to help them.
The bottom line is we need help. Global Pulse is seeking data philanthropists-research and technology partners that will help design projects and build prototypes to test new tools. We need data specialists who can train staff. And we need funding.
The United Nations might not be on the short list of companies that are innovating on big data. But the UN should be. And it can be. 
Introduction
MapReduce 17 has become a ubiquitous framework for large-scale data processing. Th e Hadoop open-source implementation enjoys widespread adoption in organizations ranging from two-person startups to Fortune 500 companies. It lies at the core of an emerging stack for data analytics, with support from industry heavyweights such as IBM, Microsoft , and Oracle. Among the advantages of MapReduce are: the ability to horizontally scale to petabytes of data on thousands of commodity servers, easy-to-understand programming semantics, and a high degree of fault tolerance.
MapReduce, of course, is not a silver bullet, and there has been much work probing its limitations, both from a theoretical 2, 30 and empirical perspective, by exploring classes of algorithms that cannot be effi ciently implemented with it. 5, 12, 23, 56 Many of these empirical studies take the following form: Th ey present a class of algorithms for which the naive Hadoop solution performs poorly, expose it as a fundamental limitation of the MapReduce programming model, a and propose an extension or alternative that addresses the limitation. Th e algorithms are expressed in this new framework, and, of course, experiments show substantial (an order of magnitude!) performance improvements over Hadoop.
Th is article espouses a very diff erent position; that MapReduce is "good enough" (even if the current Hadoop implementation could be vastly improved). While it is true that a large class of algorithms are not amenable to MapReduce implementations, there exist 
If All You Have is a Hammer, Th row Away Everything Th at's Not a Nail!
Jimmy Lin
"MAPREDUCE, OF COURSE, IS NOT A SILVER BULLET, AND THERE HAS BEEN MUCH WORK PROBING ITS LIMITATIONS."
alternative solutions to the same underlying problems that can be easily implemented in MapReduce. Staying in its confi nes allows more tightly integrated, robust, end-to-end solutions to heterogeneous large-data challenges.
To apply a metaphor, Hadoop is currently the large-scale data processing hammer of choice. We've discovered that, in addition to nails, there are actually screws-and it doesn't seem like hammering screws is a good idea. So instead of trying to invent a screwdriver, let's just get rid of the screws. If there are only nails, then our MapReduce hammer will work just fi ne. To be specifi c, much discussion in the literature surrounds the fact that iterative algorithms are not amenable to MapReduce. Th e (simple) solution, I suggest, is to avoid iterative algorithms! I will attempt to support this somewhat radical thesis by exploring three large classes of problems that serve as the poster children for MapReduce bashing: iterative graph algorithms (e.g., PageRank), gradient descent (e.g., for training logistic regression classifi ers), and expectation maximization (e.g., for training hidden Markov models, k-means). I begin with vague and imprecise notions of what "amenable" and "good enough" mean, but propose a concrete objective with which to evaluate competing solutions later.
Th is article captures my personal experiences as an academic researcher, as well as a soft ware engineer, in a production analytics environment. As an academic, I've been fortunate enough to collaborate with many wonderful colleagues and students on "big data" since 2007, primarily using Hadoop to scale a variety of textand graph-processing algorithms (e.g., information retrieval, statistical machine translation, DNA sequence assembly). Recently, I've just returned from spending an extended two-year sabbatical at Twitter, "in the trenches" as a soft ware engineer wrestling with various "big data" problems and trying to build scalable production solutions.
In earnest, I quip "throw away everything not a nail, " tonguein-cheek to make a point. More constructively, I suggest a twopronged approach to the development of "big data" systems and frameworks. Taking the metaphor a bit further (and at the expense of overextending it), on the one hand, we should perfect the hammer we already have by improving its weight balance, making a better grip, etc. On the other hand, we should be developing jackhammers-entirely new "game changers" that can do things MapReduce and Hadoop fundamentally cannot do. In my opinion, it makes less sense to work on solving classes of problems for which Hadoop is already "good enough. "
b This glosses over the treatment of the random jump factor, which is not important for the purposes here, but see Ref.
37.
(1)
Lin
MAPREDUCE
Iterative Graph Algorithms
Everyone's favorite example to illustrate the limitations of MapReduce is PageRank (or more generally, iterative graph algorithms). Let's assume a standard defi nition of a directed graph G = (V, E) consisting of vertices V and directed edges E, with S(vi) = {vj | (vi, vj) ∈ E} and P (vi) = {vj | (vj, vi) ∈ E} consisting of the set of all successors and predecessors of vertex vi (outgoing and incoming edges, respectively). PageRank 48 is defi ned as the stationary distribution over vertices by a random walk over the graph. Th at is, for each vertex vi in the graph, PageRank computes the value Pr(vi), representing the likelihood that a random walk will arrive at vertex vi. Th is value is primarily induced from the graph topology, but the computation also includes a damping factor d, which allows for random jumps to any other vertex in the graph. For nontrivial graphs, PageRank is generally computed iteratively over multiple timesteps t using the power method:
Th e algorithm iterates until either a user-defi ned maximum number of iterations has completed, or the values suffi ciently converge. One common convergence criterion is:
Th e standard MapReduce implementation of PageRank is well known and is described in many places (see, for example, Ref. 37) . Th e graph is serialized as adjacency lists for each vertex, along with the current PageRank value. Mappers process all the vertices in parallel: For each vertex on the adjacency list, the mapper emits an intermediate key-value pair with the destination vertex as the key and the partial PageRank contribution as the value (i.e., each vertex distributes its present PageRank value evenly to its successors). Th e shuffl e stage performs a large "group by, " gathering all key-value pairs with the same destination vertex, and each reducer sums up the partial PageRank contributions.
Each iteration of PageRank corresponds to a MapReduce job. Typically, running PageRank to convergence requires dozens of iterations. Th is is usually handled by a control program that sets up the MapReduce job, waits for it to complete, and then checks for convergence by reading in the updated PageRank vector and comparing it with the previous. Th is cycle repeats until convergence. Note that the basic structure of this algorithm can be applied to a large class of "message-passing" graph algorithms 39, 42 (e.g., breadth-fi rst search follows exactly the same form).
"WE'VE DISCOVERED THAT, IN ADDITION TO NAILS, THERE ARE ACTUALLY SCREWS-AND IT DOESN'T SEEM LIKE HAMMERING SCREWS IS A GOOD IDEA."
To cope with these shortcomings, a number of extensions to MapReduce or alternative programming models have been proposed. Pregel 42 implements the Bulk Synchronous Parallel model: 52 Computations are "vertex-centric" and algorithms proceed in supersteps with synchronization barriers between each. In the implementation, all state, including the graph structure, is retained in memory (with periodic checkpointing). HaLoop 12 is an extension of Hadoop that provides support for iterative algorithms by scheduling tasks across iterations in a manner that exploits data locality and by adding various caching mechanisms. In Twister, 23 another extension of Hadoop designed for iteration, intermediate data are retained in memory if possible, thus greatly reducing iteration overhead. PrIter, 56 in contrast, takes a slightly diff erent approach to speeding up iterative computation: It prioritizes those computations that are likely to lead to convergence.
All the frameworks discussed above share in supporting iterative constructs and thus elegantly solve one or more of the shortcomings of MapReduce discussed previously. However, they all have one drawback: Th ey're not Hadoop! Th e reality is that the Hadoop-based stack (e.g., Pig, Hive, etc.) has already gained critical mass as the data processing framework of choice, and there are nontrivial costs for adopting a separate framework just for graph processing or iterative algorithms. More on this point in section titled "What's Good Enough. " Th ere is one critical detail necessary for the above approach to work: Th e mapper must also emit the adjacency list with the vertex id as the key. Th is passes the graph structure to the reduce phase, where it is reunited (i.e., joined) with the updated PageRank values. Without this step, there would be no way to perform multiple iterations.
Th ere are many shortcomings with this algorithm:
MapReduce jobs have high startup costs (in Hadoop, they can be tens of seconds on a large cluster under load). Th is places a lower bound on iteration time. Scale-free graphs, whose edge distributions follow power laws, oft en create stragglers in the reduce phase. Th e highly uneven distribution of incoming edges to vertices produces signifi cantly more work for some reduce tasks (take, for example, the reducer assigned to sum up the incoming PageRank contributions to google.com in the webgraph). Note that since these stragglers are caused by data skew, speculative execution 17 cannot solve the problem. Combiners and other local aggregation techniques alleviate but do not fully solve this problem. At each iteration, the algorithm must shuffl e the graph structure (i.e., adjacency lists) from the mappers to the reducers. Since, in most cases, the graph structure is static, this represents wasted eff ort (sorting, network traffi c, etc.). Th e PageRank vector is serialized to HDFS, along with the graph structure, at each iteration. Th is provides excellent fault tolerance, but at the cost of performance.
• • • • For now, consider three additional factors. First, without completely abandoning MapReduce, there are a few simple "tweaks" that one can adopt to speed up iterative graph algorithms. For example, the Schimmy pattern 39 avoids the need to shuffl e the graph structure by consistent partitioning and performing a parallel merge join between the graph structure and incoming graph messages in the reduce phase. Th e authors also show that great gains can be obtained by simple partitioning schemes that increase opportunities for partial aggregation.
Second, some of the shortcomings of PageRank in Map Reduce are not as severe as the literature suggests. In a real-world context, PageRank (or any iterative graph algorithm) is almost never computed from scratch (i.e., initialized with a uniform distribution over all vertices and run until convergence). Typically, the previously computed PageRank vector is supplied as a starting point on an updated graph. For example, in the webgraph context, the hyperlink structure is updated periodically from freshly crawled pages, and the task is to compute updated PageRank values. It makes little sense to reinitialize the PageRank vector and "start over. " Initializing the algorithm with the previously computed values signifi cantly reduces the number of iterations required to converge. Th us, the iteration penalties associated with MapReduce become much more tolerable.
Th ird, the existence of graph-streaming algorithms for computing PageRank 49 suggests that there may be noniterative solutions (or at least approximations thereof) to a large number of iterative graph algorithms. Th is, combined with a good starting distribution (previous point), suggests that we can compute solutions effi ciently, even within the confi nes of MapReduce.
Given these observations, perhaps we might consider MapReduce to be "good enough" for iterative graph algorithms? But what exactly does "good enough" mean? Let's return to this point in section titled "What's Good Enough. "
Gradient Descent
Gradient descent (and related quasi-Newton) methods for machine learning represent a second large class of problems that are poorly suited for MapReduce. To explain, let's consider a specifi c type of machine-learning problem, supervised classifi cation. We defi ne X to be an input space and Y to be an output space. Given a set of training samples D = {(xi, yj)} n from the space X × Y, the task is to induce a function f : X → Y that best explains the training data. Th e notion of "best" is usually captured in terms of minimizing "loss, " via a function that quantifi es the discrepancy between the functional prediction f(xi) and the actual output yi, for example, minimizing the quantity: 
MAPREDUCE
Any number of fairly standard optimizations can be applied to increase the effi ciency of this implementation, for example, combiners to perform partial aggregation or the in-mapper combining pattern. 37 As an alternative to performing gradient descent in the reducer, we can substitute a quasi-Newton method such as L-BFGS 41 (which is more expensive, but converges in few iterations). However, there are still a number of drawbacks:
Th e shortcomings of gradient descent implementations in MapReduce have prompted researchers to explore alternative architectures and execution models that address these issues. All the systems discussed previously in the context of PageRank are certainly relevant, but we point out two more alternatives. Spark 54 introduces the resilient distributed datasets (RDD) abstraction, which provides a restricted form of shared memory based on coarse-grained transformations rather than fi ne-grained updates to shared state. RDDs can either be cached in memory or materialized from durable storage when needed (based on lineage, which is the sequence of transformations applied to the data). Classifi er training is one of the demo applications in Spark. Another approach with similar goals is taken by Bu et al., 11 who translate iterative MapReduce and Pregel-style programs into recursive queries in Datalog. By taking this approach, database query optimization techniques can be used to identify effi cient execution plans. Th ese plans are then executed on the Hyracks data-parallel processing engine. 7 In contrast to these proposed solutions, consider an alternative approach. Since the bottleneck in gradient descent is the iteration, let's simply get rid of it! Instead of running batch gradient descent to train classifi ers, let us adopt stochastic gradient descent, which is an online technique. Th e simple idea is that instead of updating the model parameters aft er only considering every training example, let us update the model aft er each training example (i.e., compute the gradient with respect to each example).
Online learning techniques have received renewed interest in the context of big data since they operate in a streaming fashion and are very fast. 9, 10, 35, 50 In practice, classifi ers trained using online gradient descent achieve accuracy comparable to classifi ers Since mappers compute partial gradients with respect to the training data, they require access to the current model parameters. Typically, the parameters are loaded in as "side data" in each mapper (in Hadoop, either directly from HDFS or from the distributed cache). However, at the end of each iteration the parameters are updated, so it is important that the updated model is passed to the mappers at the next iteration.
Complete classifi er training requires many MapReduce jobs to be chained in a sequence (hundreds, even thousands, depending on the complexity of the problem). Just as in the PageRank case, this is usually handled by a driver program that sets up a MapReduce job, waits for it to complete, and then checks for convergence, repeating as long as necessary.
• As with PageRank, Hadoop jobs have high startup costs. Since the reducer must wait for all mappers to fi nish (i.e., all contributions to the gradient to arrive), the speed of each iteration is bound by the slowest mapper, and hence sensitive to stragglers. Th is is similar to the PageRank case, except in the map phase. Th e combination of stragglers and using only a single reducer potentially causes poor cluster utilization. Of course, the cluster could be running other jobs, so from a throughput perspective, this is only a minor concern.
• • • (6) (7) which is known as the empirical risk. Usually, we consider a family of functions F (i.e., the hypothesis space) that is parameterized by the vector θ, from which we select:
Th at is, we learn the parameters of a particular model. In other words, machine learning is cast as a functional optimization problem, oft en solved with gradient descent.
Rewriting Equation (4) as argminw L(θ) simplifi es our notation. Th e gradient of L, denote ∇L, is defi ned as follows:
Th e gradient defi nes a vector fi eld pointing to the direction in which L is increasing the fastest and whose magnitude indicates the rate of increase. Th us, if we "take a step" in the direction opposite of the gradient from an arbitrary point a,
, provided that γ (known as the step size) is a small value greater than zero.
If we start with an initial guess of θ (0) and repeat the above process, we arrive at gradient descent. More formally, let us consider the sequence θ (0) , θ (1) , θ (2) . . ., defi ned with the following update rule:
We have:
where the sequence converges to the desired local minimum. If the loss function is convex and γ is selected carefully (which can vary per iteration), we are guaranteed to converge to a global minimum.
Based on the observation that our loss function decomposes linearly, and therefore the gradient as well, the MapReduce implementation of gradient descent is fairly straightforward. We process each training example in parallel and compute its partial contribution to the gradient, which is emitted as an intermediate key-value pair and shuffl ed to a single reducer. Th e reducer sums up all partial gradient contributions and updates the model parameters. Th us, each iteration of gradient descent corresponds to a MapReduce job. Two more items are needed to make this work:
• c code.google.com/p/giza-pp/ d HMM training is relatively expensive computationally, so job startup costs are less of a concern. Furthermore, these algorithms typically run for less than a dozen iterations.
"WHETHER AN ALGORITHM IS 'AMENABLE' TO MAPREDUCE IS A RELATIVE JUDGMENT THAT IS ONLY MEANINGFUL IN THE CONTEXT OF AN ALTERNATIVE."
trained using traditional batch learning techniques but are an order of magnitude (or more) faster to train. 9 In stochastic gradient descent, the learner streams through all the training examples, examines them one at a time, and updates its internal state (i.e., the model parameters) aft er processing each example. Oft en, it suffi ces to make a single pass over the data, but even if multiple passes are taken, the "iteration" is trivial-merely reading the data multiple times, requiring no external synchronization or exchange of state. In effi cient implementations of stochastic gradient descent, the bottleneck is usually disk throughput in being able to deliver the training examples fast enough to the learner.
Stochastic gradient descent addresses the iteration problem, but does not solve the single reducer problem. For that, ensemble methods come to the rescue. 19, 33 Instead of training a single classifi er, let us train an ensemble of classifi ers and combine predictions from each (e.g., simple majority voting, weighted interpolation, etc.). Th e simplest way of building ensembles-training each classifi er on a partition of the training examples-is both embarrassingly parallel and surprisingly eff ective in practice. 43, 44 Combining online learning with ensembles addresses the shortcomings of gradient descent in MapReduce. As a case study, this is how Twitter integrates machine learning into Pig in a scalable fashion: 38 folding the online learning inside storage functions and building ensembles by controlling data partitioning. To reiterate the argument, if Map Reduce is not amenable to a particular class of algorithms, let's simply fi nd a diff erent class of algorithms that will solve the same problem and is amenable to MapReduce.
Expectation Maximization
A third class of algorithms not amenable to MapReduce is expectation maximization (EM) 18 and EM-like algorithms. Since EM is related to gradient descent (both are fi rst-order optimization techniques) and many of my arguments are quite similar, the discussion in this section will be more superfi cial.
EM is an iterative algorithm that fi nds a successive series of parameter estimates θ (0) , θ
, . . . that improve the marginal likelihood of the training data, used in cases where there are incomplete (or unobservable) data. Th e algorithm starts with some initial set of parameters θ (0) and then updates them using two steps: expectation (E-step), which computes the posterior distribution over the latent variables given the observable data and a set of parameters θ (i) , and maximization (M-step), which computes new parameters θ (i+1) maximizing the expected log likelihood of the joint distribution with respect to the distribution computed in the E-step. Th e process then repeats with these new parameters. Th e algorithm terminates when the likelihood remains unchanged. Similar to iterative graph algorithms and gradient descent, each EM iteration is typically implemented as a Hadoop job, with a driver to set up the iterations and check for convergence. In broad strokes, the E-step is performed in the mappers and the M-step is performed in the reducers. Th is setup has all the shortcomings discussed before, and EM and EM-like algorithms can be much more elegantly implemented in alternative frameworks that better support iteration (e.g., those presented previously).
Let's more carefully consider terms that I've been using quite vaguely. What does it mean for an algorithm to be amenable to MapReduce? What does it mean for MapReduce to be "good enough"? And the point of comparison? Here are two case studies that build up to my point.
Dyer et al. 22 applied Map Reduce to training translation models for a statistical machine translation system-specifically, the word-alignment component that uses hidden Markov models (HMMs) to discover word correspondences across bilingual corpora. 51 Th e point of comparison was GIZA++, c a widely adopted in-memory, single-threaded implementation (the de facto standard used by researchers at the time the work was performed, and still commonly used today). Th e authors built a Hadoop-based implementation of the HMM wordalignment algorithm, which demonstrated linear scalability compared to GIZA++, reducing per-iteration training time from hours to minutes. Th e implementation exhibited all the limitations associated with EM algorithms (high job startup costs, awkward passing of model parameters from one iteration to the next, etc.), yet compared to the previous single-threaded approach, MapReduce represented a step forward.
d Here is the key point: whether an algorithm is "amenable" to MapReduce is a relative judgment that is only meaningful in the context of an alternative. Compared to GIZA++, the Hadoop implementation represented an advance. However, this is not inconsistent with the claim that EM algorithms could be more elegantly implemented in an alternate model that better supports iteration (e.g., any of the work discussed previously).
Th e second example is the venerable Lloyd's method for k-means clustering, which can be understood in terms of EM (not exactly EM, but can be characterized as EM-like). A MapReduce implementation of k-means shares many of the limitations discussed thus far. It is true that the algorithm can be expressed in a simpler way using a programming model with iterative constructs and executed more effi ciently with better iteration support (and indeed, many of the papers discussed above use k-means as a demo application). However, even within the confi nes of MapReduce, there has been a lot of work on optimizing clustering algorithms (e.g., Ref. 16, 24) . It is not entirely clear how these improvements would stack up against using an entirely diff erent framework. Here, is MapReduce "good enough"? 
MAPREDUCE IS GOOD ENOUGH?
What's "Good Enough"?
I propose a pragmatic, operational, engineering-driven criterion for deciding between alternative solutions to large-data problems. First, though, are my assumptions:
Given these assumptions, the decision criterion I propose is this: In the context of an end-to-end solution, would it make sense to adopt framework X (HaLoop, Twister, PrIter, Spark, etc.) over the Hadoop stack for solving the problem at hand? e Put another way: are the gains gotten from using X worth the integration costs incurred in building the end-to-end solution? If no, then operationally, we can consider the Hadoop stack (including Pig, Hive, etc., and by extension, MapReduce) to be "good enough. "
Note that this way of thinking takes a broader view of end-to-end system design and evaluates alternatives in a global context. Considered in isolation, it naturally makes sense to choose the best tool for the job, but this neglects the fact that there are substantial costs in knitting together a patchwork of diff erent frameworks, programming models, etc. Th e alternative is to use a common computing platform that's already widely adopted (in this case, Hadoop), even if it isn't a perfect fi t for some of the problems.
I propose this decision criterion because it tries to bridge the big gap between "solving" a problem (in a research paper) and deploying the solution in production (which has been brought into stark relief for me personally based on my experiences at Twitter). For something to "work" in production, the solution must be continuously running, processes need to be monitored, someone needs to be alerted when the system breaks, etc. Introducing a new programming model, framework, etc., significantly complicates this process-even mundane things like getting the data imported into the right format and results exported to the right location become nontrivial if it's part of a long chain of dependencies.
A natural counter-argument would be: Why should academics be concerned with these (mere) "production issues"? Th is ultimately comes down to one's criteria for success. For me personally, the greatest reward comes from seeing my algorithms and code "in the wild, " whether it's an end-to-end userfacing service that millions are using on a daily basis, or an internal improvement in the stack e Hadoop is already a proven production system, whereas all the alternatives are at best research prototypes; let's even say for the sake of argument that X has already been made production-ready. f As a side note, unfortunately, the faculty promotion and tenure process at most institutions do not reward these activities, and in fact, some would argue actively have a disincentive eff ect on these activities since they take time away from writing papers and grants. Diff erent programming models provide diff erent ways of thinking about the problem. MapReduce provides "map" and "reduce, " which can be composed into more complex datafl ows (e.g., via Pig). Other programming models are well suited to certain types of problems precisely because they provide a diff erent way of thinking about the problem. For example, Pregel provides a vertex-centered approach in which "time" is dictated by the steady advance of the superstep synchronization barriers. We encounter an impedance mismatch when trying to connect diff erent frameworks that represent diff erent ways of thinking. Th e advantages of being able to elegantly formulate a solution in a particular framework must be weighed against the costs of integrating that framework into an end-to-end solution.
To illustrate, I'll present a hypothetical but concrete example. Let's say we wish to run PageRank on the interaction graph of a social network (i.e., the graph defi ned by interactions between users). Such a graph is implicit and needs to be constructed from behavior logs, which is natural to accomplish in a datafl ow language such as Pig (in fact, Pig was exactly designed for log mining). Let's do exactly that.
With the interaction graph now materialized, we wish to run PageRank. Consider two alternatives: use Giraph, g the open-source implementation of Pregel, or implement PageRank directly in Pig.
h Th e advantage of the fi rst is that the BSP model implemented by Giraph/Pregel is perfect for PageRank and other iterative graph algorithms (in fact, that's exactly what Pregel was designed to do). Th e downside is lots of extra "plumbing": munging Pig output into a format suitable for Giraph, triggering the Giraph job, waiting for it to fi nish, and fi guring out what to do with the output (if another Pig job depends on the results, then we must munge the data back into a form that Pig can use).
i In the second alternative, we simply write PageRank in Pig, with all the shortcomings of iterative MapReduce algorithms discussed in this article. Each iteration might be slow due to stragglers, needless shuffl ing of graph structure, etc., but since we likely have the PageRank vector from yesterday to start from, the Pig solution would converge mercifully quickly. And with Pig, all of the additional "plumbing" issues go away. Given these alternatives, I believe the choice of the second is at least justifi able (and arguably, preferred), and hence, in this particular context, I would argue that MapReduce is good enough.
In my opinion, the arguments are even stronger for the case of stochastic gradient descent. Why adopt a separate machinelearning framework simply for running batch gradient descent when it could be seamlessly integrated into Pig by using stochastic gradient descent and ensemble methods? 38 Th is approach costs nothing in accuracy but gains tremendously in terms of To recap, of course it makes sense to use the right tool for the job, but we must also recognize the cost associated with switching tools-in soft ware engineering terms, the costs of integrating heterogeneous frameworks into an end-to-end workfl ow are nontrivial and should not be ignored. Fortunately, recent developments in the Hadoop project promise to substantially reduce the costs of integrating heterogeneous frameworks. Hadoop NextGen (aka YARN) introduces a generic resource scheduling abstraction that allows multiple application frameworks to coexist on the same physical cluster. In this context, MapReduce is just one of many possible application frameworks, others include Spark j and MPI. k Th is "metaframework" could potentially reduce the costs of supporting heterogeneous programming models-an exciting future development that might let us "have our cake and eat it too. " However, until YARN proves itself in production environments, it remains an unrealized potential.
Constructive Suggestions
Building on the arguments above and refl ecting on my experiences over the past several years working on "big data" in both academia and industry, I' d like to make the following constructive suggestions.
Continue plucking low-hanging fruit, or, refi ne the hammer we already have. I do not think we have yet suffi ciently pushed the limits of MapReduce in general and the Hadoop implementation in particular. In my opinion, it may be premature to declare it obsolete and call for a fresh ground-up redesign. 4, 8 MapReduce is less than 10 years old, and Hadoop is even younger. Th ere has already been plenty of interesting work within the confi nes of Hadoop, just from the database perspective: integration with a traditional RDBMS, 1,3 smarter task scheduling, 53, 55 columnar layouts, 25, 27, 28, 29, 40 embedded indexes, 20,21 cube materialization, 45 and a whole cottage industry on effi cient join algorithms; 31, 36, 47 we've even seen traditional HPC ideas, such as work stealing adapted to Hadoop. 34 Much more potential remains untapped.
Th e data management and distributed systems communities have developed and refi ned a large "bag of tricks" over the past several decades. Researchers have tried applying many of these in the Hadoop context (see above), but there are plenty remaining in the bag waiting to be explored. Many, if not most, of the complaints about Hadoop lacking basic features or optimization found in other data processing systems can be attributed to immaturity of the platform, not any fundamental limitations. More than a "matter of implementation, " this work represents worthy research. Hadoop occupies a very diff erent point in the design space when compared to parallel databases, so the "standard tricks" oft en need to be reconsidered in this new context. So, in summary, let's fi x all the things we have a good idea how to fi x in Hadoop (low-risk research), and then revisit the issue of whether MapReduce is good enough. I believe this approach of incrementally refi ning Hadoop has a greater chance of making impact (at least by my defi nition of impact in terms of adoption) than a strategy that abandons Hadoop. To invoke another cliché, let's pluck all the low-hanging fruit fi rst before climbing to the higher branches.
Work on game changers, or, develop the jackhammer. To displace (or augment) MapReduce, we should focus on capabilities that the framework fundamentally cannot support. To me, faster iterative algorithms illustrated with PageRank or gradient descent aren't "it"-given my prior arguments on how, for those, MapReduce is "good enough. " I propose two potential game changers that refl ect pain points I've encountered during my time in industry.
First, real-time computation on continuous, large-volume streams of data is not something that MapReduce is capable of doing. Map Reduce is fundamentally a batch processing framework-and despite eff orts in implementing "online" MapReduce, 15 I believe solving the general problem requires something that looks very diff erent from the current architecture. For example, let's say I want to keep track of the top thousand most-clicked URLs posted on Twitter in the last n minutes. Th e current solution is to run batch MapReduce jobs with increasing frequency (e.g., every fi ve minutes), but there is a fundamental limit to this approach (job startup time), and (near) real-time results are not obtainable (for example, if I wanted up-to-date results over the last 30 seconds).
One sensical approach is to integrate a stream-processing engine-a stream oriented RDBMS (e.g., Refs. 13, 26, 32), S4, 46 or Storm l -with Hadoop, so that the stream-processing engine handles real-time computations, while Hadoop performs aggregate "roll ups. " More work is needed along these lines, and indeed researchers are already beginning to explore this general direction.
14 I believe the biggest challenge here is to seamlessly and effi ciently handle queries across vastly diff erent time granularities, from "over the past 30 seconds" (in real time) to "over the last month" (where batch computations with some lag would be acceptable).
Second, and related to the fi rst, real-time interactions with large datasets are a capability that is sorely needed, but is something that MapReduce fundamentally cannot support. Th e rise of "big
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Lin Lin MAPREDUCE m issues.apache.org/jira/browse/PIG-2167 data" means that the work of data scientists is increasingly important-aft er all, the value of data lies in the insights that they generate for an organization. Tools available to data scientists today are primitive. Write a Pig script and submit a job. Wait fi ve minutes for the job to fi nish. Discover that the output is empty because of the wrong join key. Fix simple bug. Resubmit. Wait another fi ve minutes. Rinse, repeat. It's fairly obvious that long debug cycles hamper rapid iteration. To the extent that we can provide tools to allow rich, interactive, incremental interactions with large data sets, we can boost the productivity of data scientists, thereby increasing their ability to generate insights for the organization.
Open source everything. Open source releasing of soft ware should be the default for any work that is done in the "big data" space. Even the harshest critic would concede that open source is a key feature of Hadoop, which facilitates rapid adoption and diff usion of innovation. Th e vibrant ecosystem of soft ware and companies that exist today around Hadoop can be attributed to its open source license.
Beyond open sourcing, it would be ideal if the results of research papers were submitted as patches to existing open source soft ware (i.e., associated with JIRA tickets). An example is recent work on distributed cube materialization, 45 which has been submitted as a patch in Pig.
m Of course, the costs associated with this can be substantial, but this represents a great potential for collaborations between academia and industry; committers of open source projects (mostly soft ware engineers in industry) can help shepherd the patch. In many cases, transitioning academic research projects to production-ready code makes well-defi ned summer internships at companies. Th ese are win-win scenarios for all. Th e company benefi ts immediately from new features, the community benefi ts from the open sourcing, and the students gain valuable experience.
Conclusion
Th e cliché is "If all you have is a hammer, then everything looks like a nail. " I argue for going one step further: "If all you have is a hammer, throw away everything that's not a nail!" It'll make your hammer look amazingly useful. At least for some time. Sooner or later, however, the fl aws of the hammer will be exposed-but let's try to get as much hammering done as we can before then. While we're hammering, though, nothing should prevent us from developing jackhammers.
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Introduction
With the Completion of the Human Genome Project and the advent of high-throughput analysis technologies, 21st-century life sciences has entered the fourth paradigm of dataenabled science and the realm of big data.
1 These data will enable incredible possibilities for discovery, solutions, and even cures, yet they also bring with them the challenges of the 5 Vs of big data: volume, veracity, velocity, variety, and value. Life sciences' big data are generally challenging for their variety, value, and critical need for veracity. This differs from the situation in marketing or banking, where efforts for optimization find volume and velocity to be generally the biggest challenges. It is disheartening to realize that in this internet age, when information about pizza restaurants is at our fingertips, it can be a challenge to find crucial drug trial information and that precious resources (both people and funding) cannot be fully utilized due to inadequate cyberinfrastructure and organization. 2, 3 Just as the life science community's tools and analyses need to be at their most robust to control the "data deluge, " they are instead stagnating, (e.g. clusters of orthologous groups of proteins, COGs) or even ending, (e.g. Peptidome & The Arabidopsis Information Resource). [4] [5] [6] [7] The scale of biological data is exponentially increasing with sequencing technologies now producing data at a rate exceeding the growth in computing power predicted by Moore 
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Law (10,000-fold improvement in sequencing vs. 16-fold improvement in computing over Moore's Law). 8, 9 In addition, the majority of research is generated in isolation and demonstrates only an 11% rate of reproducibility according to a recent study. 10 Moreover, 27% (+/-9%) of cancer cell lines are misidentified, one out of three proteins is unannotated, and according to one report, up to 85% of research efforts are wasted due to inadequate production and reporting practices. [10] [11] [12] [13] Beyond the obvious issues of scale and reproducibility, the complexity and diversity of these data poses the greatest challenge to unlocking knowledge and scientific discovery. Modern biological data spans a diverse collection of omics fields, including genomics, metagenomics, proteomics, transcriptomics, metabolomics, and lipidomics. These omics data are generated by various types of high-throughput technologies, including, for example, next-generation sequencing, mass spectrometry, imaging, arrays, liquid chromatography, and flow-cytometry.
Relatively simple experiments generate data on the terabyte scale. Supporting storage and analysis of these data requires massive amounts of computational power linked to an endless array of databases, data formats, software packages, and pipelines. In addition to these requirements, we need comprehensive understanding of the metadata, experimental protocols, and standard operating procedures unique to each omics and high-throughput technology.
As the first step to unraveling the complexities of biology, it is necessary to understand the needs and challenges of the life sciences community with respect to data-enabled science. DELSA Global (Data-Enabled Life Sciences Alliance International, delsaglobal.org) was formed to accelerate the impact of dataenabled life sciences research on the pressing needs of the global society. DELSA Global was forged on the basis of the Data-Intensive Science Workshops (DISW-I and II) in 2010-2011, sponsored by the National Science Foundation (NSF) with matching support by Seattle Children's Research Institute (SCRI). 2, [14] [15] [16] [17] [18] [19] [20] The workshops were attended by experts from many disciplines, representing academia, government, nonprofit research institutes, private enterprise, policy-making bodies, and media.
Currently, DELSA Global is building an ecosystem to provide a leading voice and coordinating framework for collective innovation in data-enabled science for the life sciences community. The alliance has endorsed eight high-impact projects that are poised to advance its mission and inspire new modes of business and innovation. As one of the founding members of DELSA Global, the Kolker Lab strives to understand the needs of the life sciences community in order to develop effective solutions for complex biological data challenges.
UNRAVELING THE COMPLEXITIES
Surveying the Life Sciences Community
The Kolker Lab has carried out a number of initiatives to determine the needs of the life science community. These initiatives include (1) a survey of proteomics researchers in the United States by the University of Washington Business School to assess data and analysis needs, (2) organizing DISW-I and DISW-II, and (3) leading efforts to found and promote DELSA.
As part of the marketing evaluation plan under our current NSF project, University of Washington MBA students surveyed life scientists and proteomics experts. The survey indicated the immediate need for tools and resources to easily access publicly available proteomics experiments. In particular, for biomedical researchers unfamiliar with mass spectrometry technology, the important criteria included reliable data, statistically valid results, analysis tools with a user-friendly interface, transparent reporting of results, and the ability to share data. This survey led directly to the development of MOPED, the Model Organism Protein Expression Database (for details, see below).
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The DISW-I identified three top challenges and opportunities: (1) the research necessity of the life sciences community to integrate work across diverse domains and with computer and data experts, (2) a pressing need for reproducibility because of its critical importance toward scientific progress and the accelerated rate of raw data production, and (3) a perceived gap between the needs of the data-enabled life sciences and current funding initiatives and merit evaluation criteria. [15] [16] [17] [18] [19] [20] The DISW-II proposed to establish a community alliance with the goals to (1) synergize research and educational efforts across the life sciences using contemporary computing approaches to comprehend large and diverse data, (2) become an integral part of the international and national developments to address the challenges and explore opportunities of dataenabled sciences, and (3) cohesively address the community needs through creation of the supporting ecosystem of federal agencies, foundations, academia, and industry. 2 The opportunities and challenges of big data in life sciences research compelled the participants to found DELSA Global. 2, 22, 23 Through intense discussions and formal and informal surveys, the newly formed alliance has made significant efforts to identify the strategic needs of the life sciences community and ways to address them.
Solutions for Complex Biological Data
Integrated data resources
To simplify the comparison and sharing of proteomics data, enable knowledge discovery, and generate new hypotheses, the Kolker Lab developed MOPED (moped.proteinspire.org). 21 MO-PED provides concise summaries of protein identification, relative and absolute (concentration, ng/mL) expression, and other quantitative data from standardized analysis of model organism studies. MOPED supports querying, browsing, and visualizing data across organisms, tissues, conditions, and pathways (Fig. 1) . It also links to protein and pathway databases, including Entrez, GeneCards, KEGG (Kyoto Encyclopedia of Genes and Genomes), Reactome, and UniProt. [24] [25] [26] [27] [28] Currently, MOPED 2.1 contains over 43,000 proteins with at least one spectral match and more than 11 million high-certainty spectra. MOPED is continuously updated and enhanced with the next major release scheduled for November 2012. In addition to public access, MOPED provides a private entry that allows users to share and explore their data prior to publication. According to Google Analytics, within the past year MOPED has had nearly 20,000 unique users from over 90 countries. 
Biological data pipelines
Determining the function of protein sequences
Functional annotation of newly sequenced genomes and metagenomes is one of the principal challenges in the life sciences. Rapidly advancing sequencing technologies are exponentially expanding the protein sequence universe (PSU). 31 Without updated methods in functional and comparative genomics, comprehensive approaches for assigning functional annotation to genes/proteins could not keep up with the ever-expanding size of the sequence universe (e.g., the prominent COG database). 4 There has never been a greater need for a scalable and efficient computational resource to visualize, explore, and assign biological meaning to new proteins.
All-versus-all sequence alignments
Our laboratory completed the first of a kind all-versus-all sequence alignment for 9.9 million proteins in the UniRef100 database. 32, 33 The alignment was done on the Microsoft Windows Azure cloud system 34 with 475 eight-core virtual machines that produced over 3 billion filtered records in six days. Using the normalized alignment score, we have assigned 68% of 5.1 million bacterial proteins into clusters from the COG database. 32 The remaining proteins were classified into functional groups using an innovative implementation of a single-linkage algorithm on a Hadoop computing cluster using Hive and the MapReduce paradigm. 35, 36 This implementation significantly reduced the run time for nonindexed queries and optimized clustering performance. 32 Consequently, nearly 2 million proteins were combined into half a million functional groups. Similarly, the eukaryotic database was expanded by over 1 million proteins with unclustered proteins classified into 100,000 new functional groups. 32 (Fig. 2) .
The UniRef100 clustering project showcased both the promise and the challenges of large biological data. The project took the considerable efforts of an unusually diverse group of researchers along with multiple cloud systems to successfully complete the task. Publicly available cluster resources are struggling to cope with influx of data and, as a result, are either no longer supported [37] [38] [39] or provide limited interactive and analytic capabilities. 40, 41 These problems highlight the pressing need in the biological community for a scalable and efficient computational approach to visualize, explore, and analyze large-scale biological data.
Visualizing complex biological data
The PSU visualization platform enables exploration, analysis, and annotation of the continually expanding universe of protein sequences. The platform uses a multidimensional scaling of sequence alignment scores to create a three-dimensional representation of the protein universe. The PSU preserves important grouping features such as relative proximity of functionally similar clusters and clear structural separation between protein groups of specific and general functions. The PSU is scalable, integrates different similarity measures with functional and experimental data, and facilitates sequence annotation. It will enable users to analyze new data in the context of the existing knowledge of protein sequences using a library of scientific tools. 31, 42 An example comparing sequence similarity among different COG functional classifications is shown in Figure 3 .
Community outreach and education
The public and many scientists lack information on the role of bioinformatics, statistics, and high-throughput technologies in biological knowledge discovery. This lack of information creates a great need for education and outreach in data-enabled sciences. One of the principal missions of DELSA Global is outreach and education programs. To fulfill this mission, DELSA Global has endorsed two projects: Social Networking Platform for Tool Bro-
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kering/Community Building and Matchmaking and Training Data Scientists.
In addition to the involvement in DELSA Global activities, the Kolker Lab has developed a number of educational resources, including instructional videos on proteomics data analysis in SPIRE; 29, 30 a series of articles on statistical and bioinformatics concepts for the Encyclopedia of Systems Biology; 43 and interactive exhibits on proteomics for grades K-12, demonstrating the scientific principles of mass spectrometry (MS) and chromatography. 44 In addition, the lab has led working groups on education and outreach at a DELSA Global meeting and DISWs. 20 
Future Challenges for Complex Biological Data
Multi-omics integration
The biological functions of organisms depend on complex and highly interactive systems of biomolecules, including DNA, RNA, proteins, metabolites, and lipids. These biomolecules are rapidly being characterized by new high-throughput multi-omics data from genomics, metagenomics, transcriptomics, proteomics, metabolomics, and lipidomics experiments. Future data-enabled biological discoveries will require high-throughput data to be integrated and analyzed jointly across multi-omics experiments. However, current public databases and analysis tools typically focus on a single omics (principally genomics), biomolecule, or organism, overlooking the complex interrelationships of systems biology. Development of valuable integrated resources is challenging due to the 5 Vs of big data. The scale of the data and the complexity of the technologies, formats, ontologies, and methodologies come together in a whirlpool of potentially useful, but often bewildering, crossreferences. To meet these challenges, we will transform our current singleomics resources into a new MultiOmics Profiling Expression Database that integrates data across omics experiments. With this resource, meta-analysis studies, such as was achieved once for yeast, will be more easily performed, and similar approaches can be expanded to other organisms. 45 
Pathway analysis
Most analysis tools for complex biological data do not take into account the wealth of available biological knowledge. For example, current pathway analysis models largely ignore the underlying graph structure of a pathway and the catalytic/inhibitory relationships it implies. Discarding this information reduces the power of the analysis and prevents testing the correct hypothesis of the pathway effect on expression levels. To address this limitation, the Kolker Lab has developed Differential Expression Analysis for Pathways (DEAP). The new pathway analysis approach utilizes "IT IS CLEAR THAT THE LIFE SCIENCES HAVE BECOME BIG DATA AND DATA-ENABLED SCIENCES." information on pathway structure to test the enrichment hypothesis and to compare expression patterns across the conditions.
Annotation resources
Sequence orthology has long been utilized to denote functional similarity; as such, clusters of orthologous sequences are used to extend functional annotation of genes and proteins. One prominent example of such a resource is the COG database, whose papers have been cited more than 4,500 times (REF). Currently, the prokaryotic COG database contains over 190 thousand proteins grouped into 4,873 clusters. However, despite the high number of citations and user volume, high sustainability and maintenance costs have forced the resource to become stagnant. As it stands, the COG database has not been updated since 2006. This is another example of unsustained resources, a pressing issue recently reviewed in "The 2012 Nucleic Acids Research Database Issue and the online Molecular Biology Database Collection. " 6 With the rapid increase in data volumes, maintaining and enhancing a resource like COG requires new powerful technologies and always-increasing computing resources. This requirement was highlighted by all-versus-all sequence alignment project that was made possible through combined efforts with Microsoft Research and Amazon Web Services. 32 The skills and lessons acquired in this project have inspired Kolker Lab to further our collaborative work on revitalizing and expanding the COG database.
Cloud computing
Cloud technologies offer a viable solution to data-intensive science through scalable computing capabilities and large data storage. 8, [46] [47] [48] In addition, the large scale of data intensifies the need for easy and efficient access to the analysis software and bioinformatics tools. The informal DELSA Global community survey showed a strong appeal to adopting the successful industry framework of   FIG. 3 . The Protein Sequence Universe (PSU). The PSU tool provides visualization of complex protein sequence data. In this example, COG functional category is overlaid across sequence similarity data. The tightly clustered COG categories at the center of the graphic represent very similar functions (ABC-type ATP-ases), while the more dispersed COG categories represent disparate and more general functional categories.
apps stores (e.g., Amazon, Apple, Google, Microsoft) to allow for better dissemination and adaptation of biological and multi-omics research tools. Finally, prize competitions are a powerful and underutilized way to accelerate and deepen scientific discoveries and drive development of new tools and applications. 49, 50 
Conclusions
It is clear that the life sciences have become big data and dataenabled sciences. Data-enabled science may have at its core the generation of data in the lab, but transforming the data to knowledge and then action goes far beyond the lab. The transformation will require massive resources and a transdisciplinary effort put forth by the scientific community to solve the challenges of big data. The need is urgent and growing, given the issues of data generation outstripping computing power and the lack of reproducibility of research. Organizations like DELSA Global can inform the life sciences community, lead the way for groups like the Kolker Lab to put forth new solutions to big data challenges, and create a new paradigm in the life sciences of cooperation, collaboration, and sharing at every level.
