†a) , Nonmember, Tetsuya TAKIGUCHI †b) , and Yasuo ARIKI †c) , Members SUMMARY This paper presents a voice conversion technique using speaker-dependent Restricted Boltzmann Machines (RBM) to build highorder eigen spaces of source/target speakers, where it is easier to convert the source speech to the target speech than in the traditional cepstrum space. We build a deep conversion architecture that concatenates the two speakerdependent RBMs with neural networks, expecting that they automatically discover abstractions to express the original input features. Under this concept, if we train the RBMs using only the speech of an individual speaker that includes various phonemes while keeping the speaker individuality unchanged, it can be considered that there are fewer phonemes and relatively more speaker individuality in the output features of the hidden layer than original acoustic features. Training the RBMs for a source speaker and a target speaker, we can then connect and convert the speaker individuality abstractions using Neural Networks (NN). The converted abstraction of the source speaker is then back-propagated into the acoustic space (e.g., MFCC) using the RBM of the target speaker. We conducted speaker-voice conversion experiments and confirmed the efficacy of our method with respect to subjective and objective criteria, comparing it with the conventional Gaussian Mixture Model-based method and an ordinary NN. key words: voice conversion, restricted Boltzmann machine, deep learning, speaker individuality
Introduction
Voice conversion (VC) is a technique for changing specific information in the utterance of a source speaker to that of a target speaker, while retaining the other information in the utterance such as its linguistic information. VC techniques have been applied to various tasks, such as speech enhancement [1] , emotion conversion [2] , speaking assistance [3] , and other applications [4] , [5] . Most of the related work in voice conversion focuses on the conversion of spectrum features, and in this report we conform to that.
Many statistical approaches to VC have been studied so far [6] , [7] . Among these approaches, the GMM-based mapping method [8] is widely used, and a number of improvements have been proposed. Toda et al. [9] introduced dynamic features and the global variance (GV) of the converted spectra over a time sequence. Helander et al. [10] proposed transforms based on Partial Least Squares (PLS) in order to prevent the over-fitting problem of standard multivariate regression. There have also been approaches that do not require parallel data since they use a GMM adaptation technique [11] , eigen-voice GMM [12] , [13] or probabilistic integration model [14] . Other approaches based on statistical approaches have been proposed; Jian et al. [15] used canonical correlation analysis for the VC, and Takashima et al. [16] proposed a VC technique using exemplar-based NMF. However, most of the conventional research, including GMM-based approaches, relied on "shallow" voice conversion, in which a source speech was converted in the original feature space directly or in the shallow architecture with a few hidden layers. To capture the characteristics of the speech more precisely, it is necessary to have more hidden layers in the stack. An important method has been proposed by Desai et al. [17] based on Neural Networks (NN). The NN-based approach has another advantage in addition to having multiple hidden layers. In the GMM-based approaches, the conversion is achieved so as to maximize the conditional probability calculated from a joint probability of source speech and target speech, which is trained beforehand. On the other hand, NN-based approaches directly train the conditional probability which converts the feature vector of a source speaker to that of a target speaker. It is often reported that such a discriminative approach performs better than a generative approach, such as GMM, in speech recognition and synthesis as well as in VC [18] , [19] . Furthermore, the shape of the vocal tract is generally non-linear and compatible with NN, whose conversion function is also non-linear. For these reasons, NN-based approaches achieve relatively high performance if the training samples are carefully prepared [17] .
These approaches often suffer from over-smoothing or over-fitting problems. GMM-based approaches represent acoustic features using multiple Gaussian distributions, which are estimated by averaging observations with similar context descriptions in the training. Therefore, the outputs of the GMM distribute near the modes (means) of the Gaussians, which causes problems with over-smoothing. In the NN-based approaches, if the number of training data is not enough relative to the number of parameters, the model is over-fitted as it exaggerates small fluctuations in the unknown data.
In order to alleviate the over-smoothing effect in a GMM-based method, some methods have been proposed so far, such as the global variance model [20] , a minimizing-divergence model [21] , and post-filtering [22] . An exemplar-based VC system using NMF (non-negative matrix factorization) has also proposed to tackle the overCopyright c 2014 The Institute of Electronics, Information and Communication Engineers smoothing problems [16] , [23] . In this paper, we propose a new VC technique that copes with the over-fitting problems in NN-based approaches, using a combination of speakerdependent RBMs (restricted Boltzmann machines) [24] (or deep belief nets; DBN [25] ) and a concatenating NN. Our VC model is consequently based on the deep networks with multiple hidden layers to represent the distribution of the acoustic features such as MFCC in the output layer. An RBM is a bipartite undirected graphical model with a twolayer architecture, and a DBN stacks multiple RBMs, which can then be estimated layer-by-layer with a greedy unsupervised learning. It is reported that these two graphical models are better in representing the distribution of highdimensional observations with cross-dimension correlations than GMM in speech synthesis [26] and in speech recognition [27] . Since Hinton et al. introduced an effective training algorithm for the DBN in 2006 [25] , the use of deep learning rapidly spread in the field of signal processing, as well as in speech signal processing. An RBM (or DBN) has been used, for example, for hand-written character recognition [25] , 3-D object recognition [28] , machine transliteration [29] , and so on.
In our approach [30] , we first train two exclusive RBMs (or DBNs) for source and the target speakers to obtain the high-level spaces that capture abstractions for each speech. It can be considered that because the training data for the source speaker RBMs, for instance, includes various phonemes of the speaker, the networks try to capture the abstractions to maximally express the training data that have abundant speaker individuality information and less phonological information. Therefore, we can expect that it is easier to convert the feature vectors in these speakerindividuality-emphasized high-order spaces than the original spectrum-based space, alleviating the over-fitting or over-smoothing effect. Furthermore, in this paper we investigate the robustness of our approach to the various speaker pairs (male-to-female, female-to-female and male-to-male) and the various architectures by changing the number of layers and the number of units in each layer.
Similar works can be found in [31] and [32] . Wu et al. employed a conditional restricted Boltzmann machine (CRBM) to capture the linear and non-linear relationship between the source and the target features [31] . Chen et al. also used a RBM to model the joint spectral distribution instead of using the conventional joint density GMM [32] . Unlike these approaches, which are based on a joint model, our method trains two exclusive RBMs for each speaker, aiming to capture speaker-specific conversion-friendly features.
This paper presents the following: In Sect. 2, we explain our proposed voice conversion method combining speaker-dependent RBMs and a NN. We show our setup and experimental results in Sect. 3, comparing our approach with a conventional GMM-based method and an ordinary NN, and Sect. 4 is our conclusion.
Methodology
In our approach, a source speech is converted to the target one through the high-order space, expecting that such highorder representation makes the conversion easier than the original spectrum space. This paper investigates the voice conversion approach using restricted Boltzmann machines (RBMs) [24] or their stacked version (deep belief networks; DBNs), for capturing the latent representation. First we explain the VC technique using speaker-dependent RBMs in Sect. 2.1, and then VC with speaker-dependent DBNs as its extension in Sect. 2.3. Figure 1 shows a flow of our proposed method, where an input vector (spectrum or MFCC) of the source speaker (s) is converted to that of a target speaker (t) in the highorder space using RBMs. We prepare different RBMs for source speech and target speech (RBM s and RBM t , respectively) so as to capture the speaker-individuality information. All the RBMs are trained using only the corresponding speaker's training data. As shown in Fig. 1 , RBMs share the weights (tied-weights) between bottom-up and top-down. Given weight parameter matrices W s and W t for RBM s and RBM t , respectively, each bottom-up conversion (encoding) functions ζ s (z) and ζ t (z) can be represented by:
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where σ(z) indicates an arbitrary element-wise activate function. In this paper, we use a sigmoid function:
Similarly, given a high-order feature vector at the hidden layer, a top-down conversion (decoding) function ζ −1 i (z) that brings it back to the original (spectrum) space is given by: 
In our approach, the compact-represented input vector calculated using Eq. (1) is converted into the high-order target space using (L + 1) layers perceptron NN st (L is a small number; less than about 2). Once the weight parameters W (l) st (l = 1, 2, . . . , L) of NN st are estimated beforehand, an input vector can be converted to:
where
st z)) if we give 2 hidden layers.
Summarizing the above, a conversion function of our method from a source speech x to a target speech y is given by:
where W (l) denotes an element of a set of weight parameters W:
As Eq. (7) indicates, our conversion method is based on the composite function of multiple different non-linear functions. On the other hand, a conventional GMM-based approach with M Gaussian mixtures converts the source features x as
m are the weight, the corresponding mean vectors and the corresponding covariance matrices to the speaker of the m-th mixture, showing it to be an additive model of non-linear functions. Therefore, it is expected that our composite model has a richer expression than the conventional GMM-based method.
Training the networks
In order to train the whole VC network as shown in Fig. 1 , we carry out three-step training. First, we train RBMs for each speaker independently using non-parallel training data. Then, parallel data (x for the source speaker and y for the target speaker in Fig. 1 ) are fed to each of the RBMs and the obtained high-order features (x and y ) are used for the training of the concatenating NN (NN st ). Finally, the parameters of the network are fine-tuned using the acousitical parallel data (x and y).
An RBM is a bipartite undirected graphical model where there are no connections among visible units or hidden units, but there are bidirectional connections between visible units and hidden units [24] . In the literature of RBMs, the joint probability p(u, h) of binary-valued visible
T , v i ∈ {0, 1} and binary-valued hidden
T , h j ∈ {0, 1} is defined as:
where, W ∈ R I×J , b ∈ R I×1 , and c ∈ R J×1 are the weightparameter matrix between visible units and hidden units, a bias vector of visible units, and a bias vector of hidden units, respectively.
Since there are no connections between visible units or between hidden units, the conditional probabilities p(h|u) and p(u|h) form simple equations as follows:
where W : j and W i: denote the j-th column vector and the i-th row vector, respectively. Equations (16) and (17) show that each layer has a non-linear sigmoid function activation, in accord with Fig. 1 and Eqs.
(1) and (3). For parameter estimation, the log likelihood of visible units is used as an evaluation function. Differentiating partially with respect to each parameter, we obtain:
where, · data and · model indicate expectations of input data and the inner model, respectively. However, it is generally hard to compute the second term. Typically, expectation of the reconstructed data · recon computed by Eqs. (16) and (17) is alternatively used [25] . Using Eqs. (18), (19) and (20) , each parameter can be updated by stochastic gradient descent. After training two RBMs for source and target speakers, we train a converting-in-high-order-space NN st using parallel speeches {x n , y n } N n=1 of source/target speakers. Weight parameters of NN st are estimated so as to minimize the error between the output η st (ζ s (x n )) and the target vector ζ t (y n ) in a common way of NN. Finally, each parameter of each whole network (RBM s , RBM t and NN st ) is fine-tuned by back-propagation using the raw parallel data as described above.
The above-mentioned training technique can be applied to binary-valued training data, though acoustic features, such as MFCC, are generally real-valued. One approach to feeding real-valued data to the network is to use Gaussian-Bernoulli RBMs (GB-RBMs) [25] , replacing the energy function of the Bernoulli-Bernoulli RBM (BB-RBM) defined in Eq. (14) by
where σ ∈ R I×1 is a trainable parameter vector and the fraction bar denotes the element-wise division. This causes the conditional probability of visible units to become a normal distribution that ranges in a real domain like this:
which is different from Eq. (17). However, we could not achieve high performance with this approach in our experiments (Sect. 3.2) because the GB-RBM was not well suited to our task due to its limited representation ability. Therefore, in our approach, we first use a sigmoid function to give soft-binary values to the training data, then train the BB-RBMs, and finally de-binarize the outputs using an inverse of a sigmoid function defined as
Extension for deeper network
We can easily extend the VC network to be deeper by alternating the speaker-dependent RBMs with DBNs. By replacing the encoding function ζ i (z) and the decoding function ζ (−1) i (z) with:
where L is the number of layers for each DBN. In the training of DBNs, the hidden units of the current stack are regarded as visible units in the next layer. In other words, the hidden units computed as a conditional probability p(h|u) in Eq. (16) are fed into the following RBMs, and trained in the similar way. This procedure is repeated layer-by-layer until the highest layer is reached.
Experiments

Setup
We conducted voice conversion experiments using the ATR Japanese speech database [33] , comparing our method with the well-known GMM-based approach and conventional NN-based voice conversion. In order to evaluate our method under various conditions, we tested male-to-female (the speakers are identified with MMY and FTK, respectively), female-to-female (FKN and FTK) , and male-tomale (MMY and MHT) patterns.
As an input vector, 24-dimensional MFCC features were calculated from STRAIGHT spectra [34] using filtertheory [35] so as to decode the MFCC back to STRAIGHT spectra in the synthesis stage. For the GMM-based approach (64 mixtures), we further calculated delta (24 dimension) and delta-delta (24 dimension) features in a common way of GMM-based VC, and concatenated them as a super vector (totally 72 dimension).
The parallel data of the source/target speakers processed by Dynamic Programming were created from 216 word utterances in the dataset, and used for the training. Note that the parallel data were prepared for NN and GMM, and two speaker-wise RBMs were trained independently † using the separated data of the parallel data for each speaker (the amount of parallel training data and the training data for the RBMs is the same, respectively). We let the learning rate and the number of epochs in the gradient decent-based training of RBMs be 0.05 and 100, respectively. We tested various architectures of RBMs and NN in Sect. 3.3. For the objective test, 20 sentences (about 70 sec. long) were arbitrarily selected from the database. These sentences were not included in the training data.
For the objective evaluation, we used MCD, which measures how the converted vector is close to the target vector in the mel-cepstral space. The MCD is defined as below:
where c d and c d denote the d-th original target MFCC and the converted MFCC, respectively. The smaller the value of MCD is, the closer the converted spectra are to the target spectra. We calculated the MCD for each frame in the training data, and averaged them for the final evaluation.
BB-RBM vs. GB-RBM
In this section we compare the performances of a BernoulliBernoulli RBM (BB-RBM) and a Gaussian-Bernoulli RBM (GB-RBM) on the VC task just for our own reference. For the GB-RBM, the hyper-parameters did not change as in the case of BB-RBM except that the learning rate became 0.001. The partial gradient for the variance σ can be derived, as well as the other parameters; however the variance parameters are constrained to be positive and difficult to estimate in a normal way. Therefore, we take the common approach where the training data are first normalized to have a zero † However, in our approach, the parallel data were used in the fine-tuning step. mean and unit variance and those parameters are fixed as in many existing works [36] - [38] . In this preliminary experiment, we used "arc. 2", which is shown in Table 1 for both architectures and 10k training data. The averaged MCD obtained from the BB-RBM and the GB-RBM were 4.88 and 5.31, respectively, which means that the BB-RBM performed better than the GB-RBM. The joint probability density of a GB-RBM can be rewritten as a linear superposition of Gaussians and its representation is quite limited in that it only captures a parallelepiped distribution, as discussed in [39] . The acoustic features, MFCC, distribute with a non-parallelepiped shape and may not be captured by the GB-RBM. On the other hand, the softbinarized training data using a sigmoid function distribute like a Bernoulli distribution. Therefore, we obtained a better result when using the BB-RBM than the GB-RBM in our experiment. We use BB-RBMs in the following experiments.
Changing the architectures
NN-based methods
First we investigated how our approach works as the architecture of the VC network changes, comparing to the conventional NN-based VC with the same architecture.
In this preliminary experiment, we compared 7 type of architectures and change the number of layers and the number of nodes in each layer as listed in Table 1 . The values in Table 1 indicate the number of nodes from the source layer to the target layer, providing with the number of hidden layers and the number of parameters for each architecture. For our method in particular, the numbers are described like
[RBM (or DBN) for source -Concatenating NN -RBM (or DBN) for target].
Figure 2 compares averaged MCD obtained from each architecture. When we look at the relationship between the conversion performance and the number of parameters, the architectures with a large number of parameters do not necessarily perform well. For example, "arc. 1", which has the smallest number of parameters, outperformed "arc. 7", which has the largest number of parameters, for NN and our method. The number of hidden layers seems to be a more important factor than the parameters; i.e., whether the architecture is deep or shallow. Although we expected that the deeper architecture would perform better, as shown in Fig. 2 , the deeper architecture (such as "arc. 3" or "arc. 6") does not always provide better results than shallower architectures in our method, while the 6-layer architecture "arc. 3" performed best in the conventional NN approach. One reason for this is that the deeper architectures depend on DBNs that estimate the parameters as an undirected model only in the highest layer and the parameters as directed models in the other layers. Hence, some errors might occur when using the transposed weight matrix (as the undirected-model parameters in all layers) to the target speaker's acoustic features in the decoding stage. The best-performed architecture in our method was "arc. 2"; hence for all the remaining experiments reported in this paper, the four layer architecture "arc. 2" is used.
GMM-based method
We further investigated the GMM-based voice conversion to confirm the performance when we change the number of mixtures (8, 16, 32 , 64 and 128 mixtures). Just as we did in the preliminary experiment of the network-based methods, we compared the performances of these methods fixing the number of training data to 10,000. Figure 3 shows the voice conversion accuracies when using the GMM with various mixtures. As shown in the figure, the GMM with 64 mixtures performed best of all. Therefore, we used mixtures of 64 for GMM-based voice conversion in the evaluation experiments described in Sect. 3.4. 
Voice conversion evaluation
In this section, we evaluate our method comparing it with conventional GMM and NN using objective and subjective criteria for each pair of speakers, by changing the number of training frames. Figure 4 , Fig. 5 and Fig. 6 summarize the experimental results for the test data, comparing each method with respect to objective criteria for male-to-female, female-tofemale, and male-to-male voice conversion, respectively. As shown in these figures, our approach ("Our") outperformed both the conventional methods (GMM and NN) in every case. The reason for the improvement can be considered to be the result of the fact that our high-order conversion system (which makes use of RBMs) could capture and convert the abstractions of speaker individualities better than other methods. Especially our method works well when the number of the training data is small compared with the NN approach; the conventional method suffered from the results of over-fitting caused by a shortage of training data, whereas our model did not. The most interesting point is that in the case of male-to-male VC (Fig. 6) , both GMM and NN approaches are strongly influenced by the training data, and were over-fitted to particular frames in the training data, providing worse performance at N = 6k than at the smaller number of training frames. However, our model, which is based on the feature extraction in high-order latent spaces, obtained very stable result in that case (at N = 6k).
For the subjective evaluation, MOS (mean opinion score) listening tests were conducted, where 6 subjects listened to pairs of an original target speech (generated from analysis-by-synthesis) and the converted speeches for each method (our method, GMM and NN), and then selected how close the converted speech sounded to the original one in terms of speaker individuality on a 5-point scale (5: excellent, 4: good, 3: fair, 2: poor, 1: bad). Since we want to compare the accuracy of spectral conversion, we processed Dynamic Programming on each test sentence, converted only spectrum features, and synthesized converted speeches with the same pitches as the target speech. That would be helpful for the listeners to concentrate on the differences in the spectra. The results of the preference tests are shown in Fig. 7 . As shown in Fig. 7 , our approach performed better than the conventional GMM and NN methods in the subjective criterion as well. However, we could not find any significance between our method and GMM in terms of auditory sense when we look at the confidence intervals, though the figures show significant improvements to the conventional NN approach. This is considered to be due to discontinuous sound caused by the lack of dynamic features in our method. Our future work will include building an architecture that incorporates adjacent frames in a model.
Conclusions
In this paper, we presented a voice conversion technique using restricted Boltzmann machine (RBM) to generate the high-order eigen space of the speaker, where it captures the abstractions of speaker individuality. Our experimental results showed the efficacy of the proposed method, in comparison to a conventional GMM-based and NN-based approach. In the future, we would like to extend our model which does not require parallel data.
