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The problem of minimizing a functional, subject to differential constraints, non- 
differential constraints, initial constraints, and final constraints, is considered in 
connection with sequential gradient-restoration algorithms (SGRA) for optimal 
control problems. Both the primal formulation and the dual formulation are 
presented. Depending on whether the primal formulation is used or the dual for- 
mulation is used, one obtains a primal sequential gradient-restoration algorithm 
(PSGRA) or a dual sequential gradient-restoration algorithm (DSGRA). For the 
problem under consideration, it is found convenient o split the control vector into 
an independent control vector and a dependent control vector, the latter having the 
same dimension as the nondifferential constraint vector. This modilication enhances 
the computational efficiency of both the prima1 formulation and the dual for- 
mulation. The system of Lagrange multipliers associated with (i) the gradient phase 
of SGRA and (ii) the restoration phase of SGRA is examined. For each phase, it is 
shown that the Lagrange multipliers are endowed with a duality property: they 
minimize a special functional, quadratic in the multipliers, subject to the multiplier 
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differential equations and boundary conditions, for given state, control, and 
parameter. These duality properties have considerable computational implications: 
they allow one to reduce the auxiliary optimal control problems associated with (i) 
and (ii) to mathematical programming problems involving a finite number of 
parameters as unknowns. ‘c 1986 Academx Press, Inc. 
1. INTRODUCTION 
This is the second of two papers dealing with primaldual properties of 
sequential gradient-restoration algorithms for optimal control problems. 
Two problems are studied: (Pl) the basic problem, considered in Ref. [S]; 
and (P2) the general problem, considered here. In Problem (PI ), the 
minimization of a functional is considered, subject to differential con- 
straints and final constraints, the initial state being given; in Problem (P2), 
the minimization of a functional is considered, subject to differential con- 
straints, nondifferential constraints, initial constraints, and final constraints. 
Sequential gradient-restoration algorithms involve a sequence of 
two-phase cycles, each cycle including a gradient phase and a restoration 
phase. In a complete gradient-restoration cycle, the value of the functional 
is decreased, while the constraints are satisfied to a predetermined 
accuracy; in the gradient phase, the value of the augmented functional is 
decreased, while avoiding excessive constraint violation; in the restoration 
phase, the constraint error is decreased, while avoiding excessive change in 
the value of the functional. 
Depending on whether the primal formulation is used or the dual for- 
mulation is used, one obtains a primal sequential gradient-restoration 
algorithm (PSGRA) or a dual sequential gradient-restoration algorithm 
(DSGRA). This statement applies to both Problem (Pl) and Problem 
(P2). In this paper, special attention is focused on the dual formulation in 
connection with Problem (P2). 
For Problem (P2), it is found convenient to split the control vector into 
an independent control vector and a dependent control vector, the latter 
having the same dimension as the nondifferential constraint vector. This 
modification enhances the computational efficiency of both the primal for- 
mulation and the dual formulation. 
The basic property of the dual formulation is that the Lagrange mul- 
tipliers associated with the gradient phase and the restoration phase of 
SGRA minimize a special functional, quadratic in multipliers, subject to 
the multiplier differential equations and boundary conditions, for given 
state, control, and parameter. This duality property yields considerable 
computational benefits in that the auxiliary optimal control problems 
associated with the gradient phase and the restoration phase of SGRA can 
OPTIMAL CONTROL PROBLEMS 37 -_ 
be reduced to mathematical programming problems involving a finite num- 
ber of parameters as unknowns. 
Previous research. Previous research in the area of problems discussed 
in this paper can be found in Refs. [632]. Specifically, Refs. [6-81 discuss 
sequential gradient-restoration algorithms for optimal control problems. 
and Refs. [9-121 discuss combined gradient-restoration algorithms. 
Modified quasilinearization algorithms for optimal control problems are 
treated in Refs. [13315]. A basic ingredient of the algorithms presented in 
Refs. [6-151 is the method of particular solutions for solving linear. 
two-point boundary-value problems on a digital computer: this is discussed 
in Refs. [16-181. 
Concerning duality properties for mathematical programming problems 
and optimal control problems, see Refs. [ 19-251. Algorithmic duality for 
optimal control problems is discussed in Refs. [2632]. The present paper 
is an outgrowth of previous work by Miele and Wang, discussed in Refs. 
[17-321. 
Norations. Vector-matrix notation is used for conciseness. All vectors 
are column vectors. 
Let t denote the independent variable, and let -u(r), u(t), t$r ), n denote 
the dependent variables. The time t is a scalar; the state s(t) is an n-vector; 
the control I is an m-vector; the control c’(f) is a (‘-vector: and the 
parameter z is a p-vector. 
Let ./‘(.I-. U, L’, rr, t) denote a scalar function of the arguments .Y, U, L’, TC, I. 
The symbol ,f’, denotes the n-vector function whose components are the 
partial derivatives of the scalar function ,f with respect to the components 
of the vector s. Analogous definitions hold for the symbols J;,. .f; . .f,. 
Similar definitions are employed for the partial derivatives h,. h,, I:, , x, 
of the scalar functions h( s, 7c), g(x, 71). 
Let S(s. II, 1’. rr, t) denote a c-vector function of the arguments I’, u. I’. rc. 
t. The symbol S, denotes the ~2 x c matrix function whose elements are the 
partial derivatives of the components of the vector function S with respect 
to the components of the vector X. Analogous definitions hold for the sym- 
bols S,,. S, , S,. 
Similar definitions are employed for the partial derivatives 4,. d,, d,, 4,. 
(fj,, w,, $,, tin of the vector functions #(.Y, U, 11, 7~. t). (r)(?s, ;II), $(x, 71). 
The dot sign denotes derivative with respect to the time, that is, 1= 
ckla’t. The symbol T denotes transposition of vector or matrix. The sub- 
script 0 denotes the initial point, and the subscript 1 denotes the final 
point. 
The symbol N( JV) = J,~J’ denotes the quadratic norm of a vector ~1. 
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2. PROBLEM FORMULATION 
We consider three problems of optimal control, called Problems (Pl), 
(PlM), (P2) for easy identification. 
Problem (Pl ). Minimize the functional 
z= 1' f( x, 4 n, r) d+ c&o, ~111, (1) 
with respect to the n-vector state x(r), the m-vector control u(t), and the 
p-vector parameter n which satisfy the constraints 
i + (b(x, 24, 71, t) = 0, O<t<l, W 
( x)~ = given, (2b) 
L-ll/txv )1 I = 0. @cl 
In Eqs. ( 1 )-( 2), f is a scalar; g is a scalar; 4 is an n-vector; and II/ is a b-vec- 
tor, b 6 n. We assume that the first and second derivatives of the functions 
f, g, 4, + with respect to the vectors x, U, 7c exist and are continuous. We 
also assume that the n x b matrix +I has rank b at final point and that the 
constrained minimum exists. 
Problem (PlM). Minimize the functional 
z=Jb’n x, u, T r) d + CW, n)lo + C&3 x)1 I, (3) 
with respect to the n-vector state x(r), the m-vector control u(r), and the 
p-vector parameter 7c which satisfy the constraints 
i + &x, U, 7r, r) = 0, OGrgl, (44 
Cd4 ~)I0 = 0, t4b) 
CWG x)1 1 = 0. (4c) 
In Eqs. (3~(4), f is a scalar; h is a scalar; g is a scalar; 4 is an n-vector; o is 
an u-vector, a < n; and I) is a b-vector, b < n. We assume that the first and 
second derivatives of the functions f, h, g, 4, w, II/ with respect to the vec- 
tors x, U, A exist and are continuous. We also assume that the matrix CD, 
has rank a at the initial point, that the matrix I), has rank b at the final 
point, and that the constrained minimum exists. 
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Problem (P2). Minimize the functional 
with respect o the n-vector state x(t), the m-vector control u(r), the c-vec- 
tor control v(t), and the p-vector parameter n which satisfy the constraints 
i + 4(x, u, v, 7r, t) = 0, O<t<l, (6a) 
S(x, u, u, 7c, t) = 0, O<t<l, (6b) 
CM-G ~110 =0, (6~) 
Cll/(x, n)l I = 0. (6d) 
In Eqs. (5)-(6) fis a scalar; h is a scalar; g is a scalar; 4 is an n-vector; S is 
a c-vector; w is an a-vector, a <n; and I++ is a b-vector, b < n. We assume 
that the first and second derivatives of the functionsf, h, g, 4, S, o, II/ with 
respect to the vectors x, U, v, x exist and are continuous. We also assume 
that the n x c1 matrix CO, has rank a at the initial point, that the n x b matrix 
II/, has rank b at the final point, that the c x c matrix S, has rank c 
everywhere along the interval of integration, and that the constrained 
minimum exists. 
Remark 2.1. Problem (Pl M) is a modification of Problem (Pl ); it dif- 
fers from Problem (Pl) in two aspects: the initial conditions (4b) are 
general; and the performance index (3) includes a function of the initial 
conditions. 
Remark 2.2. Problem (P2) is a modification of Problem (PlM); it dif- 
fers from Problem (PlM) because of the inclusion of the nondifferential 
constraint (6b) to be satisfied everywhere along the interval of integration. 
Note that, for convenience, the control vector u(t) = [u’(t), u’(t)lT has 
been split into an independent control vector u(t) and a dependent control 
vector u(t). The function of the dependent control vector v(t) is to ensure 
that the nondifferential constraint (6b) is satisfied at every point of the 
interval of integration. 
Remark 2.3. Because Problem (P2) generalizes both Problem (PI) and 
Problem (PlM), we refer in the following sections only to Problem (P2). 
Indeed, Problem (P2) is a very general problem of optimal control. The 
following particular situations are either directly covered by Problem (P2) 
or can be brought into the format of Problem (P2) by means of simple 
transformations: (i) variable final time; (ii) general initial conditions; (iii) 
control equality constraints; (iv) state equality constraints; (v) 
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state-derivative equality constraints; (vi) control inequality constraints; 
(vii) state inequality constraints; (viii) state-derivative inequality con- 
straints; and (ix) Chebyshev minimax problems. 
3. OPTIMALITY CONDITIONS 
From calculus of variations, it is known that Problem (P2) is of the 
Bolza type. It can be recast as that of minimizing the augmented functional 
J=I+L, (7) 
subject to (6), where L denotes the Langrangian functional 
In Eq. (8), n(t) denotes an n-vector Lagrange multiplier, p(t) denotes a 
c-vector Lagrange multiplier, g denotes an u-vector Lagrange multiplier, 
and p denotes a b-vector Lagrange multiplier. 
The first-order optimality conditions for Problem (P2) take the form 
i-fy -tp,n-S,p=O, O<t<l, (94 
f,+d”~+s,P=o, O<r<l, @b) 
fL>++u~+svp=o, 06f61, (9c) 
i ‘(f,+~,n+S,p)df+(h,+o,~)o+(g,+~,~),=o, WI 0 
(-A+h, +o,a), =o, Pe) 
(A + gx + bLP)l = 0. Pf) 
Summarizing, we seek the functions x(r), u(t), o(t), rc and the multipliers 
n(t), p(t), IJ, p such that the feasibility equations (6) and the optimality 
conditions (9) are satisfied. 
Alternative form. Under the assumption that the matrix S, is non- 
singular, Eq. (SC) yields the following solution for the Lagrange multiplier 
p associated with the nondifferential constraint (6b): 
p = -S,‘(f, + @,A), O<t<l. (10) 
As a consequence, the optimality conditions (9) can be rewritten in the 
following alternative form: 
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Here, F,, F,, F, denote the vectors 
F, = fx - S,S;‘f,, 
F,, =f, - S,S,‘f,, 
F,, = fn - S,S, ‘fL.7 
and @,, @,, @,, denote the matrices 
@r = 4.x - S.J, ‘dl.5 
@, = fp, - SJ, ‘A, 
CD, = 4, - S,S;‘$h,. 
27 
(lla) 
(lib) 
(llc) 
(1 Id) 
ille) 
Summarizing, we seek the functions x(t), u(t), u(t), n and the multipliers 
1(t), ~7, p such that the feasibility equations (6) and the optimality con- 
ditions (11) are satisfied. After Eqs. (6) and (11) are solved, p(t) is com- 
puted with (10). 
Performance indexes. The form of Eqs. (6), (9) or Eqs. (6), ( 11) 
suggests that the following performance indexes are useful in com- 
putational work: 
P=j~N(.C+~)df+j:N(S)dt+N(w),+N(~),, il4a) 
Q=Jb~N(“-f*-~.,-S,y)dl+!biN(fUtm.n+S,.p,dt 
+ I;N(f,,+(,I+S,p)df+N[S: (f,+4d+s,~)df 
0 
409/119/l-2-3 
28 
or 
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P=l‘dN(~+odr+~lN(S)dc+N(o),+N(S),, 
0 
Q = j-; N(i - F.y - @,A) dt + 1; N(F, + @,A) dt 
1; (F, +@J)dr+(k +w,a)o +(sn +IcI,sL), 1 
(154 
+ N( -A+ Ax + %fJ)o + Nil + g, + kP), . (15b) 
Equations (14) must be used if the optimality conditions are written in the 
form (9), and Eqs. (15) must be used if the optimality conditions are writ- 
ten in the form (11). 
In Eqs. (14) and (15), P denotes the error in the constraints and Q the 
error in the optimality conditions. Therefore, numerical convergence can be 
characterized by the relations 
(16a? 
(16b) 
where E ,, e2 are preselected, small, positive numbers. 
Remark 3.1. In the following sections, we refer to the form (5t(6) of 
Problem (P2). We make use of the optimality conditions in the alternative 
form (11). Also, we make use of the performance indexes P, Q in the form 
(15); and we employ the relations (16) to characterize numerical con- 
vergence on a digital computer. 
4. GRADIENT PHASE, PRIMAL FORMULATION 
The gradient phase of the sequential gradient-restoration algorithm 
involves a single iteration and is designed to decrease the augmented 
functional, while avoiding excessive contraint violation. The gradient 
iteration is started whenever Ineq. (16a) is satisfied. 
Let x(t), u(t), u(r), rc denote the nominal functions. Let Z(t), C(t), 17(t), ii
denote the varied functions. Let Ax(t), Au(t), Au(t), An denote the dis- 
placements leading from the nominal functions to the varied functions. By 
definition, the following relations hold: 
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a(t)=X(t)+Ax(f), (17a) 
fi(t)=u(t)+Au(t). (17b) 
iT(r)=o(r)+Af~(r), (17c) 
77=7c+dlf. (17d) 
The displacements Lx(t), du( t), do(t), Ax are computed by solving the 
following auxiliary minimization problem. 
Problem (GP). Minimize the first variation of the functional (5), with 
respect to the vectors Ax(t), du( t), do(t), Ax which satisfy the linearized 
form of the constraints (6) plus a quadratic isoperimetric constraint 
imposed on the vectors Au(r), Ax, As(O). Therefore, we minimize the 
functional 
-’ I,, = 
! 
(ff As + f; 
0 
‘Au+./-; Ac+,f‘;An)dr 
+(h.~Ax+h~An),+(gTds+g,rAn),, (181 
with respect to the vectors Ax(t), Au(t), Au(r), 47~ which satisfy the con 
straints 
A.~+~~A.u+~,TAu+~~Ao+~~A~=O, O<t<l. (19a 
S~,7Ax+S,7Au+S,fAv+S~A~=O, O<t<l. (19b 
and 
(~;Ax+cD,~~T)~, =O, (19cl 
($~~A.x+$,TA~), =O, (19dI 
I 
I 
AurAudf+A~rA~+(A.~rA.~)O-const=O. (20) 
0 
Alternative form. Under the assumption that the matrix S, is non- 
singular, Eq. (19b) yields the following solution for the dependent control 
displacement: 
AC= -(S,-‘)T(S;A,~+S,7‘Au+S;A~), O<t<l. (21) 
As a consequence, upon eliminating Au from Eqs. ( 18)-( 19) and upon 
recalling the definitions (12~(13), Problem (GP) is reformulated as 
follows: Minimize the functional 
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I,,=j’(FfAx+F~Au+F,rAn)dt+(hfAx+h:A7& 
0 
+(g.:Ax+g:An)l, (22) 
with respect o the vectors Ax(t), Au(t), An which satisfy the constraints 
Ai+@~~Ax+@,TAu+@,rArc=O, O<t<l, (23a) 
(o;dx+w,TA~& =O, Pb) 
W:Ax+$,TAd, =O, (23~) 
and 
I 
1 
AurAudt+A~rA~+(AxrAx)O -const=O. (24) 
0 
Let A(t) denote an n-vector Lagrange multiplier, d an a-vector Lagrange 
multiplier, p a b-vector Lagrange multiplier, and 1/2cr a scalar Lagrange 
multiplier. Then, the first-order optimality conditions for Problem (GP) 
take the form 
I ’ (F, + @,A) dt + (h, + o,u)~ + (g, + $,p), + An/a = 0, (25~) 0 
( -A + h, + w,o + Ax/cc)~ = 0, (25d) 
tn+g, +11/,/J)1 =o. We) 
Summarizing, we seek the functions Ax(t), Au(t), A7c and the multipliers 
n(t), c, ,u, 1/2cr such that the feasibility equations (23~(24) and the 
optimality conditions (25) are satisfied. After Eqs. (23)-(25) are solved, 
do(t) is obtained with (21). 
Next, we introduce variations per unit stepsize A(t), B(r), D(t), C 
defined by 
Ax(t)=aA(t), 
Au(t) = clB( t), 
Au(t)=&(t), 
An = UC. 
(264 
(26b) 
(26~) 
Wd) 
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We note that, except for a multiplicative constant, the stepsize c1 is inversely 
proportional to the scalar Lagrange multiplier of the isoperimetric con- 
straint (24). 
In the light of (26) the dependent control displacement (21) becomes 
D= -(s,‘)~(s.~A+s~B+s~c), O<r<l. (27) 
In addition, the feasibility equations (23)-(24) and the optimality con- 
ditions (25) are rewritten as follows: 
~+@.;A+@;B+@;C=~, O<t<l, (28a 
(co;A + o:C), = 0, (28b 
($:A + $,‘C,, = 0, (28~ 
and 
cz’Q - const = 0, Pa 1 
(29b 
and 
li-F,-@.l=O, O<t<l, ( 30a 
F,+@J+B=O, O<t<l, (30b 
i ‘(F,+~,l)dt+(h,+O,~)O+(grr+~n~), +c=o, (3Oc 
-0 
( -A + h, + w,o + A), = 0, (30d 
(2+&L +$,p), =o. (30e 
While the system (28t(30) is nonlinear, the nonlinearities are contained 
only in Eqs. (29). This being the case, it is computationally convenient to 
subdivide the system (28)-(30) into two subsystems: the primary subsystem 
(28), (30) and the secondary subsystem (29). 
The primary subsystem (28), (30) is linear in the functions A(t), B(r), C 
and the multipliers A(t), CI, .D(; it can be solved with the method of particular 
solutions (Refs. [ 16183). After Eqs. (28), (30) are solved, D(t) is com- 
puted with (27). The secondary subsystem (29) merely establishes a 
relationship between the isoperimetric constant and the stepsize OZ. 
In theory, one could employ the secondary subsystem (29) in order to 
32 MIELE AND WANG 
compute the stepsize CI corresponding to a prescribed value of the 
isoperimetric onstant. In practice, there exist no reasonable way of assign- 
ing values to the isoperimetric constant. This is why it is computationally 
advisable to bypass Eqs. (29) and determine the stepsize GI by a one-dimen- 
sional search on the augmented functional (see Sect. 10 for details). 
5. GRADIENT PHASE, DUAL FORMULATION 
Let B(t), C denote the vectors defined by Eqs. (30b), (30~). Let E denote 
the vector defined by 
(A), =& (31) 
in combination with (30d). It is interesting to note that the vectors A(t), c, 
p, and B(t), C, E can also be obtained by solving the following auxiliary 
minimization problem. 
Problem (GD). Minimize the functional 
I CD = (1/2) 
i 
j; BrBdt+CTC+ETE , 
I 
(32) 
with respect to the vectors A(t), 0, p and B(r), C, E which satisfy the con- 
straints 
j - I;1, - @,A = 0, Ogr<1, Wa) 
F,, +@,I+ B=O, O<t<l, (33b 
s k+@,Wt+(ht +w~)o+(g, +$lrp), +C=O, (33c 0 
(-i+h, +o,o), +E=O, (33d 
(A+& +Ic/.s)1 =o. WeI 
Let A,(r) denote an n-vector Lagrange multiplier, B,(t j an m-vector 
Lagrange multiplier, C, a p-vector Lagrange multiplier, E, an n-vector 
Lagrange multiplier, and F, an n-vector Lagrange multiplier. Then, the 
first-order optimality conditions for Problem (GD) take the form 
k, + @.‘A, + @‘,TB, + @;C, = 0, O<t<l, (344 
B-B, =O, O<t<l, Wb) 
(w.:E, + 4C, lo = 0, (34cj 
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(II/.:F, +$:C,)I =a 
c-c, =o. 
E-E, =O, 
(A,-E,)o =O, 
(/I-F,), =O. 
(34d) 
(34el 
(34f) 
(34g) 
(34h) 
Let the following substitutions be employed: 
A*(f)=A(f), O<t<l, (35a) 
B*(f)=B(f). O<t<l, (35b) 
c, =c, (35c) 
E, = A(O), (35d) 
F, =,4(t). (35e) 
Then, one can readily verify that the feasibility equations and the 
optimality conditions of Problem (GD) reduce to the optimality conditions 
and the feasibility equations of Problem (GP). Clearly, after the transfor- 
mation (35) is applied, the solution of Problem (GD) yields the solution of 
Problem (GP) and vice versa. This means that the multipliers 1(t), Q, p 
associated with the gradient phase of SGRA are endowed with a duality 
property: They also minimize the quadratic functional (32), subject to (33 ). 
for given state, control, and parameter. 
6. GRADIENT-PHASE. COMPUTATIONAL IMPLICATIONS OF THE DUAL 
FORMULATION 
In this section, we exploit the previously established uality property and 
show that the execution of a gradient iteration can be reduced to solving a 
mathematical programming problem involving a finite number of 
parameters as unknowns. Hence, the algorithmic efficiency of the gradient 
phase of SGRA can be enhanced. 
First, we consider Eqs. (33a) and (33e). We observe that, if p is assigned. 
n( 1) can be computed with (33e) and A(I) can be computed by backward 
integration of (33a). Next, we execute b + 1 backward integrations, using 
Eqs. (33a) and (33e) in combination with the following choices for the mul- 
tiplier p: 
p, =6 I? p2 =b z,..., p,, = 6,. (%a) 
phfl =O. (36b) 
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In (36a), 6,) 6, ,..., Bb denote the vectors corresponding to the columns of 
the identity matrix of order b; in (36b), 0 denotes the null vector of dimen- 
sion b. 
Let A,(t), ~2(~),..., &,(t), &+ ,(t) denote the particular solutions of 
Eqs. (33a) and (33e), corresponding to the choices (36) for the multiplier p. 
Let ,ii denote the b x (b + 1) matrix4 
$= bl? 112~3 pb, pb+ll; 
let x(t) denote the n x (b + 1) matrix 
(374 
I([, = Cn,tth n,(r)~-., nb(t), 1b+ ltt)l; 
and let k denote the (b + 1)-vector 
k=[k,,k,,...,k,,k,+,lT. (37c) 
If the method of particular solution is employed (Refs. [l&18]), the 
general solution of Eqs. (33a) and (33e) can be written in the form 
,u=fik (384 
l(t) = &)k, Wb) 
with the following understanding: the components of vector k must satisfy 
the normalization condition 
UTk = 1, (3% 
where 
U=[l, I,..., 1, 11’ Wb) 
denotes the (b + 1)-vector whose components are all equal to one. 
Next, we combine Eqs. (33b), (33c), (33d) with Eqs. (38) and obtain the 
relations 
B = -F, - @,;zk, O<t<l, (4Oa) 
i“ F,dt+(h,),+(g,), - ’ @,~dt+(W,P k-(wA,a, (40b) 
0 1 D 0 1 
E= - @,I, + (x)ok - (a.x)ofl. (4Oc) 
These relations show that B(t), C, E depend only on the parameters k, CT. 
4 Clearly, fi = [I, 01, where I denotes the identity matrix of order b and 0 denotes the null 
vector of dimension b. 
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Finally, upon combining (32) and (40) we obtain the following 
quadratic function of k, 0: 
I GD=(1/2)k~M,k+(1/2)aTMZa+k=~,a+N:k+N,Ta+(1/2)L. (41) 
Here, the matrices M,, MI, M3, the vectors N, . N?, and the scalar f. are 
known. They are defined by 
M, = ii *’ @?m + (IcI,,),P r (w,), - (XTto.,)o, 0 1 
[J *’ 
r -1 
N, = @,Xdr+ (lfbn),jYi 1 [J F,dt+ t&r), + (g,), 0 0 1 
+ i’ (~,,,x)r~,, dt- (x~hh,)o~ (42d) 
Jo 
N,=(u,',o j'F,d~+(Uo+k,), F 1  (w:k)o. (42e) 0 
j'F,d~+v,),+kA r I I [i F  d[  (hr)o + (g,), 0 0 1 
+ j’ F:Fu dt f (hfh.,)O. (4X) 
0 
Because of the duality property, the parameters k, CJ can be obtained by 
minimizing (41), subject to (39a). Clearly, this auxiliary minimization 
problem is a mathematical programming problem. 
Let /I denote a scalar Lagrange multiplier associated with the constraint 
(39a). Let FGD denote the augmented function 
F GD=(1/2)k~Mlk+(1/2)(5r‘M,.+krM3~+Nfk 
+N;~+(1/2)1,+p(U%-1). (43) 
With this understanding, the first-order optimality conditions of the 
auxiliary minimization problem take the form 
(FG,,)~ = 0, (FcmL, = 0. (44) 
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Hence, the values of k, (T, b are determined by solving the following linear 
algebraic system: 
M,k+M,a+ Ufl+N, =O, (45a) 
M,Tk+M,a+N, =O, (45b) 
Urk - 1 = 0, (45c) 
whose dimension is a + b + 2. Once k, 0, /I are known, the multipliers p 
and A.(t) are determined with Eqs. (38). Then, B(t), C, E are obtained with 
Eqs. (33b), (33c), (33d). Finally, A(t) is determined by forward integration 
of (28a), subject to (31), and D(r) is determined with (27). 
We note that, except for the determination of the stepsize, the gradient 
iteration is completed. The stepsize c1 can be determined by a one-dimen- 
sional search on the augmented functional (see Sect. 10 for details). 
7. RESTORATION PHASE, PRIMAL FORMULATION 
The restoration phase of the sequential gradient-restoration algorithm 
involves one or more iterations and is designed to force constraint satisfac- 
tion to a predetermined accuracy. The restoration phase is terminated 
whenever Ineq. (16a) is satisfied. 
Each restorative iteration is started with nominal functions x(t), u(t), 
o(t), rc violating at least one of Eqs. (6), thereby violating Ineq. (16a). It 
leads from the nominal functions x(r), u(t), v(t), rc to the varied functions 
Z(t), ii(t), i?(t), 7? through the displacements Ax(r), Au(r), Au(r), An. By 
definition, 
it(r) = x(r) + Ax(r), (46a) 
ii(r)=u(r)+Au(r), (46b) 
C(r)=v(r)+Au(r), (46~) 
ji=n+An. (46d) 
The displacements Ax(r), Au(r), Au(r), Ax are computed by solving the 
following auxiliary minimization problem. 
Problem (RP). Minimize the norm squared of the vectors Au(r), Ax, 
Ax(O), with respect to the vectors Ax(r), Au(r), Av( t), An which satisfy the 
linearized form of the constraints (6). Therefore, we minimize the 
functional 
uTAudr+AnrA~+(AxTAx),, , 1 (47) 
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with respect to the vectors Ax(t), du(r), do(t ), An which satisfy the con- 
straints 
An+~r’Ax+~~Au+~,TAv+~,Td7~+r(.~+~)=O, O,<t<l, (48a) 
Sy Ax + S,T‘ Au + Sf’ AL’ + S: An + ~6 = 0, OdfGl. (48b 
(o~~d.l~+0,7A~+xo)o=O, (48~ 
(tjfA.u+tj; ATT+c($), =O. (48d 
The symbol c( in (47)-(48) denotes the restoration stepsize, 0 <r 6 1. 
Alternatit~e form. Under the assumption that the matrix S,. is non- 
singular, Eq. (48b) yields the following solution for the dependent control 
displacement: 
AC= -(S,‘)T(S;IA.~++~A~+S~A~+rS), O<fQl. (49) 
Let the following definition be introduced: 
~=(l-(S,:‘(bJTS. (50) 
As a consequence, upon eliminating Au from Eqs. (48) and upon recalling 
the definitions (13), Problem (RP) is reformulated as follows: Minimize the 
functional 
IRP =(lP) j’ A 
[ 
~~~dudr+drcTdn+(ds~ds)” ) 
1 
(51) 
with respect o the vectors Ax(r), Au(t), An which satisfy the constraints 
At+@; A.u+@;~Au+@; A~~+ci(.t+d+=O. 06td 1, (52a) 
(o~A.u+o,rAn+cto), =O. (52b) 
(II/;As+$;A7c+~t,b), =O. (522) 
Let n(t) denote an n-vector Lagrange multiplier, g an u-vector Lagrange 
multiplier, and p a b-vector Lagrange multiplier. Then, the first-order 
optimality conditions for Problem (RP) take the form 
14,&O, Odf6 I, (53a) 
@,,/I + Au/cc = 0, O<t< I. (5%) 
s I @,A. dr + (w,cT),, + ($,p), + An/cr = 0, 0 (53c) 
(--i,+~~cr+A.x/~~)~ =O, (53d) 
(i+hp), =o. (532) 
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Summarizing, we seek the functions Ax(t), Au(t), An and the multipliers 
n(t), 6, p such that the feasibity equations (52) and the optimality con- 
ditions (53) are satisfied. After Eqs. (52)-(53) are solved, Au(t) is obtained 
with (49). 
Next, we introduce variations per unit stepsize A(t), B(t), D(t), C 
defined by 
Ax(t) = cd(t), (54a) 
Au(t)=aB(t), (54b) 
Av( t) = crD( t), (54c) 
A7c = aC. (54d) 
In the light of (54), the dependent control displacement (49) becomes 
D = - (S, ’ ) ‘( S-;/l + S;B + S;C + S), O<t<l. (55) 
In addition, the feasibility equations (52) and the optimality conditions 
(53) are rewritten as follows: 
k+~,TA+~UTB+~PfC+(a+~)=O, O<tgl, (56a) 
(o:~A+o,Tc+w)o =o, (56b) 
w~+w+~h =o, (56~) 
and 
A-@,/l=O, O<t<l, 
@,A+ B=O, O<t<l, 
s I @,A df f (w,o)o + (l),p)L + c=o, 0 
( --++o,a+A), =o, 
(A + vkvP)I =a 
(57a) 
(57b) 
(57c) 
(57d) 
(57e) 
It must be noted that the system (56k(57) is linear in the functions A(t), 
B(t), C and the multipliers L(t), 0, p; it can be solved with the method of 
particular solutions (Refs. [ 16183). After Eqs. (56)-( 57) are solved, D(t) 
is determined with (55). The stepsize tl is determined by means of a 
one-dimensional search on the constraint error (see Sect. 10 for details). 
OPTIMAL CONTROLPROBLEMS 39 
8. RESTORATION PHASE, DUAL FORMULATION 
Let B(t), C denote the vectors defined by Eqs. (57b). (57~). Let E denote 
the vector defined by 
(A), = -6 (58) 
in combination with (57d). It is interesting to note that the vectors A(r). c. 
p and B(t), C, E can also be obtained by solving the following auxiliary 
minimization problem. 
Problem (RD). Minimize the functional 
I RD=(1/2) ~‘B=Bdt+C=C+E’E 
[ 0 I 
[I 
1 
- I=(i+ 6) dt + (aTw)ch + (~‘I,G), 
0 1 , (59 
with respect o the vectors A(t), 0, p and B(t), C, E which satisfy the con 
strain& 
A-@.,A =o, O<r<l, 
GUI. + B = 0, O<t<l, 
s ‘@xi.dt+(o,a)o+($,p), +C=O, 0 
(60a 
(60b 
(60~ 
(--E.+w,a), + E=O. 
(n+kkp), =o. 
(60d) 
(60e 1 
Let A,(r) denote an n-vector Lagrange multiplier, B,(t) an m-vector 
Lagrange multiplier, C, a p-vector Lagrange multiplier, E, an n-vector 
Lagrange multiplier, and F, an n-vector Lagrange multiplier. Then, the 
first-order optimality conditions for Problem (RD) take the form 
k, +@:A, +@,TB, +@$C* +(i++)=O, Odf<l, (61a) 
B-B, =0, O<t<l, (61b) 
(o.:E, + o,rC, + co)<) = 0. (61~ 
(W, + Il/,‘c* + $1, =a (61d 
c-c, =o, (61e 
E-E, =O, (610 
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(A* -E*), =o, (W 
(A, -F*), =o. (6lh) 
Let the following substitutions be employed: 
A*(t) = A(f), Ogtg1, VW 
B*(t) = B(t), Ogtg 1, (62b) 
c, =c, (62~) 
E, = A(O), (62d) 
F, =A(l). (62e) 
Then, one can readily verify that the feasibility equations and the 
optimality conditions of Problem (RD) reduce to the optimality conditions 
and the feasibility equations of Problem (RP). Clearly, after the transfor- 
mation (62) is applied, the solution of Problem (RD) yields the solution of 
Problem (RP) and vice versa. This means that the multipliers 1(t), 0, p 
associated with the restoration phase of SGRA are endowed with a duality 
property: They also minimize the quadratic functional (59), subject to (60), 
for given state, control, and parameter. 
9. RESTORATION PHASE, COMPUTATIONAL IMPLICATIONS OF THE DUAL 
FORMULATION 
In this section, we exploit the previously established uality property and 
show that the execution of a restorative iteration can be reduced to solving 
a mathematical programming problem involving a finite number of 
parameters as unknowns. Hence, the algorithmic efficiency of the 
restoration phase of SGRA can be enhanced. 
First, we consider Eqs. (60a) and (60e). We observe that, if p is assigned, 
II( 1) can be computed with (60e) and 1(t) can be computed by backward 
integration of (60a). Next, we execute b backward integrations, using Eqs. 
(60a) and (60e) in combination with the following choices for the mul- 
tiplier p: 
PI =61, p2 = 82,..., pb = 8b. (63) 
In (63), a,, d2,..., 6b denote the vectors corresponding to the columns of the 
identity matrix of order 6. 
Let A,(t), A,(t),..., n,(t) denote the solutions of Eqs. (60a) and (60e), 
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corresponding to the choices (63) for the multiplier ~1. Let J denote the 
b x b matrix’ 
J = CP1, p2,..., p/J; (64a) 
let XC t) denote the n x b matrix 
I(r) = [At(r), i2(1),..., n,(t)]; (64b) 
and let k denote the b-vector 
k = [k, , k2 ,..., kh] ‘. (64~) 
If the method of complementary functions is employed, the general solution 
of Eqs. (60a) and (60e) can be written in the form 
p=jk (65a) 
I(t) = ;ic r)k. (6%) 
Next, we combine Eqs. (60b), (~OC), (60d) with Eqs. (65) and obtain the 
relations 
B= - @,;ik, O<rtl, (66a) 
c= - 
LJ 
-’ c&kit + (~)~),ji k- ((u,h,c, (Mb) 
0 1 
E= (X),k - (o,)~c. (66C) 
These relations show that B(t), C, E depend only on the parameters k, o. 
Finally, upon combining (59) and (66). we obtain the following 
quadratic function of k, o: 
I Rn=(1/2)kr’M,k+(1/2)arM,.+kTM1.+N~k+N;a. (671 
Here, the matrices M,, M2, M3 and the vectors N,, N2 are known. They 
are defined by 
M, = j’ (@,X)‘(@,X) dt+ (X’;s), 
0 
1 7 (68a 
M: = b+, + ~&Jo, (68b) 
5 Clearly, b = I. where I denotes the identity matrix of order h. 
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N, = - J‘ k(+t+ciqdl-(pT$),, 0 
Nz = - (w)o. 
Because of the duality property, the parameters k, (T can be obtained by 
minimizing (67). Clearly, this auxiliary minimization problem is a 
mathematical programming problem, whose first-order optimality con- 
ditions take the form 
Hence, the values of k, CJ are determined by solving the following linear 
algebraic system: 
M,k+M3a+N, =O, (7W 
M;k+M,a+ N, =O, (7Ob) 
whose dimension is a + 6. Once k, 0 are known, the multipliers p and A(t) 
are determined with Eqs. (65). Then, B(t), C, E are obtained with 
Eqs. (60b), (~OC), (60d). Finally, A(t) is determined by forward integration 
of (56a), subject to (58), and D(t) is determined with (55). 
We note that, except for the determination of the stepsize, the restorative 
iteration is completed. The stepsize CI can be determined by a one-dimen- 
sional search on the constraint error (see Sect. 10 for details). 
10. DUAL SEQUENTIAL GRADIENT-RESTORATION ALGORITHM 
The sequential gradient-restoration algorithm involves a sequence of 
two-phase cycles, each cycle including a gradient phase and a restoration 
phase. In a complete gradient-restoration cycle, the value of the functional 
is decreased, while the constraints are satisfied to a predetermined 
accuracy; in the gradient phase, the value of the augmented functional is 
decreased, while avoiding excessive constraint violation; in the restoration 
phase, the constraint error is decreased, while avoiding excessive change in 
the value of the functional. 
It must be noted that, while the gradient phase involves a single 
iteration, the restoration phase might involve several iterations. The 
decision of whether to execute a gradient iteration or a restorative iteration 
is based on the measurement of a single scalar quantity, the constraint 
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error P, given by Eq. (15a). If the constraint error satisfies Ineq. (16a), a 
gradient iteration is executed; if the constraint error violates Ineq. (16a), a 
restorative iteration is executed. 
For both gradient iterations and restorative iterations, the following ter- 
minology is employed: x(t), u(t), u(t), rr denote the nominal functions: a( t ). 
c(t), t?(t), 77 denote the varied functions; Ax(t), Au(l), do(t), dn denote the 
perturbations leading from the nominal functions to the varied functions; 
and A(t), B(t), o(t), C denote the perturbations per unit stepsize K Then, 
the following relations hold: 
.~(t)=.~(t)+Ax(t)=.u(t)+ctA(r), (71a) 
17(t)=u(t)+Au(t)=u(r)+aB(t), (71b) 
qt)=u(r)+Au(r)= v(t)+xLqr). (71C) 
ii=7c+A~=7c+c1C. (7ld) 
Thus, each iteration involves the following operations: (i) the deter- 
mination of the functions A(t), B(t), D(t), C; and (ii ) the determination of 
the stepsize CL 
Depending on whether the primal formulation is used or the dual for- 
mulation is used, one obtains a primal sequential gradient-restoration 
algorithm (PSGRA) or a dual sequential gradient-restoration algorithm 
(DSGRA). Since PSGRA has been discussed in Refs. [6-S], we restrict our 
attention to DSGRA. 
Gradient iteration. Its objective is to reduce the augmented functional J. 
while the constraints are satisfied to first order. 
Step 1. Assume nominal functions x(t), u(t), c(t), rr which satisfy 
the constraints (6) within the predetermined accuracy (16a). 
Step 2. For the nominal functions, compute the vectors F.,, F,, F, 
and the matrices @,, @,, @, along the interval of integration; compute the 
vectors h,, k, and the matrices o,, o, at the initial point; compute the vec- 
tors g,, g, and the matrices $,, en at the final point. 
Step 3. Execute b + 1 backward integrations of the multiplier 
equations, using (33a) and (33e) in combination with the choices (36) for 
the multiplier p. Determine the particular solutions i,(t), AZ(l),..., i,(t). 
A,,+ ,(t). Determine the matrices fi and X(t), given by (37a) and (37b ). 
Step 4. Using the matrices p and x(t) of Step 3, compute the 
matrices M,, MI, M3, the vectors Iv,, N,, and the scalar L, given by Eqs. 
(42). Determine the vectors k, o and the scalar p by solving the linear 
algebraic system (45). 
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Step 5. With the vector k known, compute the multipliers p and 
,4(t) using Eqs. (38). Alternatively, compute the multiplier ~1 wth (38a) and 
the multiplier J(t) by backward integration of the multiplier equations, 
using (33a) and (33e) in combination with (38a). 
Step 6. Determine the independent control change per unit step- 
size B(t) and the parameter change per unit stepsize C using (33b), (33~). 
Determine the initial state change per unit stepsize A(0) using (33d) and 
(31). Determine the state change per unit stepsize A(t) by forward 
integration of (28a), subject to (31). Determine the dependent control 
change per unit stepsize D(t) using (27). 
Step 7. With the functions A(r), B(r), o(t), C known, the 
one-parameter family of varied functions (71) can be formed. For this 
family, the functionals 1, J, P take the following form: 
f= l(a), J= J(a), P = P(a). (72) 
Then, the stepsize GI is computed by a one-dimensional search on the 
function J(U) until the following relations are satisfied: 
S(a) <T(O), VW 
B(a)6 P,, (73b) 
where P, is a preselected number, not necessarily small. 
The simplest way of ensuring satisfaction of (73) is to employ a bisection 
process, starting from the reference stepsize tl = ~1~. In turn, the reference 
stepsize a0 can be obtained by the combination of a scanning process and a 
cubic interpolation process. With the scanning process, one brackets the 
minimum point of the function J(a). With the cubic interpolation process, 
either single-step or multi-step, one obtains an approximation to the 
reference stepsize ao. This is the stepsize which yields the minimum of the 
cubic approximation to J(U). 
The details of the one-dimensional search can be found in Refs. 68 and 
related publications. They are omitted here, for the sake of brevity. 
Step 8. Once the stepsize a is known, compute the varied 
functions Z(t), ii(t), u’(t), it with Eqs. (71). In this way, the gradient 
iteration is completed. 
Restorative iteration. Its objective is to reduce the constraint error P, 
while the constraints are satisfied to first order and the norm squared of the 
vectors Au(t), An, Ax(O) is minimized. 
Step 1. Assume nominal functions x(t), u(t), u(t), 7~ which violate 
at least one of the constraints (6). 
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Step 2. For the nominal functions, compute the vector .t + 6 and 
the matrices @,, @,, on along the interval of integration; compute the vec- 
tor w and the matrices w,, o, at the initial point: compute the vector $ 
and the matrices I++~, $, at the final point. 
Step 3. Execute h backward integrations of the multiplier 
equations, using (60a) and (60e) in combination with the choices (63) for 
the multiplier p. Determine the complementary solutions L,(r), A:(I),.... 
l,,(t). Determine the matrices fi and x(t), given by (64a) and (64b). 
Step 4. Using the matrices fi and I(r) of Step 3, compute the 
matrices M,, MT, Mj and the vectors N,, N,, given by Eqs. (68). Deter- 
mine the vectors k, g by solving the linear algebraic system (70). 
Srep 5. With the vector k known, compute the multipliers p and 
jV( t) using Eqs. (65). Alternatively, compute the multiplier 1~ with (65a) and 
the multiplier J.(t) by backward integration of the multiplier equations, 
using (60a) and (60e) in combination with (65a). 
Srep 6. Determine the independent control change per unit step- 
size B(t) and the parameter change per unit stepsize C using (60b), (60~). 
Determine the initial state change per unit stepsize A(0) using f 60d) and 
(58). Determine the state change per unit stepsize ;4(r) by forward 
integration of (56a), subject to (58). Determine the dependent control 
change per unit stepsize D(t) using (55). 
Step 7. With the functions -A(t), B(r), D(t), C known, the 
one-parameter family of varied functions (71) can be formed. For this 
family, the functional P takes the following form: 
P= P(Y). (74) 
Then, the stepsize IX is computed by a one-dimensional search on the 
function (74) until the following relation is satisfied: 
P(a) < P(0). (75) 
The simplest way of ensuring satisfaction of (75) is to employ a bisection 
process, starting from the reference stepsize a = ~1~. Here, the correct 
reference stepsize is c(,, = I, in that it yields one-step restoration if the con- 
straints (6) are linear. 
Step 8. Once the stepsize c( is known, compute the varied 
functions Z(t), ii(t), c(t), ii: with Eqs. (71). In this way, the restorative 
iteration is completed. 
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Gradient phase. The gradient phase includes a single gradient iteration. 
Hence, the gradient phase is the same as the gradient iteration discussed 
previously. 
Restoration phase. The restoration phase might include several 
restorative iterations. In each restorative iteration, the constraint error is 
reduced in accordance with Ineq. (75). The restoration phase is terminated 
whenever the constraint error reaches a level compatible with Ineq. (16a). 
Gradient-restoration cycle. As stated before, a complete gradient- 
restoration cycle includes a gradient phase and a restoration phase. After a 
restoration phase is completed, one must verify whether the following 
inequality is satisfied: 
I< 7; (76) 
here, I denotes the value of the functional (5) at the end of the present 
restoration phase and jdenotes the value of the functional (5) at the end of 
the previous restoration phase. If Tneq. (76) is satisfied, one starts the next 
cycle of the sequential gradient-restoration algorithm. If Ineq. (76) is 
violated, one returns to the previous gradient phase and reduces the 
gradient stepsize (using a bisection process) until, after restoration, the 
functional Z finally decreases. 
Starting condition. The present algorithm can be started with nominal 
functions x(t), u(t), o(t), x which either violate the constraints (6) or satisfy 
the constraints (6). If the nominal functions violate Ineq. (16a), the 
algorithm starts with a restoration phase; hence, the first cycle is a half 
cycle involving only a restoration phase. If the nominal functions satisfy 
Ineq. (16a), the algorithm starts with a gradient phase; hence, the first cycle 
is a complete cycle, involving both a gradient phase and a restoration 
phase. 
Stopping conditions. The present algorithm is terminated whenever 
Ineqs. (16a) and (16b) are satisfied simultaneously. Note that Ineq. (16a) is 
verified at the end of a restoration phase/beginning of a gradient phase. On 
the other hand, Ineq. (16b) must be verifted at the beginning of a gradient 
phase, after the multipliers 2(t), cr, p are computed and before the search 
for the gradient stepsize is executed. 
11. COMMENTS 
In Sections 410, primaldual properties were derived employing only 
first-order conditions. It can be verified readily that both the Legen- 
dre-Clebsch condition and the Weierstrass condition (minimum principle) 
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are satisfied for all of the auxiliary minimization problems studied in con- 
nection with both the primal formulation and the dual formulation. It can 
also be verified that the solution of each auxiliary minimization problem is 
unique. These topics are omitted for the sake of brevity. 
It is clear that some simple relations hold between the values of the 
functionals associated with the primal formulation and the values of the 
functionals associated with the dual formulation. These relations are stated 
below without proof. 
For the gradient phase, the functionals Z,, and ZGD, associated with 
Problems (GP) and (GD), satisfy the relation 
ZGp + 2crz,, = 0. (77) 
where CI is the stepsize of the gradient phase. 
For the restoration phase, the functionals I,, and Ia,,, associated with 
Problems (RP) and (RD), satisfy the relation 
I,, + cd,, = 0, (78) 
where CY is the stepsize of the restoration phase. 
12. PRERESTORATIVE STEP 
For problems involving nondifferential constraints, the performance of 
both PSGRA and DSGRA can be improved if a prerestorative step is 
employed prior to any iteration of the algorithm. The idea of the 
prerestorative step is explained below. 
For given state vector x(r), independent control vector u(t), and 
parameter vector rr, one intends to change the dependent control vector 
L’(I) so as to cause satisfaction of the nondifferential constraint (6b). 
Therefore, the prerestorative step is represented by the relations 
iqt)=x(r), (7%) 
ii(t) = u(t), (7%) 
ii: = rc, (79c) 
a(r)=u(t)+du(t)=L~(t)+crD(t). (79d 1 
If the modified quasilinearization algorithm is employed, the vector D(r) 
is determined by solving the following linear algebraic system: 
.yD+S=O, O<t<l. (80) 
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In turn, the stepsize CI is determined in such a way that 
Z(cc) <2(O), (81) 
where 2 denotes the performance index 
z= h(S)dl s (82) 0 
and N(S) is the quadratic norm of the vector S. To achieve satisfaction of 
(81), one employs a bisection process, starting from the reference stepsize 
a0 = 1. 
If the function S(x, u, IL rc, t) is linear in the dependent control t’, the 
above equations yield one-step restoration of the nondifferential constraint 
(6b). On the other hand, if the function S(x, u, L’, 7c, t) is nonlinear in the 
dependent control u, the process described by (79)(82) must be employed 
iteratively until the following relation is satisfied: 
Z<Q, (83) 
where s3 is a preselected, small, positive number. In practice, it is advisable 
to select 
E3 =c1, (84) 
where si is the tolerance criterion in (16a). 
13. NUMERICAL EXAMPLES 
In order to evaluate the theory, 12 examples were solved, 4 of Type (Pl), 
4 of Type (PlM), and 4 of Type (P2). The sequential gradient-restoration 
algorithms associated with Problems (PI), (PlM), (P2) were programmed 
in FORTRAN IV; a FORTRAN Gl compiler was used; the numerical 
results were obtained in double-precision arithmetic using both the primal 
formulation (PSGRA) and the dual formulation (DSGRA). 
Computations were performed at Rice University using an NAS-AS-9000 
computer. For each example, the interval of integration was divided into 
100 steps. The differential equations were integrated using Hamming’s 
modified predictor-corrector method with a special RungeeKutta starting 
procedure. The definite integrals Z, J, P, Q were computed using a modified 
Simpson’s rule. 
The following convergence conditions were assumed: 
P<E-08, Q <E-04. (85) 
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Example Problem 
TABLE I 
Data for the Examples 
f1 I?, P 
El 
E? 
E3 
E4 
ES 
E6 
Ei 
E8 
E9 
El0 
Eli 
El2 
(PI) 2 
IPI1 2 
(PI) 2 
(PI) 3 
IPIM) 3 
(PIMI 3 
(PlM) 3 
(PIM) 3 
(P2) 2 
IP?) 2 
lP2) -I 
(PZ) 2 
1 0 
1 0 
I I 
I I 
I I 
I I 
I I 
I I 
I 0 
1 0 
I 0 
1 1 
2 
7 
3 
2 
I 
For problems with nondifferential constraints, PSGRA and DSGRA were 
run including the prerestorative step described in Section 12. Indeed, 
preliminary experimentation indicated that the prerestorative step is 
beneficial in reducing the number of iterations for convergence. 
The details of the numerical examples are given in Refs. [33334]. They 
are omitted here, for the sake of brevity. However, summary data are given 
in Tables I-IV. We note that the convergence history and the results are 
the same for both PSGRA and DSGRA. 
Table I refers to the example complexity and shows the number of state 
variables n, the number of independent control variables nz, the number of 
parameters p, the number of initial conditions a, the number of final con- 
ditions b, and the number of nondifferential constraints c; the latter is equal 
to the number of dependent control variables. Table 11 refers to the con- 
vergence history and shows the number of cycles A;,, the number of 
gradient iterations N,, the number of restorative iterations N,, and the 
total number of iterations N required for convergence. Table 111 refers to 
the computational speed and shows the CPU time T, of the prima1 for- 
mulation (PSGRA), the CPU time T, of the dual formulation (DSGRA). 
and the ratio T,/T,. Clearly, the reduction in CPU time, due to using 
DSGRA in place of PSGRA. is in the range 23336X, depending on the 
particular example; more specifically, it is in the range 3&32% for 
problems of Type ( P 1 ), 29-36% for problems of Type ( P 1 M ). and 233299/b 
for problems of Type (P2 ). 
Table IV refers to problems of Type (P2) and shows the CPU time Tr,,, 
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TABLE 11 
Convergence History 
Example Problem NC Ns N, N 
El (PI) 3 2 5 7 
E2 (Pl) 6 5 8 13 
E3 (Pl) 3 2 5 7 
E4 (PI) 4 3 9 12 
E5 (PlM) 3 2 I 9 
E6 (PlM) 3 2 7 9 
E7 (PlM) 4 3 9 12 
E8 (PIM) 4 3 8 I1 
E9 (P2) 3 2 5 7 
El0 (PI) I 6 10 16 
El1 (P2) 11 10 12 22 
El2 (P2) 5 4 6 10 
of the primal algorithm (PPSGRA) developed in Refs. [67], as well as the 
ratios T,/T,, and T,/T,,. It must be noted that PPSGRA differs from 
PSGRA and DSGRA in two aspects: (i) the independent control vector 
u(r) and the dependent control vector o(r) are joined in a single vector in 
PPSGRA, while they are kept separated in PSGRA and DSGRA; and (ii) 
rigorous enforcement of the nondifferential constraint (6b) is not required 
TABLE III 
CPU Time (set) 
Example Problem TP TO ToIT, 
El (PI) 0.71 0.48 0.68 
E2 (PI) 1.24 0.87 0.70 
E3 (PI) 0.73 0.51 0.70 
E4 (PI) 1.41 0.97 0.69 
E5 (PlM) 1.30 0.84 0.65 
E6 (PlM) 1.32 0.85 0.64 
E7 (PlM) 1.41 0.98 0.70 
E8 (PIM) 1.36 0.97 0.71 
E9 (P.2) 0.8 1 0.59 0.73 
El0 (P.2) 1.49 1.15 0.77 
El1 0-9) 4.72 3.36 0.71 
El2 (P2) 1.20 0.92 0.77 
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TABLE IV 
CPU Time (set) 
Example Problem 
E9 (P2) 
El0 (PZ) 
El1 (P2) 
El? (P2) 
T PP 
1.45 
2.43 
8.76 
3.16 
TP~TPP TD!Tpp 
0.56 0.41 
0.61 0.47 
0.54 0.38 
0.38 0.29 
at the beginning of each iteration of PPSGRA, while it is required for 
PSGRA and DSGRA. Clearly, the reduction in CPU time, due to using 
PSGRA in place of PPSGRA, is in the range 399624, depending on the 
particular example. More importantly, the reduction in CPU time, due to 
using DSGRA in place of PPSGRA, is in the range 53371 O/b. depending on 
the particular example. 
14. DISCUSSION AND CONCLUSIONS 
The problem of minimizing a functional, subject to differential con- 
straints, nondifferential constraints, initial constraints, and final con- 
straints, is considered in connection with sequential gradient-restoration 
algorithms (SGRA) for optimal control problems. Both the primal for- 
mulation and the dual formulation are presented. Depending on whether 
the primal formulation is used or the dual formulation is used, one obtains 
a primal sequential gradient-restoration algorithm (PSGRA) or a dual 
sequential gradient-restoration algorithm (DSGRA). 
For the problem under consideration, it is found convenient to split the 
control vector into an independent control vector and a dependent control 
vector, the latter having the same dimension as the nondifferential con- 
straint vector. This modification enhances the computational efficiency of 
both the primal formulation and the dual formulation. 
The system of Lagrange multipliers associated with (i) the gradient 
phase of SGRA and (ii) the restoration phase of SGRA is examined. For 
each phase, it is shown that the Lagrange multipliers are endowed with a 
duality property: they minimize a special functional, quadratic in the mul- 
tipliers, subject to the multiplier differential equations and boundary con- 
ditions, for given state, control, and parameter. These duality properties 
have considerable computational implications: they allow one to reduce the 
auxiliary optimal control problems associated with (i) and (ii) to 
mathematical programming problems involving a finite number of 
parameters as unknowns. 
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Twelve numerical examples were solved using both the primal for- 
mulation and the dual formulation (Tables I-IV). The results show that the 
reduction in CPU time, due to using DSGRA in place of PSGRA, is in the 
range 30-32% for Problems of Type (Pl), 29-36% for Problems of Type 
(PlM), and 23-29% for problems of Type (P2). For problems of Type 
(P2), the reduction in CPU time, due to using DSGRA in place of 
PPSGRA (the primal algorithm developed in Refs. [6-7]), is in the range 
53-71X, depending on the particular example. 
In closing, a word of caution is in order. Examples El through El2 are 
academic-type xamples, involving a certain mix of algorithmic operations 
and function/gradient evaluations. In industrial-type examples (for 
instance, see Refs. [35-381) the mix of algorithmic operations and 
function/gradient evaluations changes, in the sense that a higher propor- 
tion of CPU time is devoted to function/gradient evaluations. Therefore, in 
industrial-type examples, the reduction in CPU time, due to using DSGRA 
in place of PSGRA, might be smaller than that exhibited by Examples El 
through E12. 
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