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In this thesis, we study bi-parameter analysis, namely properties of the product BMO
spaces, the bi-parameter Calderon-Zygmund operators and boundedness of the bi-param-
eter paraproducts. These topics are related to an active field in harmonic analysis.
In the second chapter, we introduce notation, basic definitions and basic results such as
dyadic grids, maximal functions, Haar functions and martingale difference representation.
As in many topics in harmonic analysis, the dyadic systems or grids are an essential tool.
We also introduce tools, such as the double maximal function, related to bi-parameter
analysis. The notation is obtained from preprint by Li, Martikainen and Vuorinen [4].
In addition, when dealing with singular integrals, we need to define BMO spaces in
spaces Rn and Rn+m. In the one-parameter settings we can define the BMO space in a
few different ways and in fact the standard definition is not the most useful for us. In
the product space the definition is not completely obvious. Results later on in this thesis
show that the correct space is not the most natural analogue of the one-parameter BMO
space. As a basic reference we use [4] and the book by Muscalu and Schlag [6].
Then in the third chapter we discuss some of the basic properties of the product BMO
spaces. In the first section we show that the John-Nirenberg result holds also in the
bi-parameter setting, that is, the general product BMO norms are equivalent for every
exponent 0 < p < q < ∞. Since we have two different BMO definitions, the product
BMO and the rectangular BMO, we want to show that these two spaces are not equal.
For this we show the well-known Carleson’s counterexample. These topics are discussed
in the book [6]. The last subject in the chapter is an estimate related to BMO sequences.
We take the proof of this well-known H1 − BMO type duality estimate from [5].
For applications of the product BMO space, in the fourth chapter we study Calderon-
Zygmund operators. The main result of this chapter is T1 ∈ BMOprod(Rn×Rm), where T
is a bi-parameter Calderón-Zygmund operator such that T : L2 → L2. The dyadic T1 ∈
BMOprod proof is adapted from [1],[4]. See also the original reference [2]. Naturally, even
2
the definition of the bi-parameter Calderón-Zygmund operators needs the one-parameter
Calderón-Zygmund operator. For the one-parameter Calderón-Zygmund operator we are
going to show L∞ → BMO boundedness, in particular, we have U1 ∈ BMO(Rn), where
U is a Calderón-Zygmund operator such that U : L2 → L2. The proof of this theorem is
a straightforward calculation but, as we see in the last section of chapter 4, the situation
is completely different in the bi-parameter setting. In the bi-parameter case we need a
covering lemma called Journé’s lemma [3]. This can be proved with an arbitrary product
measure as shown by Hytönen and Martikainen [1]. However, we simply write the proof
with Lebesque measure.
In the last chapter, we introduce bi-parameter paraproducts. These paraproducts ap-
pear in bi-parameter T1 theorems and it is essential that these paraproducts are bounded.
These T1 theorems are too advanced for this thesis but we are going to study the neces-
sary condition for the boundedness of the paraproducts. The boundedness properties are
also discussed in [5].
Acknowledgements. I would like to thank Henri Martikainen for excellent explana-
tions of the topics and for supervision of this thesis.
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Chapter 2
Basic definitions and results
2.1 Vinogradov notation
We denote A . B if A ≤ CB for some constant depending only on the dimension of the
underlying space, on integration exponents and on other absolute constants appearing in
the assumptions. Then naturally A ∼ B if A . B and B . A.
2.2 Dyadic notation
We say that Dn is a dyadic grid on Rn if Dn = ⋃k∈ZDnk such that for every k ∈ Z, Dnk is
a collection of half-open pairwise disjoint cubes with following properties:
• For every cube I ∈ Dnk , side-length of I is 2−k







for every cube I ∈ Dnk .
Example of such a dyadic grid is{
2−k([0, 1)n +m) : k ∈ Z,m ∈ Zn
}
.
We say that a cube I ⊂ Rn is dyadic cube if I ∈ Dn for some dyadic grid Dn. For a cube
I ⊂ Rn, `(I) denotes the side-length of I and if I is a dyadic cube, then ch(I) denotes the
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dyadic children of I, that is, if `(I) = 2−k, then for all I ′ ∈ ch(I) holds that I ′ ⊂ I and
`(I ′) = 2−k−1. In addition, we denote the unique dyadic cube that contains a point x and
has side-length of 2−k by Ik(x).
Throughout of this thesis instead of the standard Euclidean distance, |x− y| denotes
‖x− y‖`∞ . Since these norms are equivalent, it does not matter which one we use. For
convenience calculations are more clear if cubes have equal diameter and side-length.
2.3 Bi-parameter notation
When working in the product space, every x ∈ Rn+m (or y) is always a tuple (x1, x2),
where x1 ∈ Rn and x2 ∈ Rm. Moreover, we denote cubes in Rn by I and cubes in Rm by
J. For dyadic grids we denote grids in Rn by Dn and in Rm by Dm.
Working with bi-parameter functions we often need integral pairing with respect to
only one of the two variables. Thus we define 〈f, g〉1 : Rm → C for measurable functions
f : Rn+m → C and g : Rn → C by




and similarly for h : Rm → C, we define 〈f, h〉2 : Rn → C by
〈f, h〉2(x1) := 〈f(x1, ·), h〉.
If we have integral over both variables, usually it is convenient to use only one integral
sign and only if needed we use the double integral sign.
Furthermore, we need the support of a bi-parameter function only in one of the un-
derlying spaces. Thus for a bi-parameter function f we denote
sptRn f := {x1 ∈ Rn : ∃x2 ∈ Rm, f(x1, x2) 6= 0}.
2.4 Maximal functions








where the supremum is taken over all possible cubes containing point x1.
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where the supremum is taken over all possible dyadic cubes cubes in Dn containing point
x1.
Recall the basic result for the one-parameter maximal function.
Lemma 2.1. It holds
‖MRnf‖Lp(Rn) . ‖f‖Lp(Rn)
for p ∈ (1,∞).
For a locally integrable function f on Rn+m we define the double maximal function by






|f(y1, y2)| dy1 dy2,
where the supremum is taken over all possible rectangles containing point x = (x1, x2).
Let D := Dn×Dm be a grid of dyadic rectangles in the product space Rn×Rm. Then
we define the dyadic double maximal operator by






|f(y1, y2)| dy1 dy2,
where the supremum is taken over all possible dyadic rectangles in D containing point
x = (x1, x2).
Notice that by definition we have
MD f(x1, x2) .Mf(x1, x2).
Lemma 2.4. There holds
(2.5) ‖Mf‖Lp(Rn+m) . ‖f‖Lp(Rn+m)
for all p ∈ (1,∞).

















Thus we have that










f(y1, y2) dy2 dy1
≤MRn(MRmf(·, x2))(x1)
= M1Rn ◦M2Rm f(x1, x2),
where we denote M1Rn and M2Rm by
M1Rnf(x1, x2) := MRn(f(·, x2))(x1)
and
M2Rmf(x1, x2) := MRm(f(x1, ·))(x2).
Since we know that the classical maximal operators have the desired property, we can
check the boundedness of M1Rn ◦M2Rm . Thus we have by Fubini’s theorem∫
Rn+m


































|f(x, y)|p dy dx
from which we conclude that
‖Mf‖Lp(Rn+m) . ‖f‖Lp(Rn+m) .
2.5 Haar functions
First, we consider the dimension one. For every interval I there are two Haar func-
tions associated to it: the non-cancellative h0I := |I|−1/21I and the cancellative h1I :=
|I|−1/2(1Il − 1Ir) where Il is the left half and Ir is the right half of the interval I.
Now we can consider the general case. For a cube I = I1× I2×· · ·× In ⊂ Rn, we have
the Haar functions as product of the one-dimensional Haar functions
hηI(x) = h
η1,...,ηn





Here we have the non-cancellative term h0I(x) = |I|−1/21I(x) similarly as in the dimension
one and the cancellative terms satisfies ∫
hηI = 0,
where η ∈ {0, 1}n \ {0} .
In addition, let I ′, I ∈ Dn and η, ε ∈ {0, 1}n for fixed Dn. Then




1 for a = b,
0 for a 6= b.
Hence, {hηI}I∈Dn,η∈{0,1}n is an orthonormal sequence in L2.
2.6 Martingale difference representation







For I ∈ Dn and a locally integrable function f : Rn → C, we have∑
η∈{0,1}n\{0}
〈f, hηI〉hηI = ∆If

































Remark 2.7. ∆If is constant in every dyadic child of I.Moreover, by this fact and previous
remark ∆I∆I′f = 0 whenever I 6= I ′ and ∆I∆If = ∆If.
Remark 2.8. Suppose that I, I ′ ∈ Dn such that I 6= I ′. Clearly, if I ∩ I ′ = ∅, then
〈∆If,∆I′f〉 = 0. Thus the pairing can be non-vanishing only if I ( I ′ or I ′ ( I. Hence,






where I0 ∈ ch(I ′) such that I0 ⊂ I. Thus we conclude that 〈∆If,∆I′f〉 = 0 if I 6= I ′.





almost everywhere for f ∈ Lp(Rn).
Proof. Let Dn be a dyadic grid in Rn. Fix x1 ∈ Rn and let k,K ∈ Z such that k > K.















− 〈f〉Ik−1(x1) + 〈f〉Ik−1(x1)
...
− 〈f〉IK+1(x1) + 〈f〉IK+1(x1)
− 〈f〉IK(x1)









for almost every x1 ∈ Rn by Lebesgue differentiation theorem. Thus we have∑
I∈Dn
∆If(x1) = f(x1)
for almost every x1 ∈ Rn.
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In addition, we need that the martingale difference representation of a function f
converges to f in Lp.














∣∣∣∣ = |〈f〉Ik(x1) − 〈f〉I−k(x1)| ≤ 2MRnf(x1)
for each fixed k ∈ N and for all x1 ∈ Rn. Thus we have maximal function as a dominant for

























for all f ∈ L2(Rn).































for p ∈ (1,∞). To justify two different definitions of the BMO space, we need p ∈ (1,∞)
but the main theorems in this thesis require only p = 2. Since this is purely for motivational





Corollary 2.13. Let f ∈ L2(Rn) and Dn a dyadic grid in Rn. Then∑
I∈Dn
|〈f, hI〉|2 = ‖f‖2L2(Rn)






















































2.7 Representation in the product space
In this section, we want to show that we have similar representation in the product space
Rn+m as in Rn. First, we define the bi-parameter martingale difference. Let Dn and Dm











∆1If(x1, x2) := ∆I(f(·, x2))(x1)
and
∆2Jf(x1, x2) := ∆J(f(x1, ·))(x2).
Notice that ∆1If = hI ⊗ 〈f, hI〉1 and ∆2Jf = 〈f, hJ〉2 ⊗ hJ . Hence, we have















f [hI ⊗ hJ ]
)
hI ⊗ hJ = 〈f, hR〉hR
where R = I × J, hR := hI ⊗ hJ .









almost everywhere for f ∈ Lp(Rn).



















= 〈f〉Il(x1)×Jk(x2) − 〈f〉Il(x1)×J−k(x2) − 〈f〉I−l(x1)×Jk(x2) + 〈f〉I−l(x1)×J−k(x2)
=: I + II + III + IV.
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For term IV, as previously, we get








Since Lebesgue differentiation theorem holds with dyadic rectangles for f ∈ Lp with




〈f〉Il(x1)×Jk(x2) = f(x1, x2)
for almost every (x1, x2) ∈ Rn+m.
It remains to show that II and III tend to zero. We show this only for the term II
since the term III can be treated similarly. Now, we have





By proof of Lemma 2.4 we have∥∥M1Dnf∥∥Lp(Rn+m) . ‖f‖Lp(Rn+m) .






where the left-hand side tends to zero as k →∞.













Proof. Continuing from (2.15) we estimate∣∣〈f〉Il(x1)×Jk(x2) − 〈f〉Il(x1)×J−k(x2) − 〈f〉I−l(x1)×Jk(x2) + 〈f〉I−l(x1)×J−k(x2)∣∣ ≤ 4MDf(x1, x2).
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Then by Lemma 2.4 we know that ‖MDf‖Lp(Rn+m) . ‖f‖Lp(Rn+m) for p ∈ (1,∞). Hence,












by dominated convergence theorem.
Next, we show that we have similar L2 identity in the bi-parameter setting as with
one-parameter.








|〈f, hI ⊗ hJ〉|2.






































|f |2 = ‖f‖2Rn+m .
Further, by observing that

































where the supremum is taken over all dyadic cubes I0 ∈ Dn. Recall the classical John-
Nirenberg result
‖b‖BMOp(Dn) ∼ ‖b‖BMOq(Dn)
for any p, q ∈ [1,∞). Then we say that b ∈ BMOp(Dn) if ‖b‖BMOp(Dn) < ∞ for some
p ∈ (1,∞). If ‖b‖BMOp(Dn) <∞ for every dyadic grid Dn for some p ∈ [1,∞), then we say
that b ∈ BMOp(Rn).


















where the supremum is taken over all dyadic cubes I0 ∈ Dn.
Now let 1 < p <∞ if we recall (2.12) we see that for fixed I0 ∈ Dn∫
I0























Then recall that ∆I∆Ĩb = 0 if I 6= Ĩ and ∆I∆Ib = ∆Ib.



























Thus we can use the latter definition instead of the standard definition. Notice that with
p = 2 we have equality. From the latter definition it is more clear how we define the
bi-parameter BMO spaces.
2.9 Bi-parameter BMO
Let D = Dn × Dm for some dyadic grids Dn in Rn and Dm in Rm. Let (aR)R be a
complex sequence indexed over dyadic rectangles in D and 0 < p < ∞. We say that
(aR)R ∈ BMOrect,p(D) if
















where the supremum is taken over all possible dyadic rectangles R0 ∈ D. Now observe
that this definition is a natural analogue of one-parameter ‖·‖BMODnp,∗ .
Furthermore, we say that (aR)R ∈ BMOprod,p(D) if














where the supremum is taken over all possible sets Ω such that for every x ∈ Ω there exist
R ∈ D so that x ∈ R ⊂ Ω.
In addition, we denote ‖(aR)R‖BMOprod,(p,∞) by replacing ‖·‖Lp with ‖·‖Lp,∞ in (2.19).
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We set
‖b‖BMOprod,p(D) := ‖(〈b, hR〉)R‖BMOprod,p(D)
for b ∈ L1loc(Rn+m). If
‖b‖BMOprod,p(D) <∞
for every dyadic grid D and some p ∈ (0,∞), then we say that b ∈ BMOprod,p(Rn × Rm).
Since we actually consider p = 2, we write BMOprod = BMOprod,2 .
To see that the rectangular BMO space is not the correct product BMO space for our
purpose, we are going to show that BMOprod(D) ( BMOrect(D). Then in the last chapter
we are going show that the general product BMO space is the necessary condition for
boundedness of the bi-parameter paraproducts. These paraproducts are essential for the
bi-parameter T1 theorems.
Moreover, in Chapter 4 we prove that T1 ∈ BMOprod(Rn × Rm), where T is a bi-
parameter Calderón-Zygmund operator such that T : L2 → L2. In the proof we need the
following inequality.
2.10 Minkowski’s integral inequality
Lemma 2.20. (Minkowski’s integral inequality) Suppose (X,µ) and (Y, ν) are σ-finite






F (x, y) dν(y)








for 1 ≤ p <∞.
Proof. Let (X,µ) and (Y, ν) be σ-finite a measure spaces and let F : X × Y → R be
measurable. We denote ∫
Y
F (x, y) dν(y) =: g(x).
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F (x, y) dν(y)

































|f(x)||F (x, y)| dµ(x) dν(y).
Then by Hölder’s inequality we have∫
X
|f(x)||F (x, y)| dµ(x) ≤ ‖F (·, y)‖Lp(µ) ‖f‖Lp′ (µ) .




F (x, y) dν(y)










Properties of the product BMO spaces
In this chapter, we first show that John-Nirenberg result holds also in the product space
Rn+m. After that we show Carleson’s counterexample which states that the rectangular
BMO space is not contained in the product BMO space. Last subject in this chapter is a
useful estimate for sequences involving a product BMO sequence.
3.1 John-Nirenberg result in the product BMO space
Now we show that the analogue of John-Nirenberg inequality holds for the product BMO
space. By this theorem any estimate for particular exponent gives similar estimate for
the others.
Theorem 3.1. Let (aR)R be a complex sequence indexed over dyadic rectangles in D :=
Dn ×Dm. Then there holds
(3.2) ‖(aR)R‖BMOprod,p(D) ∼ ‖(aR)R‖BMOprod,q(D)
for all 0 < p < q <∞.
Proof. It is enough to prove
(3.3) ‖(aR)R‖BMOprod,q(D) . ‖(aR)R‖BMOprod,(p,∞)(D) ,
19














































for every 0 < p < q <∞. Furthermore, the weak-Lp space contains the Lp space, that is,
we have the estimate
‖(aR)R‖BMOprod,(p,∞)(D) ≤ ‖(aR)R‖BMOprod,p(D) .
First, let us assume that aR 6= 0 for finitely many R. Thus we have that
‖(aR)R‖BMOprod,q(D) <∞.














= ‖(aR)R‖BMOprod,q(D) =: B.














≤ ‖(aR)R‖BMOprod,(p,∞)(D) =: A.






















Let us define R1 and R2 by
R1 :=
{













































































1E(x1, x2) dx1 dx2
= C2|E|.
(3.8)
Thus, we have estimate



















































































































































Now we have achieved the estimation
‖(aR)R‖BMOprod,q(D) = B ≤ 2CA = 2C ‖(aR)R‖BMOprod,(p,∞)(D)
whenever we have aR 6= 0 for finitely many R. Hence, the general case follows by monotone
convergence theorem.
1In the book by Muscalu and Schlag [6] the estimation for II is done in a different way and in fact
there is an estimate that is not correct.
22
3.2 Carleson’s counterexample
To justify two different definitions for the bi-parameter BMO space, we show Carleson’s
counterexample which proves that the general product BMO space does not coincide with
the rectangular one. In other words, we are going to give an example of a sequence in the
general product BMO space which does not belong to the rectangular BMO space.
Theorem 3.10. Let D be a grid of dyadic rectangles. There holds
BMOrect,2(D) 6= BMOprod,2(D).
Proof. First, we observe that
BMOprod,2(D) ⊂ BMOrect,2(D)
holds by the definition. Thus we need to prove that
BMOrect,2(D) 6⊂ BMOprod,2(D).
For simplicity we assume that product space is R×R and also we assume thatD = D1×D1,
where D1 =
{
2−k([0, 1) + l) : k ∈ Z, l ∈ Z
}
.
Suppose that a collection of dyadic rectangles R has the following properties
(1) R ⊂ [0, 1]× [0, 1], for every R ∈ R;
(2)
∑





|R| ≤ |Q| for every dyadic rectangle Q ⊂ [0, 1]× [0, 1].
Now defining aR := |R|
1

























for an arbitrary dyadic rectangle R0 ⊂ [0, 1] × [0, 1] by the property (3). On the other























by the property (2).
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The claim is that we can construct a collection R such that |⋃R∈RR| is arbitrar-
ily small, which implies that the general product BMO norm of the above sequence is
arbitrarily large.
Now we want to show that we can construct a collection R̃ with the property (?) and
with area of σ−1/4σ2 from a collection R with the property (?) and area of σ. Continuing
this iterative process we obtain a sequence of collections (Rk)k with corresponding areas
(σk)k satisfying the recursion relation




We may start iteration with R0 = {[0, 1]× [0, 1]} and area σ0 = 1, then the sequence
(σk)k is decreasing and positive. Hence, the sequence (σk)k has a limit L. Moreover, the
limit L is zero since
L = L− 1
4
L2.
Let R be a finite collection of dyadic rectangles with the property (?) and area of σ.
Let N be a positive integer such that
1
2N
≤ min {`(I), `(J)}




















for every j = 0, 1, 2, . . . , 2N − 1. These are described in Figure 3.1.







Now we want to show that R̃ satisfies the property (?). Clearly, we see from the
construction that R ⊂ [0, 1]× [0, 1] for every R ∈ R̃.



























Since Q is dyadic rectangle, we have that `(I) = 1/2k1 and `(J) = 1/2k2 , where k1 and
k2 are non-negative integers. If k1 > N, then there is at most one column A1j(R) for
which rectangles are contained in Q. On the other hand, there is no row A2j(R) such that
rectangles are contained in Q. Now let Q̃ = (A1j)−1Q then by the property (3) of the















The case k2 > N can be treated similarly.
Now we consider the case k1, k2 ≤ N. Then we observe that Q intersects 2N/2k1
columns A1j(R) and 2N/2k2 rows A2j(R). Observe that for R ∈ A1j(R) such that R ⊂ Q
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we know that R ⊂ [j/2N , j/2N + 1/2N+1] × J. Hence, by the previous case that k1 > N






for each j such that the column A1j(R) intersects the rectangle Q. By similar argument







































Now, since we confirmed that R̃ has the property (?), we need to prove that∣∣∣∣ ⋃
R∈R̃
R
∣∣∣∣ = σ − 14σ2.


















Thus we obtain∣∣∣∣ ⋃
R∈R̃
R




































By disjointness we can decompose the last term to
2N−1∑
j1,j2=0













where Ij = [j/2N , j/2N + 1/2N+1] as shown in Figure 3.2. Thus, we write
Ij1 × Ij2 ∩
⋃
R∈A1j1 (R)
R = Ej1,j2 × Ij2
and
Ij1 × Ij2 ∩
⋃
R∈A2j2 (R)
R = Ij1 × Fj1,j2 ,
where











Illustration of the sets Ej1,j2 and Fj1,j2 is shown in Figure 3.3 for fixed Ij1 × Ij2 . Hence,
we have that
|(Ej1,j2 × Jj2) ∩ (Ij1 × Fj1,j2)| = |Ej1,j2 × Fj1,j2| = |Ej1,j2||Fj1,j2|.
Since the transformation A1j1 is symmetrical for each j1, it follows that the measure of
Ej1,j2 does not depend on j1 and with same deduction |Fj1,j2| does not depend on j2.
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Figure 3.3











































By the assumption that `(J) ≥ 1/2N we know that if J ∩
[
j2/2









































Description of the rectangles of A1j1(R) is shown in Figure 3.4.





















∣∣∣∣ = σ2N+1 .
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∣∣∣∣ = σ − 14σ2.
Now let (σk)k∈N0 be a sequence such that σ0 = 1 and




for k ≥ 1. Thus we have proved that we can construct a collection R̃ with the property (?)
and area of σk for every k ∈ N0. By the same construction we can construct a collection
Rk in [k, k + 1] × [0, 1] for every k ∈ N0 with the property (?) where (1) is modified to
hold in [k, k + 1]× [0, 1]. Further, we can demand that |⋃R∈Rk R| = σk for every k ∈ N0.
Let R = ⋃k∈N0Rk. Then we define aR := |R| 12 for R ∈ R and aR = 0 otherwise. If
Ωk :=
⋃































for every k ∈ N0. Hence, we have ‖(aR)R‖BMOprod,2(D) =∞. On the other hand, for every
rectangle R0 ⊂
⋃

























3.3 Lemma for BMO sequences
Next, we show useful lemma for proving boundedness of the bi-parameter paraproducts
in the last chapter.
30
Lemma 3.17. If (λR)R∈D is a complex sequence such that
‖λ‖BMOprod(D) <∞,































, Ũk := {M1Uk > 1/2} and








R∈Rk R ⊂ Ũk.















=: Uk whenever 2k < |AR||R|−
1
2 ,
that is, R ∈ ⋃R′∈Rk R′ whenever AR 6= 0.
If R ∈ ⋂k∈ZRk, then 0 = |R ∩ {sA =∞} | ≥ |R|/2 but there is no rectangle R with
|R| = 0.






























































































The aim in this chapter is to show T1 ∈ BMOprod(Rn+m), where T is a bi-parameter
Calderón-Zygmund operator such that T : L2 → L2. For this theorem we need Journé’s
covering lemma. Naturally, we need to first define one-parameter Calderón-Zygmund
operators and show L∞ → BMO boundedness.
4.1 One-parameter singular integrals
Let α ∈ (0, 1]. We say that U1 is a Calderón-Zygmund operator on Rm, if the following
properties holds:
(1) U1 is linear.
(2) U1 : L2(Rm)→ L2(Rm)
(3) There exists a kernelKU1 : Rm×Rm\{(x2, y2) ∈ Rm × Rm : x2 = y2} → R associated




KU1(x2, y2)f(y2)g(x2) dx2 dy2
whenever spt f ∩ spt g = ∅.
Moreover, the kernelKU1 satisfies the following size estimate and α-Hölder estimates
for some constant C > 0.
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(3.a)
|KU1(x2, y2)| ≤ C
1
|x2 − y2|m
for x2 6= y2
(3.b)
|KU1(x2, y2)−KU1(x′2, y2)| ≤ C
|x2 − x′2|α
|x2 − y2|m+α
whenever x2 6= y2 and |x2 − x′2| ≤ |x2 − y2|/2
(3.c)
|KU1(x2, y2)−KU1(x2, y′2)| ≤ C
|y2 − y′2|α
|x2 − y2|m+α
whenever x2 6= y2 and |y2 − y′2| ≤ |x2 − y2|/2
For a Calderón-Zygmund operator U we denote
‖U‖ := ‖U‖L2→L2 + ‖U‖CZα ,
where ‖U‖CZα denotes the best constant C in the above size and α-Hölder estimates.
Since the indicator function 1 is not an L2 function, we need to define the pairing
〈U11, hJ〉, where U1 is a Calderón-Zygmund operator on Rm. We set
〈U11, hJ〉 = 〈U113J , hJ〉+ 〈U11(3J)c , hJ〉,
where





(KU1(x2, y2)−KU1(cJ , y2))hJ(x2) dx2 dy2
is well-defined by the α-Hölder estimate of the kernel KU1 . This will be shown in the next
theorem.







[KU1(x2, y2)−KU1(cJ , y2)]hJ(x2) dx2 dy2






[KU1(x2, y2)−KU1(cJ , y2)]hJ(x2) dx2 dy2.
Since the non-cancelative Haar functions have zero mean, we have





[KU1(x2, y2)−KU1(cJ , y2)]hJ(x2) dx2 dy2.
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[KU1(x2, y2)−KU1(cJ , y2)]hJ(x2) dx2 dy2





[KU1(x2, y2)−KU1(cJ , y2)]hJ(x2) dx2 dy2
=: 〈U11, hJ〉.
Moreover, in place of the indicator function 1, we can use any L∞ function and in
place of the Haar function hJ we can have any bounded zero mean function supported in
J.
Since we defined U11 as a pairing, we define that U11 ∈ BMO(Rm) if∑
J∈Dm
J⊂J0
|〈U11, hJ〉|2 . |J0|
for every dyadic grid Dm and for every J0 ⊂ Dm. Now for b ∈ L1loc(Rm) if
|〈b, a〉| ≤ C|J0|
for all cubes J0 ⊂ Rm and for every a : Rm → C such that ‖a‖L∞ ≤ 1, spt a ⊂ J0 and
a has mean zero, then b ∈ BMO1(Rm). Then by the classical John-Nirenberg result we
know that b ∈ BMO2(Rm). Hence, recall discussion in the chapter 2 that then
‖b‖BMO2,∗(Dm) <∞
for all dyadic grids Dm. While U11 is not really an L1loc function, it follows by essentially
by the same argument that, U11 ∈ BMO(Rm) if
|〈U11, a〉| . ‖U1‖|J0|,
where a is defined as above.
Theorem 4.1. Let U1 be a Calderón-Zygmund opertor on Rm as above defined. Then for
every f ∈ L∞ and every dyadic grid Dm
(4.2) ‖U1f‖BMO(Dm) . ‖U1‖ ‖f‖L∞ .
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Proof. Let J0 be a cube on Rm. Fix function a such that a1J0 = a,∫
a = 0
and ‖a‖L∞ ≤ 1. We assume that f ≡ 1 since the general case f ∈ L∞ can be proven
similarly. Now by observations previously it is enough prove that
|〈U11, a〉| . ‖U1‖|J0|.
We write
|〈U11, a〉| = |〈U113J0 , a〉|+ |〈U11(3J0)c , a〉|
and observe that





2 ‖U113J0‖L2 . ‖U1‖|J0|
1
2 ‖13J0‖L2 . ‖U1‖|J0|.
Thus we need to show that
|〈U11(3J0)c , a〉| . |J0|.
Hence, we have





























Then we can compute the integral by summing over the annuli
A(j) := B(cJ0 , `(J0)2
j+1) \B(cJ0 , `(J0)2j).
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Now we can conclude that
|〈U11(3J0)c , a〉| . ‖U1‖|J0|
as desired.
We are going to define the bi-parameter Calderón-Zygmund operator and then show
similar result in the product space. Here we got the result directly by calculating but as
we are going to see the situation is completely different with the bi-parameter setting.
4.2 Bi-parameter singular integrals
We say that T is a bi-parameter Calderón-Zygmund operator, if the following properties
holds:
(1) T is linear.
(2) T : L2(Rn+m)→ L2(Rn+m)






for x1 6= y1,
37
(3.b)
||U1(x1, y1)− U1(x′1, y1)|| .
|x1 − x′1|α
|x1 − y1|n+α
whenever |x1 − x′1| ≤ |x1 − y1| and
(3.c)
||U1(x1, y1)− U1(x1, y′1)|| .
|y1 − y′1|α
|x1 − y1|n+α
whenever |y1 − y′1| ≤ |x1 − y1|.
(4) For every x2, y2 ∈ Rm there exists a Calderón-Zygmund operator
U2(x2, y2) on Rn such that we have symmetrical estimates as for the U1.




〈U1(x1, y1)(f1(y1, ·)), f2(·, x2)〉 dx1 dy1
where U1(x1, y1) is defined above.




〈U2(x2, y2)(f1(·, y2)), f2(x1, ·)〉 dx2 dy2.
Let T be a bi-parameter Calderón-Zygmund operator on Rn+m. Let R = I×J ⊂ Rn+m
and hR := hI ⊗ hJ . We define
〈T1, hR〉 :=
〈T (13I ⊗ 13J), hR〉+ 〈T (13I ⊗ 1(3J)c), hR〉
+ 〈T (1(3I)c ⊗ 13J), hR〉+ 〈T (1(3I)c ⊗ 1(3J)c), hR〉.
Then we need to define each of the terms properly. We see that the first term is already
well-defined.
For the second term we set





〈[U2(x2, y2)− U2(cJ , y2)]13I , hI〉hJ(x2) dx2 dy2.
Since x2 ∈ J and y2 ∈ (3J)c, we have
|〈[U2(x2, y2)− U2(cJ , y2)]13I , hI〉| ≤ ‖U2(x2, y2)− U2(cJ , y2)‖L2→L2 ‖13I‖L2(Rn) ‖hI‖L2(Rn)
. |I| 12 `(J)
α













|J | 12 |I| 12 `(J)
α
|y2 − cI |m+α
dy2




|y2 − cI |m+α
dy2
. |I × J | 12 <∞.
For the third term we set





〈[U1(x1, y1)− U1(cI , y1)]13J , hJ〉hI(x1) dx1 dy1
and it is bounded with same argument as for the second term.
For the last term we set





〈[U1(x1, y1)− U1(cI , y1)]13J , hJ〉hI(x1) dx1 dy1,
where






(KU1(x1,y1)−U1(cI ,y1)(x2, y2)−KU1(x1,y1)−U1(cI ,y1)(cJ , y2))hJ(x2) dx2 dy2.
Now for this kernel we have
|KU1(x1,y1)−U1(cI ,y1)(x2, y2)−KU1(x1,y1)−U1(cI ,y1)(cJ , y2)|






















. |I × J | 12 <∞.




First some notations which we are going to use in the proof of Journé’s covering lemma.
Let D = Dn × Dm, where Dn and Dm are some dyadic grids in Rn and Rm respectively.
For rectangles R = I × J ∈ D, we write R(i,j) := I(i) × J (j) and
gen1(R) := gen(I), gen(R) := (gen(I), gen(J)),
where I(i) is the dyadic ancestor and gen(I) is the generation of a dyadic cube.








where Ω ⊂ Rn × Rm such that |Ω| < ∞ and for all x ∈ Ω there exists R ∈ D so that
R ⊂ Ω. Thus, define the embeddedness of R in Ω as
emb1(R; Ω) := sup
{
k : R(k,0) ⊂ Ω̃
}
.
Furthermore, if for dyadic rectangle R = I × J ⊂ Ω holds that I × J̃ 6⊂ Ω for any
J̃ ) J, then we say that R is 2-maximal.
Theorem 4.3. (Journé’s lemma). Let ω : N → R+ be a decreasing function with the
property that
∑∞









Proof. Let us define δ(k) := ω(k) − ω(k + 1) ≥ 0. Thus we have that ω(j) = ∑∞k=j δ(k)

































where R(k, i) := {R ⊂ Ω 2 -maximal : emb1(R; Ω) ≤ k, gen1(R) ≡ i mod k + 1} .
Next, we want to define a subset for every R = I × J ∈ R(k, i) such that the sets are
pairwise disjoint. Noting that if R = I×J ∈ R(k, i) and R′ = I ′×J ′ ∈ R(k, i) intersects,
then I ∩ I ′ 6= ∅ and J ∩ J ′ 6= ∅. Suppose I = I ′ then by the 2-maximality J = J ′ hence
R = R′. Thus, we can assume I ( I ′. Since R = I × J 6⊂ I × J ′ ⊂ R′ by the 2-maximality
of R, we have that J ⊃ J ′.
Now this motivates us to define












for every R = I × J ∈ R(k, i) and we have that J ′ ⊂ J by the arguments above.
Then we observe that for R = I × J 6= R′ = I ′ × J ′ in R(k, i) such that R ∩ R′ 6= ∅
either I ( I ′ or I ) I ′. Assuming I ( I ′ we get that E(R) ∩ R′ = ∅. Thus E(R) and
E(R′) are pairwise disjoint.
Let R = I × J ∈ R(k, i). Then we know that emb1(R; Ω) ≤ k, that is, R(k+1,0) =














|R(k+1,0)| ≤ |R(k+1,0) \ Ω|.
Clearly, if I ( I ′ and gen(I) ≡ gen(I ′) mod k + 1, then I(k+1) ⊂ I ′. Thus
















|I(k+1)||J | = 1
2
|R(k+1,0)|














∣∣∣∣ ≥ 12 |R| = 12 |I||J |
for every R ∈ R(k, i).






by the fact that E(R) ⊂ Ω for all R ∈ R(k, i) and the sets E(R) are pairwise disjoint.




ω(emb1(R; Ω))× |R| ≤ 2
∞∑
k=0





4.4 Boundedness of T1
Next theorem will show that the sequence (〈T1, hR〉)R∈D ∈ BMOprod(D) for every D, that
is, T1 ∈ BMOprod(Rn+m).






|〈T1, hR〉|2 . |Ω|,
where D = Dn × Dm and hR = hI ⊗ hJ , for every dyadic grid Dn,Dm and all open sets
Ω ⊂ Rn+m with |Ω| <∞. Here the constant depends on T : L2 → L2.
Proof. Let D = Dn × Dm be an arbitrary dyadic grid on Rn+m. Let Ω ⊂ Rn+m be a
bounded set such that for every x ∈ Ω there exists R ∈ D so that x ∈ R ⊂ Ω. Let us
denote Ω̃ := {MD1Ω > 1/2} and Ω̂ :=
{
M1Ω̃ > 2
−n−m−1}. Recall that by Chebyshev’s
inequality and Lemma 2.4 we have that
|Ω̂| .























∥∥T1Ω̂∥∥2L2(Rn+m) . ∥∥1Ω̂∥∥2L2(Rn+m) . |Ω̂| . |Ω|.
Hence, it is enough to show that∑
R=I×J∈D
R⊂Ω
|〈T1Ω̂c , hR〉|2 . |Ω|.
For every J ∈ Dm let FJ be a collection of maximal F ∈ Dn such that F ×J ⊂ Ω̃ and
denote FJ :=
⋃
F∈FJ 2F. Now we write∑
R=I×J∈D
R⊂Ω









First, we estimate the first term∑
R=I×J∈D
R⊂Ω






Observe that if I × J ⊂ Ω̃, then
M1Ω̃(x1, x2) ≥
|(2I × 2J) ∩ Ω̃|
|2I × 2J | ≥
|(I × J) ∩ Ω̃|
|2I × 2J | = 2
−n−m |I × J |
|I × J | > 2
−n−m−1
for every (x1, x2) ∈ 2I×2J, that is, 2I×2J ⊂ Ω̂. Thus
⋃
J ′(FJ ′×2J ′) ⊂ Ω̂, implying that
spt 1Ω̂c1FJ ⊂ FJ × (2J)c and therefore sptRm 1Ω̂c1FJ ∩ sptRm hR = ∅. By the assumptions
of T we write
〈T1Ω̂c1FJ , hR〉 =
∫∫
R2m
〈BJ(x2, y2), hI〉hJ(x2) dx2 dy2,
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∣∣〈BJ(x2, y2), hI〉∣∣2) 12 dx2 dy2)2.



























∥∥(1Ω̂c(·, y2)1FJ )∥∥L2(Rn) dy2)2.

























∥∥(1Ω̂c(·, y2)1FJ )∥∥2L2(Rn) dy2),
where the first integral can be computed summing integrals over the annuli
A(j) := B(cJ , `(J)2
j+1) \B(cJ , `(J)2j) as we computed in the one-parameter case.
44







































Let V = V (y1, x2) be the maximal J ∈ Dm for which (y1, x2) ∈ FJ × J. Since we
have |cV − cJ | ≤ `(V )/2 ≤ |cJ − y2| for J ⊂ V and y2 ∈ (2V )c, we get |cV − y2| ≤
|cV − cJ |+ |cJ − y2| ≤ `(V )/2 + |cJ − y2| ≤ 2|cJ − y2|. Thus we can estimate∫
`(J)α
|cJ − y2|m+α





































|〈T1Ω̂c1FJ , hR〉|2 . |
⋃
J ′
FJ ′ × J ′| . |Ω̂| . |Ω|
by the fact that
⋃
J ′ FJ ′ × J ′ ⊂ Ω̂.
Lastly, it remains to estimate∑
R=I×J∈D
R⊂Ω







|〈T1Ω̂c1F cJ , hR〉|
2,
now summing in different order than in the previous term.
Let GI be a collection of maximal G ∈ Dm such that I × G ⊂ Ω. Given such a G let
IG be the maximal parent of I for which IG ×G ⊂ Ω̃. Then we write∑
J∈Dm
I×J⊂Ω







|〈T1Ω̂c1F cJ , hR〉|
2.
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Since IG×J ⊂ IG×G ⊂ Ω̃ there exists F ∈ FJ such that IG ⊂ F for which 2IG ⊂ 2F ⊂ FJ ,
we have that F cJ ⊂ (2IG)c ⊂ (2I)c. Thus we may write
〈T1Ω̂c1F cJ , hR〉 =
∫∫
R2n
〈BI(x1, y1), hJ〉1F cJ (y1)hI(x1) dx1 dy1,
where BI(x1, y1) :=
[
U1(x1, y1)− U1(cI , y1)
]
(1Ω̂c(y1, ·)).
By Minkowski’s integral inequality we get∑
J∈Dm
J⊂G

















































∥∥1G(BI(x1, y1)− 〈BI(x1, y1)〉G)∥∥L2
. |G| 12 ‖BI(x1, y1)‖BMO2(Dm)
. |G| 12
∥∥1Ω̂∥∥L∞ ‖U1(x1, y1)− U1(cI , y1)‖
. |G| 12 `(I)
α
|cI − y1|n+α
for x1 ∈ I and y1 ∈ (2IG)c ⊂ (2I)c.
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Now we study bi-parameter paraproducts which are essential for proving the L2 → L2
boundedness of the bi-parameter Calderón-Zygmund operators. Since these T1 theorems
are out of the scope of this thesis, we only study the boundedness property of these
paraproducts.
Let (λR)R be a sequence indexed over dyadic rectangles in D = Dn×Dn. We say that




















































where f : Rn+m → C.
First, we consider paraproducts of the form (1) or (2). For these we show that it is
necessary that the sequence λ is in the product BMO space.
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Theorem 5.1. If Πλ has the form (1) or (2) then for all f ∈ L2(Rn+m)
‖Πλf‖L2(Rn+m) . ‖f‖L2(Rn+m)
if and only if ‖λ‖BMOprod(D) <∞.
Proof. Let us first assume that ‖λ‖BMOprod <∞. It is enough to show that
|〈Πλf, g〉| . ‖λ‖BMOprod ‖f‖L2(Rn+m) ‖g‖L2(Rn+m)




λR〈f〉R〈g, hR〉 = 〈f,Π2λg〉.





























































≤ ‖f‖L2(Rn+m) ‖g‖L2(Rn+m) .
Then the converse claim. Assume that
‖Πλf‖L2(Rn+m) . ‖f‖L2(Rn+m)
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Hence, we conclude that
‖λ‖BMOprod(D) . 1.
Next, we study the paraproducts of the form (3) or (4). We show that if the sequence
λ belongs to the product BMO space, then the paraproduct is bounded. Althought, the
boundedness does not imply that the sequence is necessarily in the product BMO space
or even in rectangular one as shown by Martikainen and Orponen [5].
Theorem 5.2. If Πλ has the form (3) or (4) and ‖λ‖BMOprod(D) <∞, then
‖Πλf‖L2(Rn+m) . ‖λ‖BMOprod(D) ‖f‖L2(Rn+m) .




























[MDm〈f, hI〉1]2 ⊗ [MDn〈g, hJ〉2]2
1I ⊗ 1J





























































































= ‖f‖L2(Rn+m) ‖g‖L2(Rn+m) .
51
Bibliography
[1] T. Hytönen and H. Martikainen. Non-homogeneous T1 theorem for bi-parameter
singular integrals. Advances in Mathematics, 261:220–273, Feb. 2014.
[2] J.-L. Journé. Calderón-zygmund operators on product spaces. Revista Mathemática
Iberoammericana, 1:55–91, 1985.
[3] J.-L. Journé. A covering lemma for product spaces. Proceedings of the American
Mathematical Society, 96:593–598, 1986.
[4] K. Li, H. Martikainen, and E. Vuorinen. Bilinear bi-parameter singular integrals:
Representation theorem and boundedness properties. preprint, Dec. 2017.
[5] H. Martikainen and T. Orponen. Some obstacles in characterising the boundedness of
bi-parameter singular integrals. Mathematische Zeitschrift, 282:535 – 545, Apr. 2016.
[6] C. Muscalu and W. Schlag. Classical and Multilinear Harmonic Analysis, Vol. II.
Cambridge Studies in Advanced Mathematics 138. Cambridge University Press, 2013.
52
