We asked whether ''good composition" or ''visual rightness" of artworks manifest themselves in a particular arrangement of basic image features, such as oriented luminance edges. Specifically, we analysed the layout of edge orientations in images from a collection of >1600 paintings of Western provenance by comparing pairwise the orientation of each edge in an image with the orientations of all other edges in the same image. From the resulting orientation histograms, we calculated Shannon entropy and parallelism (i.e., the degree to which lines are parallel in the image). For comparison, we analysed the same second-order image properties in photographs of diverse natural patterns and man-made objects and scenes. Results showed that Shannon entropy of relative orientations of edge pairs was high and parallelism was low for the paintings and some of the natural patterns, but differed from other sets of photographs, including other man-made stimuli. The differences were also observed when images were matched for image content. Moreover, high entropy of edge orientations was found in traditional artworks produced by different techniques, in artworks that represented different content matter and art genres, as well as in artworks from other cultural backgrounds (East Asian and Islamic). In conclusion, we found that high entropy of edge orientations characterizes diverse sets of traditional artworks from various cultural backgrounds.
Introduction
At early stages of cortical processing, visual information is encoded locally by an array of retinotopic filters distributed over the visual field. For example, groups of neurons in the primary visual cortex (V1) respond to luminance edges of a particular orientation projected onto their receptive field (orientation columns) (Wurtz & Kandel, 2000) . The V1 responses are influenced also by large-scale interactions that extend well beyond the classic receptive field (Field, Hayes, & Hess, 1993) and contribute to the sparse coding and decorrelation of visual responses (Simoncelli & Olshausen, 2001 ), e.g. by surround modulation, horizontal longdistance connections, and top-down influences from higher-order areas (Spillmann, Dresp-Langley, & Tseng, 2015) . Both local processing and long-distance interactions are adapted in evolution and development to the statistics of the natural environment (Coppola, Purves, McCoy, & Purves, 1998; Geisler, 2008) . They have evolved for specific perceptual tasks, for instance, for the recognition of objects by detecting border-ownership relations or for the rapid recognition of scenes by integrating information across a wider region of the visual field.
While a vast body of knowledge about the role of local feature extraction in visual perception has been gathered, we are just beginning to understand how specific perceptual tasks are mediated by the integration of visual information across the visual field. One striking example of our lack of knowledge is the perception of ''visual rightness" and ''good Gestalt" in visual artworks (Arnheim, 1954; Locher, Stappers, & Overbeeke, 1999) . Some artists, art historians and art critics have argued that the structure of artworks follows specific, as yet unknown rules of spatial composition (Bell, 1914; Greenberg, 1955; Kandinsky, 1912; Redies, 2015) , which asks for an arrangement of pictorial elements in precise spatial relations to each other in an artwork. If this notion is correct, the perception of artworks must be reflected in long-range interactions of neuronal responses across the visual field. Although some contemporary philosophers, psychologists and art critics have contested such formalist views, especially for (post-)modern art (Danto, 1981; Gopnik, 2014; Leder, Belke, Oeberst, & Augustin, http://dx.doi.org/10.1016/j.visres.2017.02.004 0042-6989/Ó 2017 Elsevier Ltd. All rights reserved. 2004 ), several statistical image properties have been found to be associated with artworks in recent years (Graham & Redies, 2010) . For example, there is converging evidence that, in general, observers prefer an intermediate degree of visual complexity in visually pleasing stimuli, such as artworks (Forsythe, Nadal, Sheehy, Cela-Conde, & Sawey, 2011) . Moreover, large subsets of artworks resemble complex natural scenes in that they possess a scale-invariant Fourier spectrum (Graham & Field, 2007; Redies, Hänisch, Blickhan, & Denzler, 2007) . Also, the spatial distribution of oriented luminance gradients in many artworks is characterized by a relatively high degree of self-similarity and uniformity across directions (Braun, Amirshahi, Denzler, & Redies, 2013; Redies, Amirshahi, Koch, & Denzler, 2012) . Despite these intriguing results, distinct perceptual features that discriminate artworks from more mundane examples of man-made images remain elusive to date.
Against this background, the present work aims to increase our knowledge about how the physical structure of traditional artworks differs from that of other visual stimuli (Bell, 1914; Graham & Redies, 2010) and to what extent their processing in the human brain can possibly be tied to objective stimulus parameters. Even if it turns out that the same stimulus features cannot be identified universally in all artworks, especially in some examples of (post-)modern and contemporary art (Danto, 1981; Gopnik, 2014; Leder et al., 2004) , our approach may lead to a classification of different types of artworks according to objective image properties, before considering the role of content, cultural context, personality, expertise and the like in art appreciation (Leder et al., 2004; Redies, 2015) .
Because the detection of oriented luminance gradients, such as edges, is a fundamental and early outcome of visual processing, one obvious experimental question is how edge orientations relate to each other in images of artworks. In other words: Do ''visual rightness" and ''good composition" (Arnheim, 1954; Bell, 1914; Locher et al., 1999 ) manifest themselves in a particular arrangement of oriented edges in images of traditional artworks? To answer this question, we used Gabor filters to determine the orientations of all edges in the images. The strongest edges were identified and the orientation of each of the edges was compared pairwise to the orientation of all other strong edges in the image. As expected, results provided evidence for prominent statistical regularities for nearby edge pairs (e.g., collinearity) as well as for more distant edge pairs (e.g., parallelism) (Geisler, Perry, Super, & Gallogly, 2001) . Surprisingly, for more widely separated edge pairs, edge orientations showed a low degree of regularity in a large set of oil paintings of Western provenance, i.e. the edge orientations in these artworks were largely independent. This result implies that, across each image, artworks exhibit a high degree of second-order entropy of edge orientations. This high second-order entropy can be reduced only partially to the first-order entropy of edge orientations. For comparison, regularities of distant edge pair orientations were higher and, consequently, second-order entropy was lower for other types of man-made images and in visual stimuli that we encounter in every-day life (photographs of architecture, objects, and human faces). A similar difference between nonartistic and artistic images was found for images that displayed similar content (face photographs versus face portraits, and landscape photographs versus landscape drawings). Moreover, we studied whether high entropy of edge orientations is also observed in artworks that were produced by different artistic techniques (oil and ink paintings, graphic art and prints) and in other cultures (Islamic and East Asian art). Last but not least, we asked whether high entropy of edge orientations could also be found when we analyse colour-opponent channels of intensely coloured artworks (e.g., Impressionist paintings).
Materials and methods

Image datasets
An overview of all datasets used in the present study and their sources is provided in Table 1 . Previously published and novel datasets of images were analysed. Previously published datasets included the JenAesthetics dataset (Amirshahi, HaynLeichsenring, Denzler, & Redies, 2015) , which consists of 1629 high-quality images of oil paintings that were made available by museums around the world through the Google Art Project (Set No. 1 in Table 1 ). This dataset comprises paintings from major periods of Western art, extending from the Renaissance to Expressionism, but excluding postmodern and contemporary art. The paintings depict various subject matters, including landscapes, seascapes, urban scenes, still lives, portraits, nudes, and architecture. For comparison, we analysed nine datasets of photographs of man-made patterns and scenes (photographs of simple objects, building facades and urban scenes), passport-type face photographs, and natural scenes and patterns (photographs of largevista natural scenes, plant patterns, lichen growth patterns, clouds and branches). These datasets (Sets No. 2-10 in Table 1 ; see examples in Fig. 1 ) were chosen because they display a wide diversity of statistical image properties, such as complexity, self-similarity and anisotropy Braun et al., 2013; Redies et al., 2012) .
To examine the possibility that some of the observed differences in image statistics are due to differences in the content matter shown in the images, we directly compared photographs and artworks of similar image content. To this aim, we analysed two datasets of face photographs and a dataset of artistic face portraits. The first photographic dataset comprised monochrome versions of 200 faces with neutral facial expressions on a white background (Set No. 5 in Table 1 ; Martinez & Benavente, 1998) . The second photographic dataset consisted of 201 images that were randomly chosen from the Yale dataset of photographs of faces in front of various office backgrounds (Set No. 11 in Table 1 ; Georghiades, Belhumeur, & Kriegman, 2001 ). The dataset of artistic face portraits was described previously (Set No. 12 in Table 1 ; Redies, Hänisch et al., 2007) ; it comprised 306 monochrome images and represented various graphic techniques and different art genres of Western provenance from the 16th to the 20th centuries (see examples in Suppl. Fig. S1a,b) . Moreover, we compared photographs of Dutch natural scenes (Set No. 13 in Table 1 ; see example in Suppl. Fig. S1c; van Hateren & van der Schaaf, 1998 ) with a series of Dutch landscape drawings and prints (Set No. 14 in Table 1 ; see example in Suppl. Fig. S1d ). To match image content in these two datasets more closely, we also used 150 pairs of images that were selected from these two datasets in a previous study (Koch, Denzler, & Redies, 2010) , in which five participants were instructed to pick 30 pairs each of landscape photographs and artworks that closely matched each other in image content.
In order to extend our analysis to artworks produced by different artistic techniques and to artworks from other cultural backgrounds, we analysed datasets of graphic artworks of Western provenance (Set No. 15 in Table 1 ; see example in Suppl. Fig. S1e ) and diverse sets of artworks from East Asian and Islamic cultures Table 1 ; see examples in Suppl. Fig. S2a-e) .
Finally, we extended our analysis to colour-opponent edges. Beside some of the datasets mentioned above, we analysed 296 highly colourful artworks that included Impressionist, NeoImpressionist and Post-Impressionist paintings (Set No. 21 in Table 1 ). These images were downloaded from the Wikimedia No., dataset number; n, number of images in the dataset. Commons website and include oil paintings mostly by P. Cezanne, C. Monet, C. Pissaro, G. Seurat, P. Signac, A. Sisley and V. van Gogh.
Histogram creation
First, the high-resolution input images were scaled down to a maximum size of 120,000 pixels, while preserving their original aspect ratio. All colour images where converted to greyscale using the ITU-R-601-2 luma transform, in which the colour channels are weighted according to their perceived luminosity.
In each resulting image, edges were extracted by applying a filter bank consisting of 24 oriented Gabor filters, which represented one full rotation when combined. Phase and deviation of all filters were set to have exactly one zero crossing in the middle, so that the filters responded most strongly to edge-like structures in an image. Specifically, filters were constructed using the following equation:
in which we set r = 1.699 where angles h were 2pi 24 jif0; 1; . . . ; 23g È É . The highest filter response defined the orientation for each pixel in the resulting filtered image. Only the 10,000 highest edge responses were included in the analysis of each image because restricted computational power prohibited the comparison of all edges with all other edges in an image (for a rationale of this thresholding procedure, see Sigman, Cecchi, Gilbert, & Magnasco, 2001) . Filter responses near the image border (15 pixels absolute) were discarded.
Each edge was compared to all other remaining edges, and the product of their intensity was counted in a histogram, while the specific bin was defined by the parameters d (the Euclidean distance between the two edges), a (the angle between the edges) and h (their relative orientation, see Fig. 2a ). Note that all parameters are recorded relative to the first edge, which is normalized to be horizontal. An example histogram resulting from the comparison of three edges with all other edges is shown in Fig. 2d . A final histogram where all edges are taken into account is shown in Fig. 2f . When visualized as a circle, the upper half of the resulting histogram shows all edges located in front of the edge used for reference, while the lower half shows all edges lying behind that edge. Edges lying on the same straight line are located on the line that divides the two halves. In Fig. 2f , the average mean angle is pseudocolour-coded (see Fig 2e for an explanation of the colours used). In the final histograms, we used 500 bins for d, 48 bins for a, and 24 bins for h, were the binning resulted from the number of Gabor filters used. For each bin defined by d and a, histograms of the angles h (here called h histograms; Fig. 2g-j) were normalized.
Measuring entropy, parallelism and mean orientation
We observed large differences in the uniformity of the histograms between different images (Fig. 2g-j) . Therefore, as a measure for histogram uniformity, we calculated the Shannon entropy H, which is defined as follows:
where X is the h histogram at distance d and angle a. À Á % 4:585. Where appropriate, this maximum value is indicated by a dotted line in the graphs shown in this manuscript. The more prevalent particular orientations are compared to others, the less uniform is the histogram; as a result, entropy is lower (for examples, see images in Fig. 2h,i) .
Previously, we demonstrated that artworks of Western provenance display a low degree of anisotropy of the orientation histograms of luminance gradients (Koch et al., 2010) . In other words, all orientations have a similar overall strength in each of the artworks. This finding was based on an analysis of the orientation histogram of the entire images, not on a pairwise comparison of edge orientations across the images. For comparison with these previous findings, we calculated Shannon entropy also for the histogram that sums up all edge orientations in the entire image. To distinguish between the two types of entropy in the present work, we refer to them as first-order entropy (for the summary histogram of the entire image) and second-order entropy (for the pairwise comparison). Note that the two types of entropy are not independent of each other (Table S1 ). If first-order entropy is lower, second-order entropy would be lower also, as illustrated for synthetic images below (see Section 3.3).
Second, we measured parallelism in the h histograms. Parallelism indicates that the orientations of the two edges that are considered in the pairwise comparison are the same (irrespective of their polarity); it includes collinearity which indicates that, in addition to having the same orientation, the two lines are part of the same straight line. Parallelism is a conspicuous regularity in natural images (Geisler et al., 2001; Krüger, 1998; Sigman et al., 2001 ) and also plays a role in Gestalt perception (Wagemans et al., 2012) . A histogram representing ideal parallelism has edge responses only in the two opposed bins, in which edges with the same orientation (0°or 180°) are counted while all other bins are empty. The distance of a given histogram P to an ideal histogram Q can be measured by calculating the Histogram Intersection Kernel (Barla, Franceschi, Odone, & Verri, 2002) , given by
where P is the actual h histogram and Q is a histogram with values of 0.5 in the bins corresponding to h = 0 and 180 deg and values of zero in all other bins. We chose this polarity-blind parallelism measure because we were interested in the orientation of lines and edges only, not in the direction of the luminance change, which can switch along the edge of an object, for example, for an object of intermediate luminance that is placed on a background that changes from bright to dark. Moreover, many artists use lines in their artworks. A polarity-blind parallelism measure does not take into account the polarity of the two sides of the lines. The measure approaches 1 if, for example, parallel edges with 0 deg and 180 deg have the same intensity and there is no other orientation.
Third, the circular mean orientation for every position d and a can be calculated from the h histograms. To this aim, we calculated the orientation and the length of the vector, which is formed by taking the mean of all bins according to their orientation and their value, interpreted as vectors themselves (mean vector). The longer the mean vector describing that orientation, the more prominent the orientation is for a given bin for d and a. If all orientations are more uniformly distributed, the mean vector length is closer to zero because edges of opposite orientations cancel each other out. In Fig. 3 and Supplementary Fig. S3 , the orientation of the mean vector is represented by the hue of the colour (for colourcoding, see Fig. 2e ) and its length by the colour value (brightness).
Finally, to measure edge density, we summed all edge responses in each Gabor-filtered image. Edge density roughly correlates to perceived complexity, as do other measures that are based on the number and strength of luminance gradients in an image (Forsythe et al., 2011) . In general, human observers prefer images of intermediate complexity (Forsythe et al., 2011; Taylor et al., 2005) , although large between-subject differences for this preference have been reported (Bies, Blanc-Goldhammer, Boydston, Taylor, & Sereno, 2016; Güclütürk, Jacobs, & van Lier, 2016) .
Statistical analysis
The data presented for the different image categories in Figs. 5 and 7 and the Supplementary Fig. S4 were compared by a one-way ANOVA (Kruskal-Wallis test, followed by Dunn's post-test). Nonparametric tests were used throughout the analysis because the values for most measures were not normally distributed, especially for entropy. Where appropriate, other statistical tests were used and are mentioned in the Results section and figure legends. A level of p < 0.05 was considered significant. In the box plots, the whiskers bracket 5-95% of the data.
Results
Pair-wise statistics of edge orientations
To study the spatial distribution and geometrical relationship of edge orientations, we analysed all possible pairs of edge elements in each image. To detect edge elements, a filter bank of 24 oriented Gabor filters was applied because these filters are akin to receptive fields found in the human visual system. Examples for the category of the images analysed and their edge-filtered counterparts are shown in Figs. 1 and 8 and Supplementary Figs. S1 and S2. We obtained pair-wise statistics of edge orientations by following the procedure proposed by Geisler et al. (2001) , as illustrated in Fig. 2 (see also Motoyoshi & Kingdom, 2010) . For each image, the orientation of all edge elements was related to the orientation of all other edge elements in the image by pairwise comparison. Results were summarized in circular 3d diagrams (Fig. 2d,f) , where the distance to the plot centre indicates the distance d between the element centres, and the radial orientation in the plot represents the direction a of the second element (red edge in Fig. 2a ) relative to the first (reference) element (black edge in Fig. 2a ). For each position in the circular plot, we obtained a 1d histogram of relative orientations h (here called h histogram; Fig. 2g-j) , as we summed up the relative orientations h of all pairs of edge elements. The h histogram gives the probability (weighted by strength; see Section 2.2), P(d,a,h), of observing an edge element at every possible distance d, orientation difference a, and direction h for a given (reference) edge element. In Fig. 2g -j, exemplary h histograms are displayed. From the h histograms, we calculated several measures (see below) and plotted them in 2d histograms. For example, the circular plot in Fig. 2f represents the average direction h of all second (reference) elements for the image of a chessman (Fig. 2b,c) .
Second-order entropy of edge orientations
A comparison of the exemplary h histograms in Fig. 2g -j suggests that they differ in their uniformity. For example, for the lichen image (Fig. 1m,j) , the probability that an edge of a particular orientation occurs is almost the same for all orientations, i.e. one cannot predict the orientation of the second edge element from the first one. The opposite is observed for facades (Fig. 1c,i) . Here, the probability that the same orientation occurs is higher than for other (oblique or orthogonal) orientations, i.e. one can predict the orientation of the second edge element based on the orientation of the first element with relatively high accuracy. These results suggest that the uniformity of the histogram may help distinguishing the image categories analysed. Therefore, as a measure for histogram uniformity, we calculated Shannon's entropy for each individual histogram and plotted the resulting entropy values in 2d plots. We call this entropy second-order entropy throughout the text to distinguish it from the first-order entropy of the summary histogram for all edge orientations in an image. In general, the artworks of the Western oil painting dataset (Fig. 3a) resemble natural image categories (Suppl. Fig. S3 ) as they display generally high and uniform second-order entropy values in the 2d plots. In images of artworks, clouds (Suppl. Fig. S3d ) and branches (Suppl. Fig. S3e ), entropy is low also in the area close to the centre of the plots, i.e. for small distances d. Unlike in artworks and photographs of natural images, entropy is lower for photographs of man-made objects and scenes (Fig. 3) , such as images of simple objects (Fig. 3b) , facades ( Fig. 3c ) and urban scenes (Fig. 3d) . Face photographs show a smaller area of entropy values because the heads are presented on a white background (Fig. 1e) so that the maximum possible distances d of edge pairs is shorter; within these distances, entropy is relatively low (Fig. 3e) .
To quantify these results further, we plotted entropy as a function of distance d by averaging second-order entropy across directions a. Average 1d plots for all images in each category (Fig. 4) largely confirm the results from the 2d plots. In particular, the plots for oil paintings reach high values and resemble those of lichen, plant patterns and clouds (Fig. 4b) . Entropy values are lower in the images of facades, urban scenes, objects and faces, except for large distances d (Fig. 4a) . Note that the decrease in the entropy values at very short and large distances (>250 pixels) is an artefact of our measurement, as explained in the legends to Fig. 4) .
To further pinpoint these differences, we averaged the values in the 1d plots between 20 and 80 pixel distance. This range was chosen because of the relatively prominent differences between the image categories in the 1d plots. Results for second-order entropy are displayed as box plots in Fig. 5a ,b and corroborate the observed tendencies, in particular the high entropy values of oil paintings, which are surpassed by the images of lichen and plant patterns only. The median entropy of oil paintings is different from that of all the other image categories (all p < 0.001; except for the comparison paintings and large vistas: p < 0.01; Kruskal-Wallis test with Dunn's post-test). With increasing distances d, plots for the larger distances (ranges 80-160 and 160-240 pixels; see different background shadings in Fig. 4 ) run largely in parallel and average values for the three distance ranges (see Fig. 4 and Suppl. Fig. S4 ) were similar.
Comparison of first-order and second-order entropy
As mentioned above (Section 2.3), the orientations of luminance gradients have similar overall strength in subsets of artworks of Western provenance (Koch et al., 2010) . Because this type of first-order regularity can affect second-order entropy, we calculated Shannon entropy also for the edge orientation histogram of the entire images (first-order entropy) and asked whether differences in first-order entropy can fully account for the observed dif- Fig. 3 . Circular plots of second-order entropy (a-e), parallelism (f-j) and the orientation and strength of the mean vector (k-t) for the images categories indicated at the top of each column. Each panel represents mean values for all images in the respective image category. (p-t) Central details of the plots shown in (k-o). In all plots, the distance d is plotted radially as a function of the relative direction a (white arrow in Fig. 2d) , as indicated at the circumference of the plot in Fig. 2f . The colour coding for (a-j) is given at their right-hand sides, respectively. For the colour coding of the orientation of the mean vector in (k-t), see Fig. 2e . The colour value (brightness) in (k-t) indicates the length of the mean vector, i.e. brighter colour represents higher vector length.
ferences in second-order entropy. Results suggest, however, that this is not the case.
To illustrate the difference between first-order entropy and second-order entropy, we first show results for the exemplary synthetic images displayed in Fig. 6 . The first image (Fig. 6b ) displays regularly spaced short lines of vertical orientation. The Gaborfiltered version of the image (Suppl. Fig. S5 ) is dominated by the vertical orientation but also shows all other orientations, albeit more weakly. For this synthetic image, both first-order and second-order entropies are relatively low (b in Fig. 6a ). When randomly shuffling the positions of the lines without changing their orientation (Fig. 6c) , first-order entropy remains about the same, but second-order entropy increases (c in Fig. 6a ). The third image (Fig. 6d) contains lines of orientations between 0°to 45°. Firstorder entropy is now higher for both regularly spaced and shuffled arrangements of the lines (d in Fig. 6a) ; again, the shuffled image (Fig. 6e ) has higher second-order entropy (e in Fig. 6a ). With lines of all orientations (Fig. 6f,g ), first-order entropy is close to maximal (vertical dotted line in Fig. 6a ), but maximal second-order entropy (horizontal dotted line in Fig. 6a ) is reached only if the lines are randomly positioned (Fig. 6g) .
To confirm that our algorithm measures close-to-maximal entropy values correctly, we analysed random-noise images with Fourier statistics of natural images (Suppl. Fig. S6 ). As expected, close-to-maximal values were measured for both first-order and second-order entropy for this type of randomly structured images (for details, see legends to Suppl. Fig. S6) . Fig. 6a compares first-order and second-order entropy for selected image categories from our study. Dots in the upper right part of Fig. 6a are displayed at a higher resolution in Supplementary Fig. S7 . For most of the oil paintings (pink dots in Fig. 6a ), both first-order and second-order entropy are relatively high. Photographs of faces (green) have similarly high first-order entropy but, due to their co-circularity, second-order entropy is lower than that for oil paintings. Most photographs of simple objects (light blue) and facades (dark blue) have both lower first-order and lower second-order entropy than artworks. Photographs of lichen growth patterns (red) show close-to-maximal values for both first-order and second-order entropy.
In conclusion, oil paintings exhibit high second-order entropy, which cannot be explained completely based on their high firstorder entropy. We conclude that there is a considerable degree of second-order entropy in the oil paintings that results from an irregular and independent arrangement of edge orientations across the images.
Parallelism
One factor that can reduce entropy of edge orientations in images is a high probability to encounter the same or a similar orientation in the pairwise comparison of edges (Geisler et al., 2001 ). This property has been called parallelism (Krüger, 1998; Wagemans et al., 2012) and includes edge pairs that are part of the same line (collinearity; see Section 2.3). To measure parallelism, we calculated the closeness of the h histograms to a theoretical histogram with equal edge responses at orientations of 0 and 180°only, by using the Histogram Intersection Kernel (HIK) (Barla et al., 2002 ) based on normalized histograms. This measure Fig. S4 ). The horizontal dotted lines in (a, b) indicate the theoretical entropy maximum for the 24 orientation bins used in the analysis (about 4.585; see Section 2.3). Note that the decline in entropy that is observed in (a, b) at very large distances represents an artefact. As distances become exceedingly large, fewer edge pairs are found and the resulting histograms become noisy; finally, they are dominated by only very few or even single edge pairs, resulting in decreasing entropy values. Entropy is low also at very short distances because the pixels become large relative to the size of the bins. Consequently, the histograms consist of only one or very few pixel values, which make them more heterogeneous.
approaches a value of 1 as the h histogram becomes more similar to the theoretical histogram. It converges towards a value of 0, as the histogram approaches uniformity of responses across all orientations. In analogy to the analysis of entropy (see above), 2d plots of parallelism are shown in Fig. 3f-j und Supplementary Fig. S3f -j for the image categories that are shown in Fig. 1 . 1d plots as a function of distance d are displayed in Fig. 4c,d . Box plots for the 20-80 pixels range (Fig. 5d) show that the mean parallelism of oil paint- The observed patterns for parallelism are roughly opposite to the second-order entropy patterns at all levels of analysis. This finding indicates that a major reason for the reduction of entropy in images of man-made scenes and objects is that these images contain edges of similar (mostly horizontal and vertical) orientations. However, other regularities also contribute to low entropy of the h histograms. For example, the 2d plots for face photographs display regions of low entropy (Fig. 3e) , which do not coincide with high parallelism (Fig. 3j) . Correspondingly, the mean values for the 20-80 pixel range of face photographs are lower than, for example, the values of large vistas, for both entropy (Fig. 5a ) and parallelism (Fig. 5d) .
To explain the above findings, we analysed the orientation of the mean vector of each h histogram (see Section 2.3). Fig. 3 and Supplementary Fig. S3 display the complete 2d histograms for the mean orientation and length of the mean vector (Fig. 3k-o and Suppl. Fig. S3k-o) and enlargements of the central region of the plots (Figs. 3p-t and Suppl. Fig. 4p-t) . In the figures, the colours represent the orientation of the mean vector and their brightness indicates its length. Red and blue colours indicate that edge pairs have similar mean orientations (0°and 180°, respectively) and purple and green colours indicate that edge pairs have orthogonal mean orientations (90°and 270°, respectively; see Fig. 2e ). The central regions of the plots display relatively high and elongated regions of collinearity (red horizontal stripes; so-called transition zone) for nearby edge pairs (Geisler et al., 2001) in the plots for the man-made scenes and objects (in Fig. 3k -n, p-s) and for natural scenes (Suppl. Fig. S3k,p) , but not in the plots for plant patterns and lichen (Suppl. Fig. S3l,m,q,r) . Plots for artworks (Fig. 3k,p) and branches (Suppl. Fig. S3o,t) show intermediate results. The mean orientations are relatively prominent throughout the entire plots for face images, which likely reflects regularities in the size of the faces in the images. The plots for clouds (Suppl. Fig. S3n,s) possess a relatively large area of co-circularity (Geisler et al., 2001; Sigman et al., 2001) at their centres (i.e., for nearby edge pairs). In the plots for facades (Fig. 3h) , relatively high parallelism is found also for edge pairs than are not collinear and spaced further apart. In conclusion, histogram entropy correlates inversely with parallelism/collinearity, but it also relates to other regularities in edge orientations in the images, such as co-circularity.
Edge density
Edge density is low for images of faces and clouds and high for images of some of the other natural patterns, such as plant patterns and lichen (Fig. 5g ). In agreement with previous studies that use other algorithms to detect luminance gradients (Braun et al., 2013; Redies et al., 2012) , we obtained intermediate edge density values for oil paintings. The box plots in Fig. 5g illustrate these differences for the 20-80 pixels range and show that the mean edge density of oil paintings is different from that of all the other image categories (all p < 0.001 and lower; except for paintings vs. objects: p < 0.05; Kruskal-Wallis test with Dunn's post-test).
Correlations between statistical measures
Several other statistical measures have been used to characterize images of artworks previously (Graham & Redies, 2010) . For example, the fractal dimension measures complexity in artworks (Forsythe et al., 2011; Taylor, Spehar, Van Donkelaar, & Hagerhall, 2011) . Based on histograms of oriented luminance gradients (HOGs) (Dalal & Triggs, 2005) , we showed that artworks possess a high degree of self-similarity, intermediate complexity and a uniform distribution of luminance gradient strength across orientations (low anisotropy; Braun et al., 2013; Redies et al., 2012) . Moreover, monochrome (graphic) artworks and natural sce- nes share a similar Fourier power spectrum; for both types of images, the slope of log-log plots of Fourier power versus spatial frequency falls off close to linearly with a slope of about À2 (Graham & Field, 2007; Redies, Hasenstein, & Denzler, 2007; Redies, Hänisch et al., 2007) .
Here, we asked to what extent the present measures correlate with each other and with the previously studied measures. Supplementary Table S1 lists the Spearman correlation coefficients q for pairwise comparisons of the present and previous measures for 175 images that were selected randomly from each of the image sets No. 1-10 in Table 1 (total of 1750 images). As expected, first-order entropy and second-order entropy correlate, but only partially; for the above set of diverse types of images, Spearman's correlation coefficient q is 0.86. When the complete dataset of 1629 oil paintings is analysed separately, q decreases to 0.63.
These results are compatible with the above finding that secondorder entropy cannot be reduced to first-order entropy completely, especially in the case of artworks. Moreover, there is a relatively strong inverse correlation between the two entropies and parallelism (Suppl . Table S1 ), as expected from the respective 2d plots (Fig. 3a-j) . Entropies and parallelism correlate more weakly with the three measures that relate to subjective complexity (Gaborderived edge density, HOG-derived complexity and fractal dimension) and moderately with self-similarity. The three complexityrelated measures, in turn, correlate strongly not only with each other but also with the Fourier slope. As expected, we found a strongly inverse correlation between the two entropy measures and anisotropy (Suppl . Table S1 ).
Differences between art periods, techniques and subject matters in Western art
Given the large differences in second-order entropy between the various image categories analysed thus far, the questions arise whether (1) the manual technique of brush painting with oil colours might possibly induce a particular distribution of edge orientations that other artistic techniques would not, and (2) the high entropy that we observed in oil paintings of Western provenance might relate to the subject matter that is depicted in the images of this dataset.
To answer question (1), we analysed a set of 200 Western graphic artworks that were produced by various techniques other than oil painting (i.e., pencil drawings, etchings, woodcut prints etc.) and showed a variety of subject matters (Set No. 15 in Table 1 ). We found that second-order entropy of edge orientations (Fig. 5c ) differed only slightly from the values of Western oil paintings (Mean: 4.488 ± 0.082 SD vs. Mean: 4.473 ± 0.10 SD, p < 0.01, twotailed Mann-Whitney test). Similar results were obtained for parallelism (Mean: 0.115 ± 0.032 SD vs. Mean: 0.111 ± 0.34 SD, p < 0.0001; Fig. 5f ). Edge density was, however, markedly higher for graphic artworks than for oil paintings (Mean: 132 ± 53 SD vs. Mean: 64 ± 23 SD, p < 0.0001; Fig. 5i) .
With regard to question (2), we analysed subsets of the 1629 oil paintings of Western provenance separately according to which art period they represented (11 subsets; see Fig. 7 ) and what subject matters they depicted (11 subsets). Results suggest that the variability of second-order entropy across art periods and content mat- ters is low in these 22 subsets of images when compared to the large differences found between artworks (red boxes in Fig. 7 ) and the other categories of images (photographs; blue, orange and green boxes in Fig. 7) . Within the art styles, only 3 pairs out of the 55 possible pairs of subsets differed for second-order entropy, but 12 pairs for parallelism, and 24 pairs for edge density. For subject matters, 18 pairs out of the 55 possible pairs differed for second-order entropy, 25 pairs for parallelism and 17 pairs for edge density (Kruskal-Wallis test with Dunn's post-test, p < 0.05 and lower).
When the subsets of oil paintings were compared to the different categories of photographs, the mean values of second-order entropy and parallelism for some of the oil painting subsets were not different from those of large vistas and some natural patterns, such as clouds and branches (green in Fig. 7 ) but they differed from these categories in edge density, except for large vistas (Suppl .  Table S2 ). Vice versa, photographs of man-made scenes and patterns (blue in Fig. 7 ) possess lower entropy and higher parallelism than the subsets of oil paintings, but many had similar edge density. In summary, differences within the subsets of oil paintings were smallest for second-order entropy.
Next, we directly compared artworks and photographs that displayed similar image content (faces and landscape scenery; Fig. 5b , e,h). Greyscale photographs of faces on a white background (AR face dataset; Set No. 5 in Table 1 ) and of faces on an office background (Yale face dataset; Set No. 11) had lower second-order entropy than a set of 306 monochrome art portraits of Western provenance (Set No. 12; example in Suppl. Fig. S1a ) (both comparisons p < 0.0001; Kruskal-Wallis test with Dunn's post-test). This difference in entropy persisted for details of the same art portraits that were cropped so as to match the eye distance of the AR face dataset (Suppl. Fig. S1b ; p < 0.001). Likewise, colour photographs of large-vista landscapes (Set No. 6) had lower entropy than the subset of the 213 paintings that depicted landscapes in the dataset of Western oil paintings (Set No. 1) (p < 0.05; Mann-Whitney test). We also compared 207 greyscale photographs from a set of Dutch natural scenes photographs (Set No. 13) with a dataset of 104 monochrome drawings and prints of Dutch landscapes (Set No. 14) and again obtained similar differences in entropy between photographs and artworks (p < 0.0001; Mann-Whitney test; Fig. 5b ), even for 150 pairs of images that were matched by 5 participants to show similar content (natural scene photographs, Mean: 4.46 ± 0.16; Dutch landscape graphic art, Mean: 4.54 ± 0.02; p < 0.0001; Wilcoxon matched-pairs signed rank test). For the comparison of artistic and non-artistic landscape images, a similar but inverted pattern of differences was observed for parallelism (Fig. 5e) .
Artworks from Islamic and East Asian provenance
We next asked whether high entropy of edge orientations can also be found in traditional artworks from other cultures and extended our analysis to Islamic and East Asian art (Fig. 5c,f,i) (Set No. 20) . In all cases, values for entropy and parallelism (Fig. 5c,f) were of similar magnitude as the values for Western artworks, although weak but significant differences were observed between some of these art categories. Edge density varied more widely (Fig. 5i) . Note that the datasets of Islamic and East Asian artworks were produced by different techniques (water colour, ink painting, woodcut printing etc.). In conclusion, high second-order entropy characterizes sets of artworks that originate from diverse cultural backgrounds and were produced by a variety of artistic techniques.
Edge entropy in colour-opponent channels
In many visual artworks, colour is an important aesthetic feature. For example, the aesthetic pleasure of observing Impressionist paintings (Set No. 21 in Table 1) is derived, at least in part, from their colour composition. Here, we asked whether the orientation histograms of colour-opponent edges in artworks also show high second-order entropy. In natural scenes, many but not all colour edges coincide with luminance edges (Hansen & Gegenfurtner, 2009; Zhou & Mel, 2008) . Artists may use colours in their palette freely and luminance and colour edges need not coincide to the same degree as in natural scenes (for an example, see the Cezanne painting in Fig. 8 ). To study colour edge orientations, we decomposed colour images into the three channels of the Lab colour space (L, luminance; a, red-green; b, yellow-blue; for examples, see Fig. 8c-e) , applied Gabor filters to the resulting images (Fig. 8f-h ) and calculated second-order entropy of edge orientations for images of the three channels separately. Results in Fig. 8b reveal that second-order entropy of colour-opponent edge orientations is high in coloured artworks from diverse cultural backgrounds (Western oil paintings, Chinese paintings and Islamic book illustrations) and also for the dataset of 296 Impressionist paintings (Set No. 21 in Table 1 ). For the datasets of photographs analysed, edge orientation entropy was also roughly similar for the three channels of the Lab colour space, respectively. For comparison, Fig. 8b shows representative results for object photographs.
Discussion
Low correlation of long-distance edge orientations in images of artworks
We studied how edge orientations correlate with each other in images of a wide range of artworks from different cultural backgrounds (Western, Islamic and East Asian). Our results indicate that, on average, the histograms for pairwise comparisons of edge orientations in artworks show a high degree of second-order entropy (Figs. 5, 6) . In other words, the orientation of a given edge does not allow a prediction of edge orientation at other positions in artworks, except for nearby edge pairs (local collinearity, see below). In this respect, artworks resemble some natural growth patterns. For example, lichen patterns evolve from multiple growth centres that eventually coalesce into a larger pattern. Because the patches grow independently of each other, oriented edges in one patch do not allow predictions of edge orientation in other patches of the lichen growth pattern; consequently, second-order entropy is high (Fig. 4c) . In contrast, facades of buildings consist of repetitive structural elements that extend as straight lines along the same direction (collinearity) and, in addition, edges are arranged in parallel (parallelism) at regular distances, for instance, due to the repetition of window frames in the images. In the present study, we consider collinearity as a special case of parallelism (see Section 2.3). Because of these regularities, edge orientations correlate with each other in images of facades, so second-order entropy is relatively low (Fig. 3c) . It is therefore not surprising that second-order entropy and parallelism correlate inversely with each other in many of the image categories of our dataset (see Suppl. Table S1 ).
Parallelism is observed also in artworks, but only in a highly restricted area in the immediate neighbourhood of the reference edge (collinearity in the ''transition zone"; Fig. 3p ) (Sigman et al., 2001) where the probability that adjacent edges are aligned is high. Parallelism is not the only factor that can decrease entropy. Other factors not studied in detail in the present work include cocircularity (Motoyoshi & Kingdom, 2010; Sigman et al., 2001) or other regularities related to the closure of objects, for instance, in photographs of faces or simple objects (Fig. 3r,t) .
First-order entropy does not fully account for high second-order entropy in artworks
One possible reason for low second-order entropy in an image may be that all orientations are not equally prominent in the image as a whole. If one orientation is prevalent in an image (Fig. 6b) or the range of orientations is restricted (Fig. 6d) , second-order entropy cannot be maximal. However, second-order entropy can be increased by randomizing the distribution of the edges in an image (Fig. 6a,c,e,f) . When we compared the first-order and second-order entropies of edge orientations in our image sets, we found that, for images of artworks in particular, there is a sizable component of second-order entropy that cannot be reduced to first-order entropy because second-order entropy approaches maximum values for a large number of artworks. In comparison, second-order entropy of face images is lower, even if they display the same degree of first-order entropy (Fig. 6a) . Moreover, for the large dataset of Western oil paintings, the correlation between first-order and second-order entropy is relatively low (Spearman coefficient: 0.63, see Section 3.6; Fig. 6a ), suggesting that secondorder entropy reflects first-order entropy only in part in oil paintings. In conclusion, the high second-order entropy that we observed for artworks results from an irregular arrangement of edge orientations across the images.
Comparison with other statistical measures
We correlated the present measures with previous statistical properties that have been analysed in images of artworks before (Braun et al., 2013; Redies et al., 2012 ) (see Suppl. Table S1 ). The strongest (inverse) correlation was found between second-order entropy and anisotropy of oriented gradients. This result was expected because entropy is highest if the distribution of edge ori-entations in the h histograms is uniform, i.e. all orientations are represented at about equal strength; as a consequence, anisotropy must be low. Vice versa, higher anisotropy implies that the orientation of luminance gradients in an image is distributed more heterogeneously across orientations. Anisotropy was found to be generally low in large sets of artworks (Braun et al., 2013; Redies et al., 2012) , including the dataset of Western oil paintings analysed in the present study.
The correlation of second-order entropy with some of the other measures is moderate to low, suggesting that second-order entropy reflects properties, which are partially unrelated to these previous measures. Specifically, entropy correlates only moderately with the PHOG-derived measure of self-similarity (Redies et al., 2012) and the three measures that reflect the density and strength of edges in images (Gabor-derived edge density, fractal dimension, and HOG-derived strength of luminance gradients) and relate to perceived complexity (Forsythe et al., 2011; Taylor et al., 2005) .
The second-order entropy of photographs of some natural scenes and patterns is as low as or even lower than those of the artworks (Fig. 5a) . However, the natural image categories differ from each other in their edge density (Fig. 5g) . We did not recognize any clear pattern of edge density that would help to distinguish the natural patterns from artworks because there is a large amount of variation within and between image categories ( Fig. 5g-i) .
Interestingly, natural scenes represent the category of images that resemble images of artworks most closely, as shown previously for their Fourier spectrum (Graham & Field, 2007; Redies, Hasenstein et al., 2007) and for the PHOG-derived measure of self-similarity (Braun et al., 2013) . This result is consistent with the idea that artworks and large-vista natural scenes share statistical properties that humans find visually pleasing (''savanna hypothesis", Orians, 1986; Taylor et al., 2011) , possibly because both can be processed efficiently by the human visual system (Redies, 2007) . Nevertheless, even when we directly compared landscape photographs and landscape paintings in our study, the artworks had significantly higher second-order entropy than the photographs (see Section 4.4).
High entropy of edge orientations in artworks is independent of image content
In the present work, we compared various sets of photographs, which differed in image content, with sets of artworks that depicted various subject matters. It is therefore possible that low entropy of edge orientations is related to differences in displayed image content in these images, rather than to the difference between non-artistic photographs and artworks. Therefore, we compared images of similar content (face photographs versus artistic face portraits, and photographs versus graphic artworks of Dutch natural scenes). We found that second-order entropy was higher in the artistic renderings than in the photographs of the same subject matter (Fig. 5b) . Moreover, an analysis of individual subject matters revealed that the various subsets of Western oil paintings had uniformly higher entropy values than, for example, photographs of objects, faces or urban scenes. We thus conclude that the high entropy of edge orientations that is observed in artworks cannot be attributed to the depicted subject matter. Similar conclusions were previously drawn for the slope of log-log plots of the radially averaged Fourier spectrum, which is a statistical property that characterizes monochrome artworks (Redies, Hasenstein et al., 2007; Redies, Hänisch et al., 2007; Koch et al., 2010) .
High entropy of edge orientations characterizes diverse sets of artworks
The JenAesthetics dataset contains subsets of paintings from major periods of Western art, with the exception of (post-) modern and contemporary art. A comparative analysis revealed that these subsets differ much less in their second-order entropy and parallelism than the oil painting dataset as a whole when compared to the photographs of various subject matters (Fig. 7) . Artworks from other cultural backgrounds, such as Islamic countries and East Asia, share a similarly high degree of second-order entropy and low parallelism (Fig. 5c,f) . Moreover, the datasets of artworks analysed in the present study comprise various artistic techniques, such as oil painting, brush painting, diverse types of graphic art, porcelain decorations and book illustrations. Last but not least, both greyscale and coloured artworks possess this property (Fig. 8) . Together, these findings indicate that many artists around the world and across cultures create artworks with high second-order entropy of edge orientations, largely independent of cultural variables. Similar inferences were made for other statistical properties, such as subjective and objective complexity (Forsythe et al., 2011) , the fractal dimension (Taylor et al., 2011) , Fourier spectral characteristics (Graham & Field, 2008; Redies, Hasenstein et al., 2007; Redies, Hänisch et al., 2007) , and PHOGderived self-similarity (Braun et al., 2013; Redies & Gross, 2013) . Moreover, in more simple patterns, including non-aesthetic stimuli, humans as well as great apes prefer curved over angular patterns (Bertamini, Palumbo, Gheorghes, & Galatsidas, 2016; Munar, Gomez-Puerto, Call, & Nadal, 2015) .
Possible neural correlates and conclusion
We show that a large set of artworks of Western provenance is characterized by a lack of correlations between edge orientations across each image. A possible neurophysiological substrate for the detection of such correlations may be long-distance interactions between edge-responsive neurons observed in the visual cortex (Hunt, Bosking, & Goodhill, 2011 ; for a review, see Spillmann et al., 2015) . These interactions play an important role in visual perception (Motoyoshi & Kingdom, 2010) , especially in contour grouping and the recognition of objects and scenes (Geisler, 2008; Sigman et al., 2001) . In the present study, we analysed edge pairs that were at least 20 pixels apart, which is 11.8 times the standard deviation of the Gaussian envelope for the Gabor filters in our study (r = 1.699; see Eq. (1)). Although contextual influences from within the surround of the classical receptive field (''association field"; Field et al., 1993) are thought to take place at such large distance (for a review, see Spillmann et al., 2015) , interactions at even larger distances are not well established in the primary visual cortex. The interactions postulated in the present study might thus be mediated at higher visual centres where the range of distances for contextual influences increases. Moreover, for edge pairs that were placed very far apart in our study, for example, at a distance of 200 pixels, only one of the edges can be viewed foveally while the other must be viewed peripherally (or both are viewed peripherally) at viewing distances typically preferred for artworks. The peripheral retina plays an important role in scene perception (Loschky, Nuthmann, Fortenbaugh, & Levi, 2017) and is functionally connected to scene-sensitive regions in the human brain (Baldassano, Fei-Fei, & Beck, 2016) . Given the similarity between the statistical properties of natural scenes and large sets of visual artworks (Graham & Field, 2007; Redies, Hasenstein et al., 2007; Graham & Redies, 2010; Redies et al., 2012) , perception of the two types of images may be based on related neural mechanisms that are located in the same scenesensitive brain regions. It would be interesting to study the relation between these key perceptual mechanisms and aesthetic perception in more detail.
At present, it remains unclear whether the image properties studied in the present work are causally related to aesthetic perception. This issue can be answered, for example, by investigating the aesthetic ratings of computer-generated abstract stimuli, in which these measures are altered in a well-controlled manner.
