I. INTRODUCTION
The complex exponential signal model is a very useful signal model in array signal processing, radar scattering, and other applications. The undamped exponential signal is modeled as:
where y , is the observations, i = f i , w, ~[0,2?r) , j = I , ... , p , are the unknown frequencies of the p exponential signals, and a, , j =I,...,p , are their unknown complex amplitudes. E , is the additive noise corrupting the observations. The problem of estimating the frequencies and amplitudes of the exponential signals from a finite set of observations contaminated with Gaussian white noise is a traditional one, which has received considerable attention. A number of useful methods such as the Prony's method [I] , the matrix pencil method [2], the exact maximum likelihood method [3], etc, are now available. Since the additive noise is usually assumed to be Gaussian distributed, the least squares (LS) error criterion is frequently employed in traditional estimation methods. One disadvantage of the LS approach is its sensitivity to non-Gaussian noise exhibiting impulsive characteristics. Such impulsive noise occurs either naturally or is generated by various man-made sources. If the noise statistics is known, then maximum likelihood estimation (MLE) can be used to combat the adverse effect of the impulsive or non-Gaussian noise.
Since it is usually difficult to estimate accurately the statistics of the impulsive noise, a simple and efficient approach is to minimize the sensitivity of the estimator assuming a worse case distribution of the additive noise. This gives rise to the M-estimator (the maximum likelihood-like estimator) originally proposed by Huber [4] . This has motivated Wu et a1 [5] to study the robust parameter estimation of exponential signals under impulsive noise using M-estimation. Other related work includes Bootstrap M-estimation of Wen et a1 [6] . Both methods estimate the signal parameters in batch processing using a block of observation data. In this paper, we consider the time-recursive estimation of the exponential signals under impulsive noise environment. This leads to lower arithmetic computational complexity required to solve for the polynomial coefficients as well as the signal amplitudes. In addition, the signal parameters are continuously computed so that it is possible to track the slowly varying parameters. More precisely, the RLM algorithm in [8-101 is proposed to estimate for the polynomials coefficients in the Prony's method. The frequencies of the exponential signal can then be computed from the roots of this polynomial. Once the frequencies of the exponential signals are determined, the RLM algorithm can be used again to estimate the amplitudes of the frequency components. For simplicity, we shall assume that p is known and the frequencies are distinct, i.e. w,
The paper is organized as follows: in Section 2, the basic exponential signal model and the Prony's method is introduced. Section 3 is devoted to the proposed recursive parameter estimation algorithm of exponential signals. Its extension to the recursive M-estimation using the RLM algorithm is then introduced in Section 4. Simulation results and comparisons are described in Section 5, and finally, conclusions are drawn in Section 6 .
PRONY'S METHOD
In Prony's method [ 11, a, and w, can be determined by solving two sets of linear simultaneous equations and a polynomial roots finding. Starting with 2 p observations y'= [ y , , y , ,~~~y , , _ , ] ' , which can be rewritten as:
.. . By using b, as coefficients, the following predictor polynomial can be formed:
where bo = 0 and z, = e''un . In other words, the zeros z,, 's of the B(z) correspond to the p sinusoidal frequencies w, .
The equation B~ y'= 0 can be rearranged to give
Step I: Construct equation (5) using observations and solve the equation for b ;
Step ZZ:
Solve the polynomial B(z) for roots z , , and obtain the frequencies w, ;
Step ZZI:
Using least squares method to solve equation (2) for the amplitudes a , :
111.

RECURSIVE PARAMETER ESTIMATION OF EXPONENTIAL SIGNAL MODEL
In Section 11, we can see that the basic Prony's method is a batch-processing algorithm, where a batch of observation data is processed to obtain the frequency and amplitude estimates of the signal. Here, a time-recursive algorithm will be developed to reduce the arithmetic complexity and allow tracking of slowly varying signal.
In step 1, we can construct a set of hnctions from (5): ,. . . ,y,_,Ir . Equation (6) means that the observation datum at time n can be predicted linearly from the previous p data, and the linear relation is determined by the coefficient vector b . Alternatively, U,, can be viewed as the input signal vector, and b as the filter coefficient vector in a linear prediction problem. A recursive least-squares algorithm (RLS) can then be used to estimate b recursively. More precisely, the estimate at the time instant n , b, , can be obtained by minimizing the weighted sum of magnitude-squared errors:
where e b ( l , n ) = y , -> , " =y,-(-Y,'b,) , and Ab is the positive forgetting factor in the range 0 <A, I 1 . More details of the U S algorithm procedure can be found in [6].
At time instant n , after we calculate the coefficient vector b, using the RLS algorithm, the roots of the polynomial B,(z) will be solved to obtain the frequencies m,,,, . Substituting it into the signal model (I) where e n ( s , n ) = y , -j , , " = y , - ( X , ' a , ) , a, is the estimation vector at time instant n and ,Ia is a positive forgetting factor between 0 and 1. Therefore, the frequency and amplitude of the sinusoids can be estimated recursively by the RLS algorithm.
As mentioned earlier, the LS method is very sensitive to outliers such as impulsive noise and its performance will degrade significantly. To address this problem, we will employ the robust M-estimator instead of the LS estimator.
IV. RECURSIVE M-ESTIMATION
The term "M-estimation" refers to "maximum likelihood estimation" or "generalized maximum likelihood estimation". Instead of minimizing the least squares error criterion in (7) and (9), the M-estimator uses a less rapidly increasing function as the error criterion. In this paper, the traditional Huber knction is employed:
where 6 is a constant threshold parameter. It can be seen that if the residual error l e1 is smaller than < , the function pc(.) is quadratic. But if the error l e1 is larger than 5 , p,(.) becomes a linear function so that outliers with large amplitude can be suppressed. If the probability density function of the error is known, say p ( e ) , then choosing p,(e) as -log(p(e)) gives the maximum likelihood estimator. In practice, the distribution of e is not exactly known, and p,(e) is either chosen as the worse case distribution or other functions that are capable of suppressing the outliners. The parameter 6 plays the role of suppressing the impulsive noise and it should be estimated continuously. Generally, we can estimate 6 by 6 = k o ( e ) , where k is chosen as 2.576. Similar to the LS case, (IO) and ( 1 1) can be solved recursively using the recursive Least M-estimation (RLM) [8, 9, IO] . Note, because (10) and (1 I ) is a system of nonlinear equation, and it should be solved using the iterative methods described in [4]. The RLM algorithm uses a weighted least squares approach to approximate this iteration and combines it with the RLS algorithm for online estimation. It has been shown to be more effective than the RLS algorithm when the input signals and desired signals are corrupted by impulsive noise. Detailed of the RLMalgorithm can be found in [8, 9, 101 . By using the RLM algorithm, the following recursive algorithm for estimating the frequency and amplitude of the exponential signal under impulsive noise is obtained:
Using the Huber function
Use RLM to calculate b, .
At time p , initialize the algorithm by setting:
Step I:
Step II:
Solve the roots of the polynomial B,(z) with b, as coefficients to obtain the frequencies u , ,~ .
Use RLMto calculate a, at time n .
Initialize the algorithm by setting:
At time n , compute X" = [e'" "",. . .) el0* ""I' ,
Step III:
Other than the root finding process, the arithmetic complexity of the algorithm is order O ( p 2 ) , which is very low. It can be seen from step I that the input signal vector is U, = [ y , .,,,...,y,_,] '. In other words, impulsive noise will appear in the input signal. Although we can detect the impulsive noise in y, from the residual error eb(n), it is better to remove these input outliers at the very beginning. A pre-filter based on linear prediction is used to detect and remove these outliers in input vector. More precisely, at time instant n' , we get the following estimate of y , : 
where cI = 1.483(1+5/(NW -1)) is a finite sample correction factor, rned(.) stands for median operator, A,(n) = {e'(n), ..., e'(n-N , +I)} , le is the forgetting factor and N , is the length of the estimation window, we can detect the presence of the impulsive noise by comparing e ( n ' ) = y , . -j , . with a threshold < =~6 < ( n )
. If e(n') is greater than < , an impulse is said to be presence and y,. will be replaced by in. , otherwise, it is left unchanged.
This constitutes a new input vector fn,, which is more robust to impulse noise. Reasonable values forNW are 5-11, while those of K are 1.96 -2.576, depending on the tradeoff between impulse noise suppression and signal distortion.
V. EXPERIMENTAL RESULTS
Computer simulation was carried out to evaluate the proposed algorithm. The signal model is assumed to consist of two frequency components @=2) with frequencies w, =0.5 and w 2 =1.2 , and respective amplitudes (xI = 1 and a2 = 1.5 . The mean squared error (MSE) criterion is used to evaluate the estimations of y , w and a . The signal is corrupted by an additive white Gaussian noise with a SNR of 35dB at time instant n = 0,2,...,500 . To visualize the effect of the impulsive noise, the positions of the impulse are fixed at time instants: [loo, 250, and 3501, and their amplitudes are [6.6 144, -1 1.3227, and 5.82271 , which follow a Gaussian distribution with a large variance 100. Unless otherwise specified, the following parameters will be used in the experiments: forgetting factors Ab and Aa are 0.99, the threshold 5 in (9) is chosen as 6 = 2.576.a(e), 6, in step I and 6, in step III are 10. The MSE results are obtained by averaging the MSE results over 100 independent runs. From Fig 1, it can be seen clearly that the RLM algorithm is more robust than the RLS algorithm to the impulsive outliers at time instants [loo, 250, and 3501. On the other hand, we can see that the initial convergence of the IUS algorithm is slightly faster than the RLM algorithm. It is because, during initial convergence of the RLM algorithm, estimation errors with large amplitude will be encountered and the algorithm will consider some of these errors as impulsive noise. This will somehow slow down the convergence speed. Better convergence speed can be obtained, if an iterative re-weight least squares algorithm is used to solve for (1 1) and (12). The RLM algorithm at each time instant n can be viewed as a one-step approximation of this iterative algorithm. Next, the effect of using different threshold values 6 is studied. The parameter k in 6 = k a ( e ) are chosen as 1.2818, 2.576 and 3.091 respectively, and the results shown as Fig 2. It can be seen that the performance of the RLM algorithm together with the parameter estimation method is robust to the impulsive noise within a wide range of threshold values and it is not very sensitive to the choice of threshold 5 . In general, the initial convergence speed and the sensitivity to impulsive noise will increase with the 11-147 threshold value 6 . The RLS algorithm can be seen as a special kind of RLMalgorithm with a threshold 5 = + W . Fig. 3 shows the tracking performance of the RLMand RLS algorithms for slowly varying signal amplitudes. In the simulation, the signal amplitudes were changed slowly as follows: a, = 1 + 0.0001n and a2 = 1.5 + 0.0001n. It can be seen that the RLM algorithm is able to follow the change.
However, the performance will degrade considerably if signal parameters are changing rapidly, due to the limitation of the signal model. The performance of the RLS algorithm is similar, except that it is significantly affected by the impulsive noise at time instants [loo, 200, and 3501 as shown in Fig. 3 . In addition, as the signal parameters are changing continuously with time, a smaller forgetting factor A, should be used in order to "forget" data information in distant past. In other words, there is tradeoff between bias and variance of the estimated parameters.
VI. CONCLUSION
A robust method for the recursive estimation of the frequencies and amplitudes of an exponential signal model under impulsive noise is presented. Based on the Mestimation, a recursive algorithm based on the recursive least M-estimate (EM) is developed. Simulation results show that the proposed method performs better than that based on the conventional least square method under impulsive noise environment.
The algorithm also possesses low arithmetic complexity due to its recursive nature. 
