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D17  =INDEX($G$3:$Q$13;C16+1;C17+1)  D18:D27  Cost on a leg 
D28  =SUM(D17:D27) ‐   Total cost 
C17:C26     Sequence 
G16  =INDEX($B$3:$D$13;$C16+1;2)  G17:G27  A visited node’s x‐coordinate 
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Cell  Formula  Copied to  Name / Task 
B63  =C3  B64:B122  Reverse arcs: stop→start 
C63  =B3  C64:C122  Reverse arcs: start→stop 
D63  =D3  D64:D122  Reverse arcs: copy costs 
D123  =SUMPRODUCT(D3:D122;E3:E122) ‐   Eq 11 





K4  =SUMIF($C$3:$C$122;$I$3:$I$38;$E$3:$E$122)  K5:K38  Eq 12 (LHS) 
L3  =SUMIF($B$3:$B$122;$I$3:$I$38;$E$3:$E$122)  L4:L38  First part of Eq 13 






P3  =RANK(J3;$J$3:$J$38;1)  P4:P38  The rank of a node 
Q3  =MATCH(U3;$P$3:$P$38;0)  Q4:Q38  Visiting sequence 
R3  =INDEX($U$3:$W$38;$Q3;2)  R4:R38  A visited node’s x‐coordinate 








































































































Cell  Formula  Copied to  Name / Task 
AM39  =SUMPRODUCT(C3:AL38;C42:AL77) ‐   Eq 1 
AM42  =SUM(C42:AL42)  AM43:AM77  Eq 3 (LHS) 











AO82  =RANK(AM82;$AM$82:$AM$117;1)  AO83:AO117  The rank of a node 
AP82  =MATCH(AT82;$AO$82:$AO$117;0)  AP83:AP117  Visiting sequence 






































































Integer variables  155  155  1296 
Continuous variables  35  35  35 
Constraints  248  249  1297 
Bounds on variables  70  70  1331 
Solution time (seconds)  0.44  3.84  24.01  






































































































































































Cell  Formula  Copied to  Name / Task 
B63  =C3  B64:B122  Reverse arcs: stop→start 
C63  =B3  C64:C122  Reverse arcs: start→stop 
D63  =D3  D64:D122  Reverse arcs: copy costs 





I39  =SUMPRODUCT(I3:I38;J3:J38) ‐   Computing revenues 
I40  =I39‐D123 ‐   Eq 19 
L3  =SUMIF($C$3:$C$122;$H$3:$H$38;$E$3:$E$122)  L4:L38  Eq 20 (LHS) 






O3  =IF(J3=0;"";RANK(K3;$K$3:$K$38;1))  O4:O38  A preliminary rank of nodes 
P3  =IF(J3=0;"";RANK(O3;$O$3:$O$38;1))  P4:P38  Rank of a node in the tour 
Q3  =MATCH(U3;$P$3:$P$38;0)  Q4:Q38  Visiting sequence 
Q39  =Q3 ‐   Last leg, return to depot 
R3  =INDEX($U$3:$W$38;$Q3;2)  R4:R39  A visited node’s x‐coordinate 
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cij  1 2 3 4 5  cij 12345  
1  - 2 3 4 5  1 - 5 130 140 150 
2  5  - 130 140 150  2 2 -345  
3  4 123  -  40  50  3 123 4 - 40 50 
4  3  124 34  - 45  4 124 3 34 - 45 
5  2 135  35  54  -  5 135 2 35 54 - 
 
Solving one of them using the flow formulation (7) – (10) and the MTZ SECs (16) – (17) returns a 
solution with a minimal cost of 209, visiting every node once. Solving the other returns a minimum cost 
of 28, visiting four of the nodes once and visiting one node four times. The numbering of the nodes has 
thus a great impact on which solution is obtained. The assignment formulation would return a 
minimum cost of 209 instead of 28. See also Lee and Raffensperger (2006) for using AMPL teaching TSP, 
where the DFJ SECs are being implemented. 
For a complete graph a spreadsheet layout similar to Figures 9 to 11 is probably most efficient, skipping 
columns AO – AR and the plot, since no coordinates are given in this example. 
17. Conclusion 
Solving TSP using general purpose optimisation tools like MIP solvers in spreadsheets has been 
regarded practical only for problems of a ‘small’ size. Recent advancements in these types of software 
have increased this limit; problems of size 358 of non‐complete graphs have been solved in less than 10 
minutes. 
Such general purpose optimisation tools also allow for a greater variety of types of TSP, whereas 
procedures designed specifically for TSP often restrict the problem to a limited number of variants. In 
fact, we may overlook the best solution by applying the ‘standard’ approach using the assignment 
formulation or these specific tools for solving TSP. We must be absolutely sure our problem formulation 
is valid – all relevant costs and revenues have to be considered, and the constraints must not be too 
limiting. Otherwise we may end up solving the wrong problem. Anticipating a specific type of solution 
when formulating the problem is like starting at the wrong end, and may lead to a poor result. 
However, the SECs needed in a TSP formulation may have unfortunate consequences and limitations. 
When using the MTZ SECs, the selection of the base node can be critical, even for a closed tour in a 
complete graph. It may also prohibit a solution, even in a connected graph.  
We have further seen that formulation matters – including non‐existing variables and eliminating them 
by adding non‐existing constraints – can both increase solution time and cause problems in finding the 
optimal solution (the number of variables or constraints may even become too big for the solver). A 
‘wide’ formulation will always include the optimal solution. A ‘tight’ formulation may help finding the 
optimal solution, but may also exclude the optimal solution. A ‘tight’ formulation may reduce or 
increase the solution time, this depends on the type of solver used and the problem at hand.  
To play safe a ‘wide’ formulation seems like a good strategy. If the graph is not complete or the triangle 
inequality does not apply, both imply situations where multiple visits may be required, then a 
replacement of the cost matrix may be advisable. Then the costs should be replaced by a minimum cost 
matrix (you can use the shortest path formulation (n‐1)
2 times), which for many links may involve a 
lengthy tour visiting many nodes from node i to node j. The TSP model can then be ‘tight’, which may or 
may not be helpful for some solvers. Unfortunately the TSP model will then also be blind‐eyed; it has no Full title of the present article: double click to edit this 
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real track of the tour or how many visits are actually being made at each node. The TSP solution then 
only indicates the sequence of the visits, and ignores any revisits.  
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