Papers in the literature have thus far overlooked the projected increase in U.S. diesel car share when looking at asymmetries in petroleum pricing. This paper addresses this issue by comparing retail gasoline and diesel prices in order to see whether they rise faster than they fall given the price of their upstream input, crude oil. This phenomenon has been termed in the literature as "Rockets and Feathers." We apply the threshold vector error correction model (TVECM) of Hansen and Seo (2002) which has not yet been applied in the literature. We account for the 2008 structural break to crude oil and petroleum prices by splitting the sample using evidence from the recent structural break unit root test of Kim and Perron (2009) . Both markets seem to price symmetrically before the 2008 break, but we find evidence of asymmetric pricing after 2008 in diesel prices, and not in gasoline prices. Given that the diesel market is small relative to the gasoline market and therefore more open to price exploitation, the ongoing cost increases associated with the policy of switching to Ultra Low Sulphur diesel (ULSD) from 2006 to 2010 could be at the heart of this asymmetry. With this in mind, the U.S. Federal Trade Commission should monitor diesel prices as the market share grows, in order to ensure that consumers are not adversely affected.
Introduction and Literature Review
The market for petroleum in the United States has been hugely dominated by demand for ownership of gasoline powered cars. As of 2010 the share of diesel cars in new car sales was a mere 2.68% 1 , far lower than in Europe where diesel cars take up over half of the market. As such, the literature on price adjustment in the U.S. petroleum markets has focussed almost exclusively on the retail price of gasoline. However, market experts expect that the share of diesel powered cars will treble 2 by the year 2015, a fact which has mostly been ignored by the literature to date and could have considerable welfare impacts if left without attention. This paper intends to address this issue, comparing the pricing of gasoline to that of diesel relative to the upstream crude oil price in the U.S.
The problem of asymmetric pricing has become of great interest to researchers due to the rising dependence of consumers on automobile transport, and therefore the welfare losses associated with price distortions and asymmetries in these markets. One of the earliest influential papers in this field was that of Bacon (1991) who followed a claim in the United Kingdom by the Monopolies and Mergers Competition that "the speed of adjustment of U.K. retail gasoline prices to cost changes is more rapid when costs rise than when they fall." In this context, asymmetric price adjustment has subsequently been termed the "Rockets and Feathers" problem.
This problem has indeed received some attention from the consumer protection agency in the U.S., the Federal Trade Commission (FTC), in the context of retail gasoline prices. This research is fairly mixed in its conclusions. For instance, Bachmeier and Griffin's (2003) work which started as an FTC paper, uses an asymmetric error correction model and finds no evidence for asymmetries in gasoline pricing implying a "very efficient market with few rigidities." On the other hand, Chesnes' (2010) FTC Working Paper finds, contrary to Bachmeier and Griffin (2003) , that there is evidence for asymmetric pass-through. It is notable that even in the FTC, very little attention seems to have been paid to diesel price asymmetries.
Elsewhere, research into asymmetries in the North American retail gasoline market has also produced fairly mixed conclusions. For example, Godby et al (2000) used the bootstrap Threshold Autoregressive (TAR) procedure of Hansen (1996) and cannot find any significant impact of asymmetry in the Canadian gasoline market. More recently, Douglas (2010) used a univariate TAR model by Tsay (1989) to test the asymmetry hypothesis using the same dataset as the one used in this paper. He similarly finds that prices do not display as much asymmetry as believed and therefore that there is "minimal consumer welfare loss from asymmetry."
On the other hand, in an important work, Borenstein et al (1997) "test and confirm that retail gasoline prices respond more quickly to increases than to decreases in crude oil prices" when they look in depth at the production chain of gasoline in the United States. Chen at al (2005) use the threshold cointegration method of Enders and Siklos (2001) , again using the same dataset as this paper. They find strong evidence of asymmetric adjustment to upstream crude oil prices, even when considering a variety of spot and future crude oil prices.
Whilst all of these papers address the problem of gasoline pricing, hardly any papers consider the case of diesel prices in the U.S. The only exception found is that of Johnson (2002) who looks at the gasoline and diesel markets in 15 major U.S. cities 3 . Using the Engle-Granger approach to cointegration he confirms that pricing asymmetries exist in some of the cities for both gasoline and diesel by adding a dummy variable interaction into the error correction model. There has been more interest in diesel pricing in countries where diesel has a larger share of the car market. For example Liu et al (2010) analyse the comparison of gasoline and diesel prices in New Zealand using an asymmetric Mean Adjusted Lag (MAL) approach. They find that "oil companies adjust diesel prices upwards faster than they adjust them downwards" though this is not the case with gasoline.
This paper firstly analyses the developments in the retail gasoline and diesel markets in looking for reasons for asymmetric price adjustment. We also analyse the problem of structural breaks using a new test by Kim and Perron (2009) which endogenously determines the location of the breakpoint, leading to a scientific motivation for splitting the sample in this analysis. Then to test for asymmetry, we use the test of Hansen and Seo (2002) , which has not been applied in the gasoline pricing literature, especially not to the U.S. This test is a multivariate threshold cointegration method estimated by maximum likelihood, unlike the less efficient two-step methods such as that of Enders and Siklos (2001) mentioned above. It should therefore provide a more robust insight into the true error correction behaviour of these series.
U.S. Petroleum Market -Scope for Pricing Asymmetries?
As mentioned before, the scope of this paper comes from the fact that previous studies have generally ignored the analysis of retail diesel prices in the U.S. market. This most probably has to do with the small volume of diesel light vehicles in the U.S. meaning that businesses rather than individuals would be affected by asymmetric pricing in the diesel market. Figure 1 shows [ Figure 1 here] However, the case for looking at retail diesel prices comes from the fact that industry experts seem to concur that the diesel share is going to grow in the next few years. The Wall Street Journal cites that "Frost & Sullivan predicts diesel unit sales will triple by 2015 from 2009 levels." 6 If accurate, this would bring the share of diesel cars to above 8% by 2015. Given this rising trend of ownership of diesel cars, it seems obvious that the analysis of price asymmetries in retail petroleum markets should also extend to diesel as a significant portion of U.S. citizens will be affected if market distortions were to be detected.
Turning to the petroleum market itself I will briefly analyse some reasons why market-specific factors may lead to symmetric or asymmetric pricing. Several authors justify asymmetric pricing through market power arguments. Presence of oligopoly leading to asymmetric pricing has been used and empirically tested in papers such as Borenstein et al (1997) . It may be reasonable to suggest that a low concentration of diesel cars means a shortage of retail diesel outlets, which are able to exploit monopoly power and price diesel asymmetrically. However, it is also key to note that diesel is still used fairly widely for fuelling heavy vehicles in the U.S. 7 While the U.S. Energy Information Administration (EIA) does not have data sources for the proportion of gas stations selling diesel, anecdotal evidence suggests that the figure is less than half. Given the nature of the diesel market, diesel pumps tend only to be found on interstate highways serving the trucking industry. This means there is more scope for localised monopoly powers than in the gasoline market, as gas stations in towns and cities off the interstate highways may struggle to provide diesel fuel profitably. This may allow diesel to be priced asymmetrically. For factual evidence, Figure 2 shows the share of motor gasoline to Ultra Low Sulphur diesel (ULSD) since 2007, using EIA data of U.S. prime supplier sales volume. 8 This confirms that the share of diesel sales is significantly lower than motor gasoline, only 27.6% in 2011, which again lends power to the argument that low diesel demand may force smaller sellers not to provide diesel and means there may be some enhanced reasons for suspecting asymmetric pricing than in the gasoline case.
[ Figure 2 here]
On the other hand, another way people have tried to justify asymmetric pricing, such as the argument given by Douglas (2010) and Johnson (2002) is the search cost argument; that consumers tend to search for prices less intensely when prices decrease than when they increase. This means that suppliers can 'get away with' not posting lower prices when costs are falling, thus leading to the Rockets and Feathers phenomenon. In the context of the U.S. diesel market, since the vast majority of demand comes from truckers, as explained by Johnson (2002) , who tend to buy in large quantities and therefore search more, we may expect that diesel prices are in fact less likely to be asymmetric given the underlying crude oil price. Which of these two opposite factors prevail is a matter for the empirical analysis to be conducted later.
One last consideration is that policy effects may have a role to play in the efficiency of price determination. After a proposal by the U.S. Environmental Protection Agency (EPA), since 2006 Ultra Low Sulphur Diesel (ULSD) fuel has been phased in as a requirement for highway vehicles. This is meant to reduce diesel engine sulphur emissions by up to 90%. As of late 2010, all highway vehicles had switched from the higher sulphur content diesel. As mentioned in an EIA report, some "diesel price premium can be attributed to costs associated with the transition to ULSD for highway freight fuel." 9 It may be the case that diesel pricing became more asymmetric after 2006 due to increases in the refinery costs to production, along with the market power argument of earlier, meaning increases in crude oil prices are passed on more quickly than decreases. This implies that there may be a structural break in the error correction response to the cointegrating vector some time after 2006, which must not be confused with structural breaks to the actual variables in the model, which we consider later. The next section discusses the data sources and looks as the stationarity properties of the data before moving onto an analysis of structural breaks using the new method proposed by Kim and Perron (2009) .
Data

Data Sources and Trends
This analysis follows the literature in looking for a simple bivariate long-run cointegrating relationship between retail petroleum prices and the upstream crude oil price similar to that of Chen et al (2005) amongst others. These can be described as:
( 1) ( 2) for retail gasoline and diesel prices respectively. , and denote spot world crude oil price, and retail diesel and gasoline prices. We follow papers such as Borenstein et al (1997) in using the West Texas Intermediate (WTI) spot market price 10 as the proxy for world price as it is "the benchmark crude oil watched most closely in the U.S." 11 This data is at the weekly frequency taken from the EIA 12 . Retail gasoline and diesel prices are also taken from the EIA. 13 The retail prices are collected every Monday as the average price taken from around 900 gasoline outlets and 350 diesel outlets and are exactly the pump price paid by the consumer, which makes them appropriate for this analysis. The advantage of using this weekly dataset is that the data span combined with the data for crude oil is from January 1997 to June 2012, yielding a rich total of 806 observations. The same dataset, as mentioned above is also used by, amongst others, Chen at al (2005) and Douglas (2010) .
Time series plots of the data are shown in Figure 3 . This plot shows that while the gasoline and diesel prices clearly move in a similar fashion, there are also evident differences in the series. Most notably, even though the gasoline has in general been above the diesel price since 1997, there have also been significant spells where the diesel price has exceeded the gasoline price. It is these differences which make the two cases interesting to distinguish between in the analysis which follows.
[Figure 3 here]
Perhaps the most striking aspect of all three time series is the spike and crash in prices in 2008, caused by a number of factors including the bankruptcy of Lehmann Brothers in September of that year. With this in mind it is necessary to account for this break as it is likely that this will bias the results performed on the full sample. Rather than choosing an arbitrary location at which to split the sample, we will check for the structural break using a new unit root test proposed by Kim and Perron (2009) which allows the position of the break to be endogenously determined.
Unit Root Testing
In order to check the order of integration of the variables over the whole sample period we use the classic Augmented Dickey-Fuller test (1979) with the GLS-detrended extension of Elliot, Rothenberg and Stock (1996) and the test of Kwiatkowski, Phillips, Schmidt and Shin (1992) which reverses the test procedure to have stationarity under the null 14 .
[ Table 1 here]
The results in Table 1 show strong evidence that the WTI crude oil price and the retail diesel prices are nonstationary I(1) variables. The tests find mixed evidence of nonstationarity in the gasoline price with the ADF-type tests and the KPSS test finding opposite outcomes. However, given that all unit root tests resoundingly confirm that the data in differences are , we can conclude that there are no processes in the data which is ideal for using a Johansen-type test for cointegration.
Structural Break Unit Root Testing
To formally test for the presence of the 2008 crash we observe in the variables, we use the new structural break unit root technique of Kim and Perron (2009) . This procedure has several advantages over previous structural break unit root tests. The test allows for one structural break at a date which is determined by the model. Unlike tests such as that of Zivot and Andrews (1992) , this test allows the break to occur under both the null and alternative hypotheses, as originally suggested by Perron (1989) . This test is connected to that of Perron (1989) as they devise a procedure whereby the unknown breakpoint is first determined, and then added into the model as if it were known, meaning that the asymptotic distribution is the same as the original test of Perron (1989) . To my knowledge this test has also not before been applied to this data.
I use the additive outlier (AO) model A3 of Kim and Perron (2009) as this allows for a break in both the constant and the trend, whereas models A1 and A2 allow for a break only in the constant or trend. Formally, for a given price series , the model for the stationary data generating process (DGP) under the alternative is assumed to be:
Where if and for . That is, both the mean and trend are allowed to break at the same location . The error process is assumed to be the stationary ARMA process with . We do not consider the innovational outlier (IO) models also proposed in Kim and Perron (2009) as this makes the structural break evolve slowly over time according to the lag operator function ; something we are not interested in here. The test allows us to estimate the breakpoint fraction so that . 15 The unit root regression for model A3 is:
Where denotes the price series, detrended according to the deterministic components in the DGP displayed in Equation 3.
is chosen according to the Schwartz-Bayesian Information Criterion. if and 0 otherwise. Therefore Equation 4 incorporates a dummy at each point from lags up until . The test statistic is then the standard -ratio on , denoted .
[ Table 2 here]
The results of Model A3 are shown in Table 2 . Using the critical values in Table IV .B of Perron (1989) , we can see that again crude oil and diesel prices are seen to be I(1) and there is some evidence at 5% that gasoline prices may be I(0), though this does not seem natural. Most importantly, however, we see that the estimated breakpoints are incredibly similar for all three series and all of they occur seven weeks of one another between September and November 2008, during the crash. This clearly reflects economic and financial situations rather than policy changes in the petroleum markets, though the timing of the break is only two years after the implementation of the ULSD requirements.
Since large structural breaks tend to bias the estimates in cointegrating relations, not only of the error correction parameters but also of the short-run effects, it will be useful to split the sample at the location of the structural break. It is crucial to note that this reason for splitting the sample is distinct from the analysis of breaks to policy discussed in the previous section. However by splitting the sample in this way it will be possible to control for both, since the ULSD policy came into effect from 2006 to 2010, it will be possible to pick up the ongoing effects of this policy in the second subsample.
While an ideal situation would be to split the sample in 2006 for the diesel model, the results of this regression would be biased by the rapid shifts in mean caused by the 2008 structural change, and it would be impossible to tell if changes in the results were driven by policy, or by statistical reasons regarding the structural break. However we will caveat the results with this notion.
Preliminary Linear Cointegration
Before proceeding to the TVECM analysis, we do a preliminary check that meaningful cointegrating relationships exist in the linear framework by looking at the trace test of Johansen's (1988) procedure. For the underlying cointegrating VECM, a constant is included in both the cointegrating vector and the short run equation since all of the variables seem to display some linear trend. Furthermore we include 3 lags of the differenced dependent variable 16 which corrects for serial correlation and allows for around a month's dynamic structure in the underlying VAR. The statistics are reported in Table 3 .
[ Table 3 here]
The results of Table 3 indicate that the null hypothesis is rejected in both cases and that cannot be rejected, so we conclude that there exists a meaningful long-run cointegrating relationship between both gasoline and diesel prices with spot crude oil prices. With this in mind, in the next section we proceed to test for asymmetric cointegration using the method of Hansen and Seo (2002) , which enables the analysis of asymmetric pricing in retail gasoline and diesel prices.
Threshold Cointegration
Threshold cointegration techniques have been introduced in order to relax the assumption of linear error correction to cointegrating vectors. The test of Enders and Siklos (2001) , which is used by Chen et al (2005) in this literature, is a threshold autoregressive extension to the two-step univariate EngleGranger (1987) cointegration approach. The test of Hansen and Seo (2002) , on the other hand, is the threshold extension to the multivariate test of Johansen (1988) . Using this model here can be considered a strong improvement over the likes of Chen et al (2005) as moving away from the twostep approach circumvents the problem of carrying over the errors from the first stage regression into the second stage. This test has been applied elsewhere in the inflation literature by Esteve et al (2006) . The linear cointegrating VECM (written with only one lag for simplicity) of Johansen (1988) for gasoline 17 can be written:
Where , with the coefficient on normalised to 1. The threshold extension of Hansen and Seo (2002) on the other hand reformulates this model as: (6) More generally for ease of exposition and to explain the following tests, Equation 6 can be written in compact form as in Section 2.2 of Hansen and Seo (2002) as: (7) Where and , and the matrices and collect up the parameters and from Equation 6.
In other words, there are two different matrices and which govern the dynamics of the system contingent on the value taken by the error correction term relative to some threshold value . Note that in this specification with , the condition reads . So as an a priori prediction, for the hypothesis that petroleum prices increase faster than they decrease, we expect that the error-correction coefficient on (and in the diesel model) to be more negative in matrix than in , that is . The error correction term on and should not be positive or zero as these variables' coefficients are normalised to 1 in the cointegrating vector, so a non-negative error correction term would imply an explosive time path not consistent with equilibrium error correction.
To estimate the VECM based on the parameters and , Hansen and Seo (2002) suggest the maximum likelihood estimation of this model using a grid search procedure in space since "conventional hill-climbing algorithms are not suitable" for maximising the non-smooth likelihood function they derive. In order to get sensible search regions for these they suggest using a region for these parameters based on the corresponding estimates from the linear model a la Johansen (1988) which can be proved to be consistent. As in Hansen and Seo (2002) we use a 300 by 300 grid to search for the estimators which maximise the log-likelihood.
The most important contribution of Hansen and Seo (2002) is that they provide a way to test the hypothesis: In other words, since the set of linear VECMs is nested within the set of two-regime TVECMs, we can test directly. Note that this is not a test for symmetric vs. asymmetric pricing, as and include all of the coefficients including lagged dependent variables. Being able to test for the presence of a threshold, rather than simply assuming there is one, is a notable advance over the techniques used in papers such as Chen et al (2005) . Hansen and Seo (2002) propose a heteroskedasticity-robust test for the presence of a threshold, and has the form of an LM test. They denote this statistic: (8) where is the search region for the threshold and is set by using some percentile of the error correction term at both ends, where is the trimming parameter. We set the trimming parameter at 0.1 to ensure a non-trivial amount of observations in each regime. Hansen and Seo (2002) also provide a method to calculate the critical values and associated -values to this SupLM statistic using fixed regressor and residual bootstrap methods.
If
is rejected and we conclude that the TVECM model is the most appropriate, we can then test for asymmetric pricing. For this we use the Wald statistic for the equality of the error correction coefficient across the two regimes; the test that, for a given model the vector . We also present the Wald test for the equality of the coefficients of the lagged dependent variables; the test that the matrix . These estimates are presented in the next section separately for gasoline and diesel and for the split sample sizes discussed in Section 3.3.
Results
The results of the test statistics described above are reported here in Tables 4(a) and 4(b). These results show that, when looking over the full sample period, the value of SupLM is not statistically different from zero at the 5% level for either the case of gasoline or diesel. On face value this seems to give evidence not to reject the null, and favour the linear cointegrating model, implying symmetric pricing. However, as mentioned before, having found statistical evidence for the structural break of 2008, subsample regressions were run to split the sample around the large boom and subsequent crash in crude oil prices. On performing these tests on the split sample, a different story emerges.
[Tables 4(a) and 4(b) here]
For the pre-break period, we can see from the middle column of Tables 4(a) and 4(b) that the SupLM test statistics are not statistically different from zero in either the gasoline or diesel case. This means that we can reject the presence of a threshold. Given that there are no significant structural breaks in this period it seems plausible to conclude in favour of in both cases and conclude symmetric pricing as dictated by a linear VECM model.
However for the post-break period we see the reverse conclusion that the SupLM statistics for both gasoline and diesel become statistically significant from zero at the 5% level or lower. This means that we reject the null hypothesis of linear cointegration in favour of the two regime threshold alternative. Given that the TVECM model is the most appropriate in both cases, it is now possible to look at evidence from the Wald tests. For the gasoline model, we see that the hypothesis of equality of the error correction coefficients cannot be rejected, so we would conclude that, like in the pre-break period, we have symmetric pricing post-break. The significance of SupLM in this case comes from inequality of the dynamic lagged dependent variables, indicating some nonlinear short-run behaviour in gasoline prices, which could be expected in times of financial crisis and fluctuation in economics aggregates. We therefore conclude similarly to Bachmeier and Griffin's (2003) work on gasoline pricing who state that this is a "very efficient market with few rigidities."
Turning to the diesel results however, we see that unlike gasoline we do reject the hypothesis of equality of the error correction coefficients across regimes for the post-break period. Therefore with this evidence we may conclude that asymmetric pricing is present in the retail diesel market. This is particularly interesting as the result changes when compared to the period before 2008. As mentioned before, it is impossible to allow simultaneously for the large structural break occurring in the data for the 2008 rise and crash of oil prices, and allow for the policy break to the error correction mechanism whilst still remaining within the threshold cointegration framework. Nevertheless, with the caveat that we would have preferred to have split the diesel sample in 2006, this analysis may lend some evidence that ongoing refining cost increases as a result of switching to Ultra Low Sulphur diesel from 2006 to 2010 were passed onto consumers in an asymmetric fashion by sellers exploiting some degree of market power. Johnson's (2002) study only looks at diesel prices over the period from 1996 to 1998 so is not really comparable with our study, but he finds more evidence for symmetry out of the 15 cities analysed, which is similar to our findings over that part of the sample.
For completeness, the estimation results of the TVECM models for both the gasoline and diesel systems in the post-break period are provided in the Tables 5(a) and 5(b). These are the only two models in which the null of linear cointegration is rejected. The most important part of these results is that they show the statistical significance of the individual error correction parameters, whereas the results in Tables 4(a) and 4(b) tested only joint hypotheses. Firstly we note that in both models Regime 2, where prices are above equilibrium, is the "extreme" regime (the term coined by Hansen and Seo, 2002) with only 12.71% of the observations in the diesel case and 20.65% in the gasoline case. In the "typical" regime diesel has the correctly signed error correction term ensuring the model reaches equilibrium. The model seems to show instability in Regime 2 as neither error correction term is significant, hence the conclusion overall that error is corrected asymmetrically. The gasoline model is in some sense 'better behaved' as the gasoline price carries a negative error correction parameter in both regimes, and the overall conclusion of symmetry. Note that in the "typical" regimes in both models, error correction comes only in the form of changes to the gasoline or diesel price, not the crude oil price, as we would expect a priori.
[Tables 5(a) and 5(b) here]
In addition to the analysis of structural breaks, some other robustness measures were considered. Since the EIA also publishes the Brent crude oil price in its section on world spot crude oil prices it was seen whether using this measure would have an impact on the results. This does not seem to be considered in other papers such as Borenstein et al (1997) primarily because in the U.S. WTI crude oil is still seen as the benchmark, whereas Brent crude oil is mainly seen as the benchmark for petroleum pricing in Europe. Furthermore it must be noted that a priori we would expect the results for diesel to change by more than the results for gasoline. After the Ultra Low Sulphur requirements for diesel from 2006 to 2010, production has demanded sweeter blends of crude oil. As WTI is indeed a sweeter type when compared to Brent crude, we may expect the WTI price to have a more relevant impact in the diesel model. Finally is should be noted that the Brent crude oil price has followed a very much divergent path to other world crude oil prices since 2010 for a variety of factors, most importantly due to North Sea oil supply contractions, which is independent of petroleum pricing in the U.S. Nevertheless, the results for running the Hansen and Seo (2002) model for this type of crude oil price are displayed in the Appendix. The results are similar in that the SupLM test gives no evidence for a threshold in the pre-break period, but in the post-break period we do see a threshold present. In turning to the Wald statistics there seems to be no evidence for asymmetric pricing in diesel anymore. However on closer inspection we also see a dramatic difference in the Wald test on the dynamic coefficients, , which become more statistically significant in both models. Therefore the greatest difference in using the Brent price relative to the WTI crude oil price comes from changes in the short run dynamics. This shows that the results of running this test can be sensitive to the underlying crude oil price used, though for testing the hypothesis of asymmetry we feel that the WTI results are the most reliable as the Brent price has diverged in ways which are in some sense independent of the US petroleum market. Perhaps an interesting area of future research would be to look at this kind of asymmetric pricing in European petroleum markets, where the Brent crude oil price is a more relevant measure 18 .
Conclusion
This paper has added two elements to the literature on asymmetric pricing of petroleum in the U.S. Firstly, to analyse the question of pricing asymmetries relative to the price of crude oil, we used the multivariate threshold cointegration test of Hansen and Seo (2002) , which we believe has not yet been used in the literature in any petroleum market analysis. Secondly this paper paid attention to the price of diesel which has been virtually ignored in the U.S. literature to date. Given that the market share of diesel cars is very low, but on the rise, findings of asymmetric pricing could have a significant impact on consumers in years to come.
In performing the tests, it was necessary to split the sample as the large structural break in the variables in 2008 due to the crude oil price spike and crash was likely to have biased results which used the full sample period. The recent structural break unit root test of Kim and Perron (2009) was used, which lets the position of the break be determined endogenously. This breakpoint was used to split the sample. Using Hansen and Seo's (2002) SupLM test for the presence of a threshold, along with associated fixed regressor and residual bootstrap -values, we find evidence that pricing was symmetric for both gasoline and diesel in the calmer period before the 2008 crude oil price movements. However when turning to the post-break results, there is significant evidence for a threshold in both models, but in the case of gasoline there is no evidence of asymmetric pricing, only asymmetries in short-run dynamic behaviour.
In the diesel model, on the other hand, a Wald test for equality of the error correction coefficients rejects the null meaning there is evidence that price rises in crude oil are passed on more quickly than price drops. A possible explanation for this is that, in the diesel market which is much smaller than that of gasoline, oligopolistic sellers asymmetrically passed on the increased refinery costs following the policy change of switching to Ultra Low Sulphur diesel (ULSD) which occurred between 2006 and 2010. This evidence seems to disappear when switching from using the WTI crude oil price to the Brent price, but we feel that the WTI results are more relevant, especially to diesel which requires a sweeter crude oil like WTI in the production process due to this switch to low sulphur fuel.
If asymmetry in diesel prices was caused by the ULSD policy, it could be expected that this will fade over time and we will see evidence for symmetric pricing in the near future. Nevertheless, this result could be of great interest to the U.S. Federal Trade Commission, in a similar way that Bacon's original (1991) paper was driven by the U.K.'s Monopolies and Mergers Competition. If the market share of diesel cars in the U.S. is set to rise to over 8% by 2015, then the question of asymmetric pricing in the diesel market should be carefully monitored so that consumers are not harmed by the pricing decisions of petroleum companies. The evidence from this paper would suggest that this increasing proportion of diesel consumers are currently experiencing asymmetric pricing strategies and should be wary that in current market conditions, there is evidence suggesting that diesel prices tend to rise more quickly than they fall.
Appendix
Appendix ( Table 1 : Unit root tests on the levels and differences of the WTI spot crude oil price and the retail gasoline and diesel price. *, ** and *** denote rejection of the relevant null hypothesis at the 10%, 5% and 1% level respectively. Lag length, where relevant, was selected using the Schwartz-Bayesian Information Criterion. Tables 5(a) and 5(b): Full regression results with standard errors and t-ratios from the post-break TVECM model of Hansen and Seo (2002) for diesel and gasoline.
