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Abstract
Isolated sign recognition from video streams is a challenging problem due to the multi-modal nature of the
signs, where both local and global hand features and face gestures needs to be attended simultaneously. This
problem has recently been studied widely using deep Convolutional Neural Network (CNN) based features and Long
Short-Term Memory (LSTM) based deep sequence models. However, the current literature is lack of providing
empirical analysis using Hidden Markov Models (HMMs) with deep features. In this study, we provide a framework
that is composed of three modules to solve isolated sign recognition problem using different sequence models. The
dimensions of deep features are usually too large to work with HMM models. To solve this problem, we propose
two alternative CNN based architectures as the second module in our framework, to reduce deep feature dimensions
effectively. After extensive experiments, we show that using pretrained Resnet50 features and one of our CNN based
dimension reduction models, HMMs can classify isolated signs with 90.15% accuracy in Montalbano dataset using
RGB and Skeletal data. This performance is comparable with the current LSTM based models. HMMs have fewer
parameters and can be trained and run on commodity computers fast, without requiring GPUs. Therefore, our
analysis with deep features show that HMMs could also be utilized as well as deep sequence models in challenging
isolated sign recognition problem.
Keywords — Isolated Sign Recognition, Gesture Recognition, CNN, LSTM, HMM, GMM-HMM,
Deep Learning
1 Introduction
Recognition of signs/gestures from video streams using computational models aims to find effective
solutions to the communication problems between the deaf and the hearing communities. Using machine
learning algorithms to generate an effective recognition model for gestures can also help to improve
human-machine interaction. A gesture, or sign, is usually a composition of multi-modal sources, such as
hand, face and body features. Therefore, the challenge is on following and representing the features of all
the source regions, simultaneously. Additional difficulties arise when considering variations imposed by
different signers and the environment, such as body and pose variations, and differences in background,
illumination, etc. The models need to be invariant to these [5].
Sign recognition systems are primarily composed of two basic components: (1) representation of the
video frame data in a more efficient feature space, (2) classification of the feature sequences of a video
stream [27]. Some early works in sign language recognition utilized data gloves [9] or colored gloves [3]
to track hand movements and deal with occlusion problems more efficiently. However, using external
equipment makes these solutions impractical in daily life. Using computer vision algorithms on videos
provides more practical solution.
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In this research, we propose a generic framework that is composed of three modules to solve the
isolated sign recognition problem using deep features effectively with different sequence models, i.e.
HMMs and LSTMs. We use the challenging Montalbano dataset [6], which contains depth and skeleton
data in addition to color image data, for our empirical analysis. Without making any explicit hand
or face segmentation, our framework takes raw sign videos as inputs and classifies them. Our aim is
to provide an effective solution to this problem utilizing both HMMs and LSTMs with deep features.
HMMs usually perform as good as deep sequence models, i.e. LSTMs, if the features are robust; they
are advantageous, if this is the case, since they have fewer parameters than the deep models and require
less data for training. However, high dimensional feature space create convergence problems in training
HMM models; we also experienced this challenge with the deep features in Montalbano dataset. To
solve this problem, we included a module in our framework between the feature extraction and sequence
classifier modules, to reduce the feature dimensions effectively, i.e. learned from training data, with
an additional CNN based model. In this work, we explore different alternatives in each module; in
the first module, two pre-trained CNN modules, i.e. Resnet50 and VGG16 models, are evaluated, in
the second module Principle Component Analysis (PCA) method and two our custom designed CNN
architectures are evaluated, in the third module Gaussian-HMMs, Gaussian Mixture Model-HMMs
and LSTM sequence models are evaluated. We performed extensive experiments and provide empirical
analysis to solve this problem effectively using HMMs.
The contributions of this paper can be summarized as follows:
(1) We propose a three stage framework that is designed to work with HMMs using deep CNN
based features in isolated sign recognition problem from video streams.
(2) We proposed different CNN architectures for dimension reduction, each of which could learn
a non-linear mapping from the high dimensional feature space to low dimensional space. Empirical
evaluations show that these non-linear projections are more effective than linear projections in this
domain.
(3) We provide extensive experimental analysis with different alternatives in each module of the
proposed framework using RGB, depth and skeletal data modalities.
(4) We show that utilizing the same deep features, HMMs can classify sign videos with comparable
performances with LSTM models.
The rest of the paper is organized as follows. We provide a summary of the sign recognition
problem in Section 2, focusing on Montalbano dataset. We briefly introduce Montalbano dataset and
our preprocessing in Section 3.1, followed by our proposed method in Section 3.2. Finally, we provide
the results of our experiments in Section 4 and conclude the paper with Section 5.
2 Related Works
Sign Language recognition literature is vast [2], hence, we will focus more on the literature that is
relevant to our approach.
In sign language recognition, two sequence learning approaches are utilized extensively, HMMs
and Recurrent Neural Networks (RNNs). HMMs are suited for temporal data with varying length.
In [9], for example, each sign is modeled with one HMM. For both training and recognition, feature
vectors are extracted from each video frame and then fed as inputs to to the HMM. Colored cotton
gloves are used to get both trajectory and hand shape features from video frames. In [3], a Kinect
camera is used to capture RGB and skeletal modalities to extract appearance-based hand features
and track the positions of hands in 2D and 3D space. HMM is used with sequential pattern boosting
(SP-boosting). The proposed methods are tested on two datasets: (1) dataset with 20 German Sign
Language (GSL) signs and (2) with Kinect 40 GSL signs. They reported 92% accuracy on dataset
(1) with subject dependent testing; 76% with subject independent testing. On dataset (2) they got
59.8% with subject dependent testing and 49.4% with subject independent testing. In [1], HMMs are
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used for isolated sign language recognition with Kinect. Hands are masked with the use of Kinect’s
skeletal data stream for the hands and the mask that is generated by Kinect. Histograms of oriented
gradients (HOG) [4] is used for feature extraction from RGBD data with focus on the hands. The model
is tested on the created dataset, which consists of 96 signs. 23 samples are performed by 4 different
signers for each sign. They reported 94% accuracy in the signer dependent case and up to 47% in the
signer independent case. In [12], a 3D CNN model is used to solve sign recognition. The performance
of CNN model is compared with a Gaussian Mixture Model (GMM) with HMM, i.e. GMM-HMM,
which is chosen as a baseline for comparisons. The used dataset contains a color video stream, depth
video stream and the body movements of the signers, simultaneously. In total, they have five types of
input data: RGB data, depth and skeletal data. The dataset contains 25 widely used words that are
performed by 9 signers with 3 repetitions for each word. Features for the GMM-HMM consist of HOG
features from hand-shape images and body joint locations. They obtained 94.2% accuracy with the
3D CNN model, and 90.8% accuracy with the baseline model (GMM-HMM). Reducing the number of
modalities, [11] uses minimum classification error training to produce a discriminative HMM classifier
using only skeletal features of the Montalbano dataset. The accuracy of this method is 87.3%, which
is comparable to other results reported on the Montalbano dataset using discriminative non-temporal
methods. Their research shows that discriminative HMMs can be used successfully as a solution to
the problem of isolated gesture recognition. A different approach is presented in [15], which introduces
an end-to-end embedding of a CNN into an HMM, while interpreting the outputs of the CNN in a
Bayesian framework. The hybrid CNN-HMM combines the strong discriminative abilities of CNNs with
the sequence modelling capabilities of HMMs.
Similar to the researches mentioned above, in this research we also use HMMs and GMM-HMMs as
sequence models for isolated sign classification. We include RGB, depth and skeletal data modalities in
our experiments. For both feature extraction and dimension reduction, however, we use deep neural
network based models.
RNNs and their derivatives are also used frequently for sequence modeling in sign recognition tasks.
One of the first researches in this domain can be found in [20], where RNNs are used for sign recognition
problem to classify signals obtained from a data glove. In this work, an RNN model is used for classifying
the outputs of an Artificial Neural Network (ANN) model. The accuracy of this method is 98% on their
own data glove dataset that contains 10 signs. This shows the ability of RNNs to learn sequences. A
more modern approach that are derived from RNNs are LSTMs. In [33], CNN and LSTM models are
used together and compared to a CNN model. Differential images are generated using three frames
and a combination of them with bitwise AND operation are fed to the proposed CNN-LSTM model. In
the training and testing they used their own dataset which contains 9 gesture classes performed by 6
people. In total, the dataset contains 543 gesture samples in RGB format. Their CNN-LSTM model
performed 91.67% accuracy, whereas the classical CNN model has 77.78% accuracy. [23] investigates an
architecture composed of LSTM layers to handle videos with variable-length gestures in order to capture
the temporal correlation in gesture videos. To create a spatiotemporal representation, multiple temporal
modalities are merged together, which produced an accuracy of 97.8% on the SKIG dataset [17], which
contains 1080 samples that cover a total of 10 gestures. Another method for combining CNNs with
LSTMs is proposed in [22]. Human activity and hand gesture recognition problems are addressed using
3D data sequences obtained from full-body and hand skeletons, respectively. To this aim, they proposed
a combination of a CNN and a LSTM recurrent network. Also, a two-stage training strategy which
firstly focuses on CNN training and, secondly, adjusts the full method (CNN+LSTM), is presented.
With this method, they presented a Jaccard index of 79.15 for Montalbano dataset. Similarly, we use
CNNs for feature extraction and utilize an LSTM for classification of sequences in our research. We
then compared the performance of CNN-LSTM model with our HMM approaches.
Focusing more on CNNs, [25] uses them with the Montalbano dataset. Depth and RGB inputs are
processed, combined and classified through two parallel streams. The inputs consist of two parts, upper
body and hand. Attributes are extracted using the CNN model and the resulting feature matrices are
given as input to the Fully Connected (FC) layer. With the constructed model, an accuracy of 91.7%
was achieved. [26] is a recent study with the Montalbano dataset that also takes the temporal aspect of
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data into account, pointing out the necessity of recurrence and showed that significant improvements are
achieved when temporal convolutions are employed. They proposed an end-to-end trainable architecture
that fuses the temporal convolutions and bidirectional recurrence. Additionally, they emphasize that
using only a simple temporal feature pooling strategy is not enough to capture the temporal aspect of
the video. In their findings, their proposed model, i.e. Temp Conv + RNN, achieves 93.76% precision
and 0.9 Jaccard index. In our preliminary work [19], we also used Montalbano dataset with CNN +
LSTM based model with a Feature Pooling Module (FPM). A pretrained CNN model is used as feature
extractor and FPM is appended at the end of the CNN model to encode features in multiple scales to be
used with our LSTM model. RGB and depth modalities from Montalbano Dataset are used to evaluate
this model and we achieved 93.15% accuracy on isolated signs recognition task.
There are also other approaches that achieve higher accuracies by optimizing their models on the
task. [21] deals with gesture detection and localization problem based on multi-scale and multi-modal
deep learning. Depth and intensity data is used by focusing on the left and right hand. Additionally,
Motion capture (Mocap) and Audio data are fused at several spatial and temporal scales leading
to a significant increase in recognition rates. Using their proposed ModDrop training technique the
robustness of the model is increased. With this method, a Jaccard index of 0.881 is reached for
Montalbano Dataset [7]. In addition to ModDrop, the well-known Dropout method is used in [16].
Dropout treats all units, visible or hidden, in the same way, thus ignoring any a priori information related
to grouping or structure. They proposed Modout method, which is based on stochastic regularizations, is
particularly useful in the multi-modal setting. It is capable of learning to decide if two modalities should
be fused in a layer or not. The best results are achieved when Modout is used together with Dropout,
resulting in a classification accuracy of 93.8% and a Jaccard index of 0.888 for Montalbano Dataset. In
the most recent research [30], a classifier is designed using two Resnet CNNs, a soft-attention ensemble,
and a fully connected layer. In their experiments, they report 94.58% accuracy with Montalbano dataset.
This result is the state-of-the-art on this dataset, using only the color information.
3 Materials and Methods
3.1 Dataset and Preprocessing
In this research, we worked with the Montalbano Gesture dataset. This dataset contains 20 different
Italian gestures that are performed by 27 different signers. The samples have various challenges in user
environment, clothing, environment lighting and gesture complexity. The dataset is generated with
Microsoft Kinect and has four different modalities: RGB, Depth, User Mask, and Skeletal data. Each
sample video is recorded with 20 frames per second and a resolution of 640x480 pixels. A sample image
is provided for different modalities from this dataset in Figure 1.
(a) RGB image (b) Depth image (c) User mask (d) Skeletal data
Fig. 1: Sample images from Montalbano dataset.
We observed that some of the User Mask data are too noisy and needs to be excluded from the
final sample pool. After discarding the unusable data, we got 6787 training, 3428 validation and 3555
test samples. In total 13770 samples are used, each with varying number of frames.
4
3.1.1 Preprocessing
In each video frame, in Montalbano dataset, there is a large redundant background data in addition
to the signer. In order to focus more on the signer and reduce the redundant data, we cropped each
frame to 400x400 pixels size. Cropping is performed easily by utilizing the skeletal data; x-coordinate of
the shoulder center point is used to determine the center of the cropping square. Since the essential
information in a sign video appears on the upper body of a signer, the cropping square is aligned to
the top of the original RGB and depth images. A sample cropping is depicted in Figure 2a. The User
Mask data from the dataset is used to reduce redundant information in the background of the depth
images (Figure 2c). Following the cropping operation, median filtering is applied to both RGB and
depth images to reduce noise. Examples of resultant images can be seen in Figure 2. In addition to the
RGB and depth modalities, we also utilized skeletal data. Skeletal data contains 3D spatial coordinates
of 6 joints of the signer body. The points represent the hand, wrist and elbow joints for the left and
right arm. We normalized the data from these joints by subtracting the coordinates of the shoulder
center point and dividing the resulting point to the Euclidean distance between the shoulder center
point and the hip center point. In addition, we reduced the data points in a frame by excluding all
points below the waistline, resulting in an 18 dimensional vector.
(a) Cropping (b) Preprocessed RGB (c) Preprocessed Depth
Fig. 2: Data Prepocessing
3.2 The Method
Although deep features that are learned from CNN models can directly be used with deep sequence
based models (i.e. LSTMs), they also suffer from higher dimensional data for complex tasks, such as
sign recognition, when the number of samples for training is limited. The situation is worse for HMMs;
using deep features directly without dimension reduction creates convergence problems during model
training, i.e. curse of dimensionality problem. In this research, our primary purpose is to determine the
components of an effective method to make HMM models work with deep features in this domain. There
are a couple of reasons for this: (i) HMM models are relatively smaller than deep recurrent models
and easy to train if the features are robust, (ii) Learning features from data is very advantageous since
hand-crafted feature design is a challenging problem, (iii) Running HMMs is fast and easy in commodity
computers compared to deep sequence models.
Considering these issues, we created a framework that has three main modules: (1) Feature
extraction module, (2) Dimension reduction module, (3) Sequence modelling module. Both RGB and
depth data modalities are utilized through these three module structure in the given order to create
variety of models with different settings in each module. As for the skeletal data, we only have a feature
extraction module since the number of dimensions of the selected features are already small. For the
skeletal data, our features are the selected joint coordinates that are normalized as we explained in
Section 3.1.1. A general overview of our framework is depicted in Figure 3. As can be seen from the
Figure, there are two parallel paths for the RGB and depth data modalities with similar model structure.
Each path is trained separately with different inputs, using RGB and depth data.
In the feature extraction module, we use two well-known pre-trained CNN network models, i.e.
VGG16 and ResNet50 models. In the dimension reduction module, we evaluate PCA method, and
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two different CNN models that we designed and trained specifically for this task. In the sequence
modelling module, we evaluate three models; HMMs with Gaussian emission probabilities, HMMs with
Gaussian Mixtures in their emission probabilities (GMM-HMM) and LSTM models. Our strategy is
first determining the best alternative models for isolated sign classification in the first two modules, i.e.
feature extraction and dimension reduction modules, after a series of carefully designed experiments.
Then we evaluate the performances of two of our HMM based sequence models with LSTM models
under the same terms using the same deep features obtained at the end of the second module. We
provide the details of each module in the proposed framework in the following subsections.
Fig. 3: Proposed Framework.
3.2.1 Feature Extraction Module
VGG16 [32] and ResNet50 [10] are both convolutional neural networks that have proven to be
capable of extracting effective features from natural images on object recognition tasks. In this research,
we utilize the pre-trained models of these two networks, which are trained using ImageNet dataset [29],
for feature extraction. In this scope, we did not re-train or fine-tune these models to adapt to Montalbano
dataset; instead, we utilized both networks, from input through the outputs of the last convolutional
layers as constant feature extractors. Our purpose in this research is to analyse and maximize the HMM
model performances, considering the performance of our baseline LSTM model; not presenting the top
accuracy score for a a particular dataset. Therefore, we believe that a standard deep feature extraction
suffices our purpose.
VGG16 architecture contains 16 layers, where cascaded convolutional layers extract features from
the input images. In this model, repeated application of small-sized convolutions are shown to be effective
to generate sharp and better feature representations in many classification tasks. Application of small
filter sizes in convolutions is also more efficient computationally. Following some of the convolutional
layers, spatial pooling operation is carried out to increase the receptive field of the following convolutional
filters. This structure enables encoding low-level features in the initial layers of the network, mid-level
features in the middle and high-level features close to the end of the network. For this purpose, five
max-pooling layers are used.
ResNet50, which is a derivation of the ResNet architecture, is also a deep convolutional neural
network where residual connections are used to effectively increase the depth, hence the capacity, of
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the networks. Normally, when neural networks get deeper, it is more difficult to train them. Residual
networks provide a solution to this problem with residual blocks. A residual block contains a branch
leading out to a series of transformations F, whose outputs are added to the input x of the block:
o = Activation(x+ F (x)) (1)
Designing layers as in (1), gradients are able to reach much deeper into the network without diminishing,
during backpropagation. Contrary to VGG16, in ResNet50 pooling operation is not used between the
convolutions, except once after the first convolutional layer. An average pooling layer is added right
before the final fully connected layer.
3.2.2 Dimension Reduction Module
The outputs of the both architectures in the feature extraction module, are taken from the last
convolutional layers of the models. Therefore, the dimensions of the feature vectors are large. In order to
train sequence models with a limited dataset, without facing curse of dimensionality problem, we need to
reduce the number of dimensions. For this purpose, we propose two different sets of CNN architectures.
We generated a baseline model using the LSTM model that we proposed in our preliminary research [34]
in order to assess the performances of the proposed dimension reduction models (Section 4).
The outputs of the last convolutional layers of VGG16 and ResNet50 models are 3D tensors, i.e.
512x12x12 and 2048x13x13, respectively; each containing a set of 2D tensors that are spatial responses of
the filters in the last convolutional layer with different sizes. We first reduce each spatial filter response
to a scalar value using one of the two selected pooling techniques, i.e. global average pooling (GAP)
and global max pooling (GMP) methods. GAP reduces the filter responses of each filter by taking the
averages of their spatial responses. GMP, on the other hand, selects the highest spatial response of
each filter. After these pooling operations, 3D tensors are reduced to 1D tensors, i.e. to vectors. As a
result, the output of ResNet50 model, is reduced to a 2048 dimensional vector, and similarly, the output
of VGG16 is reduced to a vector of 512 dimensions. Still, these feature vector sizes are big for HMM
training in this domain. Therefore, as to reduce the dimensions more, we applied PCA to reduce both
network outputs to a vector of size 64, as our first method.
Alternatively, we designed two CNN models for each network that are trained to learn a non-linear
projection function from higher dimensional space to lower dimensional space from data. In the first
one, a cascade of 2D convolutions are ended with a Fully Connected layer of size 20. Hence, the first
architectures for the dimension reduction for ResNet50 and VGG16 models are the same (Figure 4a). In
the second architecture, we want to evaluate the performance of convolutions without a fully connected
layer in the dimension reduction. Since the output sizes of the ResNet50 and VGG16 models are different,
the second architectures needed to be designed separately for each network (Figure 4b and Figure 4c).
In order to provide a larger field of view in the VGG16 output, the last max-pooling layer of the VGG16
model is removed in this setting; hence, the output tensor sizes for VGG16 became 512x25x25. To
reduce the spatial dimension to 1 faster in VGG16 network we used dilated convolutions (Figure 4b).
ResNet50 outputs are reduced without dilations (Figure 4c). We will refer to these three architectures
as DR-CNN1 and DR-CNN2a and DR-CNN2b shortly from this on. For both of the feature extraction
networks, each dimension reduction model is trained and evaluated separately, using only the training
splits of the selected dataset.
We train separate dimension reduction networks for depth and RGB modalities, for both networks,
i.e. VGG16 and ResNet50. Since these networks are composed of CNN layers, in training, the
parameter learning is performed using an optimization function on single frame image classification task.
This is done by propagating the ground-truth video labels to each of their frames. We then evaluated
performances of these models with different sequence models. Further details about training can be found
in Section 3.2.4. Both feature extraction networks are paired with both dimension reduction networks,
resulting in four possible combinations for each modality. The resultant features are used to train the
LSTM, Gaussian HMM, GMM-HMM models separately, for each model and modality combination. We
therefore completed substantial number of trainings to obtain the results we summarized in Section 4.
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(a) DR-CNN1 Architecture (b) DR-CNN2a Architecture (c) DR-CNN2b Architecture
Fig. 4: Dimension Reduction Networks.
3.2.3 Sequence Modelling Module
Hidden Markov Models [28] are conventional methods in temporal pattern recognition that have
been used widely for sequence modelling in various domains such as action recognition, speech recognition,
handwriting recognition and sign language recognition. Although LSTM models have been lately used
more frequently in sequence modelling in the domains with a lot of data, HMMs are strong competitors
to LSTM models, especially when the data is limited.
The parameter set of an N-state HMM consists of an initial state distribution vector for each state,
a state transition probability matrix, i.e. of size NxN, and the parameter set of its output probability
distributions, assuming that it is represented in a parametric form. A simple diagram of a 4-state HMM
model is depicted in Figure 5. In this research, since the observed samples are features with multiple
real values, we worked with two variants of Gaussian distributions as the output probability distribution
of each state: (1) a multivariate Gaussian Distribution, (2) a Gaussian Mixture Model. We will refer to
the HMMs with Gaussian emission probabilities shortly as HMMs , and HMMs with Gaussian Mixture
emissions shortly as GMM-HMMs from now on.
HMMs are called ergodic or left-to-right HMM models depending on the type of transitions allowed
among the states of the model. HMMs that allow transition from an emitting state to any other state
in the model are called ergodic HMMs. This type of transition allows modelling cyclic patterns, like
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Fig. 5: A four-state HMM with Gaussain Distribution and Gaussian Mixture Model.
hand waving action in a video. Left-to-right HMMs allow transition from any emitting state to only the
successor of that state or the state itself. This configuration is more appropriate for modelling acyclic
sequences that have some trajectory from beginning to end. In this work, we experimented with both
transition models to determine the best alternative in this problem.
Convergence during the training of an HMM model is heavily affected by the curse of dimensionality
problem [13]. To minimize this effect, a robust set of features with a reasonable number of dimensions,
which is usually determined empirically depending on the training data, need be extracted from the
frames of a sign language video. In this context, we first extract the features of the RGB data frames
using one of the two well-known pretrained CNN models. Then the obtained features are passed as
an input to our dimension reduction network, which reduces the feature size to 20. As a result, a 20
dimensional feature vector is produced for each RGB frame in a video. The same process is applied
to the depth data, independently from the RGB data. Thus, each depth video frame in a sample is
also reduced to a 20 dimensional vector. As for the Skeletal data, 18 dimensional feature vectors are
extracted as it is described in Section 3.1.1.
In classifications, for a given sequence, HMMs provide the likelihood of the model for generating
that sequence. In this setting, for Montalbano dataset, there are 20 signs, hence we train 20 different
HMM models for each sign. In order to classify a given sequence, the likelihoods of all the trained HMM
sign models are computed; the category of the sign is the respective sign of the model that has the
highest likelihood score among all the models.
For the LSTM model, we utilized the architecture that we proposed in our preliminary research;
the architectural details of the model and training can be found in [34]. Minor changes are applied to
that model implementation to make it work with varying number of frames, instead of using sequences
with a fixed frame length.
3.2.4 Training and Implementation Details
Implementation of the deep neural networks are done using PyTorch framework [24]. For the
implementation of HMMs, Pomegranate framework [31] is used because of its numerical stability and
ease of use.
The dimension reduction networks are trained with Adam optimizer [14]. Adam’s beta1 and beta2
parameters are set to 0.9 and 0.999, respectively. During training, the learning rate is set to 0.001.
Cross entropy loss [18] is used for error propagation for each image, with their labels taken from the
sign label of the respective video sample. The batch size is set as 32. The networks converge after three
epochs, showing no further improvement afterwards.
The LSTM models are also trained with the Adam optimizer. Adam’s parameters are used with the
same values as they are during the training of the dimension reduction networks. During training, the
learning rate is set to 0.001. Cross entropy loss is used for error propagation on whole sign sequences.
The the hidden layer size is tested with 64, 128 and 256. When dimension reduction is skipped and
the output of the feature extractor is fed into the LSTM directly, 256 hidden units performed better
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than the rest. However, when dimension reduction is applied, 64 hidden units perform the best. To
determine the best batch size, it is set to different values, i.e. 8, 16, 32 and 64. Best results are achieved
with 64 and the presented results are based on this setting.
When training HMMs we started with 18 dimensional Skeletal Data, i.e. we did not use RGB and
Depth modalities at first; since the numerical instability increases with the increase in the number of
dimensions. We tested Left-to-Right and Ergodic models and concluded that Ergodic models perform
higher compared to Left-to-Right models. We continue with Ergodic models for the rest of the research.
We used Viterbi algorithm [8] while training HMMs and generating a likelihood score of a sequence.
When using multiple modalities, we apply two approaches to merge the results. We call the first approach
Max Merge approach. The Max Merge approach determines the label of the sample considering the
label of the HMM that gives the highest likelihood among the modalities that are chosen for the given
experiment i.e. RGB, Depth, Skeletal Data. The second approach is the Concat approach, which
concatenates the feature vectors of all the modalities that we want to use for the experiment and trains
a single HMM per concatenated feature vectors. The label of the single highest likelihood is chosen as
the correct label for a given sample.
4 Results and Discussions
In our preliminary work, we obtained the best classification accuracy using the concatenated RGB
and depth modalities, with fixed frame rate using Global Max Pooling after the feature extraction [34].
Fixed frame rate is implemented to represent each sign video with 40 frames. The best result, which is
93.19% accuracy, is obtained using Resnet50 model features. When we changed the fixed frame rate to
variable frame rate, we obtained the results in Table 1. The best result is obtained again with GMP
using ResNet50 model, yet the performance of the LSTM model is slightly lower than the fixed frame
rate implementation.
Pooling Method VGG-16 Model Resnet50 Model
GAP 89.75% 90.90%
GMP 88.07% 91.07%
Table 1: LSTM model performances without dimension reduction, with varying frame lengths for
RGB+Depth modalities.
When we use the same features for HMM model training, i.e. without dimension reduction, we
observe that HMM models can not converge properly with these feature dimensions. It is the reason
that we integrated the second module in our framework, i.e. dimension reduction module, to train
HMMs on this problem to reduce convergence problems.
LSTM Model Performances After Dimension Reduction: In order to evaluate the second
module, i.e. the dimension reduction models, in our framework, we designed a set of experiments using
again our preliminary LSTM model. These models will be serving as baselines for assessing the HMM
performances.
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Dimension Reduction Method Feature Size VGG-16 Model Resnet-50 Model
GAP+PCA 64 78.71% 75.97%
GMP+PCA 64 73.43% 55.28%
DR-CNN1 20 85.25% 86.06%
DR-CNN2a 20 81.74% -
DR-CNN2b 20 - 85.46%
Table 2: LSTM model performances after dimension reduction, with varying length frames for
RGB+Depth modalities. The hidden layer size of the LSTM models are 64.
As shown in Table 2, the feature dimensions are reduced to 20 with the DR-CNN models and to
64 with the PCA method. Reducing the feature dimension for less than 64, reduces the classification
accuracies for the PCA model. For varying frame rates and RGB+Depth modalities, the best result is
obtained with ResNet50 model for feature extraction and using our first CNN model, i.e. DR-CNN1, in
the dimension reduction. Resnet50 features are reduced from 2048 to 20. Although the feature size
is reduced substantially, to around 1% of the original feature size, the classification accuracy is still
86.06%; only less than 5% reduction is observed compared to the best score in Table 1.
Experiments with HMM Models: We started to work with HMM models using Skeletal features,
since the number of dimensions, i.e. 18, is considerably smaller than the deep features that are obtained
with RGB and depth modalities. Our purpose is to determine some of the hyperparameters of the HMM
models before dealing with dimension reduction. Our initial experiments with HMMs and Skeletal data
revealed that ergodic HMMs yielded better results than left-to-right HMMs, as can be seen in Table
3. The data also shows that increasing the number of states in an HMM does not always give better
results; the model performances start to decrease slightly with more than 20 states.
States Left-to-Right Ergodic
10 74.26% 75.78%
15 76.37% 78.90%
20 72.74% 79.41%
25 - 78.87%
Table 3: HMM Results with Skeletal Data. Best score is depicted using bold font.
For RGB and depth modalities, we first evaluated HMM model performances using PCA dimension
reduction method, reducing the feature vectors to 64 dimensions for each modality. Due to numerical
instability issues during training, using larger features (64 and 128 when RGB and depth are combined,
instead of 18), we observed decline in the performances when we design HMMs with more than 10
states. Therefore, the hyperparameters with RGB and depth modalities are set as ergodic HMM models
with 10 states in the following experiments. Table 4 shows the results with this configuration for both
VGG16 and ResNet50 features. The best score is obtained with PCA method with Resnet50 model, i.e.
63.35%, combining both RGB and depth modalities with Max Merge method.
Modalities VGG16 ResNet50
RGB 57.38% 63.04%
Depth 58.20% 57.83%
RGB + Depth
(Max Merge)
58.34% 63.35%
Table 4: 10 State HMM Results with PCA Dimension Reduction (64 Dimensions).
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In order to assess the performances of our dimension reduction networks, i.e. DR-CNN1 and
DR-CNN2(a/b), we performed a set of experiments using the ergodic HMM models. The number of
HMM states in these experiments is set to 10 for both HMMs and GMM-HMMs, while the number of
mixtures was set to 3 for all GMM-HMMs for the preliminary analysis to determine the effective models
in the first two modules in our pipeline. The test results are depicted in Table 5.
Preprocessing
VGG16 ResNet50
DR-CNN1 DR-CNN2a DR-CNN1 DR-CNN2b
Sequence Model GMM-HMM HMM GMM-HMM HMM GMM-HMM HMM GMM-HMM HMM
Modalities
RGB 85.99% 85.06% 81.07% 80.90% 87.48% 86.89% 86.95% 86.19%
Depth 38.51% 32.77% 40.51% 35.36% 44.53% 39.63% 43.68% 38.68%
RGB + Depth
(Max Merge)
38.65% 32.86% 40.84% 35.50% 58.31% 53.98% 43.74% 38.73%
RGB + Depth
(Concat)
- - - - 86.98% 87.59% - -
RGB + Skeletal - - - - 86.02% 88.52% - -
Table 5: General Comparison. HMMs have 10 states, GMM-HMMs have 10 states with 3 mixtures.
These experiments enable us to compare model performances for different modalities using different
dimension reduction networks. The table shows that using ResNet50 as the feature extractor yields better
results than using VGG16 model, consistent with our previous experiments. Furthermore, DR-CNN1
reduction model results in higher accuracies than the DR-CNN2b model. These preliminary results
show that the best feature extraction pipeline is comprised of a ResNet50 model in the first module and
DR-CNN1 model in the second module for the dimension reduction. Hence, the following experiments are
conducted with these configurations in feature extraction, focusing on the hyperparameter optimization
for HMM model parameters.
In the first set of experiments, we worked with a changing state size and data modalities of Gaussian
HMM models. The results of our experiments are depicted in Table 6. After observing higher scores
with RGB+Skeletal features, we expanded the experiments by reducing the number of states more after
observing an increase in the performances in that direction. The best result is obtained concatenating
RGB and Skeletal features with 6 state HMMs with Gaussian emissions.
Feature Extraction Model Resnet50
Dimension Reduction Model DR-CNN1
HMM States RGB Depth
RGB + Depth
(Max Merge)
RGB + Depth
(Concat)
RGB + Skeletal
(Concat)
6 - - - - 90.15%
8 - - - - 89.58%
10 86.89% 39.63% 53.98% 87.59% 88.52%
12 87.23% 41.18% 55.61% 87.40% 88.83%
15 87.37% 42.28% 56.74% 87.59% 88.38%
17 86.81% 42.67% 57.30% 87.59% 88.10%
20 86.89% 44.16% 58.48% 87.65% 87.79%
Table 6: HMM Model performances with varying state and data modalities, using Resnet50 and
DR-CNN1 models.
We conducted similar experiments for GMM-HMMs with the addition of the number of mixtures
parameter in our search space. The experiments are performed with varying data modalities similar
to HMM experiments above. The test results are depicted in Table 7. A similar parameter search is
performed for state-mixture pairs after observing higher scores with RGB+Skeletal feature concatenations.
The best result is obtained using GMM-HMMs with 4 states and 3 mixtures.
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Feature Extraction Model ResNet50
Dimension Reduction Model DR-CNN1
GMM-HMM
States - Mixtures
RGB Depth
RGB + Depth
(Max Merge)
RGB + Depth
(Concat)
RGB + Skeletal
(Concat)
2 - 3 - - - - 88.21%
3 - 3 - - - - 88.83%
3 - 5 - - - - 88.35%
4 - 3 - - - - 89.82%
5 - 3 86.84% 42.73% 59.96% 87.54% 88.80%
8 - 3 87.14% 44.92% 59.04% 86.72% 88.33%
8 - 5 87.06% 45.15% 59.07% 87.20% 86.67%
10 - 2 87.00% 44.11% 58.51% 87.34% 87.37%
10 - 3 87.48% 44.53% 58.31% 86.98% 86.02%
10 - 5 87.23% 45.40% 59.75% 85.85% -
20 - 3 86.61% 46.50% 60.08% - -
Table 7: GMM-HMM model performances with varying state and mixture parameters, using Resnet50
and DR-CNN1 models.
Overall Performances of the Sequence Models: The best overall results for different sequence
models are summarized in Table 8. Our preliminary LSTM model with reduced feature dimensions are
set as the baseline of this evaluation; since we have already shown that this model performs comparable
performance with Montalbano dataset [34]. The best result with this baseline model is obtained using
Resnet50 model and DR-CNN1 model, i.e. 86.80%.
The HMM model performances are summarized in the same table, with the LSTM baseline. As can
be seen from the Table, PCA method can not exceed the baseline model; even the best performing PCA
model performs quite poorly, with a 20% margin, compared to the baseline. DR-CNN1 model outperforms
the PCA model considerably. HMM and GMM-HMM performances with feature concatenations, i.e.
RGB+Depth or RGB+Skeletal, exceed the baseline LSTM model. Although the best performances
between HMM and GMM-HMM models are close to each-other, HMM performs slightly better, i.e
90.15%.
In the initial experiments with HMMs, we observed convergence problems due to the high deep
feature dimensions for HMM models. After we reduce the dimensions with our proposed CNN models,
we observe that HMM models can even exceed LSTM model performances with the same set of features.
Even, when we compare HMM model performance with our preliminary LSTM model, without dimension
reduction, i.e. 91.07%, the performance of the HMM model, which is 90.15%, is still comparable with
it. Considering the training and run-time benefits of HMMs, this research provides a framework that
makes HMMs useful for the challenging sign video classification by using deep features effectively.
Model Modality Test Accuracy
LSTM-Baseline (Resnet50+DR-CNN1+LSTM) RGB+Skeletal (Concat) 86.80%
Resnet50+PCA+HMM RGB+Depth (Max Merge) 63.35%
Resnet50+DR-CNN1+GMM-HMM
RGB 87.48%
RGB+Depth (Concat) 87.54%
RGB+Skeletal (Concat) 89.82%
Resnet50+DR-CNN1+HMM
Skeletal 79.41%
RGB 87.37%
RGB+Depth (Concat) 87.65%
RGB+Skeletal (Concat) 90.15%
Table 8: Best results of the sequence models using different data modalities.
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5 Conclusion
In this research, we provided a three stage framework that enables isolated sign classification
problem using both LSTM based and HMM based sequence models. The first module is used to extract
features, the second module is used to reduce dimension, if necessary, and the third module serves as a
sequence classifier. For feature extraction, a pretrained version of either VGG16 or ResNet50 models is
used. Dimension reduction is handled with PCA or one of the two CNN architectures that we proposed
in this research. For sequence classification LSTMs, Gaussian HMMs and GMM-HMMs are utilized.
During our research we observed that pretrained ResNet50 model performs better than VGG16
model as a feature extractor for our purpose. DR-CNN1 architecture, in conjunction with ResNet50,
yields better results compared to our second CNN-based dimension reduction architecture or the PCA
method. We obtained the best accuracy, i.e. 90.15%, with a Gaussian HMM model using concatenated
RGB and Skeletal data. Using the same deep features, our baseline LSTM model achieves its best
accuracy, i.e. 86.80%, using RGB and Depth data; however, when we train the same LSTM model [34]
without dimension reduction, we observe a slightly better accuracy, i.e. 91.07%.
We observed and showed with empirical data that the second module is necessary for HMM models
and helps to work with them without convergence problems. We experimented with various combinations
of feature extraction, dimension reduction and recognition models. We provided a step by step analysis
by changing the method in each module of the proposed framework, so as to obtain a comparable
classification result using Gaussian HMMs and GMM-HMMs. We show that utilizing the same deep
features, with feasible feature dimensions, HMMs can be an efficient alternative to LSTM models. They
have fewer number of parameters than LSTMs, hence require fewer training samples. Moreover, their
running time is considerably faster than deep sequence models.
On the other hand, when the feature dimensions are large, HMMs suffer from the curse of
dimensionality problem more than LSTM models. LSTMs can handle large dimensions better when
provided with enough samples. When the number of samples is limited, however, HMMs can be a better
alternative; only if features are represented in a lower dimensional space effectively. In this work, we
show that in addition to the feature extraction, dimension reduction can also be made more effectively
using CNN models.
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