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Abstract
The paper study a possibility to recover solutions of Schro¨dinger equations from its time-
averages in the setting where the values at the initial time are unknown. This problem can
be reformulated as a new boundary value problem where a Cauchy condition is replaced by
a prescribed time-average of the solution. It is shown that this new problem is well-posed in
certain classes of solutions. The paper establishes existence, uniqueness, and a regularity of the
solution for this new problem.
MSC subject classifications: 35K20, 35Q41.
PACS 2010: 02.30.Zz, 02.30.Jr.
Key words: Schro¨dinger equations, non-local boundary conditions, integral conditions, inverse
problems, ill-posed problems.
1 Introduction
The most common type of boundary condtitons for evolution partial differential equations are
Cauchy initial conditions. It is know that these conditions can be replaced, in some cases, by
non-local conditions, for example, including integrals over time intervals. For hyperbolic equations,
some related results and the references can be found, e.g., in [5, 8]. For parabolic equations, some
results the references can be found in [3, 7]. For Schro¨dinger equations, some problems with non-
local in time boundary conditions have also been considered; see, e.g., [1, 2, 9], and the references
therein.
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The paper readdresses the problem of solvability of boundary value problems with non-local in
time conditions for Schro¨dinger equations. The underlying problem is formulated as a new boundary
value problem where a Cauchy condition is replaced by a prescribed weighted time-average of the
solution. It is shown that this new problem is well-posed in a wide enough class of solutions.
Related results were obtained In [1, 2, 9] for Schro¨dinger equations with non-local in time
conditions. In [1, 9], the nonlocal conditions connected solutions in a finite set of times. In [2],
the conditions were quite general and allowed to include integrals over time. The method used in
[1, 2, 9] was based on the contraction mapping theorem; this allowed to cover conditions that can
be represented as u(0) − B(u|t∈[0,T ]) = µ, where µ is the free term, u = u(t) is the solution, t > 0
is the time, and B is an operator with sufficiently small norm such that the contraction mapping
theorem can be applied.
In the present method, we use a different method based the spectral expansion, similarly to the
setting from [3, 4, 6]. This allowed to consider non-local conditions where u(0) is not presented as a
dominating term, such as conditions
∫ T
0 e
rtu(t)dt = µ, for some number r. We establishe existence,
uniqueness, and a regularity of the solution for this new problem. In addition, the eigenfunction
expansion for the solution is presented explicitly. This allows to derive a numerical solution.
The rest of the paper is organized as follows. In Section 2, we introduce boundary value problem
with averaging over time. In Section 3, we present the main result (Theorem 1). In Section 4, we
present the proofs.
2 Some definitions
For a Banach space X, we denote the norm by ‖ · ‖X . For a Hilbert space X, we denote the inner
product by (·, ·)X . We denote the Lebesgue measure and the σ-algebra of Lebesgue sets in R
n by
ℓ¯n and B¯n, respectively.
Let D ⊂ Rn be a domain, and let H = L2(D, B¯n, ℓ¯1;C) be the space of complex-valued
functions. Let A : H → H be a self-adjoint operator defined on an everywhere closed subset D(A)
of H such that if u is a real valued function then Au is also a real valued function.
Let HBC be a set functions from H such that HBC is everywhere dense in H, that the set
D(A) ∩ Ĥ is everywhere dense in Ĥ, and that (u,Av)H is finite and defined for u, v ∈ HBC as a
continuous extension from D(A)×D(A).
Consider an eigenvalue problem
Av = −λv, v ∈ HBC . (1)
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We assume that this equation is satisfied for v ∈ HBC if
(w,Av)H = −λ(w, v, )H ∀w ∈ HBC .
Assume that there exists a basis {vk}
∞
k=1 ⊂ HBC in H such that
(vk, vm)H = 0, k 6= m, ‖vk‖H = 1,
and that vk are eigenfunctions for (1), i.e.,
Avk = −λkvk,
for some λk ∈ R such that infk λk > −∞, k → +∞.
These assumptions imply that the operator A is self-adjoint with respect to the boundary
conditions defined by the choice of HBC .
Let H2 be the set of functions from H2 such that (Au,Au)H is finite.
It follows from the assumptions that there exists cA ≥ 0 such that
−(u,Au)H + cA‖u‖
2
H > 0, u 6= 0, u ∈ H
1,
(Au,Au)H + cA‖u‖
2
H > 0, u 6= 0, u ∈ H
2.
We consider H and H2 as Hilbert spaces with the norms
‖u‖2H1
∆
= (u,Au)H + cA‖u‖
2
H ,
‖u‖2H2
∆
= (Au,Au)H + cA‖u‖
2
H .
Clearly, the spaces H1 and H2 are isometric to weighted ℓ2-spaces: if u =
∑
∞
k=1 ckvk, then
‖u‖2H1 =
∞∑
k=1
(λk + cA)|ck|
2, ‖u‖2H2 =
∞∑
k=1
(λ2k + cA)|ck|
2.
Introduce the spaces
C
∆
= C ([0, T ];H) , Ck
∆
= C
(
[0, T ];Hk
)
, k = 1, 2, W
∆
= L2([0, T ], B¯1, ℓ¯1;H
1),
and the space
V
∆
=W ∩ C,
with the norm ‖u‖V
∆
= ‖u‖W + ‖u‖C . Clearly, C
1 ⊂ V.
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3 Problem setting and the main result
Let T > 0, r ∈ C, and µ ∈ H2 be given. We consider the boundary value problem
1
i
du
dt
(t) = Au(t), t ∈ (0, T ), (2)∫ T
0
ertu(t)dt = µ. (3)
We consider problem (2)-(3) assuming that the initial value u(0) is unknown.
As usual, we accept that equation (2) is satisfied for u ∈ V if, for any t ∈ [0, T ],
(u(t), ζ)H = (u(0), ζ)H + i
∫ t
0
(Au(s), ζ)Hds ∀ζ ∈ H
1. (4)
Theorem 1 Assume that Re r 6= 0. In this case, for any µ ∈ H2, there exists a unique solution
u ∈ V1 of problem (2)-(3). This solution belongs to C1. Moreover, there exists c > 0 such that
‖u‖C1 ≤ c‖µ‖H2 (5)
for all µ ∈ H2. Here c > 0 depends only on HBC , A, T , and r.
By Theorem 1, problem (2)-(3) is well-posed in the sense of Hadamard for µ ∈ H2.
The proof of this theorem is given below; it is based on construction of the solution u for given
µ.
4 Proofs
Let us introduce operators L : H1 → V such that Lξ = u, where u is the solution in V of problem
(2) with the Cauchy condition
u(0) = ξ. (6)
Let a linear operator M0 : H → H be defined such that
M0ξ =
∫ T
0
u(t)dt, where u = Lξ.
In these notations, µ =M0u(0) for a solution u of problem (2).
Lemma 1 Let us assume that λ1 ≥ 1 and that cA = 0. Then the linear operator L : H
1 → C1 is
continuous, and ‖L‖ ≤ 1 for its norm.
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It can be noted that, under the assumptions of Lemma 1, it follows from the definitions that
‖u‖H1 = −(u,Au)H =
∞∑
k=1
|αk|
2λk, u ∈ H
1
‖u‖H2 = (Au,Au)H =
∞∑
k=1
|αk|
2λ2k, u ∈ H
2. (7)
Proof of Lemma 1. Let ξ be expanded as
ξ =
∞∑
k=1
αkvk. (8)
Here the coefficients αk are such that
∑+∞
k=1 |αk|
2 = ‖ξ‖H < +∞. For u =M0ξ, we have that
u(t) =
∞∑
k=1
αke
−iλktvk. (9)
Clearly, we have that ‖u(t)‖H ≤ ‖ξ‖H for all t. In addition,
−(u(t), Au(t))H =
∞∑
k=1
|αk|
2λke
−iλkt.
Hence, for all t,
‖u(t)‖H1 = −(u(t), Au(t))H ≤
∞∑
k=1
|αk|
2λk = ‖ξ‖H1 .
The continuity of u(t) in H1 with respect to t follows from the Lebesgue’s dominated converges
theorem. This completes the proof of Lemma 1. 
Lemma 2 Under the assumption of Lemma 1, the operators M0 : H
1 → H2 and M−10 : H
2 → H1
are continuous, and the statement of Theorem 1 holds.
Proof of Lemma 2. Let ξ be expanded as in (8), and let ξ be expanded as
µ =
∞∑
k=1
γkvk. (10)
If u ∈ V is a solution of problem (2)-(3), then u(0) ∈ H is uniquely defined; it follows from the
definition of V. Hence ξ = u(0) ∈ H is uniquely defined. Let ξ and µ be expanded as
ξ =
∞∑
k=1
αkvk, µ =
∞∑
k=1
γkvk,
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where {αk}
∞
k=1 and {γk}
∞
k=1 and square-summable sequences in C. By the choice of ξ, we have
that u = Lξ. Applying the Fourier method, we obtain expansion (9).
On the other hand,
µ =
∞∑
k=1
γkvk(x) =
∫ T
0
ertu(t)dt =
∞∑
k=1
∫ T
0
ertαke
−iλktvk(x)dt =
∞∑
k=1
ζkαkvk(x),
where
ζk =
∫ T
0
ert−iλktdt =
1
r − iλk
(
erT−iλkT − 1
)
. (11)
Hence
‖µ‖2H2 ≤
∞∑
k=1
λ2k
∣∣∣∣ 1r − iλk
∣∣∣∣
∣∣∣erT−iλkT − 1∣∣∣2 |αk|2 ≤ ĉ ∞∑
k=1
λk|αk|
2 ≤ ĉ‖ξ‖2H1 ,
where ĉ
∆
= supk
∣∣erT−iλkT − 1∣∣2. This proves that the operator M0 : H1 → H2 is continuous.
Further, the sequence {αk} is uniquely defined as
αk = γk/ζk, k = 1, 2, .... (12)
Since Re r 6= 0, it follows that infk |
(
erT−iλkT − 1
)
| ≥ |erT − 1| > 0. Hence
|ζ−1k | ≤
√
|r|2 + λ2k
|erT − 1|
.
It follows that
|αk| ≤
√
|r|2 + λ2k
|erT − 1|
|γk| (13)
and
∞∑
k=1
λk|αk|
2 ≤
∞∑
k=1
λk|γk|
2ψk,
where
ψk
∆
=
1
|erT − 1|
√
|r|2 + λ2k.
We have that
|ψk| ≤
√
r2 + λ2k
|erT − 1|
≤
|r|+ λk
|erT − 1|
.
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By (7), it follows that ‖u‖H1 ≤ ‖u‖H2 for u ∈ H
2. Hence
‖u(0)‖H1 = ‖ξ‖H1 ≤
1
|erT − 1|
(‖µ‖H2 + |r|‖µ‖H1) ≤
1 + |r|
|erT − 1|
‖µ‖H2 . (14)
This proves that the operator M−10 : H
2 → H1 is continuous.
The prior estimate (5) follows from Lemma 1; the uniqueness of solution follows from the
linearity of the problem and from (5). This complete the proof of Lemma 2. 
Proof of Theorem 1. Under the assumption of Lemma 1, the statement of Theorem 1 follows
from Lemma 2 and Lemma 1. Let us consider the general case.
Let q > 0 be such that λk + q ≥ 1 for all k. Consider the eigenvalue problem
Au− qu = −λu, u ∈ HBC .
Clearly, the eigenfunctions can be selected the same as for problem (1) with q = 0, and the
corresponding eigenvalues {λ¯k}
∞
k=1 are λ¯k = λk + q ≥ 1.
Let r¯ = r + iq. Clearly, Re r 6= 0 if and only if Re r¯ 6= 0.
Consider the boundary value problem
1
i
du¯
dt
(t) = Au¯(t) + qu¯(t), t ∈ (0, T ), (15)∫ T
0
er¯tu¯(t)dt = µ. (16)
By Lemma 2, for any µ ∈ H2, there exists a unique solution u¯(t) ∈ C1 of this problem, and there
exists a constant c¯ > 0 such that
‖u¯‖C1 ≤ c¯‖µ‖H2
for all µ ∈ H2. This c¯ > 0 depends only on A,H1, T , and r¯.
Let
u(t)
∆
= eiqtu¯(t). (17)
For t ∈ (0, T ), we have that
1
i
du
dt
(t) =
1
i
du¯
dt
(t)eiqt + qu¯(t)eiqt = [Au¯(t)− qu¯(t)]eiqt + qu¯(t)eiqt = Au(t).
In addition,
∫ T
0
ertu(t)dt =
∫ T
0
ertu¯(t)eiqtdt =
∫ T
0
er+iqtu¯(t)dt =
∫ T
0
er¯tu¯(t)dt = µ. (18)
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Hence u ∈ C1 is a solution of problem (2)-(3). Estimate (5) follows from (17) and from the choice of
u. To prove the uniqueness of the solution u, it sufficient to observe that, for each u ∈ V1 satisfying
(2)-(3), one can construct u¯ ∈ V1 satisfying (15)-(16) using the steps described above in reverse.
This u¯ is unique for a given µ, and hence u is also unique. This completes the proof of Theorem 1.

Remark 1 Equations (9),(11),(12), and (17) imply an explicit eigenfunction expansion for the
solution
u(t) =
∞∑
k=1
r − iλk
erT−iλkT − 1
γke
−iλktvk. (19)
This can be used for numerical solutions.
Remark 2 It can be noted that Theorem 1 requires that µ belongs to H2 rather than to H1,
i.e. it is more smooth than the corresponding u(0) that belongs to H1 only. In fact, this is quite
expectable: as it is seen from Lemma 2 and its proof, the integration over time is damping the
members of the eigenfunction expansion corresponding to larger λk. This explains why µ is more
smooth than u(0).
Remark 3 The regularity established in Theorem 1 does not hold for an interesting case where
r = 0. The choice of r with Re r 6= 0 was used to achieve regularisation. It can be noted that a
similar regularity holds for a boundary value problem
1
i
dw
dt
(t) = Aw(t)− irw(t), t ∈ (0, T ), (20)∫ T
0
ertw(t)dt = µ. (21)
for a Schro¨dinger equation with complex valued addition −r to the potential such that Re r 6= 0.
In fact, w(t) = ertu(t).
5 Conclusions
The paper establishes solvability of a boundary value problem for a Schro¨dinger equations. This
problem can be reformulated as a new boundary value problem where a Cauchy condition is replaced
by a prescribed time-average of the solution. It is shown that this new problem is well-posed in
certain classes of solutions. This supplements existing results [1, 2, 9] for Schro¨dinger equation with
non-local condition. These works use the contraction mapping theorem; respectively, the non-local
Bu in time part of the conditions such u(0)−Bu = µ has to be relatively small comparing with the
8
term u(0) representing the initial state of the solution in the condition. Our approach is different
and it does not require this restrictions since it does not involve u(0) explicitly. On the other hand,
our approach is not applicable to nonlinear problems considered in [2].
So far, we have considered the case where the solutions can be expanded via basis from the
eigenfunctions. It would be interestingly to extend the result on the more general case, as it was
done in [4] for wave equations with periodic condition. We leave it for the future research.
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