Abstract. Derived equivalences and stable equivalences of Morita type, and new (candidate) invariants thereof, between symmetric algebras will be investigated, using transfer maps as a tool. Close relationships will be established between the new invariants and the validity of the Auslander-Reiten conjecture, which states the invariance of the number of non-projective simple modules under stable equivalence. More precisely, the validity of this conjecture for a given pair of algebras, which are stably equivalent of Morita type, will be characterized in terms of data refining Hochschild homology (via Külshammer ideals) being invariant and also in terms of cyclic homology being invariant. Thus, validity of the Auslander-Reiten conjecture implies a whole set of ring theoretic and cohomological data to be invariant under stable equivalence of Morita type, and hence also under derived equivalence. We shall also prove that the Batalin-Vilkovisky algebra structure of Hochschild cohomology for symmetric algebras is preserved by derived equivalence. The main tools to be developed and used are transfer maps and their properties, in particular a crucial compatibility condition between transfer maps in Hochschild homology and Hochschild cohomology via the duality between them.
Introduction
Derived equivalences have been studied and used in representation theory of groups and of algebras since the pioneering work of Happel ([12, 13] ), of Rickard ([28, 29, 30] ) and of Keller ([15] ). In particular, Broué's conjecture ( [6] ) has been the starting point of a major development in modular representation theory of finite groups, centreing around derived equivalences and their consequences. More generally, Broué ([7] ) has introduced stable equivalences of Morita type, which are implied by derived equivalences between symmetric algebras. There are two key sets of problems about derived or stable equivalences. One is concerned with constructing derived or stable equivalences. The other one is about identifying and describing invariants, both of an abstract and of an explicit nature. It is this second complex of problems that we will address in this article. Now we are going to describe the contents of this article in more detail. In Section 2, we recall transfer maps in Hochschild homology defined by Bouc, and we introduce transfer maps in Hochschild cohomology for symmetric algebras. We prove the compatibility theorem between transfer maps in Hochschild homology and in Hochschild cohomology in this section. Section 3 studies when transfer maps preserve the product structure over Hochschild cohomology. P -power maps over zero-degree Hochschild homology groups are investigated in Section 4. Section 5 contains the stable version of Külshammer's ζ n . P -power maps over the centre Z(A), Külshammer's maps κ n and their stable version are considered in the sixth section. Higher dimensional analogues are presented in the seventh section. Section 8 contains the trivial extension construction. Cyclic homology is studied in the ninth section and stable cyclic homology is introduced. We consider Batalin-Vilkovisky algebra structure in the last section.
Transfer maps
Let k be a field of arbitrary characteristic and let A be a finite dimensional kalgebra. In the sequel, ⊗ will denote ⊗ k . The bar resolution Bar • (A) is defined as follows: Bar n (A) = A ⊗(n+2) and for n ≥ 1, the differential is d = i a 0 ⊗ · · · ⊗ a i a i+1 ⊗ · · · ⊗ a n + (−1) n a n a 0 ⊗ a 1 ⊗ · · · ⊗ a n−1 .
Next we recall the construction of transfer maps in Hochschild homology due to Bouc ([4] ). Transfer maps in Hochschild homology and in cyclic homology also have been studied by Keller ([16] ) and by Loday ([25] ). Recall that for an algebra A, the Hochschild homology of degree zero is HH 0 (A) = A/K(A), where K(A) is the subspace spanned by commutators.
Let A and B be two finite dimensional k-algebras and let M be an A-B-bimodule such that M is finitely generated and projective as a right B-module. There exist x i ∈ M and ϕ i ∈ Hom B (M, B) with 1 ≤ i ≤ s such that for any x ∈ M , x = We will define transfer maps in Hochschild cohomology for symmetric algebras. Our definition will turn out to coincide with the construction due to Linckelmann ([20] ). We recall some basic facts about symmetric algebras, and for details we refer to [20, Section 6] . A symmetric algebra is a finite dimensional k-algebra such that there is a symmetric non-degenerate associative bilinear form ( , ) Remark 2.3. We can give another realization of the above unit morphism η M * by considering adjoint pairs between the categories of right modules. Namely, since M is finitely generated and projective as a right B-module, there are isomorphisms of functors
Hence there is an adjoint pair (
* of this adjoint pair coincides with the above η M * .
Now transfer maps in Hochschild cohomology can be defined. Recall that the Hochschild cohomology is the cohomology of the Hochschild complex C
is finitely generated and projective as a left A-module and a right B-module for two symmetric algebras A and B. To this end, we need a chain map Then for n ≥ 0, the map
Proposition 2.4. Let
commutes with the differential, where
Proof. We first prove that Θ • lifts the unit morphism
, and on the other hand,
Next, we prove that Θ • is a chain map. To do this, we need to prove that
We shall only give the proof for i = 0 and for i = n, the other cases being similar.
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Case i = 0. For a 0 , . . . , a n+1 ∈ A, we have
and on the other hand we have
where we use the equality
Case i = n. For a 0 , . . . , a n+1 ∈ A, we have
To finish the proof, we need to show that For x ∈ M , we have t • ϕ i 0 a n a n+1 (x) = t(ϕ i 0 (a n a n+1 x)), and on the other hand we have
Now we can define transfer maps in Hochschild cohomology for symmetric algebras. Let A and B be two symmetric algebras and let A M B be a bimodule such that A M and M B are finitely generated and projective. Then for f ∈ C n (B) = Hom B e (Bar n (B), B) with n ≥ 0, we define tr M (f ) to be the composition
Proposition 2.5.
where
, where ( , ) B is the bilinear form over B and where
) is a chain map and thus induces a transfer map t
M : HH n (B) → HH n (A) for n ≥ 0. In particular, in degree zero, t M : Z(B) → Z(A) is given by b → i,j (ϕ i (v j x i ), b) B u j .
Moreover, if we identify Z(A) with End A e (A, A) (Z(B) with End B e (B, B), respectively), then t M : Z(B) → Z(A) coincides with the composition
Proof. The proof of the first assertion is easy using the explicit construction of Θ n and ε M . The second assertion is also direct since Θ • is a chain map by Proposition 2.4. It is obvious that our construction is a special case of Linckelmann's construction. We choose P A (resp. P B ) to be the Bar resolution Bar • (A) (resp. Bar • (B)) and we explicitly construct the first lift. Linckelmann's construction also works for a bounded complex X
• of A-B-bimodules whose terms are finitely generated and projective as left and right modules. But here we first define the case of modules and point out some basic properties of transfer maps. Afterwards we will deal with the case of complexes in Remark 2.8.
( 
As in Hochschild homology, the transfer maps in Hochschild cohomology satisfy the following properties proved in [20] . Here we shall give a different proof for them by using our explicit construction and some ideas from [4] . (
B N and N C are finitely generated and projective as left and right modules, then 
Similarly, since N is finitely generated and projective as a right C-module, there exist y j ∈ N and ψ j ∈ Hom C (N, C) with 1 ≤ j ≤ t such that for any y ∈ N , y = j y j ψ j (y). Moreover, we choose the elements
and C are symmetric k-algebras, we can choose bilinear forms ( , ) A , ( , ) B , and ( , ) C , respectively. We choose dual bases
Similarly, we choose dual bases {p j }, {q j } in B. To prove the statement, it suffices to prove that, for any 
On the other hand we have that tr
It remains to prove that
but this follows from the equality
(2) By assumption, both α and β are split as right B-module homomorphisms.
. Similarly, we choose y j ∈ N and ψ j ∈ Hom B (N, B) with 1 ≤ j ≤ t such that for any y ∈ N , y = j y j ψ j (y). We define z l ∈ M and π l ∈ Hom B (M, B) as follows: 
and the map tr
On the other hand tr
It follows that each term in (iii) occurs exactly once in (i) or (ii), and conversely, each term in (i) or (ii) is a term in (iii). Therefore, (iii) = (i) + (ii). (3)
Without loss of generality we can assume that P is an indecomposable projective A-B-bimodule. Therefore P ∼ = Ae ⊗ k fB for some idempotents e ∈ A and f ∈ B. It follows that t
We fix a bilinear form ( , ) A , and let {u i }, {v i } be dual bases in
Remark 2.8. Given a bounded (cochain) complex X
• of A-B-bimodules whose terms are finitely generated and projective as left and right modules, one can also define a transfer map t Let A be a symmetric algebra. Then there is a non-degenerate bilinear pairing between HH n (A) and HH n (A) for any n ≥ 0 induced by the following isomorphism of complexes:
where the third isomorphism is induced by the isomorphism of bimodules A * ∼ = A. 
Let A and B be two symmetric algebras and let A M B be a bimodule such that A M and M B are finitely generated and projective. Given such a bimodule M , transfer maps are defined in Hochschild homology and also in Hochschild cohomology. It will be crucial to know whether they are compatible via the above duality. This question is answered by the following theorem. 
where the horizontal isomorphisms are the above duality and the right-most map is induced by composing tr M on the right-hand side.
Proof. We compare the action of the two compositions on arbitrary elements. Let a 0 , . . . , a n ∈ A and let
and on the other hand
where {u j }, {v j } are dual bases in A. 
Proof. In the degree zero case, both C 0 (B) and C 0 (B) identify with B and the duality Φ :
. Now the conclusion follows easily from the degree zero case of Theorem 2.10.
Let Z pr (A) be the projective centre of A, that is, the set of A-A-bimodule homomorphisms from A to itself which factor through projective bimodules. The projective centre is an ideal of the centre Z(A), and we denote the stable centre by 
Proof. Note that t M : Z(B) → Z(A) coincides with the composition
Therefore our conclusion follows from the fact that M ⊗ B P ⊗ B M * is a projective A-A-bimodule for any projective B-B-bimodule P .
Next we recall the definition of stable Hochschild homology of degree zero and its basic properties (cf. [24] ). 
The main property of this group is its invariance under derived equivalences and stable equivalences of Morita type. 
Proof. This is an easy consequence of Corollary 2.12 and the previous discussion.
Transfer maps and product structure of Hochschild cohomology
In this section, we investigate the problem when transfer maps in Hochschild cohomology preserve the product structure of the Hochschild cohomology algebras. We concentrate on the case where the bimodule (bounded complex of bimodules, respectively) is given by a stable equivalence of Morita type (a derived equivalence, respectively).
Recall first the definition of a stable equivalence of Morita type. 
Proof. 
If we compose it with the injection j :
We claim that σ is an isomorphism so that σ defines a symmetrizing bilinear form for the algebra A. In fact, from the isomorphisms 
The conclusion follows from the fact that both η M * and ε M are A-A-bimodule homomorphisms. Now we can state the result that transfer maps preserve product structure once the above choice of bilinear form over A has been made. 
where the first two vertical morphisms are natural injections, where Ψ is induced from Θ n and thus induced from η M * . It is easy to see that Ψ is an isomorphism in the stable category of A e -modules. Since ε M is an isomorphism in the stable category, the composition of all morphisms in the upper sequence is exactly the image of f under Pogorzaly's isomorphism. We are done.
Now we look at derived equivalences between symmetric algebras. Let A and B be two finite dimensional symmetric algebras which are derived equivalent given by a two-sided tilting (cochain) complex A X 
Proof. Given two (cochain) complexes U
• be a two-sided tilting complex whose terms are bimodules that are projective as left A-modules and right B-modules. Then the adjunction isomorphism φ : Hom
can be realized as follows. For any i, j, k ∈ Z, there is a natural adjunction isomorphism
We just put
From this, the counit morphism ε X • and the unit morphism η X • * can be computed easily. Since the functors X • ⊗ B − and X • * ⊗ A − are quasi-inverse equivalences, the last statement is clear.
Proof of Proposition 3.6. We choose the symmetrizing forms s for A and t for B such that the composition ε X • η X • * is the identity element in the centre Z(A). It is well known that derived equivalences preserve the Hochschild cohomology algebras (see, for example, [17, Corollary 6.3.7] ). We shall prove that our transfer map coincides with the isomorphism given in [17 
represents the image of f in HH * (A), where Δ :
Note that Δ is unique up to homotopy. Since η X • * = i η X i * , we know that Δ can be taken as i Θ n,i in degree −n, where for each i,
is the morphism which lifts the unit morphism η X i * : A → X i ⊗ B X i * as given in Proposition 2.4. On the other hand, the image of f under our transfer map is given by t
is the following composition (which is the transfer map defined by the A-B-bimodule X i ):
Bar n (A)
It follows that the image of f given in [17, Corollary 6.3.7] coincides with t
X • (f ) = i (−1) i t X i (f ).
P -power maps over the (stable) Hochschild homology of degree zero
Throughout this section, k denotes a field of characteristic p > 0. Let A be a finite dimensional k-algebra. There exist p-power maps over HH 0 (A) = A/K(A) defined as follows. For any n ≥ 0,
These maps are semilinear. Moreover, Ker(μ
and Im(μ
Note that if n = 0, T 0 (A) = K(A) and P 0 (A) = A. We thank the referee for pointing out the fact that the abelian group P n (A) is not a vector space unless the ground field k is perfect. 
Lemma 4.1 ([24, Lemma 7.1]). Let A and B be two finite dimensional k-algebras.

Given an A-B bimodule A M B , which is finitely generated and projective as a right B-module, there is a commutative diagram,
Proof. By Proposition 2.1 and Remark 2.2, the transfer map
is an isomorphism. The commutativity of the diagram follows from the previous lemma, as ( A M B , B N A ) . Then the following diagram is commutative: 
Proof. The commutativity of the above diagram was proved in the previous proposition and the assertions (1) and (2) 
A , where the first and the fourth equality use Corollary 2.12 and the third one uses Lemma 4.1. Since a is arbitrary, this implies t
Now we can give a new proof of the following theorem of Zimmermann. 
Thus
(1) for n ≥ 0, t
Proof. The isomorphism is a consequence of Proposition 3.6. Since t (
Proof. (1) Let {e 1 , . . . , e n } be a complete list of representatives of primitive orthogonal idempotents. Let t Ae i : 
pr (A) if and only if a is orthogonal to the subspace generated by {b 
On the other hand, by Lemma 5.3 (2), we have (3) follows.
Remark 5.5. The above proof shows that for a symmetric algebra A defined over a perfect field of characteristic
Remark 5.6. Let A be a symmetric algebra. Since 
Proof. This follows from Proposition 5.1 and Proposition 5.4(1). 
for some n ≥ 0. Proof. By [22] , B is also symmetric. The proof easily follows from Theorem 3.5 and Corollary 5.7.
Remark 5.9.
(1) The above claim (2) generalises [24, Proposition 7.10] which proved an equality of dimensions We carefully choose a basis {a i } and its dual basis {b i } in A, as follows. Suppose that
Write E t ij the matrix in M u t (k) whose entry at the position (i, j) is 1 and is zero elsewhere. Then take a 1 = e 1 , a 2 = e 2 , . . . , a m = e m ∈ A such that their images in A/J(A) correspond to the matrices E t ii for 1 ≤ i ≤ u t and 1 ≤ t ≤ r and take a m+1 , . . . , a n such that their images in A/J(A) correspond to E 
. , b n } is a basis of J(A)
⊥ , etc. Now we can prove the first assertion. Since for any x ∈ A,
As a consequence, we have Corollary 6.2. Let A be a finite dimensional algebra without semisimple direct summands. Then for n ≥ 1,
The inclusions in (1) can be strict, as illustrated by the following
and
Now we consider the stable version of κ n . Recall that Ker(κ 
Proof. For any b ∈ Z(B) and a ∈ A, write a = a + K(A) ∈ HH 0 (A). We have
where the second and the fifth equality use Corollary 2.12 and the third one uses Proposition 3.6. We thus have κ ( A M B , B N A ) .
Suppose that the bilinear form of A is induced from that of B. Then the following diagram is commutative:
Proof. This is obvious. setup of ordinary algebras. For basic notions about cyclic homology, we refer the reader to [25] or, for a very readable brief introduction, [14] .
Let k be a commutative ring with unit. We shall write ⊗ instead of ⊗ k . In order to agree with the usual notation in cyclic homology, we shall modify our notation. We shall use R, T, . . . to denote k-algebras. Given a k-algebra R, the cyclic homology group HC n (R) is defined to be the homology of the total complex of the following double complex CC •• (R):
We recall the construction of the above double complex. Let (C • (R), b ) be the Bar complex. Namely, for n ≥ 0, C n (R) = R ⊗(n+2) and for n ≥ 0 the differential
Note that here we use b to denote the differential. Let (C • (R), b) be the Hochschild complex. Namely, for n ≥ 0,
Note that here we use b to denote the differential. For n ≥ 0, consider the endo-
In the diagram, we denote by N the associated norm map
One can verify that b(id − t) = (id − t)b and Nb = b N . Thus CC •• (R) is a double complex. We define, for n ≥ 0, another map s :
Now the Connes' operator B : C n (R) → C n+1 (R) is defined to be Since it can be shown that
The cyclic homology is defined to be HC n (R) := H n (Tot(CC •• (R))) for n ≥ 0. It is easy to see that the bicomplex formed by the left-most two columns, denoted by CC
{2}
•• , has a total complex which is quasi-isomorphic to the Hochschild complex (C • (R), b) . One has a short exact sequence of bicomplexes,
We thus have a long exact sequence, which is called Connes' long exact sequence,
The degree −2 map S is called the periodicity map and we use ∂ to denote the connecting morphism instead of the usual B to avoid possible confusion. As a consequence of this exact sequence, one has HH 0 (R) ∼ = HC 0 (R) and
Now let R and T be two k-algebras. Let M be an R-T -bimodule, which is finitely generated and projective as the right T -module. Then one can also define a transfer map t M : HC n (R) → HC n (T ) for n ≥ 0 as in the case of Hochschild homology. The construction was given in [16] , and also indicated in [ We include the proof of the following Lemma 9.1. With the assumptions above, for n ≥ 0, there are commutative diagrams,
As a consequence, there is a morphism of bicomplexes t
Proof. We prove the commutativity of the first diagram, the proofs of the second and the third being similar. Since M T is finitely generated and projective, there are
For a 0 , . . . , a n ∈ R, we have
where the last equality uses two other equalities, which are true by definition, Proof. The assertions (1), (2) and (4) follow from the corresponding statements for transfer maps between Hochschild homology groups. Let us prove the assertion (3). Recall that HC n (k) = k if n is even and HC n (k) = 0 if n is odd. Since k is an algebraically closed field, one can assume (without loss of generality) that P = Re ⊗ fT for certain idempotents e ∈ R and f ∈ T . By (1), t P = t Re • t fT : HC n (R) → HC n (k) → HC n (T ). The assertion (3) thus follows.
Remark 9.5. As in the case of Hochschild homology, for a bounded (cochain) complex X • of R-T -bimodules whose terms are finitely generated and projective as right T -modules, one can define a transfer map t X • : 
Proof. Suppose that two bimodules M and N define a stable equivalence of Morita type between R and T by M ⊗ T N R ⊕ P, N ⊗ R M T ⊕ Q. Since t R = 1 HC n (R) and t T = 1 HC n (T ) , the transfer maps t M : HC n (R) → HC n (T ) and t N : HC n (T ) → HC n (R) are mutually inverse group isomorphisms for all n > 0 by Proposition 9.4. This proves the first statement.
For the second statement, one uses the long exact sequence connecting Hochschild homology and cyclic homology. By Corollary 9.2, for n ≥ 2 even, we have a commutative diagram,
where the second and the third isomorphisms are deduced from [24, Remark 3.3] and where the second (and hence the fourth) follows from (1). We thus have by 5-lemma that HC n (R) ∼ = HC n (T ) if and only if HC n−2 (R) ∼ = HC n−2 (T ), but HC 0 (R) ∼ = HH 0 (R) and by Theorem 1.1 of [24] , HH 0 (R) ∼ = HH 0 (T ) is equivalent to the Auslander-Reiten conjecture. We are done.
By the previous theorem, one can define a stable version of cyclic homology for a finite dimensional algebra over a field. Definition 9.7. Let R be a finite dimensional algebra over a field k. The stable cyclic homology of R, in degree n, is defined to be HC st n (R) = P Ker(t P : HC n (R) → HC n (k)), where P runs through the set of isomorphism classes of finite dimensional left projective R-modules (which here are considered as R-k-bimodules).
Let k be a commutative ring with unit and let R be a k-algebra. The cyclic cohomology is defined to be the cohomology of the total complex of CC . This new chain map induces a map in cyclic cohomology, denoted also by t M : HC n (T ) → HH n (R) and called a transfer map in cyclic cohomology. Obviously, these new maps have some properties like those of Proposition 9.4. Evidently, we can also define transfer maps over negative cyclic cohomology and periodic cyclic cohomology. Now let R be a finite dimensional algebra over a field. For n ≥ 0, the stable cyclic cohomology HC n st (R) is defined to be the quotient of HC n (R) by the sum of the images of t P : HC n (k) → HC n (R), where P runs through the set of isoclasses of (finitely generated) projective R-modules. We can also define stable versions of negative cyclic cohomology and periodic cyclic cohomology. We also have similar results as Proposition 9.8 and Theorem 9.9.
Batalin-Vilkovisky vs Gerstenhaber
Recall the definition of Gerstenhaber algebras and Batalin-Vilkovisky algebras. Let k be a commutative ring with unit. The first examples of Gerstenhaber algebras are Hochschild cohomology algebras of rings first discovered by Gerstenhaber in [11] . We recall his construction. Let R be a k-algebra. Let f ∈ C n (R) = Hom k (R ⊗n The above [ , ] is just the Gerstenhaber Lie bracket over the Hochschild cohomology algebra. This Lie bracket with the usual cup product makes the Hochschild cohomology algebra into a Gerstenhaber algebra.
Tradler noticed that the Hochschild cohomology algebra of a symmetric algebra is a BV algebra in [34] . This fact has been reproved by many authors ( [26, 10] etc.). For a symmetric algebra R, Tradler showed that the operator Δ over Hochschild cohomology corresponds to the Connes' B operator on Hochschild homology via the duality between Hochschild cohomology and homology. Our main result in this section is that a derived equivalence between symmetric algebras preserves the structure of BV algebras of the Hochschild cohomology algebras. Proof. We need to show that transfer maps in Hochschild cohomology commute with the operator Δ. By the compatibility theorem, Theorem 2.10, we only need to show that transfer maps in Hochschild homology commute with Connes' B operator, but this is Corollary 9.3.
As a consequence, we obtain a special case of a theorem of Keller ([16] ) which says that a derived equivalence preserves the structure of Gerstenhaber algebra structure over the Hochschild cohomology algebras. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
