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Abstract
We promote the much maligned computational method. The computational method is a
paradigm for proving mathematical results where the burden of doing the “grunt work” is given
to our able research assistant, the computer. We assert that proofs using the computational
method, also known as computer aided proofs, are here to stay. In fact, the use of a computer
can make the analysis of complicated algorithms fun. We illustrate the usefulness of the method
by analyzing a randomized algorithm for multi-processor scheduling with rejection. More specif-
ically, we present a randomized algorithm which is 1.44127-competitive. The best previously
known result is a 1.5-competitive algorithm. c© 2002 Elsevier Science B.V. All rights reserved.
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1. What is the computational method?
Throughout the ages, mathematicians have employed research assistants who per-
form the more menial tasks which might otherwise distract them from the main task
at hand—proving results and thereby having fun. For instance, it is well known that
Gauss employed a calculating prodigy who helped him in compiling trigonometric
tables. Hardy had Ramanujan—or Ramanujan had Hardy, depending on who you ask.
Mathematicians and theoretical computer science professors today employ graduate
students. Lately, a new type of assistant has become available. However, many math-
ematicians and theoretical computer scientists seem reluctant to employ this assistant. Is
because of his or her race, color or creed? No. Paradoxically, many computer scientists
are afraid to employ this assistant in proving results because it is a computer. They
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say that proofs demonstrated via a computer lack rigor, that Euclid 2 himself would
frown upon them. The author speaks from personal experience, he has heard many a
time phrases such as “Yes, but do you have a real proof”?
We shall take the outrageous position of defending computer assisted proofs. Further,
we take the bold step of naming this general paradigm for proving theorems. We call
it the computational method, in the spirit of the well known but unrelated probabilistic
method [1]. Please do not confuse the computational method with exploratory use of a
computer [7]. In the computational method we seek to prove results via the computer.
More speciIcally, given a theorem we want to prove, we exhibit a computable Boolean
function f and prove that the truth of f implies the theorem. We then evaluate this
function on our workstation, PC or supercomputer. Hopefully all goes well and the
theorem is proven. We tread not so far as to defend so called probabilistic proofs
[12, 28].
The computational method is relatively new in the Ield of mathematics. The author
does not precisely know the Irst time it was employed, but it dates at least back to
1976, when Appel and Haken presented their famous proof of the four color theorem
[2, 3]. 3 Note that the year 1976 is considered to have followed shortly after the dawn
of history within the theoretical computer science community. Since that time, the
method has been used to prove results in real analysis [14], dynamical systems [17]
and combinatorics [27], as well as in computer science [6, 11, 19–21, 24].
We have answered the question “What is the computational method?” In the next
section, we hope to tackle the question of “Why”. In Section 3, we illustrate the method
with a simple example. In Section 4, to satisfy the more demanding reader, we present
a more involved application. In Section 5, we address the question of “How”. Finally,
we present our closing statement to the jury in Section 6.
2. Why the computational method?
The reader is no doubt thinking, “I’ve always proved things the old fashioned way!
Why should I change now”? Use of the computational method allows the researcher
to concentrate on understanding the structure of the problem. Once the structure is
understood, the menial part of the proof is performed by a computer. This means more
fun and less work for the researcher. Less time is wasted, and more problems can be
solved in a shorter amount of time. Further, proofs via the computational method can
also be easier to understand, since the reader is also freed of the burden of wading
through routine calculations. He or she also can concentrate on understanding structure,
2 Several people have pointed out to the author that Euclid would not meet up to today’s standards of
rigor. However, the notion that we should prove things comes to us from the Greeks, mainly via Euclid.
3 An earlier example exists where a computer search was used to Ind a counterexample to a famous
conjecture. See [15, 16]. However, in this case the proof—the counterexample—is easily veriIed by hand
once found. So we would not consider this to be a proof via the computational method.
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since in the proof there is a clean separation between what is important and what is
mere computation.
Or perhaps the reader has other, deeper, reservations. The author shall attempt to
address such questions here. We do so by way of a dialog between the founding father
of mathematics, Euclid, and cartoon personality Wylie Coyote (Super-Genius):
Euclid I don’t like these computer proofs. They don’t stand up to my standard of
rigor. Isn’t it true that these computers are full of bugs?
Wylie Coyote While certainly it is true that computer software and hardware are
subject to error [18], it is also true that human mathematicians are not free from error!
When reading a computer proof, one should not take for granted the part veriIed by
computer. One should always check the validity of the entire proof. Since computers
are widely available, one can easily have his or her own computer check parts of the
proof. Which is better, a 5 page proof via the computational method, or a 100 page
traditional proof which no one has the stamina to check?
E Yes, but why should I need to use a computer? If the theorem is true, there must
be a short proof!
W While one would hope that this is true, there is evidence that it is not [10, 22].
In fact, a certain simply stated conjecture of Fermat was recently proved to be true,
but the proof is far from simple [23, 26]. As we try to prove more complicated results,
it seems inevitable that our proofs will become more complicated. Humans are the
ultimate tool users. Shouldn’t they use the ultimate tool?
E Isn’t it better to do the calculations yourself? That is how one builds intuition!
W Perhaps this is true. But consider this: Certainly one gains more feel for the
land when traveling by foot. Would you give up your camel and travel only by foot?
Sometimes it is impractical to go the slow way.
E What if these computers replace us? I don’t want to lose my professorship at the
University of Alexandria to a machine!
W Some scientists seem to be worried about computers taking over the world [13].
But I don’t think human mathematicians will ever be completely replaced by machines
[9, 25].
E Well, maybe some of your points are valid Mr. Coyote. But certainly the compu-
tational method is not for every problem.
W Agreed!
3. A simple example of the computational method
We focus our limited attention span on a particular sub-species of the computational
method, which we refer to as reduction to mathematical programming. This method
seems to be especially useful in theoretical computer science. Our goal is to bound
the cost incurred when a given algorithm encounters an input. Assuming that we are
interested in a worst case analysis, the input is generated by our arch-enemy, the all
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knowing evil adversary. We use the following approach:
(1) Characterize the input in terms of some constant size set of variables V = {v1; : : : ;
vk}. These variables might, for instance, be real, integer or boolean valued.
(2) Express the cost incurred by our algorithm as a function g :V →R.
(3) Prove that the variables obey various constraints, such as inequalities.
Having accomplished this, what we have is a mathematical program, perhaps linear,
integer or non-linear. The adversary wishes to maximize our cost, i.e. he wants to
maximize g. But he may only do so within the constraints that we have shown.
(4) If the mathematical program has value at most c, then we have shown a worst
case bound of c on the cost incurred by our algorithm.
It is in this last step where our able assistant the computer is so useful.
3.1. The problem
Consider the following problem: we run a factory that manufactures custom super-
widgets (new and improved). In the factory, we have two custom super-widget making
machines. Orders for custom super-widgets (jobs) arrive periodically. Jobs are sched-
uled or rejected at a given penalty (customers do not like having their requests turned
down, some more than others). Given an order for a super-widget, we know how long
a machine takes to produce it. Each machine performs equally well. Scheduling occurs
online; each order is irrevocably assigned to a machine or rejected before the next or-
der arrives. The makespan is the completion time of the last custom super-widget. The
cost of a schedule is the makespan plus the sum of the penalties for rejected orders.
Since the algorithm creates a schedule online, it is in general impossible for it to
produce an optimal schedule. Therefore, we have to content ourselves with an approx-
imate solution. We deIne our notion of an approximation formally: For a given job
sequence 	 let costA(	) be the cost incurred by an algorithm A on 	. Let cost(	) be
the cost of the optimal oPine schedule for 	. An online scheduling algorithm A is
c-competitive if
E[costA(	)]6 c cost(	)
for all job sequences 	. The competitive ratio of A is the inImum over all c for
which A is c-competitive. Our goal is to Ind an algorithm with minimal competitive
ratio.
It is not our goal in this section to study this problem in detail, but rather to illustrate
the advantages of the computational method. We present a randomized algorithm, and
show that it achieves a competitive ratio of
2 +
√
7
3
¡ 1:54859:
The best known deterministic algorithm is -competitive, where =(1 +
√
5)=2 ≈
1:61803 is the golden ratio [5].
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3.2. The de3nitions
Let J be the set of all jobs in the input sequence. Let sj be the running time of
job j∈J. Let rj be the rejection penalty for job j. For any subset I of J deIne
SI =
∑
j∈I
sj; RI =
∑
j∈I
rj; MI = max
j∈I
sj:
Graham has given an algorithm, called LIST, for scheduling when rejection is not
allowed [8]. LIST is greedy—it assigns each job to the machine where it will Inish
Irst. We make use of the following lemma, which is implied by Graham’s work:
Lemma 3.1. The makespan of LIST is at most
f(SJ; MJ) = 12 (SJ +MJ)
for any sequence with job set J.
3.3. The algorithm
Our algorithm is a probability distribution between two deterministic ones. Let 1
and 2 be positive real numbers with 1 6 2. The Irst algorithm rejects all jobs such
that rj 6 1sj. The second algorithm rejects all jobs with rj 6 2sj. Algorithm 1 is
used with probability p while Algorithm 2 is used with probability 1−p. To schedule
these jobs which are accepted, we use the LIST algorithm.
3.4. The analysis
Naturally, we begin the analysis with Step 1. We deIne the variables of our math-
ematical program, which is, in this case, a linear program.
Let Ropt be the set of jobs rejected by the optimal oPine algorithm. Let R1 and
R2 be the sets of jobs rejected by Algorithms 1 and 2, respectively. Note that by the
deInition of Algorithms 1 and 2 we have R1⊂R2. We deIne
X = J− (Ropt ∪R2); Y = Ropt −R2;
Z = Ropt ∩ (R2 −R1); U = Ropt ∩R1;
V = R1 −Ropt ; W = (R2 −R1)−Ropt :
These sets form a partition of J. The relationships among them are illustrated in Fig. 1.
Abusing notation (ouch!) we deIne
M1 = MJ−R1 ; M2 = MJ−R2 ; Mopt = MJ−Ropt :
Let o be the optimal oPine makespan. The variables we use are SX ; RX ; SY ; RY ; : : : ; SW ;
RW ; M1; M2; Mopt and o.
Step 2 is next. We use the function f from Lemma 3.1 to bound our algorithm’s
makespan. The expected cost to the algorithm is at most
p[f(SJ−R1 ; MJ−R1 ) + RR1 ] + (1− p)[f(SJ−R2 ; MJ−R2 ) + RR2 ]:
386 S. Seiden / Theoretical Computer Science 282 (2002) 381–395
Fig. 1. Relationships among U , V , W , X , Y and Z .
We rewrite this as
pf(SW + SZ + SX + SY ;M1)
+ (1− p)[f(SX + SY ;M2) + RW + RZ ] + RV + RU : (1)
This is the objective function of our program, and we now move on to Step 3. The
optimal oPine cost is at least
max{ 12SJ−Ropt ; MJ−Ropt}+ RRopt :
By deInition the optimal oPine schedule rejects jobs in Ropt. The makespan is lower
bounded two ways. Certainly, the optimal oPine makespan is at least the size of the
largest job scheduled. Further, the optimal oPine schedule cannot be any better than
“perfect”, where by perfect we mean that both machines Inish at the same time. We
rewrite this as
o+ RU + RZ + RY ;
where o is subject to
o¿ 12 (SW + SX + SV ); o¿ Mopt : (2)
Without loss of generality, we assume that the optimal cost is 1, i.e.
o+ RU + RZ + RY = 1: (3)
This a wise choice, as now we merely need to show that (1) is at most c to show that
the algorithm is c-competitive. The following inequalities follow from the deInition of
the algorithm:
RW 6 2SW ; RW ¿ 1SW ;
RZ 6 2SZ ; RZ ¿ 1SZ ;
RV 6 1SV ; RY ¿ 2SY ;
RU 6 1SU : (4)
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For instance, if Algorithm 1 is chosen, the jobs in Z are accepted. Therefore, each of
the jobs j in Z has rj¿1sj. Summing over all j in Z we get RZ¿1SZ .
From the deInitions of M1, M2 and Mopt we get
M1 ¿ M2; M1 6 SW + SZ + SX + SY ;
M2 6 SX + SY ; Mopt 6 SX + SW + SV : (5)
We now split into four cases, depending on the value of Mopt relative to M1 and M2:
In the Irst we have
Mopt ¿ M1: (6)
The linear program is: maximize (1) subject to (2)–(6). In the second we have
M1 ¿ Mopt ¿ M2: (7)
This implies that the optimal oPine algorithm rejected a job of running time M1, while
Algorithm 1 accepted it. Therefore this job is in Y or Z and
RY + RZ ¿ 1M1: (8)
The linear program is: maximize (1) subject to (2)–(5), (7) and (8). In the third
sub-case we have
M1 = M2; M2 ¿ Mopt : (9)
This implies that the optimal oPine algorithm rejected some job of running time M2,
while Algorithms 1 and 2 accepted it. Therefore this job is in Y and
RY ¿ 2M2: (10)
The linear program is: maximize (1) subject to (2)–(5), (9) and (10). In the Inal
sub-case we have
M1 ¿ M2; M2 ¿ Mopt : (11)
This implies that the optimal oPine algorithm rejected jobs of running times M1 and
M2. The job of running time M1 was accepted by Algorithm 1 and therefore its penalty
is at least 1M1, while the job of running time M2 was accepted by Algorithm 2 and
therefore its penalty is at least 2M2. Neither job is rejected by Algorithm 1 and
therefore both jobs are in Y ∪Z , which implies
RY + RZ ¿ 1M1 + 2M2: (12)
The linear program is: maximize (1) subject to (2)–(5), (11) and (12). Using the
“magic” values
1 =
√
7− 1
3
; 2 =
√
7− 2; p = 2
3
; c =
2 +
√
7
3
;
we have veriIed using Mathematica that each of the linear programs in this section
has solution at most c. All calculations were made symbolically, in order to ensure their
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correctness, i.e. Roating point was not used. One complication is that the standard linear
programming package in Mathematica does not support programs whose coeScients
are not rational (i.e. they involve radicals). To get around this, we had to code our
own LP solver. However, if the reader is content to get a “close” answer, the standard
Mathematica package does the trick. This completes Step 4, and we are done!
How in the world did the author obtain the values of 1; 2 and p? The answer
illustrates another advantage of the computational method. A priori, the author had
no idea what the values should be. In the beginning, he merely guessed some values.
Upon examining the solution to the linear programs, he found one of two things:
(1) After a little, or not so little, bit of thought, he found that the solution was “valid”
in the sense that there really existed a schedule that forces the algorithm to incur
the competitive ratio indicated in the solution. From this a lower bound, a function
of 1; 2 and p, was obtained.
(2) He found that the solution was “silly” and that no schedule corresponding to it
exists. This meant more work for the author—another constraint would be needed.
In the Irst case, the author would then adjust the parameters. In the second, he added
the newly proven constraint. Again the computer did its thing, and so on, and so forth.
Eventually, the author gratefully reached a point where the lower bounds indicated that
he could go no further—the truth was Inally known. Now not only did the author
have an upper bound, he had a proof that his analysis is tight.
The reader may also complain that this result can be proved the traditional way
without a Herculean eTort. The author picked this example because it is simple enough
to illustrate the computational method, but hopefully not so arduous as to inRame the
reader’s sensibilities.
3.5. The small print
There are few things that should be said, in order to give fair credit where it is due,
and this is where we do it.
This problem is known as multiprocessor scheduling with rejection or MSR for
short [5]. In the general problem, there are m machines (not just two). MSR was Irst
studied by Bartal et al. [5]. Bartal et al. present an algorithm, called REJECT TOTAL
PENALTY, which achieves a competitive ratio of
1 +
1− (2=m) +
√
5− (8=m) + (4=m2)
2
→ 1 + : (13)
They also show a lower bound which approaches 1 +  as m grows. For m=2, they
show a -competitive algorithm, called REJECT PENALTY, and a matching lower
bound. The algorithms of Bartal et al. consist of two parts, a rejection scheme, which
decides which jobs are rejected, and a scheduling algorithm, which assigns accepted
jobs to a machine. In [5] the given rejection schemes are combined with Graham’s
LIST algorithm [8].
Randomized MSR is studied by Seiden [21]. He shows, in fact, that it is possible to
combine the rejection scheme given here with a diTerent algorithm and obtain a bound
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of 32 for m=2. Further, he also shows that the techniques used here can be applied to
design randomized algorithms for m¿2. The best known lower bound is 43 .
4. A detailed example of the computational method
In this section, we hope to satiate the voracious reader’s hunger for the best possible
result. We study the problem of the previous section in more detail, and present an
algorithm with much better performance. In fact, the result presented here is the best
known one. The price we pay for better results is, unfortunately, a more complicated
analysis. Since we seek serious results, we adopt the more serious tone commonly used
in mathematical exposition. The reader is forewarned.
In particular, we show that there is a 1.44127-competitive randomized algorithm
for two machine MSR. The following two observations will lead us to this improved
performance:
• There is no reason why we should choose between only two deterministic algorithms.
• Any randomized algorithm that uses the LIST algorithm will be no better than
3
2 -competitive. This is seen by considering the sequence of jobs with sizes 1; 1; 2;
all with inInite penalty. LIST creates a schedule with makespan 3, whereas the op-
timal makespan is 2. Bartal et al. have given a 43 -competitive randomized algorithm
for scheduling two machines [4]. To get improved performance, we shall use their
algorithm to schedule jobs.
4.1. The algorithm
We consider the following randomized algorithm for MSR:
(1) Pick i∈{1; : : : ; k} with distribution p1; : : : ; pk .
(2) For each job j:
(a) If rj6isj reject j
(b) If rj¿isj schedule j using the algorithm of Bartal et al.
This can be viewed as a distribution over k diTerent algorithms. Algorithm i uses i
as its threshold and is chosen with probability pi. We shall specify the distribution
p1; : : : ; pk later, in Section 4.3.
4.2. The analysis
We proceed along the same lines as in Section 3.4. We assume in this section that
the values k; 1; : : : ; k ; p1; : : : ; pk are Ixed.
We deIne the variables of our mathematical program. As in Section 3.4, let Ropt be
the set of jobs rejected by the optimal oPine algorithm. We deIne
Ji = { j ∈ J | ipj ¡ rj 6 i+1pj};
J∗i = Ji ∩Ropt
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for i=0; : : : ; k, adopting the convention that 0 = 0 and k+1 =∞. In order to avoid
complicated subscripts, we abuse notation in the following ways:
Si = SJi ; S
∗
i = SJi\J∗i ; R
∗
i = RJ∗i :
We further deIne
Xi =
∑
i6j6k
SJj ; Yi = max
i6j6k
MJj ; Zi = max{Xi; 2Yi}:
DeIne Y0 =∞ and Yk+1 =0.
The following lemma bounds the makespan of the Bartal et al. algorithm:
Lemma 4.1 (Seiden [21]). The makespan of the two machine algorithm of [28] is at
most
h(SJ; MJ) = 13 (SJ +max{SJ; 2MJ})
for any sequence with job set J.
Using this lemma we upper bound the algorithm’s cost as
∑
16i6k
pi
(
h(Xi; Yi) +
∑
16j¡i
R∗j + j+1S
∗
j
)
=
∑
16i6k
pi
(
Xi + Zi
3
+
∑
16j¡i
R∗j + j+1S
∗
j
)
: (14)
On the other hand, if the largest job scheduled in the optimal oPine solution has size
Mopt, the optimal oPine cost is at least o+
∑
16j6k R
∗
j , where
o¿
1
2
∑
16j6k
S∗j ; o¿ Mopt : (15)
Again we assume, without loss of generality, that the optimal oPine cost is 1, and so
we have
1¿ o+
∑
16j6k
R∗j : (16)
We now show that the variables obey various constraints. From the deInition of Ji
and J∗i we have
i(Si − S∗i )6 R∗i 6 i+1(Si − S∗i );
Yi 6 Xi;
S∗i 6 Si;
Yi+1 6 Yi (17)
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for i=0; : : : ; k. Let zi be a variable which is 1 if Zi =Xi and 0 if Zi =2Yi. We have
Zi = Xi if zi = 1;
Zi = 2Yi; Xi ¡ 2Yi otherwise (18)
for i=1; : : : ; k.
We now consider the size of the largest job scheduled in the optimal solution relative
to the size of those scheduled by the online algorithm. In particular, there exists an
‘∈{1; : : : ; k + 1} such that
Y‘ 6 Mopt ¡ Y‘−1: (19)
For i¡‘ let yi be 1 if Yi¿Yi+1 and 0 otherwise. We have y‘−1 = 1, by deInition of
‘. We identify jobs which the optimal solution rejects. SpeciIcally, any jobs which are
strictly larger than Mopt are rejected. If yi =1, then we have such a job in J∗i and its
penalty is at least i times its size. We therefore have
S‘−1 − S∗‘−1 ¿ Y‘−1;
Si − S∗i ¿ Yi if yi = 1;
Yi = Yi+1 if yi = 0 (20)
for i=1; : : : ; ‘ − 2.
Our mathematical program is maximize (14) subject to (15)–(20) over real val-
ued variables S0; : : : ; Sk ; S∗0 ; : : : ; S
∗
k ; R
∗
0 ; : : : ; R
∗
k ; Y1; : : : ; Yk ; Z1; : : : ; Zk ; o;Mopt, integer vari-
able ‘∈{1; : : : ; k + 1} and Boolean variables z1; : : : ; zk ; y0; : : : ; y‘−2. Call this program
P. Note that once we Ix an assignment to ‘ and to the set of Boolean variables, we
have a linear program in the real valued variables, which we can be easily evaluated.
Our approach is to enumerate the 2k + 2k
∑k+1
‘=2 2
‘−2 = 4k possible assignments, solve
each linear program, and take the maximum objective value. This procedure gives the
solution to P.
We present a slightly more complicated program P′ whose value can be calculated
faster.
Consider the set of indices i∈{1; : : : ; ‘− 2} for which zi =0. Call these $16 · · ·6
$d−1 and deIne $d= ‘−1. Consider the values Y$1¿ · · ·¿Y$d¿Mopt. If Y$i¿Y$i+1 for
some i then there is a job of size Y$i in J$i ∪ · · · ∪J$i+1−1 which the optimal oPine
solution rejects. We redeIne y so that y$i =1 if Y$i¿Y$i+1 and y$i =0 if Y$i =Y$i+1 .
We further deIne
VY i = Yi if zi = 1 or i = ‘ − 1;
VY i = VY i+1 otherwise;
Ui = 0 if zi = 1 or i = ‘ − 1;
Ui = Si − S∗i + Ui+1 otherwise
(21)
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for i=1; : : : ; ‘ − 1. Note that VY$i+1 =Y$i+1 , while U$i+1 =
∑$i+1−1
j=$i+1 Sj − S∗j . We have
the following modiIed form of (20):
S‘−1 − S∗‘−1 ¿ Y‘−1;
Si − S∗i + Ui+1 ¿ Yi if zi = 0 and yi = 1;
Yi = VY i+1 if zi = 0 and yi = 0
(22)
for i=1; : : : ; ‘ − 2.
In this mathematical program, we maximize (14) subject to (15)–(19), (21), (22).
We only need to consider assigning yi a value if zi =0. The number linear programs
in P′ is 2k +
∑k+1
‘=2 2
k−‘+23‘−2 = 2 · 3k −2k . This makes the analysis feasible for larger
values of k.
4.3. The distribution
We now derive the values 1; : : : ; k and p1; : : : ; pk . DeIne A(x) to be the probability
that our algorithm uses a threshold ¡x.
Then we have the following two lower bounds for our algorithm:
Lemma 4.2. If the algorithm is c-competitive then
c¿
1
x
A(x) + 1− A(x);
c¿ 43A(x) + (1− A(x))(1 + x):
Proof. Consider the input sequence with a job of size 1 with penalty x followed
by a job of size 1 and inInite penalty. First consider giving the algorithm only the
initial job. The algorithm accepts the Irst job with probability A(x) and rejects it with
probability 1−A(x). The optimal oPine cost is 1=x. Therefore c¿ A(x)=x+1−A(x).
Now consider the cost to the algorithm when both jobs are given. If both jobs are
scheduled, the makespan achieved by the algorithm of Bartal et al. is 4=3. This happens
with probability A(x). With probability 1−A(x) the Irst job is rejected, and the second
scheduled, at a cost of 1 + x. Therefore c¿ 4A(x)=3 + (1− A(x))(1 + x).
Corollary 4.1. The algorithm is no better than 110 (7 + 3
√
6)¿1:43484-competitive.
Proof. Consider x=3−√6 and let q=A(3−√6). We have
c¿ max
{
1
3−√6 q+ 1− q;
4
3
q+ (1− q)(4−
√
6)
}
:
This is minimized when q= 120 (18− 3
√
6), showing the desired result.
In fact, it is easy to see that this result holds for any algorithm that uses the algorithm
of Bartal et al. to schedule jobs.
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DeIne
Pj =
j∑
i=1
pi; uj =
1
j
Pj + 1− Pj; vj = 43Pj + (1− Pj)(1 + j+1):
To Ind the distribution, we assume that c= uj = vj for j=1; : : : ; k. From c= uj, we
Ind that
j =
Pj
c + Pj − 1 :
We use this to eliminate j+1 from c= vj and solve for Pj+1, getting the recurrence
relation:
P0 = 0;
Pj+1 =
(c − 1)(3− 3c + Pj)
3c − 6 + 2Pj :
To Ind c we solve the equation Pk =1. Since the solution in general is the root of an
equation of degree k + 1, we use rational approximations.
4.4. The particulars
The best result we have shown is that the algorithm is
63598435836433789
44126742300000000
¡1:44127
competitive. This upper bound diTers from the lower bound of the previous section by
less than 0.0065. We use k =8 and the values:
i i pi
1 441267423=1000000000 8712439=25000000
2 124750711=250000000 91013317=1000000000
3 262952291=500000000 49978267=1000000000
4 544757027=1000000000 9636083=250000000
5 281011737=500000000 38212967=1000000000
6 72771337=125000000 9716219=200000000
7 4793407=7812500 85771731=1000000000
8 346916881=500000000 299400721=1000000000
We computed the values of the 12866 linear programs on a Sun Microsystems SPARC
workstation using Mathematica. This took about 10 h of computing time.
5. How should we use the computational method?
Certainly, some guidelines should be established to ensure that proofs via the com-
putational method are rigorous. The author does not pretend to be an authority who
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could establish such guidelines. Most likely, a consensus will have to be reached within
the mathematical=theoretical computer science community.
Some important questions to be resolved include:
• Under what circumstances can Roating point calculations be used? The results of
such calculations are often suspect.
• Should the author provide code which veriIes his or her result? It is our personal
opinion that the main body of the paper should describe the method of proof in suf-
Icient detail that the reader can easily check the solution without having to examine
any code.
6. Conclusions
We have discussed the computational method. The author has tried to convey his
points in an amusing manner. However, this should not be taken to mean that he is
not serious about the opinions expressed here. The author fully expects to be ridiculed
for promoting this method, but he hopes that in the end the computational method will
be recognized as an important technique.
Further, we have shown a new result via the computational method, thus illustrating
its utility. SpeciIcally, we have shown a 1.44127-competitive randomized algorithm
for two machine multiprocessor scheduling with rejection, improving on the previously
known upper bound of 1.5.
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