Abstract. In this paper, we attempt to make a formal analysis of the performance in automatic part of speech tagging. Lower and upper bounds in tagging precision using existing taggers or their combination are provided. Since we show that with existing taggers, automatic perfect tagging is not possible, we offer two solutions for applications requiring very high precision: (1) a solution involving minimum human intervention for a precision of over 98.7%, and (2) a combination of taggers using a memory based learning algorithm that succeeds in reducing the error rate with 11.6% with respect to the best tagger involved.
Introduction
Part of speech (POS) tagging is one of the few problems in Natural Language Processing (NLP) that may be considered almost solved, in that several solutions have been proposed so far, and were successfully applied in practice. Stateof-the-art systems performing POS tagging achieve accuracies of over 93-94%, which may be satisfactory for many NLP applications. However, there are certain applications that require even higher precision, as for example the construction of annotated corpora where the tagging needs to be accurately performed. Two solutions are possible for this type of sensitive applications: (1) manual tagging, which ensures high accuracy, but is highly expensive; and (2) automatic tagging, which may be performed at virtually no cost, but requires means for controlling the quality of the labeling process performed by machine.
POS tagging is required by almost any text processing task, e.g. word sense disambiguation, parsing, logical forms and others. Being one of the first processing steps in any such application, the accuracy of the POS tagger directly impacts the accuracy of any subsequent text processing steps.
We investigate in this paper the current state-of-the-art in POS tagging, derive theoretical lower and upper bounds for the accuracy of individual systems or combinations of these systems, and show that with existing taggers perfect POS tagging is not possible (where perfect tagging is considered to be 100% accuracy with respect to manually annotated data). Subsequently, we provide two possible solutions for this problem. First, we show that it is possible to design a tagging scheme that guarantees a precision of over 98.7% with minimum human intervention. Secondly, we show how individual taggers can be combined into a new tagger, with an error reduction of 11.6% with respect to the best tagger involved.
Classifiers Combination
Combining classifiers for improved performance is a technique well known in the Machine Learning (ML) community. Previous work in the field has demonstrated that a combined classifier often outperforms all individual systems involved [1] .
Classifier combination has been successfully used in several NLP problems, including POS tagging [4, 14] , word sense disambiguation [6, 8] , and others. Brill [4] and van Halteren [14] show how several POS taggers can be combined using various approaches: voting schemes (simple or weighted), decision trees, and rules learned using contextual cues. Brill [4] uses four taggers: an unigram tagger, an N-gram tagger, Brill's tagger and the Maximum Entropy tagger, for an error reduction of 10.4% with respect to the best tagger involved. In concurrent work, van Halteren [14] combines again four different taggers and obtains a reduction of 19.1% in error rate using a pairwise voting scheme.
In this paper, we attempt to formalize the combination of various taggers for improved accuracy: we provide lower and upper bounds for POS tagging precision. Since we prove that the performance of existing taggers or their combinations cannot exceed a certain limit, we suggest two possible solutions for applications requiring high tagging accuracy: (1) a solution that involves minimum human intervention for an accuracy of over 98.7%; and (2) a combination of taggers using a memory based learning algorithm that succeeds in reducing the error rate by 11.6% with respect to the best tagger involved.
Mathematical Foundations
This section describes a mathematical model for the problem of text tagging, and shows how the level of confidence in tagging precision can be formally estimated. First, given the fact that voting is a widely used scheme in classifier combination, we are interested in finding lower and upper bounds for the tagging precision on the set where two taggers agree. Results pertaining to this problem were previously reported in [11] . Additionally, we want to determine lower and upper bounds for the precision on the entire tagged set (including both agreement and disagreement sets).
Precision on Agreement Set
It was previously shown [11] that given two classifiers with their estimated precisions, it is possible to determine a minimum and a maximum for the precision achieved on the agreement set, i.e. the set where the two classifiers agree in the tag they independently assign.
The following formulae were derived:
where P T1 is the precision of the tagger T 1 , P T2 is the precision of the tagger T 2 , P A12 is the precision on the agreement set, A 12 is the size of the agreement set. Experiments with POS tagging have validated this result, leading to almost identical theoretical and empirical values.
Lower and Upper Bounds for Overall Precision
The second problem that we address from a theoretical perspective regards the limitations in POS tagging precision. Similar theoretical analyses were previously performed for the problem of word sense disambiguation [7] , and recently for the problem of question answering [9] . The simplest approach in POS tagging is the unigram tagger that lexically disambiguates words based on their frequency in a large corpus, and was found to perform very well, with an accuracy of about 93.26% precision [4] . This can be considered as a lower bound (i.e. a baseline) for the problem of POS tagging in general.
Finding the upper bound is a process significantly more difficult, since it has to take into account the precision of all individual and combined classifiers. It is however an important issue, since accurate predictions of upper bound would enable a complete analysis of the performance in POS tagging. Moreover, such theoretical evaluations may influence the decision in selecting the best individual / combined tagger for particular applications.
To the end of finding this upper bound, we differentiate the absolute precision of a tagger, as compared to the nominal precision. It is common to report precision in POS tagging by referring to all words in a particular test set. This is the nominal precision. However, a fairly large set of words in any text have only one possible tag. These words are not lexically ambiguous, and therefore they account for a subset with 100% tagging precision towards the overall nominal precision of a tagger. The absolute precision is the precision achieved by the same tagger when applied only to the set of ambiguous words. Measurements performed on a large tagged corpus have shown that about 40% of the words in the corpus are not lexically ambiguous. This is in agreement with the corresponding figures reported in [4] .
By denoting with P Ti the nominal precision of a tagger T i , and with AP Ti the absolute precision of the same tagger, the following equation can be written:
meaning that the nominal precision of a tagger on any set can be divided in two terms: the precision of 100% achieved on 40% of the set (i.e. the set of non ambiguous words), and the absolute precision achieved on the rest of 60% of the set (i.e. the set of ambiguous words).
On the other hand, given two taggers T 1 and T 2 , the overall precision for these two taggers can be written as the precision on the set where the two taggers agree, plus the precision on the set where the two taggers disagree:
The maximum overall precision that can be achieved by these two taggers, individually or combined, is determined as the sum of (a) the maximum precision achieved by the two taggers on the agreement set and (b) the maximum absolute precision of the individual classifiers on the disagreement set. This is based on the observation that the words that are not lexically ambiguous are all included in the agreement set, and this is why the maximum accuracy that can be achieved by any individual tagger on the disagreement set is given by its absolute precision.
Using this theoretical model, we are able to derive lower and upper bounds in tagging precision, for individual or combined classifiers. In addition to POS tagging, this model is applicable to the analysis of other NLP labeling tasks, such as word sense disambiguation, prepositional attachment and others.
Empirical Results
We provide in this section empirical support for the model derived above. First, we measure the performance of four part of speech taggers on a test set extracted from the Penn Treebank corpus. Next, we show that the values empirically determined in practice are very close to the values found in theory. Finally, we apply the formula derived in the previous section to derive an upper bound for the overall precision that can be achieved with these state-of-the-art taggers.
State of the Art in POS Tagging
Several methods have been proposed so far for POS tagging, including transformation based systems, taggers based on maximum entropy models, or derived using decision trees. The accuracies achieved by these taggers range from 94 to 96%, depending on the method employed, and/or on the training and testing sets. Transformation based tagger [T1]. The tagger developed by Brill [3] works by first assigning the most frequent tag to each word; next, rules are applied to change the tag of the word based on the context in which they appear. It is one of the most popular taggers, due to its accuracy and public availability. Maximum entropy tagger [T2]. Mxpost tagger was developed by Ratnaparkhi [12] ; it is a statistical model based on maximum entropy, integrating many contextual features.
TnT tagger [T3].
The TnT (Trigrams'n'Tags) tagger is a statistical part of speech tagger, written by Brants [2] ; TnT incorporates several smoothing methods, and is optimized for training on a variety of corpora. The tagger is an implementation of the Viterbi algorithm for second order Markov models. TreeTagger [T4]. TreeTagger [13] is a probabilistic tagger that attempts to avoid the problems encountered by Markov model taggers: the transition probabilities in TreeTagger are estimated using decision trees.
Experiments
To evaluate the precision of the individual taggers and to determine the upper bound for overall combined precision, the following experiment was performed: the Penn Treebank corpus [10] was divided in two parts: sections 0-19, used for training the four POS taggers, and sections 20-60, separately tagged with each of the four classifiers. Subsequently, during the experiments reported in section 4.2, this second set was divided into a subset of 1,500,000 words for training the classifier combination model, respectively 298,000 words for testing.
The precision of each individual tagger was measured on this last set of 298,000 words. This set is sufficiently large to provide accurate measures of precision, and at the same time enables a fair comparison with the precision of the combined taggers, which are tested on the same subset. Table 1 lists the precisions for individual taggers, as found empirically on the test set, and the size of the agreement sets and precision achieved on these sets. Using equations 1 and 2, the theoretical values can be computed. Notice that the values associated with the combination of all four taggers are determined in a recursive manner: taggers T 1 and T 2 , respectively T 3 and T 4 are paired and form two "new" taggers, T 12 and T 34 , with their associated minimum and maximum precisions. As shown by the results in Table 1 , the values determined empirically are tightly close to the figures that can be computed in theory.
Furthermore, with the model described in the previous section, we can induce upper bound values for the precision that may be achieved with various classifiers. Table 2 shows the values determined using equation 5. It follows that the taggers considered in this experiment, individually or combined, cannot exceed the overall precision of 98.43%.
The equation for the maximum precision has an intuitive explanation: it depends on the precision of the individual taggers, and it also depends on the size of their agreement set. Brill [4] has noticed that higher differences among classifiers can lead to higher combined precision. Here, a smaller agreement set (e.g. the agreement set of taggers T 1 and T 2 ) results in larger overall precision, compared with the smaller overall precision achieved with larger agreement sets (e.g. the agreement set between T 3 and T 4 ).
Solutions for High Precision POS Tagging
In the previous section, we have shown -using theoretical and empirical means -that the precision of current state-of-the-art taggers cannot exceed a certain upper limit. In this section, we propose two possible solutions that can be used for sensitive applications where high precision POS tagging is critical.
Solution 1: Highly Accurate Tagging Using Minimum Human Intervention
One first solution is to use minimum human intervention for an overall higher performance. Given several automatic taggers, we can devise a scheme where a human checks only the part of the corpus where the taggers disagree. Assigning a 100% accuracy to manual tagging, we can determine the minimum overall precision achieved by various combinations of taggers, using a variation of equation 4, which encodes the precision of 100% achieved by a human on the disagreement set: Table 3 shows the minimum values for overall precision for various combinations of taggers, and the size of the set that has to be manually checked. It is debatable what combinations are better from the point of view of precision and recall. A compromise between precision, recall and number of taggers involved is achieved using the first two taggers. It guarantees a minimum precision of 98.15%, significantly larger than the best tagger involved, with 6% of the tags being checked by a human.
Solution 2: Combining Taggers for Improved Precision
An alternative solution is to combine different classifiers using a machine learning approach. The combination of taggers reported in [4] led to an error reduction of 10.3%; we follow their direction and show that a memory based learner can lead to a slightly higher reduction in error rate, of 11.6%.
The learning system is Timbl [5] . It is a memory based learner that works by storing training examples; new examples are classified by identifying the closest instance in the training data. The similarity among examples is computed using an overlap metric (Manhattan metric), improved with an information gain feature weighting. It provides good results in short time (learning from about 125,000 examples and testing 25,000 examples takes about 9 seconds).
First, we tagged sections 20-60 from Treebank using all four part of speech taggers. Next, we divided this corpus in two sets: a training set, comprising 1,500,000 words and a testing set with 298,000 words. Finally, we eliminated those examples for which all taggers agree. There are two reasons for this decision: first, we have already proved that very high precision (98.6%) can be achieved on the agreement set, and therefore we want to focus only on the remaining "problematic" cases where the taggers disagree. Second, the cases where all taggers agree account for about 91% of the examples. Since we use a learning algorithm that computes the difference between training examples and testing examples, these large number of cases where all taggers agree will favor the majority voting algorithm, which might not always be the best decision.
After eliminating these cases when T 1 =T 2 =T 3 =T 4 , we are left with a training set of 126,927 examples, and a testing set of 25,248 examples; they both contain only disagreement examples. The precisions of the four taggers on these test examples are 40.19%, 63.24%, 63.70% and 63.44%.
The following sets of features are used for learning:
-4T. The tags assigned by the four taggers.
-4T+TB. The tags assigned by the four taggers and the tag of the word before the current word (assigned by the best performing tagger, i.e. TnT) -4T+TB+TA. The tags assigned by the four taggers, plus the tag of the word before, plus the tag of the word following the current word. -4T+TB+W. The tags assigned by the four taggers, plus the tag of the word before, plus the word itself. -4T+TB+TA+W. The tags assigned by the four taggers, plus the tag of the word before, plus the tag of the word after, plus the word itself. Table 4 shows the precision achieved using the memory based learning algorithm on the test set. We also compute the minimum overall precision, using equation 4. Using the last set of features, which includes the tags assigned by the four taggers and contextual clues, the largest reduction in error rate is obtained. On our test set, the reduction in error rate is 27% (73.55% vs. the best tagger precision of 63.70% on the same set). For the overall precision, the reduction in error rate is 11.6% with respect to the best tagger involved.
Conclusion
We have addressed in this paper the limitations of existing POS taggers. Even though current state-of-the-art systems provide high accuracies in the range of 94-96%, we have shown that the precision of individual or combined taggers cannot exceed an upper bound of 98.43%. Two solutions have been provided for sensitive applications requiring highly precise tagging. First, we have shown how minimum human intervention can guarantee a minimum overall precision of 98.7%. Second, we have shown that a combination of existing taggers using a memory based learning algorithm succeeds in reducing the error rate with 11.6% with respect to the best tagger involved.
We have also derived a theoretical model for the analysis of lower and upper bounds in POS tagging performance. This theoretical scheme is equally applicable to other NLP labeling tasks such as word sense disambiguation, prepositional attachment and others.
