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Abstract
An explicit construction is given of field operators satisfying the free Dirac equation. The quantum
expectation of these field operators forms a spinor which satisfies the original Dirac equation. The
current operators are defined as pair correlation functions. Explicit expressions in terms of creation
and annihilation operators are obtained. A small example shows that all relevant quantities are
mathematically well-defined.
Introduction
In the first of this series of papers [1] free electromagnetic fields are treated in a reducible representation.
The methodology developed there is used here to present a theory of free fermionic fields.
A characteristic feature of fermionic fields are their anti-commutation relations. For scalar fields φˆ(x)
they usually read
{φˆ(x), φˆ(y)}+ = 0 and {φˆ(x), φˆ†(y)}+ = ∆(x− y) (1)
with the Pauli-Jordan function defined by
∆(x) = i
∫
dk
1
(2pi)32ω(k)
(
eikνx
ν − e−ikνxν
)
. (2)
Here, the convention k0 = ω(k)/c is used, with the dispersion relation given by
ω(k) =
√
κ2 + |k|2 (3)
and with κ = mc/~ the mass of the fermion expressed in appropriate units.
In the present approach the anti-commutation relations are non-canonical. Typical for the approach
of [1] is that the integrations over wave vectors move from operator expressions towards the evaluation
of expectation values. The equivalent of (1) becomes
{φˆk(x), φˆk′(x′)}+ = 0 and {φˆk(x), φˆ†k′ (x′)}+ = eikνx
ν
e−ik
′
ν
x′ν . (4)
See the next section. The generalization of (4) to the electron field is found in Section 2 and is done in
an obvious way.
These the anti-commutation relations differ in an essential way from the non-canonical commutation
relations introduced in [2]. In the present notations they read
{φˆk, φˆk′}+ = 0 and {φˆk, φˆ†k′}+ = (2pi)32k0δ(k− k′). (5)
Given creation and annihilation operators for the electron field one can introduce new operators
satisfying the Dirac equation. This is done in Section 2.3. The main advantage of using Dirac’s equation
is the availability of an expression for the electric current in terms of Dirac fields. The present paper
defines the electric current as a pair correlation function of Dirac fields. A short calculation then shows
that the definition coincides with the well-known definition of the Dirac current.
In Part I it is mentioned that free electromagnetic fields can be seen as living in two additional
dimensions, this is, in a world of 4+2 dimensions. The origin for this view is the picture of the e.m. field
as a collection of two-dimensional harmonic oscillators, one in each point of space. For the electron field
no extra dimensions are needed. It suffices to add one spin variable and one charge variable for each
wave vector k. One can see these two variables as a local description of the properties of space. The
electromagnetic waves propel through a two-dimensional space which is locally deformed by spin and
charge. This explains the title of the present paper.
1
1 Fermionic fields
1.1 The Klein-Gordon equation
This section concerns the quantum field description of fermions with a rest mass m. The appropriate
wave equation is the Klein-Gordon equation
( + κ2)φ(x) = 0 with κ =
mc
~
. (6)
For m = 0 it reduces to the d’Alembert equation φ = 0, discussed in Part I.
Propagating wave solutions are of the same form as in Part I
φ(x) = 2Re
∫
R3
dk
l
N(k)
f(k)e−ikµx
µ
, (7)
but with a dispersion relation given by the positive square root
k0 ≡ ω(k)/c =
√
κ2 + |k|2, (8)
and a corresponding normalization
N(k) =
√
(2pi)32k0. (9)
The constant l is inserted in (7) for dimensional reasons. It makes |f(k)|2 into a density. Its value is
discussed later on.
1.2 Larmor precession
We use the harmonic oscillator in the description of bosons because it exhibits periodic motion. An
alternative model exhibiting periodic motion is that of Larmor precession. It involves the Pauli matrices
σˆα, α = 1, 2, 3. The time evolution is
σˆ1(t) = σˆ1(0) cos(ωt) + σˆ2(0) sin(ωt), (10)
σˆ2(t) = σˆ2(0) cos(ωt)− σˆ1(0) sin(ωt), (11)
σˆ3(t) = σˆ3(0). (12)
The Hamiltonian reads
Hˆ = −1
2
~ωσˆ3. (13)
Note that
σˆ±(t) = σˆ±(0)e
∓iωt, (14)
where
σˆ± =
1
2
(σˆ1 ± iσˆ2). (15)
A wave function |z〉 describing the state of the system consists of two complex numbers z+, z− which
satisfy the normalization condition |z+|2+ |z−|2 = 1. The quantum expectation of the Hamiltonian (13)
equals
〈z|Hˆ |z〉 = −1
2
~ω(k)(z1 z2)
(
1 0
0 −1
)(
z1
z2
)
= −1
2
~ω(|z1|2 − |z2|2). (16)
The quantum expectation of the matrices σˆ±(t) is given by
〈z|σˆ+(t)|z〉 = 1
2
z1z2e
−iωt and 〈z|σˆ−(t)|z〉 = 1
2
z2z1e
iωt. (17)
2
1.3 Field operator
We now proceed by analogy with the bosonic case, in particular the case of the single photon states.
The Hamiltonian (13) becomes
Hˆ =
1
2
~ω(k)(I− σˆ3). (18)
A constant matrix has been added to make the Hamiltonian non-negative. This does not change the
dynamics of the Larmor precession. The frequency ω is now a k-dependent multiplication operator. Also
the wave function |z〉 becomes k-dependent. We write, similar to the case of single photon states,
ψk =
( √
1− ρ(k)eiχ(k)√
ρ(k)eiξ(k)
)
. (19)
Then the quantum expectation of the Hamiltonian becomes
E = l3
∫
dk 〈ψk|Hˆψk〉
= l3
∫
dk ~ω(k)ρ(k). (20)
This reveals that ρ(k) is a distribution of wave vectors. It is restricted by the condition that 0 ≤ ρ(k) ≤ 1
for all k. Because the energy must remain finite the distribution ρ(k) should go to 0 fast enough for
large values of the frequency ω(k) = c|k|.
Introduce now the field operator
φˆ(x) = σˆ+(t)e
ik·x + σˆ−(t)e
−ik·x. (21)
It is tradition to decompose this field operator into so-called positive-frequency and negative-frequency
operators
φˆ(x) = φˆ(+)(x) + φˆ(−)(x), with
φˆ(+)(x) = σˆ+(t)e
ik·x = σˆ+(0)e
−ikνx
ν
,
φˆ(−)(x) = σˆ−(t)e
−ik·x = σˆ−(0)e
ikνx
ν
=
(
φˆ(+)(x)
)†
. (22)
They satisfy the anti-commutation relations
φˆ(+)(x)φˆ(+)(y) = 0 and {φˆ(+)(x), φˆ(−)(y)}+ = e−ikµ(x−y)µ . (23)
The r.h.s. of the latter is still a multiplication operator. Therefore, these anti-commutation relations are
non-canonical.
The classical field φ(x) corresponding with the field operator φˆ(x) equals
φ(x) = 2Re
∫
dk
l5/2c1/2√
(2pi)32ω(k)
√
ρ(k)(1 − ρ(k))e−i(χ(k)−ξ(k))e−ikµxµ . (24)
The integral converges provided that the density ρ(k) tends fast enough either to 0 or to 1 for large
values of |k|. The expression (24) is of the form (7) with
f(k) = l3/2
√
ρ(k)(1 − ρ(k))e−i(χ(k)−ξ(k)). (25)
Hence, the energy of the classical field φ(x) is given by (see Part I)
Ecl =
∫
dk ~ω(k)|f(k)|2
= l3
∫
dk ~ω(k)ρ(k)(1 − ρ(k)). (26)
For small values of ρ(k) the quantum mechanical and the classical energies coincide. For large values
the quantum energy grows linearly while the classical value vanishes again when ρ(k) tends to 1. One
concludes that always part of the energy of a fermion is of a quantum nature. This contrasts with the
situation for photons. Their quantum contribution to the energy vanishes in the case of coherent states.
On the other hand, their classical energy vanishes for photonic eigenstates.
3
2 The electron
2.1 The algebra of creation and annihilation operators
The electron wave is fermionic. It has also two polarizations, which are related to the spin of the electron.
In addition, it has an anti-particle, which is the positron. This means that the electron field has 2 internal
degrees of freedom and that we need 4 copies of the spin matrices σˆ± instead of the single copy introduced
in the Section 1.2. The corresponding field operators are denoted φˆs(x), with the index s running from
1 to 4. Each of them satisfies the anti-commutation relations (23). Together they generate an algebra
known as the Clifford algebra. An explicit representation of the operators as 16-by-16 matrices is easily
constructed (see for instance Section 3-9 of [3]). However, it is not needed in the sequel. All we need is
that each individual operator φˆs,k(x) can be written in the form (21) and that together they satisfy the
anti-commutation relations
{φˆ(+)s,k (x), φˆ(+)t,k′(y)}+ = 0 and {φˆ(+)s,k (x), φˆ(−)t,k′ (y)}+ = δs,te−ikµx
µ
eik
′
µ
yµ . (27)
Note that (21) implies that
φˆ
(+)
s,k (x) = e
−ikµx
µ
φˆ
(+)
s,k (0). (28)
A familiar notation for these operators, evaluated at x = 0, is
b↑ = φˆ
(+)
1 (0), b↓ = φˆ
(+)
2 (0), d↓ = φˆ
(+)
3 (0), d↑ = φˆ
(+)
4 (0). (29)
This alternative notation is not used here.
An arbitrary basis vector of the 16-dimensional Hilbert space at constant wave vector k is specified
by a subset Λ ⊂ {1, 2, 3, 4} and is given by
|Λ〉 = [φˆ(−)4,0 ]I4∈Λ [φˆ(−)3,0 ]I3∈Λ [φˆ(−)2,0 ]I2∈Λ [φˆ(−)1,0 ]I1∈Λ |∅〉. (30)
For instance, if Λ = {1, 3} then |{1, 3}〉 = φˆ(−)3,0 φˆ(−)1,0 |∅〉.
2.2 The Hamiltonian
The Hamiltonian of the electron field is the sum of 4 copies of the scalar Hamiltonian (18). Note that
φˆ(−)s φˆ
(+)
s = σˆ−(0)σˆ+(0)
=
1
2
(1− σˆ3(0)) . (31)
Hence the Hamiltonian can be written as
Hˆk = ~ω(k)
4∑
s=1
φˆ(−)s φˆ
(+)
s . (32)
Note that the Hamiltonian is positive. It is tradition to assign negative energies to positrons and positive
energies to electrons. This tradition is not followed here because it does not make sense. It is a remainder
of Dirac’s interpretation of positrons as holes in a sea of electrons. The alternative path assigns the
vacuum state to one of the eigenstates of σˆ3(0) instead of assigning a particle/anti-particle pair to the
two eigenstates. The dimension of the Hilbert space goes up from 4 (the number of components of a
Dirac spinor) to 16. This is meaningful because the Dirac equation considered here is an equation for
field operators and not the original one which holds for classical field spinors (see (52) below).
Number operators Nˆ (s) are defined by
Nˆ (s) = φˆ(−)s (0)φˆ
(+)
s (0) s = 1, 2, 3, 4. (33)
They do not depend on the wave vector k. They appear in the Hamiltonian
Hˆk = ~ω(k)
4∑
s=1
Nˆ (s). (34)
The field operators φˆ
(+)
s,k (x) satisfy Heisenberg’s equations of motion
i~c
∂
∂x0
φˆ
(+)
s,k (x) =
[
φˆ
(+)
s,k (x), Hˆk
]
−
. (35)
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2.3 Dirac’s equation
Introduce the gamma matrices. In the standard representation they read
γ0 =
(
I 0
0 −I
)
and γα =
(
0 −σα
σα 0
)
. (36)
Next introduce auxiliary field operators ψˆr, r = 1, 2, 3, 4, defined by
ψˆr,k(x) =
∑
s=1,2
u(s)r (k)φˆ
(+)
s,k (x) +
∑
s=3,4
v(s)r (k)φˆ
(−)
s,k (x). (37)
The vectors u(1), u(2), v(3), v(4) are the analogues of the polarization vectors of the photon. They are
partly fixed by the requirement that the vector with components ψˆr satisfies Dirac’s equation
iγµ∂µψˆ(x) = κψˆ(x). (38)
Indeed, using
∂µφˆ
(±)
s,k = ∓ikµφˆ(±)s,k (39)
one finds that a sufficient condition for (38) to hold is
γµkµu
(s) = κu(s) and γµkµv
(s) = −κv(s). (40)
Each of these two equations has two independent solutions. See the Appendix A. They can be chosen to
satisfy the orthogonality relations ∑
r
u
(s)
r (k)u
(s′)
r (k) = δs,s′ ,∑
r
v
(s)
r (k)v
(s′)
r (k) = δs,s′ ,∑
r
u
(s)
r (k)v
(s′)
r (−k) = 0. (41)
For further use note the inverse relations∑
r
u
(s)
r (−k)ψˆr,k(x) = κ
k0
φˆ
(+)
s,k (x), s = 1, 2, (42)
∑
r
v
(s)
r (−k)ψˆr,k(x) = κ
k0
φˆ
(−)
s,k (x), s = 3, 4. (43)
Some further properties are (see the Appendix B)
〈u(s)(k)|γ0γµu(s′)(k)〉 = k
µ
k0
δs,s′ , s, s
′ = 1, 2, (44)
and
〈v(s)(k)|γ0γµv(s′)(k)〉 = k
µ
k0
δs,s′ , s, s
′ = 3, 4. (45)
It is easy to see, using the anti-commutation relations, that{
ψˆr,k(x), ψˆr′,k′(y)
}
+
= 0 (46)
holds for any choice of parameters and indices. On the other hand,{
ψˆr,k(x), ψˆ
†
r′,k(x)
}
+
= δr,r′ (47)
holds only for equal positions and momenta. More general is{
ψˆr,k(x), ψˆ
†
r′,k′(y)
}
+
=
∑
s=1,2
u
(s)
r′ (k
′)u(s)r (k)e
−i(kνx
ν−k′
ν
yν)
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+
∑
s=3,4
v
(s)
r′ (k
′)v(s)r (k)e
i(kνx
ν−k′
ν
yν). (48)
Given wave functions ψk of the form
ψk =
∑
Λ⊂{1,2,3,4}}
zΛ
k
|Λ〉, (49)
with complex coefficients zΛ
k
satisfying∑
Λ⊂{1,2,3,4}
|zΛk |2 = 1, for all k, (50)
a Dirac spinor containing classical fields is defined by
φr(x) =
∫
dk
l5/2c1/2√
(2pi)32ω(k)
〈ψk|ψˆr,kψk〉. (51)
It satisfies the Dirac equation
iγµ∂µφ(x) = κφ(x). (52)
2.4 The adjoint equation
The so-called adjoint spinor is defined by
ψˆar(x) =
∑
r′
ψˆ†r′(x)γ
0
r′,r. (53)
It satisfies the adjoint equation
− i∂µ
∑
r
ψˆar(x)γ
µ
r,r′ = κψˆ
a
r′(x). (54)
To prove this take the adjoint of the Dirac equation and multiply with γ0 from the right. This gives
− i∂µ
∑
r,r′
ψˆ†r′(x)(γ
µ)†r′,rγ
0
r,r′′ = κψˆ
a
r′′(x). (55)
Next use that (γµ)†γ0 = γ0γµ to obtain (54).
The charge conjugation matrix C is defined by
CγµC−1 = −(γµ)T. (56)
Using the standard representation of the gamma matrices it equals C = iγ2γ0. See for instance Section
10.3.2 of [4]. Its main properties are
• C−1 = C† = CT = −C;
• ∑r′ Cr,r′u(1)r′ (k) = v(4)r (−k);
• ∑r′ Cr,r′u(2)r′ (k) = v(3)r (−k).
The charge conjugation operator Cˆ is defined by Cˆ† = Cˆ−1 and
Cˆψˆr(x)Cˆ
−1 =
∑
r′
Cr,r′ψˆ
a
r′(x). (57)
One verifies that
Cˆψˆar(x)Cˆ
−1 = −
∑
r′
Cr,r′ψˆr′(x). (58)
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Charge conjugation is a symmetry of the Dirac equation. More precisely, it maps the Dirac equation
onto the adjoint equation. Indeed, from (38) follows
Cˆ
(∑
r′
γµr,r′i∂µψˆr′(x)− κψˆr(x)
)
Cˆ−1 =
∑
r′
γµr,r′i∂µ
∑
r′′
Cr′,r′′ ψˆ
a
r′′(x) − κ
∑
r′
Cr,r′ ψˆ
a
r′(x)
=
∑
r′
Cr,r′
(
−
∑
r′′
i∂µψˆ
a
r′′(x)γ
µ
r′′,r′ − κψˆar′(x)
)
. (59)
This means that ψˆ(x) is a solution of the Dirac equation if and only if ψˆa(x) is a solution of the adjoint
equation.
2.5 Two-point correlations
A two-point correlation function for the Dirac field operators ψˆr(x) is defined by (compare with that
introduced in Part I of the paper)
Gar′,r(x, x
′) =
∫
dk
l5/2c1/2√
(2pi)32ω(k)
∫
dk′
l5/2c1/2√
(2pi)32ω(k′)
〈ψk|ψˆar,k(x)ψˆr′,k′(x′)ψk′〉.
(60)
Note the order of the indices r, r′. By use of Dirac’s equation there follows
iκGar′,r(x, x
′) = − ∂
∂x′µ
∑
r′′
γµr′,r′′G
a
r′′,r(x, x
′). (61)
On the other hand, using the adjoint equation, one obtains
iκGar′,r(x, x
′) =
∂
∂xµ
∑
r′′
Gar′,r′′(x, x
′)γµr′′,r. (62)
Subtracting one expression from the other yields
0 =
∂
∂x′µ
∑
r′′
γµr′,r′′G
a
r′′,r(x, x
′) +
∂
∂xµ
∑
r′′
Gar′,r′′(x, x
′)γµr′′,r. (63)
Now take r = r′ and sum over r. There follows
0 =
∂
∂x′µ
Tr γµGa(x, x′) +
∂
∂xµ
TrGa(x, x′)γµ. (64)
In particular, one has
0 =
∂
∂xµ
Tr γµGa(x, x). (65)
This result shows that the vector r(x) with 4 components
rµ(x) = Tr γµGa(x, x) (66)
satisfies the continuity equation.
2.6 Properties of the r-current
The vector r(x), introduced above, describes a current, which however is not yet the electric current.
The latter is introduced in the next section. It is tempting to interpret r(x) as the particle current.
However, this interpretation has some difficulties. The integration over space of its zeroth component,
which should be the total number of particles, is usually divergent. The latter is anyhow not a very
interesting quantity once the interaction with the electromagnetic field is turned on because it is not
conserved. An electron and a positron may annihilate each other or may be created by a pair of photons.
When doing so the total number of electrons plus positrons is changed. On the other hand the total
charge remains conserved in the presence of interactions. It is therefore the quantity of interest.
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The components of r(x) are real numbers. Indeed, using (γµ)†γ0 = γ0γµ one verifies that
rµ(x) = Tr γµGa(x, x)
= TrGa†(x, x)γ0γµγ0
=
∑
r,r′,r′′
〈ψk|[ψˆr′′,k(x)]†ψˆr′,k′(x)ψk′ 〉γ0r,r′′ [γ0γµγ0]r′,r
=
∑
r′,r′′
∫
dk
l5/2c1/2√
(2pi)32ω(k)
∫
dk′
l5/2c1/2√
(2pi)32ω(k′)
〈ψk′ |[ψˆr′,k′(x)]†ψˆr′′,k(x)ψk〉[γ0γµ]r′,r′′
=
∑
r,r′′
Gar′′,r(x, x)γ
µ
r,r′′
= TrGa(x, x)γµ
= rµ(x). (67)
The current operator Rˆ(x) corresponding to the classical current r(x) equals
Rˆµ
k,k′(x) =
∑
r,r′
ψˆar,k(x)γ
µ
r,r′ ψˆr′,k′(x). (68)
Indeed, one can write
rµ(x) =
∫
dk
l5/2c1/2√
(2pi)32ω(k)
∫
dk′
l5/2c1/2√
(2pi)32ω(k′)
〈ψk|Rˆµk,k′(x)ψk′〉. (69)
The zeroth component is a density operator. It simplifies to
Rˆ0k,k′(x) =
∑
r
(
ψˆr,k(x)
)†
ψˆr,k′(x). (70)
This is a positive operator, in the sense that for any wave function ψ one has r0(x) ≥ 0. The integral
over space is a constant of the motion. However, it turns out that the integral diverges for wave functions
of interest.
For further use let us show that (
Rˆµ
k,k′(x)
)†
= Rˆµ
k′,k(x). (71)
One calculates, using γ0[γµ]† = γµγ0,
(
Rˆµ
k,k′(x)
)†
=
∑
r,r′
γµr,r′
(
ψˆar′,k′(x)ψˆr,k(x)
)†
=
∑
r,r′
[γµ]†r′,r
(
ψˆr,k(x)
)†∑
r′′
γ0r′′,r′ψˆr′′,k′(x)
=
∑
r,r′,r′′
γ0r′,r
(
ψˆr,k(x)
)†
γµr′′,r′ψˆr′′,k′(x)
=
∑
r′,r′′
ψˆar′,k(x)γ
µ
r′′,r′ψˆr′′,k′(x)
= Rˆµ
k′,k(x). (72)
This proves (71).
2.7 The electric current
The electric current operator is defined by
[jˆµ(x)ψ]k =
qc
(2pi)3
∫
dk′ Jˆµ
k,k′(x)ψk′ . (73)
with
Jˆµ
k,k′(x) =
1
2
(
Rˆµ
k,k′(x) − CˆRˆµk,k′(x)Cˆ−1
)
. (74)
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Here, q is a unit of charge. Because rˆ satisfies the continuity equation also jˆ does. It satisfies the reality
condition ∫
dk 〈φ|jˆψ〉k =
∫
dk 〈ψ|jˆφ〉k. (75)
It is shown in the Appendix C that
Jˆµ
k,k′(x) =
1
2
∑
r,r′
γµr,r′ψˆ
a
r,k(x)ψˆr′,k′(x) −
1
2
∑
r,r′
γµr′,rψˆr,k(x)ψˆ
a
r′,k′(x). (76)
This is a well-known expression for the Dirac current, adapted to the present context.
The current operator can be split into two contributions, Jˆdiag,µ(x), which commutes with the number
operator Nˆ , and the off-diagonal part Jˆoff,µ(x). Using the definitions of ψˆ and ψˆa the expression (76)
can be further evaluated. It is shown in the same appendix that
Jˆµ(x) = Jˆdiag,µ(x) + Jˆoff,µ(x) (77)
with
Jˆdiag,µ
k,k′ (x) =
1
2
∑
s,t=1,2
〈u(s)(k)|γ0γµu(t)(k′)〉φˆ(−)s,k (x)φˆ(+)t,k′ (x)
−1
2
∑
s,t=3,4
〈v(s)(k′)|γ0γµv(t)(k)〉φˆ(−)t,k (x)φˆ(+)s,k′ (x)
+(k↔ k′) (78)
and
Jˆoff,µ
k,k′ (x) =
1
2
∑
s=1,2
∑
t=3,4
〈u(s)(k)|γ0γµv(t)(k′)〉 φˆ(−)s,k (x)φˆ(−)t,k′(x)
+
1
2
∑
s=3,4
∑
t=1,2
〈v(s)(k)|γ0γµu(t)(k′)〉 φˆ(+)s,k (x)φˆ(+)t,k′ (x)
+(k↔ k′). (79)
Note that these are normal-ordered expressions.
One verifies that each of the two current operators Jˆdiag,µ(x) and Jˆoff,µ(x) satisfies the continuity
equation
i∂µJˆ
diag,µ
k,k′ (x) = 0, (80)
respectively
i∂µJˆ
off,µ
k,k′ (x) = 0 (81)
See the Appendix D. In addition they satisfy
kµJˆ
diag,µ
k,k′ (x) = k
′
µJˆ
diag,µ
k,k′ (x) (82)
and
kµJˆ
off,µ
k,k′ (x) = −k′µJˆoff,µk,k′ (x). (83)
Let us now calculate the total charge Qˆ, which is defined by
Qˆ =
1
c
∫
dx jˆ0(x). (84)
Using the orthogonality relations (41) one finds∫
dx Jˆ0
k,k′(x) = (2pi)
3δ(k− k′)
(
Nˆ (1) + Nˆ (2) − Nˆ (3) − Nˆ (4)
)
. (85)
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Hence, for any wave function ψk is
(Qˆψ)k =
1
c
∫
dx (jˆ0(x)ψ)k
=
qc
(2pi)3
∫
dk′
1
c
∫
dx Jˆµ
k,k′(x)ψk′
= q
∫
dk′ δ(k− k′)
(
Nˆ (1) + Nˆ (2) − Nˆ (3) − Nˆ (4)
)
ψk′
= q
(
Nˆ (1) + Nˆ (2) − Nˆ (3) − Nˆ (4)
)
ψk. (86)
One concludes that
Qˆ = q
(
Nˆ (1) + Nˆ (2) − Nˆ (3) − Nˆ (4)
)
. (87)
The obvious interpretation is that the components 1 and 2 of the field describe an electron with charge
q, and that components 3 and 4 describe a positron with charge −q.
Note that
[φˆ
(+)
s,k , Qˆ]− = qφˆ
(+)
s,k , s = 1, 2,
[φˆ
(−)
s,k , Qˆ]− = qφˆ
(−)
s,k , s = 3, 4. (88)
This implies [
ψˆr,k(x), Qˆ
]
−
= qψˆr,k(x), r = 1, 2, 3, 4. (89)
By taking the Hermitean conjugate one obtains[
ψˆ†r,k(x), Qˆ
]
−
= −qψˆ†r,k(x), r = 1, 2, 3, 4. (90)
From (76) then follows that [
Jˆµ
k,k′(x), Qˆ
]
−
= 0. (91)
2.8 Example of a polarized electron field
Assume a wave function of the form (19). Adapted to the present context it looks like
ψk = e
iχ(k)
√
1− ρ(k)|∅〉+ eiξ(k)
√
ρ(k)|{1}〉. (92)
It describes an electron field polarized with spin up.
Take
ρ(k) =
1
cosh2(a|k|) and ξ(k) = χ(k) = 0. (93)
The classical Dirac fields equal
φr(x) =
∫
dk
l5/2c1/2√
(2pi)32ω(k)
〈ψk|ψˆr,k(x)ψk〉
=
∫
dk
l5/2c1/2√
(2pi)32ω(k)
∑
s=1,2
u(s)r (k)〈ψk|φˆ(+)s,k (x)ψk〉
=
∫
dk
l5/2c1/2√
(2pi)32ω(k)
u(1)r (k)
√
ρ(k)(1 − ρ(k))〈∅|φˆ(+)1,k (x)|{1}〉
=
∫
dk
l5/2√
(2pi)32k0
u(1)r (k)
tanh(a|k|)
cosh(a|k|) e
−ik0x
0
eik·x. (94)
The classical energy is (see (26))
Ecl = l
3
∫
dk ~ω(k)ρ(k)(1 − ρ(k))
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= l3
∫
dk ~ω(k)
tanh2(a|k|)
cosh2(a|k|)
=
4pi~cl3
a4
∫ ∞
0
dr r2
√
κ2 +
( r
a
)2 tanh2(r)
cosh2(r)
, (95)
which is less than the quantum energy (see (20))
E = 〈Hˆ〉
= l3
∫
dk ~ω(k)ρ(k)
= l3
∫
dk ~ω(k)
1
cosh2(a|k|)
=
4pi~cl3
a3
∫ ∞
0
dr r2
√
κ2 +
( r
a
)2 1
cosh2(r)
. (96)
A short calculation yields a total charge given by
Q = l3
∫
dk 〈ψk|Qˆψk〉
= ql3
∫
dk ρ(k)
=
q4pil3
a3
∫ ∞
0
dr r2
1
cosh2(r)
=
qpi3l3
3a3
. (97)
In the limit of large a one obtains from the combination of (96) and (97)
E ≃ mc2Q
q
. (98)
If the field contains exactly one electron then the total charge Q equals the elementary charge q and the
total energy in the long-wavelength limit is the rest mass energy of a single electron.
The above discussion does not depend on the choice of the length scale l, as it should be. However,
the electron field has an intrinsic length scale κ−1 = ~/mc ≃ 4 × 10−13m. It is therefore obvious that l
should equal 1/κ, up to some numerical factor.
3 Summary
In the present formalism free electromagnetic waves are described by providing a two-dimensional quan-
tum harmonic oscillator for each value of the wave vector k. By analogy a 16-dimensional Hilbert space
is introduced for each given wave vector k to describe the spin and charge degrees of freedom of the
electron field. The space time dimensions increase from 4 to 6 to accommodate the electromagnetic
waves. No extra dimensions are needed for the electron field. It is more appropriate to see the electron
field as a deformation of the vacuum through which the electromagnetic waves propagate.
Field operators ψˆr(x) satisfying the free Dirac equation have been constructed in Section 2. Electric
current operators jˆµ(x) have been introduced as pair correlation functions. A short calculation brings
them into the familiar form of Dirac currents. A small example shows that the relevant quantities are
well-defined. In particular, the spinor of classical fields obtained by taking the quantum expectations of
the field operators satisfies the original Dirac equation [5].
The difficult part of the theory of quantum electrodynamics is of course the photon-electron interac-
tion. It can be split up in two parts: the interaction of electrons with free photons and the interaction of
the electron field with itself via the electromagnetic field it produces and its interaction with the charge
of the field. The latter part is treated in the next of this series of papers.
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Appendices
A Polarization of electron waves
Let us first consider solutions of the equation
γµkµu
(s)
k
= κu
(s)
k
. (99)
When k = 0 the equation reduces to
γ0u
(s)
0 = u
(s)
0 . (100)
This has indeed two independent solutions u
(1)
0 and u
(1)
0 . Assuming the standard representation of the
gamma matrices one can choose (1, 0, 0, 0)T and (0, 1, 0, 0)T.
Next, choose u
(s)
r,k of the form
u(s)r (k) =
1√
2k0
1√
k0 + κ
[∑
r′
kνγ
ν
r,r′u
(s)
r′,0 + κu
(s)
r,0
]
. (101)
Then one finds, using γµγν + γνγµ = 2gµ,ν ,
kµγ
µu
(s)
k
=
1√
2k0
1√
k0 + κ
[
kµkνγ
µγνu
(s)
0 + κkµγ
µu
(s)
0
]
=
1√
2k0
1√
k0 + κ
[
kµk
µu
(s)
0 + κkµγ
µu
(s)
0
]
=
1√
2k0
1√
k0 + κ
[
κ2u
(s)
0 + κkµγ
µu
(s)
0
]
= κu
(s)
k
. (102)
One concludes that u
(s)
r,k, defined by (101), solves the equation (99).
Next one verifies that∑
r
u
(s)
r (k)u
(s′)
r (k) =
1
2k0
1
k0 + κ
〈
u
(s)
0
∣∣(kν(γν)† + κ)(kσγσ + κ)u(s′)0 〉
=
1
2k0
1
k0 + κ
[ 〈
u
(s)
0
∣∣kν(γν)†kσγσu(s′)0 〉
+κ
〈
u
(s)
0
∣∣kσγσu(s′)0 〉+ κ〈u(s)0 ∣∣kν(γν)†u(s′)0 〉+ κ2
]
. (103)
Now use that (γν)†γ0 = γ0γν and that γ0u
(s)
0 = u
(s)
0 to obtain
kν(γ
ν)†kσγ
σu
(s)
0 = γ
0kνγ
νγ0kσγ
σu
(s)
0
=
(
k0 −
∑
α
kαγ
α
)
k0 +∑
β
kβγ
β

 u(s)0
= (k20 + |k|2)u(s)0 . (104)
Because also 〈
u
(s)
0
∣∣kσγσu(s′)0 〉 = k0 (105)
there follows ∑
r
u
(s)
r (k)u
(s′)
r (k) = δs,s′ . (106)
Next consider the equation
γµkµv
(s)
k
= −κv(s)
k
. (107)
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At k = 0 it becomes γ0v
(s)
0 = −v(s)0 . The matrix γ0 has two eigenvectors with eigenvalue −1. We choose
v
(3)
0 = (0, 0, 1, 0)
T and v
(4)
0 = (0, 0, 0, 1)
T. (108)
Next one verifies that
v(s)r (k) =
1√
2k0
1√
k0 + κ
[
−
∑
r′
kνγ
ν
r,r′v
(s)
r′,0 + κv
(s)
r,0
]
(109)
is a solution of (107). The normalization∑
r
v
(s)
r (k)v
(s′)
r (k) = δs,s′ (110)
is proved in the same way as for the u-vectors.
Finally let us calculate
∑
r
u
(s)
r (k)v
(s′)
r (−k) =
1
2k0
1
k0 + κ
〈
u
(s)
0
∣∣(k0γ0 −∑
α
kαγ
α + κ)(−k0γ0 +
∑
β
kβγ
β + κ)v
(s′)
0
〉
= − 1
2k0
1
k0 + κ
〈
u
(s)
0
∣∣(k0 + κ)2 −
(∑
α
kαγ
α
)2
v
(s′)
0
〉
= − 1
2k0
1
k0 + κ
(
(k0 + κ)
2 + |k|2) 〈u(s)0 v(s′)0 〉
= 0. (111)
This ends the verification of the orthogonality relations.
The inverse relations (42, 43) follow easily. Using the orthogonality relations one obtains∑
r
u
(s)
r (−k)ψˆr,k(x) =
∑
t=1,2
〈u(s)(−k)|u(t)(k)〉φˆ(+)t,k (x). (112)
Now use the definitions to evaluate
〈u(s)(−k)|u(t)(k)〉 = 1
2k0(k0 + κ)
〈(k0 + κ−
∑
α
kαγ
α)u
(s)
0 |(k0 + κ+
∑
α
kαγ
α)u
(t)
0 〉
=
1
2k0(k0 + κ)
〈u(s)0 |(k0 + κ+
∑
α
kαγ
α)2u
(t)
0 〉
=
1
2k0(k0 + κ)
〈u(s)0 |(k0 + κ)2 +
∑
α
k2α(γ
α)2u
(t)
0 〉
=
(k0 + κ)
2 − |k|2
2k0(k0 + κ)
δs,t
=
κ
k0
δs,t. (113)
Hence (112) implies (42). The derivation of (43) is similar.
B Useful relations
A useful relation is
γ0u(s)(k) = γ0
1√
2k0
1√
k0 + κ
[
k0γ
0 +
3∑
α=1
kαγ
α + κ
]
u
(s)
0
=
1√
2k0
1√
k0 + κ
[
k0 −
3∑
α=1
kαγ
α + κ
]
u
(s)
0
= u(s)(−k). (114)
Similarly is γ0v(s)(k) = −v(s)(−k). Both relations are used in
〈v(4)(k)|γ0γµv(4)(k′)〉 = 〈Cu(1)(−k)|γ0γµCu(1)(−k′)〉
13
= 〈u(1)(−k)|C†γ0γµCu(1)(−k′)〉
= 〈u(1)(−k)|(γµγ0)Tu(1)(−k′)〉
= 〈u(1)(−k′)|γµγ0u(1)(−k)〉
= 〈u(1)(k′)|γ0γµu(1)(k)〉. (115)
Similarly is
〈v(4)(k)|γ0γµv(3)(k′)〉 = 〈u(2)(k′)|γ0γµu(1)(k)〉; (116)
〈v(3)(k)|γ0γµv(3)(k′)〉 = 〈u(2)(k′)|γ0γµu(2)(k)〉. (117)
One has also
〈u(1)(k)|γ0γµv(4)(k′)〉 = 〈u(1)(k)|γ0γµCu(1)(−k′)〉
= 〈u(1)(k)|C(γµγ0)Tu(1)(−k′)〉
= −〈u(1)(−k′)|γµγ0Cu(1)(k)〉
= −〈u(1)(−k′)|γµγ0v(4)(−k)〉
= 〈u(1)(k′)|γ0γµv(4)(k)〉. (118)
Similarly is
〈u(2)(k)|γ0γµv(4)(k′)〉 = 〈u(1)(k′)|γ0γµv(3)(k)〉; (119)
〈u(2)(k)|γ0γµv(3)(k′)〉 = 〈u(2)(k′)|γ0γµv(3)(k)〉. (120)
Next we calculate
〈u(s)(k)|γ0γµu(s′)(k)〉
=
1
2k0(k0 + κ)
〈(kνγν + κ)u(s)0 |γ0γµ(kτγτ + κ)u(s
′)
0 〉
=
1
2k0(k0 + κ)
〈u(s)0 |(kνγν + κ)γµ(kτγτ + κ)u(s
′)
0 〉
=
1
2k0(k0 + κ)
〈u(s)0 |[γµ(−kνγν + κ) + 2kµ](kτγτ + κ)u(s
′)
0 〉
=
kµ
k0(k0 + κ)
〈u(s)0 |(kτγτ + κ)u(s
′)
0 〉+
1
2k0(k0 + κ)
〈u(s)0 |γµ[−kνγνkτγτ + κ2]u(s
′)
0 〉
=
kµ
k0
δs,s′ . (121)
Similarly is
〈v(s)(k)|γ0γµv(s′)(k)〉
=
1
2k0(k0 + κ)
〈(−kνγν + κ)v(s)0 |γ0γµ(−kτγτ + κ)v(s
′)
0 〉
=
1
2k0(k0 + κ)
〈v(s)0 |(−kνγν + κ)†γ0γµ(−kτγτ + κ)v(s
′)
0 〉
= − 1
2k0(k0 + κ)
〈v(s)0 |(−kνγν + κ)γµ(−kτγτ + κ)v(s
′)
0 〉
= − 1
2k0(k0 + κ)
〈v(s)0 |[γµ(kνγν + κ)− 2kµ](−kτγτ + κ)v(s
′)
0 〉
=
kµ
k0(k0 + κ)
〈v(s)0 |(−kτγτ + κ)v(s
′)
0 〉 −
1
2k0(k0 + κ)
〈v(s)0 |γµ[−kνγνkτγτ + κ2]v(s
′)
0 〉
=
kµ
k0
δs,s′ . (122)
This finishes the proof of (44, 45).
C The current operators
Here explicit expressions for the current operators Jˆµ
k,k′(x) are calculated.
From the definition follows
Jˆµ
k,k′(x) =
1
2
(
Rˆµ
k,k′(x) − CˆRˆµk,k′(x)Cˆ−1
)
14
=
1
2
∑
j,j′
γµj,j′
(
ψˆaj,k(x)ψˆj′ ,k′(x)− Cˆψˆaj,k(x)ψˆj′ ,k′(x)Cˆ−1
)
=
1
2

∑
j,j′
γµj,j′ ψˆ
a
j,k(x)ψˆj′ ,k′(x) +
∑
j,j′
γµ′,j′
∑
r,r′
Cj,rψˆr,k(x)Cj′ ,r′ψˆ
a
r′,k′(x)


=
1
2

∑
j,j′
γµj,j′ ψˆ
a
j,k(x)ψˆj′ ,k′(x) +
∑
j,j′
(CTγµC)j,j′ ψˆj,k(x)ψˆ
a
j′ ,k′(x)


(123)
Use that CTγµC = −(γµ)T to obtain
Jˆµ
k,k′(x) =
1
2
∑
j,j′
γµj,j′ ψˆ
a
j,k(x)ψˆj′,k′(x) −
1
2
∑
j,j′
γµj′,jψˆj,k(x)ψˆ
a
j′,k′(x). (124)
This is (76).
Use the definition of the adjoint operators to obtain
Jˆµ
k,k′(x) =
1
2
∑
j,j′
(γ0γµ)j,j′ ψˆ
†
j,k(x)ψˆj′,k′(x) −
1
2
∑
j,j′
(γ0γµ)j,j′ ψˆj′,k(x)ψˆ
†
j,k′(x). (125)
Now use the definition of the ψˆj . The two terms of (125) are evaluated separately. One has
1
2
∑
j,j′
(γ0γµ)j,j′ ψˆ
†
j,k(x)ψˆj′ ,k′(x) =
1
2
∑
j,j′
(γ0γµ)j,j′
( ∑
s=1,2
u
(s)
j (k)φˆ
(−)
s,k (x) +
∑
s=3,4
v
(s)
j (k)φˆ
(+)
s,k (x)
)
×
( ∑
t=1,2
u
(t)
j′ (k
′)φˆ
(+)
t,k′(x) +
∑
t=3,4
v
(t)
j′ (k
′)φˆ
(−)
t,k′(x)
)
=
1
2
∑
s,t=1,2
〈u(s)(k)|γ0γµu(t)(k′)〉 φˆ(−)s,k (x)φˆ(+)t,k′ (x)
+
1
2
∑
s=1,2
∑
t=3,4
〈u(s)(k)|γ0γµv(t)(k′)〉 φˆ(−)s,k (x)φˆ(−)t,k′ (x)
+
1
2
∑
s=3,4
∑
t=1,2
〈v(s)(k)|γ0γµu(t)(k′)〉 φˆ(+)s,k (x)φˆ(+)t,k′ (x)
+
1
2
∑
s,t=3,4
〈v(s)(k)|γ0γµv(t)(k′)〉 φˆ(+)s,k (x)φˆ(−)t,k′ (x)
=
1
2
∑
s,t=1,2
〈u(s)(k)|γ0γµu(t)(k′)〉 φˆ(−)s,k (x)φˆ(+)t,k′ (x)
+
1
2
∑
s=1,2
∑
t=3,4
〈u(s)(k)|γ0γµv(t)(k′)〉 φˆ(−)s,k (x)φˆ(−)t,k′ (x)
+
1
2
∑
s=3,4
∑
t=1,2
〈v(s)(k)|γ0γµu(t)(k′)〉 φˆ(+)s,k (x)φˆ(+)t,k′ (x)
−1
2
∑
s,t=3,4
〈v(s)(k)|γ0γµv(t)(k′)〉 φˆ(−)t,k′(x)φˆ(+)s,k (x)
+
1
2
∑
s=3,4
〈v(s)(k)|γ0γµv(s)(k′)〉 ei(k′ν−kν)xν . (126)
The second term becomes
1
2
∑
j,j′
(γ0γµ)j,j′ ψˆj′,k(x)ψˆ
†
j,k′(x) =
1
2
∑
j,j′
(γ0γµ)j,j′
( ∑
t=1,2
u
(t)
j′ (k)φˆ
(+)
t,k (x) +
∑
t=3,4
v
(t)
j′ (k)φˆ
(−)
t,k (x)
)
×
( ∑
s=1,2
u
(s)
j (k
′)φˆ
(−)
s,k′(x) +
∑
s=3,4
v
(s)
j (k
′)φˆ
(+)
s,k′(x)
)
=
1
2
∑
s,t=1,2
〈u(s)(k′)|γ0γµu(t)(k)〉 φˆ(+)t,k (x)φˆ(−)s,k′ (x)
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+
1
2
∑
s=1,2
∑
t=3,4
〈u(s)(k′)|γ0γµv(t)(k)〉 φˆ(−)t,k (x)φˆ(−)s,k′ (x)
+
1
2
∑
s=3,4
∑
t=1,2
〈v(s)(k′)|γ0γµu(t)(k)〉 φˆ(+)t,k (x)φˆ(+)s,k′ (x)
+
1
2
∑
s,t=3,4
〈v(s)(k′)|γ0γµv(t)(k)〉 φˆ(−)t,k (x)φˆ(+)s,k′(x)
= −1
2
∑
s,t=1,2
〈u(s)(k′)|γ0γµu(t)(k)〉 φˆ(−)s,k′ (x)φˆ(+)t,k (x)
+
1
2
∑
s=1,2
〈u(s)(k′)|γ0γµu(s)(k)〉 ei(k′ν−kν)xν
+
1
2
∑
s=1,2
∑
t=3,4
〈u(s)(k′)|γ0γµv(t)(k)〉 φˆ(−)t,k (x)φˆ(−)s,k′ (x)
+
1
2
∑
s=3,4
∑
t=1,2
〈v(s)(k′)|γ0γµu(t)(k)〉 φˆ(+)t,k (x)φˆ(+)s,k′ (x)
+
1
2
∑
s,t=3,4
〈v(s)(k′)|γ0γµv(t)(k)〉 φˆ(−)t,k (x)φˆ(+)s,k′(x). (127)
Next subtract the two contributions. It is shown in the Appendix B that∑
t=3,4
〈v(t)(k′)|γ0γµv(t)(k)〉 =
∑
s=1,2
〈u(s)(k)|γ0γµu(s)(k′)〉. (128)
Hence the two scalar terms cancel and one obtains
Jˆµ
k,k′(x) =
1
2
∑
s,t=1,2
〈u(s)(k)|γ0γµu(t)(k′)〉 φˆ(−)s,k (x)φˆ(+)t,k′(x)
+
1
2
∑
s,t=1,2
〈u(s)(k′|γ0γµu(t)(k)〉 φˆ(−)s,k′(x)φˆ(+)t,k (x)
−1
2
∑
s,t=3,4
〈v(s)(k)|γ0γµv(t)(k′)〉 φˆ(−)t,k′(x)φˆ(+)s,k (x)
−1
2
∑
s,t=3,4
〈v(s)(k′)|γ0γµv(t)(k)〉 φˆ(−)t,k (x)φˆ(+)s,k′ (x)
+
1
2
∑
s=1,2
∑
t=3,4
〈u(s)(k)|γ0γµv(t)(k′)〉 φˆ(−)s,k (x)φˆ(−)t,k′ (x)
−1
2
∑
s=1,2
∑
t=3,4
〈u(s)(k′)|γ0γµv(t)(k)〉 φˆ(−)t,k (x)φˆ(−)s,k′ (x)
+
1
2
∑
s=3,4
∑
t=1,2
〈v(s)(k)|γ0γµu(t)(k′)〉 φˆ(+)s,k (x)φˆ(+)t,k′ (x)
−1
2
∑
s=3,4
∑
t=1,2
〈v(s)(k′)|γ0γµu(t)(k)〉 φˆ(+)t,k (x)φˆ(+)s,k′ (x). (129)
This result can be split into two pieces (78) and (79).
D The continuity equation
Here follows the proof that Jˆdiag,µ(x) satisfies the continuity equation (80) and the symmetry property
(82). The proofs of (81) and of (81) are analoguous and are omitted.
Use the explicit expression (78) to obtain
i∂µJˆ
diag,µ
k,k′ (x) = −
1
2
∑
s,t=1,2
〈u(s)(k)|γ0γµu(t)(k′)〉(kµ − k′µ)φˆ(−)s,k (x)φˆ(+)t,k′ (x)
+
1
2
∑
s,t=3,4
〈v(s)(k′)|γ0γµv(t)(k)〉(kµ − k′µ)φˆ(−)t,k (x)φˆ(+)s,k′ (x)
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+
1
2
∑
s,t=1,2
〈u(s)(k′)|γ0γµu(t)(k)〉(kµ − k′µ)φˆ(−)s,k′(x)φˆ(+)t,k (x)
−1
2
∑
s,t=3,4
〈v(s)(k)|γ0γµv(t)(k′)〉(kµ − k′µ)φˆ(−)t,k′(x)φˆ(+)s,k (x). (130)
Each of the 4 contributions can be shown to vanish by use of the definition of the polarization vectors
u(s) and v(t) as solutions of the equations (99, 107).
Use the same relations to calculate
kµJˆ
diag,µ
k,k′ (x) =
1
2
∑
s,t=1,2
〈u(s)(k)|γ0kµγµu(t)(k′)〉φˆ(−)s,k (x)φˆ(+)t,k′(x)
−1
2
∑
s,t=3,4
〈v(s)(k′)|γ0kµγµv(t)(k)〉φˆ(−)t,k (x)φˆ(+)s,k′ (x)
+(k↔ k′)
=
1
2
κ
∑
s,t=1,2
〈u(s)(k)|γ0u(t)(k′)〉φˆ(−)s,k (x)φˆ(+)t,k′(x)
−1
2
κ
∑
s,t=3,4
〈v(s)(k′)|γ0v(t)(k)〉φˆ(−)t,k (x)φˆ(+)s,k′ (x)
+(k↔ k′). (131)
For the part with k and k′ exchanged one can use that the matrix γ0k′µγ
µ is Hermitean. The same
expression is obtained when one calculates k′µJˆ
diag,µ
k,k′ (x). One concludes that (82) holds.
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