In this paper, we present a framework for the condition-based maintenance optimization. A technical system which can be in one of N operational states or in a failure state is considered. The system state is not observable, except the failure state. The information that is stochastically related to the system state is obtained through condition monitoring at equidistant inspection times. The system can be replaced at any time; a preventive replacement is less costly than failure replacement. The objective is to find a replacement policy minimizing the long run expected average cost per unit time. The replacement problem is formulated as an optimal stopping problem with partial information and transformed to a problem with complete information by applying the projection theorem to a smooth semimartingale process in the objective function. The dynamic equation is derived and analyzed in the piecewise deterministic Markov process stopping framework. The contraction property is shown and an algorithm for the calculation of the value function is presented, illustrated by an example.
1. Introduction. We consider a technical system which can be in one of N operational states 1 2 N , or in the failure state N ≡ N + 1. We assume that if i ≤ j, state i is not worse than state j; 1 denotes the state of a new system. The system state is not observable, except the failure state. The state process X t t ∈ R + is a continuous time, homogeneous Markov chain with the state space 1 2 N + 1 . To avoid costly failures, the system is monitored at times L 2L
, and the information obtained at these times is represented by an observation process Y 1 Y 2 , where Y i is the information obtained at time iL, i = 1 2 . We assume that Y i ∈ 1 2 M + 1 , M ≡ M + 1 indicates the occurrence of failure. In a real situation, Y represents the information obtained through condition monitoring, such as spectrometric analysis of engine oil or vibration monitoring of rotating machinery. When the system fails, it is replaced by a new one and a new cycle begins. The system can be preventively replaced at any time; preventive replacement is less costly than failure replacement. Both failure and preventive replacement costs are random functions of the system's state. Routine maintenance is performed on the system between the observation epochs (e.g., replacement of a part, system adjustment, lubrication, oil change, etc.), and we assume that the system's state is not affected by the maintenance (minimal repair). The maintenance cost rate is a random function of the unobservable state of the system. The objective is to find a preventive replacement time minimizing the expected average cost per unit time over an infinite time horizon.
In this paper, we assume that the model parameters are known and analyze the replacement problem under this assumption. In a separate paper, we are developing recursive procedures for the online parameter estimation for the model considered here. The parameters will be reestimated when the new data becomes available and the updated estimates will then be used to recalculate the posterior state estimates that constitute the information vector process for the transformed completely observed problem. The approach is known in the adaptive control literature as the principle of estimation and control, certainty-equivalence controller or self-optimizing controls (e.g., Hernandez-Lerma 1989 , Mandl 1974 .
The replacement problem has been studied under various assumptions by many authors considering either discrete-discrete or continuous-continuous models ( X and (Y ) are both either discrete or continuous time processes). Surprisingly, little research has been done on discrete-continuous replacement models that appear to be a better representation of real systems, since the data is usually collected at discrete times but the system state evolves in continuous time. Discrete-continuous filtering problems were studied in Jazwinski (1970) ; a recent contribution is in Lototsky and Rozovskii (1998) .
Discrete time models of partially observable systems have been considered, for example, by Astrom (1965 Astrom ( , 1969 , Smallwood and Sondik (1973) , Sondik (1978) , Sawaki and Ichikawa (1978) , White (1979) , Monahan (1982) , Fernandez-Gaucherand et al. (1991) , and Makis et al. (1998) . Solution techniques and computational algorithms for partially observable Markov decision processes in discrete time can be found; e.g., in White (1991) , Lovejoy (1991) , Burago et al. (1996) , and Hauskrecht (2000) .
Replacement models of continuously observed systems with failure time defined as the first time the wear process exceeds a random critical level have been studied by Jensen (1984) , Stadje (1994) , and Anderson (1994) , among others.
Optimal replacement policies for continuous time models with failure intensity adapted to the observation process can be found, e.g., in Bergman (1978) , Nummelin (1980) , Aven and Bergman (1986) , and Aven (1996) .
Makis and Jardine (1992) considered a discrete-continuous model with a specific form of failure intensity described by a proportional hazards model (PHM) (Cox and Oakes 1984) . The optimal replacement policies and the computational procedures presented in the paper, and the well-developed statistical methodology for fitting a PHM to data histories, provided a basis for the development of condition-based maintenance software (see Banjevic et al. 2001 for more details on the software and experience with real data). Jensen and Hsu (1993) studied an interesting model of a partially observable system with N unobservable working states and observable failures corrected by minimal repair. They found an explicit solution to the optimal stopping problem in the martingale framework. The model has some similarities with the model in this paper, namely, the state process evolving as a continuous time homogeneous Markov process with unobservable working states and observable failures. In their paper, the only information available is given by the failure point process observations, whereas in this paper, the information representing data obtained from condition monitoring, stochastically related to the unobserved system state, is available at equidistant inspection times.
The paper is organized as follows. In §2, we describe the model and formulate the replacement problem in the optimal stopping framework. Using -maximization (Aven and Bergman 1986 ), we transform the stopping problem with a fractional objective function to an equivalent parameterized stopping problem with an additive objective function, which is easier to analyze. In §3, we apply the projection theorem (Bremaud 1981) to the smooth semimartingale (SSM) process (Jensen 1989) in the objective function to further transform the optimal stopping problem with partial information to a stopping problem with complete information. In §4, we formulate and analyze the dynamic optimality equation in the piecewise deterministic Markov process (PDMP) stopping framework (Davis 1993) . The contraction property is shown and an algorithm for the calculation of the value function based on -iteration is presented, illustrated by an example.
2. The model. We make the following assumptions. 
The instantaneous transition rates are defined by
Let be the observable failure time. The failure rate in state i ∈ S X is i = q iN . For a system with no replacement, q N i = 0 for i ∈ S X . The state transition rate matrix
where
Assumption 2. Observation process. The system is monitored at times kL, k = 1 2 and the information obtained at time
At time , the failure signal M = M + 1 is generated and the process stops. Define
The state-observation matrix
Assumption 3. Maintenance actions. Preventive replacement subject to control in continuous time and failure replacement are considered. The system is renewed after replacement. Routine maintenance between observation epochs modeled as minimal repair is not subject to control. The system state is not affected by routine maintenance.
Assumption 4. Cost structure. The system installation cost is C p (a constant). If failure occurs from state i, the replacement cost is
K i + C p , preventive replacement cost in state i is C p − C pi ,
and the maintenance cost rate in state i is
and Y k are conditionally independent given the state X , and C i , K i , and C pi are independent of X .
The objective is to find the replacement policy minimizing the long-run expected average cost per unit time.
Remark 1. Assumptions 1-4 are reasonable for a complex system subject to condition monitoring. Maintenance actions such as oil changes or repair/replacement of some parts usually have little effect on the overall system condition. Repair/replacement problem is of practical interest mainly when considered for individual parts (critical and/or expensive). Such a problem could be formulated as an impulse control problem with partial information (e.g., Davis 1993) . Routine maintenance policies for complex systems are usually well established and an optimal repair/replacement policy would likely be difficult to implement. The focus of this paper is on solving a practically important problem of deciding when a major maintenance action such as an overhaul or replacement should be performed if only partial information about the system condition is available.
Let be a complete probability space with a right-continuous complete filtration F = t , t ∈ R + , C i , K i , and C pi are 0 -measurable. Let X = t and Y = t , t ∈ R + be the complete natural subfiltrations of F generated by the state and observation process, respectively, i.e.,
where z is an integer part of z, z ≤ z < z + 1.
For any filtration G = t , t ∈ R + , a G-stopping time is a random variable, → R + ∪ + , such that ≤ t ∈ t for t ∈ R + . Let Y be the class of -dominated Y-stopping times.
For the average cost criterion, the replacement problem is formulated as follows: Find a stopping time * ∈ Y , if it exists, minimizing the long-run expected average cost per unit time given by
where ∈ Y and T C is the total cost incurred up to time . First, we apply the -maximization technique to transform the stopping problem (7) to a parameterized (with parameter ) stopping problem with an additive objective function.
Let P 0 be the probability distribution of X 0 (the initial system state distribution). We assume that a new system is installed at time t = 0, i.e., P 0 = 1 0 0 1×N . Define for > 0,
is the optimal expected average cost for the replacement problem (7) and the stopping time * that maximizes the right-hand side of (8) for = * determines the optimal replacement policy. The interpretation of Z t in (9) is as follows. Assuming that a preventive replacement is planned at time t, the second term on the right-hand side of (9) is the total maintenance cost incurred, the third term plus C p is the failure replacement cost, and the last term is the salvage value of the preventively replaced machine; C p − N i=1 C pi I >t X t =i is the actual preventive replacement cost.
To simplify notation, we suppress the dependence on in the remainder of the paper if there is no confusion, and write Z t , V P 0 , instead of Z t , V P 0 , etc.
3. The replacement problem with complete information. In this section, we first show that Z t t ∈ R + has an integral representation as a smooth F-semimartingale, and then transform (8), the stopping problem with partial information, to a stopping problem with complete information by applying the projection theorem to F-SSM Z t . Since Z t is not t -adapted, we consider the following stopping problem:
where Z t = E Z t t . Obviously, for any ∈ Y , (8) and (11) are equivalent. Definition 1 (Jensen 1989) . A process Z = Z t t ∈ R + is called a smooth Fsemimartingale (F-SSM) if it has a decomposition Z t = Z 0 + t 0 f s ds + M t , where f t is a real, progressively measurable process with E t 0 f s ds < + for t ∈ R + , E Z 0 < + , and M = M t is a martingale with paths which are right continuous and have left limits, and starts with M 0 = 0. Short notation: Z = f M .
In order to derive the semimartingale representation of the process Z, we need such representations for the indicator processes I ≤t X − =i and I >t X t =i . These are readily obtained from the integral representation of the point processes counting transitions in the state process (Bremaud 1981, pp. 98-99) ,
where M 1i t and M 2i t are F-martingales, I s i = I X s =i .
From (9) and (12), Z t has the form,
where M t is an F-martingale and Z 0 = N i=1 C pi I 0 i . We are now ready to apply the projection theorem to F-SSM Z.
Theorem 1 (Projection Theorem, Van Schuppen 1977 , Bremaud 1981 . Let Z = f M be an F-SSM, and A = A t a subfiltration of F. 
where is a nL -stopping time, = L, and T = T m , m = inf n T n < n + 1 L . T 0 is a constant and T n ≥ nL is nL -measurable for n ≥ 1, −1 0 ≡ 1. Conversely, for any nLstopping time , constant T 0 ≥ 0 and nL -measurable functions T n ≥ nL, n ≥ 1, T i defined by (14) is a t -stopping time. The proof of Lemma 1 is the same as the proof of Lemma 3 in Makis et al. (2000) and is omitted here.
From Lemma 1, any replacement time can be decomposed into preventive replacement at observation epochs , between observations T , and failure replacement at .
Lemma 2. Let I t = I t 1 I t N . P t = E I t t/L ·L , t ∈ R + can be obtained iteratively as follows.
is a matrix with D j on its main diagonal and zero elsewhere, a b
Remark 2. We will show in §4 that P t t ∈ R + is the information vector process representing sufficient information for the tranformed stopping problem (11) with complete information. Obviously, at observation epochs nL, P nL = P nL , where P t = E I t t .
From (15), P nL is the posterior distribution of the system state with the prior distribution P nL − and observation Y n . Theorem 2. Z t , t ∈ R + has the following t -SSM representation:
Proof. From (13) and Theorem 1,
From the definition of t , we have for ∈ > t ,
and for ∈ ≤ t ,
Combining (18) and (19), we get (17) and (21).
Remark 3. From the well-known Optional Sampling Theorem (e.g., Elliott 1982, p. 36), we have that E M = E M 0 = 0, and the replacement problem with complete information can be formulated as
The second equality follows from the representation of the t -stopping time given by (14). In the next section, we derive and analyze the optimality equation in the piecewise deterministic Markov process (PDMP) stopping framework. 
, and for any probability measure P defined on S X ,
From the strong Markov property of the PDMP P t = E I t t t ∈ R + ,
Note that from (24), P t = E I t t/L ·L t ∈ R + is the sufficient information process for the stopping problem (11). Define
where W is a continuous function defined on a subset of R N of the probability distributions
Lemma 3. The operator T defined by (25) is a contraction operator.
Proof. Since for any distribution P , the first term on the right-hand side of (25) is the same for both T W 1 P and T W 2 P , we have
From the contraction property, the value function V P defined by (23) can be obtained as the limit (e.g., Bertsekas and Shreve 1978, p. 55 )
where V 1 P is defined by (24) and V n+1 P is the value function for the n + 1 period stopping problem.
Lemma 4. V P is a convex function.
Proof. We use mathematical induction to show that V n P is a convex function for n ≥ 1.
For n = 1,
is convex, since
for 0 ≤ a ≤ 1 and any probability distributions P and R.
Assume that V n P is convex. We prove that V n+1 P is also convex. From (25),
The operator "max" preserves convexity and L 0 r P s ds is linear and therefore convex. Thus, we only need to prove the convexity of the last term in the brackets on the right-hand side of (27) .
because V n is convex by assumption and D j P is linear. From (26), V P is also a convex function. This completes the proof.
The optimal replacement policy is described by the following theorem. The convexity of V P implies the convexity of the replacement region = P V P ≤ 0 and also the convexity of the region 0 = P V 2 P ≤ 0 ⊃ ; if P kL ∈ 0 , the system is replaced before the next observation epoch k + 1 L.
For the problem considered in this paper, the optimal policy cannot generally be found in the class of policies with preventive replacement allowed only at the observation epochs. It would be of some interest to find an optimal policy under such a restriction. The problem can be formulated and solved in the discrete time stopping framework.
Remark 4. The optimal expected average cost * and the value function V P = V * P that determines the optimal replacement policy can be calculated offline with required precision. The implementation of the adaptive scheme then requires the online calculation of the updated model parameter estimates, the state estimates, and the integrals in (24).
The computation time will naturally depend on the dimensionality of P , i.e., on the number of the working states of the machine. For practical purposes, it is usually sufficient to consider two or three working states, e.g., "as new" machine, some deterioration, and a warning state. The algorithm presented below is based on the stopping time representation in Lemma 1, -maximization and the contraction property. In future research, we hope to obtain further results, such as monotonicity of the value function and a simpler structure of the optimal policy for a special case of two working states, which will further increase the speed of computation. For the discrete time models, such structural results have been obtained, e.g., by Ross (1971) , Sondik (1978) , White (1977 White ( , 1979 , and White and Harrington (1980) . The algorithm:
Step 1. Choose > 0 and the lower and upper bound of , L , and U .
Step 2. Put = L + U /2, V 0 = 0, n = 1.
Step 3. Calculate V n = T V n−1 . Stop the iteration of V n when V n − V n−1 ≤ 1 − , is defined in Lemma 3. Put V = V n .
Step 4. If V P 0 < C p − EC p1 − , put L = and go to Step 2. If V P 0 > C p − EC p1 + , put U = and go to Step 2. If C p − EC p1 − < V P 0 < C p − EC p1 + , stop and put * = . * is the optimal average cost, P 0 is the initial system state distribution, P 0 = 1 0 0 1×N . Example. Consider a system with three working states N = 3 and three different observation values M = 3 . The matrices Q and D are given as The installation cost C p = 10, EC = 2 4 6 , EK = 10 25 30 , EC pi = 0, for i = 1 2 3, and L = 1. We have coded the above algorithm in MATLAB and obtained * = 8 4219. The graph of V n P 0 for n ≥ 1 is in Figure 1 . The optimal replacement policy is illustrated by Figure 2 . The starting point is P 1 = 1. The preventive replacement Region 1 is defined by Condition (i) in Theorem 3. The system is replaced immediately when P kl enters this region. Region 2 is defined by Condition (ii) in Theorem 3. When P kl enters this region, the system is preventively replaced after time * = arg max t 0 r P kL+s ds . Figure 3 shows the replacement Region 2 in more detail. The lines inside the region represent the sets of values of (P 1 P 2 ) for which * = 0 05, 0.1, 0.15, 0.2, 0.25, 0.3, and 0.35 (from the left to the right). 
