ABSTRACT Person re-identification (ReID) is an important technology for target association in surveillance applications. Recently, sparse representation-based classification has been applied to person ReID with the advantage of discriminative feature extraction and has produced excellent results. The dictionary learning (DL) method is vital to the sparse representation, and the discriminative power of the learned dictionary determines the performance of ReID. Unlike previous approaches that only added constraints in DL, we propose a discriminative dictionary learning model (DDLM) that learns the discriminative dictionary by transforming the dictionary representation space in the training process. We determine the statistical distribution from the training data and divide the data into two categories according to the contribution for sparse representation: the high-contribution data and low-contribution data. Then, we extend the information space that contains the most high-contribution data and shrink the remaining parts. As the representation space of the dictionary is transformed, the solving process is modified accordingly. The experiments on the benchmark datasets (CAVIAR4REID, ETHZ, and i-LIDS ) demonstrate that the proposed model outperforms the state-of-the-art approaches.
I. INTRODUCTION
Person re-identification (ReID) recognizes a person at one camera when the person has been previously been observed at another camera [1] , and it is important in video surveillance [2] for its significant application to threat detection, human retrieval and cross-camera tracking. The challenge of ReID is that a person is observed from different camera views with significant variations, such as viewpoint, pose, illumination, image blurring, background clutters, and occlusions [3] .
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Currently, studies on the ReID problem mostly focus on two aspects: feature representations and identity classification [4] . The two aspects are combined with the Sparse Representation based Classification (SRC) method, which recently achieved impressive results in ReID. The SRC method is based on the fact that a natural image can be represented by a small number of atoms that are parsimoniously chosen from an over-complete dictionary [5] . There are two procedures in the SRC: Dictionary Learning (DL) and Classification with the learned dictionary [6] . The DL encodes images by decomposing the samples into a dictionary and a sparse matrix, whereas the Classification classifies identities by reconstructing the images.
Some DL methods improve feature representation performance by the constraint regulation. Li et al. [7] proposed an identity consistency constraint to improve the discriminative power of coding coefficients. Cheng et al. [8] introduced an essential ranking graph Laplacian term, which minimizes the intra-personal compactness and maximizes the inter-personal dispersion in the objective. Some other methods learn the dictionary from different parts of an image. Ren et al. [9] extracted features from multi-scale patches, whereas Li et al. [10] learned the dictionary at different representation levels, including image-level, horizontal partlevel and patch-level. These approaches consider each pixel equivalent. However, when we checked the frequency of the training data, we found that the distribution the pixel values was not uniform. Fig. 1(a) shows the frequency of the training data, and Fig. 1(b) shows the fitted curve, which is subject to a Chisquare distribution. According to the statistical curve, most of the data are concentrated in a small number of continuous intervals, and these pixels are high-contribution and more important in the sparse representation.
Inspired by the Histogram Equalization [11] , [12] method, this paper presents a heuristic piecewise linear transformation for the training data, named the Discriminative Dictionary Learning Model (DDLM). DDLM expands the representation space of the high-contribution data, whereas shrinks the space of the low-contribution data, thus improving the discriminative power of the SRC. The transformation is embedded in the DL, i.e., a transformed dictionary is learned to enhance the representation power.
The main contribution of this paper is threefold. 1) We fit the statistical curve and find the distribution of the training data, which is subject to a chi-square distribution, which is shown in Fig. 1 . 2) We introduce a piecewise linear function with parameters derived from the distribution, which expands the representation space of the high-contribution dictionary data and shrinks that of the low-contribution ones.
3) The proposed method achieves comparable results with similar state-of-the-art methods. In particular, learning large, highly over-complete representations is extremely expensive [13] . DDLM is used to fast learn the self-coding on small datasets. When learning dictionary on large datasets, SRC based methods are very time-consuming.
The rest of the paper is organized as follows: Sec.II presents the related work of ReID; Sec.III introduces the DL based ReID method and the details of our DDLM approach; Sect.IV shows the experimental results; Sec.V is the conclusion.
II. RELATED WORK
In this section, we introduce the related work from four aspects: appearance representation, distance learning, sparse representation based classification, and dictionary learning.
A. APPEARANCE REPRESENTATION
Appearance representation is the foundation of ReID. Many ReID models use global color and texture histograms to describe the apparent information [1] , [14] - [16] . The invariance of the representation to the background and viewpoint variation is very important for ReID. Li and Wang [17] projected the different views to a common feature space to locally align the images, and then matched with softly assigned metrics that are locally optimized. Bazzani et al. [18] condensed a set of person frames into a highly informed signature that contained complementary global and local statistical descriptions of appearance. Farenzena et al. [1] proposed a symmetry-driven accumulation of local features by exploiting the symmetry property in pedestrian images to handle view variation, which consisted of three complementary features of human appearance: the overall color content, the spatial arrangement of colors into stable regions, and the presence of recurrent local motifs with high entropy. Li et al. [19] designed a deep learning network to jointly handle the misalignment, photometric transforms, geometric transforms, occlusions, and background clutter. In other works on feature selection and importance learning, Gray and Tao [16] used AdaBoost to select features, and Liu et al. [20] developed an attribute-based weighting method to learn bottom-up feature importance. Karanam et al. [21] implemented a code library that included 11 feature extraction algorithms and 22 metric learning and ranking methods.
B. DISTANCE LEARNING
Distance learning focuses on the similarity optimization of person image pairs. In [22] and [23] , a Mahalanobis-like metric learning was applied for ReID. Zheng et al. [24] developed a Relative Distance Comparison (RDC) model that maximizes the likelihood of a pair of true matches having a relatively smaller distance than that of a wrong match pair in a soft discriminant manner. Engel et al. [25] reformulated the ReID problem as a ranking problem, and learned a subspace where the potential true match is given the highest ranking rather than any other distance measures. Li et al. [26] learned a decision function that can be regarded as a joint model of a distance metric and a locally adaptive thresholding rule. Mignon et al. [23] proposed a Pairwise Constrained Component Analysis (PCCA) to obtain a low-dimensional space from a high-dimensional space. Zheng et al. [27] aimed to learn the optimal distance that can maximize matching accuracy regardless of the choice of representation. Pedagadi et al. [28] employed local Fisher discriminant analysis to learn a distance metric, and introduced a regularization to avoid singular matrices. Liao et al. [29] proposed learning a discriminant low dimensional subspace by crossview quadratic discriminant analysis. The KISSME algorithm [30] used a more simplified and efficient solution that optimized a log-likelihood ratio of two Gaussian distributions. Zhao et al. [31] , [32] proposed a multi-context deep learning framework for salient object detection to tackle the problem that low-level saliency cues do not produce sufficient saliency detection results.
C. SPARSE REPRESENTATION-BASED CLASSIFICATION
ReID can be regarded as a classification problem among multiple linear regression models, and SRC offers the key to addressing this problem [33] . Ma et al. [34] assumed that the data from the same pattern are linearly correlated, and proposed a discriminative low-rank dictionary learning algorithm for sparse representation, where an objective function with sparse coefficients, class discrimination and rank minimization was presented and optimized. Lisanti et al. [35] introduced a robust and efficient method for ReID based on a discriminative sparse basis expansions of targets, which used soft-and hard-reweighting to redistribute energy among the most relevant contributing elements, which ensured the best candidates are ranked at each iteration.
D. DICTIONARY LEARNING
The DL is the foundation of the SRC, and it is capable of sparsely encoding person appearances into discriminative features. The DL has achieved impressive results in several classification and recognition problems [36] - [38] . Jiang et al. [39] extended the K-SVD algorithm by associating label information with each dictionary item, where a new label consistent constraint called ''discriminative sparse-code error'' was used. Yang et al. [40] imposed the Fisher discrimination criterion on the coding coefficients, so that the dictionary achieved small inner-class scatter but large inter-class scatter. Li et al. [41] applied low-rank regularization on the dictionary to prevent the noise in the training samples from undermining the discriminative ability. In [42] , the dictionary was learned across different views in the patchlevel and image-level to obtain discriminative and robust representations. Jing et al. [43] explored the DL with highresolution gallery images and low-resolution probe images, which is called super-resolution ReID. Liu et al. [44] learned two coupled dictionaries from labeled and unlabeled images, where the labeled training images carried the relationship between features of different cameras, whereas the abundant unlabeled training images exploited the geometry of marginal distribution to obtain robust sparse representation.
To improve the discriminative power of the dictionary, we propose a Discriminative Dictionary Learning Model (DDLM) in this paper. Inspired by the statistical results of the training data, we introduce a piecewise function to change the dictionary's representation space in the training process. A dictionary with a strong presentation is learned from DDLM. Our experiments in bench-mark databases show that DDLM achieves better performance than existing dictionary learning methods.
III. DISCRIMINATIVE DICTIONARY LEARNING MODEL
In this section, the overall framework of our model is introduced. We briefly introduce the traditional DL based ReID methods and then present our approach to learning a discriminative dictionary and the classification scheme for ReID.
A. TRADITIONAL DICTIONARY LEARNING
The Dictionary Learning (DL) is the decomposition of the sample matrix into the product of a basis matrix and a coefficient matrix under sparse constraints. Like the Fisher Discrimination Dictionary Learning (FDDL) [40] , we learn a structured dictionary (the basis matrix The coefficient matrix is denoted by X = [X 1 , X 2 , . . . , X n ], i.e., Y ≈ DX , where X i ∈ R nN ×N is the coefficient of Y i over D, and X ∈ R nN ×nN . To represent the sample sub-set with the sub-dictionary, we detail the representation of Y i as X i = [X i1 ; X i2 ; . . . ; X in ], where X ij ∈ R N ×N is the coding coefficient of Y i over the sub-dictionary D j . The dictionary D should be able to represent Y i well, and then
FIGURE 2. The pipeline of the discriminative dictionary learning model. In each iteration of the training, the dictionary is transformed to extend the high-contribution data space and shrink the low-contribution data space. In the testing, the trained dictionary is used to solve the new coefficient for the test set, and that is used to classify the identities.
Accordingly, some constraints are designed to obtain discriminative representation. One of the most commonly used constraints of DL is shown in Eq. 1, where the three items means that sub-set Y i should be well represented by D, subset Y i should be well represented by the sub-dictionary D i , and sub-set Y i should not be well represented by the subdictionary D j (j = i).
where λ 1 and λ 2 are two adjustable parameters. The learned dictionary can be used to code the input person images, and then the sparse representation is obtained by solving:
where λ is a scalar constant. The final identity can be computed by the minimization of the reconstruction errors, which is shown in Eq. 3.
B. DISCRIMINATIVE DICTIONARY LEARNING Fig. 2 shows the pipeline of our DDLM. In the training, D is initialized randomly, and X is initialized to zero. In each iteration of DL, the dictionary D is transformed to extend the high-contribution data further, and make weakness of the low-contribution data. Then, we fix the transformed D and optimize X . After X is optimized, it is fixed and used to optimize D. Then the optimized D is transformed in the next iteration, until the convergence is realized.
In the testing, we first recompute X with a fixed D. After that, we test which class that an image belongs to class by class. When we test whether an image belongs to class k, we set all X i = 0 where i = k and keep the value of X k unchanged. Then we compute the difference between the real image and DX , which is called the reconstruction error. Finally, the class that the minimum reconstruction error corresponds to is the class that the image belongs to.
C. DICTIONARY TRANSFORMATION
We consider the high frequency values in Fig. 1 as the highcontribution data, which are in the interval of [a, b] in Fig. 3 . The parameters of a and b are obtained by experiments. The other data that in the interval of (−∞, a) or (b, +∞) is defined as the low-contribution data. In generally, the histogram of the high contrast image is more spread than that of the low contrast image [45] . We extend this viewpoint to the distribution of dictionary data. The main idea is to reconstruct the dictionary to make it approximately a uniform distribution. Inspired by the Histogram Equalization [11] method, we employed the piecewise linear function to extend the high-contribution data and compress the low-contribution data at the same time. Fig. 3 shows two kinds of segment-line p 1 and p 2 that are transformed from the original line (blue), both of which are an instance of the piecewise function that includes three parts: f 1 , f 2 and f 3 .
f :
Assume that the minimum and maximum values of the original data are x min and x max , respectively, and the transformation does not change the entire interval range, i.e., the minimum and maximum values of the transformed data are y min = x min and y max = x max , respectively. However, the three segmentations of the line are changed. 
where k 1 , k 2 and k 3 are the slope of the three segmentations,
When we use the piecewise function in DL, x is the data in dictionary.
We transform the dictionary D through the piecewise function before the coefficient update. LetD denotes the transformed dictionary, then the transformation can be computed asD = f (D). Then, Eq. 1 is deduced to Eq. 6.
D. OPTIMIZATION OF THE COEFFICIENTS
After the dictionary transformation, we fixD, and then optimize X . The optimal function is shown in Eq. 7, which is a quadratic programming problem and can be solved by some standard convex optimization methods. In this paper, we follow the algorithm of [46] to solve it.
E. OPTIMIZATION OF THE DICTIONARY
The second important optimization problem of the DL is updating D with the coefficient X fixed. We update D identity by identity, which is shown in Eq. 8.
Suppose d l is a column of D, and β l is the corresponding coefficient of d l . When we update d l , all other columns are fixed. To solve Eq. 8, we rewrite it to Eq. 9.
In the equation, each d l is a unit column vector,
Eq. 9 can be simplified to Eq. 10, where U i , V i and W i are fixed constants.
(10)
The minimization of Eq. 10 is a single-variable optimization problem. Using the Lagrange multiplier, it is equivalent to:
To obtain the derivative of Eq. 11, we use the trace to denote the norms, which are shown in Eq. 12.
Calculate the partial derivative of J to d l to obtain by:
Let
Considering the constraint of d T l d l = 1, we can obtain the final solution that is shown in Eq. 15.
IV. EXPERIMENTS
This section evaluates our approach on three available public datasets: CAVIAR4REID, ETHZ, and i-LIDS. We compared DDLM with several state-of-the-art person re-identification methods, and reported the quantitative results in standard Cumulated Matching Characteristics (CMC) curves.
A. DATASETS
In this section, we evaluate the proposed method on five different datasets. Table 1 shows the number of cameras, identities (IDs) and images. CAVIAR4REID [47] contains 26 sequences captured from two cameras in a shopping center for person tracking and detection evaluations. There are 72 unique individuals in total, which includes people meeting with others, window shopping, existing shops, entering shops and walking. The main complexity of the dataset arises from the very severe resolution and lighting changes between the two camera views.
The i-LIDS [48] is created at a crowded airport arrival hall. It consists 600 image sequences of 300 different pedestrians that from two non-overlapping camera views. It is very challenging because of significant occlusions, viewpoint and illumination variations.
The ETHZ [49] is originally designed for person detection and tracking in image sequences captured from a moving camera in a busy street scene. The images are extracted from the ground truth location of people in the video with the original resolution. It contains three sub-datasets ETHZ1, ETHZ2 and ETHZ3, which contain 83 people (4,875 images), 35 people (1,936 images), and 28 people (1,762 images), respectively.
B. SETTINGS AND EVALUATION PROTOCOLS
There are three modalities for ReID: single-shot versus single-shot (SvsS), if there is only one image for each person in both the probe and the gallery set; multiple-shot versus single-shot (MvsS), if there are a group of images in the gallery set but a single image in the probe set; and multipleshot versus multiple-shot (MvsM), if both the gallery and the probe set contain multiple images for each person. In our DDLM, images are linearly expressed by the dictionary, so DL requires more than one image for each person in the gallery set. Considering that, the modality of SvsS was unfit for our method, so we only used MvsS and MvsM in our experiments.
Each image is processed in the RGB space, resized to the same size (30 × 75 pixels), and represented as a vector with the dimensions 3 × 30 × 75 = 6750. We randomly choose N images from each individual as the training sets (the total number of images in a training set is N × n), and the remaining images are used for the testing set. The parameter N is different in different datasets because each person has different images. We follow the usually chosen N in the public references, and show them in the last column of Table 1 .
There are seven supper-parameters in DDLM including λ 1 , λ 2 , a, b, c, d , and the maximum number of iterations I . We set the regularization parameters λ 1 = λ 2 = 1. Our results show that most of the models converged at 40 iterations, so we set I = 40.
We use a new expression to denote the piecewise points in the experiments. Suppose x max and x min are the maximum value and minimum value in the dictionary respectively, and then r = x max − x min is the length of the whole dictionary interval. We use θr to denote the piecewise point in Eq. 5, e.g., 0.5r denotes the midpoint of the dictionary interval.
To evaluate the performances of the different transformations with different piecewise points, we followed the Uniform Design Experimentation [50] to conduct a series of experiments (MvsM N = 3) on the CAVIAR4REID dataset, which is shown in Table 2 . According to these results, we select the best result and set a = 0.4r, b = 0.6r, c = 0.2r and d = 0.8r in all experiments. All of the experiments are repeated 10 times, and the training data are randomly chosen in each repetition. We calculate the average results and compare them with the state-of-the-art methods. Table 3 shows the top 1, 5, 10 and 20 accuracies of the baseline and our DDLM on CAVIAR4REID and i-LIDS. It is apparent that our DDLM outperforms the baseline, which indicates that the piecewise linear transformation is effective in the DL. Table 4 only shows the top 1 accuracy on ETHZs because the results are very close to 100%. The results of DDLM are comparable to the baseline, which means that the transform has no negative effect when the accuracy is high.
C. COMPARE WITH THE BASELINE

D. COMPARE WITH THE RELATED STATE-OF-THE-ART METHODS
We compared our method with 12 sparse coding state-of-theart approaches, including HPE [53] , AHPE [18] , PLS [55] , SDALF [1] , CPS [47] , NSC [51] , RWSC [52] , MRCG [54] , KISSME [56] , EIML [22] , RPLM [57] and RSR [51] . Fig. 4 reports the CMC curves of our DDLM and the related state-of-the-art methods on CAVIAR4REID, and Table 5 shows the top 1, 5, 10 and 20 accuracies. These results show VOLUME 7, 2019 that our method outperforms other competing methods by 17.1% and 4.6% for MvsM (N = 3) and MvsM (N = 5) at rank-1 accuracy, respectively. For MvsS, only RWSC reported the result on CAVIAR4REID. Our method achieved 73.5% (N = 3) and 80.1%(N = 5) at rank-1.
1) PERFORMANCE ON THE CAVIAR4REID DATASET
2) PERFORMANCE ON THE i-LIDS DATASET
On the i-LIDS dataset, we improve the state-of-the-art at rank-1 by 5.5% for MvsM and by 4% for MvsS, which are reported in Fig. 5 . We also summarize the performance comparison in Table 6 . As is shown, our method achieved 85.8% (MvsM) and 83% (MvsS) at top 1 rank.
3) PERFORMANCE ON THE ETHZ DATASETS
We compared our proposed DDLM method with the state-ofthe-art methods in Table 7 . Our method outperforms other methods on ETHZ1 and ETHZ3. On ETHZ2, our DDLM exceeds 95% at rank-1, which is comparative with respect of the state-of-the-art methods.
V. CONCLUSION
In this paper, we proposed a discriminative dictionary learning model for ReID. We conducted probability statistics of the training set to divide the data into two categories, which identified the different contributions to the representation ability. A piecewise linear function is introduced to transform the representation space of the dictionary in the training process. With the dictionary transformation, the learned dictionary enhanced the high-contribution space, whereas it downgraded the low-contribution one. Thus the discrimination of the dictionary was increased. The experimental results on three public datasets demonstrate the effectiveness of our model for ReID problems. 
