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Abstract
The algorithm herein presented is a modified version of the artificial fish swarm
algorithm for global optimization. The new ideas are focused on a set of move-
ments, closely related to the random, the searching and the leaping fish behaviors.
An extension to bound constrained problems is also presented. To assess the per-
formance of the new fish swarm intelligent algorithm, a set of seven benchmark
problems is used. A sensitivity analysis concerning some of the user defined pa-
rameters is presented.
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1 Introduction
In this paper, we consider the problem of finding a global solution of a nonlinear opti-
mization problem with bound constraints in the following form:
minimize f(x)
subject to x ∈ Ω, (1)
where f : Rn → R is a nonlinear function and Ω = {x ∈ Rn : l ≤ x ≤ u} is the feasible
region. The objective function f may possess many local minima in the set Ω since we
do not assume that f is convex. Many algorithms have been proposed to solve problem
(1), namely those based on swarm intelligence. Probably the most well-known are the
particle swarm optimization [2] and the artificial bee colony [1] algorithms. Recently, an
artificial life computing algorithm that simulates fish swarm behaviors was proposed and
applied in some engineering context with success [3, 4, 5, 6]. The fish swarm behaviors
inside water, may be summarized as below:
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i) random behavior - in general, fish looks at random for food and other companion;
ii) searching behavior - when the fish discovers a region with more food, it will go
directly and quickly to that region;
iii) swarming behavior - when swimming, fish will swarm naturally in order to avoid
danger;
iv) chasing behavior - when a fish in the swarm discovers food, the others will find
the food dangling after it;
v) leaping behavior - when fish stagnates in a region, a leap is required to look for
food in other regions.
In this paper, we present a new version of the artificial fish swarm algorithm, herein
denoted by Fish Swarm Intelligent (FSI) algorithm. Our modifications are focused on:
1. the extension to bound constrained problems meaning that any fish movement
will be maintained inside the bounds along the iterative process;
2. modified procedures to translate random, searching and leaping fish behaviors;
3. the introduction of a selective procedure;
4. different termination conditions.
This paper also contains sensitivity studies to clarify the effect of some user defined
parameters on the FSI algorithm. The parameters are: i) δ, that defines the size of the
visual scope of fish; ii) µδ, that defines the reduction factor of δ as iterations proceed;
and iii) θ, that gives the fraction of fish that defines the crowded situation inside the
visual scope of fish.
The paper is organized as follows. In Section 2 we briefly describe the main fish
behaviors that are present in the artificial fish swarm algorithm. Section 3 introduces the
new fish swarm intelligent algorithm and gives details concerning the pseudo-codes of the
new procedures. Section 4 contains several sets of results obtained when implementing
the new FSI algorithm with different values of the user defined parameters, as well as
some remarks.
2 The artificial fish swarm paradigm
We will use the words "fish" and "point" interchangeably throughout the paper. The
used notation is as follows: xi ∈ Rn denotes the ith point of a population; xbest is the
point that has the least objective function value and fbest is the corresponding function
value; xik ∈ R is the kth (k = 1, . . . , n) coordinate of the point xi of the population; m
is the number of points in the population; nfemax represents the maximum number of
function evaluations allowed; ε denotes the precision tolerance; δ > 0 is a fixed visual
parameter and θ ∈ (0, 1] is a fixed crowded parameter.
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The main issue of the artificial fish swarm algorithm is the visual scope of each fish.
The visual scope of each point xi is defined as the closed neighborhood of xi with ray
equal to a positive quantity called "visual". We use the l2 norm to define de distance
operator. Let Ivisuali be the set of indices of the points inside the visual scope of point
xi, where i /∈ Ivisuali and Ivisuali ⊂ {1, . . . ,m}, and let npivisual be the number of points
in its visual scope.
As far as point behaviors are concerned, three possible situations may occur:
• when npivisual = 0, the visual scope is empty, and the point xi, with no other points
in its neighborhood to follow, moves randomly searching for a better region;
• when the visual scope is crowded, the point has some difficulty in following any
particular point, and searches for a better region choosing randomly another point
(from the visual scope) and moves towards it;
• when the visual scope is not crowded, the point is able either to swarm moving
towards the central or to chase moving towards the best point.
The condition that decides when the visual scope of xi is not crowded is
npivisual
m
≤ θ, (2)
where the crowded parameter, θ, is defined as above. In this situation, point xi has the
ability to swarm or to chase. The algorithm simulates both movements and chooses the
best in the sense that a better function value is obtained.
The swarming behavior is characterized by a movement towards the central of the
points in the visual scope of xi. The central point is then defined by
ci =
∑
j∈Ivisuali x
j
npivisual
. (3)
The swarming movement is activated only if the central point has a better function
value when compared with f(xi). Otherwise, the point xi randomly chooses a point
inside the visual scope and moves towards it if it has a better function value. This is
the searching behavior.
The chasing behavior is carried out when the minimum function value inside the
visual scope of xi satisfies
f(xmin) ≡ min{f(xj) : j ∈ Ivisuali} < f(xi) (4)
where "min" denotes the index of the point with the least function value. If condition
(4) is not satisfied then the algorithm activates the searching behavior. We refer to [6]
for some details.
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3 Our fish swarm intelligent algorithm
Here we present the general scheme of our FSI algorithm. The main procedures of this
algorithm are Initialize, Random, Search, Swarm, Chase, Select and Leap, see Algo-
rithm 1. Details concerning these procedures are presented below.
3.1 Initialization
The initial population of m points is randomly generated in the set Ω. Each point xi
in the population is componentwise computed by
xik ← lk + λ(uk − lk), for k = 1, . . . , n
where λ is assumed to be uniformly distributed between 0 and 1 (λ ∼ U(0, 1)). The
best and worst function values found in the population are identified:
fbest = min
{
f(xi) : i ∈ {1, . . . ,m}} fworst = max{f(xi) : i ∈ {1, . . . ,m}} .
3.2 The "visual"
To define the visual scope, a fixed "visual" value for all the population depending on
the bound constraints of the problem is assumed:
"visual" = δ max
k∈{1,...,n}
(uk − lk) (5)
where δ is the positive visual parameter. In general, this parameter is maintained fixed
over the iterative process. However, experiments show that a slow reduction accelerates
the convergence to the solution. This will be further discussed in Section 4.
3.3 Random behavior
A point of the population moves randomly when the visual scope is empty. Furthermore,
when the visual scope is crowded and the randomly selected point is not better than xi,
then the random behavior is also activated. Details of our interpretation of a random
behavior is shown in the Algorithm 2.
3.4 Swarming, chasing and searching behaviors
The swarming, chasing and searching behaviors can be seen as local behaviors. When
the visual scope is crowded, see the condition in (2), the algorithm activates the searching
behavior and randomly selects a point inside the visual scope, i.e., an index, denoted
"rand", from the set Ivisuali is randomly selected and the point xi is moved towards it
if the condition f(xrand) < f(xi) holds. The direction of movement is then defined as
di = xrand − xi.
When the visual scope is not crowded, the algorithm activates two behaviors for
xi. One is the movement towards the central point of the visual scope, ci, computed as
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Algorithm 1 fish swarm intelligent algorithm
Input: m, l, u, nfemax, ε, δ, µδ, θ, η
iteration ← 1; τ ← 1
(x1, . . . , xm) ← Initialize()
while termination criteria are not satisfied do
for i = 1, . . . ,m do
Compute the "visual"
if visual scope is empty then
yi ← Random(xi)
else
if visual scope is crowded then
yi ← Search(xi)
else
if central point is better than xi then
yi1 ← Swarm(xi)
else
yi1 ← Search(xi)
end if
if best function value is better than f(xi) then
yi2 ← Chase(xi)
else
yi2 ← Search(xi)
end if
yi ← argmin{f(yi1), f(yi2)}
end if
end if
end for
for i = 1, . . . ,m do
xi ← Select(xi, yi)
end for
if iteration > τm then
if "stagnation" occurs then
Randomly choose a point xl
yl ← Leap(xl)
end if
τ ← τ + 1
δ = µδδ
end if
iteration ← iteration + 1
end while
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Algorithm 2 Random
input: xi, l, u, "visual"
for k = 1, . . . , n do
λ1 ∼ U [0, 1]; λ2 ∼ U [0, 1]
if λ1 > 0.5 then
if uk − xik > "visual" then
yk = xik + λ2 "visual"
else
yk = xik + λ2(uk − xik)
end if
else
if xik − lk > "visual" then
yk = xik − λ2 "visual"
else
yk = xik − λ2(xik − lk)
end if
end if
end for
shown in (3). Thus, the direction of movement is defined by di = ci − xi and the new
point position is called the trial point yi. This is the swarming behavior.
The other, called the chasing behavior, considers a movement towards the point that
has the least function value, herein denoted by xmin. The direction used to compute
the new trial point is di = xmin − xi.
We recall that both swarming and chasing behaviors are carried out only if ci, in
one case, and xmin, in the other, have smaller function values than xi. Otherwise, a
searching behavior is assumed, as described above.
The movement towards any particular point, i.e., along any particular direction,
is carried out component by component and takes into account the allowed movement
towards the upper bound uk and lower bound lk of the set Ω. Furthermore, the direction
of movement is normalized so that we can maintain feasibility. Algorithm 3 describes
the details of our implementation of a movement along a particular direction di.
3.5 Selective procedure
To decide whether or not the previous selected trial point yi should become the new ith
point position, the greedy criterion is used:
xi =
{
yi if f(yi) < f(xi)
xi otherwise .
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Algorithm 3 (Movement along a particular direction)
input: xi, l, u, di
λ ∼ U [0, 1]
for k = 1, . . . , n do
if dik > 0 then
yik ← xik + λ
dik
‖di‖(uk − x
i
k)
else
yik ← xik + λ
dik
‖di‖(x
i
k − lk)
end if
end for
3.6 Leaping behavior
When the best objective function value in the population does not change for a cer-
tain number of iterations, the algorithm may fall into a local minimum. This is herein
denoted by "stagnation". The other points of the population will in the subsequent iter-
ations eventually converge to that local minimum. To be able to leap out the local and
try to converge to the global minimum, the algorithm implements a leaping behavior.
Thus, when "stagnation" occurs, i.e., when∣∣∣f (iteration+m)best − f (iteration)best ∣∣∣ ≤ η
holds, for a small positive tolerance η, during every m iterations, the leaping behavior
randomly selects a point from the population and carries out a random move inside
the set Ω. The Algorithm 4 describes the pseudo-code of this leap procedure. In the
algorithm, the notation rand ∼ U{1, . . . ,m} means a random selection of an integer
from the set {1, . . . ,m}.
Algorithm 4 (Leaping behavior)
input: x, l, u
rand ∼ U{1, . . . ,m}
for k = 1, . . . , n do
λ1 ∼ U [0, 1]; λ2 ∼ U [0, 1]
if λ1 > 0.5 then
yk = xrandk + λ2 (uk − xrandk )
else
yk = xrandk − λ2 (xrandk − lk)
end if
end for
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Table 1: Benchmark problems
f(x) [l, u]
Eason Feton 0.1(12 + x21 + (1 + x22)/(x21) + (x21x22 + 100)/(x1x2)4) [0, 10]
f(x∗) = 1.74
Goldstein Price I (1 + (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22))
(30 + (20x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)) [−5, 5]
f(x∗) = 3
Goldstein Price II exp(0.5(x21 + x22 − 25)2) + (sin(4x1 − 3x2)4 + 0.5(2x1 + x2 − 10)2 [−5, 5]
f(x∗) = 1
Powell Quartic (x1 + 10x2)2 + 5(x3 − x4)2 + (x2 − 2x3)4 + 10(x1 − x4)4 [−5, 5]
f(x∗) = 0
Rosenbrock 100(x2 − x21)2 + (1− x1)2 [−10, 10]
f(x∗) = 0
Six-Hump Camelback 4x21 − 2.1x41 + (1/3)x61 + x1x2 − 4x22 + 4x42 [−10, 10]
f(x∗) = −1.0316285
Wood 100(x2 − x21)2 + (1− x1)2 + 90(x4 − x23)2 + (1− x3)2
+10.1((x2 − 1)2 + (x4 − 1)2) + 19.8(x2 − 1)(x4 − 1) [−5, 5]
f(x∗) = 0
3.7 Termination criteria
The algorithm is terminated when one of the following conditions is verified:
nfe > nfemax or |fworst − fbest| < ε
where nfe represents the number of objective function evaluations, nfemax is the max-
imum function evaluations allowed and ε is a small positive tolerance.
4 Numerical experiments and remarks
To assess the performance of the herein proposed FSI algorithm, a set of seven well-
known benchmark problems is solved. Table 1 describes the objective function, the
bounds and the optimum global solution, f(x∗), of each problem. Problems Powell
Quartic, Rosenbrock and Wood are unimodal yet difficult to solve. Problems Eason
Feton, Goldstein Price I and II and Six-Hump Camelback have several local minima
and at least one global minimum. Unless specified otherwise, we run each problem 10
times, each starting from a random population with a different seed. In our study,
the number of points in the population depends on n, m = 10n. Some of the fixed
parameters are as follows: nfemax = 250000, ε = 10−4, η = 10−8. Here we carry out a
sensitivity study for the user defined parameters, δ, µδ and θ.
4.1 Study of the visual parameter
To clarify the effect of the visual parameter δ, as well as of its reduction factor µδ on the
FSI algorithm, we combine three values of δ, namely 0.1, 1 and 10, with two values of
the reduction factor µδ, 0.9 and 1, and solved the seven problems. Figure 1 shows eight
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Figure 1: Combination of δ and µδ
plots. Each of the first seven illustrates the best function value, the average function
value and the worst function value obtained after the 10 runs, for the six cases under
analysis: 0.1_0.9 (means that δ = 0.1 and µδ = 0.9), 0.1_1, 1_0.9, 1_1, 10_0.9,
10_1. The frequency for the reduction of the parameter δ is every m iterations (see
Algorithm 1). The last plot shows the average number of iterations obtained for each
problem and each case. Clearly, the cases δ = 1 with µδ = 0.9 and δ = 10 with µδ = 0.9
lead to excellent solution consistency. In general, they also require less iterations to
reach the solution.
4.2 Study of the crowded parameter
Here, we combine three values of δ, namely 0.1, 1 and 10, with two values of θ: 0.8 and
1. The value of µδ was maintained fixed as 0.9. Figure 2 presents seven plots with the
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Figure 2: Combination of δ and θ with fixed µδ = 0.9
best function value, the average function value and the worst function value obtained
after 10 runs, for the seven problems. We also include a plot with the average number
of iterations needed to obtain the required solutions. The results in Figure 2 reveal that
the consistency of solution is higher when θ = 1 for some problems and when θ = 0.8
for others. However, we may conclude that a reduction in the number of iterations is
obtained in general when θ = 1, with either δ = 1 or δ = 10.
4.3 Other experiments
Here, we aim to analyze for a multimodal and a unimodal problem - Eason Featon and
Rosenbrock - the effect of four different values of µδ (1, 0.9, 0.75 and 0.5) on the perfor-
mance of FSI algorithm. During these experiments, δ = 1 and θ = 0.8 were maintained
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Table 2: Varying µδ using Eason Feton and Rosenbrock problems
µδ Eason Feton Rosenbrock
1 fbest 1.74415459454447 0.00006440796
st. dev. 6.11E-04 6.14E-01
nitavg 11614.4 12469.7
0.9 fbest 1.74415200564826 0.000411363208
st. dev. 9.56E-07 3.90E-02
nitavg 1684.6 11071.6
0.75 fbest 1.74415200558774 0.00000419432
st. dev. 5.39E-08 2.24E-02
nitavg 11836.5 11890.2
0.5 fbest 1.74415200678487 0.00000014653
st. dev. 3.71E-05 1.60E-01
nitavg 12269.3 12244.9
Table 3: Different number of runs using Rosenbrock problem
n. runs fbest favg st. dev. nitavg
10 4.53367E-10 0.006593637 0.017593903 10909.6
30 1.35889E-07 0.011951147 0.038283346 10825.3
60 4.15225E-10 0.022956439 0.063798974 10822.3
100 1.26777E-10 0.017333358 0.046922262 10779.3
fixed. It seems from the results reported in Table 2 that a moderate reduction in the
visual parameter (µδ set to 0.9 or to 0.75) improves solution consistency, measured by
the standard deviation of the function values, "st. dev." in the table, without increas-
ing the computational cost, measured by the average number of iterations, nitavg in the
table.
Table 3 lists the results of applying the FSI algorithm to the Rosenbrock prob-
lem, using four different values of the parameter number of runs, "n. runs". In these
experiments, we used: δ = 10, µδ = 0.9 and θ = 0.8. All runs were stopped with
nfemax = 250000. The table reports the fbest, the average of the best function values
obtained after the specified "n. runs", favg, "st. dev." and nitavg. The performance of
the algorithm does not seem to be affected by the number of runs.
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