Abstract. A century ago, Camille Jordan proved that the complex general linear group GL n (C) has the Jordan property: there is a Jordan constant C n such that every finite subgroup H ≤ GL n (C) has an abelian subgroup H 1 of index [H :
Introduction
We work over an algebraically closed field k of characteristic zero unless explicitly Equivalently, we may even require H 1 to be normal in H, though we will not require so in this paper. Indeed, consider the action of H on H/H 1 by left multiplication. This yields a homomorphism of H to the symmetric group on r letters. The kernel of this homomorphism is a normal subgroup H 2 of H, of index dividing r!, and contained in H For projective surfaces X, Question 1.1 has been affirmatively answered by V. L. Popov (except when X is birational to E × P 1 with E an elliptic curve), and Y. G. Zarhin (the remaining case); see [16] , [21] , and the references therein. In higher dimensions, Y. Prokhorov and C. Shramov [17, Theorem 1.8] proved the Jordan property for the birational automorphism group Bir(X), assuming either X is non-uniruled, or X has vanishing irregularity and the Borisov-Alexeev-Borisov conjecture about the boundedness of terminal Fano varieties which has just been affirmatively confirmed by C. Birkar As in [17, Lemma 2.8] , the Jordan property of a group G is related to the bounded rank property of finite abelian subgroups of G: there exists a constant C such that every finite abelian subgroup H of G is generated by C elements. Denote by Rk f (G) the smallest constant of such C, see Definition 2.2 for details. Similarly we may define the uniformly bounded rank property of finite abelian subgroups for a family of groups.
Now we state our main results which positively answer the above questions. We also use the effective (and optimal) upper bound in M. Brion [5, Proposition 3.2] for the dimension of the anti-affine part of Aut 0 (X), see Lemma 3.12.
Our last main result below is an immediate consequence of Theorem 1.3 and Lemma 2.5. We refer to [11] for related results.
Preliminary results
2.1. In this paper, e G or just e denotes the identity element for a group G. We denote by Z(G) the centre of G. For a (not necessarily linear) algebraic group G, we use G 0 to denote the neutral component of G. For a projective variety X, NS(X) denotes the Néron-Severi group, and NS Q (X) := NS(X) ⊗ Z Q.
Definition 2.2. Given a group G, we introduce the following constants:
where Rk f (A) is the minimal number of generators of a finite abelian group A. We define
Similarly we may define these constants for a family of groups.
The easy observations below are frequently used.
Lemma 2.3. Consider the exact sequence of groups
Proof. (1)- (5) are clear. For (6), we refer to the proof of [17, Lemma 2.8].
Lemma 2.4. Below are some important constants. (1) (Jordan) Every general linear group GL n (k) is a Jordan group. Hence every linear algebraic group is a Jordan group. Denote C n := J(GL n (k)). It is known that
Theorem 36.14, p. 258-262]).
(2) (Minkowski) Bd(GL n (K)) < ∞ for any field K which is finitely generated over Q.
The bound depends on n and [K : Q] (cf. [19, Theorem 5, and §4.3]).
(3) Rk f (T ) = dim T , when T is an algebraic torus.
4 Proposition] and use (3)).
(5) Rk f (A) = 2 dim A, when A is an abelian variety.
For any projective variety X and its normalization X ′ , Aut(X) lifts to X ′ . So we may assume X is normal in Theorem 1.6. Then, the following lemma and Theorem 1.4 will imply Theorem 1.6. Lemma 2.5. Let X be a normal projective variety. Then there exists a constant ℓ (depending on X), such that for any finite subgroup G ≤ Aut(X), we have
Proof. Take an Aut(X)-(and hence G-) equivariant projective resolution π :
where K is the kernel of the representation. Note that G| NS Q (X ′ ) ≤ GL m (Q), where
is the Picard number of X ′ . So by Lemma 2.4(2), there is a constant
with its π-image.
The lemma follows by setting ℓ = ℓ 1 · ℓ 2 .
Remark 2.6. Alternatively, one may show directly the following statement without taking resolution: let X be a projective variety, L an ample line bundle on X, and
has finitely many components. To see this, we identify Aut(X) with an open subscheme of the Hilbert scheme Hilb(X × X), by associating with each automorphism f its graph
is an ample line bundle on X × X, and its pull-back to Γ f (identified with X) is L ⊗ f * (L), which is numerically equivalent to
Replacing L with a positive multiple, we may thus assume
Hilb P (X ×X). Note that Hilb P (X ×X) is a projective scheme by [12, Chapter I, Theorem
is a quasi-projective scheme which yields the assertion. So Lemma 2.5 works for non-normal X.
We need a few more results from algebraic group theory. The proofs are easy but we
give proofs here for the convenience of the reader.
Lemma 2.7. Let p :S → S be an isogeny between two semisimple linear algebraic groups. Then |Z(S)| ≤ |Z(S)|.
Lemma 2.8. Let G be a connected almost simple linear algebraic group. Then we have:
where the rank Rank G of G equals dim T of a (and every) maximal algebraic torus T contained in G.
Proof. There is an isogeny p :G → G such thatG is simply connected and almost simple.
By Lemma 2.7 and replacing G byG, we may assume further that G is simply connected.
Up to isomorphism, there is a 1-1 correspondence between simply connected almost simple linear algebraic groups G and the Dynkin diagrams given in the following table, which also shows their centres and ranks. The lemma follows from the table.
Lemma 2.9. Let S be a connected semisimple linear algebraic group of dimension n.
be the minimal closed connected normal subgroups of positive dimension. (We set m := 0 when S is trivial.) The natural product map gives an isogeny m i=1 S i → S, with kernel contained in the centre of the domain of the map. By Lemmas 2.7 and 2.8, we have
Remark 2.10. It is well known that, up to isomorphism, there are only finitely many ndimensional semisimple linear algebraic groups. Thus there is a function N(n), such that every connected semisimple linear algebraic group of dimension ≤ n can be embedded into GL N(n) (k). Denote by S(n) the supremum of Jordan constants for all connected semisimple linear algebraic groups of dimension ≤ n. Clearly S(n) ≤ C N(n) .
Proof of Theorems
In this section, we will prove Theorems 3.9 and 3.13 which are the precise versions of Theorems 1.3 and 1.4. The Jordan constant and the uniformly bounded rank in these theorems could be made more optimal at the expense of more complicated expressions, but they have not been done by us.
3.1. Here we give some notations and facts first.
(1) Let G be a group. G (1) = (G, G) denotes the commutator subgroup of G.
(2) Let G be a connected algebraic group. We use the conventions and facts as in [3, §1] (see also [18] ). G aff and G ant denote respectively the affine part and antiaffine part of G, both being connected and normal in G. We have the Rosenlicht decomposition:
is an abelian variety (the albanese variety of G), and G/G ant ∼ = G aff /(G aff ∩ G ant ) is the largest affine quotient group of G.
(3) Let G be a connected algebraic group. Denote by R u (G) the unipotent radical of G aff and G r a Levi subgroup of G aff so that we have (cf. [15] ):
Levi subgroups of G aff are all R u (G)-conjugate to each other, and G r is one of them which we fix.
(4) Let G be a connected reductive linear algebraic group. Then
where R(G) is the solvable radical of G (an algebraic torus now), R(G) = Z(G) 0 , and G (1) is semisimple and connected, see [10, §19] . Proof. The product map gives an isogeny
there is an isogeny
with S i connected and almost simple. Hence we have an isogeny
Take a maximal torus T i of S i and note that Z(G) 0 is an algebraic torus. Then
Lemma 3.3. Let G be a connected reductive linear algebraic group with dim G ≤ n. Then Rk f (G) ≤ n + N(n).
Proof. We refer to Lemma 2.3 (5) to give a proof by reduction. Consider the exact
is semisimple connected and of dimension ≤ dim G ≤ n. By Remark 2.10,
Combining the above two inequalities about ranks, we get the lemma, via the above display ( * ).
Lemma 3.4. Let G be a connected reductive linear algebraic group with dim G (1) ≤ n.
Proof. The product map gives an isogeny Z(G) 0 × G (1) → G. Thus Lemma 2.3 (2) and the commutativity of Z(G) 0 imply (cf. Remark 2.10):
Corollary 3.5. Let G be a connected linear algebraic group with dim(G r ) (1) ≤ n. Then J(G/N) ≤ S(n) for any closed normal subgroup N of G.
Proof. First consider the exact sequence
where R u (G) is the unipotent radical of G. Since Bd(R u (G)) = 1, by Lemmas 2.3 (3)
Hence J(G/N) ≤ S(n) also holds. Below is our key lemma. The proof crucially utilizes the Rosenlicht decomposition
Lemma 3.7. Let G be a connected algebraic group with dim(G r ) (1) ≤ n and let H ≤ G be a finite subgroup. Then there exists a subgroup H 1 ≤ H such that the index [H :
1 ≤ Z(G) and |H
Proof. Consider the natural homomorphism
Since G/G aff is abelian and by Corollary 3.5, we have:
So there exists a subgroup H 1 ≤ H such that the index [H : 
The surjective group homomorphism p is the restriction of the group homomorphism G aff ։ G r to (G aff ) (1) ,
1 is finite (cf. 3.1 (6)). So i is injective. Since ϕ(H 1 ) is abelian, we have H 
≤ n, and by Lemma 2.9.
Lemma 3.8. Let G be a connected algebraic group with dim G r ≤ n and dim G ant ≤ m. Then for any finite subgroup H with
Proof. We refer to Lemma 2.3 (5) to give a proof by reduction. First, as in the diagram in Lemma 3.7, we have
Note that for any x, y ∈ H, we can write xyx −1 y −1 = ur, for some u ∈ R u (G) and r ∈ G r . Since ur ∈ Z(G), we have (ur) 2 = u(ur)r = u 2 r 2 , and inductively (ur) t = u t r t which equals e G for some t ∈ Z >0 . Hence u t = r −t ∈ G r ∩ R u (G) = {e G }, and then u = e G (cf. 3.1 (6)). Thus xyx
Now consider the exact sequence
where G/G aff is an abelian variety. By Lemma 2.3(5), we have
this is also a connected reductive group with dim G r /H (1) = dim G r ≤ n. By Lemma 3.3,
. Now the lemma follows from the above display ( * ) and the two inequalities about ranks we just obtained.
The theorem below is the precise version of Theorem 1.3.
Theorem 3.9. Let G be a connected algebraic group of dimension n. Then we have:
where S(n), N(n) are defined in Remark 2.10. 
is a finite abelian subgroup of a connected algebraic group of dimension n. By Lemma 3.8, Rk f (H 1 /H (1) 1 ) ≤ 3n + N(n). Applying Lemma 2.3 (6) to
we can find an abelian subgroup A ≤ H 1 with [
As we discussed in Remark 1.5, before giving the proof for Theorem 1.4, we need the following result which is proved in [8, §1, Proposition 7(b)].
Lemma 3.10. Let T be an algebraic torus acting faithfully on a projective variety X. Then T acts generically freely on X: the stabilizer subgroup T x is trivial for general point
Lemma 3.11. Let G be a connected reductive linear algebraic group acting faithfully on a projective variety X with dim X = n. Then dim G ≤ 4n 2 .
Proof. Let T be a maximal torus of G. Then dim G ≤ 4(dim T ) 2 by Lemma 3.2. By Lemma 3.10, dim T ≤ n. So dim G ≤ 4n 2 .
We also need the following effective (and optimal) bound of [5, Proposition 3.2].
Lemma 3.12. Let G be an anti-affine algebraic group acting faithfully on a projective variety X. Then dim G ≤ 2 dim X.
The theorem below is the precise version of Theorem 1.4.
Theorem 3.13. Let X be a projective variety of dimension n. Then we have:
J(Aut 0 (X)) ≤ S(t) · (t t ) (4n+t+N(t))·t t , Rk f (Aut 0 (X)) ≤ 4n + t + N(t)
where t = 4n 2 and S(t), N(t) are defined in Remark 2.10.
Proof. Let G = Aut 0 (X) and G r a Levi subgroup of G aff . By Lemmas 3.11 and 3.12, dim G r ≤ t := 4n 2 and dim G ant ≤ 2n. Then we are done by the same argument in the proof of Theorem 3.9.
Corollary 3.14. Let X be a projective variety of dimension n and G a connected algebraic group contained in Bir(X). Setting t = 4n 2 , we have:
where S(t), N(t) are defined in Remark 2.10. So we may further assume that X 0 is quasi-projective. Then X 0 admits a G-equivariant embedding into the projectivization of a G-homogeneous vector bundle over an abelian variety by [2, Theorem 2] . In particular, X 0 admits an G-equivariant embedding into a projective G-variety Y . Let X ′ be the closure of X 0 in Y . Then X ′ is also a projective G-variety which is birational to X. So G ≤ Aut 0 (X ′ ) and dim X ′ = n. The result then follows from Theorem 3.13.
