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Abstract
This paper concerns a non-linear system of wave equations describing the motion in
space of an elastic string. We derive the equations, determine the equilibrium solutions
and, using the methods of quasilinear hyperbolic systems, prove that the natural initial,
boundary value problem has classical solutions existing in neighbourhoods of the
“stretched” equilibrium solutions. We then prove that the positions of the endpoints of
the string can be controlled in such a way that the string moves from an equilibrium in one
location to an equilibrium in another location.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
In [5] the author introduced a non-linear system of equations describing the
motion of an elastic string modelled as a parametrized curve in R3. This system
determines the evolution of the components of position vectors along the string,
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as functions of the parameter and time. The focus of this and subsequent work
culminating in Chapter 2 of [1] was on the control of strings and networks of
strings modelled by the linearised form of the equations near equilibria in which
the strings were “stretched.” Little was proved concerning the non-linear equa-
tion except for some remarks on the existence of equilibrium solutions (see [7]).
Nothing was proved concerning the time dependent equations and associated ini-
tial value problems. One main purpose of this paper is to provide existence and
uniqueness results using the theory of quasilinear hyperbolic systems. Particular
attention has to be paid to the boundary conditions.
The second main target of this paper is a controllability result for an elastic
string governed by the non-linear system. We prove that it is possible to move the
endpoints of a string in such a way that the string moves from a given “stretched”
equilibrium in one location to any specified “stretched” equilibrium at another
location. The idea is to move the string along a curve of equilibria, moving
in successive small steps from one equilibrium to another nearby equilibrium
until the target equilibrium is reached. This uses an open mapping theorem,
local controllability established by linearisation, a compactness argument and the
autonomous nature of the system. This approach was used by the author in [6] for
mechanical systems having a finite number of degrees of freedom. The strategy is
the same but the technical implementation is very different. Controllability of the
linearised system depends on an argument used by Littman in [4].
We end this introduction with some comments on notation. Vectors, or vector
valued functions, will be indicated in boldface. For a vector v in a Euclidean
space we let |v| denote the Euclidean length. We denote the Frechét derivative of
a function f with respect to a scalar or vector argument ξ by Dξ . We shall also
often write fs for the partial derivative of f with respect to a scalar variable s and
f ′ for the derivative of f with respect to its complete argument.
We let Cn([0,L];W) denote the space of n times continuously differentiable
functions f(x) from the interval [0,L] to an open subset W of a Euclidean space
with corresponding norms
‖f‖0 = ‖f‖ = sup
x∈[0,L]
∣∣f(x)∣∣, ‖f‖n =max{‖f‖,‖fx‖, . . . ,∥∥Dnx f∥∥}.
Similar notation will be used for spaces of functions of variables (x, t) ∈ [0,L]×
[0, T ] or of t ∈ [0, T ] and the associated norms.
2. The model
We consider the motion in R3 of a single segment of elastic string. Letting the
“natural” length of that segment be L, we consider the string as parameterized
by the rest arc length x with x ∈ [0,L]. The position at time t of the point
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corresponding to the parameter x will be denoted by the vector R(x, t). Let ρ
be the constant density of the string. Then the kinetic energy at time t is given by
K(R(· , t))= 1
2
L∫
0
ρ
∣∣Rt (x, t)∣∣2 dx. (1)
We shall assume that the potential energy is of the form
V(R(· , t))=
L∫
0
[
V
(∣∣Rx(x, t)∣∣)+ ρgR · e]dx, (2)
where
• V : I →R is a twice continuously differentiable, convex function defined on
an open subinterval I = (a, b) of the positive real axis, with b > 1, satisfying
V ′′(s) > 0 and V (1) = V ′(1)= 0 in case 1 ∈ I , or V (s) > 0 and V ′(s) > 0
otherwise;
• e is the vertical unit vector and g is the gravitational constant.
Remark 1. The two terms in the potential energy correspond to potential energy
due respectively to extension or compression, as measured by |Rx(x)|, and
to gravity. The generic hypotheses on V are quite broad and in the nature
of minimum physically plausible assumptions. If 1 ∈ I then at points where
|Rx(x)| = 1 there is neither compression nor extension and hence there should
be no contribution to the first term in the potential energy while at points where
there is compression or extension there is a positive contribution. This leads to
the condition that V (s) takes minimum value 0 at 1. Certainly the potential
energy should increase with increasing extension (|Rx(x)| > 1 and increasing)
or compression (|Rx(x)|< 1 and decreasing). The convexity assumption seems
appropriate at least over a small interval of values of |Rx(x)|. When one linearises
about “stretched” equilibria the linearised equations decouple into wave equations
(see Eq. (41)). For an explicit special case see Remark 3.
Remark 2. While the function V may extend naturally to a bigger domain
the interval I can be regarded as the domain for which the potential energy is
physically realistic.
Definition 1. The string is respectively stretched, limp or compressed at x de-
pending on whether |Rx(x)|> 1, = 1 or < 1.
Physically one expects significantly different phenomena in these three sit-
uations and transitions between them are certainly complicated.
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We apply Hamilton’s principle to the Lagrangian functional defined for fixed
T > 0 by
L(R)=
T∫
0
L∫
0
[
1
2
ρ
∣∣Rt (x, t)∣∣2 − V (∣∣Rx(x, t)∣∣)− ρgR · e
]
dx dt. (3)
This requires L to be stationary at R. We specify the domain of L to consist of
those functions in
O= {R ∈C2([0,L] × [0, T ];R3):∣∣Rx(x, t)∣∣ ∈ I for all (x, t) ∈ [0,L] × [0, T ]}, (4)
which satisfy given initial conditions
R(· ,0)=R0 and Rt (· ,0)=R1, (5)
as well as boundary conditions
R(0, t)=U0(t), R(L, t)=UL(t) for t ∈ [0, T ]. (6)
Now one can consider a perturbation R(x, t) + λr(x, t), where r(x, t) ∈
C2([0,L] × [0, T ];R3) and has compact support in (0,L)× (0, T ). A necessary
condition for R to be stationary is
DλL(R+ λr)|λ=0
=
T∫
0
L∫
0
[
ρRt (x, t) · rt (x, t)− V ′
(|Rx |) Rx|Rx | (x, t) · rx(x, t)
− ρgr · e
]
dx dt = 0.
In the usual way one obtains the following non-linear partial differential equation:
ρRt t (x, t)=G
(
Rx(x, t)
)
x
− ρge (7)
with G :R3 →R3 defined by
G(v)= V ′(|v|) v|v| . (8)
Remark 3. In [5] and [1] the non-linear equation (8) was considered with the
particular choice of V (s) = h(s − 1)2/2 for s ∈ I = (0,∞). This leads to the
equation
ρRt t (x, t)= h
[
Rx − Rx|Rx |
]
x
(x, t)− ρge.
The physical applicability of this equation is questionable when |Rx | lies outside
some limited range, which could be incorporated by restricting the interval I
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appropriately. We note that in the papers cited above the emphasis was on the
equations obtained by linearisation about equilibria. The system of linearised
equations decouples into wave equations for the transversal and tangential dis-
placements of the string corresponding to different wave velocities.
3. On equilibrium solutions
We consider the stationary (time-independent) version of (7) and (6):[
G
(
Rx(x)
)]
x
= ρge with R(0)=U0, R(L)=UL. (9)
The equation implies that
G
(
Rx(x)
)=G(Rx(0))+ ρgxe =V+ ρgxe (V=G(Rx(0))). (10)
We need to solve this for Rx(x) and then integrate to get R(x).
This involves solving equations of the form
G(v)=m(|v|) v|v| =w, (11)
where m(s) = V ′(s) is a strictly increasing function of s ∈ I = (a, b). We
denote the range of m by J = (c, d) and its inverse function by m−1. We let
J+  J ∩ (0,∞) and J−  J ∩ (−∞,0). We note that 0 ∈ J if and only if 1 ∈ I .
Hence, if 1 ∈ I (as for the example mentioned in Remark 3), J− = (c,0) and
J+ = (0, d) where c < 0 < d , while if 1 /∈ I , J− = ∅ and J+ = J = (c, d) with
c 0.
If |w| ∈ J+, (11) has a unique solution with |v|> 1 given by
v=m−1(|w|) w|w| . (12)
In the case J− = ∅ and −|w| ∈ J−, (11) has a unique solution with |v|< 1 given
by
v=−m−1(−|w|) w|w| . (13)
If w= 0 ∈ J the solution set of (11) consists of all v with |v| = 1.
When |w| ∈ J+ and −|w−| ∈ J−, Eq. (11) has two solutions v± with |v+|> 1
and |v−| < 1. If neither |w| nor −|w| lies in J , (11) has no solution. In the case
1 /∈ J , (11) has a unique solution given by (12) if and only if |w| ∈ J . Necessarily
|v|> 1.
It follows from (10) that |Rx(x)| = 1 (the condition for the string to be limp
at x) can hold at only one point and only if V = −αρge with α ∈ [0,L]. For
other choices of V the right-hand side of (10) never vanishes and consequently
|Rx(x)| = 1 for x ∈ [0,L]. If we then require Rx(x) to be continuous the corre-
sponding equilibria are either everywhere stretched or everywhere compressed.
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Equation (10) has an everywhere stretched solution if and only if V satisfies
the admissibility condition
|V+ ρgxe| ∈ J+, for all x ∈ [0,L].
To visualize this condition note that {V+ ρgxe | x ∈ [0,L]} is a vertical segment
of length ρgL in R3 emanating from V. Letting J+ = (c˜, d), with c˜ = c or 0
depending on whether c  0 or not, we see that the admissibility condition is
satisfied if and only if that segment lies entirely between the spheres of radius c˜
and d . We let S+ denote the set of V’s for which this condition is satisfied. For
short enough strings, more specifically if ρgL <
√
d2 − c˜2, S+ is a non-empty,
open and connected subset of R3. We note that in R2 this same condition implies
that S+ is non-empty, but for connectedness we then need ρgL < d − c˜!
For V ∈ S+
Rx(x)=m−1
(|V+ ρgxe|) V+ ρgxe|V+ ρgxe|
and
R(x˜)=R(0)+
x˜∫
0
m−1
(|V+ ρgxe|) V+ ρgxe|V+ ρgxe| dx. (14)
One can set R(0)=U0 and then try to find V such that
UL = U0 +
L∫
0
m−1
(|V+ ρgxe|) V+ ρgxe|V+ ρgxe| dy.
This is solvable if and only if UL − U0 ∈ A+ where the admissible set A+ is
defined by
A+ 
{ L∫
0
m−1
(|V+ ρgxe|) V+ ρgxe|V+ ρgxe| dx: V ∈ S+
}
.
We now prove that A+ is open and connected. This set is in fact the range of the
continuous, indeed differentiable, map + :S+ →R3 defined by
+(V)=
L∫
0
m−1
(|V+ ρgxe|) V+ ρgxe|V+ ρgxe| dx.
Since S+ is connected so is A+. To show it is open it suffices to show that the
Frechét derivative of (V) is invertible at each V. We calculate first
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Dλ
{
m−1
(|V+ λv|) V+ λv|V+ λv|
}∣∣∣∣
λ=0
= [Dm−1(|V|)]V · v|V|2 V+ m
−1(|V|)
|V|
[
v− V · v|V|2 V
]
.
This linear transformation, which we shall denote by M+(V), has eigenvalues
Dm−1(|V|) and [m−1(|V|)/|V| corresponding respectively to the eigenspaces
spanned by V and its 2-dimensional orthogonal complement. These eigenvalues
are both positive and the operator is self-adjoint. So one then has
D+(V)v=
L∫
0
M+(V+ ρgxe)v dx.
That D+(V) is invertible follows since it is self-adjoint and D+(V)v · v > 0.
In case J− = ∅ one can also consider compressed equilibria, introducing sets
S− and A− and the function −(V) in the obvious way. A− is connected.
The only, but significant, difference lies in the appearance of the negative sign
in m−1(−|V 0 + ρgxe|). Computing M−(V) as before we now find a negative
eigenvalue−Dm−1(−|V|) and the repeated positive eigenvalue [m−1(−|V|)/|V|.
We have not been able to deduce the invertibility ofD−(V), and so cannot claim
that A− is open.
The integral term in (14) lies in the linear span of V and e, a vertical plane
except in the case when V is a non negative scalar multiple of e, in which case
the string is vertically aligned. When V and e are not linearly dependent one can
show that, for stretched equilibria, the string lies along a convex curve in the
vertical plane. To do this we first introduce the horizontal unit vector e⊥ aligned
with the component of V orthogonal to e. We then introduce z = R(x) · e and
ξ =R(x) · e⊥. Here ξ is an increasing function of x since
ξx =Rx · e⊥ =Rx(x)=m−1
(|V+ ρgxe|) V · e⊥|V+ ρgxe| > 0,
so that one can perform a change of variables from x to ξ . The convexity of the
curve is then established by verifying that zξξ > 0. In fact, a careful and lengthy
computation shows that
zξξ = ξxzxx − ξxxzx
ξ3x
= |Rx |
V ′(|Rx |)[Rx · e⊥]2 > 0.
We can easily analyse the situation V =−αρge with α ∈ [0,L], in which the
string is limp at one point. Then V + ρgxe = ρg(x − α)e and |V + ρgxe| =
|ρg(x − α)e|. Suppose |ρg(x − α)| ∈ J+ for x ∈ [0,L] \ {α}. Then we can solve
(10) to get
R(x)=
x∫
0
m−1
(
ρg|x − α|)χα(x)edx
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with χα(x)=−1 for x < α and = 1 for x > α. This is a curve which bends back
on itself with a “kink” (that is a discontinuity in the derivative) at x = α. If, in
particular, α = L/2 one has R(0) = R(L) describing the situation in which the
two ends of the string are held at the same point.
For later use we summarize what we have proved about stretched equilibria in
the following theorem:
Theorem 1. The stationary boundary value problem (9) has a stretched solution
if and only if UL−U0 belongs to the setA+ which is a non-empty, connected and
open subset of R3 if ρgL <√d2 − c˜2. The solution has the representation (14) in
terms of a vector V ∈ S+. Moreover, in this stretched equilibrium state the string
lies entirely along a vertical line or never has a vertical tangent direction.
Remark 4. It is physically natural to require the length of the string to be short
enough to satisfy certain conditions. A long piece of “flimsy” string could sag
under its own weight to the extent that it is stretched beyond the range covered by
the dynamical law, with |Rx(x)| /∈ I for some range of x .
Remark 5. In the absence of gravity let s = |UL − U0|/L. Then, if s > 1 and
s ∈ I , there exists a unique stretched equilibrium
R(x)=U0 + sx U
L −U0
|UL −U0| .
If s < 1 and s ∈ I there exists a compressed equilibrium of the same form,
but there are also infinitely many limp equilibria given by curves of length l,
parametrised by arc length x , joining U0 to U1. The compressed equilibrium is
presumably highly unstable.
4. Existence of solutions near equilibria
We consider Eqs. (7) accompanied by initial conditions (5) and boundary
conditions (6).
One can only hope to find solutions R(x, t) in C2([0,L] × [O,T ];R3) if
U0(t) ∈ C2([0, T ];R3), UL(t) ∈ C2([0, T ];R3),
R0(x) ∈C2([0,L];R3), R1(x) ∈C1([0,L];R3),
and if these functions satisfy the following compatibility conditions:

U0(0)=R0(0), UL(0)=R0(L),
U0t (0)=R1(0), ULt (0)=R1(L),
U0t t (0)= ρ−1[G(R0x)]x |x=0, ULtt (0)= ρ−1[G(R0x)]x |x=L.
(15)
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Such data can be uniquely represented by taking initial data
R0 ×R1 ∈C2([0,L];R3)×C1([0,L];R3)
and boundary data
U0(t)= u0(t)+R0(0)+ tR1(0)+ t2/2ρ−1[G(R0x)]x∣∣x=0, (16)
UL(t)= uL(t)+R0(L)+ tR1(L)+ t2/2ρ−1[G(R0x)]x∣∣x=L, (17)
with u0 and uL in
C20
([0, T ];R3)= {u ∈ C2([0, T ];R3) | u(0)= ut (0)= ut t (0)= 0}.
We are left with the system

ρRt t (x, t)= [G(Rx(x, t))]x − ρge,
R(0, t)= u0(t)+R0(0)+ tR1(0)+ t2/2ρ−1[G(R0x)]x |x=0,
R(L, t)= uL(t)+R0(L)+ tR1(L)+ t2/2ρ−1[G(R0x)]x |x=L,
R(x,0)= R0(x), Rt (x,0)=R1(x),
(18)
required to hold for x ∈ [0,L] and t ∈ [0, T ].
We shall consider the existence of solutions to (18) near a given equilibrium
solution Re(x) and write these as R(x, t)= Re(x)+ r(x, t). Noting that Re does
not depend on t , the system (18) is equivalent to

ρrt t (x, t)= [G(Rex(x)+ rx(x, t))]x − ρge,
r(0, t)= u0(t)+ r0(0)+ tr1(0)+ t2/2ρ−1[G(Rex + r0x)]x |x=0,
r(L, t)= uL(t)+ r0(L)+ tr1(L)+ t2/2ρ−1[G(Rex + r0x)]x |x=L,
r(x,0)= r0(x), Rt (x,0)= r1(x),
(19)
where we have set r0 = R0 − Re and r1 = R1 − Ret = R1. In order to discuss
existence of solutions to the problem (19) we transform the system to an initial
boundary value problem for a first-order quasilinear hyperbolic system and then
apply essentially standard techniques to be outlined later. We introduce new
variables in the form of a vector valued function w = (w1,w2) = (rx, rt ) of x
and t . It is easily seen that the system of equations in (19), with ρ constant, can
now be rewritten as
wt + f(x,w)x =−(0, ge)
with
f(x,w)=−(w2, ρ−1G(Rex(x)+w1)).
This in turn can be rewritten in the form of a quasilinear system
wt +A(x,w)wx = g(x,w) (20)
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with
A(x,w)A(x,w1)−
(
0 I
ρ−1G′(Rex(x)+w1) 0
)
(21)
and
g(x,w) g(x,w1)
(
0, ρ−1G′
(
Rex(x)+w1
)
Rexx − ge
)
. (22)
We note that
g(x,0)= (0, ρ−1[G(Rex)x − ρge])= (0,0).
The associated initial conditions are simply
w(x,0)=w0(x) (r0x(x), r1(0)) ∈ C1([0,L];R3)×C1([0,L];R3). (23)
The boundary conditions take the form{
w2(0, t)= v0(t) u0t (t)+w02(0)+ tρ−1G(Rex +w01)|x=0,
w2(L, t)= vL(t) uLt (t)+w02(L)+ tρ−1G(Rex +w01)|x=L.
(24)
From the preceding arguments it follows that if r is a twice continuously
differentiable solution of (19), w is continuously differentiable and satisfies (20),
(23) and (24). Conversely, if w is a continuously differentiable solution of the
latter system, one can recover the solution r of (19). One has ∂xw2 = ∂tw1,
implying the existence of a twice differentiable r ∈ C2 with rx =w1 and rt =w2.
In fact, one can check that
r(x, t)= r0(x)+
t∫
0
w2(x, s) ds
then satisfies (19).
It now remains to prove the existence of a solution w to (20), (23) and (24).
We have to analyse the structure of the system and particularly of the boundary
conditions. Let P = P(x,w1) denote the matrix of the linear transformation
ρ−1G′(Rex(x)+w1). Starting from the definition (8), one finds
G′(V)v= V ′′(|V|)V · v|V|2 V+ V
′(|V|)
|V|
[
v− V · v|V|2 V
]
.
The linear transformation G′(V) therefore has eigenvalues V ′′(|V|) and V ′(|V|)/
|V| corresponding respectively to the eigenspaces spanned by V and its 2-dimen-
sional orthogonal complement. These eigenvalues are both positive if |V| > 1.
An orthonormal basis of eigenvectors of G′(V), depending smoothly on V in the
set theoretic complement of a specified one-dimensional subspace of R3, can be
chosen as
V
|V| ,
AV
|AV| ,
V
|V| ×
AV
|AV| ,
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where A is a fixed, invertible, skew-symmetric 3 × 3 matrix with the specified
subspace as nullspace and the third vector is obtained by taking the cross
product of the previous vectors. We restrict our attention to small perturbations
of stretched equilibria so that |Rex(x)| > 1 and by continuity |Rex(x)+ w1| > 1
for sufficiently small w1. If Re(x) does not correspond to the string in vertical
position, so that Rex(x) is never aligned with e we pick A to have the vertical
subspace spanned by e as nullspace. If, on the other hand, the equilibrium position
is vertical we choose A to have a subspace spanned by a vector orthogonal to e
as nullspace. In either case sufficiently small perturbations Re +w1 cannot lie in
the nullspace of A. Let Q(x,w1) denote the orthogonal matrix having the vectors
constructed above with V =Rex(x)+w1 as columns. Then the symmetric matrix
P(x,w1) can be diagonalized as
P(x,w1)=Q(x,w1)D(x,w1)Q(x,w1)t , (25)
where D is diagonal with positive diagonal entries
µ21 = ρ−1V ′′
(∣∣Rex(x)+w1∣∣), µ22 = µ23 = ρ−1V ′(|Rex(x)+w1|)|Rex(x)+w1| .
The following easily proved lemma on partitioned matrices describes the structure
of the system matrix A(x,w1).
Lemma 1. Let A be a 2n× 2n matrix partitioned into n× n matrices,
A=
(
0 I
P 0
)
, (26)
with P symmetric and positive definite, having eigenvalues µ21, . . . ,µ2n with each
µi > 0. Let D denote the n×n diagonal matrix having theµi ’s along the diagonal
and P = QD2Qt , where Q is orthogonal. Then the matrix A has eigenvalues
±µ1,±µ2, . . . ,±µn and is diagonalizable as
A= S
(
D 0
0 −D
)
S−1, (27)
with
S =
(
Q Q
QD −QD
)
, S−1 = 1
2
(
Qt D−1Qt
Qt −D−1Qt
)
.
Our system is now treated in an essentially standard way, with the basic ap-
proach described, for example, in Chapter V of Courant and Hilbert [2], although
our boundary conditions are not treated explicitly in that reference and need ad-
ditional attention. Letting S = S(x,w1) denote the matrix which diagonalises
A(x,w1), given by (21), as described in the lemma, we introduce new vari-
ables by setting y(x,w)= S−1(x,w1)w. It is easy to check that ∇wy(x,w)|w=0 =
S−1(x,0), which is invertible. Then one can apply the inverse mapping theorem
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to the map (x,w) → (x,y(x,w)) and conclude local invertibility in a neighbour-
hood of each (x˜,0) with local inverse (x,y) → (x,w(x,y)). A little compactness
argument lets one conclude that this inverse exists uniformly for x ∈ [0,L] with
w and y in certain neighbourhoods of 0. We shall sometimes, with a minor abuse
of notation, write y(x, t)= y(x,w(x, t)) and w(x, t)= w(x,y(x, t)). The rows of
S−1 are the left eigenvectors li (x,w1) ofA and the components of y are yi = li ·w.
If we left multiply the system (20) by li we get
li (x,w1) · ∂tw+ λi(x,w1)li · ∂xw= gi(x,w) li (x,w1) · g(x,w1), (28)
with λi = µi for i  3 and λi =−µi−3 for i > 3. For a given function w(x, t) let
Ci = Ci(w(· , ·);x, t) denote the characteristic curves defined parametrically by
(φi(x, t; s), s) where φi(x, t; s)= φ(s) is the solution to
dφ
ds
= λi
(
φ(s),wi
(
φ(s), s
))
, φ(t)= x.
Note that the characteristic curves have positive slope for i  3 and negative
slope for i > 3. The operation of differentiation along Ci will be denoted by
Di =D(w1) defined explicitly by
Dif (x, t) d
ds
f
(
φi(x, t; s), s)∣∣∣∣
s=t
= ∂tf (x, t)+ λi
(
x,w1(x, t)
)
∂xf (x, t).
Di clearly satisfies the product rule which, applied to Di li ·w, allows us to rewrite
(28) first as
Di(w1)
[
li (x,w) ·w= gi(x,w)
]− [Di(w1)li (x,w)] ·w
and then as
Di(w1)+ yi
[
Di(w1)li (x,w)
] · S(x,w)y= gi(x,w). (29)
In Chapter V of [2] an iteration procedure with a contraction map is used to prove
existence of solutions for initial value problems over sufficiently small time inter-
vals [0, δ]. The map w →F(w) is defined by freezing the given w(x, t) wherever
it occurs in (29), then solving the resulting linear system for y(x, t) and finally
setting F(w)(x, t) = w(x, y(x, t)). One verifies that this is a contraction for δ
sufficiently small. The linear system itself is solvable by iteration of a system of
integral equations obtained by integration along the characteristics, which for the
linear case do not depend on the solution! The process is very intricate but stan-
dard. The boundary conditions introduce additional complications and in [2] these
are only discussed for the linear case.
We shall rewrite the boundary conditions (24) in terms of y, before addressing
the existence question for the full initial boundary value problem.
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Corresponding to the partitioned structure of S we write y= (y+,y−) with{
y+ = 12 [Qt(x,w1)w1 +M(x,w1)w2],
y− = 12 [Qt(x,w1)w1 −M(x,w1)w2],
(30)
with M =D−1Qt . Then at x = 0, say,{
y+(0,w)+ y−(0,w)=Qt(0,w1)w1,
y+(0,w)− y−(0,w)=M(0,w1)w2.
Since
Dw1
[
Qt(0,w1)w1
]∣∣
w1=0 =Q
t(0,0),
it follows from the first of the previous identities and the implicit function theorem
that, at x = 0, w1 = φ(y+ − y−). Substituting this back into the second identity
we get at x = 0
(y+,y−,w2) y+ − y− −M
(
0,φ(y+ + y−)
)
w2 = 0.
Since
(0,0,0)= 0, Dy+(0,0,0)= I,
a second application of the implicit function theorem gives
y+ = g0(y−,w2)
with g0 a differentiable function defined near 0 × 0 and vanishing at that point.
A similar argument applies at x = L and so the boundary conditions (24) can be
rewritten as
y+(0, t)= g0
(
y−(0, t),v0(t)
)
, y−(L, t)= gL
(
y+(L, t),vL(t)
)
. (31)
These boundary conditions are precisely in the form for which existence of
solutions can be established. The key point is that at each lateral boundary, the
boundary values are prescribed for components corresponding to characteristics
entering the domain in terms of components arriving from within the domain,
along with the prescribed boundary value data.
To prove existence one has to refine the previously sketched iteration procedure
to include the boundary conditions which now have to be imposed on the linear
system occurring in the iteration. This can be done and one can show, using the
methods in [2], that for w0, u0t and uLt sufficiently small in the C1-norm and
for δ > 0 sufficiently small the contraction mapping principle yields a solution
w(x, t) ∈ C1([0,L]× [0, T ];R6). The solution depends continuously on the data.
In fact, it follows from the verifiable continuous differentiability of the map
w0 × u0t × uLt → w near 0 × 0 × 0 and from the fact that vanishing data leads
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to a vanishing solution that there exist constants c0 > 0 and cδ > 1 such that for
data satisfying
max
{∥∥w0∥∥1,∥∥u0t ∥∥1,∥∥uLt ∥∥1}< c0 (32)
there exists a unique solution to the problem (20), (23) and (24) which satisfies∥∥w(· , t)∥∥1  cδ[∥∥w0∥∥1 + ∥∥u0t ∥∥1 + ∥∥uLt ∥∥1] for 0 t  δ. (33)
We note that for given T > 0 with (n− 1)δ < T  nδ we can then replace c0 by
c−nδ c0 in (32) to get a solution defined on [0, T ] satisfying the estimate (33) with
cδ replaced by cT = cnδ .
Translating back to our original problem we have established the following
theorem.
Theorem 2. Let Re(x) be a given stretched equilibrium. For a specified value of
T > 0 there exist constants c0 and cT such that for initial data
R0(x) ∈C2([0,L];R3), R1(x) ∈C1([0,L];R3),
and boundary data
u0(t) ∈ C20
([0, T ];R3), uL(t) ∈C20([0, T ];R3),
satisfying
max
{∥∥R0 −Re∥∥2,∥∥R1∥∥1,∥∥u0∥∥2,∥∥uL∥∥2}< c0,
there exists a unique twice continuously differentiable solution R(x, t) to (18)
defined on [0,L] × [0, T ], depending continuously on the data and satisfying
‖R‖2  cT
[∥∥R0 −Re∥∥2 + ∥∥R1∥∥1 + ∥∥u0∥∥2 + ∥∥uL∥∥2].
5. Controllability
In this section we prove the following theorem concerning the controlled
motion of a string from one equilibrium at time 0 to another at time T .
Theorem 3. Given two stretched equilibrium solutions Re0(x) and R
e
1(x) of (7)
one can, for Tc sufficiently large, find control functions U0(t) and UL(t) such that
the following system has a solution on [0,L] × [0, Tc]:

ρRt t (x, t)= [G(Rx(x, t))]x − ρge,
R(0, t)=U0(t), R(L, t)=UL(t),
R(x,0)=Re0(x), Rt (x,0)= 0,
(34)
which also satisfies
R(x, Tc)=Re1(x), Rt (x, Tc)= 0. (35)
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Remark 6. Our proof unfortunately does not give any information on the time Tc
needed for the controlled motion.
The proof involves two main ideas:
• One first uses an open mapping theorem to show that for given T sufficiently
large one can move in time T from a specified equilibrium to equilibria which
are sufficiently close by.
• One then shows that one can exploit the autonomous nature of the equations
to move in a finite number of steps of time T from one equilibrium to another
along a (necessarily compact) curve linking the initial equilibrium to the
target equilibrium.
The first step of the proof depends on the following fact (to be found, for
example, in Deimling [3]). Let X and Y be Banach spaces and  :O → Y,
where O is an open subset of X, be Frechét differentiable. If ′(x0) : X → Y
is surjective, then there is an open neighbourhood of y0 =(x0) contained in the
image (O).
We start by specifying a value of T about which we shall say more later. Given
a stretched equilibrium Re(x), we invoke Theorem 2 to define the map
 :
{
u0 × uL ∈C20
([0, T ];R3)×C20([0,L];R3): ∥∥u0∥∥2,∥∥uL∥∥2 < c0}
→ C2([0,L];R3)×C1([0,L];R3) (36)
by setting

(
u0 × u1)=R(· , T )×Rt (· , T ), (37)
where R(x, t) is the solution of (18) with initial data R0 = Re and R1 = 0. We
note that (0× 0)=Re × 0.
We need to evaluate
′
(
u˜0 × u˜L)[u0 × uL]=Dλ(u˜0 × u˜L + λ[u0 × uL])∣∣λ=0. (38)
To do this we recall that we have already evaluated G′(V) and found it to be
a symmetric matrix with positive eigenvalues for |V| > 1 which is the case for
V = Rx with R close enough to Re. Let R˜ be the solution to (18) with boundary
data u˜0 × u˜L and initial data R0 =Re and R1 = 0. It is easy to check that
′
(
u˜0 × u˜L)[u0 × uL]= r(· , T )× rt (· , T ), (39)
where r(x, t) is the solution of the linear system

ρrt t (x, t)= [P(x, t)rx(x, t)]x,
r(0, t)= u0(t),
r(L, t)= uL(t),
r(x,0)= 0, rt (x,0)= 0,
(40)
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with
P(x, t)=G′(R˜x(x, t)).
Since R˜ depends continuously on u˜0 × u˜L,  is continuously Frechét differen-
tiable! We now verify that 1′(0× 0) is surjective. We have
′(0× 0)[u0 × uL]= r(·, T )× rt (· , T )
with r(x, t) satisfying the linear hyperbolic system (40) where now
P(x, t)= P(x)=G′(Rex(x)).
In the language of control theory surjectivity is just exact controllability, which
for a reversible system such as (40) is equivalent to null controllability.
Explicitly one has to show that, for specified T , given r0 ∈ C2([0,L];R3)
and r1 ∈ C1([0,L];R3), one can find u0 and uL in C20 ([0, T ];R3) such that the
solution to

ρrt t (x, t)= [P(x)rx(x, t)]x,
r(0, t)= u0(t)+ r0(0)+ tr1(0)+ t2/2ρ−1[P(x)r0x(x)]x |x=0,
r(L, t)= uL(t)+ r0(L)+ tr1(L)+ t2/2ρ−1[P(x)r0x(x)]x|x=L,
r(x,0)= r0(x), rt (x,0)= r1(x)
(41)
satisfies r(· , T )≡ 0 and rt (· , T )≡ 0.
This can be established by an argument using characteristics and the reversible
role of x and t succinctly described in Section 2 of Littman [4]. One has to require
T >
L∫
0
√
1/µ1(x)dx +
L∫
0
√
1/µ2(x)dx, (42)
where
µ1(x)= V ′′
(∣∣Re(x)∣∣) and µ2(x)= V ′(|Re(x))||Re(x)| (43)
are the eigenvalues of P(x).
In order to use Littman’s argument we first have to rewrite (41) as a first-order
system. As before, introduce w= (w1,w2)= (rx, rt ) leading to the system

ρwt +A(x)wx +B(x)w = 0,
w2(0, t)= u0t (t)+w01(0)+ tρ−1[P(x)w01(0)(x)]x|x=0,
w2(L, t)= uLt (t)+w01(L)+ tρ−1[P(x)w01(x)]x|x=L,
w(x,0)=w0(x)= (w01(x),w02(x))= (r0x(x), r1(x)),
(44)
with
A(x)=−
(
0 I
P (x) 0
)
and B(x)=−
(
0 0
Px(x) 0
)
. (45)
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Littman’s argument applies to such systems noting that the required regularity
of solutions and controls can be achieved if we
• extend A(x) smoothly to [−1,L + 1] in such a way that the suprema and
infima of the eigenvalues given by (43) do not change;
• choose δ ∈ (0,1) small enough that (42) continues to hold with the limits of
integration replaced by −δ and L+ δ;
• extend the continuously differentiable initial data to have compact support in
(−δ,L+ δ);
• control the extended initial data to 0 on (−δ,L+ δ)× (0, T ) using a suitable
homogeneous boundary conditions at −δ and control at L+ δ;1
• obtain the boundary controls at x = 0 and x = L by restriction of the
controlled solution of the extended problem to those two lines.
We shall need an estimate applicable to each element of a compact set of
equilibria. Suppose that
1 < α 
∣∣Rex(x)∣∣ β for x ∈ [0,L]. (46)
Then (41) is certainly null controllable for
T > L
[√
1/µ1 +
√
1/µ2
] (47)
with
µ1 = infs∈[α,β]V
′′(s), µ2 = infs∈[α,β]
V ′(s)
s
.
We have therefore proved that if Re and T respectively satisfy (46) and (47),
an open neighbourhood of (0× 0)=Re× 0 is contained in the image of. We
can let this neighbourhood be a ball centered at Re × 0. If a second equilibrium
state R˜e × 0 lies in that ball one can control the motion in such a way that the
state moves from Re× 0 to R˜e × 0. By introducing a time reversal t → T − t one
sees that one can also go the other way; this is because the second time derivative
does not change sign while the conditions on the first time derivative in the initial
and terminal conditions are homogeneous and hence not affected by the switch in
sign.
Now we introduce a parametrized curve
{
Reλ × 0
}
λ∈[0,1] of stretched equi-
librium states joining the given equilibria. One uses the representation (14) of
stretched equilibria in terms of V ∈ S+ and U0, as well as the connectedness
of S+. Let V0 and V1 be the vectors in S+ associated with Re0 and Re1, respec-
1 In Littman’s notation, one has to extend the Cauchy data on OP slightly beyond P in order not
to lose continuous differentiability.
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tively. One then simply picks smooth curves {Vλ}λ∈[0,1] ⊂ S+ and {U0λ}λ∈[0,1] ⊂
R
3 which respectively connect the vectors V0 to V1 and U00 = Re0(0) to U01 =
Re1(0). One can now complete the proof of the controllability theorem by show-
ing that it is possible to move in a finite number of steps from equilibrium to
equilibrium along our curve of equilibria to get from the initial to the final equi-
librium.
From (14) one sees that the map λ ∈ [0,1] → Reλ is a continuous map into
C2([0,L];R3). The image of the compact interval [0, T ] under that map is there-
fore compact and hence constants α and β can be chosen so that (46) is satisfied
uniformly by all Reλ. We now choose T satisfying (47). For each λ ∈ [0,1]we can,
replacing Re by Reλ, define λ as above and conclude that its range contains an
open ball Bλ centered at Reλ× 0. These balls cover the curve γ = {Reλ× 0}λ∈[0,1].
This compact curve has a finite subcovering {Bi = B(Reλi , δλi }ni=0 by such balls
with λ0 = 0 and λn = 1 and this can be chosen to be minimal in the sense that no
ball is redundant. We need more and we formulate this in greater generality.
The following lemma was proved and used by the author in [6].
Lemma 2. Let x(·) : [0,1] → X be a continuous map into a Banach space X. Let
{Bi}ni=0 be a covering of the curve γ = im(x(·)) by open balls centered on the
curve, with B0 and Bn centered at x(0) and x(1), respectively. We suppose that
none of the balls are redundant. Then there exists a chain of indices i0, i1, . . . , ik
between 0 and n such that
• i0 = 0 and ik = n;
• for j = 1, . . . , k there exist points xj ∈ γ ∩Bij−1 ∩Bij .
Applying this lemma to the covering of our curve of equilibria, we see that
it is possible to move from Re0 to R
e
1 by successively moving (for j = 1, . . . , k)
from Reλij−1 to R
e
µj
∈ γ ∩Bij−1 ∩Bij and then to Rλij . It is not difficult to check
that the successive motions when pasted together give rise to twice continuously
differentiable solutions using the facts that the terminal condition for one step
matches the initial condition for the next, and that the equations are satisfied right
onto the boundary of each region. Each such double step can be performed in time
2T so that the total passage from R0 to R1 takes the time 2kT .
The proof is now complete.
Remark 7. One can place constraints on the region within which the motion is to
occur having the form
R(x, t) ∈ U, for all (x, t) ∈ [0, l] × [0, T ], (48)
where U is an open subset of R3, for example, the complement of one or
more bounded “obstacles.” One just needs to assume that there exists a curve
of stretched equilibria linking Re1 to R
e
2 and respecting the constraint.
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