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Abstract 
Homotopy continuation methods can be applied to compute all finite solutions to a given polynomial system. 
Computations will be performed more efficiently if the symmetric structure of the system can be exploited. 
This paper presents the construction of a symmetric homotopy. Using this homotopy, only the paths according 
to the generating solutions have to be traced during continuation. 
Keywords: Homotopy methods; Systems of polynomial equations 
1. Introduction 
It has become standard practice to apply homotopy methods for the computation of all isolated 
solutions to a given polynomial system P = (p,, p2, . . . , P,)~, with pk E (c[x,, x2, . . . , x,] for 
k= 1,2,..., rz. Therefore, together with a start system Q, whose solutions are known, the system P 
is embedded in a homotopy 3-1: 
‘Fl(x,t)=y(l-t)Q(x)+tP(x)=O, tE@, ~E(Co=C\{O}. (1) 
Homotopy methods are concerned with the construction of the homotopy, more precisely with the 
construction of a trivial-to-solve system, the so-called start system Q. Continuation methods can then 
be applied to numerically trace the solution paths, which start at the known solutions of Q(x) = 
IFt( X, 0) and end at the desired solutions of P(x) = IFI( x, 1) . See [ 1,12,29] for an introduction and 
survey on current homotopy continuation methods. Software which enables polynomial continuation 
has been presented in [ 10,16,30]. 
The total degree d of a polynomial system P is defined as the product of its degrees dk = deg(pk), 
fork=1,2,..., n. Let B” denote the n-dimensional complex projective space. The classical Theorem 
of BCzout [ 191 for P” states that, if the system has a finite number of solutions, then this number 
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equals the total degree. Based on this theorem, a trivial-to-solve system can be constructed [ 2,3,11], 
such that, when used as start system in the homotopy, one is sure to find all solutions to P. However, 
for most applications only solutions in the affine space @” are of importance. Hence, one wants to 
avoid the computation of the solutions at infinity. 
Morgan and Sommese [ 131 proposed to apply the multi-projective version of Bezout’s Theorem 
[ 191. In [ 281, Wampler et al. explained how to construct an m-homogeneous start system. For a 
special class of polynomial systems, Li et al. [7] developed the Random Product Homotopy, well- 
suited to solve polynomial systems belonging to this class. A very general theory on homotopies has 
been presented in [ 14,151. In [ 221, Verschelde et al. extended the use of the Newton Homotopy [ 1 ] 
to more than one solution path. A nonlinear reduction method has been proposed in [ 231. Recently, 
Verschelde and Haegemans [ 261 generalized m-homogenization into multi-homogenization. 
The exploitation of symmetry in applications is very important because it decreases the compu- 
tational time a lot. Gatermann [4,5] explained how symmetric polynomial systems can be solved 
efficiently by symbolic computations. Meravy [ 81 outlined the construction of a sign-symmetric ho- 
motopy and gave conditions upon start systems in the general case. However, he did only use the 
classical Theorem of BCzout, which restricts the range of applications. Li and Sauer applied in [6] 
the technique of Li et al. [ 71 to what they called a self-symmetric polynomial system, which belongs 
to this class of systems for which the Random Product Homotopy can be applied. 
Recently, a new homotopy construction method has been proposed by the authors [25], which 
generalizes the current approaches for homotopy construction [ 7,8,22,26,28]. An upper bound for the 
number of solutions in C=” has been introduced, together with the construction of a start system. The 
flexibility of that new approach will now be demonstrated by applying it to symmetric polynomial 
systems. 
The paper is organized as follows. In the Section 2, the main idea of [25] will be summarized. 
The homotopy construction method for symmetric polynomial systems is presented in Section 3. 
Applications follow in Section 4. 
2. Set structure analysis 
This section contains the main idea of [25]. It is organized as follows. First, based on the 
supporting set structure, a new upper bound for the number of finite solutions can be computed. 
Then, the construction of a start system follows. Finally, the main theorem of [25] will be stated. 
2.1. The set structure 
Let X denote {x,,x~,..., x,}, the set of unknowns of a polynomial system of n equations. With 
m-homogenization [ 131, one uses a partition 3 of X to model the structure of a polynomial system 
P. Instead of a partition, a more refined data structure will be defined to represent the structure of P. 
Definition 2.1. A set structure 6 is defined as 6 = (S,, &, . . . , Sn)T, where each Sk is an array of 
subsets of X, fork= 1,2 ,..., II. 
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Table 1 
Supporting set structures 61 and 62 for P 
1 {Xl > {x1,x2} 1x2) 1 {Xl) {Xl 1 {x2) (4 
2 {x2) {x2,x1) {Xl) 2 {x2) {x2) 1x1) {Xl) 
Definition 2.2. Let p E cC[xl,x2,. . ., x, ] and let S be an array of subsets of X. Then S is said to be 
supporting for the polynomial p if and only if it satisfies the following conditions. 
( 1) For each term cdx;f of the polynomial p, there are at least d sets in S containing xk. 
(2) For each term cdxf’x$ . . . x2 of the polynomial p, there exist at least d, sets in S that contain 
x1 such that, if they are removed from S, the resulting array of subsets 3 is supporting for the term 
d2 CdX2 .f .x$. 
Note that the array containing only the empty set is supporting for the constant polynomial p = 1. 
Definition 2.3. Given a polynomial system P = (p,, p2,. . . , p,JT, with pk E @[xi, x2,. . . , x,], for 
k = 1,2,... , n. A set structure 6 = (Si, S2, . . . , Sri))) is said to be supporting for the polynomial 
system P if each array & is supporting for the respective polynomial pk, for all k = 1,2, . . . , n. 6 is 
called a supporting set structure for the polynomial system P. 
Example 2.4. Consider the following polynomial system: 
P(x) = 
{ 
p1: x:x:!+x;+x,+1=0, 
p2: xix, + x; + x2 + 1 = 0. 
The total degree equals nine, but there are only seven finite solutions. Two supporting set structures 
6i and e2 for the system P are displayed in Table 1. This is a more apparent way of presenting the 
set structure instead of putting 6, as ( [{x1}, {xi, x2}, {x2}], [{x2}, {x2, xl}, {x1}] )T, as described 
in the definition of a set structure. 
As with m-homogenization [ 131, where one has a great freedom for choosing a partition 3, there 
are many ways to choose a supporting set structure 6, but in practice, this choice follows from 
the structure of the polynomial system. In [25], a heuristic procedure has been presented which 
constructs a supporting set structure for a given polynomial system. This can be considered as a valid 
alternative for the enumeration algorithm proposed in [ 271 for obtaining the “best” partition 3 of the 
set of unknowns. 
2.2. The upper bound based on a set structure 
Based on a set structure 6, a new Bezout number 
following definition. 
B;S will be defined. Therefore, we need the 
Definition 2.5. Let 6 = (Si, S2, . . . , S,)T be a set structure. An acceptable class of G, denoted by 
Co., is an n-tuple of subsets of X such that for k = 1,2, . . . , n the following holds. 
( 1) The kth subset of Co belongs to Sk. 
(2) Any union of k subsets of Co contains at least k elements of X. 
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The following definition characterizes the number B&. 
Definition 2.6. Let P be a polynomial system and 6 a supporting set structure for P. Then B,C& is 
defined as the number of all acceptable classes of 6. 
In [25], it is proved that the number B& is an upper bound for the number of finite solutions of 
P and hence can be considered as a generalized BCzout number. 
Example 2.7. For the system of Example 2.4, B&, is calculated in (2), based on the set structure 
6,: 
B;, = 
(Xl ib21 
+ 1 + 1 + 1 
{XI){X2A) {x,9 x2)(x2} {x17 x2)(x27 x1> 
(2) 
+ + 1 = 7. 
-Mh 1 
The sets underneath the formula (2) indicate the sets associated with the acceptable classes. B& can 
be computed analogously, yielding 8. Because of the nature of the set structure CZ2, B& corresponds 
to the two-homogeneous BCzout number B3, where 3 = {{x1}, {x2}}. 
2.3. The random product start system 
Definition 2.8. Let S = [T, , T2, . . . , T,,,] be an array of subsets of X. A random product start poly- 
nomial q based on S is defined as 
, 
where all ajk’ and ahk) are randomly chosen complex numbers, different from zero. 
Definition 2.9. Let 6 = (S,, S2,. . . , S,,)T be a set structure. A random product start system Q based 
on 6 is defined as the polynomial system Q = (ql, q2, . . . , q,)T, where each qk is a random product 
start polynomial based on Sk, for k = 1,2,. . . , n. 
Theorem 2.10. Let 6 = ( S1 , S2, . . . , S,,)T be a given set structure. Then for every random choice of 
the coeficients of the start polynomials, except for a set of measure zero, the random product start 
system Q has exactly Bf, finite nonsingular solutions. 
Proof. See [25]. Cl 
Example 2.11. For the system of Example 2.4, based on the supporting set structure 6,, the following 
random product start system Q can be constructed: 
Q<x> = 
(x1 +al)(xl +~2X2+~3)(x2+~4) =o, 
(x2 + PI) (x2 + P2Xl + P3) (Xl + P4) = 0. 
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For every random choice of the coefficients, except for a set of measure zero, the system Q will 
have seven nonsingular finite solutions. With every acceptable class in formula (2) of Example 2.7, 
a linear system with a nonsingular matrix corresponds. For the first acceptable class in formula (2) 
for the computation of B&, the correspondence is displayed as follows: 
(3) 
2.4. Homotopy continuation 
Definition 2.12. A solution to a polynomial system is called geometrically isolated if there exists a 
neighborhood about the solution that contains no other solution. 
The following theorem allows the usage of the random product start system based on a set structure 
in a homotopy continuation environment. 
Theorem 2.13. Let P be a polynomial system with supporting set structure 6 = (S,, S,, . . . , S,,)T. 
Let Q be a random product start system based on 6 with exactly BT, nonsingular solutions. Let 
the homotopy ‘FI be defined by ( 1). Then for all but a finite number of angles 0, y = re”, r E II%;, 
i2 = -1, the following holds. 
( 1) ‘FI-I (0) consists of smooth paths over [ 0,l) and every geometrically isolated solution of 
P (x) = 0 has a path converging to it. 
(2) If m. is the multiplicity of a geometrically isolated solution zo, then z. has exactly m. paths 
converging to it. 
(3) The paths are strictly increasing in t, dt/ds > 0, for t E [0, l), where s is the arc length 
parameter. 
Proof. See [ 251. 0 
The following can be considered as a generalization of the Theorem of BCzout [ 191. 
Corollary 2.14. Given a polynomial system P and a supporting set structure 6. If P has a finite 
number of solutions in C”, counting multiplicities, then this number cannot be larger than Bg. 
Based on a set structure, a more efficient homotopy can often be constructed, as is illustrated by 
the applications treated in [25]. More important is the fact that set structure analysis can also be 
used more often than m-homogenization to model the symmetric structure of a polynomial system, 
as will be shown in the following section. 
3. Symmetric set structure analysis 
This section is organized as follows. First, preliminaries concerning symmetric polynomial systems 
are given. Then, based on a symmetric set structure, it will be explained how to construct a symmetric 
random product system. Finally, during continuation, only the generating solution paths must be traced. 
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3.1. Matrix representations 
It is common to use groups in the mathematical description of symmetry, see [ 9,201. Denote by 
GL(n, C) the group of all nonsingular n x IZ matrices with complex entries. For any finite group G, 
a matrix representation is given by the following homomorphism: 
V:G+GL(~,@):~HV(~)=V,, 
such that the action of an element g E G on a vector x can be easily calculated as the matrix-vector 
product l$,x. 
Definition 3.1. Let P be a polynomial system and G a finite group. The solution set of the system 
P, denoted by P-‘(O), is G-invariant if Vg E G and V’x E P-‘(O), V,x E P-‘(O). 
The set of solutions generated by applying all transformations of G to one solution, is called a 
G-orbit or simply an orbit. It is sufficient to compute only one solution of a G-orbit, if the solution 
set is known to be G-invariant. 
Definition 3.2 (cf. [ 8,211). Let P be a polynomial system and G a finite group. Let V, W be matrix 
representations. P is (G, y W)-symmetric if Vg E G there holds: 
W,P(x) = P(v,x), Y’x E C”. 
One can also say that P has a (G, I! W) -symmetric structure. 
The following example illustrates that systems exist, having both a G-invariant solution set, but 
with a different (G, y W) -symmetric structure. 
Example 3.3. Consider the following polynomial systems P and Q: 
{ 
x: - 1 =o, 
1 
x; - 2 = 0, 
P(x) = x; - 1 =o, and Q(X)= x:-2=0, 
x; - 1 =o, x; - 2 = 0. 
Let Ss denote the group of all permutations of a set of three elements. The generators of S, are 
represented by the matrices 
v=(Hi;) and %=(;I;). 
Both systems have an &-invariant solution set. Denote Wp for WFP(x) = P (V,x) and wf for 
@Q(x) = Q(Kx>; then, 
W~=(~~~) and @=(i!i). 
Because ( V, , Wf ) # ( V, , wf ) , the systems P and Q do not have the same ( S3, y W)-symmetric 
structure. 
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The equations of the constructed start system will have the same form as presented in Section 2, 
i.e., products of linear polynomials. Therefore, some restrictions on the group G and the system P 
seem necessary. The symmetry group G will be restricted to a group which permutes and rescales 
the unknowns of the polynomial system P, i.e., the matrix representations of elements g E G are of 
the form V, = DE, where D is a diagonal and E a permutation matrix. The matrices W, are of the 
same form. Despite these restrictions, the range of applications still remains quite considerable, as 
illustrated in Section 4. 
3.2. The symmetric set structure 
Before we come to the construction of a (G, V W)-symmetric start system, the underlying set 
structure must also be (G, V W) -symmetric. In this section, the group actions will be applied to sets, 
to define a (G, V W)-symmetric set structure. Furthermore, the basic data structures will be given, 
together with the algorithm, to verify if a given set structure is (G, V W)-symmetric. As a byproduct, 
the data structures for the construction of a (G, VW) -symmetric start system will be obtained. 
The group action of g E G on a set T c X can be defined as follows. 
Definition 3.4. Let V’ be a matrix representation of g E G. Associate with each & E T a vector 
ek = (8kl, 8k2,. . . , 8k,)T where &[ equals the Kronecker delta. Then the group action of g on T is 
defined as n/, = {xl ( (5ek)[ f 0, xk E T}. 
Example 3.5. Let X = { xl, x2, xg} ad T = {x,, x2). 
then 71/ = {x3, x2}. 
Definition 3.4 can be extended in a natural way for arrays of sets and for set structures, as follows. 
Definition 3.6. Let V, be the matrix representation of g E G. The group action on an array of sets 
S= [T,,T, ,..., T,] is defined as SV, = [T,V,, T2Vg, . . . , T,,,V,]. The group action on a set structure 
6=(&,&s,,.. . , S,)T is defined as 65 = (SrV,, &V,, . . . , S,V,)‘. 
Definition 3.7. Let G be a finite group with matrix representations V and W. Let 6 be a set structure. 
If W, = DE, with D a diagonal and E a permutation matrix, then W,6 is defined as E6. The set 
structure 6 is (G, V W)-symmetric if ‘y’s E G, W,6 = 6V,. Then 6 is a (G, VW) -symmetric set 
structure. 
Example 3.8. The solution set of system P of Example 2.4 remains invariant when xl and xp are 
interchanged. The symmetry group G contains two elements, represented by the matrices 
The corresponding matrices are W, = V, and W2 = V2. The supporting set structures, see Table 1, both 
have the same (G, V W) -symmetric structure as P . 
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Now we have defined what a (G, V W)-symmetric set structure is, we have come to the point 
where we can define the data structures needed in the algorithm for verifying whether a given set 
structure is (G, K W) -symmetric. 
Definition 3.9. Let 6 = (S, , S2, . . . , S,)T be a (G, Y W)-symmetric set structure, Sk = [ Tkl , Tk2, . . . , 
Tkrnk 3, with mk = #Sk. Let T be part of Si, which will be denoted as T E Si. The dependency structure 
of T in 6 with respect to G is defined as the following array of indices: 
D(T, 62 G) = [ (ki, lj> lj=1,2,...,m, with m = #G, ( Wg,)k,i f 0 and Tk,,, = n/, _ 
Example 3.10. Consider again the set structure 6 r, see Table 1. Focus the first set in the first array of 
6,, which equals (x1 ). The dependency structure D( (x1 ), et, G) will be constructed by considering . _ . _ 
all matrix representations y and Wj of Example 3.8 as follows: 
(WI),, # 0 =3 k, = 1 and {xr}v =Tkll + I, = 1, 
so that (1,l) will be added to D( {x1}, 6t, G). Analogously, for W2 and V2, (2, 
dency structure. Hence, D({xr},6r,G)= [(1,1),(2,1)]. 
1) joins the depen- 
Definition 3.11. Let G be a (G, V W)-symmetric set structure. A covering of 6 with respect to G, 
denoted by C (G, G), is an array of dependency structures with the following property: Vk, YTkl E Sk, 
(k, 1) belongs to exactly one dependency structure of the covering. 
The proof of the following contains an algorithm to construct a covering. 
Proposition 3.12. For any (G, Y W) -symmetric set structure 6 a covering C (6, G) can be con- 
structed. 
Proof. As long as the set structure 6 is not empty, do the following. 
(1) Take a set T out of G. 
(2) Construct the dependency structure D( I”, 6, G) . 
(3) Add D(T, 6,G) to the covering C(G,G). 
(4) Remove all the sets Tkj out of G, for which (k, 1) E D( T, G, G). 
Hence, a covering C (G, G) will be obtained. 0 
Example 3.13. For the system of Example 2.4, consider the dependency structures of the supporting 
sets of Gr for the first equation, see Table 1: 
D({x,},G,,G) = [(l, I), (2,111, W{xm},G,I,G) = [(1,2), (2,211 
and 
D((x2)rGjlrG) = [(1,3), (2,3)1 
yields a covering of the set structure G, with respect to the group G. 
Note that for one given set structure, more than one covering may exist. This is, e.g., the case for 
the second set structure Gj2 in Table 1. As some sets occur twice in the array, one can choose which 
one to connect with another. 
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The following, which is the inversion of Proposition 3.12, refers to the meaning of a covering. 
Corollary 3.14. Given a$nite group G and a set structure 6. I” no covering of 6 with respect to G 
can be constructed, then G is not (G, K W) -symmetric. 
The role of a covering is twofold. First, the construction algorithm given in the proof of Proposition 
3.12, can be used for verifying if a certain set structure is (G, r! W) -symmetric. Second, a covering 
serves as the basic data structure for generating the coefficients of the (G, K W)-symmetric start 
system. 
3.3. The symmetric random product system 
This section is concerned with the determination of the coefficients of a (G, Y W)-symmetric start 
system Q. In order to obtain the symmetric structure, not all coefficients of the start system may be 
chosen at random. The coefficients that may be randomly chosen are called free coeficients. Based on 
a covering of a given set structure, we will deal with the coefficients as follows. For each dependency 
structure in the covering, choose a free coefficient and apply then all group actions to generate the 
rest of the coefficients. This must be repeated until all coefficients are determined. 
First the generation will be performed symbolically by the usage of templates. A template can be 
considered as a random product system where the coefficients are treated as indeterminates. 
Definition 3.15. A template Z is defined as Z = (3, 3, . . . , I,)T, where each lk is an array of 
(n ,+ 1 )-dimensional vectors of cardinals. A template Z is based on a covering C (G, G) if there is 
a one-to-one correspondence with the set structure G, i.e., to each set Tk. E G corresponds a vector 
uckl) E 2, defined as follows: VD(T,G,G) E C(G,G), 
( 1) associate with T a vector a = ( ao, a’), with 
a0 = the number of the next free coefficient, 
I 
0, 
Uj = 
if Xj 6 T, 
the number of the next free coefficient, if Xj E T; 
(2) V( k, Z) E D( T, G, G) , the components of the vectors u(~‘) = ( aik’), a’(k’)) E 2, which corre- 
spond to the sets Tkl, are then defined as 
(k/l _ 
3gEG: Tk, = n/, - a0 - a0, 
a ‘Ck[) = a’&. 
A template Z(‘T;, Y&, . . . , ‘&)T is linear if #Ik = 1, ‘dk = 1,2, . . . , n. 
Example 3.16. Based on the covering C( G,, G) proposed in Example 3.13, the template Z will be 
generated, see Table 2. Equivalently, Z can be denoted by 
(1(1,2,0),(3,4,5), (6,0,7)1, [(1,0,2>,(3,5,4),(6,7,0)1)T. 
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Table 2 Table 3 
Template Z based on C (6 I, G) Set struchxe B 
1 ( 1,2,0) (3,4,5) (6,0,7) 1 
2 ( l&2) (3,5,4) (6,7,0) 2 
{XI,XZ} 
{XI 1 x2) 
Table 4 
Template Z based on C ( B, G) 
1 (123) 
2 (1,2,3) 
The purpose of a template is twofold. First it will be used to reveal an important property of 
a (G, y W) -symmetric set structure, i.e., whether it is possible to construct a (G, V W)-symmetric 
random product start system that has exactly B& finite nonsingular solutions. Second, a template 
forms the link between the covering and the start system, i.e., the start system will be constructed 
based on the template. 
From a template 2, one can derive linear templates by taking from each array in Z exactly one 
vector. One can verify whether the linear template leads to a consistent linear system by replacing 
the cardinals k by symbolic coefficients yk, so that for each vector a one obtains the linear equation 
There are n vectors in the linear template defining n equations which form a linear system in the 
unknowns Xj with symbolic coefficients yk, for which a symbolic determinant d(y) can be computed. 
If d(y) +z! 0, then the resulting linear system will have for almost all choices of the coefficients y 
one nonsingular solution. Otherwise, one has to take the right-hand sides into account to investigate 
whether the linear system has a solution. 
Applying the one-to-one correspondence between a set structure 6 and a template 2, with each 
linear template derived from 2, an n-tuple of sets of 6 can be associated. In other words, if the vector 
ack’) has been taken from the template Z to become part of a linear template, the associated n-tuple 
of sets contains the set Tkl E 6. We say that the linear template matches the nature of the associated 
n-tuple of sets if d(y) $ 0, when the n-tuple of sets forms an acceptable class, or if d(y) E 0 and 
there exists an (k + 1) x k-submatrix B so that the symbolic determinant of the matrix B extended 
with the proper right-hand side, is not identical to zero, when the n-tuple of sets is not acceptable. 
Definition 3.17. Let Z be a template based on a covering C (6, G) of G. The covering C ( 6, G) is 
said to be degenerate if either one of the following conditions holds. 
( 1) Two or more linear templates derived from Z are equal, i.e., each vector belonging to one 
linear template occurs also in the other one and vice versa. 
(2) One can derive from Z a linear template that does not match the nature of the associated 
n-tuple of sets. 
Otherwise, C (6, G) is nondegenerate. 
Definition 3.18. Let G be a (G, Y W) -symmetric set structure. Then G is said to be degenerate if 
any covering of G is degenerate. Otherwise, G is nondegenerate. 
The following gives an example of a degenerate set structure. 
Example 3.19. Consider the set structure G displayed in Table 3. Let G be the group of all permu- 
tations of x1 and x2, and let V denote the matrix representation of the generating element of G and 
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W the matrix representation associated with a certain polynomial system: 
Thecovering C(6,G) equals {[(l,l)], [(2,1)]}.B ase d on C (6, G) , the template 2, displayed 
in Table 4, can be generated. 
Based on the template 2, one can now verify whether the covering is degenerate or not. Z is a 
linear template from which one can derive the symbolic linear system 
{ 
y2xl + y3x2 = yl~ 
Y2xl + y3x2 = yl. 
The computation of the symbolic determinant d(y) yields d(y2, ~3) = ~2~3 - ~3~2 E 0, which does 
not match the nature of the acceptable class ( {xt , x2}, { xl, x2}). Hence, the covering C (6, G) is 
degenerate. Because there are no other coverings than this degenerate one, the set structure 6 is 
degenerate. 
When G is nondegenerate, a suitable (G, V W)-symmetric random product start system can be 
constructed using a template based on a nondegenerate covering. The symbolic coefficients yk are 
then replaced by nonzero complex numbers (Yk. 
Definition 3.20. Given a template Z = (7,, z, . . . , I,)T. Associate with each a in the template Z a 
linear polynomial h(x) in the following way: 
a= (ao,al,... 3 %) - h(x) = (Yq, + 2 aat&, 
k=l 
where LYO = 0 and where CY,,. is the ajth free coefficient. This establishes a one-to-one correspondence 
between the vectors ack’) in the template and linear polynomials hck’) (x) . 
A (G, Y W)-symmetric random product system Q is defined as Q = (q,, q2, . . . , q,)T, where qk = 
n;“=L, hck”, with mk = #!&, for k = 1,2, . . . , II. 
Example 3.21. Based on the template in Table 2 the following symmetric random product system 
can be constructed: 
Q(x) = (al + a2xl) (a3 + @4x1 + a5x2) (a6 + a7x2) = 0, 
(al + a2x2) (a3 + a4x2 + a5xI) (a6 + a7xl) = 0, 
where ak, for k = 1,2, . . . ,7, are randomly chosen coefficients. 
The following states that when the set structure is nondegenerate, any random number generator 
can be applied for generating the free coefficients of a (G, Y W)-symmetric random product start 
system. 
Theorem 3.22. Let G be a jnite group with matrix representations V and W, ~5 a (G, r! W)- 
symmetric nondegenerate set structure and Q a (G, Y W) -symmetric random product system based 
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on a nondegenerate covering C (6, G). Then, for every random choice of the free coeficients, except 
for a subset of measure zero, Q has exactly B& nonsingular$nite solutions. 
Proof. Because of its product form, Q can be solved by enumerating all linear systems. The symbolic 
determinant based on the corresponding linear template is denoted by d(y) and is a polynomial in 
the free coefficients yk. Two cases have to be considered. 
( 1) The linear system corresponds to an acceptable class. Because C (6, G) is nondegenerate, 
d(y) $ 0, in this case. This means that, for any random choice of the free coefficients, except for 
values which belong to a proper algebraic set, the determinant is different from zero and one finite 
nonsingular solution has been obtained. 
(2) The linear system does not correspond to an acceptable class. Because C (6, G) is nondegen- 
erate, d(y) E 0, in this case, and there exists a (k + 1) x k-submatrix B, so that the determinant of 
B extended with the proper right-hand side is not identical to zero. This means that, for any random 
choice of the free coefficients, except for a choice of the free coefficients which belong to a finite 
union of some proper algebraic sets, the system is inconsistent and no finite solution can be obtained. 
Because C (G;G) is nondegenerate, all linear systems are different. So no solution will be found 
twice and, as explained above, by the fact that every linear template matches the nature of its 
corresponding n-tuple of sets in G, a linear system corresponding to an acceptable class yields a 
finite nonsingular solution, while no finite solution can be obtained, when the linear system does 
not correspond to an acceptable class. Hence, Q has exactly BL nonsingular finite solutions, except 
for the exceptional cases when the free coefficients belong to a finite union of algebraic sets. Every 
proper algebraic set is a set of measure zero. Any finite union of sets of measure zero is a set of 
measure zero. 0 
3.4. Symmetric homotopy continuation 
Lemma 3.23. Let P and Q be two (G, Y W) -symmetric polynomial systems and the homotopy 
X(x,t)=y(l-t>Q(x>+tP(x), y,tEc. 
Then Vt E c, T-f( x, t) is (G, y W) -symmetric. 
Proof. Let g E G with matrix representations V, and W,; 
T-l&x) =y(l - t>Q(V,x) +tP(V,x) =y(l -t>W,Q(x> +tW,P(x) 
= W,(y( 1 - t)Q(x) + tP(x)) = W,‘H(x). q 
The following theorem ensures that only those solution paths corresponding to the generating 
solutions should be traced. 
Theorem 3.24. Let G be a group and P be a (G, VW) -symmetric polynomial system with supporting 
set structure 6. Let Q be a (G, v W) -symmetric random product start system based on G with exactly 
BL nonsingular solutions. Let the homotopy ‘FI be de$ned by ( 1). Then for all but a Jinite number 
of angles 0, y = re”, r E IF$, i2 = -1, the following holds. 
( 1) ‘I--’ (0) consists of smooth paths over [ 0,l) and every generating geometrically isolated 
solution of P (x) = 0 has a path that starts at a generating solution of Q(x) = 0, converging to it. 
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Table 5 
The orbit structure of the solution list 
Type Number of 
generating 
solutions 
Table 6 
A symmetric supporting set structure for Pa 
Number of 1 {XI) {x2,x3,x4} {x2,x3,x4} 
generated 2 {x2) {x1,.0,x4} {XI,X3,X4} 
solutions 3 {x3) {x1,x2,x4} {x1,x2,x4} 
(a, a) 3 3 
4 {x4) {XI,X2.X3} {xI>x2,x3} 
(a. b) 
Total 
2 4 
5 7 
(2) If m. is the multiplicity of a geometrically isolated solution zo of P (x) = 0, then z. has exactly 
m. paths, generated by paths starting at generating solutions of Q(x) = 0, converging to it. 
(3) The paths are strictly increasing in t, dtlds > 0, for t E [ 0, l), where s is the arc length 
parameter. 
Proof. By Lemma 3.23, all systems ‘Fl(x, t) = 0 have the same (G, I! W)-symmetric structure, 
for all t. By Theorem 2.13, only for a finite number of angles 0, singularities can occur, for t E 
LO, 1). 0 
Example 3.25. The start system Q presented in Example 3.21 has the same symmetric structure 
as the system P of Example 2.4. Table 5 displays the orbit structure of the solution list. The first 
column contains the type of solution, the second one the number of generating solutions and the 
last column indicates the number of generated solutions. The bottom row lists the total number of 
generating solutions and generated solutions. By the fact that there are five generating solutions, only 
five continuation paths instead of seven need to be traced when a symmetric homotopy has been 
applied. Theorem 3.24 guarantees that then all generating solutions of P will be found. 
The methodology is summarized in Fig. 1. 
Given a finite group G, with matrix representations V and W, 
a (G, t! W)-symmetric polynomial system P and a supporting set structure 65. 
Construct a covering C( 8, G). 
If B is (G, K W)-symmetric, 
then Based on C(8, G), construct the template 2, 
Investigate 1 to see whether C (6, G) is degenerate or not, 
If C( G, G) is nondegenerate, 
then Based on I, construct a (G, V W)-symmetric start system Q, 
else Report Degeneracy, 
end if, 
else Report Failure, 
end if. 
Fig. I. The methodology. 
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4. Applications 
Given a polynomial system, a group G and a symmetric supporting set structure, a (G, v W)- 
symmetric start system can be constructed automatically. The algorithms suggested in the previous 
section have been implemented, using an environment described in [24]. The software has been 
applied to some symmetric polynomial systems which appeared in the literature [ 4,5,17,18]. Perfor- 
mance analysis illustrates the effectiveness of our approach. 
4. I. Symmetric polynomial systems 
The polynomial systems are listed together with their symmetric supporting set structure. 
( 1) An interesting class of symmetric polynomial systems has been given in [ 171. The interior 
critical points modeled by a Lotka-Volterra equation satisfy 
1 - CXi + 26,Xi.X; = 0, l<i<n, 
j=l 
where the connection matrix d; = (8,) is given by 
{ 
0, if i= j, 
Sij = 1, if j < p, i # j, l<i<n, 
-1, ifj>p, i# j, 
where p is a given integer between 0 and it and where c is a certain constant. 
This system has been solved analytically in [ 171 for p = 0. For p = 0 and IZ = 3, this system has 
been solved symbolically in [4,5]. 
For IZ = p = 4 the system to be solved is the following: 
PA(x) = 
x,x: +x*x: +x*x; - CX2 + 1 =o, 
x,x: + x,x; + x,x; - CX4 + 1 = 0. 
The total degree equals 81, while there are only 73 finite solutions. 
The solution set to PA is symmetric with respect to the group of all permutations of the four 
unknowns. A symmetric supporting set structure is displayed in Table 6. It is important to notice that 
this set structure remains valid for any value of p. In order to solve the system for a general choice 
of c, only thirteen solution paths remain to be traced. This follows from the orbit structure of the 
solution list, displayed in Table 7. For p = n, we solved this system for dimensions II = 4,5,6,7 (see 
Tables 7-10). The total degree of the system grows exponentially, while the number of generating 
solutions remains moderate, see Table 15. It is important to notice that applying m-homogenization 
does not reduce the total degree of the system. 
(2) The following system has been given by E.R. Speer, and in [4,5] the Grobner basis has been 
computed: 
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Table 7 
The orbit structure of the solution list of QA, n = 4 
Type 
(a. a, a, a) 
(a, a, a, b) 
(a,a,b,b) 
(a, a, b, ~1 
Total 
Number of Number of 
generating generated 
solutions solutions 
3 3 
4 16 
3 18 
3 36 
13 73 
Table 8 
The orbit structure of the solution list of QA, n = 5 
Type Number of Number of 
generating generated 
solutions solutions 
(a, a, a, a, a) 3 3 
(a, a, a, a, b) 4 20 
(a, a, a, b, b) 6 60 
(a,a,a,b,c) 3 60 
(a. a, b, b, c) 3 90 
Total 19 233 
4P(n + 2a, - 8x1) (a2 - @> - x2x3x4 + X2 + X4 = 0, 
Pi?(x) = 
4P(n+2~1 - 8x2)(~2 - ~3) - ~1~3x4 +x1 +x3 =O, 
4P(n+2~1 -8x3)(~2-~3) -~l~2~4+~2 +x4 ~0, 
4P(n+h -~X~)(U~-U~)-X~X~X~+X~ +x3=0, 
where 
a1 = Xl +x2 +x3 +x4, u2 =x1x2x3x4, u3 =x1X2 +X2X3 +X3x4 +x4x1, 
and where p and n are parameters to the system. The total degree of this system is 625. This 
means that with the traditional homotopy, 625 continuation paths have to be traced. The lowest 
m-homogeneous B&out number is obtained with a four-homogenization, yielding B3 = 384. 
The solution set to this system is invariant with respect to the Kleinian group. Table 11 shows a 
symmetric supporting set structure for Ps. Starting at generating solutions, instead of 271 only 83 
paths are left to trace in order to solve system Ps for any random choice of the parameters p and IZ. 
See Table 12 for the orbit structure of the solution list. 
(3) The last system PC showed up in the construction of Virasoro algebras [ 181: 
Table 9 
The orbit structure of the solution list of QA, n = 6 
Type Number of 
generating 
solutions 
Number of 
generated 
solutions 
Table 10 
The orbit structure of the solution list of QA, n = 7 
5Pe Number of Number of 
generating generated 
solutions solutions 
(a. a, a, a, a, a) 3 3 
(a, a, a, a, a, b) 4 24 
(a, a, a, a, b, b) 6 90 
(a. a, a, b, b, b) 3 60 
(a,a,a,a,b,c) 3 90 
(a,a,a.b,b,c) 6 360 
(a, a, b, b, c, c) 1 90 
Total 26 717 
(a, a, a, a, a, a, a) 3 3 
(a, a, a, a, a, a, 6) 4 28 
(a,a,a,a,a,b,b) 6 126 
(a,a,a,a,b,b,b) 6 210 
(a, a, a, a, 0, b, c) 3 126 
(a. a, a, a, b, b, c) 6 630 
(a. a, a, b, b, b, c) 3 420 
(a,a,a,b,b,c,c) 3 630 
Total 34 2173 
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Table II 
A symmetric supporting set structure for PB 
(x2, X3) {X3,X4} {X4} 
3 {x3} {x3,x4} 
4 (x4) {x4,x3} 
Table 12 
The orbit structure of the solution list of QB 
Type Number of Number of 
generating generated 
solutions solutions 
(a, a. a, a) 5 5 
(a, a, a, b) 2 8 
(a,a,b,b) 23 46 
(a,a,b,c) 12 48 
(a, b, c, d) 41 I64 
Total 83 271 
8xf + 8x1 (x2 + x3) - 8X2x3 + 2x1 (x4 + x5 + x6 + x7) - 2x4x7 - 2x5x6 - X1 = 0, 
8x22 + 8x2(x1 + x3) - 8x1x3 + 2X2(X4 + X5 i- x6 + X7) - 2x4x6 - 2X5X7 - X2 = 0, 
8x: + 8X3(x1 i- x2) - 8~1x2 i- %(Xq + x5 + x6 + ~7) - 2~4x5 - 2X6x7 - X3 = 0, 
84+2x,(x4 -XT) +2%(X4- x6) +2(x3 +3x8)(x4-x5) 
+2&(4x5 +X6 +X7) -x4 =o, 
8x: + 2x1 (x4 - XT) + 2X2(x4 - x6) - 2(x3 + 3x8) (x4 - x5) 
-&(4x4+x6+X7) -X5 = 0, 
8x:-2x1(x4 -x7) -2x2(X4 -x6) +2(X3+3x8)(&j-X,) 
+2X6(4x4 +X5+X,) -x6 = 0, 
8x:: - 2X1(x4 - x7) -2x2(x4-x6) -2(X3 +3x*)(&-X7) 
-2x7(4x4 +X5 +X6) -x7 = 0, 
L 84 +6(x4 +X5 - x6 -X~)XS -6~4x5 -6X6X7 - ~8 = 0. 
For the unknowns belonging to the set {x4, x5, x6, x7}, the solution set to PC is invariant with 
respect to the Kleinian group. The solution set remains invariant when xl and x2 and at the same 
time x6 and x7 are interchanged. This generates a symmetry group of eight elements. Table 13 shows 
a symmetric supporting set structure for PC. In order to find all 256 finite solutions, only 76 paths 
have to be traced. Table 14 lists the orbit structure of the solution list. 
Table 13 
A symmetric supporting set structure for PC 
1 
2 
3 
4 
5 
6 
7 
8 
- 
{XI, x2, x4, x5, X6, x7) {XI, X3,X4, X5, x6, x7) 
(X2, Xl, X4, x.5, X6> x7) (X2, X3, X4, X5, x6, x7) 
{X3,X,,X2,x4,x5,x6,x7} {X3,Xl,~2~~4,~5,~6,~7} 
{x4,XI,x2,x3,x8} (x4, X5> x6> X7) 
(x5, XI. x2> x3, m,} (x5, X4, x7 > x6) 
{X6> Xl, 12, x3, XX} (x6, X7, x4, x5} 
{x7,XI,x2>x3,~X} {~7,~6,~5>~4} 
{x8,X4,x5,x6,x7} {XX, X4, X5, x6. x7) 
Table 14 
The orbit structure of the solution list of Qc 
Type Number of 
generating 
solutions 
Number of 
generated 
solutions 
(a. a, b, c, c, c, c, d) 16 16 
(a, a, b, c, c, c, d, e) 8 32 
(a, a, b, c, c, d, d, e) 16 48 
(a. a, b, c, d, e, e, f) 20 80 
(a,b,c,d,d,d,d,e) 8 16 
(a, b, c, d, d, d, e, f) 4 32 
(a. b, c, d, e, f, f, g) 4 32 
Total 76 256 
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Table 15 
Performance of the homotopies 
n d B3 B& Paths 
PA 4 81 81 73 13 
5 243 243 233 19 
6 729 729 117 26 
7 2187 2187 2173 34 
PB 4 625 384 271 83 
PC 8 256 256 256 76 
4.2. Pe$ormance 
For each system, the dimension n, the total degree d, the lowest m-homogeneous BCzout number 
B3, the upper bound B& and the number of solution paths that have to be traced are listed in Table 
15. 
Set structure analysis is a valuable tool for the construction of an efficient homotopy. When applied 
to symmetric polynomial systems, one can construct a trivial-to-solve system with the same symmetric 
structure as the system that has to be solved. Hence, the structure of the solution set can be predicted, 
so that only the generating solutions must be computed. So larger problems become solvable, although 
at the moment only particular symmetry groups can be dealt with. 
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