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Uncertainty relations for quantum coherence with respect to mutually unbiased bases
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The concept of quantum coherence, including various ways to quantify the degree of coherence
with respect to the prescribed basis, is currently the subject of active research. The complementarity
of quantum coherence in different bases was studied by deriving upper bounds on the sum of the
corresponding measures. To obtain a two-sided estimate, lower bounds on the coherence quantifiers
are also of interest. Such bounds are naturally referred to as uncertainty relations for quantum
coherence. We obtain new uncertainty relations for coherence quantifiers averaged with respect to
a set of mutually unbiased bases (MUBs). To quantify the degree of coherence, the relative entropy
of coherence and the geometric coherence are used. Further, we also derive novel state-independent
uncertainty relations for a set of MUBs in terms of the min-entropy.
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I. INTRODUCTION
The principle of state superposition is one of the cor-
nerstones of quantum theory. It is closely related to the
problem of properly quantifying coherence at the quan-
tum level, which has attracted considerable attention
[1, 2]. This line of study is part of more general efforts
to understand the strengths and limitations of nonclassi-
cal correlations [3]. In principle, a given quantum state
can be represented with respect to an arbitrary basis.
However, only a few bases may actually be preferred for
fundamental physical reasons. When we deal with the
measurement problem, the existence of some preferable
basis is one of the principal questions to be resolved [4].
Studies of the thermodynamic properties of small systems
at low temperatures also imply the use of a quite concrete
representation of possible mixed states [5–7]. Analysis of
protocols and algorithms for quantum information pro-
cessing assumes that transformations of quantum carri-
ers will be related to the prescribed orthonormal bases.
Thus, the role of quantum coherence should be under-
stood in order to realize efficient quantum computation.
Results of recent studies [8, 9] have supported this opin-
ion. Duality relations between the coherence and path
information were examined in [10, 11].
Some complementarity relations for quantum coher-
ence were studied in [12]. They claimed upper bounds
on the sum of coherence quantifiers taken with respect
to mutually unbiased bases (MUBs). Uncertainty bounds
for coherence can be obtained using previously obtained
uncertainty relations of the usual form. Even in the case
of conjugate variables, uncertainty relations still attract
attention [13–15]. Basic developments within the en-
tropic approach to quantum uncertainty are reviewed in
[16–18]. The famous Maassen–Uffink result [19] has been
applied in many problems including entropic relations
in the presence of quantum memory [20]. These results
were used in deriving uncertainty relations for quantum
coherence [21–23]. In this work, we obtain new uncer-
tainty bounds for the averaged quantum coherence taken
with respect to MUBs. The relevant entropic uncertainty
relations will be mentioned in appropriate places in the
text. The novelty of our results is threefold. First, lower
bounds on coherence measures only for MUBs had not
been addressed separately. Second, we obtain some un-
certainty relations for the averaged geometric coherence.
Third, we present new state-independent uncertainty re-
lations for a set of MUBs in terms of the averaged min-
entropy.
II. PRELIMINARIES
Let L(H) be the space of linear operators on a d-
dimensional Hilbert spaceH. The set of positive semidef-
inite operators will be denoted by L+(H). By ran(X), we
mean the range of operator X. For each X ∈ L(H), we
define |X| ∈ L+(H) as the unique square root of X†X.
The eigenvalues of |X| counted with multiplicities are the
singular values σi(X) of X. We will further refer to the
following two norms,
‖X‖1 :=
d∑
i=1
σi(X) , (1)
‖X‖∞ := max
{
σi(X) : 1 ≤ i ≤ d
}
, (2)
which are known as the trace and spectral norms, respec-
tively. The state of a quantum system is described by
the density matrix ρ ∈ L+(H) normalized as tr(ρ) = 1.
Then the von Neumann entropy of ρ is defined as
S1(ρ) := − tr(ρ lnρ) . (3)
Let us consider orthonormal bases B = {|bi〉} and B′ ={|b′j〉} in the d-dimensional space H. They are said to be
mutually unbiased if and only if for all i and j,
∣∣〈bi|b′j〉∣∣ = 1√
d
. (4)
Several orthonormal bases form a set of MUBs when each
pair in them is mutually unbiased. MUBs are applied in
2many quantum information problems. They also form a
structure with interesting properties and links to discrete
mathematics. As even a listing of all such topics may
be incomplete, we refer to the literature (see [24] and
references therein). In general, the maximal number of
MUBs in d dimensions is an open problem. For a prime
power d, we can certainly construct d+ 1 MUBs.
A rigorous framework for the quantification of coher-
ence was developed in [1]. To the given orthonormal basis
B = {|bi〉}, we assign the set of all density matrices that
are diagonal in this basis,
δ =
d∑
i=1
δi |bi〉〈bi| . (5)
Density matrices of the form (5) constitute the set IB of
states incoherent with respect to B. Keeping in mind the
chosen basis, we ask how far the given state is from those
states that are completely incoherent in this basis. The
authors of [1] listed general conditions for quantifiers of
coherence. Additional conditions imposed on coherence
measures were considered in [2]. The imposed conditions
allow us to identify classes of functionals that can be
used as proper coherence measures. In this paper, we will
use the relative entropy of coherence and the geometric
coherence.
The concept of quantum relative entropy, or diver-
gence, is basic in quantum information theory [25, 26].
For density matrices ρ and ω, this quantity is expressed
as [25]
D1(ρ||ω) :=
{
tr(ρ lnρ − ρ lnω) , if ran(ρ) ⊆ ran(ω) ,
+∞ , otherwise .
(6)
Although the relative entropy cannot be treated as a met-
ric, it provides a very natural measure of distinguisha-
bility of quantum states. Following [1], we define the
coherence measure
C1(B|ρ) := min
δ∈IB
D1(ρ||δ) . (7)
The minimization is easy and results in the formula [1]
C1(B|ρ) = S1(ρdiag)− S1(ρ) , (8)
where the diagonal state
ρdiag := diag
(〈b1|ρ|b1〉, . . . , 〈bd|ρ|bd〉) . (9)
We can represent S(ρdiag) as the Shannon entropy cal-
culated with probabilities pi(B|ρ) = 〈bi|ρ|bi〉, namely,
S1(ρdiag) = H1(B|ρ) := −
d∑
i=1
pi(B|ρ) ln pi(B|ρ) . (10)
For the general properties of (7), see the relevant sec-
tions in [1, 2]. It seems that the relative entropy of co-
herence is the most justifiable measure. Together with
(6), other quantum divergences were considered, includ-
ing the quasi-entropies of Petz [27]. It is for this reason
that we designate the considered entropic quantities by
the subscript 1. Coherence quantifiers induced by quan-
tum divergences of the Tsallis type were addressed in
[28]. It was shown that such quantifiers do not support a
simple form similar to (8). Coherence monotones based
on Re´nyi divergences were considered in [29–31].
There are also several distance-based quantifiers of co-
herence [1, 2]. We will use the geometric coherence, which
was introduced in terms of the quantum fidelity [32, 33].
The fidelity of density matrices ρ and ω is expressed as
F (ρ,ω) =
∥∥√ρ√ω∥∥2
1
. (11)
This definition follows Jozsa [33]. Another way is to set
the fidelity as the square root of (11) [25]. The fidelity
ranges between 0 and 1, taking the value 1 for two iden-
tical states. Hence, the difference 1 − F (ρ,ω) can be
treated as a distance measure. Strictly speaking, a legit-
imate metric is obtained after the root of this difference is
extracted and is usually called the sine distance [34, 35].
Following the general approach, the geometric coherence
of ρ with respect to the basis B is defined as [2]
Cg(B|ρ) := 1− max
δ∈IB
F (ρ, δ) . (12)
For the properties of this coherence quantifier, see sub-
section III.C.3 of [2]. For a pure state, the geometric
coherence has a very convenient form:
Cg(B|ψ) = 1−max
i
∣∣〈bi|ψ〉∣∣2 . (13)
For impure states, we have only a two-sided estimate on
the geometric coherence. For the given density matrix
ρ and orthonormal basis B, the index of coincidence is
introduced as
J(B|ρ) :=
d∑
i=1
pi(B|ρ)2 , (14)
where pi(B|ρ) = 〈bi|ρ|bi〉. The authors of [36] have
proved that
d− 1
d
{
1−
√
1 +
d
d− 1
[
J(B|ρ)− tr(ρ2)]}
≤ Cg(B|ρ) ≤ 1−max
i
pi(B|ρ) . (15)
This two-sided estimate is based on the concept of sub-
and super-fidelities proposed in [37]. It seems that the
quantifier (12) deserves to be studied more widely. For
this reason, we will formulate uncertainty relations in
terms of the geometric coherence.
Additionally, we recall some results concerning spe-
cial forms of the uncertainty relations. Two of our rela-
tions are based on the following inequality derived for M
MUBs in [38]:
M∑
t=1
J(Bt|ρ) ≤ tr(ρ2) + M − 1
d
≤ 1 + M − 1
d
. (16)
3Assuming the existence of d + 1 MUBs, one can show
that inequality (16) is saturated here. The authors of
[38] further used (16) to obtain uncertainty relations in
terms of the Shannon entropy. In [39], we extended this
approach to the Re´nyi and Tsallis entropies.
Let us recall also one result of [40]. Any quantum
measurement can be described by the set A of elements
Aj ∈ L+(H) such that the completeness relation holds:∑
j
Aj = 1 . (17)
The set A is a positive operator-valued measure (POVM)
[25]. We do not specify the range of summation in (17),
as the number of different outcomes in a POVM mea-
surement can exceed the dimensionality d. The trace
tr(Ajρ) gives the probability of the j-th outcome. Let{A1, . . . ,AM} be a set ofM POVMs, and let some index
j(t) be assigned to each t = 1, . . . ,M . For an arbitrary
state ρ, it holds that [40]
M∑
t=1
pj(t)(At|ρ) ≤ 1+
(∑
s6=t
∥∥∥√A(s)j(s)
√
A
(t)
j(t)
∥∥∥2
∞
)1/2
. (18)
This upper bound leads to uncertainty relations of the
Landau–Pollak type for more than two measurements.
Indeed, we can choose the indices j(t) so that the left-
hand side of (18) will include the maximal probability for
each measurement. Formula (18) provides a nontrivial
bound for M ≥ 2. Further studies of the Landau–Pollak
uncertainty relations for POVM measurements were re-
ported in [41].
III. MAIN RESULTS
We are now ready to formulate the uncertainty rela-
tions for quantum coherence taken with respect to a set of
MUBs. Let us begin the presentation with lower bounds
on the averaged relative entropy of coherence. The fol-
lowing statement is presented.
Proposition 1 Let B =
{B1, . . . ,BM} be a set of MUBs
in the d-dimensional Hilbert space H. For any state ρ,
the averaged relative entropy of coherence obeys
1
M
∑
B∈B
C1(B|ρ) ≥
ln
(
Md
tr(ρ2) d+M − 1
)
− S1(ρ) . (19)
Proof. According to (8), the left-hand side of (19) is
represented as
− S1(ρ) + 1
M
M∑
t=1
H1(Bt|ρ) ≥
− S1(ρ) + ln
(
Md
tr(ρ2) d+M − 1
)
. (20)
Here, we used the lower bound on the averaged Shannon
entropy proved in [38, 39]. 
The statement of Proposition 1 provides a state-
dependent lower bound on the averaged relative entropy
of coherence taken with respect to a set of MUBs. For
any pure state |ψ〉, it reduces to
1
M
∑
B∈B
C1(B|ψ) ≥ ln
(
Md
d+M − 1
)
. (21)
If d is a prime power, we certainly have d+ 1 MUBs. In
this case, the lower bound (19) reads as
1
d+ 1
d+1∑
t=1
C1(Bt|ρ) ≥ ln
(
d+ 1
tr(ρ2) + 1
)
− S1(ρ) . (22)
It is essential that arguments of the logarithm in (19)
and (22) depend on the purity tr(ρ2). For the completely
mixed state ρ∗ = 1 /d, these bounds are obviously satu-
rated.
The authors of [21, 22] derived uncertainty relations
for the relative entropy of coherence taken with respect
to different bases. These results follow from the entropic
uncertainty relation obtained in [42]. The method of that
paper was inspired in turn by the relative entropy ap-
proach to entropic uncertainties proposed in [43]. The
authors of [23] dealt mainly with relations for the relative
entropy of coherence in two measurement bases. In the
qubit case, they also considered the uncertainty bounds
on the ℓ1-norm of coherence. To justify the significance of
relations of the form (19), we should compare them with
the results of [21, 22]. Let us begin with the case of pure
states. For the averaged coherence, the corresponding
inequality of [21, 22] can be written as
1
M
∑
B∈B
C1(B|ψ) ≥ − lnm(B)
M
. (23)
The principal quantity m(B) should be found by solving
a certain problem of two-stage maximization [42]. This
sufficiently difficult problem is essentially simplified for
MUBs. We then deal with a quantity obtained from the
multiple sum with (M − 2) indices, each of which runs d
different values. The factor to be added is independent
of these indices and equal to d1−M . Using (23) for a set
of MUBs, we substitute
m(B) = dM−2 d1−M =
1
d
. (24)
Thus, the right-hand side of (23) becomes ln d/M . The
latter may compete with (21) only when the number M
is sufficiently small compared with d. For a prime power
d, the maximal number of MUBs is certainly equal to
d + 1. For M = d + 1, the right-hand side of (21) is
ln(d + 1) − ln 2, whereas the right-hand side of (23) is
ln d/(d + 1). To each d, we can assign some value M1
such that for all allowed M ≥ M1, the result (21) is
4TABLE I: Intervals of values of d for which formula (21) gives
a stronger bound.
M1 = 3 M1 = 4 M1 = 5 M1 = 6 M1 = 7
2÷ 20 21÷ 243 244÷ 3104 3105 ÷ 46625 46626 ÷ 823500
stronger than (23). For the given M1, we actually have
the corresponding interval of dimensionality. Table I lists
such intervals forM1 = 3, 4, 5, 6, 7. Thus, our uncertainty
relations for quantum coherence are relevant, at least for
pure states.
Our second result concerns the uncertainty relations
for the geometric coherence taken with respect to a set
of MUBs. Lower bounds on the averaged geometric co-
herence of a pure state are posed as follows.
Proposition 2 Let B =
{B1, . . . ,BM} be a set of MUBs
in the d-dimensional Hilbert space H. For any state ρ,
the average geometric coherence obeys
1
M
∑
B∈B
Cg(B|ρ) ≥
d− 1
d
−
√
d− 1
d
√
M
√
Md− 1− (Md− d) tr(ρ2) . (25)
For a pure state |ψ〉, we also have
1
M
∑
B∈B
Cg(B|ψ) ≥ 1− 1
M
(
1 +
√
M2 −M
d
)
. (26)
Proof. The left-hand side of (15) is a convex and
decreasing function of J(B|ρ). By Jensen’s inequality,
we obtain
1
M
∑
B∈B
Cg(B|ρ) ≥ d− 1
d
{
1−
√
1− tr(ρ
2) d
d− 1 +
d
(d− 1)M
∑M
t=1
J(Bt|ρ)
}
. (27)
Combining (16) with (27) finally gives (25).
Let us prove the claim (26). It follows from (13) that
1
M
M∑
t=1
Cg(Bt|ψ) = 1− 1
M
M∑
t=1
pmax(Bt|ψ) , (28)
where pmax(B|ψ) := max{pi(B|ψ) : 1 ≤ i ≤ d}. The
sum of the maximal probabilities on the right-hand side
of (28) can be estimated by applying (18) to the case of
MUBs. The right-hand side of (18) takes a simple form,
so
M∑
t=1
pmax(Bt|ψ) ≤ 1 +
√
M2 −M
d
. (29)
Combining (28) with (29) completes the proof of (26). 
The statement of Proposition 2 gives lower bounds on
the geometric coherence averaged with respect to several
MUBs. For pure states, we have arrived at two different
formulas. Indeed, the relation (25) then reduces to
1
M
∑
B∈B
Cg(B|ψ) ≥ d− 1
d
(
1− 1√
M
)
. (30)
Inspection reveals that neither of the lower bounds [(26)
and (30)] should be disregarded. For the prime power d,
we can use up to d+ 1 MUBs. It can be checked that
1
d
(
1 +
d− 1√
d+ 1
)
<
1
d+ 1
+
1√
d+ 1
.
Here, the lower bound (30) is stronger. The same fact is
obvious for M = d, when d MUBs exist in d dimensions.
For sufficiently small M , however, the lower bound (26)
is better than (30). Such behavior was already mentioned
in the context of the separability conditions in terms of
the maximal probabilities [44]. On the other hand, the
distinctions between the lower bounds (26) and (30) are
relatively small for all M that could be allowed here.
At this stage, we ask whether inequality (29) can lead
to some analog of (19). The answer is positive in the
sense that state-independent lower bounds on the aver-
aged relative entropy of coherence actually follow from
(29). To obtain such bounds, we use convexity and
the decrease of the function x 7→ − lnx, together with
H1(B|ρ) ≥ − ln J(B|ρ) and J(B|ρ) ≤ pmax(B|ρ). Hence,
we obtain
1
M
M∑
t=1
H1(Bt|ρ) ≥ − ln
(
1
M
∑
t
Jt
)
≥ ln
(
M
√
d√
d+
√
M2 −M
)
. (31)
Simple calculations show that the right-hand side of (31)
is less than the right-hand side of (21). This result is evi-
dence that inequality (29) is especially useful in estimates
directly expressed via the maximal probabilities. To il-
lustrate this conclusion, we will obtain new uncertainty
relations for MUBs in terms of the averaged min-entropy.
By taking the maximum among the probabilities
pi(B|ρ), the min-entropy is defined as
H∞(B|ρ) := − ln pmax(B|ρ) . (32)
The notation used here reflects the fact that (32) is a
particular case of the Re´nyi α-entropy [18]. Combining
(29) with convexity and the decrease of the function x 7→
− lnx, we claim the following.
Proposition 3 Let B =
{B1, . . . ,BM} be a set of MUBs
in the d-dimensional Hilbert space H. For any state ρ,
the average min-entropy obeys
1
M
∑
B∈B
H∞(B|ρ) ≥ ln
(
M
√
d√
d+
√
M2 −M
)
. (33)
5This new form of the uncertainty relations for MUBs
should be compared with the state-independent relation
based on (16) and lemma 3 of [39]. Namely, we have [39]
1
M
∑
B∈B
H∞(B|ρ) ≥ ln
( √
M d
d+
√
M − 1
)
. (34)
If we are interested in state-independent lower bounds
that hold for all states, then formula (33) can overcome
(34). In general, the competition between (33) and (34)
is similar to that between relation (26) and (30). For
sufficiently small M , lower bound (33) is stronger.
IV. CONCLUSIONS
Using the relative entropy of coherence and the geo-
metric coherence, we obtained the uncertainty relations
for the averaged quantifiers taken with respect to sev-
eral MUBs. The uncertainty relations for the averaged
relative entropy of coherence are state-dependent via the
purity and the von Neumann entropy calculated with the
given state. Further, the derived lower bounds are explic-
itly expressed in terms of the number of MUBs and the
dimensionality. The presented bounds differ from the un-
certainty relations for the relative entropy of coherence
derived in [21, 22]. The authors of [21, 22] used the en-
tropic uncertainty relations obtained in [42]. The method
of [42] leads to the appearance of the entropic bound
as a result of solving a certain maximization problem.
For MUBs, this general lower bound is not always better
than the bounds derived just for such bases. The un-
certainty relations for the averaged geometric coherence
of a pure state were also presented. We examined two
lower bounds, neither of which overcomes the other ev-
erywhere. To the best of our knowledge, the uncertainty
relations for the geometric coherence have not been ad-
dressed previously. Finally, we considered novel state-
independent uncertainty relations for several MUBs in
terms of the averaged min-entropy.
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