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Abstract. Douglas Jay Klein and other researchers have seen that there is a great potential in applying par-
tial order in the field of QSAR. The basic idea is to deduce from order relations among chemicals, proper-
ties of the ordered chemicals. Despite the satisfactory results found by Klein’s methods, we think it is 
worth exploring another feature of the poset of chemicals used in Klein’s approaches, namely the average 
posetic height, hav, of each chemical. In the current paper we explore some methods to calculate these 
heights and use them as independent variables for modelling a chemical property that is also modelled by 
Klein’s approaches, namely octanol / water partition coefficient KOW. It turned out that the application of 
average heights, hav, as predictors of a linear log KOW estimation leads to reasonable results in the applica-
tion example of chlorophenols. (doi: 10.5562/cca2296)  
Keywords: QSAR, chemical structures, partially ordered sets, lattice theory, chlorophenols, log KOW 
 
INTRODUCTION 
The octanol / water partition coefficient is a key proper-
ty by which several other properties of hydrophobic 
chemicals are estimated in a quite simple way (see for 
instance1,2 and networks of property estimation  
relations).3−7 For example different accumulation 
tendencies, such as accumulation in fish, soils, or base-
line acute toxicities, just to mention a few of them, are 
important for estimating the fate and exposure and 
ecotoxicological impacts of organic chemicals in the 
environment. Although the experimental determination 
of KOW is a standard procedure, it is of interest to  
estimate this quantity directly from the structure of 
molecules. For this purpose, in the paper of Ivanciuc et 
al.8 a partially ordered set of chlorophenols is built up 
and by several interpolation and extrapolation methods 
it was found that log KOW of the different compounds 
could be estimated with good accuracy. The bare idea is 
that the partially ordered set and its graph theoretical 
structure constitutes an efficient code of the diversity  
of structures, which led, in Ivancviuc et al.8 and in  
other papers by Klein (see section 2.4), to the concept  
of “superstructure”. When the partially ordered set  
is such a superstructure, then other partial order  
properties may be useful as predictors of log KOW as 
well.  
MATERIAL AND METHODS 
Basic Definitions 
Partial order relations can be obtained in a multitude of 
ways; in 1997 Klein and Babić showed some instances 
of appearance of these structures in chemistry.9,10 If the 
partial order is to be related to a data matrix we can 
define partial order relations among objects in many 
different manners11. Here a method is selected that has 
found manifold applications; it is called the product 
order, because the orders induced by any single indica-
tor are combined in a logical “and” manner. In other 
words, the method is a logical combination of the rank-
ings derived from each indicator, as if each indicator 
were acting as a voter. 
Let X be a finite set of objects and IB the set of in-
dicators qi observed on X, then we define:  
  :  ( )  ( )  for all











It turns out that if x, y and z are objects in X, then 
the relation   satisfies the following properties: reflex-
ivity, indicating that x   x; antisymmetry, meaning that 
if x   y and x   y, then x = y; and transitivity, which 
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states that if x   y and y   z, then x   z. The relation 
  is called a partial order and such a relation along 
with the set X is called a partially ordered set (poset), 
denoted (X,  ). As   is determined by indicators in 
IB, then (X,  ) is equivalent to (X, IB). For the ensuing 
discussion, some notational remarks are needed: 
(a) Objects for which x   y, or y   x are called 
comparable and denoted as x   y or y   x. 
(b) Objects for which Equation 1 does not hold, 
are called incomparable and the relation is 
denoted as x || y. 
(c) O(x) := {y   X : y   x} is the principal down 
set (order ideal) of X generated by x.          (2) 
(d) F(x) := {y   X : x   y} is the principal up set 
(order filter) of X generated by x.               (3) 
Note: down and up sets are usually defined in 
a more general manner: Let X’  X, the  
down / up set of X’ is a set where z  X’, x  
X and x < z / x > z imply x  down/up set. 
(e) U(x) := {y   X : y || x} is the set of x-
incomparables in X.                 (4) 
(f)  Iso(X) = {x  X : there is no y  X such that y 
  x} is the set of isolated elements of X      (5) 
(g) Let C  X, if all x, y  C obey Equation 1, 
then C is a chain.                (6) 
(h) Let z, y  X, then I(z, y) := {x   X : z   x   
y}, then I(z, y) is the interval corresponding to 
objects z and y. 
(i) Let AC  X, if for all x, y  AC is valid x || y, 
then AC is an antichain. 
(j) If x   y and there is no element z  X ful-
filling x   z   y, then y covers x or x is cov-
ered by y and it is denoted by x  : y. It is 
sometimes convenient to describe a poset  
algebraically by the set of (x, y) pairs, where  
x  : y. Cover relations are the basis to draw 
Hasse diagrams, graphic representations of 
posets, see for instance Davey and Priestley.11 
For recent introductory texts regarding the Hasse 
diagram technique (HDT), which is based on Equation 
1, see for instance.12,13 
 
Weak Order and Height 
As the product order for the objects in X, based on IB, 
considers each possible ranking derived from each qi, it 
is needed to explore the mathematical properties of 
these rankings, i.e. weak, linear, total or complete or-
ders. A weak order is a relation  satisfying reflexivity 
and transitivity for all objects in X. Note that  does not 
require antisymmetry, which is the main difference with 
a partial order relation. Hence, if the set X is endowed 
with the relation , then every couple of different ob-
jects in X is comparable. A linear, total or complete 
order: X equipped with   is a chain (see expression 6 
above). 
Let Li be a linear extension, i.e. a linear order pre-
serving all order relations found through Equation 1. 
For example by equation 1 and three objects (a, b, c) it 
may be found: a < b, a < c, then a linear extension is  
a < b < c, another one would be a < c < b. In a finite set 
X, each linear extension has a least object (“least”). The 
height h(x, Li) of an object x regarding the linear exten-
sion Li is given by counting the number of objects in 
I(least, x) fulfilling least   y   x. 









   (7) 
with LT being the total number of linear extensions 
derived from Equation 1. The quantity hav(x) is often 
called the average rank of x as it induces a weak order 
on X. 
 
Average Height Calculation Methods 
Lattice Approach  
In computational complexity theory, problems are clas-
sified according to the time and space used by algo-
rithms to solve the problems. The notation #P is the 
class of counting problems running in polynomial time. 
Problems of class #P can be solved in theory but in 
practice take too long time and are also known as intrac-
table problems. 
The direct evaluation of Equation 7 is #P com-
plex,15 hence the application of this equation is only 
meaningful when the number of objects in X is small.  
A computational and mathematical attractive method to 
estimate hav is the lattice theoretical one,16 which avoids 
storing and managing all Li in LT (Appendix). The idea 
may be sketched as follows: 
(a) A lattice of all down sets for (X, IB) is con-
structed. Due to the construction principle each 
edge of the lattice can be labelled by an object 
in X (see below). 
(b) A linear extension is then a path from the  
bottom (empty set) to the top object (the poset 
itself). 
(c) By an appropriate organisation of the computa-
tional algorithm, important quantities of  
the poset such as average height16 can be  
obtained. 
To manually find all down sets of a poset (X, IB), 
we perform the following steps:11 
1. Identify all principal down sets O(x) for all x in 
X. 
2. Generate a list of antichains. 
3. Generate the down set Z(i) as follows: let AC(i) 
be the i-th antichain, then Z(i) is defined as 
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( )( ) ( )x AC iZ i O x   
4. Include the empty set, if necessary. 
5. Include the poset (X, IB), if necessary. 
Example: Let us take the poset whose Hasse dia-
gram is shown in Figure 1. The set X of the poset is {a, 
b, c, d} and its cover relations are {(a, b), (c, b), (c, d)} 
(see remark j in section 2.1). This poset is called a 
fence, namely Fence(4), and here we show how we 
apply each one of the five steps mentioned before: 
1. Principal down sets: O(a) = {a}, O(b) = {a, b, 
c}, O(c) = {c}, O(d) = {c, d}. 
2. Antichains: AC(1) = {a, c}, AC(2) = {a, d}, 
AC(3) = {b, d}. 
3. Z(1) = O(a)  O(c) = {a, c}; Z(2) = O(a)  
O(d) ={a, c, d}; Z(3) = O(b)  O(d) = 
{a, b, c, d}. 
4. Inclusion of . 
5. It is not needed to include the poset, for it is 
already included through O(b)  O(d) =  
(X, IB). 
The set of all down sets is denoted by J, hence for 
the Fence(4) we obtain: 
J(Fence(4)) = {, {a}, {c}, {a, c}, {c, d},  
{a, b, c}, {a, c, d}, {a, b, c, d}} 
The sets of J(Fence(4)) are partially ordered by set 
inclusion as shown in Figure 2A. 
There are many important theorems and state-
ments to be made for the partial order of down sets. 
Here we refer only to those needed for the ensuing dis-
cussion:17 
1. The partial order of down sets (ordered by  
inclusion) is a distributive lattice. 
2. For any covering vertex v such that v’ : v, 
the associated down set of v differs from that 
of v’ by one and only one x  (X, IB). Hence 
the edges of the lattice can be labelled by x, as 
shown in Figure 2B. 
3. A path from the bottom of the lattice to the 
top can be characterised by the edges and 
their labels found in the path. 
4. The sequence of edge labels is a linear exten-
sion of (X, IB), for example c   d   a   b 
is a linear extension of the Fence(4). 
Following,16,18,19 these four items are the basis of a 
computational approach to calculate average heights. In 
the software PyHasse this concept is available too 
(avrank5.py), where the Python-code by Wienand 
(2003)19 was correspondingly adjusted. For the software 
package PyHasse see.13,20−23 
 
Other Approaches 
Nevertheless, the lattice-theoretical approach 
(avrank5.py) is limited too. Empirically Bruggemann 
and Carlsen24 found that the number of elements in X 
must be below 50, at least when the programming  
language is an interpreter language, e.g. Python, and no 
computational parallelisation is performed. 
As the direct evaluation of Equation 7 and the lat-
tice method are computationally demanding for posets 
with large number of objects, then several methods have 
been devised to approximate the exact results of Equa-
tion 7 and the lattice method. One of these methods is 
the one by Bubley and Dyer,15 which is a sampling 
method, whose convergence is guaranteed, albeit the 
running time is of the order O(n3 log(n)). 
Another method is the Local Partial Order 
Model,25 LPOM, which in plain words is just to select 
one after another the objects x  X and to consider their 
partial order environment. It has been proven that 
LPOM computational complexity is O(n2).26 There are 
two LPOM variants, namely LPOM0 and LPOMext. 
The first one assumes all x-incomparables to be isolated 
objects; then both down set and up set of x are consid-
ered as chains and a simple counting of the probability 
for each y  U(x) localized above or below x, allows 
estimating hav(LPOM0)(x). Further details are found 
in.25 In LPOMext the assumption of x-incomparables as 
isolated objects is abandoned; instead, for each object  
y  U(x), it is checked how many positions are accessi-
ble above and below x. At the end, hav(x) is calculated 
through Equation 8.24,27 
( )
( )(LPOMext)( ) ( )
( ) ( )av y U x
p yh x O x
p y p y

        (8) 
 





Figure 2. (A) J(Fence(4)): partial order of down sets of 
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with p<(y) := |O(x)   U(x)| and p>(y) := |F(x)   U(x)|,  
x, y  X.   
The average height, calculated after Equation 8 is 
an approximation of Equation 7, for an assumption of 
the method is that the objects of O(x) and F(x) form a 
chain and the order relations amongst the elements of 
U(x), O(x) and F(x) are disregarded. Nevertheless, the 
approximation of Equation 8 is in most cases remarka-
bly better than LPOM0 and the Pearson correlation with 
exact average heights is quite high, see for details 
Bruggemann and Carlsen.24 The role of average heights 
approximations is further examined in a paper in press 
in MATCH Communications in Mathematical and in 
Computer Chemistry, 2014. 
After having discussed different methods to calcu-
late hav, we show how the lattice theoretical “hav exact”, 
the LPOM0 and the LPOMext methods can be used as 
predictors for estimating log KOW of chlorophenols. 
Before this idea is outlined in the results section, we add 
a caveat and after that Klein’s posetic estimative meth-
ods are briefly described. 
Caveat: When chlorophenols are taken into ac-
count we are not concerned with the complexity and 
structural diversity that pesticides may have. Further-
more, we are aware that the leading quantity determin-
ing the value of log KOW is the number of chlorine at-
oms in each of the chlorophenols. Nevertheless, first we 
must show that posetic quantities are able to model 
simple systems, before we dare to model other more 
diverse sets of chemicals. 
 
Klein’s Posetic Approaches 
At the end of the 1990’s Klein started to publish28 his 
ideas of using order relationships between chemical 
substances to estimate their properties. His methods 
assign a molecular structure to each substance and look 
for order relationships between couples of these  
molecular assembles. A salient feature of Klein’s  
posetic approaches is the use of the mathematical struc-
ture of the ordered set of molecular structures, rather 
than focusing on the molecular structure of single mole-
cules, which is the customary approach of traditional 
QSAR (Quantitative Structure-Activity Relationships) 
models. In QSAR models, molecular structure is charac-
terised mainly either by fingerprints29 or by molecular 
descriptors,30 which converts the molecular structure 
into a vector. Handling those vectors with statistical 
approaches, the components of the vector, i.e. subsets of 
fingerprints or particular molecular descriptors, are 
mathematically related to a particular property of the 
studied substances. In Klein’s approaches however, the 
structure that is worked on is the ordered structure or 
poset of a set of molecular structures and it is such a 
structure which is further used to develop estimative 
models of the ordered substances.8,31,32,33,34,35−39 Klein’s 
innovative predictive strategy has been called Quanti-
tative SuperStructure / Activity (Property) Relationship 
QSSAR / QSSPR,8,32,34 the prefix “super” accounting for 
the panoramic viewpoint of the structure of molecular 
structures. 
As Klein’s ordering of substances is the core of 
his methods, we briefly explain it as follows: an exam-
ple of order relationship between molecular structures is 
“can be obtained from”, meaning that a molecule can be 
obtained from another one by a defined step. Such an 
order relation does not necessarily consider reaction 
conditions, or thermodynamic constraints upon the 
suitability of a type of reaction. Instead, the relation is 
mathematized by taking into account whether the mole-
cule associated to an under-lying molecular skeleton can 
be obtained from another molecule similarly based on 
the same skeleton. This procedure yields a poset that 
constitutes a progressive network in which molecular 
changes are introduced step-by-step on a parent molecu-
lar skeleton. An example of such a poset is the network 
for chlorophenols (Figure 3) where the relation “can be 
obtained from” is particularised to molecular substitu-
tion. There, one starts with phenol at the top of the poset 
and ends with pentachlorophenol at the bottom, while 
Figure 3. Substitution reaction poset of chlorophenols where 
the aromatic ring is represented by a hexagon and the 
carbon bonded to the substituted hydrogen is represented by a 
black circle (see reference 8). Broken lines indicate those 
covering relations not considered when Table 1 (see below) 
is the basis for coding the partial order. Top right 
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all different patterns of substitution are found in  
between. 
Klein’s posetic approaches are: average-poset,31 
cluster-expansion,36,39,40 and splinoid.32,33,39 A brief 
description of each one of these methods is given as 
follows: 
The average interpolation method estimates the 
property of a substance x as the average of averages of 
preceding and succeeding members in the poset. The 
first step is the calculation of the average of those com-
pounds y directly leading to x (y   x) in the poset; the 
second step is the calculation of the average of those y 
directly following x (x   y); the procedure ends calcu-
lating the average of the previous two averages. This 
method requires knowing the property of all the nearest 
neighbours of the substance whose property is going to 
be estimated; in addition, the property cannot be  
estimated neither for the top nor the bottom substance of 
the poset, for these two substances have neither  
preceding nor succeeding substances, respectively.  
The cluster expansion approach calculates the 
property using features z(y) of all y leading to or being 
equal to x, which can be fitted by statistical procedures. 
The expansion makes use of the number of ways in 
which configurational arrangements C’  y occur as 
substructures in a configuration C  x. The cluster ex-
pansion may be conveniently truncated to a limited 
sequence of non-zero cluster terms z(y), and so applied 
when the earlier terms alone give a good approximation 
for the property P. The similarity between Taylor series 
and this expansion has been studied by Nava et al.38 
This method does not require knowing the property 
values for the nearest neighbours of the substance one is 
interested in. 
The splinoid method assigns to each relation y > x 
in the poset, a real variable rv > x ranging from 0 to 1. 
The idea of the approach is to follow the spline interpo-
lation method41 that defines a low-degree polynomial 
for each rv > x. Each y of the poset is characterised by a 
value αv and a slope βv. The splinoid fit is such that each 
polynomial with endpoint y yields the common value = 
αv at y. These splines are then smoothed as their “curva-
ture” or “stress” is minimised, whence all the coeffi-
cients in the polynomials are determined, in terms of the 
set of known values, if there is a sufficient number of 
these. Afterwards, the unknown values gathered are 
expressed in terms of those known. The splinoid method 
considers all the cover and transitive relations of the 
poset. 
By applying the three interpolative methods de-
vised by Klein to the estimation of the octanol / water 
partition coefficient (log Kow) of the chlorophenols de-
picted in Figure 3, Ivanciuc et al.8 obtained the follow-
ing results: r = 0.987, s = 0.115, with the poset-average 
method; r = 0.991, s = 0.107, with the cluster-expansion 
approach; and r = 0.990, s = 0.122 with the splinoid 
method. 
To contrast Ivanciuc’s results with those obtained 
by using our average height approaches, we estimate the 
octanol / water partition coefficient (log Kow) of the 
same 20 substances studied by Ivanciuc et al.8. 
 
Chemical Data Set 
To evaluate Equation 1, i.e. to order chlorophe-
nols, we tried first a multi-indicator system for each 
substance by considering the five positions around the 
phenyl-group as components qi of a vector characteris-
ing each chlorophenol (the numbering system used is 
shown in Figure 3). The value qi for the substance x is 
assigned as follows:  
1  if in the i-th position a H atom is bonded
( )
0  otherwisei
q x     (9) 
The data matrix presented in Table 1 shows the re-
spective characterisation of each one of the 20 chloro-
phenols studied. 
The poset of chlorophenols obtained from their 
vectors (Table 1) and by using the product order crite-
rion (Equation 1) is quite similar to the one obtained by 
Ivanciuc et al.8 However, the cover relations 7  : 3, 13 
 : 7, 14  : 9 and 18  : 14 appearing in Ivanciuc’s 
poset do not appear in our poset. The reason for these 
differences is that in Ivanciuc’s approach the symmetry 
of phenol (C2v) is considered as well as the effect of 
substitutions on it. In our vectorial characterisation of 
each chlorophenol, the symmetry is disregarded: 
 consider, e.g. the pair 14  : 9. By applying the nota-
tion of Equation 9, we find (1,0,0,1,1) for the chloro-
phenol 9 and (0,1,0,0,1) for chlorophenol 14. By apply-
ing Equation 1, these two chemicals are incomparable. 
However, by symmetry, chemical 14 can also be written 
as (1,0,0,1,0) and then an order relation can be  
established. A general procedure to apply for symmetry 
in case of a coding of chemical structures such as in 
Equation 9 is not in the focus of the current paper and, 
perhaps, even not needed from a practical point of view, 
as it is simple to code the structures in another suitable 
manner. 
By Equation 9 a high degree of chlorine substitu-
tion is at the bottom of the poset. Therefore we compare 
the weak order obtained from the data of Table 1 not 
directly with log KOW but with 6 – log KOW, whereby 6 
was the smallest integer larger than the values of log 
KOW for the set of 20 chemicals. On the basis of Table 1 
average heights, hav, can be (and were actually) calcu-
lated, however because of the missing symmetry we 
suppress the results (see the remarks above, concerning 
symmetry). 
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RESULTS  
Estimating log KOW with Symmetry Constraints  
Averaged Heights  
We derived a cover matrix for the Hasse diagram shown 
in Ivanciuc et al.8 and considered it as the source of 
information to build up the vector characterising 
chlorophenols. The entries aij of the cover matrix are 
found as follows, where i represents the i-th row and j 
the j-th column: 
1  if 







Hence, the vector characterising each 
chlorophenol has now 20 components. Each vector 
corresponds to a row in the cover matrix. 
In Table 2 the hav exact, calculated according to 
the lattice method and the approximate hav due to 
LPOM0 and LPOMext are displayed. 
According to hav exact and to hav(LPOMext), we 
found the following equivalence classes of chlorophe-
nols: [2,3], [5,7], [6,9], [8,10], [11,14], [12,13],  
[15,16], [17,18]; and according to hav(LPOM0), these 
ones: [2,3], [5,7,8,10], [6,9], [11,14,15,16], [12,13], 
[17,18]. 
Table 1. Chlorophenols, their characterisation (Equation 9) and log KOW values. Labels correspond to those used in reference 8 
Labels Names q1 q2 q3 q4 q5 log KOW 
1 phenol 1 1 1 1 1 1.46 
2 ortho-chloro-phenol 0 1 1 1 1 2.17 
3 meta-chlorophenol 1 0 1 1 1 2.50 
4 para-chlorophenol 1 1 0 1 1 2.40 
5 1,2-dichlorophenol 0 0 1 1 1 2.94 
6 1,3-dichlorophenol 0 1 0 1 1 3.22 
7 1,4-dichlorophenol 0 1 1 0 1 3.09 
8 1,5-dichlorophenol 0 1 1 1 0 2.74 
9 2,3-dichlorophenol 1 0 0 1 1 3.17 
10 2,4-dichlorophenol 1 0 1 0 1 3.20 
11 1,2,3-trichlorophenol 0 0 0 1 1 3.80 
12 1,2,4-trichlorophenol 0 0 1 0 1 3.69 
13 1,2,5-trichlorophenol 0 0 1 1 0 3.46 
14 1,3,4-trichlorophenol 0 1 0 0 1 3.89 
15 1,3,5-trichlorophenol 0 1 0 1 0 3.85 
16 2,3,4-trichlorophenol 1 0 0 0 1 3.99 
17 1,2,3,4-tetrachlorophenol 0 0 0 0 1 4.49 
18 1,2,3,5-tetrachlorophenol 0 0 0 1 0 4.36 
19 1,2,4,5-tetrachlorophenol 0 0 1 0 0 4.36 
20 1,2,3,4,5-pentachlorophenol 0 0 0 0 0 5.03 
 
Table 2. hav of 20 chlorophenols calculated by three methods: 
the lattice (hav exact) and the LPOM0 and LPOMext ones 
chlorophenol hav exact hav(LPOM0) hav(LPOMext) 
1 20.0 20.0 20.0 
2 17.974 18.375 18.407 
3 17.974 18.375 18.407 
4 17.204 17.5 17.642 
5 13.509 14.0 14.238 
6 13.116 13.364 13.285 
7 13.509 14.0 14.238 
8 13.572 14.0 14.464 
9 13.116 13.364 13.285 
10 13.572 14.0 14.464 
11 7.491 7.0 6.762 
12 7.884 7.636 7.715 
13 7.884 7.636 7.715 
14 7.491 7.0 6.762 
15 7.428 7.0 6.536 
16 7.428 7.0 6.536 
17 3.026 2.625 2.593 
18 3.026 2.625 2.593 
19 3.796 3.5 3.358 
20 1.0 1.0 1.0 
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The fusion of [5,7] and [8,10] as well as that of 
[11,14] and [15,16] in LPOM0 arises from the addition-
al symmetries because the incomparable objects are 
considered as isolated. 
The regression analysis results (PASW-package), 
where the hav of the three methods, i.e. exact,  
LPOM0 and LPOMext, are considered as predictors  
for 6 – log KOW, are summarised in Table 3. 
Only the exact method is better than the results 
based on Table 1, i.e. without symmetry (not shown). 
We also found that the simpler method LPOM0 is 
slightly better than LPOMext. We can hypothesise that 
the larger equivalence classes due to the rough approx-
imation describe 6 – log KOW better than the more dif-




The results displayed in Table 3, seem to be promising 
even if advanced techniques of customary QSAR stud-
ies are not used. We did not divide the set of data into 
training, external and internal test sets and no attempt to 
check the validity (as for example in linear QSAR-
models with the Williamsplot)42−44 of the models was 
intended. The bare application of partial order theory 
should be possible when the number of comparability 
relations is sufficiently large. This is the case when the 
chemical structure is the leading idea, when one finds 
long posetic chains allowing analogies amongst molecu-
lar structures. In such a case the holistic view of regard-
ing superstructures is a possible way, and if the proce-
dure shown in the current paper is accepted, then the 
typical tools of order theory, such as average heights 
can be useful too. We think that the very idea, realised 
by Klein and his colleagues, is to see the chemicals not 
as a set of single entities but embedded in a network 
which itself has a superstructure. This network can often 
be a network derived from order relations and as order 
relations can be defined in many different ways, there is 
a chance for new modelling techniques in QSAR. Struc-
tures may additionally be classified in a hierarchy fash-
ion, i.e. molecules, classes of molecules with some 
common structural properties and finally the “super-
structure” as introduced by Klein. Mathematically, a 
method has been developed, by which the classification 
of structures can be modelled in posetic terms.45 It is 
then worth pursuing this kind of approach for Klein’s 
posets of molecular structures. 
 
OUTLOOK 
Even if the posetic results based on posetic quantities 
such as heights seem to be promising, there are several 
points which we did not include or which should be 
considered before the concept of posets can be generally 
used. First of all, as already mentioned in the caveat of 
the material and methods section, another set of more 
complex molecules should be selected. However the 
relevant constraint is that the resulting poset must have 
a wealth amount of comparabilities (a superstructure in 
Klein’s terms) to be used in the methodology here pre-
sented as well as in Klein’s ones, e.g. a set of molecules 
leading to a complete antichain cannot be analysed. This 
requirement hampers the dissection of the set of mole-
cules in training and test sets. Furthermore, even if such 
a superstructure exists, the height alone may be not 
sufficient to model the properties of the compounds 
under investigation. Other posetic quantities such as 
local ones, as discussed in the material and methods 
section, may be useful too. 
Table 3. Statistics of the linear models for 6 – log KOW based on hav calculated through the exact, LPOM0 and LPOMext methods  
Method r2DF F Slope constant T(constant)(a) T(slope)(a) 
Exact 0.947 343.632 0.153 1.002 10.254 18.537 
LPOM0 0.936 276.818 0.145 1.089 10.460 16.638 
LPOMext 0.932 262.248 0.142 1.120 10.636 16.194 
(a) T(constant) and T(slope) are parameters allowing checking the significance of constant and slope coefficients in the regression 
equation. The larger their values, the better the model. 
 
 
Figure A. “Manhattan-like” graph representing a digraph that
is discovered by shortest walks exclusively either from the
bottom B via H to the top T or the other way round. An exam-
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Another argument is that we did not use sophisti-
cated approaches of current QSAR techniques as the 
already mentioned division of molecules in training and 
test sets and the internal and external validation of the 
model. The way out, namely a cross validation, was not 
applied, for this paper is thought of as a starting docu-
ment with the focus on posetic approaches. 
Clearly, it is possible that we have to abandon the 
idea of posetic approaches as a kind of modelling  
methods, if results with more diverse datasets indicate 
so. Should that happen, then posetic approaches may be 
seen as a tool to understand the leading structural  
factors and the substitution patterns in superstructures 
that determine physicochemical or toxicological quanti-




The graph representing the lattice of all down sets of a 
poset needs less storage than the storage of the linear 
extensions in LT. Figure A may help to understand that 
it is needed less storage when considering the lattice. 
The graph of Figure A has 15 vertices and two 
“n,m-grids”, whereby n and m are the numbers of edges 
in both directions. There is a 1,1-grid between B and H, 
and a 3,2-grid between H and T. Applying the formula46 
for shortest walks in n,m-(Manhattan-like) grids: ( )   n mm+ , 
we obtain 20 shortest walks. Assume now that any 
shortest walk from B to T represents a linear extension, 
then 20 linear extensions are stored by only needing the 
storage of the adjacency matrix of the 15 vertices. 
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