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Abstract
Particle manipulation plays an important role in numerous fluidic devices involving tasks such as pumping,
mixing, separation, sorting, transporting, among many others. When these devices are miniaturized to micro-
and milli-meter scale, a second-order fluid effect—viscous streaming—becomes relevant as a label-free and
contactless method for such applications. In this thesis, we extend an existing 3D numerical flow–structure
interaction (FSI) solver based on Remeshed Vortex Method (RVM) for the simulation and analysis of 3D
streaming flows. We validate the accuracy and capability of the solver against a range of 3D streaming
problems from single to multiple oscillating bodies, as well as for actuation modes of different sorts and
oscillating bodies of unconventional shapes. We then illustrate in a few different settings whereby numerical
simulations for viscous streaming in 3D can be used in the context of particle manipulation, from leveraging
viscous streaming for inertial particle transport enhancement to probing the fundamental understanding of
body shape–flow topology dynamics in streaming flows.
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Particle manipulation has long found its instrumental role in numerous applications spanning a range of
scales (from micro to milli). They hold the promise of advancements in biomedical research and health care,
among many others. These applications often involve controlling particles suspended in biologically-relevant
flows to achieve delicate tasks such as drug delivery, in-situ analysis, separation and sorting. In this context,
an increasing need for contactless and label-free manipulation method becomes even more prominent.
Consequently, particle manipulation has attracted significant attention that has led to the development of
different methods including, but not limited to, hydrodynamic-based [1], electrokinetic-based [2, 3], acoustic-
based [4, 5], magnetic-based [6, 7] and optical-based [8, 9] techniques. These methods are either active (i.e.
imposed external force field) or passive (i.e. implicit particle manipulation through interaction between flow
field and body geometry/topology), both of which in general can be further categorized as label-based or
label-free method. Label-based methods rely heavily on the labelling/tagging of the target particles, which
becomes challenging when tasked with delivery or separation applications that require particles to remain
uncontaminated. Label-free method, on the other hand, rely on the intrinsic properties of particles (i.e. size,
shape, mass, etc.), thus enabling particle manipulation without affecting its chemical and physical properties.
While these efforts aim to control particles via different approaches, they share a common feature in
that the problem lives in flow scales (typically micro- to milli- scale) where viscous streaming are relevant.
This second-order flow mechanism not only presents yet another hydrodynamic-based approach, but also
offers the luxury of being label-free. Subsequently, this has motivated investigations in leveraging viscous
streaming for micropumping [10, 11], micromixing [12, 13], particle sorting [14, 15] and transport [16–22].
In this thesis, we further establish and extend through simulations the use of viscous streaming as a
label-free technique for applications requiring particle manipulation. We test and validate the capability
of Fluid-Structure Interaction (FSI) simulations based on Remeshed Vortex Method (RVM) to capture
the relevant physics underlying viscous streaming. Then, we present a few investigations involving viscous
streaming and demonstrate the contributory role simulations play for the advancement of label-free particle




In this chapter, we present a brief background on viscous streaming. Section 2.1 describes the definition
of viscous streaming and the motivation behind the choice of this mechanism for particle manipulation. In
section 2.2, we briefly review the existing literature on viscous streaming.
2.1 Definition and motivation
When an immersed body oscillates within specific size–frequency ratios, a non-linear fluid response known
as viscous streaming arises. This fluid mechanism is a consequence of the non-linearity of Navier–Stokes
equations and emerges when a solid interface of characteristic length a vibrates periodically with frequency
ω in a fluid of viscosity ν. In such a system, we can describe the oscillatory flow dynamics through the
oscillatory Reynolds number Ro = Uoa/ν = εa
2ω/ν, and the streaming flow dynamics through the streaming
Reynolds number Rs = U
2
o /ων = ε
2a2ω/ν = εRo, where ε = A/a  1 is the non-dimensional amplitude of
the oscillation. The Ro–Rs pair describes the system dynamics such that when Ro and Rs are held constant,
the same flow behavior can be recovered.
We motivate the choice of viscous streaming as a method for particle manipulation by virtue of its
contactless and label-free mechanism, which provides unobtrusive control based on the particle’s intrinsic
properties (i.e. density, mass, volume, etc.). Besides that, the mechanism is scalable such that given a
desired flow behavior described by a certain Ro–Rs combination, the streaming system can be resized to
the scale of target application by appropriately adjusting ω. With the current technology, engineering
devices (figure 2.1a–c) can achieve a wide range of frequencies (∼ 10–106 Hz), thereby allowing access to
viscous streaming at length scales ranging from milli to micron scale [16, 23–39]. This mechanism has
been successfully employed for problems ranging from micropumping [10, 11], micromixing [12, 13], particle
sorting and cytometry [14, 15], and particle transport [16–22].
While simple translational oscillations are sufficient to generate streaming flows, torsional oscillations,
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Figure 2.1: Swimming bio-hybrid robots: (a) ray [43], (b) jellyfish [44] and (c) flagella [42]. Steady streaming
from (d) an oscillating cylinder [38] and (e) a squirming starfish larva [41, 46].
streaming. For example, the Spirostomum [40] or starfish larvae [41] (figure 2.1e) which operate in length/time
scales relevant to streaming achieve different functions (propulsion/feeding) by employing ciliated squirming.
This sparks the idea of biologically-inspired devices that can locomote and control particles around them, of-
fering potential use in applications such as drug delivery, in-situ analysis, among many others. Indeed, recent
developments in artificial and bio-hybrid [42–45] mini-robots (figure 2.1a–c), which operate in the stream-
ing regime, can take advantage of this flow mechanism and bring us a step closer to the aforementioned
high-impact applications.
Thus, given the size scalability as well as the potential functionality this mechanism offers, viscous
streaming presents an attractive option for flow control and particle manipulation.
2.2 Literature
Here we review prior works on viscous streaming involving single and multiple bodies as well as different
shapes and actuation modes in both 2D and 3D (figure 2.2). We note that while there are a few different
definitions of streaming (viscous, acoustic, microbubble) found in literature, our work mainly concerns
viscous streaming. To avoid confusion, we review the definitions here. Viscous streaming arises from the
vorticity generated due to no-slip condition on a solid boundary that interacts with the fluid in an oscillatory
fashion. On the other hand, acoustic streaming (implying some degree of compressibility of the fluid) occurs
due to the presence of acoustic waves undergoing finite damping due to fluid viscosity (i.e. quartz wind) or
interaction with a solid boundary similar to viscous streaming. Microbubble streaming involves an oscillating
bubble that interacts with the fluid via no-stress condition on the interface. Finally, we note that while they
are defined differently, they achieve a similar non-linear effect over large length and time scales.
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Figure 2.2: Streaming flow from single body performing linear translational oscillations in (a) 2D (circular
cylinder) [47] and (b) 3D (sphere) [48]. Other actuation modes and shapes: (c) torsional oscillation of an
elliptical cylinder [49] and (d) translational oscillation of a triangular cylinder in 2D [50], and (e,f ) spheroids
oscillated along different axis in 3D [51]. Multiple bodies: (g) array of circular cylinders [52] and (h) two
spheres interacting in an oscillatory flow [53].
2.2.1 Single cylinder/sphere with linear-translational oscillations
Viscous streaming was first observed by Faraday [54] and was then given its first explanation by Rayleigh
[55] through the demonstration of streaming of dust particles in a Kundt’s tube. The phenomena was
further investigated experimentally by Andrade [48] using spheres of different diameters (figure 2.2b) and
theoretically by Schlichting [56] using asymptotic approach. A more rigorous attempt was later made by
Holtsmark et al. [29], Raney et al. [30], Skavlem and Tjötta [31], and Bertelsen [35] where they employed
asymptotic expansion in terms of ε and used the method of successive approximations (Picard iterations)
for the theoretical estimation valid in the Stokes-like regime (Ro  1).
Stuart [57] later introduced the streaming Reynolds number Rs when he observed a double boundary
layer streaming structure for Rs  1. The double boundary layer observation was later further confirmed
by Riley [32] via a matched asymptotic method where two layers are treated separately and the solutions
are brought together by meeting the same boundary condition at the interface. This was approach extended
to include all dynamical regimes, mainly the single boundary layer (Rs  1) and the double boundary layer
(Rs > O(1)). Riley [32] also stated that the full solution to Navier–Stokes equations are required to capture
the non-linear dynamics in the Rs ∼ O(1) regime, which was later confirmed by Wang [58] who approached
the problem using a similar matched asymptotic approach.
The Rs  O(1) regime was later looked into by Davidson and Riley [33] using semi-numerical approach,
which validated prior prediction by Stuart [57] on the eventual collision of boundary layers as Rs increases.
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This collision was found to result in jet eruption along the oscillation axis which experimentally and numer-
ically matches the planar jet solution [59]. Further analytical treatment was later done by Bertelsen et al.
[34] who extended the validity region of Holtsmark’s theory to Rs / 1 and established the non-linear rela-
tion between DC boundary layer thickness δdc and AC (Stokes) boundary layer thickness δac for a circular
cylinder, which we will use for quantitative validation of our numerical solver in later section. Bertelsen [35]
further investigated the Rs  O(1) (jetting) regime and observed inconsistent results with Davidson and
Riley [33]’s findings. Following that, attempts were made by Riley [60] using matched asymptotics based
on second-order boundary layer theory, which was later numerically solved for in [61]. In spite of these
attempts, the discrepancies between experimental observations and analytical/numerical solutions remain,
albeit reduced.
2.2.2 Single cylinder/sphere with other actuation modes
Apart from translational oscillations in one direction, streaming emerging from different actuation modes
can also be found in literature. Davidson and Riley [33] and Miyagi and Nakahasi [62] investigated streaming
flows eliciting from non-harmonic actuations (based on linear combinations of multiple sinusoidal modes) of
a circular cylinder while Tatsuno [63] considered a cylinder oscillating with a sawtooth profile. These work
revealed that the resulting streaming fields closely resemble and approximate those obtained by linearly
superpositioning the individual fields resulting from each actuation mode, with some observable discrepancies
in the direction of oscillation. Kubo and Kitano [64] considered a cylinder oscillated in the x and y directions
with different frequencies and yielded results similar to those obtained from Kusukawa et al. [65]’s theory
where the cylinder is actuated in a small-amplitude rotary oscillations around an axis with a non-zero offset
from the center.
Torsional and radial oscillations of the cylinder presents another mode of oscillation that can be found in
literature. Since 2D circular cylinders are geometrically symmetric, pure torsional or pure radial oscillations
introduces oscillatory velocity of the same amplitude and phase throughout its interface, thereby resulting in
no effective streaming [66]. However, Riley [26] combined torsional and translational oscillations in his ana-
lytical work, which can now generate streaming and revealed that the combinations of oscillation amplitudes
and relative phase can be used to alter the resulting boundary layer structures (i.e. shifting of boundary
layers, jetting direction, etc.). This brings to the idea of propulsion via streaming jets which was briefly
investigated in [67–70]. In 3D, Gopinath [71] showed that pure torsional oscillations of a sphere is sufficient
to achieve streaming, where he observed a hemispherically-symmetric streaming motion in its meridional
planes. Similarly, combinations of radial and translational oscillations have been investigated, albeit few.
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Longuet-Higgins [72, 73] investigated the case of a spherical bubble simultaneously experiencing both linear
translational and monopolar radial oscillations and observed changes in the resulting field patterns (dipole
instead of quadrupole) as well as stronger streaming magnitudes when compared to cylinder undergoing
pure lateral oscillations. Problems involving a breathing (cylindrical, spherical) bubble performing radial
oscillation in the presence of slow background flow have also been investigated in [14, 15, 74, 75].
Finally, we review another mode of actuation based on squirming motion. While no existing literature
points to streaming generated through squirming motion in two dimension, it has been shown in several work
[40, 76] that squirming motion on the surface of a sphere can indeed generate streaming. These squirming
motion introduces shape changes, which prompts us to look into literature on streaming eliciting from other
geometries.
2.2.3 Single body of unconventional shapes
While most efforts focused on cases involving uniform geometries (i.e. cylinders, spheres, etc.) in favor of
a simplified setting and convenient analytical treatment, there are a few studies that look into streaming
from general, non-circular oscillating shapes (figure 2.2c–f). The first attempt was noticeably conducted by
Davidson and Riley [33] who started considering non-uniform shapes (i.e. ellipse). Riley and Wybrow [49]
investigated the problem of torsionally-oscillated ellipse and observed jetting (figure 2.2c). Experimental
work involving shapes such as squares [77], triangles [50] (figure 2.2d), spheroids [51, 78] (figure 2.2e,f), flat
plate [79] and even a Joukowsi aerofoil [80], among many others [39, 81–87] have also been investigated
in the past. The streaming behavior that emerged from these shapes was extremely different from that of
uniform circular bodies, and while there are attempts to map the observed streaming pattern on the Ro–Rs
parametric space, no clear explanation on the cause of these differences came out of it.
2.2.4 Multiple bodies
Viscous streaming involving multiple oscillating bodies was also found in literature (figure 2.2g,h). Systems
involving two bodies have been studied in [53, 88–91], where the interactions between the two bodies im-
mersed in an oscillatory flow field were analyzed. The stability of streaming solution relative to Rs was
analyzed in [92, 93] for the case of a cascade of circular and square cylinders, suggesting drastic changes
in streaming behavior when multiple bodies are involved. Other work involving multiple bodies was inves-





It is evident that simulating streaming flows presents several numerical challenges given that the weak
second-order effects manifest in a much slower time scale relative to the body oscillations. This demands a
fast flow–structure solver that can simulate over many oscillation cycles while accurately capturing physics
that lives on the different time scales.
In this chapter we present the equations, computational approach and software used for the simulation of
viscous streaming problems via remeshed Vortex Method (RVM) as well as demonstrate its robustness and
accuracy in capturing the streaming dynamics. Section 3.1 discusses the relevant equations and boundary
conditions for both the fluid and the solid as well as the general algorithm used in RVM simulations. In
section 3.2, we present several validation cases to test the capability of the solver in accurately capturing
the streaming physics in different settings.
3.1 Fluid–structure interaction
Here we briefly describe the governing equations and the numerical algorithm used for solving them. Readers
interested in the implementation details of the numerics as well as further validation of the method are
referred to Gazzola et al. [94], Gazzola [95], and Van Rees [96].
3.1.1 Governing equation for fluid and solid
Throughout this work, we consider incompressible viscous flow in a domain Ω = Ωf∪Ωs, where Ωf is the fluid
domain and Ωs is the body domain. The fluid–body interface is then denoted as δΩs. The incompressible
Navier–Stokes equations for an isotropic Newtonian fluid with constant density and viscosity then read
∇ · u = 0 x ∈ Ωf (3.1)
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ ν∇2u + g x ∈ Ωf (3.2)
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where p is pressure, u is the velocity field, ρ is the density, ν is the kinematic viscosity and g is the gravity.
The action of the body on the fluid is translated through the no-slip boundary condition on δΩs by
enforcing u = us where u is the fluid velocity and us is the body velocity. The body velocity us consists of
rigid body components and (imposed) deformation velocity field such that
us(x, t) = uT(t) + uR(x, t) + udef(x, t)
= uT(t) + ωs(t)× (x− xcm(t)) + udef(x, t)
(3.3)
where uT and uR are the translational and rotational body velocity, ωs is the angular body velocity, xcm is
the body center-of-mass location and udef is the deformation velocity field. The feedback from the fluid on







where Ms and Js are the total mass and the moment of inertia tensor of the body, and F
H and τH are the
hydrodynamic force and torque exerted on the body, respectively.




udef dx = 0 and
∫
Ωs
(x− xcm)×udef dx = 0), the deformation velocity field can be non-solenoidal.
The divergence of the velocity field is then split into
∇ · u = 0 x ∈ Ωf (3.6)
∇ · u = ∇ · udef x ∈ Ωs (3.7)
This non-solenoidal component is taken into account when recovering the velocity field from vorticity by
considering the Helmholtz decomposition of the velocity field
u = ∇×ψ +∇φ (3.8)
where ψ is the vector streamfunction and φ is the scalar potential. Taking the curl and divergence of
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equation (3.8) give
∇2ψ = −ω (3.9)
∇2φ = ∇ · u = ∇ · udef (3.10)
which allow us to account for the non-solenoidal component via an additional solve of the scalar Poisson
equation for φ and adding ∇φ to the velocity field reconstructed from the streamfunction (as recovered from
vorticity in equation (3.9)).
The boundary conditions on the computational domain are either free-space or periodic. Throughout
this work, unless specified otherwise, the free-space (unbounded) boundary conditions for the domain will
be used so that
u→ U∞ as |x| → ∞ (3.11)
3.1.2 Solid–fluid coupling
In order to achieve the two-way coupling of the fluid–structure simulation, we employ a penalization method
for solid-to-fluid interaction and adopt a projection approach for fluid-to-solid interaction.
Penalization for solid-to-fluid
We use the volume penalization method [94, 97, 98] to enforce the no-slip boundary condition, in which the
body geometry is represented through a characteristic function χ(x) on a regular Cartesian grid. The char-
acteristic function χ(x) is mollified for numerical stability and accuracy through the following mollification
χ(d) =












1 d > εmoll
(3.12)
where d is the signed-distance to the interface, and εmoll is a user-specified smoothing parameter. This
ensures that χ(x) = 1 for x ∈ Ωs and χ(x) = 0 for x ∈ Ωf . Throughout this work, we use the mollification
as described in equation (3.12) and set εmoll = 2
√
2∆x where ∆x is the computational grid spacing, unless
specified otherwise.
The Navier–Stokes equation (3.2) are then extended into the body (Ωs) through a forcing term that
forces the fluid velocity in body (u ∈ Ωs) to be equal to the body velocity us. The resulting equation are
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then modified to be
∂u
∂t
+ (u · ∇)u = −1
ρ
∇p+ v∇2u + g + λχ (us − u) x ∈ Ω (3.13)
where λ  1 is the penalization/forcing parameter which relates to the effective porosity of the body. The
error introduced by this approach for an arbitrary λ is bounded by ||u − us|| ≤ Cλ−1/2‖u‖ [99], thereby
allowing precise control on the error while enforcing the no-slip condition to any degree of accuracy given
appropriate λ. We note that throughout this work, we set λ = 1e4, which is found to be a good compromise
between accuracy and computational costs (larger λ introduces a stiffer term that is associated with smaller
temporal scales) for problems at moderate Reynolds number [94–96].
Projection for fluid-to-solid
We employ a projection approach [98, 100] to compute the body’s translational and angular velocities based
on the conservation of momentum in the system. The body and fluid are updated in an alternating fashion
such that for any one time step, the fluid equations are evolved inside and outside of the body while the
body is kept stationary. Once computed, linear and angular momenta transferred to the body are computed












χ ((x− xcm)× u) dx (3.15)
We note that this fluid–structure coupling is achieved without the explicit computation of forces and torques
integrated over the body surface as in equations (3.4) and (3.5), a process that is often noisy.
3.1.3 Remeshed vortex method with penalization and projection
Taking the curl of equation (3.13) converts the penalized Navier–Stokes equation from the velocity–pressure
formulation to its velocity–vorticity formulation (also commonly known as the vorticity equation). The
Navier–Stokes momentum equation then reads
∂ω
∂t
= (ω · ∇)u− (u · ∇)ω + ν∇2ω + 1
ρ2
∇ρ×∇p+ λ∇× χs (us − u) x ∈ Ω (3.16)
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Expanding the baroclinic term as a function of the velocity, we rewrite the vorticity equation as
∂ω
∂t






+ (u · ∇)u− v∇2u− g
)
+λ∇×χs (us − u) x ∈ Ω (3.17)
We rely on remeshed Vortex Methods in solving the incompressibility equation (3.1) and momentum
equation (3.17) where vorticity fields ω are discretized into vortex particles ωp characterized by their position
xp, volume Vp and strength Γp =
∫
Vp
ω dx. The vortex advection by the velocity field u is achieved in a













A remeshing approach, in which a high-order moment-conserving kernel is used for the back and forth
interpolation between particles and grid, is taken at the end of each time step to preserve good numerical
accuracy and avoid Lagrangian distortion from diffusion and dispersion errors [101–103]. Throughout this
work, we employ a third order accurate interpolation kernel M ′4 [104]. The remeshing of the particles onto
an underlying regular grid presents the advantage such that fast grid differential operators and efficient grid-
based Poisson solvers [104, 105] can be used for the necessary recovery of velocity field from the equation
∇2u = −∇× ω (3.20)
This hybrid particle–mesh approach also adapts the stability properties of particle method, where the
time step size ∆tn at any nth time step is limited by the Lagrangian CFL condition (LCFL) such that
||∇un−1||∆tn ≤ LCFL for explicit time integration schemes. We note that the LCFL constant here controls
the allowed distortion of the particles over a time step [103]. Throughout this work, we set LCFL=0.01 for
all our simulations.
The first-order Godunov time-splitting technique is employed wherein each of the right hand side terms
in equation (3.17) are evaluated sequentially. Algorithm 1 summarizes the general method for remeshed
vortex method combined with fluid–structure interaction (RVM-FSI).
We note that equations (3.28) and (3.29) are approximated using the midpoint rule. The temporal
integration for vortex stretching (3.33), diffusion (3.35) and advection (3.36) (using particles) are performed
using a Runge-Kutta 2 (RK2) time-stepping scheme. The spatial derivatives in equations (3.31), (3.32),
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(3.33) and (3.35) are computed using fourth-order central finite difference. The Poisson equations (3.25)
and (3.26) as well as the derivatives in the velocity reconstruction (3.31) are evaluated in the Fourier space.
Algorithm 1 General algorithm for the rVM-FSI method
χn = χ (xncm,θ
n, tn) (3.21)




σn = χns (∇ · undef) (3.23)
ρn = ρns χ
n
s + ρf (1− χns ) (3.24)
∇2ψn = −ωn (3.25)
∇2φn = σn (3.26)













ρnχns (x− xncm)× un dx (3.29)
unR = ω
n × (x− xncm) (3.30)
unλ =









ωnλ = ∇× unλ (3.32)
∂ωλ
∂t


















+∇ · (unλ ωnλ) = 0 (3.36)







θn+1 = θn + ωns ∆t
n (3.39)
]
Divergence. We note that the velocity and vorticity field needs to remain divergence-free
at all times. The velocity field is re-computed in a divergence-free manner from u = ∇×ψ
(in the absence of body deformations). While the mesh-to-particle (M2P) interpolation may
introduce some spurious divergence, it will not be carried along to subsequent time steps
and thus do not present any problems.
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However, the 3D vorticity field does not necessarily preserve its divergence-free condition
at the beginning of each time step due to spatial and temporal discretization as well as
particle-to-mesh (P2M) interpolation errors that could accumulate throughout the simu-
lation. Therefore, a solenoidal projection of the vorticity field has to be performed from
time to time in order to prevent the simulation from becoming unstable. We consider the
Helmholtz decomposition of the non-solenoidal vorticity field ω′ = ∇ × A + ∇B. Taking
the divergence results in ∇ · ω′ = ∇2B and solving the Poisson equation for B allows us to
perform the projection ω = ω′ − ∇B, which results in a divergence-free vorticity. In this
work, we typically perform the projection every 10–20 time steps.
J
Software. The simulations performed in this work rely on the Parallel Particle–Mesh (PPM)
library [106] implemented for massively parallel computing architecture. The library is writ-
ten in Fortran 90 on top of Message-Passing Interface (MPI) and implements the definition
of topologies (assignments of subdomains to processors), load-balancing, communication and
more importantly, efficient particle–mesh operations (i.e. M2P and P2M interpolations).
Dynamic domain adaptation. The solver allows for the dynamic adaptation of domain
size when the free-space boundary conditions are prescribed. This implements the shrinking
and growing of the domain based on the support of the vorticity field. A buffer zone is
considered in the first and last few grid points of the domain in each direction and the
domain grows or shrinks as vorticity (above some threshold) enters or leaves the buffer zone,
respectively.
3.1.4 Capturing streaming dynamics
In order to analyze the streaming dynamics over large time scales, we average to fields of interest over one







f(x, t) dt (3.40)
where f(x, t) is the field of interest (i.e. velocity u, vorticity ω, stream function ψ), T k = k/f is the time at
the kth cycle of the oscillation and f is the oscillation frequency.
We note that over large time scale, a fluid element does not necessarily travel with velocity ū or along
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isocontours of ψ̄ due to Stokes drift. While equation (3.40) computes the average Eulerian fields, the actual
fluid particle follows the Lagrangian fields [23, 30, 31, 35, 72]. However, for the case with non-dimensional
oscillation amplitude ε  1, we may neglect the second-order (∼ O(ε2)) Lagrangian correction to the
Eulerian fields in the calculation of ū, ω̄ and ψ̄. Therefore, throughout this work, we use the time-averaged
Eulerian fields for visualization and analysis.
3.2 Validation
Here we present a few validation cases in different settings involving single and multiple bodies as well as
different geometries and actuation modes that result in streaming.
3.2.1 Single oscillating body in 2D
We start by validating the ability of the numerical method to accurately capture the second-order streaming
dynamics in a simple 2D setting. We consider a circular cylinder of radius a and of infinite length (i.e.
periodic boundary condition in the axial direction) oscillating laterally in the directions perpendicular to
its center axis in an unbounded fluid domain. The center of mass position of the cylinder evolve with time
as x(t) = x0 + εa sin(ωt), where x0 is the cylinder initial position, ε is the non-dimensional amplitude and
ω the angular frequency of oscillation. The full Navier–Stokes equation (3.17) is considered, including the
vortex stretching term which is otherwise dropped in an ideal 2D setting. The insets of figure 3.1a show the
resulting time-averaged streamline patterns ψ̄ (showing regions of clockwise (blue) and counter-clockwise
(red) rotating vortical fluid) and may provide an intuition on the following quantitative comparison. We
measure from these steady ψ̄ fields the characteristic δdc layer thickness defined as the distance between
the surface and the stagnation point along the axis of oscillation for different inverse Womersley number
α−1 where α = a
√
ω/ν. We note that the inverse Womersley number here is a measure of the Stokes
boundary layer thickness (δac =
√
ν/ω) near the cylinder surface normalized by the cylinder length scale
a such that α−1 = δac/a. Figure 3.1a shows the relation between normalized DC (δdc/a) and normalized
AC (δac/a) boundary layer. As can be seen, the 3D simulation is found to quantitatively agree with results
from experimental [38], theoretical [34] and 2D simulations [107] (omitting the vortex stretching term in
equation (3.17)). After validating the accuracy of the numerical method for a simple 2D case, we move on
to a 3D setting.
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Experiments (Lutz et al., 2005)
Theory (Bertelsen et al., 1973)













































Figure 3.1: Validation: (a) 2D (cylinders): Comparison of normalized DC boundary layer thickness δdc/a
vs. α−1 against experiments [38], theory [34] and 2D simulations [107]; (b) 3D (spheroids): Comparison of
normalized DC boundary layer thickness δdc/L vs. α
2 against experiments [51].
J
For each of the test cases, we simulate a cylinder of radius a = 0.02 m immersed in a fluid
of viscosity ν = 0.0001 m2/s. The cylinder is oscillated with ε = 0.05 and frequency ω that
varies depending on the Womersley number of interest. The cylinder and fluid are density-
matched. The simulation is set up in a domain with uniform grid spacing ∆x = 1/2048
m. The domain is prescribed with boundary conditions that is periodic in the cylinder
axial direction and unbounded in the other directions. The simulation domain is also set
to expand dynamically in the direction perpendicular to the cylinder axis when vorticity
diffuses near to the domain boundaries to prevent vorticity leakage.
3.2.2 Single oscillating body in 3D
After considering a single, uniform geometry (i.e. single curvature) body oscillating in a fluid, we now
consider spheroids which presents both 3D features as well as multiple curvatures. We adapt experimental
data from Kotas et al. [51], where spheroids of different aspect ratios are oscillated vertically to span across
a range of Womersley number squared α2 = L2ω/ν, where L is the characteristic length. The characteristic
length of a spheroid is defined here as L = AR(b2a)1/3, where AR = a/b is the aspect ratio of the spheroid,
and a and b are the spheroid half dimensions along and normal to the axis of oscillation, respectively. Thus,
the center of mass position of the spheroid evolve with time as y(t) = y0 + εL sin(ωt), where y0 is the
spheroid initial position, ε is the non-dimensional amplitude and ω the frequency of oscillation. The insets
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of figure 3.1b depict the time-averaged streamline patterns ψ̄ in the midplane of the spheroid (simulation
vs. experimental). The δdc here is again measured as the distance between the surface and the stagnation
point (averaged between left and right) as indicated by red bullet in the insets of figure 3.1b. The resulting
δdc/L for different α
2 are compared with experiment [51] in figure 3.1b, showing reasonable quantitative
agreement.
J
For each of the test cases, we simulate a spheroid of different aspect ratio AR = a/b by
keeping a = 0.02 m constant and varying b. The spheroid is oscillated with ε = 0.1 and
ω = 16 Hz. The viscosity ν of the fluid is varied accordingly so as to achieve different α2 as
in [51]. The spheroid and fluid are density-matched. The simulation is set up in a dynamic
adaptive domain with uniform grid spacing ∆x = 1/2048 m and prescribed unbounded
boundary condition in all directions.
3.2.3 Multiple bodies and other actuations
So far we have validated our solver against 2D and 3D cases involving single, non-deforming bodies in
oscillatory motion. Here we further extend our validation to a case involving multiple bodies and oscillatory
deformation. We adapt the problem setup from Agarwal et al. [75] as shown in figure 3.2a wherein a passive
spherical particle of density ρp and radius ap is positioned at rp, some surface-to-surface distance h away
from an active breathing (i.e. periodic radial deformation) spherical bubble of radius ab, both of which are
immersed in an unbounded fluid of density ρf and kinematic viscosity ν. The oscillating bubble interface
thus results in a time-varying bubble radius ab(t) = ab,0 · (1− ε cos(ωt)), where ab,0 is the bubble rest radius
(i.e. not contracted or expanded), ω the oscillating frequency and t the time. Subsequently, the imposed




We use the theoretical model (more details can be found in [75] and a later chapter in this thesis) to
obtain the unsteady particle trajectory initialized at rp,0 = 4ab and validate our solver for three cases with
particle inertia parameter λ = 13
a2pω





− 1) = [−0.033, 0.0, 0.033]. This
puts to test the solver’s capability in dealing with oscillatory problems involving body deformations as well
as density contrasts accurately and robustly. As can be seen in figure 3.2b, the simulated particle trajectories
agree closely with theoretical predictions [75] for different κ̂.
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Figure 3.2: (a) Problem setup [75]. (b) Plots of non-dimensional particle position r̃p = rp/ab versus non-
dimensional time t̃ = ωt, comparing unsteady particle trajectories obtained from theory (solid red) and
simulation (dashed blue) for λ = 10 and different κ̂ = [−0.033, 0.0, 0.033].
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We simulate a bubble and a particle with radii ab = 0.01 m and ap = 0.002 m, respectively.
The bubble interface is oscillated with frequency ω = 16π in a fluid of kinematic viscosity
ν = 6.7 × 10−6 m2/s so that we have λ = 10. The simulation is set up in a domain
with uniform grid spacing of ∆x = 1.40625× 10−4 m and prescribed unbounded boundary
condition in all directions.
After validating the employed numerical method against simple 2D and 3D cases involving single and
multiple bodies as well as different shapes and actuation modes, we discuss in the following sections a few
applications where such simulation with capability of accurately capturing streaming dynamics can be used.
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Chapter 4
Viscous streaming for inertial particle
transport
1
In this chapter, we look into enhancing the capability of an active body (master) to achieve contactless
manipulation of a nearby passive body (slave) via viscous streaming. This mechanism provides a promis-
ing asset in microfluidic devices and medical applications (i.e. drug delivery) where unobtrusive particle
manipulation plays an instrumental role. We extend prior findings on inertial particle transport of master–
slave cylinder pairs by superimposing periodic oscillations to the master’s linear motion. The addition of
oscillations is observed to generate streaming flow fields that in turn enhances transport capability of the
master as well as improves the robustness of the transport mechanism across a range of Reynolds number.
In this work, we further investigate the applicability of such mechanism in 3D for inertial particle transport.
Section 4.1 introduces the motivation, problem statement and physical framework. In section 4.2 we briefly
recap the results for 2D circular cylinder pairs transport for context. Finally, in section 4.3 we discuss the
same mechanism at play in a 3D setting, where the same transport enhancement is observed to elicit for a
slightly different geometry.
4.1 Problem statement and physical setup
Artificial and biohybrid [42, 43, 108] mini-bots has recently yielded successful achievements lending to
simulation [45, 109] and fabrication [108] advances. These mini-bots predominantly operate in fluids and
more interestingly, in flow regimes where viscous streaming is relevant. This motivates the work in this section
where we investigate the potential use of viscous streaming for non-invasive technologies to manipulate
particles, thereby contributing to high-impact applications in medicine and manufacturing such as drug
delivery, chemical mixing and in-situ contactless manipulation, among many others.
We start by considering flow-mediated transport systems operating in flow regimes characterized by finite
Reynolds number (10 ≤ Re ≤ 200). In particular, we look into enhancing the capability of an active leading
body to manipulate and transport passive trailing bodies via viscous streaming.
1This section is adapted from the preprint Parthasarathy et al. [107], for which my contributions were implementing the 3D
numerical method, running all 3D simulations, analyzing them and being the second author of the article.
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4.1.1 Physical setup
We adopt the setup from prior works [110, 111] as shown in figure 4.1a, which is henceforth referred to as
‘baseline’ for comparison and analysis purposes. The system setup consists of an active master cylinder of
diameter Dm (and radius am) initialized at a surface-to-surface distance sx,0 = 0.1Dm in front of a passive
slave cylinder of diameter Ds = Dm/4 initialized at rest. The active master is then impulsively started to
translate horizontally with a constant speed Ul. Both the bodies are neutrally buoyant (i.e. density-matched
with fluid).
We extend the prior setup by superposing to the master’s linear translation a transverse oscillation
defined by ym = ym,0 + εam sin(ωt), and thus an oscillation velocity dym/dt = εωam cos(ωt) as shown in
figure 4.1b. This introduces an additional characteristic velocity in the transverse direction Uo = εωam,
where ω is the angular frequency, ε = A/am = 0.1 is the non-dimensional amplitude (A is the amplitude).
slave
master BASELINE









Figure 4.1: System setup: (a) Baseline vs (b) streaming enhanced configuration.
We then characterize the linear motion dynamics by Re = UlDm/ν and the oscillatory dynamics by
Ro = Uoam/ν, where ν is the kinematic viscosity. We further define a non-dimensional quantity ζ = Ro/Re
which compares the relative time scales of oscillation to linear translation, and indicates the ‘oscillation
intensity’ of the active body. The streaming Reynolds number is defined as Rs = εRo = U
2
o /ων. However,
since we fix ε = 0.1, the streaming flow dynamics can be characterized by Ro alone (Ro = Rs/ε).
4.2 Enhancing inertial particle transport in 2D
Here we briefly highlight the transport enhancement observed in 2D circular cylinder pairs followed by a
quick recap of the flow analysis emphasizing the physical phenomena responsible for the enhancement.
]
We note that parts of the texts, figures and simulation data used for 2D demonstrations in
this section are taken with permission and through private communications with Tejaswin
Parthasarathy, and is included here mainly to contextualize the focal work on 3D tranport
systems.
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Transition, Re ~ 17






















Figure 4.2: Baseline cases: (a) We observe a clear range of Re between which transport is achievable
through linear motion. (b) Plotting sx(t)/Dm against T = 2Ult/Dm reveals that transport is achieved
between Re ≈ 17 and Re ≈ 82, which then represent transitions between transport and non-transport
regimes. At Re ≈ 82, this transition is sharp (i.e. the system is unstable) and small changes in the Re
lead to very different transport responses. (c) Perturbing the initial slave location and observing sx(t)
reveals high sensitivity (shaded) of the system around Re ≈ 82 (the top and bottom envelopes of the shaded
region represent the characteristics for slaves with a ±2% perturbation to the initial separation distance).
Oscillation enhanced cases: (d,e,f,g) enabling oscillations enhances the ability of the system to transport the
slave, across different Re.
We reproduce the baseline cases in Gazzola et al. [111] (master cylinder set in linear motion) here as shown
in figure 4.2a–c for context and comparison. Figure 4.2a shows the qualitative picture comparing master–
slave separation across different Re at non-dimensional time T = 2Ult/Dm = 24. As Re increases, we observe
two sharp transitions appear in the system (at Re ≈ 17 and Re ≈ 82), between which the master is capable
of transporting the trailing slave. Figure 4.2b presents the time-varying quantitative representation of the
physical phenomena, where the normalized master–slave separation sx/Dm is plotted against T . The few
key Re resulting in characteristic outcomes of no trapping (Re = 90), barely trapping (transitional regime,
Re = 82 and Re = 17) and trapping (Re = 50) are plotted separately in figure 4.2c for clarity. We note
that in these plots, a plateauing sx or sx → 0 (ergo, dsx/dT ≤ 0) indicates transport and is characteristic
of 17 / Re / 82. These two main Re then mark the boundaries of transition between transporting and
non-transporting regimes. Prior work [112] hinted that the regime with sharp transition (i.e. Re = 82 in this
case) are often sensitive to changes that can affect the system outcome. We capture this sensitivity in the
thickness of the shaded bands for each key Re as shown in figure 4.2c, where the bands are associated with
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the resulting system transport characteristics when a perturbation of ±2% in sx(0)/Dm is introduced. As
expected, the transitional Re = 82 exhibits a thick band, indicating high system sensitivity in that regime.
This presents an opportunity to enhance transport via a carefully constructed flow perturbation that can
bring the system from non-transporting regime into the sensitive region and ultimately enabling transport.
We test the hypothesis by superposing transverse oscillations of different intensity ζ to the master’s linear
motion. In figure 4.2d, we observe that the introduction of mild oscillations (ζ = 0.5, blue band) draws the
system into the sensitive regime, further increase in oscillation intensity (ζ = 1.0, green band) brings the
system into transporting regime and finally additional increase in oscillation (ζ = 2.0, red band) contributes
to quicker trapping and transport of the slave. Similar outcomes are observed across the key Re as shown
in figure 4.2e–g, where oscillations consistently enable and enhance transport capability of the master. We






























































































Figure 4.3: Analysis: Fixing Re = 82 and increasing ζ leads to (a) better transport due to flow acceleration
in the wake. The cylinders and their trajectories are drawn till T=14 with the dashed black lines representing
the baseline case. (b) Time-averaged velocity profiles (over 20 oscillation cycles) at the marked stations of (a).
The observed accelerations are due to streamline-contraction in the wake, visualized in (c) for representative
cases without (ζ = 0, white streamlines) and with (ζ = 2, orange streamlines) streaming. Corresponding
streaming-only fields—(d) streamlines and (e) velocities at the same stations as (a,b)—explain the behaviour
of (a,b,c).
We investigate the fluid mechanisms at play by comparing and relating the system at transitional regime
Re = 82 to pure streaming cases. Figure 4.3a illustrates the slave trajectories with increasing ζ, and fig-
ure 4.3b presents the corresponding time-averaged flow velocity at different stations as marked in figure 4.3a.
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From these figures, we observe that the flow velocity in the wake of the master increases with ζ, thereby
leading to better transport. This is further confirmed by the streamline contraction observed in figure 4.3c
when comparing the baseline (ζ = 0) and oscillation-enhanced (ζ = 2) case. Oscillations ‘tilt’ the streamlines
backwards, leading to compression of streamlines directly behind the master and thus locally increasing the
upstream flow velocities. We further attribute the observed transport enhancement to streaming by analyz-
ing the time-averaged streamlines for the corresponding purely streaming cylinders (no linear motion, only
oscillation). We observe increasing streamline contractions as oscillation intensity increases (figure 4.3d),
which indicates higher uptake flow velocity as reported in figure 4.3e. We thus identify streamline contrac-
tion as the primary cause for transport enhancement, with the viscous streaming mechanism driving this
contraction.
4.3 Enhancing inertial particle transport in 3D
Motivated by the successful demonstration in 2D of using viscous streaming to carefully perturb the system
in a controlled manner towards favorable outcomes (from non-tranporting to transporting), we further
investigate its applicability in 3D.
4.3.1 Baseline exploration
We translate the system to a simple 3D setting where the master–slave cylinder pair is now replaced with a
spherical pair of diameter Dm and Ds = Dm/4, respectively, as before. We then conduct a baseline study
on the performance of the spherical master across different Re and observe that while the slave follows the
master more closely as Re decreases, no observable transport is achieved (separation distance increases with
time in figure 4.4a). We proceed to examine the usefulness of streaming effects in the current setup by
introducing oscillations (ζ = 0.5, 1.0, 2.0) for the representative case of Re = 20. While figure 4.4b suggests
that increasing ζ provides slight improvement in bringing the slave closer to the master as it translates,
it is evident that no transport is enabled. Looking into the streamlines of the cases without (ζ = 0) and
with (ζ = 2) oscillations, we see that there is barely any streamline contraction in the oscillation plane
(figure 4.4c), and while slightly more streamline contraction occurs on the plane perpendicular to the plane
of oscillation (figure 4.4d), the acceleration in the wake flow provided is not sufficient to achieve transport.
We then proceed by elongating the master sphere to form a pill-shaped master of diameter Dm with
hemispherical caps having an end-to-end length Lm (inset of figure 4.5c). We again take the representative
case Re = 20 and test the system outcomes for pills of different Lm set in linear motion with velocity Ul
22









































































































Figure 4.4: Separation distance sx/Dm versus non-dimensional time T = 2Ul/Dm for (a) baseline transport
at different Re and (b) streaming-enhanced transport with different ζ at Re = 20 indicate that no transport
is achieved for spherical master–slave pairs. Comparing the streamlines for the case using spherical master
without (ζ = 0, white streamlines) and with (ζ = 2, orange streamlines) oscillation at Re = 20 reveals
that streamline contraction does not happen on the (c) oscillation plane and barely occur on the (d) plane
perpendicular to the oscillation plane (ψ̄ values scaled-up by 1250).
(and ζ = 0). We report the resulting master–slave separation as before in figure 4.5a and observe transport
enhancement as Lm increases. The streamlines for the case of Lm = 2.5Dm and Lm = 5.0Dm are compared
in figure 4.5c, indicating that mere increment in Lm promotes streamline contraction in systems of linearly-
translating pill, which we expect to further enhance by introducing oscillations.
In order to demonstrate the applicability of the proposed transport enhancement strategies in 3D, we
conduct a baseline exploration across different Re by fixing a reasonable Lm = 2.25Dm, which provides a
geometry that strikes a compromise between a sphere and a circular cylinder (master has length comparable
to its diameter) and system outcome that lives in the sensitive, barely transporting regime when ζ = 0 at
Re = 20 (figure 4.5a). Figure 4.5b shows qualitatively similar dynamics observed in the case of cylinder











































































































































Figure 4.5: Baseline: (a) Increasing Lm suggests trapping via linear motion is feasible at Re = 20. (b)
Performance of Lm = 2.25Dm across different Re reveals transport/non-transport transitions at Re ≈ 18,
Re ≈ 130 (barely transporting and sharp transition). (c) Comparing the cases using linearly-translating
pill-shaped master (inset) of different lengths Lm without oscillation reveals streamline contraction (ψ̄ values
scaled-up by 1250).
4.3.2 Streaming-enhancement and flow analysis
We again introduce oscillations and perturbations as before for a few key Re (figure 4.6a–d). Figure 4.6a
illustrates a non-transporting baseline case at Re = 200 being pulled into the sensitive regime (thick blue
band) when mild oscillations (ζ = 0.5) are introduced, and further increase in ζ enables and ultimately
quickens transport capability of the master. The enhancement in transport is also observed for the other
key Re (figure 4.6b–d), consistent with observations in two dimensional cases.
We relate this enhancement to the streamline contraction ensued from streaming. Figure 4.6e,f show the
time-averaged streamlines on two different planes for the case of Re = 130 without (ζ = 0) and with (ζ = 2)
oscillations. While streamline contraction still occurs to enhance transport, the contraction manifests on
the plane perpendicular to the oscillation plane (figure 4.6e,f), contrary to the two dimensional counterpart.
We note that a full three-dimensional characterization is needed to dissect and understand the mechanism
by which this contraction is activated and has yet to be completed at the time of the writing of this thesis.

































































































Figure 4.6: Streaming enhanced: (a,b,c,d) Enabling oscillations enhances the ability of the system to
trap/transport the slave across different Re. Comparing the streamlines for cases without (ζ = 0, white
streamlines) and with (ζ = 2, orange streamlines) oscillation at Re = 130 (sensitive regime) reveals that
streamline contraction does not happen on the (e) oscillation plane but on the (f ) plane perpendicular to
the oscillation plane.
ment robustly extends from two to three dimensions, and the same contributory contraction mechanism is
responsible for the enhancement, albeit activated differently.
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Chapter 5
3D streaming flow topology
In this chapter, we present a methodology for characterizing three-dimensional streaming flow fields gen-
erated by oscillating bodies. In particular, we look into steady flow field generated by bodies of different
shape topology, putting in context particle manipulation and more interestly, probing the fundamental un-
derstanding of how shape topology affects flow topology. Section 5.1 introduces the motivation, problem as
well as the physical setup. In section 5.2, we discuss the method of extracting information from the steady
streaming flow fields. Finally, we discuss and analyze the flow topological outcomes for cases with different
shape topologies in section 5.3.
5.1 Problem statement and physical setup
Motivated by the successful 2D demonstration of [107] in sculpting desired steady streaming flows for target
applications by means of body geometry modifications, we are interested in understanding 3D streaming
flow topological behavior, which can potentially be used for particle manipulation in a 3D environment. In
a 3D setting, apart from geometrical variations, changes in shape topology (not to be confused with flow
topology) can also be introduced.
We look to topological methods [113] for the visualization of the changes in flow topology eliciting from
steady streaming flow fields. Numerous work has been done on the extraction, analysis, modification and
visualization of topological skeletons of 2D vector fields [114–130]. These topological skeletons are made up
of critical points and specific streamlines known as separatrices that separates the flow domain into regions
of distinctive flow behavior. This method of visualizing flow fields is advantageous in that they provide a
sparse representation of complex flow fields via finite number of graphical primitives, thereby aiding further
quantification and analysis. Similarly, in 3D, attempts to represent vector fields as topological skeletons have
been made [131–134], even though limited due to the complications and difficulties in dealing with stream
surfaces instead of streamlines as these surfaces tend to require more computational cost and often lead to
cluttered, occluding representations.
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Here we adopt a similar methodology for the sparse representation of general flow fields as [135]. We track
the existing critical points in a steady flow field generated by an oscillating body and provide a qualitative
comparison between flows resulting from bodies of different shape topology.
5.1.1 Physical setup
We set to compare the steady flow field generated by oscillating bodies of different shape topology. We
categorize the shape topology of a body by its genus, which is an integer commonly used to describe the
number of “holes” the orientable surface of the body has. Here we compare the flow field generated by a
genus-0 and a genus-1 shape. For simplicity, we employ a sphere (genus-0) of radius as and a ring torus
















CRITICAL POINTS IN LIC FIELDS
(a) (b)
Figure 5.1: (a) System setup for a sphere (left) and a torus (right). (b) Illustrations of the LIC flow fields
resulting from an oscillating sphere (top) and an oscillating torus (bottom).
We impose horizontal oscillations (figure 5.1a) defined by x = x0 + εa sin(ωt) on a body that is immersed
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in a quiescent fluid. The oscillatory dynamics are then captured by Ro = Uoa/ν, where Uo = εωa and a is
the largest length scale of the body (i.e. as for sphere and at + ct for torus). For the purpose of comparison,
we fix Ro = 20 (double boundary layer regime) and ε = 0.05 (and hence Rs = εRo = 1) for both cases.
J
For both sphere and torus, we set the simulation parameters ε = 0.05, ω = 16 Hz and
ν = 0.000169 m2/s. We fix both the cases at Ro = 20 (hence, Rs = 1) by setting as = 0.065
m for the sphere, and at = 0.015 m and ct = 0.05 m for the torus. The simulations are set
up in a domain with uniform grid resolution of ∆x = 1/2048 m and prescribed unbounded
boundary condition in all directions.
5.2 Flow topology extraction
Streaming flow field in the Ro = 20 regime is typically steady after some finite cycles and thus, simplifying
its visualization and representation. For the sparse representation of the steady flow field, we compute the
line integral convolution (LIC) for different 2D slices (each 5◦ apart) rotated about the x, y and z axes.
Figure 5.1b shows an example of the LIC images for a sphere and a torus when the plane is rotated about
one axis. We identify from these LIC slices the saddles (orange dot) and foci (purple dot), and connect them
in the 3D space. The extraction process is repeated with planes rotated about all three axes and the final
result of the extracted critical points are as shown in figure 5.2 for sphere and tori.
5.3 Results
SPHERE THIN TORUS THICK TORUS
(a) (c)(b)
Figure 5.2: Flow topology showing lines connecting foci (purple) and saddles (orange) for the case of an
oscillating (a) sphere, (b) thin torus and (c) thick torus.
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From figure 5.2, we observe that the flow topology changes drastically when shape topology changes from
genus-0 (sphere) to genus-1 (torus). One noticeable change is the outer foci rings (purple) on both sides of
the sphere (figure 5.2a) is broken into two parts compared to the case of a torus (figure 5.2b). The inner
foci rings (purple) are stretched along the torus tube when compared to the sphere, and new foci lines are
introduced on the interior of the torus, suggesting yet another flow topological change.
However, these changes can arguably be associated with the geometrical changes brought about when
introducing shape topological change. We test this by introducing a geometrical change in the torus (fig-
ure 5.2c) where we set a larger at = 0.02375 m and smaller ct = 0.04125 m such that at + ct (and thus Ro)
is preserved. We then compare the flow topologies from the two geometrically different tori (figure 5.2b,c)
and observe qualitatively similar results, where the outer foci rings (purple) remain broken in two halves,
and the inner foci rings (purple) remain stretched along the tori tube. Moreover, the inner foci lines, which
are otherwise absent in the case of a sphere (figure 5.2a), are similarly introduced in both tori cases. We
thus conclude that shape topology can indeed affect flow topology and further understanding of how we can
control these flow changes presents potential use in applications involving particle manipulation.
5.4 Future work
We note that the work presented in this chapter remains qualitative at the time of the writing of this thesis
and further quantitative study is ongoing to better understand how shape topology can be used to affect flow
topology in a controlled manner. Future work will rely on quantitative analysis of the flow field and proper
characterization of the system using topological methods proposed by Theisel et al. [135] and Weinkauf et al.
[136], among many others.
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Chapter 6
Modeling of particle manipulation
near oscillating interfaces
In this chapter, we present a problem in which simulations play a complementary role in providing further
insights on modeling inertial forces on particles near oscillating interfaces in a flow regime where viscous
and inviscid effects are comparable. Section 6.1 presents the problem setup and motivation. In section 6.2,
we briefly highlight the method used in theory and simulation to obtain the unsteady particle trajectory.
Finally, we discuss the modification applied to the current model and compare the results obtained from
simulation, unmodified and modified theory in section 6.3.
]
We note that the theoretical results presented in this chapter are obtained with the help of
Siddhansh Agarwal, and are included here for comparison.
6.1 Problem statement and physical setup
It has been long discovered that oscillatory flows can lead to rectified steady effects due to the non-linear
nature of fluid dynamics [137]. These rectified effects have been employed in a vast collection of applications
from micropumping [10, 11], micromixing [12, 13, 138, 139] and microtrapping [16, 22] to particle transport
[18–21, 107], all of which involve the manipulation of particle motion in a fluid.
In the same spirit of particle motion control, Agarwal et al. [75] presented a generalized Maxey–Riley-
like formalism for the prediction of particle motion near oscillating interfaces, where important viscous and
inviscid effects are taken into account. However, while the model performs well in the extreme limits of
viscous and inviscid regimes, it deviates from experimental observations (based on personal discussion with
Siddhansh Agarwal) in the intermediate regime, where viscous and inviscid effects are comparable. This
motivates the need for solving the full Navier–Stokes equations via direct numerical simulation to complement
















Figure 6.1: Problem setup as according to [75], where the bubble surface is imposed with radial oscillations
and the particle is moves freely in the fluid accordingly as acted upon by hydrodynamic forces and torques.
6.1.1 Physical setup
We adapt the problem setup from Agarwal et al. [75] (as previously used for solver validation in chapter 3,
figure 6.1 reproduced here for completeness), wherein a passive spherical particle of density ρp and radius
ap is positioned at rp, some surface-to-surface distance h away from an active breathing (i.e. periodic radial
deformation) spherical bubble of radius ab. The bodies are immersed an unbounded fluid of density ρf
and kinematic viscosity ν. The oscillating bubble interface thus results in a time-varying bubble radius
ab(t) = ab,0 · (1 − ε cos(ωt)), where ab,0 is the bubble rest radius (i.e. not contracted or expanded), ω the
oscillation frequency and t the dimensional time. Subsequently, in our simulation, we impose a deformation
velocity field udef =
r
ab
εabω sin(ωt) to computationally describe the breathing motion of the bubble.
6.2 Tracing particle trajectory













































where r̃p = rp/ab is the particle position normalized with bubble radius, t̃ = ωt is the dimensionless time,
ũ = u/U0 is the typical velocity with U0 = εab,0ω. Other variables include γ = ap/(nBab) 1, δ̃ = δac/ab,
and the density contrast κ̂ = 23 (
ρp
ρf
− 1). The dimensionless particle–interface separation distance is then
given by h̃(r̃p, t) = r̃p−r̃b−nBγ. The integer nB depends on the boundary conditions at the bubble interface:
nb = 1 for no-slip (as in our simulations) and nb = 4 for no-stress (as used in [75]). We note that while there
is a discrepancy in prescribed boundary condition on the interface (no-slip vs. no-stress), the effect is only
significant when the particle is very near to the bubble as suggested by the last term on the right-hand side
of equation (6.1) (i.e. h ∼ O(δac), where δac =
√
2ν/ω), rendering the effect of nB negligible when h > δac.







)2 as according to [75]. More
details on the theoretical derivation can be found in Agarwal et al. [75].
The particle trajectory from simulation is tracked at every time step as hydrodynamic forces and moments
(equations (3.4) and (3.5) in chapter 3) act on the particle. The trajectory is then compared to the theoretical
estimates obtained from integrating in time equation (6.1).
J
For all our simulations in this chapter we employ a bubble and a particle with radii ab = 0.01
m and ap = 0.002 m, respectively. The bubble interface is oscillated with frequency ω = 16π
Hz in a fluid of kinematic viscosity ν = 2.234 × 10−5 m2/s so that we have λ = 3. The
simulation is set up in a domain with uniform grid spacing of ∆x = 1.40625× 10−4 m and
prescribed unbounded boundary condition in all direction.
6.3 Results
We fix λ = 13 (
ap
δac
)2 = 3 (regime where viscous and inviscid effects are comparable) and compare the
unsteady particle trajectory for different κ̂ = [−0.05, 0.0, 0.05]. As can be seen in figure 6.2, the unmodified
theoretical prediction using equation (6.1) (black line) from [75] deviates from the simulation results (blue
line), as expected since the theory also observed discrepancies with their experimental data in this regime.
In this regime, the Stokes boundary layer thickness δac is comparable to that of the particle size ap, which
prompts the idea of “effective” particle size. We artificially introduce an increase in ap so that the inviscid
part of the fluid “sees” an increased cross-section of the particle that takes into account the additional
viscous boundary layer structure around the particle in the intermediate regime. This effective increase
in size is implemented in the second term on the right hand side of equation (6.1)—a term encoding the
inviscid calculations that is a consequence of both accounting for the higher-order terms in the flow field
expansion around the particle position and the non-linear convective term in the Navier–Stokes equations
32














































Figure 6.2: Unsteady particle trajectories obtained from unmodified (black), modified theory (red) and sim-
ulation (blue line plotted up to t̃ = 375 for visual comparison) for λ = 10 and different κ̂ = [−0.05, 0.0, 0.05],
suggesting better agreement when incorporating “effective” particle size increase to the theory of [75].
[140]. Figure 6.2 shows the comparison between the simulated particle trajectory (blue line) and the modified
theoretical predictions (red line) with ap increased by ∼ δac, which illustrates the enhanced agreement as
compared to the unmodified model (black line). We note that while the approach is somewhat arbitrary, it
makes sense in two contexts: (a) The viscous effects are confined in a thin boundary layer region around the
particle, which requires rigorous mathematical derivation using boundary layer theory to capture accurately.
Instead, we draw quantities that are physically-relevant (i.e. boundary layer thickness) and use the approach
of increased “effective” particle size for the model approximation; (b) In practice, this approach serves as
a first approximation for further development of a heuristic for predicting inertial particle motion in the
intermediate regime. Indeed, this approach provides a good approximation as observed in figure 6.2 and
thus offers a simple and appealing approach for the model approximation in this regime.
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6.4 Future work
While the idea of “effective” size seems to work well for the cases discussed, there is still a need for rigorous
quantification of the dependence of “effective” size on separation distance. As the particle approaches the
bubble, gradients in the disturbance flow around the particle are no longer small, and may cause the unsteady
Stokes flow approximation employed in the Maxey–Riley equation to no longer hold [141]. This distance-
dependent effect that is otherwise negligible in the farfield needs to be captured in the model when the
particle comes close to the bubble. We note that the work is still in progress at the time of the writing of





In this work, we have focused on establishing viscous streaming as a reliable method for contactless and
label-free particle manipulation in uncertain fluid environment across different scales. Towards that, we val-
idated the reliability of a numerical method for 3D streaming problems and studied three different problems
demonstrating how the streaming mechanism can be potentially used for high-impact applications involving
particle manipulation.
7.1 Summary
Numerical method for streaming problems. Towards the focus of this work to study viscous streaming,
we started by looking into previous works which investigated viscous streaming via different approaches
(experimental, theoretical, numerical). Theoretical efforts have mostly been focused on and limited to
problems in a simplified setting (i.e. single circular cylinder) so as to aid their derivation and analysis.
While experimental work has a wider scope that involves more complex systems (i.e. multiple bodies,
shapes, etc.), they are often limited by the inconvenient flow analysis process, operating scale of the setup
as well as large turnaround times between experiments. On the other hand, numerical approaches have
the benefit of achieving complex setting as well as convenient flow analysis, but are largely limited by the
flow–structure numerical challenges in capturing the dynamics that live on both fast and slow time scales.
Following that, we (a) adapted a numerical FSI simulation method based on RVM for streaming problems
and validated its reliability in robustly and accurately capturing streaming dynamics; (b) implemented the
underlying framework for flow analysis.
Inertial particle transport. We studied the particle transport behavior of a master–cylinder pair, and
demonstrated the viability of leveraging streaming for the enhancement of passive inertial particle transport.
We confirmed the robustness of this mechanism across different Re as well as its applicability in both 2D
and 3D. We then further identified the underlying causal mechanism for the attained enhancement.
Streaming flow topology. Following the demonstration by Parthasarathy et al. [107] on how geometrical
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change can affect the flow topology, we investigated the possibility of introducing flow topological changes
based on changes in shape topology, a feature characteristic of 3D surfaces. We presented a simple method of
extracting critical points in flow fields and reconstructed the skeleton of the flow topology. These skeletons
are compared between flows generated by oscillating bodies of different genus and are found to be differ-
ent, thereby confirming that shape topology of the body can indeed alter the resulting flow topology and
potentially leveraged to design and achieve favorable flows for particle manipulation.
Modeling of inertial forces on particles We investigated a problem on the modeling of inertial force
on particles near oscillating interfaces. This effort was thrusted towards providing further insights to rec-
tify and enhance an existing model approximation that was unable to accurately resolve and capture the
physics of the problem when viscous and inviscid effects are comparable. We established and implemented
a simple modification in the original model and demonstrated the improvement in resolving the physics in
the intermediate flow regime.
7.2 Perspective
The simulation and results presented in this thesis offer a number of opportunities for future research. Here
we will discuss some of the feasible extension to the current work.
Topologies. One immediate future work in this aspect includes automating the current method of analyzing
streaming flow fields for more efficient, accurate and quantitative analysis of streaming systems. Other
research-probing questions are: How does shape topology of an oscillating body affects the resulting flow
topology? What are the causal mechanisms for this transition? How are flow topologies affected when
different shapes undergo a certain actuation mode?
Modeling in streaming systems. While the simple approach adopted in this thesis for the modeling of
inertial forces acting on a particle near oscillating interfaces in the intermediate regime works fairly well, can
a more accurate and precise model be designed? What are the effects of and the relation between density
contrasts and particle size in this regime? What effects do different actuation modes on oscillating interfaces
have on the particle dynamics?
Inverse design. Can we inverse design a streaming body that takes advantage of the flow topology changes
arising from different 3D feature (i.e. shape topology) and dynamically morph itself in a controlled manner
to achieve and switch between different tasks (self-propulsion, particle transport, sorting, mixing, etc.)?
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