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ABSTRACT 
Consider the linear least squares problem min, IlAr - bll,. When A is large and 
sparse, then often only the R-factor in the QR factorization of A is known. The 
solution zx can then be computed from the seminormal equations RTRx = ATb. For 
this method the error in x is shown to be of the same order as for the method of 
normal equations. We show that by adding a correction step using only single 
precision we get a method which under mild conditions is as accurate as the QR 
method. The application of this method to the updating of a sparse R-factor of A 
when appending a column is discussed. 
1. INTRODUCTION 
We consider the linear least squares problem 
minIlAx - b/IS, A E Rmxn, 
x 
where rank(A) = n. Provided we have the QR factorization 
A=Q f =Q,R, 
( 1 
0.1) 
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where R is nonsingular and upper triangular, the solution to (1.1) can be 
computed in a stable way from Rx = Qfb (Golub [lo]). If A is large and 
sparse, then it is often uneconomical to store and access Q or Qr. If A is 
stored, then a possibility for the treatment of multiple right hand sides or 
right hand sides which are not yet available is to use the seminormal 
equations (SNE) 
R=Rx = A=b. (1.2) 
A similar approach was suggested by Saunders [17] for use in sparse linear 
programs to solve the minimum norm problem 
minl141zT A=x = b. 
* 
Instead of computing x from R*y = b, x = Qly, here one uses 
R=Rw=b, x=Aw. 0.3) 
The method of seminormal equations for the minimum norm problem was 
analysed by Paige [16]. He proved that the method (1.3) is numerically quite 
satisfactory and that “the bound on the error in x is proportional to KU 
rather than K~U as has often been thought.” (Here K denotes the condition 
number of A, and u the machine precision.) 
For the linear least squares problem no similar analysis of the SNE 
method seems to have been published. Some comments on its stability can be 
found in Duff and Reid [5]: 
the method is stable for moderately ill-conditioned problems but is not satisfactory 
for problems with widely differing row scalings. 
George and Heath [6] write 
This approach is intermediate in stability between the normal equations and ortho- 
gonalization. 
In this paper we will make a more precise error analysis of this method. 
Unfortunately, the satisfactory properties of SNE for the minimum norm 
problem do not carry over to the linear least squares problem. This was 
recently predicted by Al-Baali and Fletcher [l]. We will show that the error 
in x for the SNE method is about the same as for the method of normal 
equations. This may be somewhat surprising, since in (1.2) we are using an 
R-factor of better “quality” than that obtained from a Cholesky factorization 
of ATA. We will also show that by adding a correction step to the SNE 
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method we get a method (CSNE) which, although not always backward 
stable, is much more satisfactory (except for problems with widely differing 
row norms.) 
In Section 2 we introduce the CSNE method and review the concept of 
backward stability. A forward error analysis of the SNE and CSNE methods 
is carried out in Section 3. Some extensions and an application to the 
updating of a sparse R-factor are briefly discussed in Section 4. In Section 5 a 
numerical comparison of NE and CSNE with the method of normal equations 
and the QR method is presented. 
2. REFINEMENT AND STABILITY 
We first introduce the method of corrected seminormal equations (CSNE): 
RTRx = ATb, 
r=b-Ax, 
RTRw = ATr, 
x,=x+w. 
(24 
Thus, the corrected solution x, is computed by doing one step of iterative 
refinement of the solution computed by SNE. Note that we assume that all 
computations in (2.1) are performed in single precision. 
The idea of improving a method by iterative refinement is not new. 
Jankowski and Wozniakowski [ 121 show that almost any linear equation 
solver can be made stable in the usual sense by performing iterative refine- 
ment, even if single precision is used throughout. In Skeel [18] it is shown 
that a single step of iterative refinement in single precision is enough to 
overcome scaling problems in Gaussian elimination with pivoting and make 
the method stable in a very strong sense. In (2.1) we use the refinement step 
to improve the solution of a method which is not backward stable. This 
approach may be useful also in other sparse matrix algorithms, where 
compromises between sparsity and stability often are made. 
We now define the concept of backward stability for a method solving 
(1.1). Following Skeel [ 181, we let x be the exact solution of (1.1) and define 
the set 
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Then the backward error in X is 
q= inf{el]]F-xl] = ]]6x]] for some 6x E A,(A, b)}. 
A method for solving (1.1) is then said to be backward stable if for the 
computed solution X 
q < c( m, n)u ( u = machine precision) 
holds whenever u < U. Here c(m, n) is called a stability constant, and the 
threshold U is usually allowed to depend on the data (A, b). The QR method 
of Golub [lo] is backward stable with 
c(m.,n)=n(6m-3n-t41)[1+O(u)]; (2.2) 
see Lawson and Hanson [13, pp. 90-921. 
In the next section it will be apparent that neither SNE or CSNE is 
backward stable. Therefore we will perform a forward error analysis for these 
two methods. In order to assess the errors we will compare with the 
perturbation bounds given by Wedin [20]. Consider perturbations 6A and Sb 
which satisfy 
IlW2 =s dIAll2> IIWI, G dlbllz, (2.3) 
and let K denote the spectral condition number, K = ]]A]]a]]A+]]a, where A+ 
is the pseudoinverse of A. Let x + 6x and r + 6r be the solution to the 
perturbed problem (1.1). Then if rank( A + 6A) = rank(A) = 12, 
(2.4) 
and 
llWl2 5~ c 1 llA11211412 + Ilbll, + Kll’dlz > (2.5) 
Taking E = c(m, n)u in (2.4) and (2.5) g ives an error estimate for a back- 
ward-stable method. 
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3. ERROR ANALYSIS 
We perform in this section a forward error analysis and compare the 
obtained error bounds with the perturbation bounds (2.4) and (2.5). Denoting 
the computed solutions by X and ?,, we can write 
R%X = ATb + g> 
F=b-A?+f, 
E%=AT?+k 3 
(3.la) 
(3.lb) 
(3.lc) 
?,=1C+W+e. (3.ld) 
Here R denotes the computed R-factor of A, and g, f, k, and e are 
quantities introduced so that (3.1) holds exactly for the computed X, r, 5, 
and XC. 
We assume that E has been computed by a backward-stable method, e.g. 
using Givens or Householder transformations (Wilkinson [21]) or the mod- 
ified Gram-Schmidt method (BjSrck [2]). For these methods there exists an 
exactly orthogonal matrix 6 such that 
where the error constant cr = cl(m, n) is a polynomial in m and 12, and I]. I]r 
denotes the Frobenius norm. If 
p = Cl?2 “2UK < 1, K = K&A), (3.3) 
where-K,(A) is the condition number of A and u the machine precision, 
then R is nonsingular and K = K2(?i) = ~[l + O(UK)]. Throughout this analy- 
sis we assume that (3.3) is satisfied. Golub and Wilkinson [ 111 show that 
cr = 12.5n312 if Householder transformations are used and inner products are 
accumulated in double precision. If single precision is used, Lawson and 
Hanson [13, p. 881 give the bound 
cl = (6m - 3n +40)n + O(u). 
For a discussion of the error using Givens transformations see Wilkinson [2I] 
and Gentleman [8]. 
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From (3.la), substituting ATAx for ATb, we get the expression for the 
error in SNE 
. 
x-T=Mx-(my’g, (3.4 
where M = I- (E%)-‘ATA. We can write 
M=i?‘(Z-QT@?i, + AR-‘, (3.5) 
where, using Q = 0 - EE i, 
I _ QTQ= QTER-~ + R-TETQ _ R-TETER-~. 
From (3.2) we get the estimate 
111 - oT& < 2Cld’2UK + o(U2K2). (3.6) 
In the following we wiIl assume that p -=z 1 to simplify the analysis, which is a 
slightly stronger assumption than (3.3). 
For the error in the exact residual corresponding to X we have r - (b - 
A?) = - A(x - X), or using (3.4) 
r - (b - Ax) = - Q(Z - QTQ)Rx + QR-Tg. (3.7) 
We now estimate g in (3.la). If we denote the rounding error in computing 
ATb by g,, then 
llglllz Q ~~ll4I,llbll, + 0b2). 
We next consider the errors in solving the two triangular systems in (3.la). 
From the analysis in Forsythe and Moler [7, pp. 104105] it follows that the 
computed X satisfies 
(R + QT(?i + F2)X = ATb + g,, 
where for i = 1,2 
(3.3) 
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Hence, by subtracting (3.la), 
?i-rg,= - &ii-‘+ R-rF:)?i?+ o(U2K2), 
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where g, = g - g 1 and it follows that 
Il?[-Tgl12< n"2mUKllb1(2+2n3'2UKllRX112+ o(U2K2). (3.9) 
-- 
To estimate 11%112 we note that since ATb = ATAx = ATQRn: we have 
(z+?i-rF;)(z+F,R-‘)Ex=QrQ(Rx)+E-rg,. 
Since for i = 1,2 we have llFiR-‘112 < n3j2uk, it then follows from (3.3) that 
llWl2 G (II~4l2 + mUKllbll,)[l+ O(UK)I . (3.10) 
We are now ready to state our first result. 
THEOREM 3.1. Let T be the least squures solution computed by SNE. 
Assume that 
p = c,n”%K < 1, 
where u is the machine precision and K the condition number of A. Then the 
following error estimates hold: 
c2)lxll2 + rF2rn$f 
I 
+ o(U2K3), (3.11) 
2 
(Ir-(b-Ax)\),< f--(c21141211~l12 + n’/2mllbl12) +O(U2K2), (3.12) 
where 
c2 = 2n’12( cl + n). 
Proof. Taking norms in (3.4), we obtain 
IIX - 412 G ll~ll2ll4l2 + II~-‘l1211~Tgl12~ 
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From (3.5) and (3.6) we get the estimate for the first term, 
llM1121lXll2 < Cl~1’2UK2~~X~12 + o(U2K3). 
For the second term we get from (3.9) and (3.10) 
Ilbll, llR_‘llzllRpTgllz < rY2muE2- 
llAll2 
+2n3’2Ui211Xll, + o(U2K”). 
Collecting terms, the bound (3.11) follows. Proceeding similarly from (3.7),we 
arrive at (3.12). n 
To be able to guarantee computing the R-factor by the Cholesky method 
applied to A?.A the condition (3.3) is not sufficient. Wilkinson [22] proved that 
breakdown will not occur in the Cholesky method if 
p2 = 20n3’2uK2 < 1, 
which is a much stronger condition than (3.3). 
Provided that p2 +c 1, we get for the error in the solution computed by 
the method of normal equations a bound similar to (3.11), only with slightly 
different error constants. This indicates that the error in X for SNE is of the 
same order as for NE, which is also confirmed by the numerical results in 
Section 5. Hence SNE is not backward stable. However, there is no bound 
similar to (3.12) for the NE. 
We now proceed to estimate the error in the method CSNE. By simple 
algebra it follows from (3.1) that 
~-if,=M(x-f)-(R~?I)~~(A~f+k)-e. (3.13) 
Since the best bound for llMl12 is of order c. UK~, it first appears that the 
error reduction from the correction step may not be significant. However, the 
first term on the right hand side in (3.13) can be rewritten using (3.4) as 
M(x - x) = M2x - ME-‘(E’g). 
The key observation now is that since 
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we have the estimate 
which is much better than that for Ilncill~. From (3.6) and (3.11) we now get 
II@ - 2) II2 < 2C,d’2U2K3 C211Xl12 + nl/‘+$] + o(U3K4). 
i 
(3.14) 
2 
For an R computed by Cholesky factorization of ATA this bound is worse by 
a factor of K. We now estimate the second term in (3.13). For the error f in 
the computed residual r we have, assuming that single precision is also used 
in this step and that the subtraction b - (AT) is carried out last, 
llfllz G ~+4llAl~ll2 + ullb - WI2 +Ob2h (3.15) 
We let k = k 1 + k,, where k, is the rounding error in computing AT?. Then 
from (3.lb) it follows that 
IlkdIe Q ~+4ll~ll~ll2 + 0b2) 
Q ~“241412(llb - WI, + Ilfllz). (3.16) 
A bound for the error k, in the step (3.1~) is derived in a similar way as for 
g, in the step (3.la). We get 
?I-Tk 2 = -(F4~-'+~-TFT)?iW[1+O(~K)], 3 
where Fi, i = 3,4, satisfy the inequality (3.8). Hence 
IIR-Tk21(2< 2?tUK@-5112+ o(U2K2). (3.17) 
To estimate Il?iWl12 we first note that since ATr = 0 we have, using (3.lb), 
AT+= -AT+?)= -AT(r-(b-A?))+ATf. 
Hence we can write (3.1~) as 
R~=(z+F,R-~)-‘(Z+R-~F,T)-~ 
x{ -~T(r-(b-Af)+R-T(ATf+kl)}. 
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It follows that 
We now have the basic estimates needed to derive an error bound for 
IIX - ~CIIZ~ which we state in the theorem below. 
THEOREM 3.2. Let X, be the least squares solution computed by CSiVE, 
and assume that 
p = c,n “2U K < 1. 
Then the following error estimate holds up to terms of higher order in UK: 
IIN? 
C211Xl12 + fY2rn~ 
llAll2 
Ilrll2 
where 
cl = C3UK2, (3.20) 
For the error in the residual corresponding to X, we have similarly 
llr - (b - Ax,) II2 G ~u(c21141211412 + n”2mllbl12) 
+ n’~2~(nl141211~l12 + 4lrll2)+ n”241AI1211412~ (3.21) 
Proof. We separately estimate the three terms in (3.13). A bound for the 
first term has already been given in (3.14). To estimate the second term we 
write 
where by (3.17) and (3.18) 
IIR-Tk2112 ~2nuK[IIr-(b-Ax)I/2+IIR-T(A~f+k,)I12][1+O(uK)I. 
(3.22) 
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Using (3.15) and (3.16) 
I(~-T(ATf+kd~12 < n3’%llAll,llfll, + ( d’27?ZK + l)ullb - Aq2 + 0(U2K2) 
(3.23) 
It follows that the second term in (3.22) is O(U~K~). Therefore we get 
llE-T(ATf-+ k)ll 2 Q n3’2ullAl1211xl12 +(n”2mK + l)ullrll2 
+ ~3’24141211~ - XII2 
+ n1'2m+2n+;)uK~~+A~)~(2+O(U2K2). 
i 
(3.24) 
We use (3.11) and (3.12) to estimate the last two terms in (3.24) and add 
(3.14). This gives the first two terms in the bound (3.19) where 
1 
c 
3 
= 2c,nV2 + n312 + n’12m + 2n + - < 2n’12 cl + 2n + - 
K i 
m 
1 
. 
2 
Finally, for the rounding error e in (3.ld) we have the bound 
which concludes the proof of (3.19). The bound (3.21) is proved analogously 
noting that r - (b - A?,) = - A( x - 2,). n 
Note that c3 = cs, and therefore from (3.11) we can expect that u = O(1) 
if SNE gives “zero digit accuracy” in X. Then the bound (3.19) is of the same 
order as for a backward stable method. Thus, this error analysis leads us to 
expect CSNE to be we accurate than the QR-method if u < 1 and less 
accurate if u > 1. Note however that the term in (3.19) proportional to llrlls 
does not involve u, so for large residual problems we get less improvement 
over QR when u +Z 1. This behavior of the error is confirmed by the 
numerical results in Section 5. We conclude that CSNE is not in general 
backward stable. 
We also remark that since u = 2pr(, where p is defined by (3.3), the first 
term in (3.19) is the error bound for /Ix - XII2 multiplied by the “conver- 
gence factor” 2p. 
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4. APPLICATIONS AND EXTENSIONS 
An important application of the method CSNE is to solve the following 
updating problem. Given the R-factor of a sparse matrix A E R”x” and a 
vector a” E R”, compute the R-factor 
of the augmented matrix (A, 6) E R “‘x(n+l). If the Q-factor of A is not 
known, then the standard algorithm for this problem is that given in Gill et al. 
[9, pp. 531-5321. 
Method 1: Compute u by solving 
RTu = AT6 (4.1) 
and the scalar y by y = (]]6]]: - ]]u(]:)~/‘. As pointed out by Gill et al., 
rounding errors could cause this method to fail if the new column Z is nearly 
dependent on the columns of A. If R is built up by a sequence of these 
modifications, the process is exactly that of finding R from the Cholesky 
factorization of ATA. We now observe that this method can be reformulated 
as follows: 
Method 2: Compute w as the solution of the least squares problem 
min)]Aw - a”]],, (4.2) tu 
and take 
u=Rw, y = (Ia” - Aw]]~. 
The advantage of this formulation is that now the CSNE method can be used 
to solve (4.2). Then method 2 becomes 
RTu = ATZ, Rw=u, 
r=a”-Aw, (4.3a) 
and 
RTGu = ATr, RSw=Su 
u:=u+su, y = ((r - ASw](,. (4.3b) 
Note that the initial u computed by (4.3) is that of method 1. 
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The updating problem discussed here is a key problem in active set 
methods for solving inequality constrained least squares problems. Method 2 
is used in a new direct method for solving sparse linear least squares problems 
with box constraints described in Orebom [15]. 
The CSNE method can be described as an SNE method with one step of 
iterative refinement in single precision. To do more than one step of iterative 
refinement would often be too costly in practical applications. However, it is 
still of interest to consider the numerical properties of the SNE method with 
the refinement iterated until the limiting accuracy is achieved. In Bjijrck [4], 
where several different versions of iterative refinement for least squares 
problems are compared, this corresponds to Algorithm 2’. However, there it 
is assumed that residuals are accumulated in double precision, which gives a 
different limiting behavior. 
We will not attempt here to do a strict analysis of the limiting accuracy of 
SNE with iterative refinement in single precision. Instead we proceed as 
follows. Let us do one step of refinement (3.lb)-(3.Id) starting from the 
exact solution X = r. Then (3.13) becomes 
x - X, = - (R%)( ATf + k) - e. 
Estimating this error term, we easily arrive at 
[l+O(UK)], (44 
Furthermore, if we assume that terms of order O(UK) can be neglected 
compared to 1, then the estimate (4.4) holds also for further refinements of 
Xc. We can now argue that if the refinement process is initially convergent, 
then the limiting accuracy should not depend strongly on the starting vector 
X. Therefore we conjecture that if 
p = 2C,d’2UK < 1 
then SNE with iterative improvement in single precision is backward stable 
and the limiting accuracy satisfies (4.4). 
5. NUMERICAL RESULTS 
We have compared the two methods SNE and CSNE with the method of 
normal equations (NE) and the QR method of Golub [lo]. 
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All tests were run using MATLAES of Moler [14] with precision truncated to 
u = 0.466X lo-‘, i.e. about 9 decimal digits. We used two sets of test 
problems, which essentially are the same as in Bjijrck [4]. 
PROBLEM V. The matrix A is the 21 X 6 matrix given by 
A=VD, vii=(i-l)j-r, 
where D is a diagonal scaling matrix chosen so that 
II’. jll2 = l, j=l >*‘*> 6. 
This matrix arises in the fitting of a fifth degree polynomial to data, and is 
moderately ill conditioned with KJA) = 2.22 X 103. The exact solution is 
taken to be 
x=0-‘(lo5 ,..., 10,l). 
We consider a sequence of right hand sides b, b + lOPh, p = 1,2,3, where 
b = Ax, ATh = 0, and 
‘G(A) 
Ilhll, 
II412II~112 
= 1.50, 
in order to get problems where different terms in the error bounds dominate. 
PROBLEM H. Here we take A to be the first five columns of the inverse 
Hifbert matrix of order six, 
K~( A) = 4.70X 10”. 
This matrix is more severely ill conditioned. We take 
and consider two right hand sides b, b + h where b = Ax, ATh = 0, and 
‘%(A) 
Ilhll, 
ll41211~112 
= 3.72 x 103. 
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TABLE 1 
AVERAGE NUMBER OF CORRECT SIGNIFICANT DIGITS 
IN COMPUTED SOLUTIONS TO PROBLEM v 
Right hand 
side NE 
No. of digits 
SNE QR CSNE 
b 3.541 3.308 6.208 7.744 
b+h 3.423 4.801 6.232 8.103 
b+lOh 4.357 3.797 6.567 7.861 
b+lOOh 3.575 4.241 5.142 5.814 
b+lOOOh 3.859 3.466 4.121 4.935 
In Table 1 we give the average number of correct significant decimal digits of 
the four methods for Problem V. Here the number of correct digits of an 
approximation Xi to xi # 0 is defined by 
ci= [-logIo~~~ if xjej, 
1 - 1% IOU if xj=Xj. 
We first note that, as predicted by the error analysis of Section 3, SNE gives 
about the same accuracy as NE. Further, CSNE is consistently better than 
QR; this is consistent with the fact that when (I +z 1 the second term in (3.19) 
should dominate. 
For Problem H (Table 2) the NE method fails to compute a positive 
definite R-factor, as could be predicted, since K~U x=- 1. Although SNE gives 
no correct digits, CSNE gives useful results. 
It was mentioned in the introduction that SNE and CSNE are less 
satisfactory for problems with widely different row norms. We call such 
problems “stiff” problems, since the equations with large weights will act 
TABLE 2 
AVJZIAGE NUMBER OF CORRECT SIGNIFICANT DIGITS 
IN COMPUTED SOLUTIONS TO PROBLEM H 
Right hand 
side NE 
No. of digits 
SNE QR CSNE 
b Failed - 1.293 3.799 2.569 
b+h Failed - 1.115 0.889 1.473 
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almost as linear constraints. In particular, if A has the form 
then, as pointed out in Bjorck [4], the condition 
order 
K(A) = w 
%,x(4 > 
urni*,(A2) ’ 
i.e., K(A) is proportional to w. This condition number is however not 
relevant for the problem of computing x, since the set of perturbations 
defined by (2.3) no longer makes sense. In practice the true conditioning of 
the problem becomes slightly better when w increases. Unfortunately the 
number K(A) will still influence the behavior of the methods of normal and 
seminormal equations. 
A. BJijRCK 
number is usually of the 
From Problem V we have constructed stiff problems as follows. We let 
A,, = PD,,A > D,,=diag(w,l,..., l,w,l,..., w), 
where P is a permutation matrix permuting the three weighted rows 1, 11, 
and 21 to the top of the matrix A. (This is necessary to make QR perform 
well; see Van Loan [19].) We take 
b, = PD,b, h,, = PD,; ‘h, 
so that the exact solution is unchanged. The results for the SNE, QR, and 
CSNE methods and three sets of problems with w = 103, 104, and 10” are 
given in Table 3. In the last column of Table 3, labeled RSNE, we give some 
results when more steps of iterative refinement are carried out. For w = 103, 
104, and lo5 we used 2, 3, and 6 refinements respectively. 
The method of normal equations fails already for w = 103. For this range 
of w we have 
K(A) = w Xo.9%X103. 
The QR method performs consistently well and gives indeed slightly better 
accuracy for increasing w. The SNE and CSNE methods, on the other hand, 
behave as predicted by K(A). 
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TABLE 3 
AVERAGE NUMBER OF CORRECT SIGNIFICANT DIGITS FOR WEIGHTED PROBLEM v 
No. of Right hand No. of digits 
W refinements side QR SNE CSNE RSNE 
10” 2 b 
<:+ 
6.772 - 0.854 4.769 6.323 
h,, 6.917 - 0.605 5.930 6.308 
b,, + 100 h,, 5.854 - 0.821 5.313 6.222 
lo4 3 b 
i + 
6.888 - 2.101 3.681 7.207 
h,” 6.606 - 1.240 3.971 6.616 
b,, + lOOh,, 5.912 - 2.345 3.491 6.096 
10” 6 b 6.943 - 
6:: + 
4.269 - 0.207 5.567 
h,, 6.987 - 4.269 - 0.896 5.659 
b,, + lOOh,, 6.975 - 4.455 - 1.525 5.538 
For w = lo3 we have log(K2u) = 2.66, and CSNE gives about one digit 
less accuracy than QR. However, for higher values of w the accuracy of 
CSNE rapidly deteriorates. Comparing the results for w = lo3 and lo5 we 
see a loss of about four digits in SNE and six digits in CSNE. This is 
consistent with the error bounds (3.11) and (3.13), which are proportional to 
~~ and (for u > 1) to K~. Therefore the CSNE method can only be recom- 
mended for moderately stiff problems. 
Stiff least squares problems arise in the method of weighting for solving 
equality constrained least squares problems. In Van Loan [19] an extrapola- 
tion technique is developed, which makes it possible to use only moderately 
large weights. 
RSNE gave acceptable accuracy in all cases. However, for w = lo5 the 
improvements were slow and erratic, and for still larger weights even this 
approach would fail. 
This work was performed while the author enjoyed the pleasant working 
conditions at the Division of Mathematics and Statistics, CSIRO, Canberra. 
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