JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. Summary. Functional data analysis is intrinsically infinite dimensional; functional principal component analysis reduces dimension to a finite level, and points to the most significant components of the data. However, although this technique is often discussed, its properties are not as well understood as they might be. We show how the properties of functional principal component analysis can be elucidated through stochastic expansions and related results. Our approach quantifies the errors that arise through statistical approximation, in successive terms of orders n-1/2, n-1, n-3/2,..., where n denotes sample size. The expansions show how spacings among eigenvalues impact on statistical performance. The term of size n-1/2 illustrates first-order properties and leads directly to limit theory which describes the dominant effect of spacings. Thus, for example, spacings are seen to have an immediate, first-order effect on properties of eigenfunction estimators, but only a second-order effect on eigenvalue estimators. Our results can be used to explore properties of existing methods, and also to suggest new techniques. In particular, we suggest bootstrap methods for constructing simultaneous confidence regions for an infinite number of eigenvalues, and also for individual eigenvalues and eigenvectors.
Introduction
Principal component analysis (PCA) is widely used in the study of functional data, since it allows finite dimensional analysis of a problem that is intrinsically infinite dimensional. See, for example, chapter 6 of Ramsay and Silverman (1997) , and several of the examples that were treated by Ramsay and Silverman (2002) . In traditional PCA the effects of truncating to a finite number of dimensions are often explored in terms of a finite dimensional parametric model, e.g. when the data are Gaussian. However, this approach is often not feasible in the case of functional data analysis, and as a result the justification for methodology there tends to be more ad hoc.
In this paper we develop theory that is based on stochastic expansions of eigenvalue and eigenvector estimators, providing not only a new understanding of the effects of truncating to a finite number of principal components but also pointing to new methodology. Our results, which are summarized in Section 2.2, lead directly to first-order properties of eigenvalue and eigenfunction estimators, and also to higher order theory if the expansions are taken to greater numbers of terms. In Section 2.2 we give expansions which explicitly include terms of sizes n-1/2 and n-1, where n denotes sample size, and a remainder of order n-3/2. This work shows that eigenvalue spacings have only a second-order effect on properties of eigenvalue estimators, but with remainders Op(n-r/2) for any positive integer r. We have taken r = 3 only for brevity and simplicity.
The expected values of the terms in n-1/2 and n-3/2, on the right-hand sides of equations (2.6) and (2.7), may be shown to be of orders n-1 and n-2 respectively. It then follows from equations (2.6) and (2.7) that, for example, ajk= =jk + Op(n-1/2) and E(ajk) = 6jk + O(n-'), where 6jk is the Kronecker delta.
Results (2.6) and (2.7) point to the following expansion: We may readily compute Aupp by using bootstrap methods, as follows. Let K* denote the bootstrap version of K, computed from X* rather than X, and put A* = I K* -KII. Given 0 < a < 1, e.g. a = 0.05, take Aupp to be the upper a-level critical point of the distribution of A*, given X. Note that P(z < Aupp) converges to 1 -a as n --+ oo. To appreciate why, recall from Section 2 that n1/2(k -K) converges weakly to a Gaussian process (. Analogously, and conditional on X, n 1/2 ( -K) converges weakly to the same (. Therefore, the limit of the distribution of nl/2A*, conditional on X, is identical to the limit of the unconditional distribution of n1/2A. It follows that n1/2/upp converges in probability to the upper a-level critical point of the distribution of ff12 (2, and hence that P(A < Aupp) converges to 1 -a. The simultaneous bootstrap confidence interval for Oj, which is suggested by result (3.1), is indeed conservative but not especially so. Its numerical properties will be discussed in Section 5.3. The confidence band for b)j tends to be quite conservative, however. For numerical calculation we truncated infinite series, defining X and b, at j = 20. All coverages of confidence regions were computed by averaging over 1000 simulated data sets. However, median values of the integrated squared error, which is discussed in Section 5.4, were calculated from 5000 simulated samples.
Properties of linear regression estimators

Confidence intervals and bands for 01 and ~1
Coverage levels of two-sided, nominal 95% confidence intervals and bands for 8j and g j are shown in Tables 1 and 2 
have coverage that is greater than the nominal level). The accuracy of coverage of 0j-intervals generally decreases, in the direction of greater anticonservatism, as j increases, although the accuracy of Oj-bands remains relatively stable. Whether the model is (i), (ii) or (iii) has relatively little effect.
If we alter the distribution of (j to centred exponential then the accuracy of coverage of confidence intervals for 0j declines, in the sense that the intervals become more anticonservative. However, here and in the Gaussian case, coverage correction using the double bootstrap Changing the distribution of ?j from normal to centred exponential has little effect on the accuracy of coverage of bands for 4'j. The accuracy of coverage remains very good, and, for the parameter settings in Table 2 , never falls below 0.94. As a result, although double-bootstrap calibration continues to remove about half the coverage error, the effect is much less striking. 
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Cross-validation in regression
We simulated data from the regression models that were discussed in Section 5.1. For each sample we calculated the value of Ii -b112, representing the integrated squared error, and analysed, by simulation, the distribution of this quantity. In particular, we calculated the median, med(r) say, of the distribution and found the value ro of r that minimized the median. The full lines in Fig. 2 indicate med(ro) . We also computed the smallest value of r, r say, that produced a local minimum of CV(r), at equation (4.9), and calculated the median of the distribution of lIb -b112 when b was computed with r = i. The broken lines in Fig. 2 represent the values of this median. When CV(r) suggested more than one value of r we always chose the smallest, mindful of analogous recommendations in more conventional cases (see for example Park and Marron (1990) and Hall and Marron (1991)).
It can be seen from Fig. 2 that, for model (i) , the median performance of b, computed by using cross-validation to choose r, lies only a little below that when r is selected optimally. The 'effective dimension' grows in passing to models (ii) and (iii), and as a result the cross-validation method has successively greater difficulty with those cases. However, we were pleasantly surprised that a technique that is ostensibly designed for prediction gave reputable performance when used 122 R Hall and M. Hosseini-Nasab to estimate the slope function; the latter problem can be expected to require significantly more smoothing than prediction.
Conclusions
We have shown how to develop stochastic 'Taylor series expansions' of estimators of eigenvalues and eigenfunctions in functional PCA and have provided a theoretical account of the accuracy of those expansions. The expansions themselves, or the methods that were used to derive them, can be used as the basis for an extensive theory of properties of functional PCA, including the bootstrap. These points have been described theoretically and numerically, and illustrated in the context of regression, but they have implications beyond that setting. For example, they can be used to describe properties of functional data methods applied to classification and clustering.
Results (2.6)-(2.11) are straightforward corollaries of the following theorem, although they may be obtained separately under weaker conditions. Proofs of theorems 2 and 5, and of more general results, are obtainable from the authors. Under these assumptions, ro can be chosen so that it is an order of magnitude larger than the value that minimizes the mean integrated squared error. rate n-1/2, provided that the frequency cut-off r is chosen appropriately. In such cases, predictive crossvalidation and related methods, such as those which are based on thresholding, can be used to choose r empirically and achieve the root n rate.
