Abstract Using random matrix techniques and the theory of Matrix Product States we show that reduced density matrices of quantum spin chains have generically maximum entropy.
. In this work we consider a chain of N sites, with homogeneous interactions in the bulk and boundary effects in exponentially small regions of size b at the borders. We assume that the experimentally accesible region (and hence the region we are interested in) is an exponentially small region of size l in the center of the chain.
where all A i , L ≥ 0 and R ≥ 0 are D × D matrices with D = poly(N ). This will be our starting point, that is, the prior information can be understood as restricting the bulk-states of our system as having the form (1). Now, it is also known from the general theory of MPS [PGVWC06] that this set has a natural (over)parametrization by the group U (dD), via the map U → A i = 0|U |i . Being U (dD) a unitary group, one can use the symmetry-based assignment of prior distributions to sample from the Haar measure. Similarly, the fact that the map X → i A i XA † i is trace-preserving leads to consider tr(R) = 1, L ∞ ≤ 1, giving us natural ways of sampling also the boundary conditions (see below). One can therefore ask about which is then the generic reduced density matrix ρ l of l N sites. Note that, by the above comments, this is nothing but asking about generic observations of 1D quantum systems. This idea has been already exploited for the non-translational invariant case in [GdOZ10] . The aim of the present work is to show that ρ l has generically maximum entropy: Note that, since the accessible region l is exponentially smaller than the system size, the bound can be made arbitrary small while keeping the size of the matrices D polynomial in the system size.
To prove the theorem, we will rely on recent developments of random matrix theory, in particular on the graphical Weingarten calculus provided in [CN10] , and on a novel estimate of the Weingarten function.
The paper is organized as follows. First we introduce the Matrix Product State formalism, then we introduce Weingarten function and calculus, then we introduce basic results of the concentration of measure phenomenon. Finally, in section 4, we prove theorem 0.1 using the tools already introduced together with a novel asymptotic bound of the Weingarten function.
Random Matrix Product States
In this section we just fix the notation, for a detailed exposition see [PGVWC06] . Let dim(H A ) = D and dim(H B ) = d, our initial state ρ given by Equation (1) can be expressed by means of the map E(X) :
where one should understand the map acting only in A and creating the systems B in order from 1 to n. In the rest of this work we will be interested in the reduced state of the l consecutive central sites of the chain, where l << n = 2t + l, that, up to normalization, will be described as
The general boundary conditions L and R come from tracing out the boundary sites as described in figure 1. MPS theory leads to consider them belonging respectively to the sets Figure 2 . Graphical representation of ρ l , where big squares represent matrices and the small objects attached to them represent the tensors that form the matrices. Dark objects correspond to "ket" tensors, white objects correspond to "bra" tensors, squares are used for dimension d and circles for dimension D. Wires represent contraction rules between tensors. Given (U, L, R) randomly chosen find the behavior of the normalized state corresponding to
).
where the systems of the sites B i are labeled from left to right and the unitary matrices are acting in the site indicated and the ancillary system A from right to left living the other sites invariant.
This state is represented in the graphical level in figure 2.
Weingarten Function and Calculus
The Weingarten function was first introduce in [Wei78] , for a complete description of this function we refer to [Col03] . Here we just describe its main ingredients to focus on the graphical calculus introduced in [CN10] . We will follow the standard notation of representation theory of symmetric groups. We denote by λ p that λ is a partition of p, χ λ is the corresponding character of S p and s λ,d (x) = s λ,d (x, ..., x) the corresponding Schur function, see [Ful97] . If σ ∈ S p we denote by |σ| the minimum number k such that σ can be written as a product of k transpositions, #σ is the number of cycles in σ and both quantities are related by the formula |σ| = p − #σ. Definition The Weingarten function W g(n, σ) takes as inputs a dimension parameter n and a permutation σ in the symmetric group S p and is given by
Its importance relys on the following theorem from [Col03] , which tells us that the average of a monomial over the unitary group can be computed in terms of sums of Weingarten functions.
Theorem 2.1. Let n be a positive integer and i = (i 1 , ..., i p ), i = (i 1 , ..., i p ), j = (j 1 , ..., j p ) and j = (j 1 , ..., j p ) be p-tuples of positive integers from 1, 2, ..., n. Then
In [CN10] the authors introduce a graphical paradigm in order to simplify the computation of the average of polynomials over the unitary group. Consider a polynomial P (U ) of degree p in U and U then (2)
where the coefficients C (σ,τ ) can be computed by the following procedure in figures 2, 3 and 4. One has to enumerate the matrices U and U respectively from 1 to p and for any two permutations σ, τ ∈ S p we delete the U and U boxes and we connect the white square and circle in U i with the white square and circle respectively in U σ(i) , and analogously with the black objects and the τ permutation. Now, loops represent traces over the matrices involved in it. If there is no matrix involved in a loop then it represents the trace of the identity of the system. Finally, if there are paths that are not loops they translate into the contraction with the boundary conditions that appear in it. The number C (σ,τ ) is just the product of the values of all the contractions. Note that, as drawn in figure 2, a monomial in U † can be substituted by a monomial in U .
Measure of Concentration Phenomenon
In this section we introduce the basic results of the measure concentration phenomenon that we are going to use; for a detailed exposition see for example [MS86, Led01] . Definition Let (X, d) be a metric space with probability measure µ, its concentration function α (X,d,µ) is defined as
where A r = {x ∈ X; d(x, A) < r} is the open r-neighbourhood of A (with respect to d). This definition allows to prove directly that almost all the images of a Lipschitz function concentrate around the median, where the concentration factor is given by the concentration function. Nevertheless, we are interested in the concentration around the mean which is a consequence of the other, as one can bound the distance between the median and the mean depending on the concentration function.
Theorem 3.1 (Measure concentration phenomenon). Let F be a Lipschitz function on (X, d), and µ a probability measure on (X, d), then
where E µ (F ) is the mean of F with respect to µ and F Lip is the Lipschitz constant of F .
When one is interested in the concentration properties of a family of spaces, what matters is the scaling of the concentration function depending on the parameter defining the family of spaces. Thus looking at the definition of concentration function one can prove that the concentration properties of two spaces behave at least as well as the worst one of the two.
Proposition 3.2. Let µ, ν two probability measures on metric spaces (X, d) and (Y, δ) respectively. Then, if µ × ν is the product measure in X × Y equipped with the
If we apply this proposition to the spaces we are interested in we have the following lemma. l (U, L, R)) over the introduced ensemble. The difficulty of this calculus comes from computing the mean of the function. To simplify our computations we will first compute the mean and the Lipschitz constant for both function f (ρ) and its normalization function g(ρ) = (tr ρ l (U, L, R)) 2 and then argue about the concentration of tr(ρ 2 N orm ) = f (ρ)/g(ρ).To compute the mean of f (ρ) we first need to give a novel asymptotic bound of the Weingarten function.
Theorem 4.1. Let p, n and k be nonnegative integers such that p k ≤ n. Then there exists a constant K depending only on k such that for any σ ∈ S p ,
Proof. We recall, see [Ful97] , that for any partition λ p of the integer p,
where λ i is an integer in {0, ..., p − 1}. Equivalently, the Weingarten function becomes
Consider the function
This function is holomorphic in a neighborhood of zero. Moreover 2 ≤ k , since p 2 ≤ n, we have, for any |z| ≤ p −2 , |f λ (z)| ≤ e. As a consequence, writing f λ (z) = i≥0 a i,λ z i , we obtain the Cauchy estimate
But equation 3 implies that
Therefore the coefficient in n −p−i has norm smaller than ep 2i . But all coefficients are zero until i = |σ| [Col03] , therefore
For n ≥ 2, and since p k ≤ n, this implies p 2|σ| ≤ n 2|σ|/k . Furthermore (1 + 
Computation of E L,R [tr(LRLR)] using Weingarten graphical calculus: for any two permutations α, β ∈ S 2 delete the U and U matrices, join the white circle of U i with the white circle of U α(i) , join the black circle of U i with the black circle of U β(i) . The number C (α,β) is the product of the traces involved in the new picture.
To organize the computations and the reasoning used in the bound of the mean of f (ρ) we prove the following two lemmas.
Lemma 4.2. Let α, β, γ ∈ S p , a) the quantity |γ −1 αγα −1 β| + |β| is an even number. b) If γ −1 αγα −1 β = c and γ −1 α γα −1 β = c, then α −1 α commutes with γ. c) If p = 2n + 4 and γ = (2n + 1, 1, 2, ..., n, 2n + 3)(2n + 2, n + 1, n + 2, ...., 2n, 2n + 4) and α(2n + i) = 2n + i for i = 1, ..., 4. Then the function that takes (α, β) to (g, h) with g = γ −1 αγα −1 and h = βα −1 is one to one.
Proof. a) The result follows from the fact that the parity of |αβ| is the same as the parity of |α| + |β|. Proof. These averages are not difficult to compute directly, but they can also be computed using the graphical calculus described in section 2 as a warming up for the forthcoming computations. We compute the last one as example.
The first equality follows by linearity of the trace, the third because 1 A is the fixed point of tr B (E), the second and fourth just by computing the averages themselves.
Note that in this proof we are averaging over V and W, and our expression is a polynomial of degree one with respect to them. This, together with the fact that the average is independent of U make it easy to compute the average. The bound of the other function is much more involved and makes use of the asymptotic bound of the Weingarten function and Lemmas 4.2 and 4.3. We state it. The proof will be given in Appendix A. 
In order to apply the measure concentration phenomenon we only need to compute the Lipschitz constant of the functions we are interested in. The proof of the following theorem will be given in Appendix B.
Theorem 4.6 (Lipschitz constants). For any
where
Then the Lipschitz constants of both functions are upper bounded by 4n + 10.
Now we can show which is the behavior of the 2-Renyi entropy, or equivalently the purity of the normalized state ρ N orm = ρ l / tr(ρ l ). Proof. Putting together the measure concentration phenomenon 3.1, the bounds on the Lipschitz constant 4.6 and the union bound, we have for all Ω ∈ S 1 ([0, 1] D ) that except with probability c 1 e −c 2 2 D/n 2 tr(ρ 2 ) ≤ E(tr(ρ 2 )) + and (tr ρ) 2 ≥ E((tr ρ) 2 ) − both at the same time where c 1 and c 2 are universal constants. Thus, we can bound
where the second inequality follows from Jensen's inequality, the third inequality follows from Theorem 4.4 and 4.5 and in the last equality we have used that we can take = O(D −1/5 ). The result follows.
Finally we can easily prove our main theorem, which bounds the distance between the reduced density matrix of a generic random MPS and the completely mixed state.
Proof of theorem 0.1.
ρ N orm = ρ l / tr ρ l is trace normalized, that is, its eigenvalues sum up to one. Thus, in order to have an eigenvalue of ρ as far as possible from 1/d l , the distribution of eigenvalues optimizing this problem is the one that has one eigenvalue as small or big as possible and the rest all equal. In both cases the distance between this eigenvalue and 1/d l is (d l − 1)
Conclusions
In this work we have shown how reduced density matrices of small subsystems of translational invariant random MPS have generically maximum entropy. This can be read as recovering Jayne's principle of maximum entropy in the situation where the prior information to incorporate in the sampling procedure is the locality and homogeneity of the interactions. For that we have relied on the (well justified) fact that MPS are the right representation for ground states of one dimensional local Hamiltonians and in the natural way of sampling MPS based on the symmetry principle. 
l (L, R, U )) using Weingarten graphical calculus: for any two permutations α, β ∈ S 2n delete the U and U matrices, join the white circle of U i with the white circle of U α(i) , join the black circle of U i with the black circle of U β(i) . The number C (α,β) is the product of the traces involved in the new picture.
where we are separating the case where α = β = 1 and using the known value of the Weingarten function W g(Dd, 1) = (Dd) −2n . The reason to do so is that this term is the largest one in the sum (as it will become clear through the proof).
In order to compute the coefficients C (α,β) we apply the graphical Weingarten Calculus to figure 4. That is, given a permutation α that links the white squares and circles of the U s with the white squares and circles in U s and a permutation β that links the black circles of the U s with the black circles in U s. We numerate the U matrices from left to right and top to bottom and the same for the U matrices. Moreover, we enumerate the matrices L as 2n + 1 and 2n + 2 and the matrices R as 2n + 3 and 2n + 4. Now the links (from left to right) between the circles of the matrices U s, L and R are given by the function γ = 2n + 1 1 2 ... n 1 2 3 ... 2n + 3 2n + 2 n + 1 n + 2 ... 2n n + 1 n + 2 n + 3 ... 2n + 4
. One can add two extra (nonexisting) links γ(2n + 3) = 2n + 1 and γ(2n + 4) = 2n + 2; that way γ is a permutation. Analogously, we have the same permutation γ for the U matrices. The permutation relating the links of the squares of U and U is τ = (t + 1, n + t + 1)(t + 2, n + t + 1)...(t + l, n + t + l). Besides, define α = α(2n + 1)(2n + 2)(2n + 3)(2n + 4) and β = β(2n + 1)(2n + 2)(2n + 3)(2n + 4) as the permutation α, β but considering it as an element of S 2n+4 . The number of loops relating the circles is #γ −1 α γβ −1 − 2 = 2n + 2 − |γ −1 α γβ −1 |, taking into account those where L or R appears. Note that we are subtracting 2 loops (2n + 1)(2n + 2) that we have added when including the (non-existing) links of the permutation γ. The number of loops relating the squares is #τ α = n − |τ α|. All the loops are trivial and thus they correspond to the dimension of the system, except those where L or R appears, in which we will take averages. For α = β = 1, we have that
Taking averages in L and R and using the bounds from lemma 4.3, it can be shown, by inspection on all possible combinations of L and R in different loops, that it is enough to distinguish the following two cases:
(1) α, β ∈ A 2n , where A 2n is the set of tuples where 2n + 3 and 2n + 4 are not in the same cycle of the permutation γ −1 α γα −1 β, that is, both R matrices appear in different loops. In this case we have that
Making the change of variables h = βα −1 , g = γ −1 α γα −1 that is proven to be one to one in lemma 4.2, and denoting h = h(2n + 1)(2n + 2)(2n + 3)(2n + 4) we get that In the first inequality we just upper bound the number of permutations with a given number of transpositions, the second is just a geometric sum. As D ≥ n 5 we get further Applying the same change of variables and consider B 2n the image of B 2n under the change of variables, we get In order to bound this sum one has to proceed more carefully. The proof follows by bounding independently over the different cases where: h = 1, h = (2n+3, 2n+4), h is a different transposition, and the rest of terms. For all these cases one has to take into account the properties of the elements in B 2n , that is, 2n + 3 and 2n + 4 belongs to the same cycle of gh −1 and the parity of |gh −1 | + |h| that is proven in lemma 4.2. Following this procedure one can prove that The result follows joining the two cases and the case α = β = 1
