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Abstract— This work proposes a new strategy for au-
tonomous navigation of mobile robots in sugarcane planta-
tions based on thermal imaging. Unlike ordinary agricultural
fields, sugarcane farms are generally vast and accommodates
numerous arrangements of row crop tunnels, which are very
tall, dense and hard-to-access. Moreover, sugarcane crops lie
in harsh regions, which hinder the logistics for employing
staff and heavy machinery for mapping, monitoring, and
sampling. One solution for this problem is TIBA (Tankette
for Intelligent BioEnergy Agriculture), a low-cost skid-steering
mobile robot capable of infiltrating the crop tunnels with several
sensing/sampling systems. The project concept is to reduce the
product cost for making the deployment of a robot swarm
feasible over a larger area. A prototype was built and tested
in a bioenergy farm in order to improve the understanding
of the environment and bring about the challenges for the
next development steps. The major problem is the navigation
through the crop tunnels, since most of the developed systems
are suitable for open field operations and employ laser scanners
and/or GPS/IMU, which in general are expensive technologies.
In this context, we propose a low-cost solution based on infrared
(IR) thermal imaging. IR cameras are simple and inexpensive
devices, which do not pose risks to the user health, unlike
laser-based sensors. This idea was highly motivated by the
data collected in the field, which have shown a significant
temperature difference between the ground and the crop.
From the image analysis, it is possible to clearly visualize a
distinguishable corridor and, consequently, generate a straight
path for the robot to follow by using computationally efficient
approaches. A rigorous analysis of the collected thermal data,
numerical simulations and preliminary experiments in the real
environment were included to illustrate the efficiency and
feasibility of the proposed navigation methodology.
I. INTRODUCTION
One of the major challenges encountered in agricultural
robotics is to deal with the autonomous navigation in differ-
ent environment types [1]. Although several solutions for
this problem are fairly established for small open fields
and structured indoor facilities [2], [3], such as greenhouses
and nurseries, the issue remains unsolved for grass-type
crops, such as sugarcane, wheat, corn and barley, which
are large, unstructured and dense environments. In addition,
most of the existing solutions employ laser scanners and
GPS/IMU for an accurate robot mapping, which is con-
siderably expensive, especially if the robot has processing
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and cost limitations for the electromechanical design. One
example of robotic vehicle for grass-type crops is TIBA
(Tankette for Intelligent BioEnergy Agriculture), a skid-
steering mobile robot (SSMR) intended to carry out a
number of agricultural tasks in sugarcane fields [4]. In the
current development and experimental phase at the UMOE
BioEnergy fields (Fig. 1a), in Presidente Prudente, Sa˜o Paulo
state, Brazil, TIBA is being tested for mapping of general
plant health using NDVI, detection and control of pests,
weeding, and stalk/soil sampling. SSMRs are suitable for
all-terrain purposes due to their robust mechanical structure
able to work in hard environmental conditions [5]. However,
for small velocities and low accelerations, SSMRs behave
approximately as nonholonomic systems, which impose great
challenges for the implementation of the control system.
Moreover, the navigation problem for this robot is especially
involved because of: (i) the need for driving through tight
crop corridors with uneven terrain, trapping leaves, poor GPS
coverage and hard to interpret data from RGB camera or
lasers; (ii) lack of maturity for skid effects analysis due to
the required slippage phenomenon for this driving profile,
despite the existence of relevant research on motion control
and path planning for nonholonomic systems [5], [6]; (iii)
limited hardware and processing capacity, due to its low-cost
design concept with motivation for deployment of swarm-
based approach [4].
Fig. 1. TIBA Robot during field tests - (a) crop tunnel infiltration; (b)
RGB and IR images from same place in the tunnel. It is possible to see
further beyond using IR, especially in cloudy/dark daytime or in cases in
which the view is very occluded by leaves.
During the field experiments, several thermal IR media
were collected from the crop tunnels by using a FLIR R©
One V2 camera [4], which was motivated by the ability
of IR imaging to help identifying objects under limited
visibility conditions with minimal attenuation, such as night,
light dust, smoke, and haze [7]. Notice in Fig. 1b that,
when compared to regular RGB pictures, the IR images
provide a much more distinguishable shape of the crop
corridor ground along which the robot must navigate. The
technology for passive IR imaging has recently become
cheap and portable to be mounted on small robotic platforms.
It detects thermal radiation naturally emitted from objects
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and, therefore, dispenses active sources for transmission of
thermal energy to a target, which mitigates life risks offered
by laser-based mapping. Given this background and the
context of very slow speeds, there is enough room for testing
state-of-the-art image segmentation approaches with long
detection delays that provide a reliable reference trajectory
to be followed, such as artificial intelligence, especially deep
convolutional neural networks (CNN) [8]. In agriculture,
we can highlight the use of fully convolutional networks
(FCNs) for weed classification for plant-specific treatment
[9]. Combination of the CNN approaches with IR imaging
were already addressed, e.g., for rail detection [10], health
monitoring [11], wildlife recognition [12], and urban traffic
scene segmentation [13], but not for the navigation problem
in agricultural fields, according to the best of author’s knowl-
edge. Verification and validation are carried out through
the inference of the generated path from thermal images
collected in the field, and from numerical simulations1.
Preliminary experimental tests performed in sugarcane crops
also illustrate the efficiency and feasibility of the proposed
navigation methodology, which is composed of different
implementation phases (Fig. 2).
Fig. 2. Problem formulation: different implementation phases.
II. MODELING OF ROBOT AND ENVIRONMENT
In this work, we consider that the working environment is
of the same type as that encountered in the sugarcane field
where the robot was first tested, which is a set of crop rows
with seeding points predefined by GPS coordinates. Those
points lie over circles of radius approximately between 30
and 40 cm, with distance of 1.50m between their centers,
which provides a gap corridor where the robot should be
driven (Fig. 3a). For modeling purposes, we simply consider
the environment as a locally flat surface and the kinematic
model of the SSMR, according to the approach proposed
by [5]. First, let us define two reference frames as shown in
Figs. 3b-c: the global or the inertial frame E¯0={ ~x0 , ~y0 , ~z0 }
and the local or the robot frame E¯r = { ~xr , ~yr , ~zr }. The
origin of E¯r is assigned to the robot center-of-mass (CM),
~xr points towards the vehicle front (or sagittal axis), and ~zr is
normal to the robot chassis. The distances a, b, and c defines
the position of the robot CM with respect to the wheels’
centers. The SSMR is a vehicle with four single-orientable
wheels and its configuration is completely described by
the state vector q = [X Y φ ]>, which denotes the robot
CM generalized coordinates, where the pair (X,Y ) are the
Cartesian coordinates of the CM and φ is the orientation
angle (or angular difference) of the robot frame E¯r with
respect to the inertial frame E¯0. Notice that, in this context,
the state vector q˙ = [ X˙ Y˙ φ˙ ]>, denotes the generalized
velocities of the robot. From the literature, it is well know
1More illustrations of the navigation methodology can be viewed in the
accompanying video clip at https://youtu.be/unnbyk5y31s.
that SSMR have nonholonomic (or non-integrable) kine-
matic constraints [14], which introduces extra challenges
for modeling and control design. Moreover, the slippage
phenomenon (mandatory for the SSMR driving profile [5])
determines the position of the robot instant center of rotation
(ICR), which is not unique. The ICR depends on the desired
drift, which may lead to system instability if these quantities
are not well modeled. From the kinematic model introduced
in [5], it is possible to obtain the relationship between
the SSMR velocities and its wheel angular speeds as η =
[ vx ω ]
>
= r [ (ωL + ωR)/2 (−ωL + ωR)/(2c) ]>, where
vx, ω ∈ R are respectively the robot driving and steering
velocities, r>0 is the wheel radius, and ωL, ωR∈R are the
angular velocity of the left and right wheels, respectively.
The motion of the SSMR is described by the differential
kinematic equation as q˙ = S(q) η = [ s1(q) s2(q) ] η where
s1(q) = [ cos(φ) sin(φ) 0 ]
> and s2(q) = [xicr sin(φ) −
xicr cos(φ) 1 ]
> are input vector fields, with xicr being the
robot ICR position along ~xr. The kinematic model also has
the non-integrable speed constraint vy + xicr φ˙ = 0, which
is written in the Pfaffian form as A(q) q˙ = 0 with A(q) =
[− sin(φ) cos(φ) xicr ], showing that, in the absence of
slipping, the contact point speed is zero in the direction
orthogonal to ~xr [14].
III. ROBOT LOCALIZATION
In this phase, our goal is to obtain the robot localization
with respect to the crop row centerline. Since we seek
for a simple and inexpensive strategy to ensure that the
robot follows a straight line, it is not necessary to find its
position along the x0-axis of the corridor path. This phase is
divided in two steps: (i) Runway centerline estimation, which
comprises all the procedures related to the segmentation
processing of thermal image/video to extract the almost
triangular shaped object of the corridor ground (which resem-
bles a runway in perspective) and the centerline that points
towards the path vanishing point; (ii) Offset generation, in
which we estimate and quantify the lateral displacement ey
and misalignment angle eφ of the robot sagittal axis from
the row centerline by using the information obtained in the
previous step and the robot/camera parameters. This phase
is arguably the most relevant in the context of this research,
since it opens a wide room for comparing the efficiency
of different strategies to be investigated for each step and
tested under several conditions, e.g., image noise, partial
occlusion of camera lens by leaves, uneven terrains causing
robot rotation around x, y− axes, and round off error. Here,
we present two different approaches to detect the runway
feature, and a straightforward calculation of the robot offset.
A. Color Thresholding with Linear Regression (CT-LR)
In this section, we describe the image segmentation
methodology used for runway centerline estimation. In this
context, our first goal is to explicitly find the “hot” areas of
the thermal picture, which is expected to match the ground.
From the temperature color scale used in the collected
images from the field, the hot temperatures lie within a color
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Fig. 3. Robot and environment modeling: (a) crop corridor; (b) robot coordinates; (c) dimensions and center-of-mass. Images adapted from [5].
spectrum around yellow, orange, red and white. An empirical
analysis of all the collected media has shown that a simple
color threshold (CT) technique is capable of solving most of
the cases. In this work, the CT technique was set to a hue
range withinH∈ [0.145, 0.944], by using the Hue-Saturation-
Value (HSV) color representation (Figs. 4a-b).
Fig. 4. Color thresholding (CT) application example with Linear Regres-
sion (LR): (a) original frame; (b) CT; (c) binary image shape; smaller pixel
groups removed; (d) extract shape contour by selecting only the white pixels
adjacent with background; (e) apply independent LR for “left” and “right”
pixel groups (fitted cyan lines), then compute their average (red); (f) result.
Then, after the application of the CT technique, several
approaches can be used to estimate a straight line as the
center of the triangular feature of the “hot ground runway”
(Fig. 4c, after removal of smaller pixel groups). One example
is described in Fig. 4d-f, which final result shows that the
fitted runway centerline is apparently very satisfactory for
the navigation purpose.
Fig. 5. Color thresholding (CT) application over several examples: green
check for successful results and red cross for fails. For those real pictures,
the criteria used to determine the success of the line fitting was partially
subjective, but for all of them, we checked if the line crossed the runway
peak and if it is kept within the runway area.
Figure 5 shows the result of applying CT for several
example frames obtained from the sugarcane crop. Notice
that this approach fails for few cases. We can highlight the 6-
th frame (Fig. 5), which is a crop condition that presents “tall
leaves” or “colder terrains”. In this case, less sunlight reaches
the ground, making it apparently colder than the plants, and
hence, requiring different color thresholds to be tuned.
B. Image Semantic Segmentation Using Deep Learning
In the last decade, the Deep Learning framework has been
widely used for numerous applications in many fields of
research and engineering, with strong appeal for computer vi-
sion in robotics [8]. Supervised learning using convolutional
neural networks (CNNs) for image semantic segmentation
of images has enormous potential to overcome situations
in which the application of a simple CT approach provides
unsatisfactory results [15], [16], [17], [18]. This is especially
true in the recognition of occluded objects, as described by
[19], [20]. A high computational cost is expected for the
training step, but not for the inferring process during the
robot field operation, notably for navigation at low speeds.
In our case, we want to train a CNN which is able to delimit
a polygon over the “hot runway” [21], even if this feature is
under undesired conditions or has unusual shape (Fig. 6).
Fig. 6. Bad situations and expected features - (a) erratic curved shape; (b)
blurry; (c) small color/temperature difference; (d) noise/many branches; (e)
leaves trapping occluding image; (f) colder environment/tall plants.
Due to the great amount of collected images in the field,
simple CNNs were trained with OpenCV library to test a
preliminary segmentation of the given media and to compare
the obtained results with the feature extracted via CT. A
set of 89 downsampled examples were selected from the
dataset to be the input training set, and the respective outputs
were defined as binary images representing two different
classes: ‘background’ for black and ‘runway’ for white.
Different kernel widths, strides, pooling and padding values
were tested on a 10-layer fully convolutional neural network
(FCN). In future works, a more sophisticated evaluation
of this problem will be performed in order to investigate
strategies that best use CNNs to cope with the situations
commonly found in the crop tunnels. The obtained results
point out satisfactory contributions for the “runway” feature
detection. Figure 7 shows the output results for some ex-
amples validated from the trained CNNs. Notice in those
two specific cases (Fig. 7a) that the CNN approach partially
overcomes the problem of leaf occlusion (Fig. 7b), whereas
CT technique breaks up the feature into smaller regions
(Fig. 7c). A mini-batch accuracy of 89.79% was obtained
after 100 epochs. For the early comparison of the required
computational costs between CNN and CT algorithms, a set
of 180 images were selected for validation by using both
methods. The mean and standard deviation of the elapsed
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processing time (in ms) were (µct, σct) = (0.37, 0.16) for
the CT method and (µcnn, σcnn) = (815.90, 175.80) for the
CNN, which is much longer, but still small enough for the
expected speed and detection rate of this navigation problem.
From a careful analysis, it is straightforward to conclude
that the combination of the CNN results and the linear
regression approaches explained in Section III-A enhances
the estimation of the corridor centerline, as shown in Fig. 8.
Fig. 7. Example from trained CNN: (a) original input; (b) runway extracted
by CNN; (c) same by CT; (d) some CNN results displayed by output overlay
over input. For this test, a PC with Intel R© Core
TM
i7-7700HQ CPU @
2.80GHz, 16GB RAM and nVIDIA GeForce
TM
GTX-1050 4GB GDDR5
GPU was used. The 10-layer CNN was composed by the following layers:
Image Input, Conv. 2D, ReLU, Max. Pooling 2D, Conv. 2D, ReLU, Transp.
Conv. 2D, Conv. 2D, Softmax, and Output Pixel Classification.
Fig. 8. CNN and linear regression - (a) expected feature; (b) runway from
CT; (c) centerline estimation from CT-LR; (d) runway from CNN; (e) linear
regression over CNN; (f) centerline estimation from CNN-LR.
The use of CNNs evidences even more the benefits of using
thermal images instead of conventional RGB ones. This is
revealed in Fig. 9, which displays some validation results
from two differently trained CNNs for each input image type,
being both CNNs set with the same parameters.
Fig. 9. CNN for thermal IR images with mini-batch accuracy of 88.95%,
150 epochs, and for RGB images with mini-batch accuracy of 70.56%, 150
epochs. Some results with inferred features highlighted - (a-b) CNN-RGB
with acceptable output, but worse than CNN-IR; (c-e) CNN-RGB fails and
provide noisy output; (f-g) CNN-RGB fails and provide one big feature
group; (h-i) occluding leaf at top and intruding human hand at left, both
ignored by CNN-IR, but misleading CNN-RGB.
However, the segmentation of the “cold ground runway”
case has shown to be still unsatisfactory when we are dealing
with ‘hot’ and ‘cold’ inputs at the same time, which therefore
demands a more complex learning network. Nevertheless, in
this work, we investigate a topology that combines three
CNNs. The first one (CNN1) should classify the image
between ‘hot’ (or short plants) and ‘cold’ (or tall plants).
The result activates either a second or a third segmentation
CNN, which are parallel and independent. The difference
between CNN2 and CNN3 is that the third one is trained
only with examples containing the “cold” case. Fig. 10a
shows satisfactory results related to some test image inputs
of “cold” features to a trained CNN3. Notice the remarkable
difference existing from a simple color thresholding appli-
cation, which provides a noisy and abnormal shape. Finally,
a 7-layer CNN1 was trained to classify the input between
‘hot’ and ‘cold’, which also presented a satisfactory behavior
(Figs. 10b-c).
Fig. 10. Treatment of “cold” runway features - (a) results from CNN3; (b)
results from trained CNN1 for classification, with 47 examples from test
set and 90 from validation set (80 correctly classified inputs, or 94.4%); (c)
examples of classification failures from CNN1 (5 frames or 5.6%).
C. Estimation of the Robot Offset from Corridor Centerline
The goal of the this phase is to estimate the robot offset
(ey, eφ) from the corridor ground centerline, as defined
in early Section III. For better description, consider the
image projection problem and the frames depicted in Fig. 11,
where the coordinates of a target object, denoted by an
arbitrary point Pi lying on the ground, is expressed in the
camera frame E¯c = { ~xc , ~yc , ~zc } by a position vector ri =
[xi yi zi ]
> connecting its origin Oc to that point. Notice
that, ri ∈ R3 always crosses the inner limits of the sensor
plane, which consists of a rectangular array of photosensitive
elements, termed photosites or pixels, with dimensions of αx
(width) and αy (height) measured in millimeters.
Fig. 11. Camera model and relevant frames: frontal perspective transfor-
mation. Here, without loss of generality, the centroid of the target object
can be chosen as the arbitrary point Pi.
This array can be interpreted as a virtual plane, being
the dimension of the image projected on it limited by the
camera lens aperture. The projected image of an arbitrary
point Pi, denoted by the point Mi, can be expressed in the
projection frame E¯p = { ~xp , ~yp , ~zp } by the 3-dimensional
vector Mip = [xip yip 0]> = (f/zi) [xi − yi 0]> or in
the sensor frame E¯s = { ~xs , ~ys , ~zs } by the 2-dimensional
vector Mis = (xis, yis), where xis, yis ∈Z∗+ are the image
coordinates expressed in pixel units [22], and f > 0 is the
camera lens focal length. The origin of both projection and
sensor frames (Op and Os, respectively) are located at the
upper left corner of the sensor plane. If we consider the
sensor pixel resolution of βx (rows) × βy (columns), the
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dimension of a single pixel is then defined by ρh = αx/βx
and ρw = αy/βy , with the centroid of the top-left hand
pixel located at the coordinates xip= ρh/2 and yip= ρw/2.
Then, we can define the relation between the point Mi
represented by pixel and its respective position referred in
E¯p as Mip = [ ρh xis − ρh/2 ρw yis − ρw/2 0 ]>. In
general the camera frame E¯c is aligned with the center
of the sensor plane and it is located at the coordinates
(cx,cy ,cz) expressed in the robot frame E¯r. The image
projection problem consists of finding the coordinates of a
set of arbitrary points Pi for i = 1, 2, · · · , n from a given
input image, generated in the previous step (Subsection III-
A). Such an image provides the result of the LR method
applied over the original IR image, from which we extract a
set of points Mis. Since the arbitrary points Pi are located
at the target objects on the corridor ground centerline and
expressed with respect to the E¯r, these are denoted by
Pir. Once the point Mip is obtained, it is necessary to
compute the object image projection Mir referred to the
robot frame E¯r, which is given by M˜ir = Trc Tcp M˜ip,
being M˜ip = [M>ip 1 ]
>, M˜ir = [M>ir 1 ]
> ∈ R4. Notice
that Trc and Tcp are homogeneous transformations matrices
[14], which are given by:
Trc=
[
Ry(
pi
2 ) R¯ (~prc)r
01×3 1
]
, Tcp=
[
R>x (pi) (~pcp)c
01×3 1
]
, (1)
where (~pcp)c = 12 [−αx αy 2f ]>, (~prc)r = [ cx cy cz ]>,
Rx, Ry ∈SO(3) are elementary rotations around the x- and
y-axis, respectively, and R¯∈ SO(3) is a composite rotation
matrix to be used if E¯c and E¯r are not aligned.
Fig. 12. Geometry: (a) object position; (b) corridor centerline offset.
To compute Pir, let us first define the vector ~`i that
connects the camera frame origin Oc to the point Mi
(Fig. 12a) and is expressed in E¯r as (~`)ir = Mir − (~prc)r.
If we extend ~`i straightly along the line ri by a multiplier
factor γi ∈ R, we obtain Pir = (~prc)r + γi(~`)ir, which,
considering both the robot base and ground aligned, yields
γi = −(z>Mir)/(z>(~`)ir). Hereafter, we define x, y, z as
orthogonal elementary unit vectors. Thereby, it is finally
possible to find the robot offset e = [ey eφ]> from the
corridor centerline (Fig. 12b) with respect to an inertial frame
E¯0 whose x0-axis points forward with respect to the robot
motion direction. In this work, we consider two arbitrary
points P1r, P2r previously obtained from M1s,M2s, respec-
tively (with both points obligatory belonging to the image
runway triangle border and to the fitted straight line via LR)
and the vector vp=P1r−P2r. Notice from Fig. 12b that P1r
must be assigned ahead of P2r. The offset ey that defines the
minimal distance from Or to the lane centerline is the norm
of v⊥=(vp v>p )P1r/‖vp‖2−P1r, which is orthogonal to P1r
projection onto the centerline, that is ey=sgn(y> v⊥) ‖v⊥‖.
Then, eφ is given by eφ=sgn(z >ωp) cos−1(x> vp / ‖vp‖ ),
where sgn(·) denotes the sign function and ωp = vp × x is
a cross product operation.
Remark 1: It is worth mentioning that, for the sake of
space saving and better readability, the trajectory planning
algorithm and the motion control strategy for the skid-
steering mobile robot (SSMR), depicted in the block diagram
of Fig. 2, were both omitted here.
IV. VERIFICATION AND VALIDATION
To verify and validate the proposed navigation method-
ology, a 3D simulation environment was developed using
MATLAB/Simulink. In addition, a 3D model of the sug-
arcane corridor and the mobile robot was created, so that,
before the implementation in the real prototype, we could
perform exhaustive tests of the combined navigation phases,
considering different experimental setups and control strate-
gies. More illustrations of the 3D simulation environment
can be found in the accompanying video clip1.
A. 3D Crop Environment and Virtual Thermal Map
The 3D crop environment (Fig. 13a) is a 15m corridor of
cylindrical stems equally spaced along the lane by 40 cm and
other randomly distributed stems around each of them. The
row and plant spacings are equal to the distances commonly
found in sugarcane farms (Figs. 13b-e).
Fig. 13. 3D environment - (a) corridor top view, stems placed along 15m,
with central stems (yellow circles) separated by 40 cm and 5 stems (blue
circles) around each of them, with random distance to the central stem with
25 cm of mean and 2 cm of standard deviation; (b-d) perspectives of robot
and corridor entrance; (e) robot and camera 3D model, main dimensions
(in cm): Lr = 120, dr = 58, rr = 20, br = 26, hr = 52.7, wr = 72,
hcam=cz =22, and R¯=Ry(15◦) (small camera fixed pitch).
The robot and IR camera models are designed to match
the existing robot prototype and a real thermal imaging
camera. A virtual thermal map (Fig. 14a) was created from
the thermal images of the 3D sugarcane corridor. To achieve
this, the ground was divided into a 5 cm cell-grid with a
starting temperature of 70◦C assigned to each cell. The
position of each plant stem defined a leaf pattern (Fig. 14b)
that subtracted a specific amount of temperature from the
neighbour cells as a shadow effect. A color was assigned to
each cell based on the color scale used by the IR camera,
and this procedure was carried out empirically based on the
thermal images collected in the field. To verify and validate
the centerline estimation approach, the robot/camera objects
were set to different poses along the corridor (Fig. 15). Notice
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that, for different configurations, the maximum error between
the true and the estimated robot pose offset was no more than
ey ≈ 4.1 cm and eφ ≈ 1.9◦, which is a satisfactory result
for collision-free navigation along at least 5m, until a new
path is generated.
Fig. 14. Virtual thermal map - (a) corridor with temperature color scale; (b)
temperature decrements by shadows from leaves placed between 72◦, with
smaller temperatures closer to the stalk core and under leaf crossings (in this
figure, the stalks are more distant from each other for better illustration).
Fig. 15. Batch estimation - (a) different poses, true centerline in thick
red, estimation in thin white; (b) comparison between real and estimated
offsets. The virtual camera has a resolution of 120×160 pixels with intrinsic
parameters set to ρ = ρh = ρw = 12µm, αx = 1440µm and αy =
1920µm, according to the datasheet of FLIR R© One V2, which was the
model actually used to collect the field images. The camera orientation was
set to landscape so as to cover more horizontal field-of-view.
B. Navigation in Computing Environment
To demonstrate the effectiveness of the proposed navi-
gation methodology, a trajectory was defined based on the
references estimated at every period of ∆Tr = 20 s, and a
kinematic control algorithm was used for simulation. It is
well know from the literature that a kinematic level control
approach can ensure a satisfactory performance when the
robot motion demands low speeds and slow accelerations
[14]. In this context, we consider that the mobile robot has
a low-level control loop with high gain, which imposes any
desired velocities ηr = [ vrx ωr ]> to the robot CM such that
u ≈ η, wherein u∈R2 is the control input. From Section II,
we obtain the following control system q˙=S(q)u. Here, we
assume that the control goal is to follow a reference trajectory
qr(t) from the SSMR current configuration q in order to
ensure the convergence of the tracking error e := q − qr
to a residual set such that limt→∞ ||e(t)|| ≤ , where 
denotes an arbitrary small positive constant. In this work, we
employ a combination of the control strategies introduced by
[5], [23], which consider the chained form to obtain the so-
called nonholonomic integrator system with drift. The key
idea of transforming the kinematic model of a mobile robot
in a canonical form is of great interest for solving planning
and control problems in an efficient and systematic manner
[14], [24]. All numerical simulations have been successfully
performed since there was no collision between the mobile
robot and the plant row. In a given tracking task (Fig. 16),
the robot firstly maneuvers to enter the corridor, and them
drives along it with vrx = 0.35ms−1. Notice that, the
generated inner path is composed of different straight lines
with different yaw angles.
Fig. 16. Simulation: strobe pictures of robot tracking a defined trajectory
with different strobe periods T . The utilized parameters for control and
reference were [5]: vrx = 0.35m/s (in linear tracking), ωr = 0.5◦/s (in
rotations), a = b = 29mm, c = 25.5mm, r = 20mm (wheel radius),
xirc = 0mm, α0 = 1, α1 = 0.5, 1 = 0.01, k1 = k2 = 50, zd1(0) =
zd2(0) = 0.45.
V. CONCLUDING REMARKS
In this work, we developed a thermal image-based naviga-
tion methodology for mobile robots operating in sugarcane
crops. The key idea was to combine different research topics
such as kinematic modeling approach, robot localization
technique, trajectory planning algorithm and motion control
strategy in order to create a promising autonomous naviga-
tion solution to ensure the successful execution of monitoring
tasks in agricultural fields. The IR images provide easy-to-
detect features, which are recognized with higher reliability
than from the matching RGB ones. More field data should
be collected to help us better understand the environment
thermal profile under distinct daylight/weather conditions
(e.g., night, rain, fog, seasons) and mapping combinations
of poor thermal contrast between soil and crop. CT for
image segmentation is straightforward to be tuned for most
of the found conditions. In spite of big training dataset
demand, CNNs have great appeal to deal with the possible
situations at the sugarcane field, and strong potential for
future investigation to improve inference accuracy and reduce
computational cost.
In future works, we will also consider: (i) grayscaled IR
media without RGB overlay, which requires smaller CNN
kernels and may enhance the training process for seeking
textures rather then color difference; (ii) conversion to other
color spaces such as OHTA [25] which is widely used for
fruit detection; (iii) Multi-way classifier for more feature
classes, such as ‘pose’, ‘rain/daytime/plant height’, ‘ap-
proaching collision’, ‘curved corridor’, etc.; (iv) combination
of adaptive control strategies with reinforcement learning
approaches to deal with parametric uncertainties. Moreover,
we intend to fully integrate the IR camera to the robot
control system, and consider the robust dynamic control
approach to cope with external disturbances A strategy for
switching crop rows should also be investigated, together
with the combination of other inexpensive sensing systems
for more accurate results, e.g., a sun position sensor, which
is relatively cheap and easy to install, could be employed to
provide corrective measures for the robot motion during the
navigation phase [26].
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