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1 Introduction
In this talk, we consider tlle relationships between the Jack symmetric functions and
representations of the Virasoro algebra based on my collaboration with J. Shiraishi,
D. Arnaudon, L. Frappat and E. R.agoucy [1]. In this section, let us summarize some
of $\mathrm{b}\mathrm{a}‘’ \mathrm{i}\mathrm{t}j$ properties of the Fock representations of the Virasoro $\mathrm{a}\mathrm{l}\mathrm{g}\mathrm{e}\dagger$) $\mathrm{r}\mathrm{a}$ arid the Jack
$\mathrm{s}\mathrm{y}\mathrm{m}$nletric functions.
Wo denote the Virasoro algebra by operators $L_{n}’ \mathrm{s}(n\in \mathrm{Z})$ and central chargc $(j$
with commutation relations
$[L_{n}, L_{m}]$ $=$ $(n-m)L_{n+rr\iota}+ \frac{r\iota(n^{2}-1)}{12}c\delta_{n+m,0}$ , (1)
$[L_{n}.c,]$ $=$ $0$ . (2)
Then, we have a representation on the Fock space called the Feigin-Fuchs represen-
tation as follows [2].
In terms of the bosonic operators $a_{n}(n\in \mathrm{Z})$ with usual commutation relations
$[a_{n}, a_{rn}]=n\delta_{n+m,0}$ , the Fock space $F_{A}$ is defined by
$F_{A}=\mathrm{C}[a_{-1}, a_{-2}, a_{-3}, \cdots]|A\rangle$ , (3)
where $|A\rangle$ is a vacuum vector defined as
$a_{0}|A\rangle=A|A\rangle$ , $a_{n}|\lrcorner 4\rangle=0(n\in \mathrm{Z}_{>0})$ . (4)
We also define dual of the Fock $F_{\Lambda}^{*}\mathrm{t}^{\backslash },\mathrm{p}\mathrm{a}\mathrm{c}:\mathrm{e}$ by
$F_{A}^{*}=\langle A|\mathrm{C}[a_{1}, t\mathrm{J}_{2},, a_{3}., \cdots]$ , (5)
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wbere we have used the dual of the vacuuin vector $\langle_{4}4|$ .
If wo pararnetrize $\mathrm{t}_{1}\mathrm{h}\mathrm{t}^{1}(\mathrm{t}^{\tau}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a}1(1\iota \mathrm{a}\mathrm{r}\mathrm{g}\mathrm{t}’(j\mathrm{a}_{\mathrm{A}}‘$;
$c \cdot=1-\frac{6([f-1)^{2}}{\prime(;}$ . (6)
then we havo a $\mathrm{r}t^{1},\mathrm{p}\mathrm{r}\mathrm{t}^{1}\mathrm{s}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}1$ given }) $\backslash$ ’
$L_{n}= \frac{1}{2}\sum_{k\in \mathrm{Z}}$ : $cr_{n-kk},(r :-‘ 4_{1,1}(n+1)a_{n},$ $(7)$
$\mathrm{w}\mathrm{i}\uparrow|\mathrm{h}$ tho usual norrnal or($1\mathrm{t}^{\backslash }\mathrm{r}\mathrm{t}^{\tau}\mathrm{c}1$ product :. :, and notation
$A_{f\ell},= \frac{1}{\sqrt{2}}(r\sqrt{\beta}-\frac{s}{\sqrt{\beta}})$ . (8)
Note that in this notation, we have a relation $L_{0}|A_{t+1,s+1}\rangle$ $=h_{r,\hslash}|44_{r+1,s+1}\rangle$ . where
$h_{r,s}=. \frac{(r\beta(-9)^{2}-(\beta-1)^{2}}{4\beta}=\frac{1}{2}A_{r+1,s+1}A_{r-1,s-1}$. (9)
In 1995, AIimachi and Yamada [3] found that inside the Fock space, another
kind of integrable system –the Calogero-Sutherland rnodel emerges as singular
voctors of the Virasoro algebra. The Calogoro-Sutherland models deseribe the mo-
tion of particles with inverse square repulsive potential $U=1/r^{2}[4]$ . Especially we




where $0\leq q_{i}\leq L$ are the coordinates of i-th particlo, and $\beta$ in the coupling constant
is eventually identified with 6 which appeared in the central charge of the Virasoro
algebra (6). Then it is known that all the excited states of the Schr\"odinger equation
can be written as a product of ground state and the symmetric polynomials of
$x_{i}=\exp(^{\underline{2\pi}}\mathrm{L}_{\iota^{-}}\mathrm{Z}_{q_{i)}}^{1}$ called Jack symmetric polynomials ([5], see also [6]). If degree
of symrnetric polynomial is lesser than the number of variables $N$ , then we can
represent these polynomials uniquely in terms of the power sums $p_{n}= \sum_{i=1}^{N}x_{i}^{n}$
instead of using coordinates $x_{i},$ . After expressing symmetric polynomials by power
sums, we can take the number of variables to be infinite inside the power sums.
Resulting symmetriej polynomials with infinitely many variables are often called
“symrnetric functions”.
These Jack symmetri($j\mathrm{f}n\mathrm{n}$($j$tions form orthogonal $\}$) $\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{s}$ of the spaco of symmetric
functions A. Inner $\mathrm{I}$) $\mathrm{r}\mathrm{o}$ ( $\mathrm{l}\mathrm{u}\mathrm{c}\cdot \mathrm{t}$ on A i.s defined by using $]$) $\mathrm{r}\mathrm{o}\mathrm{c}\mathrm{l}\mathrm{t}\mathrm{l}\mathrm{c}\cdot \mathrm{t}$ of power sums $p_{\lambda}=$
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$\prod_{j1}^{l(\lambda)}=I^{J_{\lambda_{l}}}$ . wliere $\lambda=(\lambda_{\mathrm{I}}.\lambda_{2}‘, \lambda,, \cdots):=(\cdots.3^{l;\}}’, 2^{\prime\prime\prime\underline{)}}. 1^{\prime\prime\prime_{1}})$ is a ]) $\dot{\mathrm{r}}11^{\cdot}\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{i}()11‘ r111$( $]$ $T(\lambda)$ is
a $1\mathrm{t}^{1}\mathrm{r}\uparrow|]_{1}$ of ]) $\mathrm{a}\mathrm{l}\cdot \mathrm{t}$ ) $\mathrm{i}\mathrm{l},\mathrm{i}\mathrm{o}\mathrm{l}\mathrm{l}$ . $\mathrm{T}l1(^{1}\mathrm{r}\iota$ we define
$\langle_{\mathit{1}’\lambda,\mathit{1}^{)_{r},\rangle:=\overline{\delta}_{\lambda.\mu’}J^{-\mathit{1}(\lambda)_{\prod_{j}\uparrow\prime\prime_{j}}}}}\prime j^{\gamma 1\mathrm{t},}!$ . (11)
$\mathrm{T}1\mathrm{l}\mathrm{t}^{1}1^{\cdot}1^{1}i11^{\cdot}\mathrm{t}^{\mathrm{Y}}(1\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{t}^{1}1’\mathrm{t}^{1}11\mathrm{t}\mathrm{c}\cdot l\iota \mathrm{o}\mathrm{i}(\mathrm{t}^{\tau\backslash ;}‘$ for normalization of.Iilt $\mathrm{k},\backslash 1^{\cdot}11111\mathrm{l}\mathrm{t}\prime \mathrm{t}\mathrm{l}\cdot \mathrm{i}\mathrm{t}\cdot \mathrm{f}\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{l}\mathrm{t}\cdot \mathrm{t}\mathrm{i}()11.1\downarrow()\backslash \backslash ’ \mathrm{t}^{\backslash }\backslash \cdot(^{\tau}\mathrm{r}$
the $11\mathrm{O}1^{\cdot}111i\mathrm{t}\mathrm{l}\mathrm{i}^{r}/\iota \mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}11$ ( $\iota 11\mathrm{t}^{\mathrm{Y}}\mathrm{t}1\prime\prime \mathrm{i}\mathrm{n}\mathrm{f}\mathrm{t}^{\backslash }.\mathrm{g}\mathrm{r}\mathrm{a}1\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{r}\iota\iota’(1\mathrm{t}^{\tau}11\mathrm{t}\mathrm{f}\mathrm{t}^{\mathrm{Y}}(1|))^{r}.J_{\lambda}$ is $,\backslash ’ \mathrm{u}\mathrm{i}\mathrm{t}_{\dot{c}}\iota\dagger$ ) $]_{\mathrm{t}^{\mathrm{t}}}$ for $\mathrm{t}$ ) $\mathrm{U}1^{\cdot}]^{)\iota\iota 1}.1$) $()_{1}\backslash \cdot \mathrm{t}^{1}$ .
$\mathrm{T}1\iota\epsilon^{1}$ norm of Jack $\ddagger(;.\backslash ^{\nu}111111\mathrm{t}^{\backslash }\mathrm{f}\mathrm{r}\mathrm{i}$( functions $\backslash \backslash \prime \mathrm{a}_{h}\mathrm{s}(.i\iota 1\mathrm{c}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{t}^{i}(1\dagger)1^{r}\mathrm{S}\mathrm{t}\mathrm{a}111\mathrm{t}^{1}1’.\dot{c}1\mathrm{I}\mathrm{l}\mathrm{t}$ [ it takes fol-
lowing $\mathrm{f}\mathrm{o}\mathrm{l}\cdot \mathrm{l}\mathrm{r}\mathrm{l}$ in oiir norinalization:
$\langle J_{\lambda}..J_{l^{\lambda}}\rangle=\delta_{\lambda_{l^{l}}},\frac{1}{\mathit{1}^{\prime;’}2|\lambda|}\prod_{u\subseteq\sim\lambda}(a(,\backslash \cdot)+(l(.\backslash \cdot)+1)_{l}\text{ }i)((a(.‘;)+1)+l(.\forall)_{\mathrm{A}}’J)$ , (12)
where $n(.‘;)\mathrm{a}n\mathrm{e}[l(s)$ are the arnl $1\mathrm{t}^{\mathrm{t}}\mathrm{n}\mathrm{g}\mathrm{t}\mathrm{h}$ and $\mathrm{t}$he leg length of ,$\iota;$ , respectivelv. It is
known that we (an identify tho Jack svmmotric $\mathrm{f}\mathrm{t}\mathrm{t}11\mathrm{c}\mathrm{t}_{}$ ions as elements of the $1^{\neg}\{\mathrm{o}\mathrm{e}\cdot \mathrm{k}$
space through the fallowing two identifications.
$l’nrightarrow\sqrt{\frac{2}{j;}},a_{-n}|.4\rangle$ , $\oint)_{\mathit{7}l}rightarrow\langle-4|a_{\iota},\frac{1}{\sqrt{2/f}}$ . (13)
These identifications work because it preserve the inner product.
LIirtlat$\cdot$Ili ancl $\mathrm{Y}i\iota \mathrm{m}\mathrm{a}\mathrm{c}\mathrm{l}\mathrm{a}$ showed that singular vector of clegree $r.‘$’ in tfie Fock $\mathrm{s}_{\mathrm{I}}$ ) $\mathfrak{X}\mathrm{t}^{1}$.
$F_{r+1,s+\downarrow}$ is proprtional to the Jack svmnu $(^{\mathrm{Y}}\uparrow \mathrm{r}\mathrm{i}\mathrm{t}$: function with $\mathrm{r}(^{1}(.\uparrow_{r1\mathrm{I}1}‘ \mathrm{t}^{\eta\iota 1\mathrm{a}\mathrm{r}}\mathrm{I})\mathrm{a}\mathrm{r}\mathrm{t}_{\Re}\mathrm{i}\mathrm{t},\mathrm{i}()\mathrm{I}1$
$J_{(n’)}$ . $\mathrm{I}\mathfrak{i}\mathrm{t}^{\backslash }((^{i}\mathrm{I}\iota \mathrm{t},1\backslash .’[1]$ extend this result further aIlcl fully used Jack $.\mathrm{s}\backslash ’ \mathrm{l}\mathrm{I}\mathrm{l}\mathrm{n}\mathrm{l}\mathrm{t}\mathrm{r}\mathrm{i}\mathfrak{c}\cdot \mathrm{f}\mathrm{u}\mathrm{n}(\sim\cdot \mathrm{t}\mathrm{i}\mathrm{t})\mathrm{n}\mathrm{s}$
as a basis of the $\mathrm{F}_{\mathrm{t}(}\cdot \mathrm{k}$ space. As a result, some ($.0\iota \mathrm{n}\iota_{)}\mathrm{i}\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{a}1$ properties of $\mathrm{t}\mathrm{h}\mathrm{t}^{i}$
Viraasoro algebra ernerge, and [1] $\mathrm{e}:\mathrm{o}\mathrm{n}.|\mathrm{e}\mathrm{t}.,\mathrm{t}\mathrm{u}\mathrm{r}\mathrm{t}^{1}\mathrm{c}1$ tho action of Virasoro gonerators or}
$\mathrm{t}_{\mathfrak{U}}\mathrm{h}\mathrm{i}\mathrm{s}$ Jack basis (see [7] for $\mathrm{a}$($i$tion $011$ Schur symmetric $\mathrm{f}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n},\backslash ’$ ). In rest of this talk.
I will give $\mathrm{s}\mathrm{o}\mathrm{r}\mathrm{r}\iota \mathrm{e}$ examples of the formula to complement that, $\mathrm{P}^{\dot{\zeta}}\iota_{\lrcorner}\mathrm{p}\mathrm{e}\mathrm{r}$ .
2 Actions of $.L_{n}(n>0)$
We $\mathrm{f}\mathrm{i}\mathrm{r}\mathrm{s}\mathrm{t}_{1}$ consider the action of type $\langle$ $A_{r+1,n-\vdash 1}|J_{\lambda}L_{n}:=\langle J_{\lambda}|L_{n}(n>0)$ . To $\mathrm{e}1(^{\mathrm{Y}}\mathrm{S}\mathrm{t}\cdot 1^{\cdot}\mathrm{i}\mathrm{b}\mathrm{t}_{\text{ }^{}\gamma}$
the results, it is convenient to use some terminologies. For a givon diagram, we
define outer corners (white circles) and $ir|,nerc.rrr\tau \mathfrak{l}_{}cr_{\mathrm{t}}\mathrm{s}$ (black circles) as follows:
68
$l\mathrm{t}’\mathrm{t}^{1}$ put “hooks” on diagram, and assign a term $(\uparrow n+r\iota/i)$ to $\mathrm{t}^{\mathrm{Y}}\mathrm{a}(l1$ hook $\mathrm{w}\mathrm{i}\mathrm{t}]_{1}$
horizontal $1_{\mathrm{G}\mathrm{I}1}\mathrm{g}\mathrm{t}\mathrm{f}\mathrm{i}rr\iota \mathrm{a}\mathrm{r}\iota \mathrm{t}\mathrm{l}\mathrm{v}\mathrm{t}^{\mathrm{Y}}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{t}\cdot \mathrm{a}1$ lengt $l\downarrow r’$ . If there are $\mathrm{I}\mathrm{I}1n1\mathrm{t}\mathrm{i}_{1)}1\mathrm{e}\mathrm{h}\mathrm{o}\mathrm{o}\mathrm{k}^{\sigma\prime}|’ \mathrm{o}\mathrm{I}1$ a (liagraIIl.
tllctl sve take product of all ternis. Some examples are given $\}_{\rangle()}[\mathrm{o}\mathrm{w}$ :




$+ \langle J\ovalbox{\tt\small REJECT}|\frac{(3+2\beta)\cdot 1}{(3+3\beta)(1+2\beta)}A_{r-4,\#-1})$ .
First of all, we notice from above example that the action of $L_{1}$ has the effect of
aclding one more box to each possible places on the partition $\ovalbox{\tt\small REJECT}$, and coordinates of
added boxes appear in the term like $44_{r-*,s-*}’$ , i.e. if added box is on i-th row and
j-th $\mathrm{c}\cdot \mathrm{o}\mathrm{l}\mathrm{u}\mathrm{m}\mathrm{n}$ then the term $A_{r-i,b-j}$ appears. The rest part of the above equation,
rational functions of $\beta$ , is explained by the diagrams inserted there. Two diagrarns
beside tho horizontal line stand for the numerator and the denoininator $\mathrm{r}\mathrm{t}^{\mathrm{Y}};;_{1)\mathrm{t}^{1}\mathrm{c}\mathrm{t}\mathrm{i}\backslash ^{\vee}()1\backslash }.r$ .
69
In the numerator, we join upper left, $\mathrm{e}\cdot \mathrm{o}\mathrm{r}\mathrm{n}$ ( $\mathrm{r}$ of $\}$)($\mathrm{x}1,$ tllt $\mathrm{a}(1\mathrm{f}\mathrm{l}\mathrm{t}^{\backslash }(1\dagger)(_{\alpha}\backslash$ , and all the
$\mathrm{t}\mathrm{l}1\uparrow,(^{\iota}\Gamma \mathrm{c}\cdot \mathrm{o}\mathrm{r}\mathrm{I}\mathrm{l}\mathrm{t}^{\mathrm{J}}\mathrm{r}\mathrm{h}$of original diagram $\ovalbox{\tt\small REJECT}$. In the denoininator, $\mathrm{o}\mathrm{l}1$ t,ho other llatltl. we
$.|\mathrm{o}\mathrm{i}\iota 1\mathrm{t}$he upper left $\mathfrak{c}\cdot \mathrm{o}\mathrm{r}\iota 1(^{1}\mathrm{r}$ of box 1 and all the inner (’ $\mathrm{o}\mathrm{r}\mathrm{n}\mathrm{t}^{\mathrm{t}}\mathrm{r}\mathrm{s}$ of original partition.
$\mathrm{A}((\mathrm{o}\mathrm{r}$( $1\mathrm{i}_{1}\iota \mathrm{g}$ to [1]. $\mathrm{a}\dagger$)($1^{r}$( exainple should $|$) $()(\mathrm{o}\mathrm{r}\mathrm{n}])\mathrm{a}\mathrm{r}(^{\mathrm{J}}(1\backslash \backslash ’ \mathrm{i}\mathrm{t}l\iota$ the following $\mathrm{t}^{\mathrm{Y}}([\mathrm{t}1i\iota \mathrm{t}\mathrm{i}\mathrm{t}\mathrm{I}\mathrm{l}$ :
$p_{1}\cdot.J_{\ovalbox{\tt\small REJECT}}$
$=$ $( \frac{lJ\cdot(2+3_{f^{\mathit{1}}}j)}{(2+[f)(3+3l’f)}.J\mathrm{F}+\frac{2\cdot 2_{f}^{\prime;}}{(2+\beta)(1+2\beta)}J\mathrm{F}^{\supset}$
$+ \frac{(3+2\beta)\cdot 1}{(3+3[f)(1+2(f)}J\ovalbox{\tt\small REJECT})$ .
Let us now go on to exarnplo for $\mathrm{a}\mathrm{t}\cdot \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ of $L_{2;}$
$\langle J_{\ovalbox{\tt\small REJECT}}|L_{2}$




$+ \langle J\mathrm{F}|\frac{A^{\sim}\cdot\Delta\beta}{(2+\beta)(1+2\beta)}.$ . $\frac{\beta(A+3\beta)}{(1+\mathcal{B}\rangle(2+2\mathcal{B})(3+3\beta)}A_{r-1,s-4}$
$\cross$
$+\mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}7\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}\mathrm{s})$ .
In this case, we notice that if we act $L_{2}$ on given Jack symmetric function, then
result is a surn over the Jack symmetric functions with two more boxes $\mathrm{a}\mathrm{d}(1‘)\mathrm{d}$ to
the original Young diagram. We also $\mathrm{n}\mathrm{o}\mathrm{t}\mathrm{i}\mathrm{t}\cdot \mathrm{e}$ that there are two terms proportional
to $\langle$ $.J_{\ovalbox{\tt\small REJECT}}|$ . If we act, $L_{2}$ on $\langle$ $J_{\ovalbox{\tt\small REJECT}}|$ , then primarily ($|’(^{i}$ obtain the result as a $:t\mathrm{t}\mathrm{I}\mathrm{n}$ of
70
$\mathrm{t}_{}\mathrm{h}e,\mathrm{s}\mathrm{e}$ two ternxs. however $\backslash \backslash \Gamma(^{1}\mathrm{t}\cdot i11111(\uparrow$ find any $(\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{l}[)\mathrm{i}\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{l}$properties as it is. $\mathrm{T}\mathrm{I}\iota \mathrm{t}^{\iota}$
decomposition $\mathrm{g}\mathrm{i}\backslash r\mathrm{t}^{1}11\mathrm{a}\dagger$)($\mathrm{v}\mathrm{t}^{\mathrm{Y}}$ ( $\dot{r}1_{}11$ be interpreted as two $\mathrm{I}$) $($“$;,‘;\mathrm{i}\mathrm{I})]_{(}\backslash$ ways to $\mathrm{o}\mathrm{I}$ ) $\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{n}\mathrm{F}^{\mathrm{H}}$
from $\ovalbox{\tt\small REJECT}$ . Diagrams insserted betsveen the equation explain the situation. $‘\prime 1$” and
’‘2” assigned $\mathrm{t}\mathrm{I}1$ the $|$ ) $\mathrm{t}\mathrm{X}\mathrm{t}^{)};\backslash$, means tfie or( $\iota_{()}\mathrm{r}$ of $r‘ 1(]_{(}[\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$. $\aleph \mathrm{I}(11(^{\mathrm{Y}}\mathrm{f}\mathrm{t}$ and right $\mathrm{c}\mathrm{l}\mathrm{i}\mathrm{a}\mathrm{g}\mathrm{r}\dot{\mathrm{e}}\mathrm{l}\mathrm{I}\mathrm{n},‘$ ;
stancl for the first and $\backslash ‘;\mathrm{t}^{1}(jo\mathrm{n}\mathrm{t}1$ fa$\mathrm{c}\cdot \mathrm{t}o\mathrm{r}$ of rational function of $\prime i$ . $\mathrm{r}(^{)}.\mathrm{s}1)\mathrm{t}^{1}(\uparrow \mathrm{i}\backslash \mathrm{t}^{1}1\backslash .’$. $1l^{\tau}1\iota \mathrm{t}^{1}\mathrm{I}1$
$\backslash \backslash ’ \mathrm{t})$ add first }) $o\mathrm{x}$ t,o the diagrarn, then $\backslash \backslash ^{\gamma}\mathrm{f}$. have a rational $\mathrm{f}\iota_{\ln(}\cdot \mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ }) $\backslash ^{7}$ the same rule
as in the ( $\mathrm{a}i;(!L_{1}$ . In the second addition. we obtain a rational function $\mathrm{b}_{v}\backslash$’ almost
the same! rule as in ( $i\mathrm{a}\mathrm{s}\mathrm{e}L_{1}$ , howover, in the $\mathrm{n}\mathrm{u}\mathrm{n}\mathrm{l}\mathrm{t}^{1}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}$ , we ($10$ not join upper left
corner of $\mathrm{b}$ {$)\mathrm{x}$ ’‘2” with outer (orllcr created }$y\backslash \cdot$ addition of box ’1”. The order of
addition also $\mathrm{a}\mathrm{f}\mathrm{f}\mathrm{t}^{1}\mathrm{t}\cdot \mathrm{t}$ tho term like.$4_{r-*,s-*}$ , if second addition is at i-th row $\dot{c}\mathrm{m}\mathrm{c}1$
j-th column then we have a term $\prime 4_{r-i,s-j}$ . Finally. as for over all $\mathrm{c}\cdot \mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{n}\mathrm{t}\mathrm{s}$ , we have
a term $\sqrt{2\beta}\beta^{n-1}$ when we consider the action of $L_{n}$ , and extra minus signs appear
on R.H.S. when row of box 2 is greater than that of 1.




$+ \frac{2\cdot 2\beta}{(2+\beta)(1+2\beta)}\cdot\frac{(j(2+3(f)}{(1+\beta)(2+2\beta)(3+3\beta)}$ JE
$+\mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}7\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}\mathrm{s})$ .
3 Actions of $L_{n}(n<0)$
Actions of $L_{n}$ for $n<0$ can be understood in a similar manner as in the case $n>0$
discussed in last section. First we consider the action of $L_{-1}$ .
$\langle J_{\ovalbox{\tt\small REJECT}}|L_{-1}$
$=$ $\frac{1}{\sqrt{2\beta}}\cdot\frac{1}{\beta}(\langle J\varphi|\frac{(2+3\beta)2\beta\cdot 1}{(2+2\beta)}A_{t+3-(3+3),s+3-(1+1)}$
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$+ \langle.J\mathrm{F}|\frac{/j.2(3+2[f)}{(2+2\beta)}A_{r+:-(1+1),s+;-(_{\backslash }3+3))},,,$ .
From above ($!\mathrm{x}\mathrm{a}\mathrm{m}_{\mathrm{I}^{)}}1\mathrm{e}$, we notice that $\mathrm{w}\mathrm{I}_{1()}\mathrm{n}$ we act $L_{-1}$ on $\mathrm{g}\mathrm{i}\backslash \cdot e,11$ Jatik “$;\mathrm{v}\mathrm{m}\mathrm{m}\mathrm{t}^{1}\mathrm{t}\mathrm{r}\mathrm{i}($ .
function, then $\backslash \mathrm{t}^{r}\mathrm{t}^{1}$ have a sum over the $\mathrm{Y}\mathrm{c}$) $n.\mathrm{n}\mathrm{g}$ (liagralns which can be croated by
removing one box from original one. This situation is explained in the diagrams
inse.rted between above equations (box with number “1” is a box to be removed).
These diagrams also explain the rational function of $\beta$ (like $\frac{(2+3\beta)2\beta\cdot 1}{(2+2\beta)}$ ) –in the
numerator, we join the lower right corner of box “1” with all the inner corners of
original diagram by hook, and in the denominator, we join the lower right $\mathrm{e}\cdot o\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}$ of
box “1” with all the other outer corners of original diagrarn.
The term like $A_{r-*.s-*}$ ; is a bit more complicated than the case considered in the
last section. If the removed box is at $r_{1^{-}}\mathrm{t}\mathrm{h}$ row and $s_{1^{-}}\mathrm{t}\mathrm{h}$ colurnn, then we have
$A_{\mathrm{r}+3\cdot 1-(\gamma_{1}+t_{\mathrm{J}}),s+\backslash i\cdot 1-(s_{1}+s_{1})}$ . (14)
Finally, as for the overall constant, we have a term $\frac{1}{\sqrt{2\beta}}$ . $\frac{\mathrm{l}}{n\beta^{r1}}$ when we consider the
action of $L_{-n}$ . Compare above result with following equation;
$\frac{\partial}{\partial p_{1}}J_{\ovalbox{\tt\small REJECT}}=\frac{1}{\beta}(\frac{(2+3\beta)2\beta\cdot 1}{(2+2\beta)}J_{\mathrm{F}}+\frac{(i\cdot 2(3+2\beta)}{(2+2\beta)}J\mathrm{F})$ . (15)
Next, we consider the action of $L_{-2;}$






. . $\frac{f^{(j\cdot 2}}{(2+/;)}$
$\cross$
$\cross A_{2r+3(1+2)-(1+3)-(1+1),2\kappa+3(1+2\rangle-(?+1)-(3+3)}.,.$.









As in the case $L_{2}$ , above equation can be obtained by similar graphical procedure
used in $L_{-1}$ . Especially, in the numerator, we do not join the lower right corner of
box “2” and the inner corner created bv removal of box “1”. If we remove the box
$(r_{1}, s_{1})$ at first and next we remove the box $(r_{2}, s_{2})$ , then we have a term
$A_{2r+\mathrm{i}\mathrm{i}(1+2)-(t2+t\iota)-(r_{2}+r_{2}),2s+:;(1+2)-(s_{2}+s\iota)-(s_{2}+s_{2})}.$ . (16)
Extra minus sign appears in R.H.S. when the row of box “1” is greater tham that of
box “2”. $\mathrm{c}_{\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{c}}\backslash$. this result with following equation;
$\frac{\partial}{\partial_{T^{J_{2}}}}J_{\ovalbox{\tt\small REJECT}}$ $=$ $\frac{1}{2(i^{2}}(-\frac{(2+3/j)2\beta\cdot 1}{(2+2\beta)}\cdot\frac{(2+2\beta)/\mathit{3}}{(2+\beta)}J\mathrm{m}$
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$- \frac{(2+3[i)2/J\cdot 1}{(2+2/i)}\cdot\frac{/f\cdot 2}{(2+(i)}.J_{\mathrm{B}\mathrm{l}}$
$+ \frac{/f\cdot 2(3+2/i)}{(2+2_{l}’;)}\cdot\frac{2_{f}^{\gamma}J\cdot 1}{(1+2_{f^{r}};)}.J_{\mathrm{P}}$
$+ \frac{l^{\prime;\cdot 2(3+2/;)}}{(2+2(f)}\cdot\frac{1\cdot(2+2’(J)}{(1+2_{r!}’f)}.J_{\ovalbox{\tt\small REJECT}})$ .
To mako these rules ( $\mathrm{l}\mathrm{e},\mathrm{a}\mathrm{r}\mathrm{e}\mathrm{r}$ , we consider the action of $L_{-3}$. as a lnort $\mathrm{t}\cdot \mathrm{t}\mathrm{I}\mathrm{l}\mathrm{l}]$ ) $\mathrm{l}\mathrm{i}\mathrm{t}\cdot \mathrm{a}\mathrm{t}\mathrm{e}\mathrm{t}\mathrm{l}$
example;
$\langle J_{\ovalbox{\tt\small REJECT}}|L_{-3}$










$+ \langle J\mathrm{m}|\frac{(2+3\beta)2\beta\cdot 1}{(2+2\beta)}\cdot\frac{(2+2\beta)\beta}{(2+\mathcal{B}1}$ $\frac{\beta}{1}$
$\cross$
$\cross A_{r+3(+j’)-(+1)-(3+1)-(3+^{l}’)3_{\delta+(\prime}}\cross A_{3r+(1+2+3)-(1+,3.s+.,-(3+1)-(3+1)-(3\prime}.\cdot,.1+2^{+\langle J_{\mathrm{H}}.|\frac{3)-.(1+2)-(1+1)\beta 2(3+2\beta,)}{(2+2(J)},.\frac{1(2+2\beta)(1+2+3)}{(1+2\beta)}}.,.:1+2+3)-(1+\backslash \cdot,)=1(1+2)-(1+1)1+3)$
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$- \langle.J_{\mathrm{H}}|\frac{/j.2(3+2[i)}{(2+2/;)}\cdot’\frac{2’;\cdot 1}{(1+2_{(}’;)},\cdot\frac{/^{\prime;\cdot 1}}{(1+[j)}$
$\cross_{44_{1},\prime}r+3(1+2+.’)-(1+1)-(1+,3)-(1+1),:’ s+,3(1+2+3)-(’2+.3)-(\mathit{2}+1)-(2+2)$
$- \langle\cdot J_{\mathrm{H}}|\frac{(2+3_{1}’;)2_{\mathrm{A}}^{(}i\cdot 1}{(2+2’;)},\cdot\frac{\prime(f\cdot 2}{(2+_{f’};)}\cdot\frac{1\cdot(2+_{l}^{j}j)}{(1+(J)}$
,
$\cross A_{3r+3(1+2+3)-(1+:)-(1+1)-(1+1),3\beta+3(1+2+3)-(2+1)-(2+3)-(2+2)}.’...)$ .
As in the case $L_{-l}.$ , some of the hooks $\mathrm{e}\mathrm{l}\mathrm{o}$ not, appear in the numerators when $\backslash \backslash r\mathrm{e}$
remove the box “2”, $\backslash \backslash r_{(^{1}}\mathrm{e}\mathrm{l}\mathrm{o}$ not join the $10\backslash \backslash r\mathrm{t}^{1}.\mathrm{r}$ right (orner of ‘2” and inner $(\mathrm{o}\mathrm{r}\mathrm{n}(!\mathrm{r}$
created by removal of box $‘\prime 1^{\cdot}’$ . amd also lvt do not join that of $\mathrm{f}$) $\mathrm{o}\mathrm{x}‘\prime 3$” and inner
corner created by removal of box “2”. If we remove boxes $(r_{1}, s_{1}),$ $(r_{2}, s_{2})$ . $(r:\}\cdot s_{3})$
in this order, then we have a term
$A_{3r+3(1+2+3)-(t3+r_{1})-(r_{3}+r_{2})-(r\mathrm{s}+r\mathrm{s}),3s+3(1+2+3)-(\delta 3+s_{1})-(s\mathrm{a}+s_{2})-(\epsilon \mathrm{a}+n\mathrm{s})}$ . (17)
Extra minus sign appear in R.H.S. when the number $\neq\{i\in\{1,2\}|r_{i+1}<r_{i}\}$ is odd.
As for the action of $L_{-n}$ , we remark that if we remove. the boxes $(r_{1}, s_{1}),$ $(r_{2}, s_{2})$ ,
$\ldots,$
$(\Gamma_{n}, .9_{n})$ in this order, we have a term
$A_{\Sigma_{k=1}^{n}[r+3k-(r_{\mathfrak{n}}+\mathrm{r}_{k})],\Sigma_{\mathrm{k}=1}^{n}[s+3k-(s_{n}+\epsilon_{k})]}$ . (18)
4 Singular vectors of the Virasoro algebra
As an application of actions of $L_{n}$ operators on Jack $\mathrm{s}\backslash .\mathrm{m}\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{c}$ functions, we con-
sider the singular vectors of the Virasoro algebra on the Fock space. See [8, 2, 7, 3]
for earlier works on this subject. To derive the formula $L_{n}|J_{\lambda}\rangle$ –rightward action
of $L_{n}-\mathrm{w}\mathrm{e}$ use the relation
$(\langle J_{\lambda}|L_{n})|J_{\mu}\rangle=\langle J_{\lambda}|(L_{n}|J_{\mu}\rangle)$ (19)
and orthogonality of Jack symmetric functions. As a result, in $L_{n}|J_{\lambda}\rangle$ $(n>0)$ , term
$A_{\gamma-i,s-j}$ appears when first removal is on $(i,j)$ . We also notice that in $L_{n}|J_{\lambda}\rangle$ , we
have factorized rational function of $\beta$ whose fuctors have. form $(n+m\beta)(n, m\geq 0)$
just as in the case for $\langle J_{\lambda}|L_{n}$ .
Then, we can reconstruct the Mimachi-Yamada theorem by using Virasoro action
on Jack symmetric $\mathrm{f}n\mathrm{n}(,\mathrm{t}\mathrm{i}\mathrm{o}\iota \mathrm{r}\mathrm{s}$ as follows [1]. First of all, from the comrnutation
relations of the Virasoro algebra, we simply have to check the actions of $L_{1}$ and $L_{2}$
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are { $)$ to obtain $\mathrm{t}_{l}\mathrm{I}\mathrm{l}\mathrm{C}$ singular vectors. We take the Fock $(‘” 1)\mathrm{a}(.(^{\mathrm{Y}}\mathcal{F}\iota,+1.n+1$ and $(.(11’,‘,\mathrm{i}\mathrm{t}\iota_{(^{1}\mathrm{r}}$
its vectors of the form $|.J_{(}\prime n\rangle$ . Then wo have [9]
$L_{\mathrm{I}}|.J_{(n^{12J})}\rangle$ $=$ $\sqrt{\frac{2}{\prime^{(;}}}\cdot\frac{1}{\prime(j}rn_{0}rl[jA_{r-\prime\prime\iota,\mathrm{c}-r\prime}|.J_{(;1^{\prime\prime\prime- 1}\uparrow(-1)},\rangle$. (20)
$L_{2}|J_{(n’’)},\rangle$ $=$ $\sqrt{\frac{2}{\beta}}\cdot\frac{1}{\beta^{2}}(mn(’i\cdot\frac{(1?-1)(1+rt\iota_{1’}J)}{(1+li)}.4_{r-;\mathfrak{l}l.h-\prime\iota}|.J_{(\gamma t^{\prime\prime 1-1},r\iota-2)}\rangle$
$-mn,\beta$ . $\frac{(rn-1)/i(n+\prime\beta)}{(1+/;)}.4_{r-m,s-t\iota}|\prime J_{(r\iota^{\prime n-\underline{\cdot)}},(n-1)^{2})}.\rangle$ $).(21)$
From the definition $\mathrm{o}\mathrm{f}.4_{r,S!}$ we have $\mathrm{a}4_{0,0}=0$ . Thus we can $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{c}\cdot 1\iota\iota \mathrm{d}\mathrm{t}^{\backslash }$. $L_{1}|J_{(s’)}\rangle$ $=$
$L_{2}|J_{(s^{r})}\rangle=0$ , i.e. $|.J_{(s^{r})}\rangle$ is a singular vector of $\mathcal{F}_{\mathrm{A}_{r+1,\epsilon+1}}.\cdot$ This singular veetor is
usually denoted as $|\chi_{r,s}\rangle$ .
Next we consider singular vectors in the region $c,$ $\leq 1$ , that is, the region $\beta>0$ .
in more detail [9]. To do this. it is convenient to take pararnetrization of the central
charge as
$\beta=\frac{p}{q}>0$ , (22)
where $p$ and $q$ are mutually prime positive integers. To find a vectors which will
vanish under the action of $L_{1}$ , terms like $(r|, +m(f)$ is not important, and we have,
only to consider terms like $A_{r-*,s-*}’$ . If there are rnore than one ($i\mathrm{o}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}\mathrm{s}$ on Young
diagram, t,hen action of $L_{1}$ will result in sum of more than one terms each propor-
tional to (lifferent factors $A_{r-*,s-*}$ , this is because all such corners have diffe,rent
coordinates. So, we cannot make action of $L_{1}$ on these kind of Jack symmetric func-
tions vanish merely adjust integers $r,$ $s$ in $F_{\Lambda_{r+1,\iota+1}}$ , because set of Jack $\mathrm{s}.\backslash ^{r}$mmetric
functions forrns linearly independent basis of the space of symmetric $\mathrm{f}_{\mathrm{l}1}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}$ . Thus
all the singular vectors have to be proportional to Jack symmetric functions with
rectangular type partitions. Then from equation
$A_{m-(m+kq),n-(n+kp)}=A_{-kq,-kp}=0$, $k\in \mathrm{Z}_{>0}$ , (23)
we have candedates for singular vectors on $\mathcal{F}_{A_{m+1,n+1}}(n, m\in \mathrm{Z}_{>0})$ as
$|J_{(n^{m})}\rangle,$ $|J_{(n+\rho)^{(m+q)}}\rangle,$ $|J_{(n+2p)^{(m+2q)}}\rangle,$ $\cdots,$ $|J_{(n+k\rho)^{(m+kq)}}\rangle,$ $\cdots$ . (24)
Now we can easily verify that all elements of the above sequence also vanish undcr
the action of $L_{2}$ .
Finally, we cornpare the singular vectors on Verma module and Fock space [1].
This again shows $\mathrm{t}\mathrm{h}\mathrm{t}1." \mathrm{t}i\mathrm{t}\mathrm{I}\mathrm{n}\}_{)}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{a}1\ 9\mathrm{I}$) $\mathfrak{t}^{\backslash },\mathrm{c}\mathrm{t}^{\mathrm{c}}.$ ; of the Viraasoro algobra. To fix $\mathrm{t}\mathrm{h}\mathrm{t}\mathrm{l}$
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( $(\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{I})\mathrm{a}\mathrm{r}\mathrm{i}\mathrm{s}\mathrm{o}\mathrm{n}$ uniquely, $\backslash 1’\mathrm{t}^{1}$ first, $\mathrm{I}\mathrm{l}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{r}1_{(}\mathrm{t}\mathrm{l}\mathrm{i}^{r}/_{\lrcorner}\mathrm{t}^{\tau}$ singular vectors in $\mathrm{t}l\downarrow \mathrm{t}’ l^{f}\mathrm{t}^{\mathrm{Y}}\mathrm{r}\mathrm{r}\mathrm{n}\mathrm{a}\iota\iota 1\mathrm{O}\mathrm{t}1\iota\iota 1\mathrm{t}^{1}$ as
$|\chi_{r,s}\rangle=(\mathrm{r}_{1}.L_{-n}+(j2L_{-(\gamma(-1)}L_{-\downarrow}+\cdots+1\cross L_{-1}^{r\iota})|A_{r+1,s+1}\rangle$ , (25)




where the pro($1n(\mathrm{t}$ is taken over all the boxes on partition $(.g’)$ . If we further take
dual of $|\chi_{r.s}\rangle$ in the Verina rnoclule, and consider its bosonization. Then $11^{r}\mathrm{t}^{1}$ bave
$\langle$ $\chi_{r,s}|=0$ (27)
in general.
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