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1. Introduction
In recent decades irreducibility criteria and factorization algorithms for skew polynomials have at-
tracted increasing attention. Methods have now been developed involving Galois groups, p-curvature,
and eigenrings, etc. For an introduction to the literature see, e.g., Singer [25], Ulmer and Weil [26],
van der Put [27] and van Hoeij [30].
In this paper we are concerned with irreducibility. Speciﬁcally, we offer two irreducibility cri-
teria for the elements of a large class of skew-polynomial rings. The results apply, in particular,
to ordinary linear differential operators and linear difference operators having coeﬃcients in not-
necessarily-commutative ﬁelds with valuations.
The ﬁrst criterion (Theorem 8.1) generalizes a result of Dumas [10], which in van der Waerden [29,
p. 76] is described as a “far-reaching generalization” of the classical Eisenstein criterion. The second
(Theorem 9.7) extends Kovacic’s work on the Eisenstein criterion (see Kovacic [16]).
The proof of Theorem 8.1 is formulated in terms of Newton polygons. This is not absolutely nec-
essary, but it highlights the geometric ideas underlying Dumas’ original argument. The proofs of both
of our irreducibility criteria rely heavily on non-commutative valuations and extensions thereof.
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3798 R.C. Churchill, Y. Zhang / Journal of Algebra 322 (2009) 3797–3822A skew-polynomial ring R[x;σ , δ] involves a not-necessarily-commutative ring R with unity, a ring
embedding σ : R → R , and a skew-derivation δ : R → R . (All the non-standard terms will be deﬁned.)
In the literature it is common practice to assume δσ = σδ when dealing with such entities, but we
do not require this hypothesis.
Throughout the paper R denotes a ring, not necessarily commutative, with unity 1 = 1R . All rings are
assumed to have unities, and ring homomorphisms are assumed to preserve unities. Unless speciﬁcally stated
to the contrary, we make no assumptions on the characteristic of R. We refer to R as a domain when R \ {0} is
assumed closed under multiplication (Cohn [6, §2.1, p. 8]), and as an integral domain when this is the case
and R is also assumed commutative.
By an R-algebra we mean a left and right R-module M admitting an associative R-bilinear mapping
(m1,m2) ∈ M × M → m1m2 ∈ M which we refer to as “multiplication.” When confusion might otherwise
result we write m1m2 as m1 · m2 . By a “unity” of this multiplication we mean a necessarily unique element
1 = 1M ∈ M such that 1 ·m =m · 1 =m for all m ∈ M.
F denotes the ring of functions f : R → R (wherein “multiplication” refers to composition). Elements
s ∈ R are identiﬁed with elements of F by means of left multiplication, i.e., by means of the correspondence
s → (ms : r ∈ R → sr ∈ R). This is easily seen to endow F with the structure of an R-algebra, and that
structure is always assumed.
Z and Z+ always denote the usual ring of integers and the subset {1,2,3, . . .} of positive integers respec-
tively. Q,R and C always denote the rational, real and complex ﬁelds.
2. Background on skew polynomial rings
Let σ : R → R be an injective ring homomorphism. An additive group homomorphism δ : R → R is
a σ -derivation if
δ(rs) = σ(r)δ(s) + δ(r)s, r, s ∈ R. (2.1)
When σ is the identity automorphism 1 this is the standard deﬁnition of a derivation. When σ is
understood a σ -derivation is sometimes called a skew derivation.
When δ satisﬁes (2.1) we follow custom and use the notations δ(r) and δr interchangeably, even
though δ is generally not R-linear. Note that δ1 = δ(−1) = 0.
An R-algebra P with unity 1 = 1P is a skew polynomial ring if the following three conditions are
satisﬁed.
SPR. 1. There is a distinguished element x ∈ P such that P is a free left R-module with basis (x j)∞j=0,
where x0 := 1.
By SPR. 1 any non-zero element p ∈ P has a unique representation of the form p = ∑nj=0 r jx j
with r j ∈ R for j = 0, . . . ,n and rn = 0. We refer to deg(p) := n  0 as the degree of p, and to the
monomials r jx j with r j = 0 as the monomials of (or within) p.
The degree of the zero element is deﬁned to be −∞, where −∞ /∈ Z is assumed to satisfy
−∞ + n := n + −∞ = −∞ for any n ∈ Z ∪ {−∞}.
SPR. 2. The degree function is additive, i.e., p,q ∈ P one has
deg(pq) = deg(p) + deg(q).
SPR. 3. There is an injective ring homomorphism σ : R → R and a σ -derivation δ : R → R such that
xr = σ(r)x+ δr for all r ∈ R. (2.2)
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custom is to replace the notation P with R[x]. The skew-polynomial ring is expressed accordingly as
R[x;σ , δ], and the symbol P is thereby freed for other duties. Nevertheless, we ﬁnd it convenient to
retain the notation P in the presentation of examples.
The systematic study of skew polynomial rings was initiated by O. Ore in the early 1930s [21,22].
Our deﬁnition of such a ring is adapted from Ore [22, Chapter I, §1, p. 481].
Examples 2.1. Let R be a commutative integral domain.
(a) Polynomials. The usual polynomial ring P = R[x] in a single indeterminate x can easily be given
the structure of a skew polynomial ring: take σ = 1 (= idR ) and δ = 0 (i.e., the zero mapping
r → 0). When this structure is assumed one retains the notation R[x], i.e., one does not write
R[x;σ , δ].
(b) Differential operators. Let σ = idR and let δ : R → R be a derivation. Assuming the R-subalgebra
P := R[δ] ⊂ F generated by δ is free as an R-module with basis (δ j)∞j=0 we see that P is a skew
polynomial algebra. We refer to such a skew polynomial algebra as an R-algebra of differential
operators. Here one writes R[δ] in place of R[x;1, δ] (because x = δ).
A suﬃcient hypothesis for freeness is that R contain the rational ﬁeld Q as well as a primitive
of 1, i.e., an element r such that δr = 1. Indeed, if this module is not free we can write 0 =∑n
j=0 r jδ j ∈ F for some integer n > 0, where δ0 := 1 (:= idR ) and at least one r j = 0. Applying
the sum to 1 we ﬁnd that r0 = 0, then successively to r, r2/2!, r3/3!, . . . , rn/n! that r1 = r2 = r3 =
· · · = rn = 0, and we have a contradiction.
We should point out that in the context of this particular example what we have called the
“degree” of an element is more commonly called the “order” of that element. For example, we
would describe the linear operator L := d3
dz3
+ z
z2+1
d
dz + z7 ∈ C(z)[ ddz ] has having degree 3, and
write deg(L) = 3, whereas a classical analyst would more likely refer to 3 as the “order,” as in
describing L as a “third-order operator.” We have made our choice to handle polynomials and
operators simultaneously, and because switching to “order” would simply replace one problem
with another, i.e., an ambiguity in terminology would result when valuations are introduced.
(c) Difference operators. When σ : R → R is an injective ring homomorphism it is a simple matter to
check that δ := σ − 1 is a skew derivation. Assuming the R-subalgebra P := R[σ ] ⊂ F generated
by σ is free as an R-module with basis (σ j)∞j=0 we see that P is a skew polynomial algebra. We
refer to such a skew polynomial algebra as an R-algebra of difference operators. In this context
one writes R[σ ] in place of R[x;σ , δ] = R[x;σ ,σ − 1] (because x = σ ).
Note from σ = δ + 1 that when (σ j)∞j=0 is a basis the collection (δ j)∞j=0 will also span R[σ ].
A suﬃcient hypothesis for the second collection to be a basis is that R contain an element s1
such that δs1 = 1 and, for j > 1, elements s j such that δs j = s j−1. As above, if the module is not
free on (δ j)∞j=0 we can write 0 =
∑n
j=0 r jδ j for some integer n > 0, where δ0 := 1 (:= idR ) and at
least one r j = 0. Applying the sum to 1 we ﬁnd that r0 = 0, then successively to s1, s2, s3, . . . , sn
that r1 = r2 = r3 = · · · = rn = 0, and we have a contradiction.
Freeness on (σ j)∞j=0 follows from freeness on (δ
j)∞j=0 (and conversely). If not we can write 0 =∑n
j=0 r jσ j ∈ F for some n 0 and rn = 0. Replacing σ by δ + 1 then converts this expression to
the form
∑n
j=0 rˆ jδ j with rˆn = rn = 0. Since this contradicts freeness on (δ j)∞j=0, the claim follows.
(The argument is easily adapted to establish the converse.)
The following notational convention (from Jacobson [14, Chapter I, §1, pp. 2–3]) can be quite useful
for organizing calculations in a skew polynomial ring R[x;σ , δ]. Let n and j be integers with n > 0
and 0  j  n. Then there are
(n
j
)
products λ1λ2 · · ·λn ∈ F in which λi ∈ {σ , δ} for 1  i  n and σ
appears precisely j times. The sum of these products, which is again an element of F , is denoted Snj .
Finally, deﬁne S00 to be the identity mapping 1, and Snj to be the zero mapping 0 when this function
has not otherwise been deﬁned. One then has
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Sn,n−1 = σ n−1δ + σ n−2δσ + · · · + δσ n−1 and Snn = σ n
}
, (2.3)
as well as the recursion relation
Snj = δSn−1, j + σ Sn−1, j−1 (2.4)
for all n 1 and all 1 j  n − 1. The fundamental identity involving these entities is
xib =
i∑
k=0
(Sikb)x
k for all b ∈ R and all i  1, (2.5)
where Sikb := Sik(b), which has the immediate consequence
axi · bx j =
i∑
k=0
a(Sikb)x
k+ j, a,b ∈ R, i, j ∈ Z+. (2.6)
One computes a product (
∑
i aix
i) · (∑ j b jx j) in R[x;σ , δ] by means of (2.6), i.e.,
(∑
i
aix
i
)
·
(∑
j
b jx
j
)
=
∑
i, j
(
aix
i)(b jx j)=∑
i, j
i∑
k=0
ai(Sikb j)x
k+ j . (2.7)
For additional background on skew polynomial rings, see, for example, Cohn [5,6] and Jacobson
[13,14].
3. Background on valuations and valuation rings
In this section we recall the deﬁnition of a non-commutative valuation and discuss those proper-
ties needed in our later work. For a more detailed discussion see, e.g., Cohn [6]. In the initial deﬁnition
we adopt the practice of that reference of using additive notation for expressing the binary operation
of a possibly non-commutative group.
Non-commutative valuation theory dates back to work of Artin, Noether et al. in the 1930s. Pre-
sentations in a more classical vein can be found in Schilling [24] and in Artin [2].
An ordered group is a (not necessarily commutative) group Γ with a total ordering α  β preserved
by the group operation:
α  β, α′  β ′ ⇒ α + α′  β + β ′ for all α,α′, β,β ′ ∈ Γ.
When dealing with an ordered group Γ it is customary to augment the structure to that of a (gener-
ally non-commutative) monoid by adding a symbol ∞ satisfying both ∞ > α and
α + ∞ = ∞ + α = ∞ + ∞ = ∞
for all α ∈ Γ . We will follow this practice.
For the remainder of the section R is a ring (not necessarily commutative) and Γ is an ordered group
(again not necessarily commutative).
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for all a,b ∈ R:
(V.1) ν assumes at least two distinct values;
(V.2) ν(a + b)min{ν(a), ν(b)}; and
(V.3) ν(ab) = ν(a) + ν(b).
When this is the case one refers to R as a valued ring, or as a valued ﬁeld when R is a ﬁeld, and to Γ
as the value group (of the valuation). Arguing by induction from (V.2) we see that
ν
(
n∑
j=1
a j
)
min
j
{
ν(a j)
}
. (3.1)
When Γ is a cyclic subgroup of (R,+,0) a valuation ν : R → Γ ∪ {∞} is said to be discrete.
Readers are assumed familiar with valuations in the context of commutative rings and commu-
tative value groups, and will therefore recognize that when R and Γ satisfy these conditions our
deﬁnition of a valuation reduces to the usual one. Our initial examples are the standard ones for the
commutative context. A more substantial example is given in Proposition 4.5.
Examples 3.1.
(a) The usual p-adic valuation νp : Q → Z ∪ {∞}, for any prime p ∈ Z+ , is a discrete valuation in the
sense deﬁned above.
(b) Let P1 denote the Riemann sphere and assume the usual identiﬁcation of the ﬁeld C(z) of rational
functions with the ﬁeld M(P1) of meromorphic functions on P. Then for any point z0 ∈ P1 a
discrete valuation νz0 on M(P1) is deﬁned by: νz0 ( f ) := ordz0 ( f ) if f = 0, i.e., νz0 ( f ) is the
exponent of the leading non-zero term of the Laurent expansion of f at z0; νz0 ( f ) := ∞ if f = 0.
Of course when (and only when) z0 = ∞ the Laurent expansion of f ∈ C(z) refers to the Laurent
expansion of f (1/t) at t = 0. It is worth recalling that ord∞( f ) can be computed in a more direct
manner:
f = p/q = p(z)/q(z) ∈ C(z) ⇒ ord∞( f ) = deg(q) − deg(p). (i)
Proposition 3.2. Any valuation ν : R → Γ ∪ {∞} on R has the following properties:
(a) ν(0) = ∞. In particular, ν(0) > γ for all γ ∈ Γ (by (V.3)).
(b) kerν := {a ∈ R | ν(a) = ∞} is a proper two-sided ideal of R (by (V.1)). In particular, kerν = {0} if R is a
skew ﬁeld or a simple ring. Moreover, R/kerν is an integral domain.
(c) ν(1) = 0 and ν(a) = ν(−a).
(d) When a ∈ R is invertible one has ν(a−1) = −ν(a).
(e) If ν(a) = ν(b) then ν(a + b) = min{ν(a), ν(b)}.
The results are simple consequences of the deﬁnition of a valuation, e.g., see Cohn [6], §9.1.
It follows from Proposition 3.2(e) and induction on n that
ν
(
n∑
j=1
a j
)
= ν(ak) if ν(ak) < ν(ai) for all i = k. (3.2)
Remark 3.3. It is worth pointing out explicitly that kerν has not been deﬁned in the usual manner,
i.e., it has not been deﬁned as {a ∈ R | ν(a) = 0}. When kerν = 0, as in Examples 3.1, ν is called a
proper valuation.
3802 R.C. Churchill, Y. Zhang / Journal of Algebra 322 (2009) 3797–3822Let K be a skew ﬁeld, i.e., a not necessarily commutative ﬁeld. A subring V ⊂ K is:
• total if for any k ∈ K one either has k ∈ V or k−1 ∈ V (or both);
• invariant if for any k ∈ K \ {0} and any a ∈ V one has k−1ak ∈ V ;
• a valuation ring if it is both total and invariant.
Of course when K is commutative the invariance condition is automatic, and one then deﬁnes a val-
uation ring using only the ﬁrst condition. Indeed, in that context total subrings and valuation subrings
of K are identical concepts, and for that reason the “total” terminology is abandoned.
The connection between valuation rings and valuations is given by the initial assertion of the
following result (the proof is omitted).
Proposition 3.4.When K is a skew ﬁeld and ν : K → Γ ∪ {∞} is a valuation the collection
V := {a ∈ K : ν(a) 0}
is a valuation ring of K . Moreover, the following assertions hold:
(a) Suppose a,b ∈ V . Then a is a left (and right )multiple of b if and only if ν(a) ν(b).
(b) The group of units of V is U =: {a ∈ V | ν(a) = 0}.
(c) The set of non-units of V ism := {a ∈ V | ν(a) > 0}, and this set is the unique maximal left and right ideal
of V .
(d) For any a,b ∈ V the following assertions hold:
(i) ν(a) ν(b) ⇔ a = rb = br′ for some r, r′ ∈ V .
(ii) ν(a) = ν(b) ⇔ a = rb = br′ for some r, r′ ∈ U .
(iii) ν(a) > ν(b) ⇔ a = rb = br′ for some r, r′ ∈m.
4. Extending valuations to R[x;σ,δ]
Throughout the section R[x;σ , δ] denotes a skew polynomial ring and ν : R → Γ ∪ {∞} is a valuation.
The valuation ν is compatible with σ if
ν
(
σ(a)
)= ν(a) for all a ∈ R, (4.1)
and is τ -compatible with δ, where τ ∈ Γ , if
ν(δa) ν(a) + τ for all a ∈ R. (4.2)
From (4.1) and induction (on i) we see that
ν
(
σ i(a)
)= ν(a) for all (i,a) ∈ Z+ × R, (4.3)
and from (4.2) and induction that
ν
(
δia
)
 ν(a) + iτ for all (i,a) ∈ Z+ × R. (4.4)
When both (4.1) and (4.2) hold we say that ν is τ -compatible with R[x;σ , δ].
The compatibility property is a common assumption for R[x;σ ], see, e.g., Cohn [6] and Mathiak
[18].
One can see the need for a ν-dependent τ in (4.2) by considering the rational function ﬁeld
examples with ν = ordz0 for some z0 ∈ P1 in the complex case or ν = ordx0 for some x0 ∈ S1 in
the real case. We treat the complex case, but the results for the real case are identical. Choose any
non-constant r ∈ C(z).
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r = ak(z − z0)k + ak+1(z − z0)k+1 + · · · , ak = 0. (4.5)
Then ordz0 (r) = k and one easily veriﬁes that⎧⎪⎨
⎪⎩
(a) ordz0(r) > 0 ⇒ ordz0(r′) = ordz0(r) − 1,
(b) ordz0(r) = 0 ⇒ ordz0(r′) 0 if r′ = 0, and
(c) ordz0(r) < 0 ⇒ ordz0(r′) = ordz0(r) − 1.
(4.6)
For z0 = 0 and r = 1+ zn+1 with 1 n ∈ Z we have ordz0 (r) = 0 and ordz0 (r′) = n > 0, showing that
strict inequality can occur in (b). In this case we see that (4.2) holds with τ = −1.
Now consider the case z0 = ∞ ∈ P1 and suppose the Laurent expansion at ∞ is
r = aktk + ak+1tk+1 + · · · , ak = 0, (4.7)
where, in the notation of Example 3.1(b), we have t = 1/z. Then ord∞(r) = k, the chain-rule gives
d
dz
= −t2 d
dt
, (4.8)
and we therefore have⎧⎪⎨
⎪⎩
(a) ord∞(r) > 0 ⇒ ord∞(r′) = ord∞(r) + 1,
(b) ord∞(r) = 0 ⇒ ord∞(r′) 0 if r′ = 0, and
(c) ord∞(r) < 0 ⇒ ord∞(r′) = ord∞(r) + 1.
(4.9)
For n  1 and r = 1 + tn we have ord∞(r) = 0 and r′ = −ntn+1, hence ord∞(r′) = n + 1, and we
conclude that strict inequality can occur in (b). In this case (4.2) holds with τ = 1.
As simple applications of these ideas we derive a few standard results familiar from (but seldom
proved in) elementary calculus.
Applications 4.1.
(a) There is no real rational function r ∈ R(x) such that r′ = 1/x ∈ R(x), and there is no complex
rational function r ∈ C(z) such that r′ = 1/z ∈ C(z). The assertions are immediate from Eq. (4.6):
we have ord0(1/x) = ord0(1/z) = −1, and those formulas show that ord0(r′) = −1 for any r ∈
R(x) \ {0} and any r ∈ C(z) \ {0}.
(b) There is no real rational function r ∈ R(x) such that r′ = 1/(x2+1) ∈ R(x) and there is no complex
rational function r ∈ C(z) such that r′ = 1/(z2 + 1) ∈ C(z). Suppose r ∈ R(x) satisﬁes r′ = 1/
(x2 +1) or that r ∈ C(z) satisﬁes r′ = 1/(z2 +1). By writing x as z we may assume R(x) = R(z) ⊂
C(z), and thereby view r as an element of C(z) in both cases. Let s := i · (z2 + 1)/(z2 − 1) ∈ C(z)
and set w := −i · (r ◦ s) ∈ C(z). Then one has w ′ = 1/z, which contradicts the second assertion
in (a).
We now begin a series of technical results needed for extending the valuation to R[x;σ , δ].
Lemma 4.2. Suppose ν is τ -compatible with R[x;σ , δ] and Sik : R → R is as in the paragraph ending
with (2.7). Choose any b ∈ R. Then
ν(Sikb) ν(b) + (i − k)τ for all 0 k i. (i)
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0  k  i recall that Sik is the sum of those monomials in σ and δ of total degree k in σ and
total degree i − k in δ, i.e., Sik = ∑σ k1δl1 · · ·σ kmδlm , where 0  k1, . . . ,km  k, k1 + · · · + km = k,
0 l1, . . . , lm  i − k, and l1 + · · · + lm = i − k. As a consequence we have
ν(Sikb) = ν
(∑
σ k1δl1 · · ·σ kmδlm(b)
)
min
{
ν
(
σ k1δl1 · · ·σ kmδlm (b))}.
Choosing exponents k′1, . . . ,k′m, l′1, . . . , l′m which achieve this minimum we conclude that
ν(Sikb) ν
(
σ k
′
1δl
′
1σ k
′
2δl
′
2 · · ·σ k′mδl′m(b))
= ν(δl′1σ k′2δl′2 · · ·σ k′mδl′m(b))
 ν
(
σ k
′
2δl
′
2 · · ·σ k′mδl′m(b))+ l′1τ
= ν(δl′2σ k′3 · · ·σ k′mδl′m(b))+ l′1τ
 ν
(
σ k
′
3 · · ·σ k′mδl′m(b))+ l′2τ + l′1τ
...
 ν(b) + (l′m + l′m−1 + · · · + l′2 + l′1)τ
= ν(b) + (i − k)τ .
(Example: ν(δ2σδ(b)) ν(σ δ(b))+2τ = ν(δ(b))+2τ  ν(b)+ τ +2τ = ν(b)+3τ = ν(b)+ (4−1)τ .)
The result follows. 
Corollary 4.3. For any a,b ∈ R one has
ν(aSikb) ν(a) + ν(b) + (i − k)τ for all 0 k i.
Lemma 4.4. Suppose τ ∈ Γ and that ν is τ -compatible with R[x;σ , δ]. Choose non-zero a,b ∈ R, i, j ∈ Z+ ,
and write
axi · bx j =
i∑
k=0
a(Sikb)x
k+ j (i)
(as in (2.6)). Then
min
k
{
ν
(
a(Sikb)
)+ (k + j)τ} = ν(a) + ν(b) + (i + j)τ
= ν(ab) + (i + j)τ
= ν(a(Siib))+ (i + j)τ
⎫⎪⎬
⎪⎭ . (ii)
Proof. From Lemma 4.2 one has
ν
(
a(Sikb)
)+ (k + j)τ  ν(ab) + (i + j)τ .
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ν(a) + ν(σ i(b)) = ν(a) + ν(b) = ν(ab), showing that equality is achieved when k = i. 
Under the assumption that ν is τ -compatible with R[x;σ , δ] deﬁne ν˜ : R[x;σ , δ] → Γ ∪ {∞} by
ν˜
(
l∑
k=0
ckx
k
)
:= min
k
{
ν(ck) + kτ
}
. (4.10)
Note from Lemma 4.4 and the summation conventions relating to ∞ that
ν˜
(
axi · bx j)= ν˜(axi)+ ν˜(bx j). (4.11)
Proposition 4.5. When ν is τ -compatible with R[x;σ , δ] the function ν˜ deﬁned in (4.10) is a valuation ex-
tending ν . Moreover, ν˜ is proper when ν has this property.
We include a proof for completeness. The proposition is undoubtedly well-known, but arguments
establishing the result are not easily located.
Proof. That ν˜ has values in Γ ∪ {∞} is obvious; all we need do is verify (V.1)–(V.3) of the deﬁnition
of a valuation. The cases involving the value ∞ are safely left to the reader.
(V.1): This is clear from the fact that ν˜ extends a function having this property.
To verify (V.2) and (V.3) choose any p =∑ni=0 aixi,q =∑mj=0 b jx j ∈ R[x;σ , δ].
(V.2): We have (with the understanding that coeﬃcients ak or bk with k greater than the degree of
the associated polynomial are zero)
ν˜(p + q) = ν˜
(∑
k
(ak + bk)xk
)
= min
k
{
ν(ak + bk) + kτ
}
min
k
{
min
{
ν(ak), ν(bk)
}+ kτ}
= min
k
{
min
{
ν(ak) + kτ ,ν(bk) + kτ
}}
min
{
min
k
{
ν(ak) + kτ
}
,min
k
{
ν(bk) + kτ
}}
= min{ν˜(p), ν˜(q)}.
(V.3): From pq =∑i j aixib jx j (induction on) (V.2) and (4.11) we have
ν˜(pq)min
i j
{
ν˜
(
aix
ib jx
j)}
= min
i j
{
ν˜
(
aix
i)+ ν˜(b jx j)}
= min
i
{
ν˜
(
aix
i)}+min
j
{
ν˜
(
b jx
j)}
= ν˜(p) + ν˜(q).
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is actually an equality, i.e., that
ν˜(pq) = min
i j
{
ν(ai) + iτ + ν(b j) + jτ
}
. (i)
To this end imagine the product pq expressed in the form c0 + c1x + · · · + cn+mxn+m; we then have,
by deﬁnition,
ν˜(pq) = min
k
{
ν(ck) + kτ
}
. (ii)
From (2.7) each ck is seen to be a sum of terms of the form
ai Si,k− jb j, with k i + j,
whereupon it follows from (3.1) that
ν(ck) + kτ  min
jki+ j
{
ν(ai Si,k− jb j) + kτ
}
. (iii)
For any of the terms appearing within the bracket in (iii) we see from Corollary 4.3 that
ν(ai Si,k− jb j) + kτ  ν(ai) + ν(b j) + (i + j − k)τ + kτ
= ν(ai) + iτ + ν(b j) + jτ
}
, (iv)
and we therefore have
ν(ck) + kτ min
i, j
{
ν(ai) + iτ + ν(b j) + jτ : j  k i + j
}
for all 0 k n +m. (v)
Let i0 and j0 be the maximal choices for i and j which minimize ν(ai) + iτ and ν(b j) + jτ
respectively. We then see from (ii) and (v) that
ν˜(pq) ν(ai0) + i0τ + ν(b j0) + j0τ . (vi)
Set k0 := i0 + j0. Recalling the ﬁnal identity in (2.3) we then see that
ν(ai0 Si0,k0− j0b j0) + k0τ = ν(ai0 Si0i0b j0) + k0τ
= ν(ai0σ i0b j0)+ k0τ
= ν(ai0) + ν
(
σ i0b j0
)+ k0τ
= ν(ai0) + ν(b j0) + k0τ
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
, (vii)
and we conclude that (iv) is in fact an equality for this particular choice of (k, i, j). It is a strict
inequality for all other choices involving the same k (= k0). Otherwise there is a distinct pair (i, j)
satisfying both i+ j  k0 and ν(ai)+ iτ +ν(b j)+ jτ = ν(ai0 )+ i0τ +ν(b j0 )+ j0τ , whence ν(ai)+ iτ =
ν(ai0 ) + i0τ and ν(b j) + jτ = ν(b j0 ) + j0τ . From the maximality conditions on i0 and j0 this forces
i  i0 and j  j0, with at least one of these last two inequalities being strict. This gives i + j < k0,
thereby contradicting i + j  k0.
It now follows from (3.2) that
ν(ck0) + k0τ = ν(ai0) + i0τ + ν(b j0) + j0τ ,
whereupon (i) becomes evident from (ii) and (v). 
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Throughout this section R[x;σ , δ] denotes a skew polynomial ring, Γ is a (not necessarily commutative)
additive group, τ ∈ Γ , and ν : R → Γ ∪ {∞} is a proper valuation which is τ -compatible with R[x;σ , δ]. We
let ν˜ : R[x;σ , δ] → Γ ∪ {∞} denote the valuation extending ν given by Proposition 4.5.
When r ∈ R and n 1 we write rσn and rδn for σ n(r) and δn(r) respectively. We also write rδn as r(n) .
The following deﬁnition, wherein τ denotes a ﬁxed element of Γ , is motivated by (4.6)(c). An
element r ∈ R \{0} has a pole of type τ at ν if for all n 0 one has both r(n) = 0 and ν(r(n)) = ν(r)+nτ .
The existence of such an r obviously implies δ = 0.
For example, any r ∈ C(z) having a pole at a point z0 ∈ C has a pole of type −1 at ordz0 . In
contrast, r = z2 ∈ C(z) has a pole at ∞, but it is not a pole of any type τ at ord∞ since (z2)(3) = 0.
Suppose γ1, γ2 ∈ Γ . We say that γ1 is divisible by γ2 if there is a positive integer k such that
γ1 = k · γ2 (:= γ2 + γ2 + · · · + γ2 [k occurrences]), and to indicate this is the case we write γ1/γ2 = k.
Suppose L =∑nj=0 a jx j ∈ R[x;σ , δ]. By a solution of the equation Ly = 0 in R we mean an element
r ∈ R such that anrδn + · · · + a1rδ + a0r = 0 if δ = 0, or such that anrσn + · · · + a1rσ + a0r = 0 if δ = 0.
Theorem 5.1. Let R be a domain. Suppose L =∑nk=0 akxk ∈ R[x;σ , δ] and Ly = 0 admits a non-zero solution
r ∈ R having a pole of type τ ∈ Γ at ν . Then there must be indices 0 i < j  n such that
ν(a j) − ν(ai)
j − i = −τ . (i)
In particular, when Γ is an additive subgroup of Z the indicated quotient must be an integer for at least one
such pair (i, j).
Proof. By assumption there is an element r ∈ R \ {0} such that ∑′ akrδk = 0, wherein the prime indi-
cates summation over all k such that ak = 0, and we therefore have
∞ = ν(0) = ν
(∑′
akr
δk
)
.
There can be no unique term in this sum having minimal value: otherwise the value of that sum
would belong to Γ by (3.2), contradicting ∞ /∈ Γ . As a consequence there must be indices i < j such
that
ν
(
air
δi
)= ν(a jrδ j ). (ii)
However, from the deﬁning property of the pole-type hypothesis we have
ν
(
akr
δk
)= ν(ak) + ν(r) + kτ
for all ak = 0, from which (ii) is easily seen to be equivalent to (i). 
Corollary 5.2. Suppose τ = 0 and ν(a j) = ν(an) for all j such that a j = 0. Then Ly = 0 has no solution in R
with a pole of type τ at ν .
When τ ∈ Γ and ν is τ -compatible with R[x;σ , δ] we deﬁne the (ν, τ )-carrier Carν,τL of a non-
zero skew polynomial L =∑nj=0 a jx j ∈ R[x;σ , δ] to be
Carν,τL :=
{(
j, ν(a j) + jτ
)
: 0 j  n and a j = 0
}⊂ Z × Γ. (5.1)
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points (i, ν(ai) + iτ ) and ( j, ν(a j) + jτ ) of the (ν, τ )-carrier of L one has
ν(a j) − ν(ai) = (i − j)τ . (i)
Then L has no solution in R with a pole of type τ at ν .
When Γ is an additive subgroup of R condition (i) of the previous corollary has a simple geometric
interpretation.
Corollary 5.4. Suppose Γ is an additive subgroup of R and L =∑nj=0 a jx j is a non-zero element of R[x;σ , δ].
Assume the slope
(ν(ai) + iτ ) − (ν(a j) + jτ )
i − j
of any line through two distinct points of the (ν, τ )-carrier of p is not zero, i.e., that none of these lines is
horizontal. Then L has no solution in R with a pole of type τ at ν .
Example 5.5. Let L ∈ C(z)[ ddz ] be given by
L := d
5
dz5
− 1
z4
d2
dz2
+ 1
z3
.
We will use the preceding results to prove that the equation Ly = 0 has no non-zero solution in C(z).
The (ord0,−1)-carrier of L consists of the points (0,−3), (2,−6) and (5,−5), and none of the
three relevant line segments is horizontal. We conclude from Corollary 5.4 that the corresponding
equation has no solution in C(z) having a pole at 0.
For any non-zero z0 ∈ C the (ordz0 ,−1)-carrier of L consists of the points (0,0), (2,−2) and
(5,−5), and we conclude from a second appeal to Corollary 5.4 that Ly = 0 has no solution in C(z)
having a pole at z0.
In particular, if Ly = 0 has a solution r ∈ C(z) \ {0} the only pole of r must be at ∞. It follows that
r must be a polynomial (see, for example, Conway [7], p. 111), and it is a simple matter to check that
Ly = 0 has no non-zero polynomial solutions.
Proposition 5.6. Assume Γ is an additive subgroup of R. Let τ ∈ Z, and let Cnw denote the closed second
quadrant of R2 . Then for any non-zero r, s ∈ R and any i, j ∈ Z+ the (ν, τ )-carrier of the product
rxi · sx j =
i∑
k=0
r(Siks)x
k+ j (i)
is contained in the convex set (i+ j, ν(r)+ν(s)+ (i+ j)τ )+ Cnw and includes the vertex point (i+ j, ν(r)+
ν(s) + (i + j)τ ) of this set.
We refer to (i + j, ν(r) + ν(s) + (i + j)τ ) as the corner point of the indicated convex set.
Proof. From Lemma 4.2 we have
ν
(
r(Siks)
)= ν(r) + ν(Siks)
 ν(r) + ν(s) + (i − k)τ . (ii)
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(
k + j, ν(r(Siks))+ (k + j)τ )= (k + j, ν(r) + ν(Siks) + (k + j)τ ),
and from (ii) we see that
ν(r) + ν(Siks) + (k + j)τ  ν(r) + ν(s) + (i − k)τ + (k + j)τ
= ν(r) + ν(s) + (i + j)τ .
This places all carrier points within the indicated convex set. That the vertex is a carrier point is seen
from the observation that the k = i term in (i) is rσ i(s)xi+ j (recall (2.3)), and from compatibility that
ν
(
rσ i(s)
)= ν(r) + ν(σ i(s))= ν(r) + ν(s). 
The geometric ideas in this section will be extended signiﬁcantly in Section 7, where Newton
polygons are introduced.
6. Weights
One veriﬁes easily that the equation of a non-vertical line Λ ⊂ R2 passing through two distinct
integer points can be written uniquely in the form
ax+ by = c, a,b, c ∈ Z, b > 0, (6.1)
provided we normalize so as to achieve
(i) b = 1 if a = 0,
(ii) gcd(|a|,b) = 1 if a = 0.
Note that the slope is −a/b. With any such Λ we associate the Z-linear weight function
wΛ : (x, y) ∈ Z × Z → ax+ by ∈ Z.
The value of wΛ(x, y) is called the Λ-weight of the integer point (x, y). When Λ is understood we
simply refer to the weight of the point. Note that all integer points on Λ have weight c, and that all
integer points above (resp. below) Λ have weight greater (resp. less) than c.
Proposition 6.1. Suppose wΛ is as above and (d1, e1), (d2, e2) ∈ Z × Z are two points with the same weight
satisfying d1 < d2 . Let
m :=
{
d2 − d1 if a = 0,
gcd(d2 − d1, |e2 − e1|) if a = 0. (i)
Then
{
(a) ma = e2 − e1 and
(b) mb = d2 − d1. (ii)
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b|(d2 − d1). (iii)
Proof. By hypothesis the two integer points lie on a line parallel to Λ.
One has a = 0 if and only if Λ is horizontal, in which case m = d2 − d1, e1 = e2 and b = 1.
Conditions (ii) and (iii) are therefore satisﬁed.
For a = 0 we see from
gcd
(|a|,b)= 1 and −a
b
= e2 − e1
d2 − d1 (iv)
that (iii) holds, say mˆb = d2 − d1 for some positive integer mˆ. A second appeal to (iv) then gives (ii),
although with m replaced by mˆ. The asserted condition mˆ =m = gcd(d2 − d1, |e2 − e1|) then follows
from the ﬁrst equality in (iv), and the result is thereby established. 
For the remainder of the sectionwe ﬁx τ ∈ Z and assume that R admits a proper valuation ν : R → Z∪{∞}
which is τ -compatible with R[x;σ , δ]. In addition we assume Λ ⊂ R2 is a non-vertical line passing through
two distinct integer points, and we let wΛ denote the corresponding weight function.
The Λ-weight wΛ(rx j) of any non-zero monomial rx j ∈ R[x;σ , δ] is deﬁned to be the Λ-weight of
the integer point ( j, ν(r) + jτ ), i.e.,
wΛ
(
rx j
) := wΛ( j, ν(r) + jτ )= aj + b(ν(r) + jτ ).
In view of (4.10), an equivalent deﬁnition would be
wΛ
(
rx j
) := wΛ( j, ν˜(rx j)).
The Λ-weight wΛ(p) of any non-zero element p :=∑nj=0 a jx j ∈ R[x;σ , δ] is deﬁned by
wΛ(p) := min
j
{
wΛ
(
a jx
j): a j = 0}.
The following proposition summarizes the fundamental additive properties of weights.
Proposition 6.2. Let rxn, sxm ∈ R[x;σ , δ] be non-zero monomials. Then the following assertions hold:
(1) When Λ has positive slope the non-zero monomial of minimal Λ-weight within the product rxn · sxm is
rsσ
n
xn+m, and one has
wΛ
(
rxn · sxm)= wΛ(rxn)+ wΛ(sxm).
(2) When n =m one has (regardless of the sign of the slope of Λ)
wΛ
(
rxn + sxn)min{wΛ(rxn),wΛ(sxn)}.
Proof. (1) Note that the positive slope assumption on Λ implies a < 0. Among all terms of the product
rxn · sxm the monomial rsσn xn+m assumes the minimal ν˜-value (by Lemma 4.4), and therefore the
minimal Λ-weight (because a < 0). The integer points corresponding to all other non-zero monomials
of the product lie above Λ, and as a result these monomials must have greater Λ-weight. This gives
the initial assertion, and the displayed equality is seen from
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(
rxn · sxm)= wΛ
(
n∑
k=0
r(Snks)x
k+m
)
=min
k
{
wΛ
(
r(Snks)x
k+m)}
= wΛ
(
rsσ
n
xn+m
)
= a(n +m) + b(ν(rsσ n)+ (n +m)τ )
= an + am + b(ν(r) + ν(sσ n)+ nτ +mτ )
= an + am + b(ν(r) + ν(s) + nτ +mτ )
= an + b(ν(r) + nτ )+ am + b(ν(s) +mτ )
= wΛ
(
rxn
)+ wΛ(sxm).
(2) We have
wΛ
(
rxn + sxn)= wΛ((r + s)xn)
 an + bmin{ν(r), ν(s)}+ bnτ
= min{an + b(ν(r) + nτ ),an + b(ν(s) + nτ )}
= min{wΛ(rxn),wΛ(sxn)}. 
Under the slope assumption of Proposition 6.2(1) one can give a much stronger result.
Proposition 6.3. When Λ has positive slope the Λ-weight function wΛ , when extended to a mapping of
R[x;σ , δ] into Z ∪ {∞} by sending 0 to ∞, is a proper valuation on R[x;σ , δ].
The proof is practically identical to that of Proposition 4.5, and is therefore omitted.
7. Newton polygons
Newton polygons, as originally conceived by Newton in 1676, were associated with an algorithm
for solving polynomial equations p(x, y) = 0 locally for y as a function of x. Nowadays, however, one
ﬁnds references to such polygons in seemingly diverse areas of mathematics, and not all formulations
of the concepts are equivalent. We offer a deﬁnition suﬃciently general to cover all the planar cases
we have encountered (which the reader should not take to mean “all the planar cases ever studied”),
but quickly restrict attention to Newton polygons associated with polynomials and skew polynomials
over rings with proper valuations (introduced in Remark 3.3).
We need a few deﬁnitions from geometry (as a general reference see Berger [3]): the intersection
C ⊂ R2 of a ﬁnite collection of closed half-planes in R2 is called a convex polyhedron, a line forming
the boundary of any one of these half-planes and intersecting C in more than one point is a support
line of C , the line segments, half-rays and/or lines obtained by intersecting these support lines with
C are the edges of C , and the points of intersection of two distinct edges are the vertices of C .
An example of a convex polyhedron is provided by the convex hull of any non-empty ﬁnite subset
A ⊂ R2 (see, e.g., Proposition 12.1.15 of Berger [3]).
Assume ∅ = A ⊂ Z2 ⊂ R2 and C ⊂ R2 is a convex polyhedron having the origin 0 as a vertex. The
Newton polygon of the data (A,C) is deﬁned to be the convex hull of the subset A+C ⊂ R2. The set A
is the carrier of the this Newton polygon, and C is the associated convex polyhedron. (For some authors
“Newton polygon” refers to the boundary of what we call the Newton polygon.)
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A + C =
⋃
i
(zi + C). (7.1)
The Newton polygon of the data (A,C) can therefore be deﬁned as the convex hull of the subset⋃
i(zi + C) ⊂ R2. When A is ﬁnite with very few elements this characterization often provides the
easiest means of visualization.
Four common choices for the associated convex set C are:
• C0 := {0}, where 0 denotes the origin of R2, e.g., see §8, Chapter II, pp. 36–38 in Arnol’d [1] or
Chapter 7, §1, p. 295 in Cox [8].
• C+ := {(0, r2) ∈ R2: r2  0}, i.e., the non-negative x2-axis in R2, e.g., see Ianni [12] and
Murty [20]. The boundary of the convex hull of A + C+ is sometimes called the lower convex
envelope of A, e.g., see Ianni [12].
• Cne := {(r1, r2) ∈ R2: r1  0, r2  0}, i.e., the closed ﬁrst quadrant of R2, e.g., see Chapter 8, §3,
particularly p. 380 in Bourbaki [4].
• Cnw := {(r1, r2) ∈ R2: r1  0, r2  0}, i.e., the closed second quadrant of R2, e.g., see Mal-
grange [17].
The role of the associated convex set C is most easily seen when A ⊂ Z2 is ﬁnite and the projec-
tion of A onto the ﬁrst coordinate is injective, as is the case in Deﬁnition 7.1 and in every example
appearing between that deﬁnition and the end of the paper. For those C listed above one can then
show, e.g., by induction on the cardinality of A, that the Newton polygon is a convex polyhedron, and
as a consequence one can make reference to support lines, edges and vertices thereof. (The proof of
the existence of the polyhedral structure is elementary, and is therefore omitted.)
• When C = C0 only compact edges are involved and the Newton polygon is compact.
• When C = C+ two inﬁnite vertical rays (the left and right sides of the convex hull of A + C+)
are also involved, and all remaining edges are on the “bottom” of the convex hull (hence “convex
lower envelope”).
• When C = Cne two inﬁnite rays are involved, one vertical and one horizontal, and no edge has
strictly positive slope.
• When C = Cnw two inﬁnite rays are involved, one vertical and one horizontal, and no edge has
strictly negative slope.
A remark on terminology. To geometers a polygon is a convex polyhedron with non-empty interior
(see, e.g., Deﬁnition 12.1.1 in [3]). Readers are warned that what we have called a Newton polygon
need not be polygon in this sense. For example, when A = {(a1,a2)} ⊂ Z2 is a singleton and C = C0
the associated Newton polygon is A, which is not what a geometer would call a polygon. Moreover,
our “polygons” can involve intersections of inﬁnitely many closed half-spaces (e.g., see Chapter 9,
pp. 115ff in Murty [20]). Last but not least, polygons in our sense can have inﬁnitely many edges;
something geometers would not permit.
Newton polygons have proven to be an ingeniously simple geometric device for exhibiting prop-
erties essential to the understanding of various types of polynomials and/or associated polynomial
equations. In our case they enable one to visually determine, almost instantaneously, which weight
function is appropriate for studying the irreducibility of a given skew polynomial. Our results can
be established without Newton polygons, but at the signiﬁcant cost of a geometric formulation of
the ideas. Indeed, in Section 8 we follow §24 in van der Waerden [29], where the concept is never
mentioned.
Deﬁnition 7.1. Suppose R is an integral domain and ν : R → Z ∪ {∞} is a proper valuation which is
τ -compatible with R[x;σ , δ].
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(Carνp , C
+), where the carrier Carνp of p(x) =
∑n
j=0 a jx j is deﬁned as {( j, ν(a j)) ∈ Z × Z: a j = 0,
0 j  n}.
(b) The Newton polygon of a non-zero skew polynomial L(x) ∈ R[x;σ , δ] is the Newton polygon of the
data (Carν,τL ,C
nw).
In both cases the carrier is ﬁnite, and projection onto the ﬁrst factor is injective; we conclude from
our earlier discussion that these Newton polygons are convex polyhedra.
Deﬁnition 7.1(a) is perhaps the most common deﬁnition of a “Newton polygon,” e.g., see Ianni [12],
Chapter 4, §3, p. 97 in Murty [20], or Chapter 9, p. 113 in Koblitz [15]. It will not be used in the sequel,
but is included so that readers may easily compare our approach to such polygons with others they
may encounter. Deﬁnition (b) will prove important in our work; it is adapted from the unpublished
notes Malgrange [17], where it is described as a modiﬁcation of an idea of Ramis [23]. The same
notes inspired the treatment of linear differential operators by means of Newton polygons found in
Chapter 3, §3 in van der Put and Singer [28] (see the comments in the second paragraph of p. 86 of
that reference). Also see Della Dora et al. [9] and Grigoriev [11]. The choice of Cnw in (b), which we
have noted guarantees that no edge has strictly negative slope, is needed to invoke Proposition 6.2(a).
8. Applications to skew polynomial factorizations
In this section R[x;σ , δ] denotes a skew-polynomial ring in which the underlying ring R is a domain. We
ﬁx an integer τ ∈ Z and a proper valuation ν : R → Z ∪ {∞} which is τ -compatible with R[x;σ , δ]. Finally,
we ﬁx an element L :=∑nj=0 a jx j ∈ R[x;σ , δ], with an = 0, and we refer to n =: deg(L) as the degree of L
(as per the discussion in the ﬁnal paragraph of Examples 2.1(b)). Carν,τL ⊂ Z2 is the (ν, τ )-carrier of L,
and P := Pν,τL ⊂ R2 is the Newton polygon of L. Readers need to keep in mind that P is a convex polyhedron.
Theorem 8.1. Let Λ ⊂ R2 be a support line of P with positive slope and let wΛ : (x, y) ∈ Z × Z → ax + by
(with b > 0) be the corresponding weight function. Write
Λ ∩ P = [(i, ν(ai) + iτ ), ( j, ν(a j) + jτ )], where i < j. (i)
Then the quotient
m := j − i
b
(ii)
is a positive integer. Moreover, if L factors in R[x;σ , δ] as MN, the degrees of M and N must be at least m1b
and m2b respectively, where m1 and m2 are non-negative integers satisfying m1 +m2 =m.
Proof. That m ∈ Z+ is immediate from (ii) of Proposition 6.1.
Let c := wΛ(aixi) = wΛ(a jx j) and note that from the support line assumption on Λ that
wΛ
(
ahx
h) c whenever ah = 0, (iii)
i.e., c is the minimum of the Λ-weights of the monomials of L. Now observe that aixi and a jx j are
the monomials of Λ-weight c of minimum and maximum orders respectively.
For the remainder of the proof we assume L factors as MN . Let akmin x
kmin and akmax x
kmax be the
(possibly non-distinct) monomials of M of least weight having minimal and maximal orders respec-
tively, and let almin x
lmin and almax x
lmax be the corresponding monomials of N . Then with two further
appeals to Proposition 6.1 we can ﬁnd integers m1,m2 ∈ N such that
bm1 = kmax − kmin, bm2 = lmax − lmin.
All we need do is verify that m1 and m2 have the required properties.
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imal properties of c, ck and cl , the positive slope assumption and Proposition 6.2(a) we see that
c = ck + cl , and that terms of M and N of other (necessarily higher) Λ-weights cannot produce a
term of weight c. It is then immediate from the choices of kmin, lmin,kmax and lmax that
i = kmin + lmin and j = kmax + lmax,
hence
bm = j − i = (kmax − kmin) + (lmax − lmin) = bm1 + bm2,
and m =m1 +m2 follows. To complete the proof simply note that
deg(M) kmax  kmax − kmin = bm1
and
deg(N) lmax  lmax − lmin = bm2. 
Corollary 8.2. Under the hypotheses of Theorem 8.1 the following assertions hold:
(a) at least one of M and N has degree at least b;
(b) if b = n − 1 then one of M and N must have the form ax+ b; and
(c) when a0 = 0, and when wΛ(a0) = wΛ(anxn) wΛ(a jx j) for all 1 j < n such that a j = 0, the degrees
of both M and N must be divisible by b.
Proof. (a) Immediate from Theorem 8.1.
(b) By (a).
(c) In this case i = 0 and j = n, and from Theorem 8.1 we conclude that n = bm = bm1 + bm2 
deg(M) + deg(N) = n. The equalities bm1 = deg(M) and bm2 = deg(N) follow. 
Corollary 8.3. Assume the hypotheses and notations of Theorem 8.1 and, in addition, that the “constant term”
a0 of L is not zero. Then any of the following conditions guarantees the irreducibility of L over R[x;σ , δ]:
(a) b  n;
(b) ν(an) + nτ = ν(a0) + 1 and ν(a0) < ν(ak) + kτ for all indices k satisfying ak = 0; and
(c) the integer m := ν(an) + nτ − ν(a0) ∈ Z is positive, relatively prime to n, and ν(ak) + kτ  ν(a0) +m
holds for all indices k satisfying ak = 0.
Assertion (b) is one of our two candidates for an “Eisenstein irreducibility criterion” for skew
polynomials; the other is seen in Theorem 9.7.
Proof. (a): By Corollary 8.2(a).
(b) and (c): It suﬃces to prove (c) since (b) is the special case m = 1.
Let E denote the closed line segment [(0, ν(a0)), (n, ν(a0)+ k)] ⊂ R2. Under the stated hypotheses
the Newton polygon of L is the union of all translates Cnw + x with x ∈ E . The equation of the support
line Λ of the lower right edge E is −kx1 + nx2 = nν(a0), and from the hypothesis gcd(k,n) = 1 we
conclude that a = −k and b = n. The result now follows from (a). (The condition k > 0 ensures that Λ
has positive slope, as required in the hypothesis of Theorem 8.1.) 
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(a) For 2 k ∈ Z and L = Lk = 3+ zk ddz + z4 d
3
dz3
∈ C(z)[ ddz ] we have
ν˜
(
z4
d3
dz3
)
= ord0
(
z4
)+ 3 · (−1) = 4− 3 = 1 = ord0(a0) + 1 and
ord0(a0) = 0< ord0(a1) + 1 · (−1) = k − 1.
It follows from Corollary 8.3(b) that Lk is irreducible in C(z)[ ddz ].
(b) The operator L = 1
z3
+ d2
dz2
∈ C(z)[ ddz ] is irreducible: using ν = ord0 one computes that b = 2, and
Corollary 8.3(a) therefore applies.
(c) The operator L = 1+ z d2
dz2
∈ C(z)[ ddz ] is irreducible: the argument of (b) also applies here.
(d) We claim that for any positive odd integer m the operator Lm := zm+ d2dz2 ∈ C(z)[ ddz ] is irreducible.
(For m = 1 the operator corresponds to Airy’s equation y′′ + zy = 0.) Indeed if the operator L
factors in C(z)[ ddz ] then the form
L∞ := t4 d
2
dt2
+ 2t3 d
dt
+ 1
tm
(i)
of L at ∞ factors in C(t) when one switches from the local coordinate z near 0 to the local
coordinate t := 1/z near ∞ ∈ P1. However, for (i) we have
ord0(a2) + 2 · (−1) = 4+ 2 · (−1) = 2
ord0(a1) + 1 · (−1) = 3+ 1 · (−1) = 2, and
ord0(a0) + 0 · (−1) = −m,
and the irreducibility of L∞ is then seen from Corollary 8.3(c).
For additional applications of Newton polygons to linear differential operators see Chapter 3, §3,
pp. 86–98 in van der Put and Singer [28].
9. A second generalization of the Eisenstein criterion
In Kovacic [16] one ﬁnds an analogue of the Eisenstein irreducibility criterion for skew polynomials
in R[x;σ , δ] under the assumption σδ = δσ (for a brief description see van der Put and Singer [28,
Chapter 4, §2, p. 116]). Here we generalize Kovacic’s result; in particular, we drop the commutativity
assumption on the two operators.
Throughout this section K is a (commutative) ﬁeld, Γ is an ordered group (written additively, although
not necessarily commutative), and ν : K → Γ ∪ {∞} is a proper valuation with associated valuation ring
R := {k ∈ K | ν(k)  0}. σ is an automorphism of K which restricts to an automorphism of R, and δ is σ -
derivation on K which restricts to a σ |R -derivation on R. When confusion cannot otherwise result we write
the restrictions σ |R and δ|R as σ and δ respectively. We view the skew-polynomial ring K [x;σ , δ] as an
extension of the skew-polynomial ring R[x;σ , δ]. We assume that for some τ ∈ Γ , ν is τ -compatible with
K [x;σ , δ]; as a consequence ν|R must be τ -compatible with R[x;σ , δ].
Recall that the τ -compatibility assumption involves two conditions:
ν
(
σ(k)
)= ν(k) and ν(δ(k)) ν(k) + τ for all k ∈ K . (9.1)
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tailed example.
Example 9.1. Let A be an integral domain with quotient ﬁeld K and let p ⊂ A be a prime ideal
such that the localization R := Ap ⊂ K is a principal ideal domain. Then a proper surjective (discrete)
valuation ν : K → Z ∪ {∞} can be deﬁned in the usual way: if π is a prime generating the unique
maximal ideal m ⊂ R then any non-zero a/b ∈ K can be written uniquely in the form a/b = πnu,
where n is an integer and u ∈ R is a unit, and we can therefore deﬁne ν(a/b) := n; ν(0) = ∞ (see,
e.g., Matsumura [19, Theorem 11.2, p. 79]). The deﬁnition is independent of the choice of π , R is the
associated (discrete) valuation ring, and m= {k ∈ K : ν(k) > 0}.
Note that we regard R as a subring of K . Moreover, we regard K as the quotient ﬁeld of R .
Continuing with the example, assume σ : A → A is a ring automorphism, that δ : A → A is a σ -
derivation, and that p (as above) is both σ and δ-invariant. Then σ and δ are easily seen to have
unique extensions to both R and K which we again denote by σ and δ. With these conventions
in mind it now makes sense, for appropriate x, to view the skew-polynomial ring K [x;σ , δ] as an
extension of the skew-polynomial ring R[x;σ , δ].
We claim that
σ(π) = πu, (i)
where u is a unit of R . Indeed, σ(π) must also be a prime generator of m, and since this is the
unique prime ideal of R the two prime elements must be associates.
It follows from (i) that ν : K → Z∪{∞} is compatible with σ : K → K . To see this we again appeal
to the fact that any non-zero element k ∈ K can be uniquely written in the form k = πnu ∈ K with
n ∈ Z and u ∈ R a unit. We then have
ν
(
σ(k)
)= ν(σ (πnu))= ν((σ(π))nσ(u))
= ν((πu1)nσ(u))= ν(πnun1σ(u))= n = ν(πnu)= ν(k),
where u1 is also unit of R , and compatibility is thereby established.
Finally, we claim that ν : K → Z ∪ {∞} is 0-compatible with δ : K → K . To prove this we once
again write the typical non-zero k ∈ K in the now-familiar form πnu. We then have
δ(k) = δ(πnu)
= δ(πn)σ(u) +πnδ(u)
= nπn−1δ(π)σ (u) +πnδ(u)
= πn−1(nδ(π)σ (u) +πδ(u)). (ii)
Since δ(π) ∈ m we know that δ(π) is not a unit, and we can therefore write δ(π) = πmu1 with
m ∈ Z+ and u1 ∈ R a unit. Substituting δ(π) = πmu1 into (ii) then gives
δ(k) = δ(πnu)= πn(nπm−1u1σ(u) + δ(u)). (iii)
Note that nπm−1u1σ(u) + δ(u) ∈ R , and we therefore have ν(nπm−1u1σ(u) + δ(u))  0. It is then
immediate from (iii) (and the multiplicative property of ν) that
ν
(
δ(k)
)= ν(πn(nπm−1u1σ(u) + δ(u)))
= ν(πn)+ ν(nπm−1u1σ(u) + δ(u))
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(
πn
)
= n
= ν(πnu)
= ν(k),
and our ﬁnal claim is established.
The ends the example; we now return to generalities.
Note from Proposition 4.5 that we can extend ν to a proper valuation ν˜ of K [x;σ , δ] by deﬁning
ν˜
(∑
kix
i
)
:= min
i
{
ν(ki) + iτ
}
. (9.2)
Deﬁnition 9.2. A non-zero skew polynomial p(x) ∈ K [x;σ , δ] is ν-primitive, or is primitive with respect
to ν , when ν˜(p(x)) = 0.
Example 9.3. Assume the context of Example 2.1(a) with R = Z and let ν = ν3 be the 3-adic valuation
on Z. Let ν˜3 be the extended valuation on Z[x] deﬁned by (9.2).
(a) For the polynomial p(x) := 6x2 + 2x + 5 ∈ Z[x] we have ν˜3(p(x)) = 0, and the polynomial is
therefore ν3-primitive. Of course p(x) is also primitive in the usual sense, i.e., the gcd of the
coeﬃcients is 1.
(b) Let q(x) := 6x2 + 2x+ 2 ∈ Z[x]. Then q(x) is ν3-primitive but not primitive.
Remark 9.4. In Kovacic [16] a skew polynomial is called primitive if the ideal generated by the coeﬃ-
cients is the entire ring. That condition is implied by our deﬁnition: if ν˜(
∑n
i=0 aixi) = 0 then ν(a j) = 0
for some index j, and a j is then a unit (of the associated valuation ring) by Proposition 3.4(b). The
ideal of the associated valuation ring generated by all coeﬃcients is therefore the entire ring.
It is well known that a straightforward generalization of the Gauss lemma fails in skew polynomial
rings (see, e.g., Kovacic [16]). Our reformulation of “primitive” circumvents that problem.
Lemma 9.5 (The Gauss valuation lemma). The product of two ν-primitive skew polynomials is again ν-
primitive.
Proof. From property (V.3) of a valuation we have ν˜(p(x)q(x)) = ν˜(p(x)) + ν˜(q(x)) for any skew-
polynomials p(x) and q(x). It follows that ν˜(p(x)q(x)) = 0 when ν˜(p(x)) = ν˜(q(x)) = 0. 
Proposition 9.6. Suppose ν is surjective and 0-compatible with K [x;σ , δ], and f ∈ R[x;σ , δ] is reducible
in K [x;σ , δ], i.e., f = gh with g,h ∈ K [x;σ , δ]. Then there exist g1,h1 ∈ R[x;σ , δ] satisfying f = g1h1 ,
deg(g1) = deg(g) and deg(h1) = deg(h). Moreover, if f is ν-primitive the same is true of g1 and h1 .
Proof. We will attempt a proof assuming τ -compatibility for arbitrary τ , and in the process reveal
our reasons for restricting to the case τ = 0.
First note that since ν is surjective one can ﬁnd a non-zero k ∈ K be such that ν(k) = ν˜(g). Let
g1 = gk−1, h1 = kh. Clearly, deg(g1) = deg(g), deg(h1) = deg(h), and f = g1h1. Furthermore{
(a) ν˜(g1) = ν˜(g) + ν
(
k−1
)= ν˜(g) − ν(k) = 0,
(b) ν˜(h1) = ν(k) + ν˜(h) = ν˜(g) + ν˜(h) = ν˜( f ). (i)
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we have to show that ai,b j ∈ R for all i, j, i.e., that ν(ai) 0 and ν(b j) 0.
From (i)(a) we see that
0 = ν˜(g1) =min
i
{
ν(ai) + iτ
}= ν(ai0) + i0τ for some index i0. (ii)
Case 1. Suppose τ > 0. Then ν(ai0 ) = −i0τ < 0 implies ai0 /∈ R , and we would therefore have
g1 /∈ R[x;σ , δ]. This explains the need for restricting τ to non-positive values.
Now observe from (i)(b) that
ν˜(h1) = ν(b j0) + j0τ = ν(c0) + 0τ = ν˜( f ) for some indices j0 and 0. (iii)
Case 2. Suppose τ < 0. Then (iii) is not suﬃcient to ensure h1 ∈ R[x;σ , δ]. Indeed, since j0 and
0 may differ one cannot deduce ν(b j0 )  0 from ν(b j0 ) + j0τ = ν(c0) + 0τ  0. We are thereby
reduced to the stated hypothesis τ = 0.
Assuming τ = 0, note from the ﬁrst and second equalities of (ii) that ν˜(g1) = mini{ν(ai)} = 0, and
we therefore have ν(ai) 0 for all i. This gives ai ∈ R for all i, and g1 ∈ R[x;σ , δ] follows.
Continuing under the assumption that τ = 0, note from the hypothesis f ∈ R[x;σ , δ] that ν(c) 0
for all , and we therefore have ν˜( f ) = min{ν(c)} 0. Since ν˜(h1) = ν˜( f ) (by (i)(b)), and since for
τ = 0 we have ν˜(h1) = min j{ν(b j)}, it follows that ν(b j) 0 for all j, hence that h1 ∈ R[x;σ , δ].
To complete the proof note from (i) that ν˜(g1) and ν˜(h1) must vanish if this is the case
for ν˜( f ). 
We are now in a position to give the Eisenstein valuation criterion for skew polynomials.
Theorem 9.7 (The Eisenstein valuation criterion). Assume ν is both surjective and 0-compatible with
K [x;σ , δ], and set m := {r ∈ R | ν(r) > 0}. Let f = clxl + cl−1xl−1 + · · · + c0 ∈ R[x;σ , δ] be non-constant
and satisfy c0 /∈m, ci ∈m for i = 1,2, . . . , l, and cl /∈m2 . Then f is irreducible in R[x;σ , δ].
Note from Proposition 3.4(c) that m is the unique maximal left-and-right ideal of the valuation
ring R .
Proof. We claim that m is invariant under δ, under σ , and under σ−1. For δ this is immediate
from (4.2) (with τ = 0), and for σ from (4.3). As for σ−1, choose any r ∈ m and set a := σ−1(r).
Then from σ(a) = r and (4.3) we see that ν(σ−1(r)) = ν(a) = ν(σ (a)) = ν(r), and the claim follows.
Suppose f is reducible in K [x;σ , δ]. By Proposition 9.6 we may then assume f = gh, where
g,h ∈ R[x;σ , δ]. Let g =∑mi=0 aixi , h =∑nj=0 b jx j with m > 0, n > 0 and ambn = 0. Then cl = cm+n =
amσm(bn) = 0. Since m is prime and c ∈ m \ m2 we have either am ∈ m and σm(bn) /∈ m or am /∈ m
and σm(bn) ∈m.
Case 1. am ∈m and σm(bn) /∈m.
From Eq. (2.7) and the given hypotheses we have c0 =∑mi=0 aibδi0 /∈ m. It follows that there is a
(necessarily unique) index i0 satisfying 0  i0  m, ai0 /∈ m, and ai0+1, . . . ,am ∈ m. Since n > 0 we
have n + i0 > 0, and cn+i0 ∈ m is then seen from the given hypotheses. On the other hand, by means
of a second appeal to Eq. (2.7) we can write
cn+i0 =
m∑
i=0
∑
j+k=n+i0
ai Sik(b j). (i)
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cn+i0 =
m∑
i=i0
∑
j+k=n+i0
ai Sik(b j)
= ai0
∑
j+k=n+i0
Si0k(b j) +
m∑
i=i0+1
∑
j+k=n+i0
ai Sik(b j).
Since j  n, and since Sik = 0 unless 0 i  k, we have ∑ j+k=n+i0 Si0k(b j) = Si0 i0(bn), which by the
ﬁnal equality in (2.3) is equal to σ i0 (bn), and we therefore have
cn+i0 = ai0 · σ i0(bn) +
m∑
i=i0+1
∑
j+k=n+i0
ai Sik(b j).
Because all ai appearing in the ﬁnal double summation are elements of m the same holds for the
value of that double sum, and ai0σ
i0 (bn) ∈ m then follows from cn+i0 ∈ m. Since ai0 /∈ m this forces
σ i0(bn) ∈m, hence σm(bn) = σm−i0 (σ i0 (bn)) ∈m by σ -invariance, and we have a contradiction.
Case 2. am /∈m and σm(bn) ∈m.
In this instance the argument becomes more transparent by abandoning the Sij-notation.
By assumption there is a (necessarily unique) index j0 satisfying 0  j0  n, σm(b j0 ) /∈ m, and
σm(b j0+1), . . . , σm(bn) ∈ m. The trick is to note, from the paragraph surrounding (2.3), that the ana-
logue of equality (i) of the previous case can be expressed as
cm+ j0 =
m∑
i=0
∑
j+k=m+ j0
(
i
k
)
aiσ
k(bδi−kj ).
Since m + j0 = j + k  j + i  j +m we have j  j0, with equality holding throughout if and only if
j = j0, in which case k = i =m. Thus
cm+ j0 =
∑
j+k=m+ j0
(
m
k
)
amσ
k(b j) +
m−1∑
i=0
∑
j+k=m−1+ j0, j> j0
(
i
k
)
aiσ
k(bδi−kj )
= amσm(b j0) +
∑
j+k=m+ j0+1, j> j0
(
m
k
)
amσ
k(b j)
+
m−1∑
i=0
∑
j+k=m−1+ j0, j> j0
(
i
k
)
aiσ
k(bδi−kj ).
From the invariance of m under δ,σ and σ−1, and from the choice of j0, all terms σ k(b j) and
σ k(bδ
i−k
j ) appearing within summands following the ﬁnal equality sign are in m, whereas σ
m(b j0 ) /∈m.
Moreover, since m > 0, cm+ j0 ∈m by hypothesis, hence amσm(b j0 ) ∈m. Because (in this case) am /∈m,
the maximality of m forces σm(b j0 ) ∈m, and this contradicts the choice of j0. 
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the following condition: there is a prime p such that p  |a0 , p|a j for j = 1, . . . ,n, and p2  |an. Then f is
irreducible in Z[x].
Proof. In the notation of Theorem 9.7 take K = Q, let ν be the p-adic valuation, let σ = idQ and let δ
be the trivial derivation. Then R = { ab ∈ Q | gcd(a,b) = 1, p  b} and m = { ab ∈ R | gcd(a,b) = 1, p | a}.
The stated hypotheses imply a0 /∈ m, an, . . . ,a1 ∈ m, and an /∈ m2, and from the theorem we conclude
that f (x) is irreducible in R[x]. Since R[x] contains Z[x], the result follows. 
In the statement and proof of the following result we drop the standing hypotheses for the section.
In particular, we do not (initially) assume there is a valuation on the ﬁeld K .
Corollary 9.9. (See Kovacic [16].) Let A be an integral domain with quotient ﬁeld K and let p ⊂ A be a prime
ideal such that the localization Ap ⊂ K is a principal ideal domain. Assume σ : A → A is a ring embedding,
that δ : A → A is a σ -derivation, and that p is both σ and δ-invariant. Let the extensions of σ and δ to both
Ap and K again be denoted by σ and δ. Finally, suppose L =∑li=0 cixi ∈ A[x;σ , δ] is such that ci ∈ p for
i = 1, . . . , l, c0 /∈ p and cl /∈ p2 . Then L is irreducible over K .
Proof. Deﬁne a surjective valuation ν : K → Z ∪ {∞} as in Example 9.1, and note from that example
that ν is 0-compatible with K [x;σ , δ]. Let m ⊂ R := Ap be as in that example, and note that p ⊂ m.
The hypotheses therefore ensure that one has ci ∈ m for i = 1, . . . , l, c0 /∈ m and cl /∈ m2, whereupon
irreducibility is immediate from Theorem 9.7. 
Although we have assumed 0-compatibility in Theorem 9.7, the result also holds when ν is τ -
compatible with R[x;σ , δ] and τ  0. Simply observe that when τ  0 the τ -compatibility condition
in (9.1) implies the same condition with τ replaced by 0. It then follows from Proposition 4.5 that
when τ > 0 there are at least two ways to extend the valuation ν to K [x;σ , δ]:
1. τ -compatibility gives:
ν˜τ
(∑
kix
i
)
:= min
i
{
ν(ki) + iτ
}
. (9.7)
2. 0-compatibility gives:
ν˜0
(∑
kix
i
)
:= min
i
{
ν(ki)
}
. (9.8)
In particular, when τ > 0 one can replace τ by 0 and then use Theorem 9.7 for verifying the irre-
ducibility criterion. From Eqs. (9.7) and (9.8) we see that the valuation extension of 0-compatibility is
simpler to deal with: it is easier to calculate the valuation ring and maximal ideal.
Examples 9.10. (Applications to differential operators over C(z).) Recall from Example 3.1(b) that
when z0 = ∞ the Laurent expansion of f ∈ C(z) refers to the Laurent expansion of f (1/t) at t = 0.
A proper discrete valuation ν∞ on M(P1) is deﬁned by ν∞( f ) := ord∞( f ), but actual values can be
computed in a more direct manner:
f = p/q = p(z)/q(z) ∈ C(z) ⇒ ν∞( f ) = ord∞( f ) = deg(q) − deg(p).
The corresponding valuation ring is given by
R∞ :=
{
p
q
∣∣∣ deg(q) deg(p)}, (i)
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m :=
{
p
q
∣∣∣ deg(q) > deg(p)}. (ii)
Note that m is generated by 1z .
(a) Many differential operators not contained in R∞[ ddz ] might still be amenable to analysis by means
of the ord∞-valuation, often simply upon multiplication by an appropriate power of z. For exam-
ple, one has
L := z2 d
3
dz3
+ 2z d
dz
+ z3 /∈ R∞
[
d
dz
]
,
whereas
1
z3
L = 1
z
d3
dz3
+ 2
z2
d
dz
+ 1 ∈ R∞
[
d
dz
]
.
For the operator 1
z3
L we have c0 := 1 /∈ m, c1 := 2z2 ∈ m, c2 := 1z ∈ m, and c2 /∈ m2, whereupon
irreducibility over R∞[ ddz ] is immediate from Theorem 9.7. By Proposition 9.6 the same result
follows over C(z)[ ddz ] for 1z3 L, and it is then an easy matter to see that L must be irreducible
over C(z)[ ddz ].
(b) It is interesting to note that one can exploit the exclusion 1z /∈m2 to construct an irreducible dif-
ferential operator of any prescribed degree. Speciﬁcally, for any positive integer n the differential
operator
1
z
dn
dzn
+ an−1(z) d
n−1
dzn−1
+ · · · + a1(z) d
dz
+ 1
must be irreducible over C(z) if one has an−1(z), . . . ,a1(z) ∈ m, and one can choose such coeﬃ-
cients in many ways.
In both examples the key step for applying Theorem 9.7 is transforming in such a way that the
resulting leading coeﬃcient does not belong to m.
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