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Résumé –
Au cours de la dernière décennie, de nombreuses méthodes pour l’analyse et la classification de données fondées sur la théorie des noyaux
reproduisants ont été proposées. Elles constituent une source de progrès, tant au niveau de la complexité algorithmique que des performances
atteintes. On montre dans cet article qu’un choix approprié de noyau reproduisant permet à ces méthodes d’opérer sur des représentations temps-
fréquence. Ce lien ouvre de multiples perspectives au domaine de l’analyse des signaux non-stationnaires puisqu’il lui permet d’accéder aux
plus récentes avancées méthodologiques et théoriques en matière de reconnaissance des formes et de théorie de l’apprentissage.
Abstract –
During the last decade, many important advances have been made in the field of pattern recognition with the theory of reproducing kernels.
This unified view has led to new algorithms with improved performance and lower computational complexity. In this paper, we show that some
specific reproducing kernels allow these algorithms to operate on time-frequency representations. This link offers new perspectives in the field of
non-stationary signal analysis since it provides an access to the most recent methodological and theoretical developments of pattern recognition
and statistical learning theory.
1 Introduction
L’analyse des signaux non-stationnaires nØcessite la mise en
uvre d’outils spØciques parmi lesquels Ømergent les dis-
tributions temps-frØquence et temps-Øchelle. Celles-ci con-
stituent une alternative intØressante aux techniques d’analyse
spectrale classiques en incluant explicitement une dimension
supplØmentaire d’Øvolution temporelle. Elles offrent de plus
une grande variØtØ d’espaces de reprØsentation, à la mesure de
la diversitØ des objectifs visØs par les utilisateurs. Par exemple,
il est possible de privilØgier l’intelligibilitØ de l’information
dØlivrØe par une reprØsentation en y limitant les manifestations
de bruits et autres termes interfØrentiels nuisant à sa lisibil-
itØ [1, 2, 3]. On peut encore Œtre à la recherche d’un espace
de reprØsentation favorisant la rØsolution d’un problŁme de dØ-
cision [4], point de rencontre entre l’analyse des signaux non-
stationnaires et les thØories de la dØcision et de l’apprentissage.
Au cours de la derniŁre dØcennie, de multiples algorithmes
pour l’analyse et la classication de donnØes fondØs sur la
thØorie des espaces de Hilbert à noyau reproduisant ont ØtØ
dØveloppØs [5]. Ils reposent sur un principe central appelØ coup
du noyau, exploitØ pour la premiŁre fois avec les Support Vec-
tor Machines ou SVM [6], qui confŁre un caractŁre non-linØaire
à nombre de mØthodes originellement linØaires [7]. Parmi elles,
on compte par exemple des gØnØralisations non-linØaires de
l’analyse en composantes principales [8] et des analyses dis-
criminantes de Fisher [9] et gØnØralisØe [10], respectivement
dØsignØes dans la littØrature par kernel-PCA, kernel-FDA et
kernel-GDA. Les mØthodes à noyau constituent une source de
progrŁs, tant au niveau du coßt calculatoire que des perfor-
mances atteintes, ces derniŁres Øtant par ailleurs encadrØes par
des bornes thØoriques sans cesse afnØes dans le cadre de la
thØorie statistique de l’apprentissage [11, 12]. Clairement, le
domaine de l’analyse temps-frØquence ne s’est pas encore ap-
propriØ ces techniques et la thØorie qui les accompagne bien
que, paradoxalement, la recherche d’espaces de reprØsenta-
tion mettant en Øvidence une information pertinente y fasse
l’objet de toutes les attentions. Aujourd’hui encore, peu de
travaux combinent en effet mØthodes à noyau et analyse temps-
frØquence. Citons toutefois [13, 14] oø, pour rØsoudre un prob-
lŁme de classication de signaux non-stationnaires, les auteurs
associent les SVM à un noyau dØni à partir de reprØsentations
temps-frØquence paramØtrØes selon [2].
A caractŁre plus gØnØrique, le prØsent article a pour objec-
tif de montrer que les mØthodes à noyau les plus performantes
et les plus diverses peuvent Œtre mises en uvre dans le plan
temps-frØquence grâce à un choix appropriØ de noyau repro-
duisant. L’analyse temps-frØquence des informations extraites
par ces algorithmes est Øgalement abordØe, contribuant ainsi
à justier le choix de ces espaces de reprØsentation. Mais au
prØalable, il convient de rappeler les principaux ØlØments de
thØorie soutenant les mØthodes à noyau.
2 Rappels du cadre théorique
Les mØthodes à noyau sont pour la plupart issues d’algorithmes
linØaires auxquels on a pu appliquer les deux rØsultats clØs que
sont le coup du noyau et le thØorŁme de reprØsentation [15].
Leur prØsentation fait ici suite à celle de la notion de noyau.
2.1 Noyau défini positif, noyau reproduisant
On considŁre un sous-espace X de L2(C), l’espace des sig-
naux d’Ønergie nie à valeurs dans C, que l’on munit du produit
scalaire canonique 〈xi, xj〉 =
∫
t
xi(t)xj(t) dt et de la norme
associØe. Un noyau dØsigne une fonction κ(xi, xj) de X × X
dans C, à symØtrie hermitienne. On rappelle les deux dØni-
tions fondamentales suivantes [5, 11].
Définition 1. Un noyau κ est dit dØni positif sur X s’il vØrie
n∑
i=1
n∑
j=1
ai aj κ(xi, xj) ≥ 0 (1)
pour tout n ∈ IN, x1, . . . , xn ∈ X et a1, . . . , an ∈ C.
Définition 2. Soit (H, 〈· , ·〉H) un espace de Hilbert constituØ
de fonctions de X dans C. La fonction κ(xi, xj) de X × X
dans C est le noyau reproduisant de H, sous rØserve qu’il en
admette un, si et seulement si
• la fonction κxi : xj 7→ κxi(xj) = κ(xi, xj) appartient
à H, quel que soit xi ∈ X xØ ;
• on a ψ(xi) = 〈ψ, κxi〉H pour tout xi ∈ X et ψ ∈ H.
On dØmontre que tout noyau dØni positif κ est le noyau re-
produisant d’un espace de Hilbert de fonctions de X dans C en
exhibant directement celui-ci. On considŁre pour cela l’espace
vectoriel H0 engendrØ par les fonctions {κx}x∈X , auquel on
associe le produit scalaire
〈ψ, φ〉H0 =
n∑
i=1
m∑
j=1
ai bj κ(xi, xj), (2)
avec ψ =
∑n
i=1 ai κxi et φ =
∑m
j=1 bj κxj appartenant à
l’espace H0. Il s’agit donc là d’un espace prØ-hilbertien, que
l’on complŁte conformØment à [5] de sorte que toute suite de
Cauchy y converge. On aboutit ainsi à l’espace de Hilbert H
à noyau reproduisant κ recherchØ. RØciproquement, on peut
dØmontrer que tout noyau reproduisant est dØni positif [5].
A titre d’exemple, parmi les noyaux reproduisants classiques,
citons le noyau gaussien κ(xi, xj) = exp(−‖xi − xj‖2/2σ20),
oø σ20 est un paramŁtre à xer. D’autres noyaux, ainsi que des
rŁgles permettant de les combiner, sont prØsentØs dans [12, 16].
2.2 Coup du noyau, théorème de représentation
Du second point de la dØnition 2 rØsulte une propriØtØ fon-
damentale des espaces de Hilbert à noyau reproduisant. En
remplaçant ψ par κxj , on aboutit en effet à
κ(xi, xj) = 〈κxj , κxi〉H (3)
quels que soient xi et xj ∈ X . Ainsi le noyau κ fournit-il le
produit scalaire des images dans H de toute paire d’ØlØments
de X , sans qu’il soit nØcessaire d’expliciter ces images. Ce
principe est appelØ coup du noyau. Il permet d’Ølaborer
des mØthodes non-linØaires de traitement de donnØes à par-
tir d’approches linØaires, sous rØserve que celles-ci puissent
s’exprimer uniquement en fonction de produits scalaires des
observations. Il suft en effet de remplacer alors chacun de ces
produits scalaires par un noyau non-linØaire. Ainsi la structure
des algorithmes demeure-t-elle inchangØe et le surcoßt calcula-
toire dß à l’Øvaluation des noyaux nØgligeable.
Pour qu’il soit opØrationnel, le coup du noyau nØcessite sou-
vent d’Œtre associØ au thØorŁme de reprØsentation [15]. Il en est
par exemple ainsi pour les mØthodes kernel-PCA, kernel-FDA
et kernel-GDA. Ce thØorŁme Øtablit que toute fonction ψ∗ d’un
espace de Hilbert à noyau reproduisant H qui minimise un coßt
J((x1, y1, ψ(x1)), . . . , (xn, yn, ψ(xn))) + g(‖ψ‖
2
H), (4)
impliquant n sorties ψ(xi) obtenues pour des entrØes xi et
Øventuellement n sorties dØsirØes yi, avec g une fonction
monotone croissante sur IR+, peut s’Øcrire sous la forme
ψ∗ =
n∑
i=1
a∗i κxi . (5)
On dØmontre ceci en notant que toute fonction ψ de H se dØ-
compose selon ψ =
∑n
i=1 ai κxi + ψ
⊥
, avec 〈ψ⊥, κxi〉H = 0
pour tout i = 1, . . . , n. Puisque ψ(xj) = 〈ψ, κxj 〉H, la valeur
de ψ(xj) n’est donc pas affectØe par ψ⊥, pour j = 1, . . . , n.
3 Mises en œuvre temps-fréquence
L’objectif de cette section est de montrer que les mØthodes à
noyau peuvent Œtre mise en uvre dans le domaine temps-
frØquence grâce à un choix appropriØ de noyau reproduisant.
On s’intØresse d’abord à la distribution de Wigner, par soucis
de clartØ, avant d’Øtendre l’Øtude à d’autres distributions. On
suppose disposer dans la suite d’un ensembleAn comprenant n
signaux xi ∈ X , Øventuellement accompagnØs d’une Øtiquette
ou autre sortie dØsirØe yi ∈ Y .
3.1 Distribution de Wigner
On dØsigne par Wx la distribution de Wigner de x, c’est-à-dire
Wx(t, f) =
∫
x(t+ τ/2)x(t− τ/2) e−2jpifτ dτ. (6)
Les classiques mØthodes paramØtriques de reconnaissance des
formes, appliquØes ici dans le plan temps-frØquence, reposent
sur l’estimation de Ψ∗ de sorte que la statistique
ψ∗(x) = 〈Ψ∗,Wx〉 =
∫∫
Ψ∗(t, f)Wx(t, f) dt df (7)
optimise un critŁre J donnØ, par exemple celui de Fisher pour
une analyse factorielle discriminante. En pratique,1 la rØso-
lution d’un tel problŁme est rendue difcile par la taille des
reprØsentations Wxi manipulØes. Le coup du noyau et le
thØorŁme de reprØsentation peuvent ici jouer un rôle dØtermi-
nant. On considŁre pour cela le noyau suivant
κW (xi, xj) = 〈Wxi ,Wxj 〉. (8)
1Les méthodes de discrétisation de la distribution de Wigner étant multi-
ples, on a pris le parti de raisonner sur la définition (6) dans cet article. En pra-
tique, on rappelle toutefois que les représentations temps-fréquence discrètes
de signaux composés de l échantillons sont des matrices de taille (l× l).
Figure 1: Problème de classification concernant deux familles de 200 signaux de longueur 64, gaussiens C1) et à modulation de fréquence
parabolique (C2), noyés dans un bruit blanc. Résultats issus d’une kernel-FDA, sans régularisation à gauche et avec régularisation au milieu, et
de l’application d’un algorithme SVM à droite. Le noyau quadratique (9) et la relation de reconstruction (10) ont été utilisés.
Notons immØdiatement qu’il ne nØcessite aucun calcul de dis-
tributions de Wigner puisque, par la relation de Moyal, on a
κW (xi, xj) = |〈xi, xj〉|
2. (9)
On vØrie qu’il s’agit d’un noyau dØni positif. La condi-
tion (1), qui peut s’exprimer sous la forme ‖∑i aiWxi‖2 ≥ 0,
est en effet satisfaite. Il lui correspond donc un espace de
Hilbert à noyau reproduisantHW unique. On l’obtient en com-
plØtant l’espace fonctionnel H0 dØni ci-dessous de sorte que
toute suite de Cauchy y converge, ce que l’on note HW = H0.
H0 = {ψ : X → IR | ψ =
∑
i
ai |〈· , xi〉|
2, ai ∈ IR, xi ∈ X}
Rien ne s’oppose dØsormais à la mise en uvre du coup du
noyau et à l’application du thØorŁme de reprØsentation, ou plus
gØnØralement à l’association du noyau (8)-(9) à tout algorithme
à noyau dØcrit dans la littØrature. Le rØsultat (5) admet alors
une interprØtation temps-frØquence implicite, que l’on exhibe
en identiant Ψ∗ gurant dans l’expression (7). Ainsi, on a
Ψ∗ =
n∑
i=1
a∗i Wxi (10)
oø les Øchantillons xi dØsignent les ØlØments de l’ensemble
d’apprentissage An. On insiste sur le fait que l’estimation des
paramŁtres ai ne nØcessite aucun calcul de distributions temps-
frØquence puisqu’elle repose sur le noyau (9). En revanche, si
on le souhaite, un calcul itØratif permet de dØterminer Ψ∗ dans
un second temps sans qu’il ait jamais ØtØ nØcessaire de con-
server en mØmoire l’ensemble des distributions de Wigner des
ØlØments de la base d’apprentissage.
3.2 Extension à d’autres distributions
3.2.1 Transformée de Fourier à court-terme
On s’intØresse tout d’abord à une distribution temps-frØquence
linØaire : la transformØe de Fourier à court-terme, notØe Fx.
Elle est unitaire à condition que la fenŒtre d’analyse soit
d’Ønergie unitØ, ce qui signie
〈Fxi , Fxj 〉 = 〈xi, xj〉. (11)
Le noyau associØ, κF (xi, xj) = 〈xi, xj〉, est Øvidemment
dØni positif puisque la condition ‖∑i ai xi‖2 ≥ 0 est sat-
isfaite. Toute mØthode à noyau peut donc Œtre mise en uvre
sur la transformØe de Fourier à court-terme à partir de celui-ci.
Dans un second temps, on peut accØder à l’information temps-
frØquence extraite grâce à l’expression (5) dans laquelle Wxi
aura fait place à Fxi .
3.2.2 Classe de Cohen
On se concentre à prØsent sur les distributions Cx de la classe
de Cohen, caractØrisØes par une fonction de paramØtrisation Φ
que l’on a choisie de considØrer dans le plan Doppler-retard
Cx(t, f) =
∫∫
Φ(ν, τ)Ax(ν, τ) e
−2jpi(fτ+νt) dν dτ, (12)
oø Ax dØsigne la fonction d’ambiguïtØ à bande Øtroite du sig-
nal x. Notons en passant que la distribution Ax est unitaire.
Tout comme la distribution de Wigner, lui est associØ le noyau
quadratique (9), et par consØquent le mŒme espace de Hilbert
à noyau reproduisant. En outre, leurs signatures Ψ∗ respec-
tives sont liØes par une transformØe de Fourier bidimension-
nelle, les paramŁtres a∗k obtenus au terme de la minimisation
du critŁre (4) Øtant identiques dans les deux cas en vertu de
l’ØgalitØ de Parseval-Plancherel appliquØe à (7). Concernant
les distributions de la classe de Cohen en gØnØral, le noyau re-
produisant associØ s’exprime ainsi
κ(xi, xj) =
∫∫
|Φ(ν, τ)|
2
Axi(ν, τ)Axj (ν, τ) dν dτ. (13)
On retrouve à nouveau le noyau quadratique (9) si la condition
d’unitaritØ |Φ(ν, τ)| = 1 est satisfaite. Parmi les distributions
concernØes, on peut citer par exemple celles de Page-Levin et
de Rihaczek. Dans les autres cas, les calculs ne se prØsentent
pas aussi favorablement puisqu’il est nØcessaire d’expliciter les
distributions Cxi pour Øvaluer leurs produits scalaires deux à
deux prØalablement à l’application d’une mØthode à noyau.
4 Applications
La premiŁre application concerne un problŁme de classication
de deux familles de 200 signaux de longueur 64, gaussiens (C1)
et à modulation de frØquence parabolique (C2), noyØs dans un
bruit blanc gaussien. La gure 1 prØsente les signatures Ψ∗
obtenues au terme de la mise en uvre de deux algorithmes de
classication non-linØaire, kernel-FDA et SVM, sur la base du
noyau quadratique (9). Comme le montre la gure de gauche,
l’application directe de la mØthode kernel-FDA ne met pas en
Øvidence la conguration temps-frØquence des signaux ØtudiØs.
Des problŁmes d’instabilitØ numØrique identiØs dans [9] en
sont la cause, que l’on peut contenir à l’aide d’une technique
de rØgularisation de type Tikhonov comme l’illustre la gure
du centre. La gure de droite met en Øvidence la propriØtØ
rØgularisante des SVM, propriØtØ intØgrante du critŁre de marge
Méthode Taux d’erreur (%)
kernel-FDA non-régularisée 50
kernel-FDA régularisée 7
SVM 1.5
Figure 2: Comparaison des taux d’erreur obtenus avec les méthodes
SVM et kernel-FDA, non-régularisée et régularisée, pour le problème
décrit en figure 1.
Figure 3: Module-carré de la 1ère composante principale issue
d’un algorithme kernel-PCA appliqué à 300 signaux à modulation de
fréquence sinusoïdale, noyés dans un bruit blanc.
sur lequel elles reposent et qui a fait leur succŁs. Le tableau en
gure 2 fournit les taux d’erreur associØs.
La seconde application est relative à la mise en uvre de la
mØthode kernel-PCA, qui effectue une analyse en composantes
principales non-linØaires d’un ensemble d’individus. Celle-ci
a ØtØ appliquØe à une famille de 300 signaux de 256 com-
posantes, à modulation de frØquence sinusoïdale et noyØs dans
un bruit blanc. La gure 3 reprØsente la premiŁre composante
principale obtenue à partir du noyau (11) et de la transfor-
mØe de Fourier à court-terme. Les caractØristiques temps-
frØquence des signaux ØtudiØs sont clairement identiables.
Notons qu’une analyse en composantes principales appliquØe
directement aux transformØes de Fourier à court-terme des sig-
naux aurait fourni le mŒme rØsultat. Elle aurait cependant
ØtØ trŁs difcile à mettre en uvre puisqu’elle aurait nØces-
sitØ la manipulation de 300 individus constituØs de 2562 com-
posantes, et notamment la diagonalisation de leur matrice de
covariance de taille 2562×2562. L’approche proposØe a permis
de surmonter cet inconvØnient puisqu’elle n’a nØcessitØ que la
diagonalisation d’une matrice de Gram, ici de taille 300× 300.
5 Conclusion
La thØorie des noyaux reproduisants a permis le dØveloppe-
ment fulgurant d’une classe d’algorithmes de reconnaissance
des formes dont la formulation ne dØpend pas de de la nature
des donnØes traitØes, ni de l’espace de reprØsentation adoptØ
pour rØsoudre les problŁmes. Au delà de ce caractŁre universel,
celles que l’on range dØsormais sous le qualicatif de mØthodes
à noyau doivent Øgalement leur succŁs à l’essor de la thØorie
statistique de l’apprentissage, au sein de laquelle la prØdiction
de leurs performances en gØnØralisation fait aujourd’hui encore
l’objet d’Øtudes approfondies. L’analyse temps-frØquence trai-
tant d’espaces de reprØsentation particuliers, nous avons mon-
trØ dans cet article qu’elle peut bØnØcier des plus rØcents
dØveloppements des mØthodes à noyau. Il s’agit à prØsent de
poursuivre cet effort et de proter de l’Øclairage nouveau ap-
portØ sur elles par la thØorie de l’apprentissage et celle des noy-
aux reproduisants.
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