In situ data of the Mediterranean Water undercurrents and eddies south of Portugal indicate that the undercurrents have a tubelike structure in potential vorticity and that dipole formation can occur when the lower undercurrent extends seaward below an offshore upper countercurrent. A two-layer quasigeostrophic model is used to determine the dynamical conditions under which dipole formation is possible. With piecewise-constant potential vorticity, the flow exhibits two linear modes of instability comparable to those found in the Phillips model with topography. Weakly nonlinear analysis and fully nonlinear simulations of the flow evolution agree on the regimes of either finite-amplitude perturbation saturation, corresponding to filamentation, or amplification, corresponding to vortex or dipole formation. This latter regime is more specifically studied: vortex dipole formation and ejection from the coast is obtained for long waves, with opposite-signed but similar amplitude layer potential vorticities. A simple point vortex model reproduces this phenomenon under the same conditions. It is then shown that dipole formation occurs for minimal wave dispersion, and hence for weak horizontal velocity shears. As observed at sea, dipoles are formed when the lower potential vorticity core extends seaward below a countercurrent.
Rationale and outline of the study
The Mediterranean Water (MW) outflow in the eastern Atlantic Ocean exits from the Strait of Gibraltar; from there, its warm and salty waters plunge down the continental slope in the Gulf of Cadiz. As the MW outflow mixes with fresher Atlantic water via turbulent motions (Baringer and Price 1997a) , and veers right under the influence of the Coriolis force, it follows the Iberian slope northwestward (Madelain 1970; Zenk 1970) . This outflow then separates into two density currents, hereinafter the MW cores (also known as the MW undercurrents), which reach their equilibrium depths (800 and 1200 m) near 8°W (Zenk 1975; Ambar and Howe 1979a,b; Serra et al. 2005) . A transition in the behavior of the outflow, from a density current to a wall-bounded jet occurs west of that region. From there on, the two MW cores flow westward along the southern Iberian slope.
The dynamics of the MW outflow has been extensively studied. Zenk (1970) and Ambar and Howe (1979a,b) first described the hydrology of the outflow.
Later studies relied on several experiments at sea, as follows:
• the Gulf of Cadiz Experiment (Prater and Sanford 1994; Baringer and Price 1997a,b) , • the Canary Islands Azores Gibraltar Observations (CANIGO; Serra and Ambar 2002; Chérubin et al. 2003; Serra et al. 2005 ), • 
the Suivi des Eaux Méditerranéennes en Atlantique
Nord-Est (SEMANE; Chérubin 1997 Chérubin , 2000 Chérubin et al. 1997 Chérubin et al. , 2000 Carton et al. 2002) , and • the Mediterranean Undercurrent-Eddies and Topographic Effects (MEDTOP; Serra et al. 2005 ).
These experimental programs focused on the dynamics of the MW cores and on their interaction with topography. These studies tried to elucidate the geographical and dynamical origin of the meddies (MW eddies) that were observed close to the Iberian slope (Pingree and Le Cann 1993a,b; Prater and Sanford 1994; Schultz-Tokos et al. 1994; Shapiro et al. 1995; Pingree 1995; Paillet et al. 2002; Carton et al. 2002; Serra and Ambar 2002; Serra et al. 2005) , but also far away in the North Atlantic Ocean (Armi and Zenk 1984; Armi et al. 1989; Käse et al. 1989; Schultz-Tokos and Rossby 1991; Zenk et al. 1992) .
These experiments have determined that regions with abrupt changes in bottom topography, near the Iberian slope, are sites of meddy formation. From east to west, these sites are Portimaõ Canyon (Chérubin et al. 1996) , Cape Saint Vincent (Bower et al. 1997; Chérubin et al. 2000; Serra and Ambar 2002) , and Estremadura Promontory (Bower et al. 1997; Chérubin et al. 2000) , Portugal.
These in situ observations have identified or confirmed several mechanisms for the formation of meddies.
For the formation of a meddy near a cape, the following three mechanisms were studied: 1) the separation of the boundary layer of a coastal jet [the roll-up of the negative relative vorticity strip forms the eddy (D'Asaro 1988; Bower et al. 1997) ]; 2) the momentum imbalance paradox [in order to balance the alongshore momentum, which rotates by 90°, the current forms an anticyclonic bulge that detaches and moves southwestward (Pichevin and Nof 1996; Nof and Pichevin 2001) ]; and 3) the baroclinic instability [this is shown to play an important role in the detachment of a meddy from a cape (in particular Cape Saint Vincent; see Sadoux et al. 2000; Serra and Ambar 2002) ].
For the formation of a meddy downstream of a canyon, the following three complementary mechanisms were proposed:
1) The upper core can split into a part that follows the canyon rim and is successively accelerated shoreward and seaward (Chérubin et al. 2000) . This can induce meanders downstream of the canyon. 2) The other part of the upper core and the lower core fall into the canyon and undergo vortex stretching, which induces cyclonic circulation. This cyclonic pole in the canyon pushes the cores away from the slope downstream (Serra 2004 ). An anticyclonic meander is formed there, which can separate as a meddy. 3) Barotropic and/or baroclinic instability of one or both of the MW cores can be triggered or amplified by the canyon. It was shown in the SEMANE data that the Rayleigh and Charney-Stern instability criteria were satisfied in the vicinity of Portimaõ Canyon (Chérubin et al. 2000) . Barotropic instability was also studied numerically (Chérubin et al. 1996) ; it can produce barotropic dipoles, especially in the presence of a canyon transverse to the flow.
In the Gulf of Cadiz, the ejection of a baroclinic dipole 1 from the MW cores was recorded and followed with subsurface floats trajectories . Chérubin et al. (2003) , using current-meter time series and subsurface float trajectories, showed that this dipole resulted from growing perturbations in the MW cores' velocity field. Recent data (Serra et al. 2005) indicate that before a dipole is shed from the MW cores, the lower core extends noticeably seaward, and a countercurrent is found above this lower westward jet.
The present study is therefore focused on the conditions under which baroclinic instability of the MW cores along the southern Iberian slope can lead to the formation of meddies or dipoles in the Gulf of Cadiz. A simple model is used to provide analytical results and to allow for extensive sensitivity studies. Indeed, realistic numerical modeling of the Mediterranean outflow has already been carried out (Jungclaus and Mellor 2000; Johnson et al. 2002; Papadakis et al. 2003; Serra et al. 2005) , but none of these simulations have shown the formation of baroclinic dipoles in the vicinity of Portimaõ Canyon.
After describing the velocity structure at 8°W from SEMANE data in section 2, we present a quasigeostrophic (QG) analytical model of the MW cores in section 3. A linear and a weakly nonlinear model are used in section 4 to rationalize the growth of perturbations. Results of numerical simulations of the MW core instability in the QG model are presented in section 5. The effects of horizontal shear on the nonlinear dipole regimes are discussed in section 6. Section 7 presents the conclusions of the study.
Description of the MW undercurrents
This section presents the velocity structure of the MW cores upstream of Portimão Canyon (8°-8°20ЈW). Data collected during the SEMANE project over three different years (1995, 1997, and 1999) at the same lo-cation are compared. To our knowledge, few velocity measurements have been performed historically along meridional sections in that region. Float trajectories collected during the CANIGO project are also presented; they reveal the formation of a dipole south of Portimão Canyon.
a. Velocity and PVA structure
High-resolution sections of temperature, salinity, and horizontal velocity across the MW cores upstream of Portimão Canyon were obtained from CTD and lowered acoustic Doppler current profiler (LADCP) measurements during the SEMANE project. The latter are presented in Fig. 1 .
LADCP measurements show velocity maxima over 50 cm s Ϫ1 between 900-and 1000-m depths during the 1995 (Fig. 1a) and 1999 (Fig. 1c) measurements. The velocity maxima extend by 5 km southward of the slope in 1995 and by 10 km in 1999. The current rapidly decreases southward, down to 5 cm s
Ϫ1
, 10 km from the coast in 1995 and 30 km away in 1999. Farther south, westward flow is observed in both years. In 1997, the velocity maxima at the same depths do not exceed 36 cm s Ϫ1 (Fig. 1b) . Westward flow is also observed above the lower core and south of the upper core with maxima up to 8 cm s Ϫ1 in 1997. Analysis of the density field in 1999 shows a squeezing of isopycnals above the upper core between 500 and 600 m. A similar isopycnal squeezing extends farther south above the lower core (900-1000 m), as shown by the CTD measurements in 1999 (Fig. 2a) . The Ertel potential vorticity anomaly (PVA) sections were computed for the 1995 and 1997 data and were presented in Chérubin et al. (2000) . Here PVA ϭ Ϫ( ϩ f ) ‫ץ(‬ z /) ϩ f ‫ץ‬ z 0 / 0 , where ϭ ‫ץ‬ x Ϫ ‫ץ‬ y u is the relative vorticity and 0 is the reference density, taken outside the MW outflow. They indicate a structure in cores with alternating positive and negative PVA. The same structure is observed in SEMANE 1999 data (Fig. 2a) . Areas of squeezed isopycnals correspond to a core of positive PVA. The heart of the MW undercurrents (defined here as the region of maximum salinity or temperature at 700-800-and 1100-1200-m depths, for the upper and lower cores, respectively) has a negative PVA. A core of positive PVA also exists between the two MW cores and below the lower MW core (Fig. 2a) . This PVA distribution is shown in the schematic of Fig. 2b . The MW undercurrents system can be viewed as a five-layer PVA core of alternating sign where the maxima of temperature and salinity of each core are characterized by negative PVA and the interfaces between the cores and their surrounding waters by a positive PVA.
Following the Charney and Stern (1962) changes in polarity of PVA along the vertical axis is a source for baroclinic instability. The PVA structure of the MW cores is used to build an idealized model of their baroclinic instability in section 3.
b. Formation of a baroclinic dipole
During the CANIGO experiment, pairs of RAFOS floats [see Rossby et al. (1986) about RAFOS floats] were released both in cores of the MW undercurrents and southward of each of the cores. After sampling the MW undercurrents with expandable bathythermographs (XBTs) along a northeast-southwest line across the Iberian slope at Ϸ8°W, the double pair of RAFOS floats were released at 800 and 1200 m, the average depths of the upper and lower MW core (Chérubin et al. 2003 ). This particular experiment was repeated 6 times between September 1997 and July 1998. The trajectories were first presented in Serra and Ambar (2002) , who give further details on the floats' lives and the data processing. RAFOS trajectories in the vicinity of the Iberian slope are correlated with the MW flow regimes; this was shown by Chérubin et al. (2003) using moored current-meter data in the vicinity of the float deployment area. Chérubin et al. (2003) identified the following two flow regimes: 1) oscillatory-RAFOS float can be entrained in eddies or instabilities at Cape Saint Vincent of Estremadura Promontory, and 2) turbulent-RAFOS floats can be trapped in coherent structures south of Portimão Canyon.
In May 1998, offshore RAFOS floats were trapped in two eddies of opposite polarities (Fig. 3 ), which were formed at the mouth of Portimão Canyon. The upper float exhibited cyclonic rotation eastward of the lower float, which exhibited anticyclonic rotation.
Another baroclinic dipole of MW had previously been observed by Chérubin et al. (2000) at the Estremadura Promontory using surface drifters drogued at 1000 and 1300 m. In that case the cyclone was underneath the anticyclone.
Idealized model of the MW undercurrents a. Choice of the model
The model is simplified to a two-layer configuration, which is the minimum needed to represent baroclinic instability. Considering the complexity of the Ertel PVA in and around the MW cores (Fig. 2b) , our twolayer model is focused on the interaction of the lower core of MW (with a negative PVA) with the thinner layer located between the two cores (which has a positive PVA). The lower layer is then thicker than the upper one.
The model domain idealizes the southern coast of Portugal, with a northern wall at y ϭ 0 (in practice the external boundary of the continental shelf) and the ocean bottom descending southward; the domain extends to y ϭ Ϫϱ.
The mean flow consists of a zonal jet adjacent to the northern wall. The flow is studied in the QG framework. This approximation is valid for a small Rossby number and the small ratio of Rossby to Burger numbers. Serra (2004) has computed these dimensionless parameters for the MW cores (30 sections over 4 yr), and has found that in most cases Ro ϳ0.1-0.15 and 0.15 Ͻ Ro/Bu Ͻ 0.5 (except in two occurrences over 4 yr). Therefore, the quasigeostrophic framework can be applied to the MW cores.
2 In this framework, the steep slope against which the MW cores lie is considered a vertical wall, while the sloping ocean bottom below the MW cores satisfy the QG assumptions (small depth variations across the current compared to the layer thicknesses).
b. QG model setting
In the absence of forcing and dissipation, the QG equations express the conservation of layerwise potential vorticity (PV) 3 q j as
where j is the streamfunction, j ϭ 1, 2 are the upperand lower-layer indices, respectively, and J is the Jacobian operator. With a constant Coriolis parameter f 0 , the QG potential vorticity takes the form
with k ϭ 3 Ϫ j, F j ϭ f 2 0 /(gЈH j ) being the layer-coupling coefficients, gЈ the reduced gravity, H j the thickness of the jth layer (H ϭ H 1 ϩ H 2 ), h B the height of the bottom topography, and ␦ ij the Kronecker symbol.
To invert Eq. (2) for the streamfunctions j , the flow is projected onto barotropic and baroclinic modes,
where h j ϭ H j /H is the dimensionless layer thickness, and
is the inverse-squared deformation radius. Here h 1 ϭ 0.4 to roughly match the observations.
The mean flow 4 corresponds to one alongshore PV strip in each layer (see Fig. 4) ; indeed, data show that PV is well mixed inside the MW cores. Each strip is located between the northern wall and y ϭ Ϫw. The PV values were chosen to obtain jetlike flows with realistic velocity maxima. The corresponding velocity profiles are computed analytically by solving the Poisson and Helmholtz equations [Eq. (3)] in each region ( y ∈ [Ϫϱ, Ϫw] and y ∈ [Ϫw, 0]), with a vanishing streamfunction at y ϭ 0, a vanishing mean flow at y → Ϫϱ, and continuity of streamfunction and velocity across the PV front as boundary conditions. For topography of the form
the mean flow barotropic and baroclinic streamfunctions in each region are
where A t , B t , A c , and B c are determined using the boundary conditions; L is the meridional decay length of the topography. The dimensionless width of the PV strip was chosen as ␥w ϭ 1.5 for consistency with observations. An average topographic decay scale of the Iberian slope under the MW cores is given (in dimensionless form) by ␥L ϭ 0.5.
Linear and weakly nonlinear instabilities a. Equations
Normal-mode theory is used and a small perturbation 0 j is added to the mean flow, taking the form of a sinusoidal perturbation on each potential vorticity front,
corresponding to a streamfunction perturbation
where k is the wavenumber, c ϭ c r ϩ i/k is the phase speed, c r is its real part, and is the growth rate of the perturbation. The functions 0 j are determined from the homogeneous form of (2), that is,
, corresponding to zero PV perturbation away from the PV interfaces. The solutions are a combination of barotropic and baroclinic modes, proportional to exp(Ϯk | y ϩ w |) and exp(ϮK ␥ | y ϩ w|), respectively, where
1/2 (details omitted). Three conditions are used for both the linear and the weakly nonlinear theories to obtain the deviation of the front j and the streamfunction perturbation. These are the 1) continuity of normal velocity across the PV front, 2) continuity of zonal velocity across the PV front, and 3) kinematic condition at the front.
They are given in detailed form in the appendix. These conditions result in a dispersion relation c(k), whose properties are described in the following section.
Considering the choice of strip width and topographic slope, a dimensional analysis of the problem shows that the range of unstable wavenumbers and the growth rates depend on two dimensionless parameters, the flow baroclinicity f and the amplitude of topography b ,
which are varied here. Note that f 0 h 0 B /H 2 is the topographic PV, so that both of these parameters are PV ratios. Variations of ␥w in the range [0.7; 2.5] show that baroclinic instability increases with strip width as expected, but that the nonlinear behavior of the perturbed flow is not qualitatively altered. Varying ␥L up to a value of 3.5 does not qualitatively change the instability of the flow (see Chérubin 2000) . Quantities used hereinafter are thus dimensionless.
b. Results
The three conditions lead to an eigenvalue problem for c(k), which satisfies the quadratic equation
where the coefficients C 11 , C 12 , and D 1 depend in a complicated way on the parameters ␥L, ␥w, f , and b and on the mean flow. The coefficients in the linear dispersion relation are
where
Thus, stability depends on the sign of the discriminant
From the form of the coefficients, it is straightforward to show that a necessary condition for instability is either f Ͻ 0 or Q 1 Q 2 Ͻ 0, the Charney and Stern (1962) condition. The PV must be opposite signed in the two layers.
The growth rates and corresponding wavenumbers of the most unstable perturbations are plotted as a function of the baroclinic f and the topographic height b in Figs. 5a and 5b. When Q 1 Q 2 Ͻ 0 (i.e., when f Ͻ 0), the following two unstable regions or modes are found:
instability occurs for short waves (k Ͼ 1) and is weakened by bottom topography, and 2) b Ͻ 0, that is, Q 2 Ͻ 0, Q 1 Ͼ 0-here baroclinic instability occurs for long waves (k Ͻ 1) and is strengthened by bottom topography.
The difference between the two modes can also be seen in the formulas for C 11 , C 12 , and D 1 . Indeed, b strongly influences the baroclinic velocity at the front. When b Ͼ 0, the first term [(C 11 Ϫ C 12 ) 2 ] in ⌬ is larger and the growth rates are smaller. For b Ͻ 0, the opposite occurs.
Note that these two unstable modes are similar in essence to those of the two-layer Phillips problem with topography.
c. Weakly nonlinear theory
To determine how wave-wave interaction, in the early stages of instability, can lead to the nonlinear saturation of linearly unstable waves, the method introduced by Pratt and Pedlosky (1991) is followed. In brief, this theory is a weakly nonlinear expansion of the perturbation equations as the basic-state flow changes externally from being linearly stable to linearly unstable.
Here, the vertical velocity shear at the front is the critical parameter for baroclinic instability (choosing the vertical PV gradient or the layer-coupling coefficients is equivalent). The vertical shear at the front y ϭ Ϫw is
where U 0 bc (Ϫw) is the baroclinic shear at marginal stability, and K 1 and |␦U bc | ϳ 1 specify the departure of the vertical shear from criticality (the supercriticality). When ϭ 0, the growth rate ϭ 0, but the frequency 0 in linear theory. This motivates the definition of a fast time scale ϭ t associated with the linear wave frequency and a slow time scale T ϭ t associated with the weakly nonlinear evolution, so that ‫ץ‬ t ϭ ‫ץ‬ ϩ ‫ץ‬ T .
All of the variables are expanded in powers of and the perturbation expansions, complete to O( 2 ), are given in the appendix. As in the linear theory, the continuity of the normal and zonal velocity across the PV front and the kinematic condition allow for the explicit calculation of the structure of the perturbation and frontal deviations at each order in . The weakly nonlinear expansions yield the slow time variation equation for the amplitude of the barotropic perturbation, which is proportional to that of the baroclinic component:
The sign of the real part of ␣, ␣ r , determines whether the wave-wave interaction between the upper and lower PV fronts results in finite-amplitude saturation of the unstable waves or in their explosive growth. Inverted triangles correspond to negative ␣ r . Nonlinear amplification of the perturbation is therefore expected. This will result in a seaward extension of meanders, increased curvature of the fronts, and finally separation of either eddies or dipoles from the front. The region in parameter space where this process should occur is mainly f Ͻ Ϫ0.7, ᭙ b .
Squares and circles correspond to positive ␣ r . Nonlinear saturation is expected then and will result in limited meander growth. This region is mainly f Ͼ Ϫ0.8. A difference was made between smaller ␣ r (squares) and larger ␣ r (circles), which correspond to an increased or decreased nonlinear stabilization, respectively.
The weakly nonlinear theory does not show a noticeable difference between the long and short waves identified by the linear theory.
The fully nonlinear regimes will next be analyzed numerically and compared with the results of the weakly nonlinear theory.
Numerical simulation in the QG framework a. The CASL code
To solve the nonlinear two-layer quasigeostrophic equations for the piecewise-constant PV distribution considered here, we employ the contour-advective semi-Lagrangian (CASL) algorithm (Dritschel and Ambaum 1997) , a hybrid numerical method that uses contour advection and surgery (Dritschel 1988 (Dritschel , 1989 for the PV contours, and spectral or gridpoint methods for PV inversion. At each time, the total flow field is obtained by inverting the Poisson and Helmholtz equations [(3)] for each x wavenumber separately using a tridiagonal matrix inversion resulting from a secondorder spatial differencing in y. This numerical algorithm is applied to a domain that is a zonally periodic channel (with boundaries at y ϭ 0 and at y ϭ ϪL d ).
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FFTs are used to convert fields from physical space to spectral space, and vice versa. The meridional velocity is computed in spectral space by wavenumber multiplication, while the zonal velocity u is obtained by centered differences in y.
The boundary conditions are j ( y ϭ 0) ϭ 0 and constant zonal velocity is at y ϭ ϪL d . Because L d /L k 1 and ␥L d K 1, and provided that simulations are not run until a vortex hits the southern boundary, the zonal velocity is vanishingly small at this boundary.
b. Nonlinear flow regimes
First, Fig. 6 presents the agreement between the linear prediction for the growth rate of the basic (most unstable) wave and the growth rate obtained in the CASL code, both for the basic wave and for a white noise perturbation. This agreement holds for many linear growth periods, whatever the linear growth rates. The slight discrepancy between the basic wave and white noise growth rates comes from the distribution of perturbation energy over many wavenumbers for white noise, which favors earlier nonlinear interactions.
With the CASL code, many numerical simulations were conducted to map the ( f , b ) plane (see Fig. 7) . From their results, the following picture emerges: • For f Ն Ϫ0.5, the strong lower-layer PV remains nearly zonal. The upper-layer waves couple only weakly with the lower-layer perturbations and break nonlinearly into filaments. These filaments subsequently roll up into small vorticity patches that detach from the upper-layer strip (Fig. 8a) . This evolution is found for all b and is consistent with the finite-amplitude stabilization of waves predicted by the weakly nonlinear theory. • For Ϫ0.8 Ͻ f Ͻ Ϫ0.5, finite-amplitude meanders are formed and persist on the PV fronts. Again, no vortex formation is observed, in agreement with the weakly nonlinear theory.
• For Ϫ1 Յ f Յ Ϫ0.8 (nearly equal, but oppositesigned PV amplitudes in the two layers), a vortex detaches from the jet in the upper layer, while a large meander grows near the boundary in the lower layer (see Fig. 8b ). Indeed, increasing f diminishes the influence of the lower layer on the upper one, so that the filament formation observed for f Ն Ϫ0.5 is now replaced by vortex shedding in the upper layer. Vortex formation is consistent with the absence of stabilization in the weakly nonlinear theory.
• For f Ͻ Ϫ1 (stronger PV in the upper layer), dipoles are formed in both unstable modes, again in agreement with the absence of stabilization in the weakly nonlinear theory.
• For the first unstable mode, these dipoles remain trapped near the jet over the duration of the simulation (Fig. 8c) . Shorter waves are dominant for this mode, and meander interactions forbid a swift outward drift of dipoles.
• For the second unstable mode, the longer wavelength diminishes multiple meander interaction and allows the ejection of dipoles (Fig. 8d ).
In summary, the following five main nonlinear regimes have been found (with increasing instability, i.e., as | f | increases): 1) filamentation of the PV front resulting from wave breaking, 2) finite-amplitude saturation of unstable waves in the form of meanders, 3) growth of these meanders to form single vortices, 4) dipoles that can be trapped at the wall, and 5) dipoles that can be ejected.
A simple point vortex model can describe the dipole ejection regime. Consider two point vortices initially near the boundary (one in each layer); they have opposite intensities (given by that of the most unstable wavelength times the width of the strip times the layerwise PV). They also generate vortex images symmetric with respect to the wall.
A simple calculation shows that the two vortices will couple as a coherent dipole that propagates away from the wall if their velocities are equal, and hence if
where ⌫ j is each point vortex intensity. This equality leads to
the condition found for dipole ejection in the numerical experiments. Note also that, if all baroclinic interactions are neglected, and assuming h 1 ϭ h 2 ϭ h for simplicity, the dipole is symmetric and moves along a hyperbola, similar to that observed in the numerical simulations.
It must be noted that a reasonable agreement between the fully nonlinear numerical results and the predictions of weakly nonlinear theory is found only when the basic wave and its first harmonic dominate in the fully nonlinear evolution. In other instances when many harmonics grow and interact (such as when short waves break), the weakly nonlinear theory cannot discriminate the wave-breaking regime from that with finiteamplitude meanders.
The following section investigates this case where the weakly nonlinear model cannot predict the fully nonlinear regime. Sakai (1989) showed that the resonant coupling of unstable waves is obtained when the waves are stationary relative to the current, that is, when their relative velocity vanishes. Meanders or vortices can be formed when the dispersion of growing waves is weak; indeed, wave dispersion acts against wave resonance.
The influence of wave dispersion on flow regimes
In our model, wave breaking occurs for small | f | whichever unstable mode is selected. When this occurs, a spectral analysis of the PV front displacement shows that many waves grow in addition to the most unstable one (Figs. 9a and 9b) , independent of the spectrum of the initial perturbation. These waves have very different phase speeds (which are faster as the wave is shorter), and hence are not stationary relative to the mean flow. This explains the dispersion effect on the nonlinear wave growth and consequently on the nonlinear regime; if waves with different wavelengths grow simultaneously, a case with strong wave dispersion, wave breaking, or filamentation occurs. On the contrary, if a single or a few waves grow, which corresponds to weak wave dispersion, a vortex or a meander is formed. The condition of zero wave dispersion can be obtained analytically from the linear equations using the definition of the phase speed:
Using Eq. (8), the wave dispersion is
͑14͒
Unstable waves will remain coherent (i.e., zero dispersion will occur) when dc r (k)/dk ϭ 0. From the expres-sions for 1 and 2 , one can show that d 1 /dk Ͻ 0 and
and if
These equations can be solved for each value of r b ; for instance, for r b ϭ 1, wave coherence is obtained for f ϭ Ϫh 2 /h 1 ϭ Ϫ1.5, as confirmed by Figs. 9c and 9d. Upon examining the nonlinear behavior at constant r b but varying f , a progression from filamentation to dipole ejection is observed when f decreases, as shown by Fig. 10 . This figure also shows that the analytical conditions [Eqs. (15) and (16)] for minimizing wave dispersion are approximately satisfied numerically because dipole formation occurs in the region defined by the analytical conditions; moreover, wave dispersion is independent of the sign of r b , which is not the case for the other nonlinear regimes. In summary, wave breaking occurs when the intensities of the horizontal velocity shears are very different in the two layers. This implies strong wave dispersion as shown in the nonlinear regimes. The evolution of the unstable current toward filamentation or dipole forma- tion is strongly influenced by the initial distribution of horizontal shear in the mean state. Strong horizontal velocity shears weaken baroclinic instability in both unstable modes.
Conclusions
In this study, the formation of a baroclinic dipole as observed by RAFOS floats trajectories on the southern Iberian slope was reproduced in a simplified model of the Mediterranean undercurrents.
The analysis of the Mediterranean cores' PV structure from data collected during the SEMANE project provided us with the vertical and horizontal distribution of quasigeostrophic PV and velocity. Results from Chérubin et al. (2003) and recent data from Serra et al. (2005) suggested that a favorable condition for the formation of a dipole consisted of a lower core of MW extending seaward, located under an eastward-flowing upper flow.
Such a baroclinic flow structure was then used to build a two-layer piecewise-constant PV strip model of the lower core interacting with an interface in a quasigeostrophic model. The instability properties of this baroclinic current over a sloping bottom were studied in a parameter space, both for linear and nonlinear evolutions. The parameters of the problem are the ratio f of layerwise PV values and the ratio b of the topographic PV to lower-layer PV.
In this parameter plane, the baroclinic instability of PV fronts is similar to that of uniform currents in the Phillips model with a sloping bottom in the linear regime: short waves dominate for a negative vertical gradient of PV, and they are stabilized by the bottom topography; conversely, long waves dominate for a positive vertical gradient of PV, and they are destabilized by the bottom topography.
The weakly nonlinear theory indicates that finiteamplitude saturation depends mostly on f with little difference between short and long waves. Fair agreement is observed between the predictions of the weakly nonlinear theory and the results of fully nonlinear numerical simulations. In particular, nonlinear amplification of the perturbation predicted by the weakly nonlinear theory corresponds to regions of parameter space where the simulations show vortex or dipole formation. In the simulations, the ejection of dipoles from the boundary current occurs for Ͻ Ϫ1 and b Ͻ 0, conditions under which long waves dominate and where linear baroclinic instability is amplified by bottom topography. In that case (see Fig. 11 ), the velocity maximum of the lower layer is located at the PV front and the upper layer flows in the opposite direction above the lower one. A simple point vortex model is able to reproduce this expulsion under the same conditions (equal and opposite volume integrals of layerwise PV).
We have shown that the nonlinear flow regimes depend on the strength of the horizontal shear of the mean flow in each layer. Strongly sheared flows cause the nonlinear interaction of multiple waves in the early stage of the instability, preventing phase locking between the layerwise components of the most unstable wave. In contrast, dipole formation is favored for weak horizontal shear in both layers.
The MW undercurrent system is much more complex than the simple two-layer model we have described. One can question the validity of this model and seek to build in more realism, as in Fig. 2 , depicting a five-layer model where interactions between all of the PVA cores may occur. While such a model might be considered to be a faithful approximation of the MW undercurrents (Jungclaus and Mellor 2000; Serra et al. 2005) , it is noteworthy that such "realistic" models have not been able to capture the formation of baroclinic dipoles in the region of Portimaõ Canyon. Our study shows that to better understand the underlying mechanisms of destabilization of the MW cores on the southern Iberian slope, the MW cores should be studied separately. Observations show that the MW cores can act as independent undercurrents. For instance, MEDTOP data show a horizontal dipole at the depth of the lower core observed during the February 2001 cruise (Serra et al. 2005, their Fig. 9 ).
In summary, the formation of vortex dipoles on the southern Iberian slope requires favorable conditions, such as a southward-extending lower MW undercurrent flowing against an eastward upper flow, and a relatively weak shear of opposite sign in each flow in order to allow for the locking of growing perturbations along the currents. The seasonal variation of the MW cores' width, observed by Chérubin et al. (2003) 
͑A3͒
In the above, all quantities are evaluated at y ϭ Ϫw, unless otherwise indicated. The final condition is that, at each order in , the perturbation PV is zero; this allows one to calculate the y variation of each component of the perturbation streamfunction explicitly.
b. Main results

1) ZEROTH-ORDER SOLUTION
The streamfunction is, for each vertical mode separately, ␥ ϭ k 2 ϩ ␥ 2 . The PV front displacement is also proportional to A bt and A bc , the barotropic and baroclinic nonlinear amplitude, respectively. The kinematic condition shows that the barotropic and baroclinic mode amplitudes are proportional. We write ␥ 0 ϭ A bc (T )/A bt (T ).
2) FIRST-ORDER SOLUTION
The streamfunction is, for each vertical mode separately, 
