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Abstract
The diffusive nature of shallow water environment limits the fidelity of high performance target
sonar systems. The multi-layered ocean waveguide increases the reverberation and the stochastic
nature of interface inhomogeneities distorts the target signal. In order to improve the performance
in such an environment, an accurate description and a better understanding of background rever-
berant field are essential. As a theoretical approach, two numerical models have been developed
in a consistent framework to simulate multi-static scattered fields produced by rough interfaces
and targets in ocean waveguides.
The first model describes a scattered field generated by interface roughness in a multi-layered
medium. The strong interaction between seismo-acoustic waves and rough interfaces causes a
significant amount of surface reverberation. A perturbational approach has been developed for the
rough interface scattering. It was combined with 3-D OASES - a seismo-acoustic wave propaga-
tion model for a horizontally stratified medium, in order to express multi-layered media efficiently.
The model is capable of producing random realizations and spatial statistics of scattered fields in
a 3-D space with arbitrary horizontal stratification. Its deterministic scattering formulation for
random roughness enables the use of a wide range of roughness types as well as experimental
roughness data directly.
The second model describes deterministic target scattering. It is based on the plane wave scat-
tering functions of various targets in a free space and the single scattering approximation. As the
target models, a rigid sphere, a pressure-release sphere, and a finite cylindrical elastic shell have
been used. A scattering theory of finite cylindrical elastic shells has been chosen to investigate
the 3-D effects caused by an aspect-dependent object. The plane wave scattering functions are
incorporated with 3-D OASES to produce a unified target scattering model within multi-layered
media. Compared to the discretization models using full wave theories, the target scattering model
developed in this thesis provides a fast way to understand the physics of target scattering in multi-
layered media without the heavy computational burden of the discretization models.
Finally, the rough interface and target scattering models are combined to build a numerical
simulator. The numerical simulator is capable of simulating multi-static scattered fields produced
by a target in a reverberant background. In order to investigate the feasibility of using a multi-static
system, a numerical experiment is performed by using the numerical simulator and the scenario
of the GOATS '98 experiment. The numerical simulator provides a realistic forward modeling to
aid in understanding the physics of seismo-acoustic scattering in multi-layered media.
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Chapter 1
Introduction
Sonars are important tools for detecting and classifying targets (objects) in the ocean. The real
oceanic environment includes several layers of penetrable bottom structure and the air-ocean inter-
face. The interfaces of the bottom layers have roughness which varies from region to region in
a statistical sense. These layers may contain volume inhomogeneities such as temporal density
fluctuation (e.g. internal waves), cavities, bubbles, cracks, and bio-creatures. These inhomo-
geneities cause reverberation which may hamper sonar operation. Therefore, the identification of
reverberation mechanisms is a critical factor in regard to sonar performance. However, it may be
impossible to develop an acoustical theory or model that can embody all the complexities. There-
fore, it is necessary to eliminate insignificant effects and concentrate on the acoustically dominant
inhomogeneities for the development of theory and numerical model.
In this thesis, scattering caused by rough interface and its reverberation are considered. While
ambient noises are independent of the acoustic source field, the rough interface scattering is driven
by the source field. For example, noise generated by surface wave breaking and ships passing
near-by remains constant within temporal window of sonar operation while the rough interface
reverberation varies with incident acoustic field. In addition to the rough interface scattering, a
scattering model for various targets in waveguides is developed in this thesis. Since the target
and the reverberation features are located in a waveguide, it is essential to incorporate waveguide
effects into the scattering models.
1.1 Description of Problem
In this thesis, theories and numerical models are developed for the realistic simulation of multi-
static bottom target sonar systems such as shown in Figure 1-1. A multi-static target sonar system
can consist of a single source array and multiple receiver arrays around a target. For example,
arrays can be moored at a fixed position, carried by AUV's, or towed by ships. The main advantage
of using a multi-static system instead of a monostatic system is that with multiple receiver arrays,
the actual aperture of the sonar is increased in the spatial domain potentially achieving improved
resolution without increasing the source frequency. The wide coverage of the spatial field provides
the detail description of environment as well as of target. With multiple receiver arrays, it may be
possible to take a snapshot of the field and find scattering features which may not be resolved by
a monostatic system.
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Figure 1-1: Scenario of a multi-static bottom target sonar system.
For a multi-static configuration of a bottom target sonar system, there are two dominant mech-
anisms of scattering - target scattering and seabed roughness reverberation. The target under
consideration such as mines are often buried or partially buried in the bottom structure. Therefore,
the penetration of the incident field into the bottom is essential in order to insonify a target. De-
pending on the incident field (angle and frequency) and the bottom layering, the target is excited
in different ways. For example, a lower frequency source may increase the bottom penetration
capability at a shallow incident grazing angle. Since the sonar system is looking for a target near
or in the bottom, seabed roughness generates an 'undesirable' scattered field - the reverberation.
If a bottom target sonar system is operated in a shallow water environment, the existence of the
waveguide also affects the target scattering and the seabed roughness reverberation by generating
a multi-path signal structure. Therefore, the theories and models must be capable of representing
both the target scattering and the rough interface reverberation, and the waveguide physics.
1.2 Objective
The main goal of this thesis is to develop numerical models for the target scattering and the rough
interface scattering in a multi-layered waveguide. The numerical models provide tools to under-
standing the physics of scattering in multi-layered ocean waveguides. Compared to traditional
monostatic scattering theories and models, the multi-static scattering is more challenging in mod-
eling and understanding because of its inherent 3-D nature. Therefore, the development of multi-
static scattering theories and numerical models becomes an important part of the objective of this
thesis. Because model verification is important, several numerical benchmarks are performed as
part of the development of numerical models.
With the verified numerical models, a numerical simulator is built for multi-static scattering
scenarios in ocean waveguides. The numerical simulator consists of three numerical models -
REVERB, TARGET, and OASES. Figure 1-2 shows an overview of the numerical simulator as
a block diagram. Each numerical model (module) is based on different acoustical theories. RE-
VERB and TARGET represent the scattering components generated by the interface roughness
and the target, respectively. OASES is a numerical model for seismo-acoustic wave propagation
in horizontally stratified media [42, 44]. Even though these modules are different in theoreti-
cal background, the REVERB and TARGET models can be integrated into OASES by using the
spectral representation of the scattering contributions. By utilizing the numerical simulator, an
understanding of the scattering physics can be achieved and the controlling physical parameters
can be identified. The correlations between the physical parameters and the scattered field can
be studied through a controlled numerical experiment using the simulator. Feedback from actual
experiments can provide feedback for theoretical and modeling improvement. Figure 1-3 shows
how the numerical simulator and experiment can be connected to help physical understanding.
The study of physical parameters and their physical interpretation are at the core of this thesis
along with the development of numerical models.
1.3 Theoretical Approach
The theoretical approach is based on existing acoustical theories. Because the approach relies on
three different theories, it is crucial to combine them seamlessly in a consistent model. A new way
of representing scattering components in horizontally stratified waveguides is introduced for the
creation of an efficient and consistent numerical model.
Figure 1-2: Diagram of a numerical multi-static scattering simulator.
Feedback
Figure 1-3: Big picture of physical understanding through modeling and experiment.
The selection of each numerical model is based on the requirements of a typical bottom target
sonar system. A multi-layered environment is modeled as a horizontally stratified medium. The
assumption of horizontal stratification enables an efficient field evaluation using a wavenumber
integration method. The numerical technique is based on SAFARI / OASES [42, 44], which
solves for the propagation of seismo-acoustic waves in a horizontally stratified medium with 2-D
and 3-D receiver configurations. The arbitrary choice of layering structure is a main advantage of
using the OASES model.
For the rough interface scattering part, the method of small perturbation (MSP) is chosen.
Compared to other interface scattering theories, the MSP can be generalized for vector wave scat-
tering with general boundary conditions (i.e. penetrable boundaries) [36]. The MSP for rough
interface scattering has been modified and combined with the 3-D OASES for efficient computa-
tion of scattering in horizontally stratified media. Due to the inherently random nature of oceanic
interfaces, the scattered fields generated by randomly rough interfaces exhibit stochastic behavior.
The MSP formulation used here handles the roughness as a deterministic phenomenon. However,
because the numerical model is extremely efficient, the statistical properties of scattered fields are
obtainable using 'Monte-Carlo' style simulations.
For the target scattering model of this thesis, the single scattering approximation is utilized
with plane-wave scattering functions [21]. The target model is combined with the 3-D OASES
code to express a field scattered by a target in a horizontally stratified medium. A rigid sphere, a
pressure-release sphere, a finite cylindrical elastic shell are used as targets. For a finite cylindrical
elastic shell, Rumerman's scattering model is utilized [41], which is especially useful to investigate
the 3-D scattering effects caused by aspect-dependent targets. With the beampatterns of targets in
multi-layered media, the equivalent scattering source functions are computed. The corresponding
scattered fields are obtained efficiently by the 3-D OASES code. This numerical implementation
is similar to that of the rough interface scattering model. Even though the single scattering ap-
proximation used in the target scattering model ignores the multiple scattering between the target
and the boundaries, the target model does account for the effects of a multi-layered medium (i.e.
waveguide effects). The reflection and transmission of scattered energy through interfaces are
allowed because the target scattering model uses the Green's function of a multi-layered medium.
1.4 Thesis Organization
This thesis consists of five chapters and six appendices. This chapter includes the description of
the problem, the objective of thesis, the theoretical approaches, the thesis organization, and the
contributions of thesis.
In Chapter 2, the rough interface scattering theory of this thesis is described along with the
background of other rough surface scattering theories. The mathematical formulation is derived
along with its theoretical limitations. The numerical model is merged with the wavenumber inte-
gration techniques - 2-D / 3-D OASES [44, 46], to allow the computation of the rough interface
scattering in multi-layered media. Since the rough interface scattering is closely related to the
statistical properties of the rough surfaces, a section is devoted to the statistical properties of vari-
ous roughness types and the syntheses of roughness. A benchmark case is presented to verify the
rough interface scattering model. Various numerical simulations and their physical interpretations
are presented to investigate the effects of medium properties, roughness properties, and waveguide
on the rough interface scattering.
In Chapter 3, the target scattering model is presented. Using exact and approximate repre-
sentations for target scattering in free space, the scattering contribution is expressed as a point
source with an effective beampattern in a waveguide. Beampattems of two axisymmetric targets
and one 'aspect-dependent' target are derived and utilized for the numerical implementation of
the target scattering model. The model is incorporated into a 3-D wavenumber integration method
(3-D OASES), which extends the target scattering model to multi-layered media. The model ver-
ification is done by reproducing scattered fields in a free space generated by a rigid sphere, a
pressure-release sphere, and a finite cylindrical elastic shell. Effects of medium properties, layer-
ing configuration, and target properties are studied through a series of numerical examples. Time
domain solutions for target scattering are also performed to illustrate the physics of target scatter-
ing in the time domain.
In Chapter 4, the concept and components of the 'numerical simulator' is addressed. To
demonstrate the usability of the numerical simulator, numerical experiments are designed and
conducted according to an actual multi-static scattering experiment. The results of time domain
solutions are analyzed with an array signal processing technique.
In Chapter 5, the summary and conclusion of the thesis are presented. Future work is suggested
such as extending current models to include other types of scattering mechanisms and improving
those models by analyzing 3-D scattered field data collected from the GOATS '98 experiment 2.
Appendix A reviews the 3-D DGM (Direct Global Matrix) formulation - the wavenumber
integration technique of 3-D OASES [46].
In Appendix B, the rough interface scattering formulation is derived in the spatial domain uti-
lizing the method of small perturbation. The contribution of rough interface scattering is expressed
as a distributed source function, which is called 'roughness virtual source'.
Appendix C describes the transformation technique used to compute the spectral domain re-
sponse of the rough interface scattering virtual source. The transformation technique was intro-
duced in Reference [10]. Errors in the original formulation were identified and corrected in this
thesis.
In Appendix D, the plane wave scattering function of a finite cylindrical elastic shell by Rumer-
man is described in detail [41] and its analytic continuation is implemented for evanescent incident
and scattered waves.
Appendix E presents the scattering functions of fluid-loaded and void spherical elastic shells.
These scattering functions are expected to be included as target models in the future.
In Appendix F, the user's manual for the computational package 'SCATT', which has been
developed for this thesis, is included. The manual explains the installation of the package and the
usage of the programs included in the package.
1.5 Contributions
Kuperman and Schmidt combined a perturbation approach for rough interface scattering with a
wavenumber integration method to model rough interface scattering in multi-layered media [27].
A numerical implementation was performed for a 1-D rough interface. LePage introduced the
spatial domain perturbation formulation of rough interface scattering [29]. He introduced a virtual
source distribution to express a scattering contribution in terms of source distribution. LePage
and Schmidt extended the 2-D roughness formulation to compute the mean reflection coefficients
of a rough ice sheet incorporating the effects of scattering into ice plate modes [30]. The reflec-
tion coefficient was expressed as a convolution integral of the roughness spectrum, the incident
wave vector, and the receiver wave vector. Fan [10] utilized the spatial domain formulation by
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LePage. He introduced a transformation of the virtual source distribution from Cartesian coor-
dinates to cylindrical coordinates in the wavenumber domain. In his numerical implementation,
a 2-D roughness patch was used to represent a 2-D rough interface between the water and an
elastic seabed. 3-D OASES, the numerical model developed by Schmidt and Glattetre [46], was
integrated in order to add the effects of waveguide propagation.
Here, the spatial domain formulation is extended to handle the scattering caused by a rough
interface between two elastic media allowing modeling of sub-bottom interface scattering. The
numerical model is validated using a benchmark case for which analytical solutions are available.
The efficiency and accuracy of the numerical model are improved by introducing the 2-D fast
Fourier integral (2-D FFI), which is used to transform the scattering expression from the spatial
domain to the wavenumber domain (Section C.2). Also, time domain simulation of 2-D rough-
ness patch scattering is enabled by the improved efficiency. In order to investigate the 3-D nature
of rough interface scattering, various numerical simulations are performed in this thesis. Surface
models with Gaussian power spectra, Goff-Jordan power spectra (power-law), and ripple spectra
are studied. Effects of geometric parameters of rough interfaces on the scattered field such as cor-
relation length, fractal dimension, and anisotropic angle are thoroughly investigated. In addition
to the roughness itself, the effects of medium properties, layering configuration, and waveguide
effects are extensively studied. Time domain analyses are also done to investigate the physics of
scattering in the time domain. The results of analyses of rough interface scattering are summarized
in the conclusion (Section 5.2).
In addition to the contributions to the numerical model for 2-D rough interface scattering, a
model of target scattering in a multi-layered environment is extended in this thesis. The target
scattering model developed here combines the single scattering approximation with a 3-D wave-
number integration method. Analytic continuation [2] is utilized to allow the evanescent incidence
and scattering, which are important to model scattering from a buried target with an evanescent in-
sonification. The target models include scattering by a rigid sphere, a pressure-release sphere, and
a finite cylindrical elastic shell. The solution for the finite cylindrical elastic shell is adopted from
the previous theoretical work done by Rumerman [41]. The target scattering theory by Rumerman
was later reviewed and numerically implemented by Ricks [40]. In this thesis, Rumerman's target
model is adopted to multi-layered media and expanded to include evanescent wave fields. The
implementation of the finite cylindrical elastic shell has significance in the target scattering model
because Rumerman's model allows the interaction between the shear and compressional scattered
waves in the target as well as the aspect dependence of target. Here, the target scattering model
is developed in the spectral domain and the numerical implementation is done in a consistent
framework to be incorporated into the wavenumber integration method - 3-D OASES [46]. The
numerical model is developed to perform wideband simulation efficiently. The target models are
validated in several benchmark cases in this thesis. In order to investigate the effects of various
parameters involved in target scattering, various numerical simulations are conducted. The effects
of target properties on the scattering are studied. Also, the effects of medium configuration on
target scattering such as the existence of a waveguide, thickness of sublayers, and burial depths of
the target are investigated. In addition to the investigation of time harmonic cases, time domain
simulations of target scattering are conducted to investigate 3-D effects of scattered fields gener-
ated by finite cylindrical elastic shells. The summary of the target scattering results is presented
in the conclusion part (Section 5.2).
In addition to developing the numerical models for rough interface and target scattering, a new
numerical simulator is developed to simulate realistic multi-static sonar systems. The numerical
simulator is intended to investigate the feasibility of using multi-static systems to identify targets
in reverberant backgrounds. The simulator includes the rough interface and target scattering mod-
els. Since both numerical models are developed together in a consistent framework, the numerical
simulator handles general 3-D target and seabed scattering scenarios in multi-layered configura-
tions. It also includes post-processing modules to analyze synthesized scattering data. A series of
numerical experiments are carried out to simulate the GOATS '98 experiment [45, 50]. The nu-
merical simulator can be used to analyze a wide range of experimental data and to design a future
multi-static experiment. This simulator has been used to investigate the 3-D physics associated
with scattering from target buried below a rippled seabed (e.g. demonstrating the strong aspect
dependence of the ripple-induced reverberation) [49].
Chapter 2
Rough Interface Scattering Model
The roughness characteristics of the seabed greatly affect how the scattered energy is distributed
in space and time. Besides the properties of the roughness, the most significant scattering effects
are determined by the medium properties of the stratification, in particular the layers separated by
the rough interface.
For many seismo-acoustic problems, the environment is conveniently represented by a range-
dependent, or horizontally stratified sequence of layers, separated by plane interfaces. A homoge-
neous fluid layer allows only compressional wave (P) while a homogeneous elastic layer allows
two polarized shear waves (SH and SV) along with the compressional wave. A homogeneous
poro-elastic layer, in addition to the three wave types allowed in a homogeneous elastic layer, sup-
ports another type of wave - a slow compressional wave (slow P) [4]. When two or more types of
waves exist, they are often called a 'vector waves' because they are conveniently expressed math-
ematically as a vector quantity [36]. The different types of waves are coupled through interaction
with interfaces. Depending on its complexity, the numerical model handles some or all of those
coupling mechanisms (e.g. OASES [44]). Another coupling mechanism is provided by rough
interfaces. As for seismo-acoustic wave propagation, various types are involved in rough interface
scattering theories. For example, the scattered field produced by a compressional incident wave on
a rough interface between two homogeneous elastic layers may produce P, SH, and SV scattered
waves.
In this chapter, a scattering theory will be numerically implemented by considering two im-
portant aspects of a waveguide - medium properties and layering configuration. The theory will
be capable of describing the field scattered by a rough interface anywhere in the stratification. The
numerical model will utilize 3-D OASES - a seismo-acoustic wave propagation model for a 3-D
horizontally stratified waveguide [46] - and compute the scattered fields involving P, SH, and SV
waves. Scattering of slow P waves is excluded because the poro-elastic layer model has not been
implemented for 3-D OASES. Implementation of the slow P wave scattering will be regarded as a
possible future work when the poro-elastic layer model is implemented for 3-D OASES.
2.1 Theory
Theories for interface or surface scattering of acoustic waves, electro-magnetic waves and elastic
waves, and their numerical implementation have long and abundant background. The following
subsections address several well-known scattering models.
I
2.1.1 Interface Scattering Models
Several commonly used interface scattering models will be mentioned in this section. Each model
will be briefly described in terms of its theory, advantages, shortcomings, and applicability.
Kirchoff Approximation
The Kirchoff approximation is the most widely used theory for wave scattering. Its formulation is
based on the Helmholtz integral equation and it approximates the scattering surface as if it were
part of an infinite plane parallel to the local slope. For this reason, it is often called the 'tangent
plane method'. This simplification leads to a simple expression of the integral equation to approxi-
mate the scattered field. The wide usage of the Kirchoff approximation is due to its understandable
physics. Since the Kirchoff approximation originated from the study of light diffraction through
an aperture, an intuitive relationship exists between physics and formulation. Like the solutions
by many other physically intuitive approximations, the accuracy of the solution obtained by the
Kirchoff approximation is not easily quantifiable.
As previously mentioned, the approximation on the scattering surface imposes the limits of
Kirchoff approximation. Since the surface is treated as a part of an infinite plane, the Kirchoff
approximation gives the exact solution for an infinite plane surface, but the approximation starts
to break down for finite, non-planar, and rough surfaces. Therefore, the Kirchoff approximation is
expected to give a good approximation for a surface with slowly changing gradients. Even though
there is no specific restriction on the height or slope of surface, a general rule for the validity of
the Kirchoff approximation in the scalar wave scattering case [3] is:
k1a sin3 1 >> 1, (2.1)
where ki is the medium wavenumber, a is the local curvature of the surface and 01 is the grazing
angle of the incident wave. Thus, the restriction (2.1) is imposed on the relative local curvatures
kia and on the grazing angle 0 of the incident wave. The requirement on the grazing angle implies
that the approximation is best for incident waves close to the normal direction of surface. For the
case of a penetrable interface, the restriction becomes more severe. Since the condition (2.1) also
applies to the transmitted field, the angle of validity becomes narrower. When the incident grazing
angle corresponds to the critical angle of two media, the grazing angle of the transmitted wave
becomes zero, which clearly violates the condition (2.1). By considering the transmitted wave in
the lower medium, the above limit can be modified as :
kia sin2 61 sin k 1 >> 1, (2.2)
where k2 is the medium wavenumber of the transmitted field. When the phase speed of the trans-
mitted field becomes large compared to that of the incident medium, the above restriction becomes
more stringent on the angle of the incident wave.
Even though the implementation of Kirchoff approximation for vector wave scattering (e.g.
elastic wave scattering) is possible with mathematical formulations of significant complexity, the
actual implementation is not widely realized. Consequently, the Kirchoff approximation is not
appropriate for scattering in a general waveguide.
Perturbation Method
The perturbation method, which allows for solutions of a weak disturbance to be approximated
based on solutions without any disturbance, has been widely used. The solution form and the
corresponding boundary conditions are expanded in the order of perturbation parameters. Then,
by collecting the same orders from the governing equation, a set of equations is obtained in either
explicit or implicit form.
For a rough interface scattering problem, the formulation is rather straightforward. The as-
sumption of small disturbances is associated with the restrictions on the surface height function
h(x, y).
klh(xy)l< 1, IVh(xy)l< 1, (2.3)
where k is an incident wavenumber. Under these restrictions, the scattered field is expected to be
small compared to the unperturbed field, which is the field produced without roughness (or by the
mean surface). Consequently, the order of magnitude for perturbed field at most follows the order
of the parameter kh, which is often called the 'smallness parameter' or 'relative roughness height'.
Thus, the total field can be expressed by the sum of the unperturbed solution and its correcting
perturbed terms caused by small roughness.
00
#(x= #i"cq + ZlC(x), (2.4)
n=o
where the solution # represents any kind of physical quantity to be sought. It can be a scalar
potential or vector potential of displacement or velocity. The total solution consists of the inci-
dent field #ic and the subsequent n th order scattered field. The zeroth order simply implies the
reflected field produced by mean surface. The n th order term represents the scattered field caused
by roughness height deviated from the mean surface with the n th order accuracy of kh. In order to
complete the system of equations with the perturbation method, the boundary conditions should
be expanded in orders of the perturbation parameter. For the unperturbed case, the boundary con-
ditions are imposed on the mean surface. The perturbation method approximates the boundary
conditions on the mean surface with considering effects of roughness. In most of the cases, the
boundary condition is expanded by the Taylor series with respect to the mean surface. The form
of boundary conditions depends on the types of scattering problems. For a scalar wave scattering
case, the boundary condition can be expressed by the scalar function f(x, y, z). Then, the function
f(x, y, z) on the rough surface is evaluated by the Taylor series with respect to the mean surface ho.
f(x, y, z)zh() = (X, y, zL + (h - ho)fz(x, y, z + - ho) 2f22(X, Y z) +... . (2.5)
By combining the total solution and boundary condition and collecting terms with the same order,
a set of equations is obtained. The resulting equation varies by orders and it can have an implicit
form. By solving the equations from lower to higher orders, the total solution is approximated.
The most distinctive advantage of perturbation method is that the formulation is very flexible
and therefore can be adopted to various scattering problems. It can be easily modified to the vector
scattering formulation and its formulation can be obtained in either spectral or spatial domain. For
small roughness cases, the perturbation method provides good approximation to the solution in
efficient way.
Boss Models
Multiple scattering effects become significant when the gradient of rough surface increases, and
when the incident and scattering angles deviate from the normal direction of the surface. There
are several scattering models allowing multiple scattering mechanism in partial or complete sense.
As a practical approximation to the multiple scattering theory, boss models have been developed.
Fundamentally, boss models represent surface scattered field with distributed 'bosses' or pro-
tuberances. The individual scattering behavior of each boss is assumed to be well known. The
bosses are randomly distributed on otherwise even surface with specified statistics to model a ran-
dom surface. Most real rough surfaces do not share similarity with the surface of the distributed
bosses (embossed surface). Despite this fact, the scattered field by the embossed surface often
reproduces the key features of rough surface scattering.
There are two different boss models. One of them is based on the 'effective boundary con-
dition' which determines effective boundary condition for the smooth reference plane, on which
the bosses are distributed. It computes the monopole and dipole strengths of bosses to express
the boundary condition. Multiple scattering mechanism is only allowed among bosses while in-
teraction between boss and the reference plane is ignored. The other approach is called 'Green's
function method'. It simply represents the scattered field as sum of individual boss scattering
effects. Its treatment of scattering among bosses is based on far field assumption since the individ-
ual scattered field of each boss is obtained in far field. One of the distinctive features of the boss
models is that it can produce the experimentally observed surface wave on the reference plane by
multiple interaction among bosses [36].
The boss models have several shortcomings. Firstly, the extension to vector wave scattering
(e.g. elastic wave scattering in seismo-acoustic field) requires great complexity of mathemati-
cal formulation for both methods of boss models. For Dirichlet and Neumann boundary con-
ditions, the formulations for boss models are well known. However, as the boundary condition
and Green's function of system become complicated, the generalization of boss model become
prohibitive. Secondly, the representation of real rough surface by bosses of specific shape gives
unclear relationship between the scattered fields produced by real rough surface and embossed sur-
face. Thirdly, boss models' applicabilities are limited to surfaces with reasonable packing distance
and small roughness or to surfaces with arbitrary level of roughness and low packing density. The
first limitation implies that each boss is a weak scatterer while later one implies that the interaction
among adjacent bosses should be small.
Even with these shortcomings, boss models are known to be effective and useful for scatter for
near grazing angles of incidence and for the propagation of surface waves associated with multiple
scattering.
Small Slope Approximation
Compared to the classical scattering theories such as the Kirchoff approximation and perturba-
tion method, there is a new class of scattering theories which overcomes the various limits im-
posed by the classical scattering theories. The small slope approximation (SSA) was suggested
by Voronovich [58]. It is intended to fill the gap between the Kirchoff approximation and the
perturbation method in terms of validity.
The small slope approximation includes the mathematical aspects coming from both the Kir-
choff approximation and the small perturbation method. By shifting the origin of coordinates
along the rough surface, the restriction on the roughness heights imposed by small perturbation
method is removed. The shift of origin is equivalent to using the Kirchoff approximation because
the amount of shifting in the scattering kernel is equal to the scattering kernel of Kirchoff approx-
imation. Then, the scattering expression is expanded in an integral-power series which is similar
to the Taylor series. Since the n th order term in the resulting integral-power series is propor-
tional to the n th power of the surface gradient, the integral-power series will converge when the
magnitude of the surface gradient is less than one. This integral-power series is called the 'small
slope expansion'. The only restriction on the roughness for the small slope approximation is the
small surface gradient. Similar to the perturbation approach, the higher order formulation can be
derived in the small slope approximation by using the surface gradient as the smallness parameter.
In Reference [58], it is demonstrated that the limit of the reflection coefficient by the small slope
approximation is equal to the reflection coefficient by the perturbation method when the vertical
wavenumber of scattered wave approaches to zero. For large RMS height, the deviation between
the small slope approximation and the perturbation method increases.
The formulation of the small slope approximation can be expressed by Green's function in
spectral domain. However, generalizing 'vector wave scattering' or 'general waveguide case' is
difficult due to the complexities involved in implementation of a numerical Green's function to
the integral-power series of small slope approximation. The same problem arises when the small
slope approximation is applied to mode conversion among different wave types. Even though
there are simple benchmark cases proving that the small slope approximation is valid beyond the
Kirchoff approximation and the perturbation method, the actual numerical implementation for
general problems has not been extensively developed.
2.1.2 Born Approximation
In this thesis, the method of small perturbation (MSP) combined with the Born approximation is
used as basis for the rough interface scattering model. The main reasons to choose the method of
small perturbation are the followings.
e Flexible formulation to handling full seismo-acoustic wave field.
* Both spatial and spectral domain formulations are readily available for efficient computation
and direct interface to seismo-acoustic wave propagation model.
e The mean field is approximated by the unperturbed field using the Born approximation.
Compared to other higher order perturbation methods, the method of small perturbation relies
on the first order approximation. Therefore, its perturbation limits are more strict than those of
higher order methods. Inherently, the Born approximation violates the conservation of energy
due to the assumption that the mean field can be replaced with unperturbed field. Therefore, by
using the Born approximation, the total energy of the system is increased. These effects can be
shown by comparing with higher order results. The comparison of scattering results between the
Born approximation and higher order perturbation method (i.e. self-consistent perturbation ap-
proach [28]) was performed recently for rough interface scattering problem in waveguide [48]. In
this particular comparison, the mathematical relationship between scattered field and mean field
is the same for both methods. But, the mean field computation by self-consistent perturbation ap-
proach was done implicitly considering interface roughness statistics. As a result, the mean field
produced by 'self-consistent perturbation approach' is lower than the unperturbed field. Conse-
quently, the corresponding scattered field is lower. Therefore, the Born approximation gives the
upper limit for the scattered fields produced by self-consistent perturbation approach. Physically,
the higher order methods consider the reduction of mean field by scattering while the Born ap-
proximation ignores it. Nevertheless, the Born approximation provides the same scattering trends
as that of self-consistent approach. The method of small perturbation combined with the Born
approximation, instead of self-consistent perturbation approach, is chosen in this thesis because
of extreme mathematical and computational difficulties involved in mean field computation by the
self-consistent method.
Previous Developments of Perturbation Methods in Ocean Waveguides
Kuperman and Schmidt developed a perturbation model incorporating rough interface scattering
into horizontally stratified elastic waveguide [27]. A wavenumber integration method was utilized
to express the horizontal stratification of waveguide. Later, they modified the perturbation model
to include the effects of the interface curvature and extended it to a 'self-consistent approach' [28].
Self-consistent approach is an implicit second order perturbation model which can account for the
coherent loss of the mean field caused by interface roughness.
Liu, Schmidt and Kuperman utilized the self-consistent perturbation approach to propose the
scattering at rough elastic interface as a main cause of deep ocean ambient noise in the infrasonic
(f = 1Hz - 10Hz) regime [32].
Subsequently, LePage and Schmidt used the self-consistent perturbation approach to model
the coherent transmission loss of acoustic wave propagation in the central Arctic [30]. A three
dimensional perturbation formulation was used to compute the average reflection coefficients on
the rough elastic ice cover. The prediction of transmission loss agreed with historical data and
suggested that scattering into the flexural modes of the ice cover is the major loss mechanism for
long range propagation in the Arctic environment.
The same approach was also used to demonstrate how reverberation affects the spatial correla-
tion of the acoustic field and the associated degradation in performance of matched field processing
approaches [48].
Tracey combined the self-consistent perturbation approach with KRAKEN [38] - A normal
mode acoustic propagation model - to develop the normal mode scattering model [54]. A notice-
able difference in his approach other than the usage of normal mode method, is that he applied
perturbation theory to incorporate the scattering produced by the fluctuation of sound speed and
density in acoustic media.
Tracey and Schmidt used the same normal mode scattering model to study the spatial statis-
tics of scattered fields caused by rough interfaces and volume inhomogeneities in ocean waveg-
uides [55].
Boundary Operator Formulation
Since the goal of this thesis is to model the seismo-acoustic scatterod field in a horizontally strat-
ified medium, the formulation of wave field should handle the medium stratification in an ef-
ficient way. Fundamentally , the scattering formulations in this thesis share a common ground
with seismic-acoustic wave propagation models : 2-D / 3-D versions of OASES [42, 44, 47, 46].
Therefore, mathematical formulation for wave propagation model should be addressed prior to
the scattering formulations. Since the scope of thesis will cover up to elastic medium, any fur-
ther complicated media will not be considered. For a homogeneous and isotropic elastic medium,
the seismo-acoustic wave field can be expressed in terms of three displacement potentials #(x),
A(I) and Vf(x-), which represent compressional wave (P), vertically polarized shear wave (SV), and
horizontally polarized shear wave (SH) respectively. Here, the wave field is assumed to be time
harmonic and has time dependency of exp(lwt). For horizontally stratified media, wave field in
each layer can be represented by three displacement potentials:
#i0) P waves
Xi()= Ai(x-) SV waves. (2.6)
1i(x') SH waves
At each interface, there exists boundary condition stating continuity of displacement and stress
field in compact operator form:
Bi(x)Xi;ij+1()= 0, i = 1, 2, ... , N -1, (2.7)
where N is total number of layers and the boundary operator Bi is a matrix form of linear differ-
ential operators, which represents the discontinuity of displacement and stresses. The boundary
operator B changes according to medium properties of two adjacent layers. For example, between
two fluid (acoustical) layers, continuity condition of tangential displacements and stresses van-
ishes. In order to have non-trivial solution, there must be an external forcing term in the above
boundary conditions. Assuming the physical sources are confined to a single depth z, the bound-
ary condition can be rewritten as follows:
Bi (x)Xi;i+I(x) = -fs(1)6(zi - z,), (2.8)
where fs(x-) is the distribution function of physical sources. The solution techniques to solve the
above equation are well described in References [47, 46]. Its numerical implementation was also
done in extremely efficient way. By applying Hankel transform and Fourier series expansion on
both sides of above equation, m th order Fourier component becomes:
B(kr)"'(kr) = -f"(kr) (2.9)
where B(kr) is a n by n matrix function of horizontal wavenumber kr. ,"'(kr) and f,(kr) are vectors
of n elements. The efficiency of solution technique comes from the fact that B is independent of
azimuthal Fourier order m. For each horizontal wavenumber kr, only one inversion of matrix
B is enough to solve ". After obtaining r", transform to spatial domain is done by inverse
Fourier expansion and inverse Hankel transform, which are done by the wavenumber integration
technique. Number of azimuthal Fourier orders depends on properties of forcing term fs(l). As
its azimuthal (angular) variation becomes rapid, more azimuthal orders are required.
The whole concept of computing scattered fields based on the above technique is simple and
straightforward. Since the seismo-acoustic wave fields can be solved efficiently by the wave-
number integration technique, the scattered field can be obtained in the same fashion by computing
the equivalent distribution function for each scattering components. Therefore, solving seismo-
acoustic scattered fields in horizontally stratified medium becomes simply evaluation of equivalent
distribution function, which is called 'virtual sources' with contrast to 'physical' or 'real sources'.
Bi ()X;ij+ 1(1) = -fy() 6(zi - z), (2.10)
where fv(l) is the virtual source distribution function and zy is the projected depth of scatterer.
Scattering Virtual Source
Based on the boundary operator formulation, the scattering forcing term (virtual source) is derived
from the boundary operator form for stratified elastic waveguides. Previously, the formulation was
developed in References [28, 29] and subsequently, it was further extended to the spatial domain
formulation to represent the scattering contributions from the roughness patches in the stratified
elastic waveguides [10].
The starting point of the perturbation formulation is the definition of coordinate transform.
In order to match boundary conditions on the rough interface, the physical quantities involved in
boundary conditions are expressed in the new coordinate system as shown in Figure 2-1. This
coordinate transform is caused by the rotation of the surface with respect to the reference surface.
Since the displacement and traction vectors are physical variables to be matched on the interface,
coordinate transform of these variables are necessary. In Reference [17], the coordinate transform
of displacement d and traction T is defined by the following tensor notation.
di'=PWd 1 , T1 = 0 i3 = dijGjk'P3k, (2.11)
where 1 is a coordinate transformation tensor and the subscript i is the coordinate index (x =
1, y = 1, z = 3). For a 3-D rectangular coordinate system, the rotational tensor I is expressed in
the following matrix form:
cos0, 0 sinO ]
T = 0 cos OX sin, O , (2.12)
L-sinOx 
-sin0, cosOxcosOy,
where the angles of rotation are related to the roughness height function y(x):
0x = arctan ( ) , Oy = arctan( - ). (2.13)
In Appendix B, the detail of the coordinate rotation is fully described. Due to the small slope as-
sumption of the first order perturbation theory as (2.3), the rotation of coordinate system becomes
a linear transform with a roughness slope vector Vy. The displacement vector, stress tensors, and
related variables in the original and rotated coordinate systems are defined as follows:
w : normal displacement in x - y plane,
il : tangential displacement vector in x - y plane,
n : normal stress in x - y plane (= o-zz),
t : tangential stress vector in x - y plane,
W : normal displacement in rotated plane,
# : tangential displacement vector in rotated plane,
N : normal stress in rotated plane,
t : tangential stress vector in rotated plane,
o-xx : normal stress in y - z plane,
o-yy : normal stress in z - x plane,
o-7y : tangential stress of x direction in z - x plane.
Figure 2-1: Rotation of the coordinate system caused by roughness : [ux, uy, w, o-xz' 0 -y,0 o-z]T is
matched on the interface in the original coordinate system while [Ux, U W, Tx, TYN]T is matched
locally on the rough interface in the rotated coordinate system.
Then, the relations among the above variables become:
W = w - u* -Vy,
$= +wVy,
N = n-2t- Vy, (2.14)
4 -o-,zz - oy )~ 0X
which are satisfied up to the first order of local roughness slopes.
Consequently, B*, the boundary operator in the rotated coordinate system, has a similar form
as that of the displacement and traction vectors :
B* = B+ Vyo b, (2.15)
where o is a linear operator defined in Reference [28]. Again, this new boundary operator can be
expanded by the Taylor series so that it can be applied on the mean surface level z = zv. The Taylor
expansion is also based on the assumption of small perturbation (2.3):
B* ze = (I +y 09B* _ +0(y 2). (2.16)
From the above two equations, the first order boundary operator on the mean surface z = zv is
obtained as follows :
zz,,+y = [+Y (r)]_ +0(/)=(B+Vy+Vyob) + O(y2), (2.17)
where the higher order terms of the roughness slope and height (i.e. the cross and high power
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Figure 2-2: Illustration of mean and scattered fields.
terms) are eliminated. The above boundary operator means that the vertical projections of the
rotated physical variables to the reference surface are matched to the approximate boundary con-
ditions on the rotated plane. As long as the limits of small perturbation (2.3) are valid, the above
linearized boundary operator is adequate. The total solution X is defined as the sum of the mean
field (,y) and the scattered field s represented as follows:
Xi = (Xi) + Si. (2.18)
By the assumption that the mean field can be replaced by its unperturbed field for small dis-
turbance and by the fact that the unperturbed solution satisfies the equation of the unperturbed
system (2.8), the corresponding scattered field takes the following form:
Bi( )si;i 1(1) = -f(l) 6(zi - zv), (2.19)
where fv(1) is a linear function of the boundary operators, the roughness height function, and the
unperturbed field.
fv() = y + VMi) yobi(1) (Xi;;i()) . (2.20)
09Z 1 Z=Zv
The subscript v denotes the 'virtual source' because it represents the scattering contribution in the
form of a physical source. The virtual source in the spatial domain is derived as a linear matrix
form described in Appendix B. The form of the matrix is the combination of linear matrix opera-
tors, roughness height and slope matrices, and unperturbed displacement potential vectors. Since
the solution of scattering formulation is obtained by the wavenumber integration technique of 3-D
Xi /S +
ii -
OASES, the forcing term f,(I) should be transformed into the wavenumber domain by the numer-
ical Hankel transformation. The form of the virtual forcing term (2.20) implies that the scattering
contribution is the multiplication between the roughness profile function and the unperturbed field.
Physically, it means that the scattering contribution from the rough interface is concentrated on the
surface where the incident energy is focused. In other words, the major scattering events occur on
the surface which the incident wave insonifies. Therefore, the computation of the virtual forcing
term should be performed on the surface where the insonification is concentrated. There are sev-
eral situations where the insonification of acoustic wave is confined to a small area which is called
'sonar footprint'. For a high performance sonar system, its source array is capable of focusing
acoustic energy on a small area. Also, for a multi-static bottom sonar system, the source and re-
ceiver arrays have their own beampatterns which overlap on a small area of the bottom interface.
Figure 2-3 shows an illustration of a sonar footprint produced by beampatterns of a multi-static
system.
By only considering the insonified portion of the rough interface (i.e. sonar footprint), the
rough interface can be modeled as a rough patches of the finite dimension. The outlines of the
sonar footprints can be represented by either a square or rectangular shape. The main advantages
of using rough patches over a roughness spectra are as follows :
e The convolution integral between the roughness spectra and the unperturbed field spectrum
in the spectral formulation is unnecessary.
e The roughness data can be directly used without a spectral domain processing such as the
spectral estimate of the roughness profile.
In addition to the spatial domain formulation, the scattered field equation (2.19) is a determinis-
tic expression which is general to any roughness profiles. Since most of the rough interfaces are
stochastic processes, the statistical properties of the scattered field are obtained by the field ensem-
bles produced by the random roughness profiles with the same statistical properties. This type of
numerical approach is often called 'Monte-Carlo' method. The main reason to use 'Monte-Carlo'
style computation is to avoid prohibitively heavy computation involving multiple integrals. When
those statistical properties of the scattered field are expressed in mathematical terms, they take the
form of multiple integrals. Also, the dimension of the integral increases as the dimension of the
roughness profile increases. For 1-D roughness cases, these multiple integrals can be evaluated
directly [28]. In Reference [54], the normal mode scattering theory, based on KRAKEN [38],
was developed to study the roughness reverberation statistics produced by 1-D roughness in ocean
waveguides. The multiple integral expression for the spatial correlation function of the scattered
field was reduced to the sum of modal contributions to the scattered field. Each modal contribu-
tion was obtained by evaluating the inner portions of the multiple integrals analytically. For 2-D
roughness cases, the evaluation of statistical properties become extremely difficult. Firstly, the
transformation between spatial and spectral domain becomes a double convolution-type integral.
Secondly, the averaging operator in the mathematical formulation becomes a double integral and
the number of this double integral increases proportional to the number of random variables.
For example, the spatial correlation function of the scattered field has the following mathe-
matical expression:
Cs(r11zZ, z2, Z2) = (Sm(W1, Zi)s*(2, 2)), (2.21)
where m and n are the layer numbers which includes two receiver depths z1 and z2, respectively.
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Figure 2-3: Illustration of the sonar footprint : the overlap between beampatterns of the source
and receiver arrays.
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The formal expression in Reference [48] was derived as follows :
2
C,(?1,zi, 72, z2) = 2 )3 fd2 $Py(-) [Am(zi, 4,4 $+$~) e~' d2 4] (.2
X [fAn(Z2,4,4 + 0) e'12 d2
In the above equation, the scattering kernel Am is defined as:
Am(z, 4, k) = em(z, 4) im (, 4) i)), (2.23)
where em(z, 4) is a diagonal matrix representing the exponential behavior of the upward and down-
ward plane wave components in layer m, and (i) is the spectral decomposition of the mean field
derived by Fourier transform. T;m(k, 4) is the reverberation T-matrix representing the transition
from the mean field components with wave vector k in the layers separated by interface i, to the
reverberation components of wave vector 4 in layer m. The scattering kernel, Am, comes from
the spectral expression of the scattered field, i, which is the convolution integral between the
roughness spectrum and the scattering kernel. The above integral expresses the spatial correla-
tion function by six multiple integrals with kernels in the spectral domain. Also, two of double
integrals are in the form of a convolution integral, and they are functions of the spatial coordi-
nates. The direct numerical evaluation of the above multiple integral is extremely inefficient for
computing the correlation function values over a set of spatial points (i.e. the correlation matrix).
Another way to compute the spatial correlation function is to use the ensembles of the spatial
fields using the roughness realizations. Since computing each spatial field snapshot involves a
2-D Fourier transform and a wavenumber integration and, it is extremely efficient. The correlation
function can be obtained by a 'Monte-Carlo' style simulation. The numerical efficiency of the
scattering computation is accomplished by the following techniques :
* The Hankel transform of spatial virtual source is performed using a 2-D fast Fourier integral
based on FFT (Appendix B) .
" The boundary operator of 3-D OASES is independent of the azimuthal Fourier orders [46].
Compared to the direct integral method, the number of kernel sampling is several orders less in
magnitude to achieve the same order of accuracy.
Validity of Small Perturbation
In the tensor notation, the displacement d' and traction T< can be expanded by the Taylor series of
the unrotated displacement vector di and stress tensor o-i; about the reference level (z = X3 = 0).
di' = Ti (d9 + y d9 ,3) +%Y2, (2.24)
where dY is the displacement vector at the reference level. Then the displacement perturbation Ad
becomes:
Adi=di-di= (ij-oij)d +yjd, 3 +O(y2 ), (2.25)
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Figure 2-4: Illustration of the roughness spectrum and the incidence kernel in the wavenumber
domain.
where oi; is the Kronecker delta and defined as follows:
6ij=1 ifi=j (2.26)0 if i f j
For the traction vector, the same expansion is used to derive the traction perturbation Ar. The
traction vector in the rotated coordinate system is defined as follows:
= Wig (o- k +7 k,3)3k + 0(y), (2.27)
where c- is the stress tensor at the reference level. Then the traction perturbation becomes:
Ari = 1 - ro = (Pij 'P3k - 6ij 6 3k) c k + Y' ij Ok,3 'P3k + O(Y2), (2.28)
where T? is the traction vector at the reference level. In order to evaluate the above perturbation at
higher orders, the rotational tensor 'P should be used as shown in (2.12). This rotational tensor is
often linearized in terms of a local roughness slope. In most cases, this approximation is utilized
to express the scattered fields in terms of roughness spectra. If there exists a higher order in the
roughness height function, it is prohibitive to use the roughness spectra directly in most of the
perturbation formulations. By assuming that the unperturbed field can replace the mean field,
the scattering theory in this thesis also uses the linearized rotational operator. Therefore, the
theoretical error caused by the linearized rotational operator can explain a validity of the theory.
The error between the exact and approximated rotational tensors occurs when the cosine and
the sine of the local angles are approximated by 1 and the tangent of the surface, respectively. The
relative errors E between the exact and the first order become :
I1-cos6 tan6-sinO 1+a2 l, (.9
Ec = 1- = l +tan26 -1, Es =1 +tan2 _ 1, (2.29)
cos 0 sin6
where the subscripts c and s represents the errors for the cosine and sine, respectively. The above
relative errors simply mean that the square of the roughness slope should be much smaller than 1 in
order to reduce the error, which is already stated by the second condition of the small perturbation
limit in the equation (2.3). Since the relative errors for the cosine and sine are the same, it is
possible to estimate the mean errors for each roughness type based on the roughness realizations.
Figure 2-5 shows three examples of errors produced by different roughness power spectra.
Each error plot is generated by averaging 1024 ensembles. Since the 2-D Hanning window is
applied on each roughness realization, the peaks of errors are located near the origin. As fast
varying components of roughness increase, the relative errors become greater. Figure 2-5(a) is
the error caused by an isotropic Gaussian power spectrum. The peak values are less than 3%,
while isotropic Goff-Jordan power spectra produce greater error in Figure 2-5(b) and Figure 2-
5(c). When the fractal dimension of Goff-Jordan power spectrum increases from 2.0 to 2.5 in
Figure 2-5(b) and Figure 2-5(c), the relative peak error becomes 63% because of the stiffer local
slopes.
In addition to the exact rotational tensor, the higher order derivatives of unperturbed displace-
ments and stresses should be available. Since the unperturbed solution is based on the spectral
representation in the form of a wavenumber integral, the partial derivatives of any related phys-
ical quantities can be derived exactly by multiplying the integral kernel by the corresponding
wavenumber. In other words, the partial derivative operators in the spatial domain become the
multiplication operator in its spectral domain. In Appendix B, the evaluation of partial derivatives
in Cartesian and cylindrical coordinates is described.
Therefore, it is feasible to evaluate the higher order perturbations. The forms of the displace-
ment and traction perturbations are no longer a linear functional of the roughness height function.
The exact rotational tensor, IF, includes the square terms of the roughness slopes. The cross term
between the roughness height and its rotational tensor makes the perturbations behave in a non-
linear fashion. Previously, the first order perturbation states that the magnitudes of perturbation
and its resulting field are linearly proportional to the roughness height function. Once any terms
higher than the first order are involved in the formulation, the previous statement becomes in-
valid especially when the roughness increases. Increasing roughness linearly means that the first
order term of perturbation increases in the same linear scale but the higher order terms behave
differently.
When compared to the first order perturbation using the approximated rotational tensor, the
first order perturbation using the exact rotational tensor varies in the following ways. The pertur-
bational formulation can be applied to the roughness with high slopes because the perturbational
limit on the roughness slope is eliminated. Because the perturbational expressions (2.25) and
(2.26) include the cross terms between the roughness height and slope, their averages become
non-zero. In other words, the coherent scattered field will be non-zero [36]. The coherent scat-
tered field corrects the assumption that the mean field can be replaced by the unperturbed field.
Physically, this correction term represents the reduction of the total coherent field (mean field)
caused by scattering.
Compared to the perturbation in the spectral domain, it is straightforward to implement the
perturbation using the exact rotational tensor in the spatial domain. The effort required to compute
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Figure 2-5: The averaged relative errors of local cosine values based on the realization of 2-D
isotropic roughness patches : RMS roughness height is im and the correlation length is 4m. After
bias and trend are removed from each realization, the 2-D Hanning window is applied.
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the rotational tensor is equivalent to that of the approximated rotational tensor (i.e. roughness slope
matrix). Therefore, it might be worth while to investigate the effects of coherent scattered field
using the exact rotation tensor. However, the exact rotational tensor is not implemented in this
thesis because it is beyond the scope of this thesis.
2.2 Description of Roughness
Description of roughness is an important aspect in rough interface scattering theories. Since most
rough surfaces have stochastic behavior, this behavior can be described statistical terms. Those
rough surfaces are defined in Reference [36] as follows :
"No two rough surfaces are identical and even those formed by a well controlled pro-
cess, such as turning, will each possess a unique surface form. For surface created
under less stringent conditions, such as windswept seas, landscapes or fracture sur-
faces, it is not possible to predict the profile of any part of the surface from knowledge
of the profiles of adjacent parts of the surface and the random nature is even more ap-
parent. Such a surface may therefore be regarded as a random process: i.e. 'a process
that has no memory'. Statistical techniques are required for describing such surfaces."
Besides the description of a rough surface, the type of rough surface can affect the validity of
rough surface scattering models [36].
2.2.1 Statistical Description
There are many ways to describe random rough surfaces in statistical terms. One of the most basic
way is by the first order statistic, which describes the characteristic for each of the individual data
points. The typical values of first order statistics are mean and variance. The first order statistic
is often called a 'one point statistic' because its statistic values are independent of the relative
relationship among data points. By this reason, it is quite possible that two visually different
random surfaces share the same first order statistics. Mathematically, the first order statistic is
solely expressed by probability density functions (i.e., height distribution function p(y)) or its
equivalents, where p(y) dy is the probability of any surface point being at a height between y and
y + dy away from the mean surface. However, this description is often not sufficient to differentiate
between two random processes.
In order to describe details of random surface, higher order statistics are required. The second
order statistic (i.e., 'two point statistic') is most often used to describe the characteristic of the
random variable. The second order statistics describe the correlation between two separate data
points, and are often represented by the power spectrum (i.e. power spectral density function) or
height correlation function. The definition of power spectrum can be obtained by its relationship
with the corresponding correlation function :
Py(k) = (2>r) Cy(N) ek d2 R, (2.30)
where S is the RMS roughness height and C(h) is the normalized correlation function of rough-
ness. In other words, the power spectrum is the Fourier transform of the unnormalized correlation
function. The power spectrum is also directly related to the surface profile function by replac-
ing the surface correlation function C(N) with the following definition. For an infinite roughness
surface, the normalized correlation function is defined as the following limit.
Cy(E) = lim y(?)y(+E)d2F, (2.31)
where AM is the area of mean (or reference) surface. By substituting the above definition to the
power spectrum,
1 2
Py(k) = lim y() e'k d2 7 . (2.32)
AM-+oo 47r2AM JAM
The power spectrum can describe the spread of height distributions as well as the height variation
along the surface. The RMS roughness height and RMS average for higher order derivatives can
be conveniently expressed by the power spectrum.
-= f Py()d2 ) d kf (k)k2n d2k. (2.33)
The most common form of power spectrum is one with a Gaussian surface correlation function.
-> '. u22q r2 I
Pyk)= exp ,exp , (2.34)21 ] 2Q3 2 2
where a positive-definite, the symmetric matrix Q and a function u(k) and r(x) are defined as:
I = 81 I 2 , (2.35)
CLi L2
u() = IZQ-l]/ 2  (2.36)
r(x) = [ITQ-'1 ] 1/2 . (2.37)
The determinant of Q is a constant independent of the coordinate system.
IQI = (. ) 2  (2.38)
CL1I L2
The unit vectors 81 and 82 are orthogonal to each other and they are aligned to the direction of
anisotropy. When the angle of anisotropy is 0, with respect to horizontal axis (x axis) in the
counter-clockwise direction, 81 and 82 simply reflect the rotation of coordinate system.
cosos - sin' (2.39)
sinOs ) cos0s )
The corresponding Q matrix, u(k) and r(?) are:
C cos2  + C sin2 (Cj? -CZ2) cos0 sinG
Q (CZj - CZ22) cos 0 sin 0 C2i sin2 0s + CZ2 cos2 Os] (2.40)
u(E) = k2+k,2 0C1 cos2(+-0s)+ C 2 sin2(0 - 0s), (2.41)
r(x) = ;x 2 +y2 VCicos2(0s) +CZ2 sin2 (0s), (2.42)
where CLI and CL2 are major and minor correlation lengths of roughness. If the wavenumber
vector in the rotated coordinate system is used, Q becomes a diagonal matrix as follows:
Q[Ci 0] (2.43)
and u(k) and r(x) become:
u(k)= }C 2 K +C 2 K , r($)= C2X +CjX|, (2.44)
where (K1, K2) and (X1, X2) are a local wavenumber vector and a spatial vector in the rotated
coordinate system which are related to the original vectors as follows:
K1 = k2+kg cos(O-s), K2 = k2+kg sin(O-Os), (2.45)
and
X1 = ;x 2 +" 2 cos(0 - 0), X2 = x2 +y2 sin(9 -0s). (2.46)
The form of the power spectrum is the same as the correlation functions. The main advantage of
using this type of power spectrum (Gaussian) is that it is very easy to manipulate analytically.
Another type of power spectrum, which is often used to model oceanic bottom surfaces, was
suggested by Goff and Jordan [19].
., o.2,
Py(k) = 71 , Cy(.) = Gy(r(.1))/Gy(0). (2.47)
The function Gy is defined as :
Gy(r) = rYKy(r) for v e [0, 1], (2.48)
where Ky is the modified Bessel function of the second kind and order v, and Gy(r) has the follow-
ing limiting value at r = 0 [1] :
limGy(r) = F(v)2v-1. (2.49)
r-0o
The above power spectrum has an asymptotic roll-off rate equal to -2(v +1) when the wavenumber
approaches infinity. The parameter v is related to the fractal (Hausdorff) dimension D as follows :
D = 3 - v, (2.50)
which represents the richness of small scale roughness in a stochastic process. Therefore, the
parameter v is inversely related to the roughness. For the limiting case of v = 1, the rough surface
is called an 'Euclidean surface' which has continuous derivatives. For the case of v = 0, the surface
becomes a 'Peano surface' or 'space-filling', which has strong high wavenumber (fast oscillating)
components. In contrast to Gaussian power spectrum, 'Goff-Jordan' power spectrum has a longer
tail in the high wavenumber regime. The tail in the high wavenumber regime is often useful to
K1
Figure 2-6: Local wavenumber axes : illustrative plots of u(E). The ellipses are the isolines of u(k)
when CL1 > CL2-
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Figure 2-7: Goff-Jordan power spectrum as a function of u(k): v = 0.25, 0.50, 0.75, and 1.00 cases.
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Figure 2-8: Goff-Jordan correlation function as a function of r() : v = 0.25,0.50,0.75, and 1.00
cases.
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match the experimental roughness data for two reasons.
Firstly, the roughness data collection inherently introduces high wavenumber noise compo-
nents (fast varying roughness). Secondly, any measurement methods have the limitation on the
spatial resolutions, which correspond to the highest measurable wavenumbers. Beyond these
wavenumbers, the collection of roughness data is meaningless, except that most of the real oceanic
bottom surfaces have small scale features beyond these wavenumbers which are represented in-
significantly by Gaussian power spectrum.
Another type of roughness, commonly observed in oceanic bottoms, is often called the 'ripple'
or 'ripple structure'. Its most distinctive feature is that the roughness spectrum is centered at a
specific wavenumber away from zero wavenumber. In order to describe the ripple roughness in
statistical terms, the power spectrum is modified to have a peak at a non-zero wavenumber with a
given width of spreading.
S Cr,2C21 1 -2)-3/2 + 1 2)-3/2
Py(= 1+i k -k + ( +1C I k+ko ], (2.51)
44
where ±kO are the wavenumber vectors for peak positions defined as follows:
+ 1 -sinO(
ko = -- 2 .OO (2.52)
The above power spectrum is a sum of two isotropic Goff-Jordan power spectra with the fractal
dimension 2.5 and the correlation length CLi. It is scaled by the fact that the total power is equal
to the variance of roughness. The distance between two peaks is simply the inverse of the second
correlation length CL2. In the spatial domain, the first correlation length CLi controls the character-
istic length of ripples while the second correlation length CL2 controls the width of ripple structure.
Since the peak of the power spectrum is not located at the zero wavenumber, it is often called 'off-
centered' power spectrum. An example of this power spectrum is shown in Figure 2-17. The same
kind of power spectrum can be constructed with two isotropic Gaussian power spectra as follows:
2 o-C C - o 2 +Eo1
PyL exp- 2 J +exp L 2 . (2.53)
An example of off-centered Gaussian power spectrum is shown in Figure 2-19. The major dif-
ference between the above spectra is analogous to that of the Goff-Jordan and Gaussian power
spectra. The off-centered Goff-Jordan power spectrum has more energy spreading in the high
wavenumber regime as well as near zero wavenumber.
2.2.2 Syntheses of Roughness
In contrast to the other scattering theories, the rough interface scattering formulation in this thesis
uses the roughness height functions directly. For measured roughness data sets, the formulation
is able to compute the corresponding scattered fields directly. But, when the statistical properties
of scattered fields produced by a particular roughness model (i.e. power spectrum) is sought, the
most possible way to connect the scattering formulation with the roughness power spectrum is to
compute the fields based on the roughness profiles which are synthesized by the roughness power
spectrum. With a series of synthesized roughness profiles, the statistical properties of the scattered
fields can be obtained in an ensemble sense.
Once a power spectrum or correlation function is determined for a particular roughness statis-
tic, a realization of corresponding roughness is straightforward. The magnitude of roughness spec-
tral component, f(A), is proportional to the square root of the power spectrum, Py(k). Therefore, a
realization of the roughness profile, y(r), is expressed by the following relationship:
y() = F- [ Py(k) e~ ,(k)] (2.54)
where F-1 is the inverse Fourier transform. #(E) is a random function with the following probabil-
ity density function p(#) :
((2r)- forO0:5:27r (2.55)
0 otherwise
which is a uniform probability density function.
In order to perform a field computation based on random properties, each random variable
should be described by its probability density function. The phase of spectral component is
the only random variable which can vary from 0 to 27r. Since there is no prior preference for
the phases, the uniform probability density function becomes the natural description of random
phases. The square root of the roughness power spectrum provides the amplitudes for the rough-
ness height function in the spectral domain, while the random phase function makes each realiza-
tion randomly unique.
The basic idea of roughness realization is simple, but its numerical implementation requires
several cautions. Regardless of power spectra, the following two facts should be considered for
the numerical implementation. Firstly, since the average of the roughness height is zero, therefore,
the spectral component at the zero wavenumber should always be zero. Secondly, the roughness
height is a real function while the input spectral component is a complex function. Therefore,
the spectral components of negative wavenumbers should be equal to the complex conjugation of
those in the positive wavenumber regime.
Several examples of the roughness power spectra and their realizations are shown in Figure 2-9
through Figure 2-14. When Figure 2-12 and Figure 2-14 are compared, the most distinctive differ-
ence comes from the higher wavenumber components (i.e. small scale roughness). A realization
(Figure 2-12) generated by an isotropic Goff-Jordan power spectrum (Figure 2-9) has many rich
features of fast varying roughness. However, even with the same correlation length, a realization
(Figure 2-14) generated by an isotropic Gaussian power spectrum (Figure 2-13) is very smooth
with prevailing features of slowly varying components.
Once an anisotropy is introduced by the second, or minor, correlation length (CL2) and skew
angle (0s) to a power spectrum such as Figure 2-15, the corresponding roughness realization shows
spatial anisotropy such as shown in Figure 2-16. The aspect ratio of anisotropy is determined by
the ratio between the major and minor correlation lengths.
Another type of roughness anisotropy, known as a 'ripple structure', is distinguished from the
previous roughness anisotropy because its roughness power spectrum has a peak at a non-zero
wavenumber. Figure 2-17 is an 'off-centered' Goff-Jordan power spectrum for a ripple structure.
Figure 2-18 is a roughness realization based on Figure 2-17. Figure 2-19 and Figure 2-20 are an
'off-centered' Gaussian power spectrum and its roughness realization, respectively. Analogous to
the comparison between isotropic Goff-Jordan and Gaussian roughness realizations, Figure 2-18
and Figure 2-20 exhibit the differences in fast and slowly varying roughness components.
Pre-processing of Roughness Data
There are several kinds of methods in collecting roughness data. Raw data of roughness can
be underwater photos, bathymetry data, acoustic measurements and even synthesized roughness
profiles. Each individual method has own limits in spatial resolution and accuracy. Thus, the
resulting statistical values are different in subtle ways. Regardless of data collecting methods,
the raw data should be properly processed before any spectral analyses are performed [20]. The
general procedures for pre-processing of raw data consist of:
1. Digitization of data.
The raw data are digitized on the grid points. Interpolation may be used to fill the gaps.
2. Removal of bias and trend.
The raw data are measured relative to the reference level. For spectral analysis, the mean
height and slope should be set to zero by subtracting its least-square plane from the raw
data. By doing this, any features with wavelengths longer than the sampling (track) length
are eliminated.
3. Windowing and filtering.
To minimize the spectral distortion, any sharp discontinuity or truncation on data should
be removed by a smooth and broad window. While effective surface area is reduced by
windowing, side lobes in the spectral domain will be reduced.
As an example, synthesized roughness data are generated to demonstrate the pre-processing pro-
cedures. Digitization of data is skipped because the data are synthesized in a digital format. Given
a roughness power spectrum or correlation function, roughness is generated on 2-D rectangular
grids. Figure 2-9 shows the input power spectrum modeled by an Isotropic Goff-Jordan power
spectrum. Figure 2-10 is a single realization of roughness based on the input power spectrum.
Unlike the zero mean surface level, the slope of the reference plane is not strictly enforced for the
roughness syntheses. Therefore, most of the raw roughness profiles contain non-zero slopes in
their mean plane. By subtracting the least-square plane from the raw data, the roughness profile
has a zero slope of its mean plane as well as zero mean values. Figure 2-11 shows the roughness
data after this procedure. The windowing process removes discontinuity along the boundary of
roughness profile in order to eliminate spurious behavior in the spectral domain. Figure 2-12 is
the final roughness profile after the pre-processing.
Selection of Patch Length Scale
Determining the length scale of roughness patch requires several physical consideration. The
lengths of patch are generally selected by the following factors :
" Size of sonar footprint. The size of sonar footprint is estimated by the angular resolutions
of source and receiver arrays, and the distances among interface and arrays.
" Correlation lengths of roughness. In order to express the correlation length on random
patches, the length of the patch parallel to each correlation length should be ten times longer
than the correlation [36].
Another important length scale is the grid size of the patch. In order to represent various
scattered waves, the grid size of the patch should be selected carefully according to the follow-
ing standards. Depending on the layering structure of the medium, there exist different types of
56
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Figure 2-13: Input power spectrum for realization of roughness patch : an isotropic Gaussian
power spectrum (CL = 4m and VT = im).
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Figure 2-15: Input power spectrum for realization of roughness patch: an anisotropic Goff-Jordan
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pre-processing.
seismo-acoustic waves. These waves are often characterized by their phase speeds. In the spectral
domain, these phase speeds are related to the horizontal wavenumber by frequency. The relation-
ship between these characteristic wavenumbers and patch grid size is straightforward. In order
to include the effect from each wave type, the maximum patch grid size is determined by the
following equality:
As < 2,r (2.56)kc
where As and ke are the patch grid size and characteristic wavenumber, respectively. Therefore, the
maximum grid size can be found by computing the minimum characteristic wavenumber. There
exist surface waves on the interface with an elastic layer. Surface waves are referred to differently
depending on the type of medium on the other side. For example, a surface wave is called a
'Rayleigh wave' if it exists on a vacuum-elastic interface and a 'Scholte wave' if it has a fluid-
elastic interface. A 'Stonely wave' is a surface wave associated with an elastic-elastic interface.
As the pertinent wave type in ocean waveguides, Scholte wave occurs on the interface between a
fluid layer and an elastic layer such as bottom interfaces. It has the following characteristics [22] :
" The wave propagates along the interface with exponentially decaying amplitude away from
the interface in both medium.
e Particle motion is elliptical in the vertical-horizontal plane.
" There is no low-frequency cut-off.
* The phase speed of the Scholte wave is lower than the shear wave speed of an elastic
medium [7].
According to the last item, the grid sizes of patches should be chosen by considering the Scholte
wavenumber for a fluid-elastic rough interface. The phase speed of Scholte wave is determined by
solving the following characteristic equation [7]:
4VI 1 - qs -(s-2)2 - qs (2.57)
MN1 - rs
where
r 2 = P i, s Scholte ,(.8
r ~ C p2 q 0 M C21 (.8P P1C
where C, and p are the compressional wave speed and the density of the fluid layer while C,1,
Csi and pi are the compressional wave speed, the shear wave speed, and the density of the elastic
layer. In Reference [7], the asymptotic behavior of the potential is derived when m >> 1 and r >> 1.
The potential amplitude in the fluid medium decreases as the vertical distance from the interface
increases. The amplitude is proportional to the following exponential term :
r kz 1
exp - 2 1 for z>0, (2.59)
2mr(1-q)]
where z is the vertical distance from the interface. In order to have significant effects of the
Scholte wave in a fluid medium, the above exponential term should be large within the depth of
several wavelengths from the interface. Assuming that the distance z is equal to the compressional
wavelength of the fluid, and m and q are kept constant, the condition for the dominant effects of
the Scholte wave is obtained as follows :
SI= -F >> ~1.77. (2.60)
Cp
Therefore, when the shear wave speed of the elastic layer exceeds the compression wave speed
of the fluid layer by the above ratio, the contribution of Scholte waves to the scattered field is
significant.
There is another type of surface wave called the 'leaky wave'. The phase speed of the leaky
wave can be calculated by the same characteristic equation as the Scholte wave. The difference
is that its phase speed is in a complex plane. The real part of the phase speed exceeds the com-
pressional wave speed of the fluid medium. Even though the real part of phase speed is in the
supersonic regime in the fluid medium, the non-zero imaginary part of phase speed produces the
decaying behavior of leaky wave which is similar to the other interface wave. Again, the contri-
bution of leaky wave to the scattered field is observable in the vicinity of interface if the rough
interface is located between the fluid and the elastic media, or between two elastic media.
Correction of Window Effects
Even synthesized roughness data are required to be pre-processed for any further spectral analysis.
For example, biased roughness data are likely to give erroneous results in scattering computation
because of non-zero mean height and slopes. Also, computation of the local roughness slopes,
which is necessary for a perturbation method, can properly be done only if the edge discontinuity
is removed by windowing. The spatial windowing process changes the effective area for scattering
computation. There are several ways to compensate for the losses caused by windowing. The most
typical approach is to scale up the final results by a predetermined factor. As a rule of thumb, this
factor is approximately equal to the ratio between the volume under the specific window and the
volume under the rectangular window. For example, the volume ratio by Hanning window is 0.25,
which corresponds to half the size of the RMS roughness height.
f~LZ [i.+cos ( i [ +Cos dxdy= -. (2.61)
Ix ly -1,/2 jx12 4 Ix ly4
Mathematically, this approximation is too crude. In order to compute the correct scaling factor, it
is necessary to examine the mathematical expression of the RMS roughness height. By definition,
the RMS roughness height is:
V = N(0), (2.62)
where N is the roughness correlation function defined as follows:
N(x) = (y(Z')y(I+ ')), (2.63)
where y(x) is the roughness height function.
Once a window function h(l) is applied, the new correlation function N'(1) becomes:
N' (x) = (h(.') y(!') h( + ') y(I+ '))
= (h(')h(I +.')) x (y(.')y( +
= Nh (x-) x Ni)
The window correlation function Nh(x) is :
f h(.') h(l +.')d2
Nh (XI = A f d2 g 
,
A
and the roughness correlation function can be expressed by the
P(cj):
N(2) = fP(4)e-4d2 4.
corresponding power spectrum
(2.66)
In reality, the above equality can not be exact due to the following two facts:
* The length of the sampling track Ls is finite.
* The spatial resolution of the sampling, As, is not infinitesimal.
These two facts are valid for both experimental and synthesized roughness data. Therefore, it is
necessary to have another expression of the correlation function with the power spectrum. This
expression can be derived from the relationship between the sampling limits and integral limits of
(2.66) :
27r
qmin = T:, '
27r
qmax =A. (2.67)
By truncating (2.66) with finite integral range,
qymax
N(x,y) = 2
fqY
x=2
fqxmin
e-'yy dq, "m- [P(qx, qy) e-'qxx + P(-qx, qy) e'xx ] dqx
e-'9x dq f [ P(qx, qy) e~'yy + P(qx, -qy) elyy dq,{in1
Thus, the actual correlation function N"(x) is :
N"(h)r= N u) x N ().
Therefore, the upper bound of the RMS scaling factor is :
(2(window) _
);T(true)
N"(O) 
_
N(0) N )N(O) (0)IN(0
As an example, the following isotropic Goff-Jordan power spectrum (D = 2.5) is used to compute
(2.64)
(2.65)
(2.68)
(2.69)
(2.70)
the correction term Nt(O, 0) to compensate the finite sampling effect.
P(q., qy) =-
2r[1 + (qxCl)2 + (qYC)2]3/2
where the fractal dimension is 2.5, and its correction term is :
IC qx2qy21
1 + (Ciqx2)2+ (Ciqy2)2
-arctan C1 qy2
1+(Clqx)2 + (Ciqy2)2
- arctan Ci qx2qy1
t 1 + (CIqx2)2+(Ciqy)2]
+arctan C1 q+ q,
1+(ClqX1)2 + (Clq,1)2
where C1 is the correlation length, qx1 , qy, are the lower limits of integral (2.68), and qx2, qy2 are
the upper limits. Figure 2-21 shows N,(0, 0) when qxl = qy and qy = qy2 -
As an example, the correlation function of a 2-D rectangular Hanning window is considered.
When the rectangular Hanning window is defined as :
- [1 + cos(2rxx)] [1 +cos(2ry/ly)] for x| < lx, |y| < lyh(x, y) = 4
0 otherwise
(2.73)
its auto-correlation function becomes :
Nh(x, Y) = 2-(l-x lxi) [2 + cos(2xrx/lx)] + 3 sin(2rlx|/lx )
X {r (1, - \y|) [2+ cos(2ry/ly)] + 3 sin(27ryl/ly)}, for |x\ < lx, |y| < ly,
(2 lI
(2.74)
and the square root value of Nh(x, y) at the origin is :
3
VNh(O, 0) = .8 (2.75)
The 2-D rectangular Hanning window and its correlation function are shown in Figure 2-22 and
Figure 2-23. The maximum for the scaling factor becomes 0.375 for the 2-D Hanning window,
which is less than 0.5 by the volume ratio method. This number corresponds to an effective area
ratio of 0.140625. It should be also emphasized that the simple scaling of roughness is not enough
to compensate for the window effects. There are additional windowing effects to be considered.
In order to investigate the windowing effects on the input power spectrum, a pair of 1-D power
spectrum and its correlation function are used to compute the effective power spectrum caused
by a 1-D Hanning window function. The power spectrum and correlation function are defined as
follows :
Cy(x) = e-lxl/L (2.76)o2LPy(k) = ,
7x(k2L2 + 1)'
where L is the correlation length. For the 1-D Hanning window, the window correlation function
Nt(0, 0)=2 x arctan
(2.71)
(2.72)
Nt (0,0)
qx, = qv, & qx. = qv.
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Figure 2-21: Correction term N(O, 0) to compensate for the finite sampling effect for q,, = qy, and
qY = qy2-
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function of dimensionless wavenumber kL and the length ratio l/L.
is:
(1 3
I-(1 -|lx|) [2 +cos(2,x/l)] + -sin(2xrlx||l)| for lx| <1l
Na~~~~x)L =1616 (.7
0 otherwise
where 1 is the window length. By the definition, the correlation function after applying Hanning
window becomes :
C'(x) = N(x)e-|x||L
= --\x|) [ 2+ cos(2,x/l)] + -- sin(2i~x||l)} e-ixi /L for lxi <1l/2 (2.78)
0 otherwise
From the above correlation function, the modified power spectra can be expressed as a function of
a dimensionless patch length k.L and correlation length lL. The ratios among the modified power
spectra and input power spectrum are plotted in Figure 2-24.
After the pre-processing, actual statistical analysis can be performed. The general interests
of roughness data are focused on the first and the second order statistics. The height probability
density function (PDF) is the most common form of first order statistics, while the auto-correlation
function is the most common form for the second order. Often, the power spectrum of roughness
heights is used instead because it is a Fourier transform pair of the corresponding auto-correlation.
It should also be emphasized that the first and second order statistics are completely independent.
For example, two different rough surfaces can share the same first order statistics while their
second order statics are completely different [36].
2.3 Numerical Implementation of Rough Interface Scattering Model
In order to solve the scattered field s(x) by the same solution technique used for the unperturbed
field, f,(x) is expanded in an azimuthal Fourier series and transformed using the Hankel transform.
The unknown coefficients of the displacement potentials in the spectral domain are obtained by
matching boundary conditions [46]. The azimuthal Fourier expansion and the Hankel transform
of the spatial virtual source is described in Appendix C. Solving for the scattered field is an
evaluation of the virtual source distribution function f"'(kr).
B(kr) s'?(kr) = -f"(kr). (2.79)
Figure 2-25 is a flow chart for implementing the patch scattering model. The left hand of the
diagram shows the roughness patch realization and process while the right hand side shows the
computation of the unperturbed field potentials including the incident field. By combining the
roughness and the unperturbed potentials, the cylindrical virtual force is evaluated by numerical
Hankel transform and the azimuthal Fourier series. Finally, the virtual forcing term is inverted by
3-D OASES to yield the scattered field.
2.4 Benchmark
In order to verify the validity of the 'patch' scattering model, a benchmark is performed against
an analytic perturbation solution. For comparison purpose, in-plane scattering strengths are com-
puted. The scattering strength is defined in Reference [57]
Ss,,(ks, ki) = 10 log10 lim i(dB re rref (2.80)r-*oo i(+) r,2
where the subscripts s and v represent surface and volume scattering, respectively. ks is the wave-
number vector in the scattering direction and Ei corresponds to the incident wavenumber vector. Is
is the scattering intensity generated by a scatterer of unit area or volume (i.e. 1m2 for surface scat-
terer or 1m3 for a volume scatterer), which is measured at range r. Ii is the intensity of the incident
plane wave. In Reference [3], a wave scattering formulation is derived based on the first order
perturbation theory. The medium consists of two fluid half spaces divided by a rough interface.
Assuming the power spectrum of rough interface is known, the intensity is expressed as:
Is (ks, ki) = AMR F (i ksP (4s -i), (2.81)
where R is the distance from the center of the scattering surface to the source or observation point
and AM is the area of the reference scattering surface. K is the projection of the wave vector k
on the horizontal plane. The subscripts i and s indicate 'incident' and 'scattered' wave compo-
nents, respectively. Figure 2-26 shows the coordinate system with the incident and scattered wave
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Figure 2-26: Configuration of incident and scattered wave vectors in two fluid half spaces with a
rough interface.
vectors. The corresponding scattering strength is:
Ss(ks, ki) = 10 logi0 k0 F ([i, ks P (Ks -i . (2.82)
The function F is defined as :
(P2 -P1) kIs| 2
P1 ki-|| 2 +p2 k -Is| 2
X -i - ,s + ki p2 - ki p1r 1k1KS P2-P
(2.83)
+V ki- --I 2kiz1 V(-i)]
where wave vectors ki, ks, Ki and is are defined as follows:
ki = ki(cosOi, 0, -sinOi),
ks = ki(cos Os cos6, cos O, sin0p, sin0s),
it = ki(cos6i, 0, 0),
Ks = ki (cos Os cos 6p3, cos Os sin Op, 0).
P1  C i
P 2 C 2
(2.84)
2k2,F (ks, ki
The plane wave reflection coefficient V is a function of the incident grazing angle 6i.
(P2/P1)sinO;- (cI/c2) 2 --cos2 O (sinO;- i -cos 2 , (2.85)
(P2/P1)sin0; ± (c1/c2) 2 -cos 2 i (sin9i+V -cos 2 ,
where { and 77 are defined as :
{ = P2/P1, q = (c1/c2)2. (2.86)
F is a function of incident and scattered wave vectors. Close examination of this function re-
veals that it is independent of frequency and that it can be expressed as a function of incident
angle, scattered angle, bistatic angle, density ratio, and the ratio of compressional phase speeds as
follows :
1 ({-1)sinOs
O ) 2 V 7-cos 2 Os +sinOs (2.87)
-cos9; cos0s cos0, (1 +V)+sin ;i-cos 2es(1-V).
The benchmark scenario chosen here is shown in Figure 2-27. The upper half space is a fluid
medium (water) with C, = 1500m/s and p = lg/cm3. The lower half space is basalt which is
modeled as either fluid or elastic medium with C, = 5000m/s, Cs = 2000m/s and p = 2.2g/cm3
The interface between the two half spaces is rough. Its roughness is modeled by an isotropic
Goff-Jordan power spectrum with fractal dimension 2.5 and 6m correlation length. The dimension
of roughness patches is 256m by 256m and the number of grids is 512 in each direction. The
incident wave is a compressional plane wave with f = 250Hz and a 5* grazing angle. Figure 2-28
shows the in-plane scattering strengths of 3 cases. The solid line is computed using the formal
averaging formulation in Bass and Fuks [3]. The dashed line is obtained using the patch scattering
model in this thesis with 256 ensembles of scattering realization. The dotted line is also from
the patch scattering model, but the lower basalt half space allows an additional elastic property,
shear wave speed. The thin solid lines correspond to the compressional critical angles while the
thin dashed lines indicate the shear critical angles in the forward and backward directions. With
only 256 ensembles, the patch scattering model can reproduce the analytical solution derived by
the formal averaging of scattered field. Computation of each ensemble was completed within the
order of minutes on a desktop workstation. While the numerical model is accurate over most of
the angular regime, a small discrepancy in the forward direction arises as the scattering grazing
angle approaches to zero. The numerical model produces a lower scattered field than the analytic
solution. This effect is caused by the reduced projected area of the finite-sized roughness patch for
the numerical model when the scattering grazing angle become small. In other hand, the projected
area of the insonified region is infinite for the analytic solution. This discrepancy is not practically
important in a real situation because the area of insonification is finite for sonar systems with finite
beam widths. Therefore, using a roughness patch of finite size for scattering computation is closer
to a real situation.
The benchmark case shows that the patch scattering model is correctly implemented. When
the layering of a medium becomes complex or contains elastic properties, there is no analytic
solution available in a compact form such as the above solution by Bass and Fuks. Also, the
model can compute the scattered field caused by beam incidence, too. The examples suggest that
the efficiency of the model can be exploited further for the simulation of narrow band pulses in the
Water: Cp=1500m/s p = 1.0 g/cm 3
Rough Interface by Isotropic Goff-Jordan with CL=6m, D=2.5, RMS=lm
Elastic Basalt: Cp=5000m/s Cs=2000m/s p = 2.2 g/cm 3
or Fluid Basalt: Cp=5000m/s p = 2.2 g/cm 3
Figure 2-27: Benchmark scenario for the rough interface scattering model : case of two fluid half
spaces divided by a rough interface.
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Figure 2-28: Comparison with an analytic perturbation solution : a formal average solution for
fluid basalt, a numerical solution for fluid basalt, and a numerical solution for elastic basalt.
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time domain as well as the computation of statistical properties in the spatial domain.
2.5 Effect of Medium Properties
From this section to the end of the chapter, many numerical simulation results are presented. In
order to clarify the numerical results, the coordinate system is explained and each type of plots is
described before the discussion on numerical results.
The coordinate systems used in the numerical results are Cartesian and polar coordinates
shown in Figure 2-29. The Cartesian coordinates (x, y, z) follow the right-hand-side rule with the
depth coordinate z pointing down. The polar coordinate system uses the polar angle # measured
from the negative z axis. There are four types of major numerical results presented in this thesis.
The first type of plot is called 'angular spectrum contour of scattered field'. The angular
spectrum shows the distribution of the scattered energy as a function of polar and azimuthal angles.
In Figure 2-29, the polar angle # is represented using the radial coordinate while the azimuthal
angle 0 is represented using the azimuthal coordinate.
The second type of plot is called 'in-plane scattering plot' as shown in Figure 2-30. The in-
plane scattering plot shows the angular spectrum of the scattered field when the bistatic angle is
set to 0 or ir. The in-plane scattering angle 0 is related to the scattering polar angle #.
The third and fourth types of plot types are the 'scattered field cuts' in the horizontal and
vertical planes as shown in Figure 2-31. The term 'scattered field' refers to the transmission loss
of the scattered wave. The horizontal scattered field corresponds to the field parallel to the x - y
plane while the vertical scattered field is normal to the x - y plane.
Two roughness patches are generated for the first roughness patch scattering scenario shown in
Figure 2-34. The first roughness patch (Figure 2-32) is generated using an isotropic Goff-Jordan
power spectrum. The second roughness patch (Figure 2-33) is generated using an anisotropic
Goff-Jordan power spectrum. Severe anisotropy (CL1/CL2 = 8 and 0, = 450) is expected to produce
a strong scattered field in the out-of-plane directions.
2.5.1 Comparison between Elastic and Fluid Cases
The first scattering scenario in Figure 2-34 is used to demonstrate medium effects such as shear
properties. The scenario is the case of two half spaces separated by a rough interface. The incident
field is a compressional plane wave at f = 3kHz and the incident grazing angle is either 15' or 45'.
With the water upper half space, several types of media are chosen for the lower half space to
investigate the effects of elastic properties on rough interface scattering.
The first set of numerical results are in-plane scattered fields with elastic sand, fluid sand,
and elastic limestone half spaces. The incident angle is 150, which is a subsonic incidence to
compressional waves in the lower half spaces. An isotropic roughness patch (Figure 2-32) is used.
When the elastic sand (Figure 2-35(a)) and the fluid sand (Figure 2-35(b)) cases are compared,
one major difference is observed. The scattered energy in the elastic sand half space is about
12dB higher than fluid sand case. This difference is caused by the shear property of elastic sand
half space. By allowing shear waves, the elastic sand half space can support scattered energy in
the form of SH and SV waves. This conclusion can be drawn by examining the major scattering
angles in the lower half space. By applying Snell's law between compressional waves in the water
half space and shear waves in the elastic sand half space, this angle is confirmed to correspond to
shear waves. When the limestone lower half space is used instead, strong shear conversion of the
incident wave is observed in Figure 2-35(c). The scattered shear wave also follows Snell's law.
The major difference between elastic sand and limestone can be found in the shallow polar angle
regime (# < 200). A strong scattered field is observed in this regime for the elastic limestone case.
This can be explained by the higher compressional phase speed of elastic limestone. By increasing
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Figure 2-29: Coordinate notations in angular spectrum plots. The radial coordinate corresponds
to the scattering polar angle # and the angular coordinate corresponds to the scattering azimuthal
(bistatic) angle 0.
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Figure 2-30: Coordinate notation for in-plane scattering strength plots. When the in-plane scatter-
ing angle 0 is between 0 and 7r/2, it is equal to 7r/2 - # with the bistatic angle 0 = 0 (i.e. forward
scattering direction). For 7r/2 < 0 < r, the bistatic angle 0 is fixed at 7r (i.e. backward scattering
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Figure 2-3 1: Coordinate notation for transmission loss contour plots.
obtained at fixed depths (z = const), while vertical fields are computed
(6= const). In-plane vertical cut corresponds to the case of 6= 0, 7r.
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Figure 2-32: Roughness patch generated by an isotropic Goff-Jordan power spectrum (N, = Ny=
512, 1, = l, = 20m, CL = 2m, D = 2.5, and = 6.25cm).
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Figure 2-33: Roughness patch generated by an anisotropic Goff-Jordan power spectrum (N' =
N, = 512, l, =l = 20m, CL = 2m, CI2 =0.25m, 0, =45', D = 2.5, and V( =6.25cm).
the compressional critical angle, the scattered wave in the upper half space can propagate within
a wider angular space.
The next numerical examples (Figure 2-36) show the effect of elasticity on horizontal scattered
field when the roughness is strongly anisotropic. The anisotropic roughness patch (Figure 2-33)
is located between the water upper half space and the elastic (or fluid) sand lower half space. For
both cases, the strong anisotropy of the roughness causes dominant scattered field at 6 = 7r/2 as
well as in the forward direction (6 = 0). The noticeable differences between the two cases are as
follows. Elastic sand scatters energy in a relatively wider azimuthal range (7r/2 < 0 < 3/2r). Fluid
sand produces forward scattering which is 6dB higher than in the case of elastic sand, but the
azimuthal energy distribution is relatively narrow.
The next numerical examples show in-plane scattered fields (vertical cuts) when the incident
angle becomes 450. The roughness patch is the isotropic patch used in the previous cases. Because
the incident angle is in the supersonic regime in the sand lower half space, the scattered compres-
sional waves in the sand half space can be observed in both cases. Unlike fluid sand, elastic sand
exhibits steep shear scattered waves in the lower half space as well as interface wave. The interface
wave decays exponentially away from the center of the roughness patch.
The significance of the shear wave can be explained by examining the reflection coefficients
from the half space with varying the shear wave speed. Figure 2-38 shows the reflection coeffi-
cients between water and sand half space. As the shear wave speed of the sand half space increases,
the reflection coefficient decreases before and after the compressional critical angle (0e = 33.60).
The decrease in the reflection coefficient means that some portion of the energy is transmitted to
the lower space as shear waves. In the plots, the reflection coefficients do not change dramatically
until the shear wave speed of the sand exceeds 300m/s, which is 20% of the compressional wave
speed in the water half space. Therefore, the effects of shear waves on the scattered field in the
upper space are not considered to be significant when the shear wave speed is much lower than
Compressional plane wave incidence ( f=3kHz )
Water half space
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Figure 2-34: Patch scattering scenario
various types of lower half spaces.
: The medium consists of a water upper half space and
Lower half space C, (m/s) Cs (m/s) p (g/cm 3 )
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Figure 2-35: In-plane cut of scattered field produced by an isotropic roughness patch (Figure 2-
32). The medium is divided at 100m depth. Roughness patch is centered at 100m depth and Om
range. The incident field is a compressional plane wave with 150 grazing angle (6i) in the water
half space. The incident wave is coming from the left hand side of plot.
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Figure 2-36: Horizontal cut of scattered field at 20m above an anisotropic roughness patch (Fig-
ure 2-33). The medium is divided at 100m depth. Roughness patch is centered at 100m depth and
Om range. The incident field is a compressional plane wave (Oi = 15') in the water half space. The
incident wave is coming from the left hand side of plot.
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Figure 2-37: In-plane cut of scattered field produced by an isotropic roughness patch (Figure 2-
32). The medium is divided at 100m depth. Roughness patch is centered at 100m depth and Om
range. The incident field is a compressional plane wave (6, = 450) in the water half space. The
incident wave is coming from the left hand side of plot.
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Figure 2-38: Reflection coefficients between water half space (Cp = 150Gm/s and p =.Og/cm 3)
and sand half space (Cp = 1800m/s and p = 1.6gCcm 3). The shear wave speed of the sand half
space (C) varies from Om/s to 600mCs.
the compressional wave speed of the upper space because the shear conversion of incident energy
into the lower space is small.
2.5.2 Waveguide Effects
The presence of a waveguide can change the way scattered energy propagates. To demonstrate
waveguide effects on rough interface scattering phenomena, a simple numerical scenario is used
(Figure 2-39) using the previous isotropic patch. The medium consists of a water column and
an elastic sand half space. The incident field is a compressional plane wave at f = 3kHz and the
incident angle is either 15 or 45. As the rough interface scattering formulation (2.20) implies,
the scattered field is a function of the unperturbed field. Since the unperturbed field depends on
the configuration of the medium, the existence of the waveguide can change the scattered field.
Figure 2-40(a) shows the in-plane scattered field when the incident angle is 150 and the water
column is eim th ck. The main scattering features are similar to the case without a waveguide.
In the water column, the scattered field is severely distorted in the depth direction. This change
is caused by the propagating modal structure of the waveguide. Generally, the modal structure is
confined below the critical angle. For this case, most of scattered energy is concentrated below
the critical angle because of the shallow incident angle. When the incident angle becomes steep
(Oi = 450) for the same scenario, the scattered field (Figure 2-40(b)) changes in the water column.
Because a major portion of the scattered energy is in the shallow polar angle regime (i.e. close to
# = 0), the scattered wave is relatively unaffected by the modal structure. In order to interfere (or
couple) for the scattered wave and the modal structure of the waveguide, their dominant angular
regimes must overlap.
The next three sets of numerical results demonstrate the effects of waveguide thickness by
taking ensemble averages of scattered fields. As stated in Reference [16], the number of propa-
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Figure 2-39: Patch scattering scenario - patch scattering in a waveguide. Case of a water column
with varying depths over an elastic sand half space.
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Figure 2-40: In-plane cut of scattered field produced by an anisotropic roughness patch (Figure 2-
33) at 100m depth. The medium consists of a 100m water column and an elastic sand lower half
space. The incident wave is coming from the left hand side of plot.
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gating modes in a waveguide is proportional to the thickness of the waveguide. The condition of
propagating mode number is :
(n- -1/2)A( 2 < 1, (2.88)2h
where A is the incoming wavelength and h is the waveguide thickness. It also implies that the
thicker waveguide allows steeper modes.
The examples in Figures 2-41, 2-42, and 2-43 have the identical parameters except the wave-
guide thickness. The incident field is a plane wave at f = 3kHz and O; = 150. The lower half
space is elastic sand. The waveguide thickness varies from 20m to 40m in 10m increments. The
roughness has an isotropic Goff-Jordan power spectrum. The number of ensembles (Ne) is 64
in each case. Each set of plots consists of three sub-plots - averaged horizontal scattered fields,
averaged angular spectrum contours, and in-plane scattering coefficients. In the angular spectrum
contours, the circular interference patterns is a results of the modal structure of the scattered field.
As the waveguide thickness increases, the number of these circular patterns increases as well. The
circular pattern in the angular spectrum correspond to the peaks in the in-plane scattering coeffi-
cient plot. Besides increasing the number of circular patterns, the thicker waveguide decreases the
width of the trough near 0 = 7r/2 by allowing the steeper modes. As an additional remark, it is
noticeable that the results are converged well even with a small number of ensembles.
2.5.3 Layering Effects
The following patch scattering scenario is designed to demonstrate the effect of layering on the
scattered fields. Here, the layer effects refer to the effects caused by the thickness of the layer
below the rough interface. Figure 2-44 shows the scattering scenario. The medium consists of a
water half space, an elastic sand sublayer, and an elastic limestone half space. The incident field
is a compressional plane wave in the water half space with f = 3kHz and 0i = 150. Roughness
patches are generated using an isotropic Goff-Jordan power spectrum with CL = 2m, D = 2.5, and
= 6.25cm.
Figure 2-45 shows in-plane scattered fields caused by two sublayers with different thicknesses
(2m and 4m). The major scattering features such as the scattered shear wave and the forward
scattered wave, are almost identical. The main difference can be found in the sublayers. The
scattered fields exhibit the modal structure within sublayers. In order to investigate this scattering
feature, the corresponding 'ensemble averaged' scattered fields are computed. 128 ensembles
of scattered fields are computed for four media - an elastic limestone half space, a 2m elastic
sand sublayer over elastic limestone, a 4m elastic sand sublayer over elastic limestone, and an
elastic sand half space. Figure 2-46 shows the comparison of in-plane scattering coefficients in
the water half space among these cases. When a half space is used, there is no modal interference
pattern (solid and dashed lines in the plot). Once a sublayer of finite thickness is introduced, the
modal structure of the scattered field can be observed in the upper half space. When the thickness
increases, the number of interference patterns increases. This trend can be explained in a similar
way as for the waveguide.
Once the incident wave interacts with the rough interface and transfers energy into the sub-
layer in the form of a scattered wave, a complicated energy partitioning process occurs. When the
scattered grazing angle (7r/2 - #) is less than the critical angle between water and elastic sand, the
scattered energy propagates to the upper half space. When this angle is higher than the critical an-
gle, scattered energy moves to the sublayer and the lower half space. Some portion of the scattered
energy is trapped and it propagates in the sublayer, exhibiting modal peaks. These modal peaks in
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Figure 2-41: Ensemble average of scattered field in waveguide. The medium consists of a 20m
water column and an elastic sand half space. Roughness is modeled by an isotropic Goff-Jordan
power spectrum (CL = 2m, D = 2.5, and N = 6.25cm). The incident field is a compressional
plane wave (f = 3kHz and 6i = 15*). The incident wave is coming from the left hand side of plot.
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Figure 2-42: Ensemble average of scattered field in waveguide (N, = 64). The medium consists
of a 30m water column and an elastic sand half space . Roughness is modeled by an isotropic
Goff-Jordan power spectrum (CL = 2m, D = 2.5, and N = 6.25cm). The incident field is a
compressional plane wave coming from the left side of plot with (f = 3kHz and Oi = 150).
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Figure 2-43: Ensemble average of scattered field in waveguide (N, = 64). The medium consists
of a 40m water column and an elastic sand half space. Roughness is modeled by an isotropic
Goff-Jordan power spectrum (CL = 2m, D = 2.5, and V = 6.25cm). The incident field is a
compressional plane wave coming from the left side of plot with Oi = 15'.
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Figure 2-44: Patch scattering scenario - case of an elastic sublayer between two half spaces. The
depth of sublayer varies to demonstrate the layering effect on the rough interface scattering.
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Figure 2-45: In-plane cuts of scattered field generated by an isotropic roughness patch (Figure 2-
32) at 100m depth. The incident field is produced by a plane compressional wave (f = 3kHz and
G= 15*). The medium consists of a water half space, an elastic sand sublayer, and an elastic
limestone half space.
the sublayer can be seen as series of steep (or sharp) minima in the in-plane scattering coefficients
plot. Between two adjacent modes in the sublayer, part of scattered energy can propagate to the
upper and lower half spaces. They can be observed as smoother peaks in the in-plane scattering
coefficients plot.
When the scattered wave has a scattered grazing angle higher than the critical angle, the scat-
tered energy escapes to the upper and lower half spaces. When the incident angle becomes close
to # = 0, the effects of sublayer thickness decreases. In this angular regime, the in-plane scattering
coefficients for an elastic sand half space and elastic sand sublayers agree. Also, the same trend
can be observed in the shallow angular regime (,r/2 -# < /)
Figure 2-47 shows 'ensemble averaged' angular spectrum contour plots for four different
medium configurations. Half space cases do not have modal structures shown in sublayer cases.
Figure 2-47(b) and Figure 2-47(c) exhibit similar trends except for their different modal struc-
tures. The 4m elastic sand sublayer produces more modal patterns than the 2m sublayer. Other
than their modal structures, the elastic sand sublayer cases are close to the sand half space case
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Figure 2-46: Comparison of in-plane scattering strengths among different layer configurations.
The medium consists of a water upper half space, an elastic sand sublayer, and an elastic limestone
lower half space.
(Figure 2-47(a)). The lower elastic limestone half space below the sublayer does not affect the
scattered fields in the upper water half space.
0
Angle (dog)
(a) Case of elastic sand half space.
0
Angle (dog)
(b) Case of 2m elastic sand sublayer over elastic
limestone half space.
-90
0 90
Angle (deg)
(c) Case of 4m elastic sand sublayer over elastic
limestone half space.
(d) Case of elastic limestone half space.
Figure 2-47: Ensemble averaged angular spectra of roughness scattered fields (Ne = 128). Rough
interface is modeled by an isotropic Goff-Jordan power spectrum (CL = 2m, D = 2.5, and N =
6.25cm). The incident field is a compressional plane wave (f = 3kHz and 9 i = 15').
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2.6 Effect of Roughness Properties
In this section, the effects of various roughness parameters on the scattered fields are discussed
along with numerical examples. The parameters studied include correlation length (CL), fractal
dimension (D), angle of anisotropy (0s) ,and other types of anisotropic roughness.
2.6.1 Correlation Length
The numerical results in Figures 2-48, 2-49, 2-50, and 2-51 demonstrate the effects of roughness
correlation length on the scattered field. The scattering scenario is similar to the previous half
space cases. The medium consists of a water upper half space and an elastic sand lower half
space. The incident field is generated by a plane wave at f = 3kHz and 0; = 150. The roughness
is modeled using an isotropic Goff-Jordan power spectra with D = 2.5 and = 6.25cm. The
roughness correlation lengths are 1m, 2m, and 4m.
Figure 2-48 shows the in-plane scattering strengths. In the backward scattering direction,
the scattering strength increases as the correlation length decreases. This trend continues in the
forward direction until the compressional critical angle is reached (i.e. ( = 0, = 33.6). The
forward peak value increases and the width of the peak becomes narrower as the correlation length
increases. These two features can be explained as follows. When the correlation length increases,
the peak value of the roughness power spectrum at the origin (k = 0) increases and its tail becomes
shorter. A higher roughness spectrum peak value produces a stronger forward scattered field and
the shorter tail leads to a weaker convolution of the roughness and incident spectra in the backward
direction.
When these cases are compared in spatial and angular domains, the following trends can be
found in the horizontal scattered fields and angular spectrum contours. As the correlation length
increases:
" Horizontal scattered field - the spatial width of the forward scattering beam becomes nar-
rower.
" Angular spectrum - the angular width of the forward peak becomes smaller.
2.6.2 Fractal Dimension
Another important roughness parameter is the fractal (Hausdorff) dimension (D) of the roughness
power spectrum. For the Goff-Jordan power spectrum, the fractal dimension can vary from 2
to 3 (excluding D = 3). The fractal dimension indicates the slope of the power spectrum on a
log-scaled plot. Figure 2-7 shows Goff-Jordan power spectra with different fractal dimensions,
where the parameter v is related to the fractal dimension by D = 3 - v. As shown in Figure 2-7,
the power spectrum becomes flatter when the fractal dimension increases. In other words, the
high wavenumber component of the power spectrum increases as the fractal dimension increases.
Since the scattered field is obtained as the convolution of the roughness spectrum and the incident
spectrum, the angular spreading of the scattered field increases as the fractal dimension becomes
larger.
The scattering scenario for the study of the fractal dimension is the case of a water half space
overlying an elastic sand half space. The incident field is a plane wave at f = 3kHz and 0; = 15'.
The roughness is modeled using an isotropic Goff-Jordan power spectra with CL = 2m and '/(y =
6.25cm. The fractal dimension varies from 2.00 to 2.75. Figure 2-52 shows 'ensemble averaged'
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Figure 2-48: Comparison of average in-plane scattering strengths among different roughness cor-
relation lengths. Roughness is modeled by an isotropic Goff-Jordan power spectra (D = 2.5 and
V'-2 = 6.25cm). The medium consists of a water half space and an elastic sand lower half space.
The incident field is a plane wave (f = 3kHz and Oi = 15').
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Figure 2-50: Ensemble average of scattered field (N, = 64). Roughness is modeled by an isotropic
Goff-Jordan power spectrum (CL = 2m, D = 2.5, and ' = 6.25cm).
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Figure 2-51: Ensemble average of scattered field (Ne = 64). Roughness is modeled by an isotropic
Goff-Jordan power spectrum (CL = 4m, D = 2.5, and V = 6.25cm).
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Figure 2-52: Comparison of average in-plane scattering strengths among different roughness frac-
tal dimensions. Roughness is modeled by isotropic Goff-Jordan power spectra (CL = 2m and
= 6.25cm). The medium consists of a water half space and an elastic sand lower half space.
The incident field is a compressional plane wave (f = 3kHz and O6 = 150).
in-plane scattering strengths for different fractal dimensions. For shallow angular regimes in the
forward scattering direction, there is no significant dependency on fractal dimension because it
does not change the behavior of the roughness spectrum near the origin (k = 0). Once the scattering
angle is away from the forward scattering direction, the roughness with higher fractal dimension
produces a stronger scattered field for 0 > Oe = 33.6'.
2.6.3 Roughness Anisotropy
Roughness anisotropy can be easily found in nature because the processes of generating rough
interfaces generally have directional preferences such as the direction of sediment transportation
by an ocean current. In the following, effects of roughness anisotropy are addressed with several
numerical examples of scattered fields. The first set of numerical examples has the scattering
configuration shown in Figure 2-57. The medium consists of a water half space, a 5m elastic sand
sublayer, and an elastic limestone half space. The incident field is produced by a compressional
plane wave with f = 3kHz and 9i = 300. Roughness patches of 20m by 20m size are synthesized
for the scattering computation.
Figures 2-58 and 2-59 show realizations of the roughness patches and their corresponding hor-
izontal scattered fields with the scattering configuration shown in Figure 2-57. The incident plane
wave is coming from the left side of the roughness patches. Anisotropic patches are generated
using Goff-Jordan power spectra with CLi = 2m, CL2 = 0.25m, D = 2.5, and V(~- = 6.25cm. The
anlge of anisotropy 6, is set at 00, 450, and 90. For comparative purposes, an isotopic patch is
also generated with CL = 2m (Figure 2-59(c)). When the angle of anisotropy changes from 0' to
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(a) Averaged horizontal scattered field at 20m above
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Figure 2-53: Ensemble average of scattered field (N, = 64). Roughness is modeled by an isotropic
Goff-Jordan power spectrum (D = 2.00, CL = 2m, and V = 6.25cm).
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Figure 2-54: Ensemble average of scattered field (Ne = 64). Roughness is modeled by an isotropic
Goff-Jordan power spectrum (D = 2.25, CL = 2m, and V 5 = 6.25cm).
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Figure 2-55: Ensemble average of scattered field (N, = 64). Roughness is modeled by an isotropic
Goff-Jordan power spectrum (D = 2.50, CL = 2m, and V = 6.25cm).
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Figure 2-56: Ensemble average of scattered field (N, = 64). Roughness is modeled by an isotropic
Goff-Jordan power spectrum (D = 2.75, CL = 2m, and V(Y25 = 6.25cm).
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Figure 2-57: Patch scattering scenario : The medium consists of a water half space, an elastic
sand sublayer, and an elastic limestone half space. Roughness patches with different anisotropy
are realized for the scattered field computation.
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900, the most noticeable difference is 'minor' (or 'sideway') scattering pattern. The term 'minor'
is used to differentiate it from the 'forward' scattering peak at 0 = 0. The minor scattering pattern
is observed in the direction specular to the anisotropy. For example, the 45' anisotropic patch pro-
duces a minor scattering pattern at 0= 90 while the 90 anisotropic patch has a minor scattering
pattern in the backward scattering direction (6 = 1800). This trend can be easily explained using
a schematic diagram of roughness spectrum and incident kernel (Figure 2-4). According to the
diagram, the angular spectrum of the scattered field for anisotropic roughness spans from 0 = 0'
to 0 = 20s. The angle 20, corresponds to the specular direction of anisotropy. While anisotropic
roughness generates strong spatial anisotropy in the scattered field, isotropic roughness distributes
scattered energy evenly in space with a forward scattering peak (Figure 2-59(d)).
Previous numerical results show anisotropic effects with single realizations of scattered fields.
In order to study these effects in more precise terms, average scattered fields should be examined
instead. From Figure 2-60 to Figure 2-64, five anisotropic and isotropic roughness cases are
presented. The averaging process is done in an ensemble sense and the number of ensembles for
each case is 64.
The scattering scenario is a case of two half spaces similar to Figure 2-34. The upper half
space is water and the lower half space is elastic sand. The incident field is a plane wave withf = 3kHz and O; = 15". The dimensions of the roughness patch are 20m by 20m. Each set of plots
includes the horizontal scattered field, the angular spectrum contour, and the in-plane scattering
strength. Figure 2-60 shows the average scattered field due to an anisotropic rough interface. The
rough interface is generated using a Goff-Jordan power spectrum with CL1 = 2m, CL2 = 0.25m,
D = 2.5, V7) = 6.25cm, and 0, = 00. When the direction of the incident field is aligned with
the roughness anisotropy as this case, strong forward scattering is expected. The average angular
spectrum contour (Figure 2-60(b)) confirms that the scattered energy is concentrated in the for-
ward direction. When the anisotropy angle changes to 450, another scattering peak is observed in
Figure 2-61. As predicted by a scattering diagram (Figure 2-4), the scattered energy is concen-
trated between the forward direction (0 = 0") and the side direction (0 = 20, = 90). There is also
a slight enhancement (4dB) of backward scattering power compared to the 0, = 0 case. When the
roughness anisotropy is perpendicular to the direction of the incident wave, backward scattering
(0 = 1800) becomes stronger. Compared to the 0, = 00 case, backward scattering is enhanced by
24dB. The main feature of the scattered field is that the angular distribution of scattered energy
is limited to the in-plane direction (i.e. cut along 6 = 0 and 0 = 1800 lines). In other words, the
out-of-plane scattered field is relatively weak.
In order to investigate anisotropy further, two isotropic cases are presented for comparative
purposes. Figure 2-63 shows the average scattered field caused by an isotropic Goff-Jordan power
spectrum with CL = 2m, D = 2.5, and V = 6.25cm. The scattered energy is evenly distributed
in the spatial domain with a forward scattering peak. The scattered field is similar to the case
of 0, = 00 anisotropy, but the forward scattering peak is very narrow. This difference can be
explained by comparing shapes of roughness power spectra. An isotropic power spectrum has
circularly-shaped contours while an anisotropic power spectrum has elliptically-shaped contours.
Elliptically shaped distribution of roughness enables the wider spreading of scattered energy in
forward peak.
Another isotropic roughness case is presented in Figure 2-64. The correlation length of the
roughness is CL = 0.25m, which is equal to the minor correlation length of previous anisotropic
cases. When the correlation length becomes smaller, the roughness spectrum becomes wider and
contains a significant amount of energy in the high wavenumber regime. Therefore, the resulting
scattered field is evenly distributed. The difference between the forward and backward scattering
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Figure 2-58: Anisotropic roughness patches and the corresponding horizontal scattered fields in a
water half space at 20m above the patches. Patches are generated by a Goff-Jordan power spectrum
(CLI = 2m, CL = 0.25m, D = 2.5, and = 6.25cm).
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Figure 2-59: Roughness patches and the corresponding horizontal scattered fields in a water half
space at 20m above the patches. Patches are generated by a Goff-Jordan power spectrum (D = 2.5
and V = 6.25cm).
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(c) Averaged in-plane scattering strength in water half space.
Figure 2-60: Ensemble average of scattered field (N, = 64). The medium consists of a water upper
half space and an elastic sand lower half space. The incident field is a plane wave (f = 3kHz
and 6i = 150). Roughness is modeled by an anisotropic Goff-Jordan power spectrum (CL1 = 2m,
CL2 = 0.25m, 6, = 0', D = 2.5, and = 6.25cm).
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Figure 2-61: Ensemble average of scattered fields. Roughness is modeled by an anisotropic Goff-
Jordan power spectrum (CL1 = 2m, CL = 0.25m, 0, = 45', D = 2.5, and V7(5 = 6.25cm).
107
I
(a) Averaged scattered field in
20m above the rough interface.
0.1 0.2
water half space at
0
Angle (deg)
(b) Averaged scattering angular spectrum in water
half space.
Scattering Strength
Water - Elastic Sand - Aniso Goff-Jordan FD=2.5 RMS=0.0625m - NS= 64
Scattering Angle (deg)
(c) Averaged in-plane scattering strength in water half space.
Figure 2-62: Ensemble average of scattered fields. Roughness is modeled by an anisotropic Goff-
Jordan power spectrum (CL1 = 2m, Ca = 0.25m, 0s = 90', D = 2.5, and = 6.25cm).
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Figure 2-63: Ensemble average of scattered fields. Roughness is modeled by an isotropic Goff-
Jordan power spectrum (CL = 2m, D = 2.5, and = 6.25cm).
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peaks is approximately 12dB while the previous isotropic case has a 22dB difference. Overall,
the in-plane scattered field becomes weaker but the out-of-plane scattered field becomes stronger
compared to the previous isotropic case.
In the previous examples of roughness anisotropy, only Goff-Jordan power spectra with peaks
at zero wavenumber were considered. There exists another class of roughness anisotropy - 'ripple
structure'. The main feature of 'ripple structure' is that it has a pair of off-centered symmetric
peaks in the power spectrum. The distance between the origin and one of the peaks represents
the wavenumber of dominant roughness features and the orientation of the two peaks corresponds
to the angle of anisotropy. For the following scattering computation, off-centered Goff-Jordan
power spectra (2.51) are used to generate ripple structures. Figure 2-4 shows a schematic diagram
of roughness spectra and incident kernel. Compared to the ordinary Goff-Jordan power spectra,
ripple spectra are convolved with the incident kernel in a different way. Since the peaks of ripple
spectra are off-centered, it is possible to have one of peaks outside the medium wavenumber such
as 0, = 450 and 0, = 90" cases. When a peak of the roughness power spectrum is outside the
medium wavenumber, its contribution to the scattered field is insignificant because it is located in
the evanescent wavenumber regime. For 0, = 0 case, the two peaks of the roughness spectrum are
located within the medium wavenumber circle. This roughness spectrum produces two peaks off
the forward scattering direction (0 = 00). This kind of scattering situation is true when a certain
correlation length CL2 is used. When CL2 becomes smaller, it is possible to have none of the
roughness spectrum peaks within the medium wavenumber circle. Consequently, it can produce
an insignificant scattered field in throughout the angular regime. The following three scattering
examples involving ripple structures have the scattering mechanism shown in Figure 2-65.
Figure 2-66(b) shows the ensemble averaged scattered field produced by an off-centered Goff-
Jordan power spectrum with 0, = 0', CLI = 2m, CL2 = 0. 125m, and -(= 6.25cm. As seen in the
average angular spectrum, it produces two peaks at the out-of-plane direction. The angular dis-
tance between these peaks is determined by CL2 while the spreading of each peak is controlled by
CL1. When the anisotropic angle 0, becomes 450 in Figure 2-67(b), the peak of the scattered field
becomes one and moves sideways. The exact azimuthal location of the peak in the averaged angu-
lar spectrum seems to be 450. However, the exact location is determined by the distance between
the roughness spectrum peaks (2/CL2) and the angle of anisotropy (0s). When the anisotropic angle
becomes 900, the averaged scattered field (Figure 2-68(b)) shows strong forward scattering. Com-
pared to the previous cases of Goff-Jordan power spectra, this case produces a scattering peak
at a steep angle (# = 19.10). Figure 2-69 shows estimates of peak azimuthal angle as a function
of anisotropic angle 0. This estimation is obtained with the assumption that the scattering peak
coincides with the roughness spectral peak located inside the medium wavenumber circle shown
in Figure 2-65. The assumption might be crude, but the estimation is quite accurate for the current
cases. It should be noticed that the structure of scattering peaks for ripple structures depends on
the frequency (or medium wavenumber). In the formulation shown in Figure 2-69, the position of
the scattering peak is also function of medium wavenumber k,, correlation length CL2, and inci-
dent grazing angle 0i. When the frequency (or medium wavenumber) becomes smaller, there can
be cases which do not have scattering peaks in the angular spectrum. It is also possible to have
two peaks in the angular spectrum for any anisotropic angles when the frequency and the incident
grazing angle are high.
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Figure 2-64: Ensemble average of scattered fields. Roughness is modeled by an isotropic Goff-
Jordan power spectrum (CL = 0.25m, D = 2.5, and V = 6.25cm).
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Figure 2-65: Schematic diagrams of ripple spectra and incident kernel for different anisotropic an-
gles. Red (dark) circle corresponds to the incident wavenumber kernel and blue (light) ellipse with
two peaks represents the roughness spectrum for ripple structure. k, is the medium wavenumber
and ki is the incident wavenumber.
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Figure 2-66: Ensemble average of scattered fields (N, 64). Roughness is modeled by an off-
centered Goff-Jordan power spectrum (CLI = 2m, CL = 0. 125m, 0, = 00, and V = 6.25cm).
The incident field is a compressional plane wave (f = 3kHz and (; = 15').
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Figure 2-67: Ensemble average of scattered fields (N, = 64). Roughness is modeled by an off-
centered Goff-Jordan power spectrum (CL1 = 2m, CL = 0. 125m, 6, = 450, and = 6.25cm).
The incident field is a compressional plane wave (f = 3kHz and Oi = 15").
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Figure 2-68: Ensemble average of scattered fields (N, = 64). Roughness is modeled by an off-
centered Goff-Jordan power spectrum (CLI = 2m, CL2 = 0. 125m, 0, = 900, and /2 = 6.25cm).
The incident field is a compressional plane wave (f = 3kHz and 6; = 15').
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Figure 2-69: Peak azimuthal angle Opeak as a function of the anisotropic angle 0, for an off-centered
Goff-Jordan power spectrum.
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2.7 Time Domain Solutions
Practically, time domain (i.e. wideband) scattering solutions are necessary to predict or compare
with experimental data because CW (continuous wave or single frequency) sources are not com-
monly used for acoustical experiments. Since the rough interface scattering formulation gives a
single frequency (CW) solution for a single realization of roughness patch, Fourier synthesis is
utilized to produce a time domain solution. Fourier synthesis simply means that the time domain
solution is represented by a weighted sum of a finite number of single frequency solutions.
This section will present a series of time domain rough interface scattering solutions for vari-
ous configurations. The scattering scenario for time domain solutions is shown in Figure 2-70. The
incident field is generated by an 8m long vertical line array (VLA) with 128 elements. The center
of the VLA is 20m above the rough interface. The amplitudes of VLA elements are weighted by a
Hanning window and their phases are weighted so as to be tilted down by 150 and focused on the
center of roughness patch. The center frequency of the source is Fe = 3kHz and the bandwidth of
pulse is AF = 1kHz. The time window is set at 0. Is. The shape of incident pulse is a sine wave
weighted by a Hanning window. The rough interface is represented as a 20m by 20m roughness
patch.
The first time domain scattering case involves two half spaces with an isotropic patch (Fig-
ure 2-71). The medium consists of a water upper half space and an elastic sand (C, = 1800m/s,
C, = 600m/s, and p = 1.6g/cm 3) lower half space. Figure 2-72 shows the in-plane incident field in
the time domain. These time snap shots are obtained by 2-D OASP (pulse module of OASES) and
PP (pulse processor) [44]. The location of the roughness patch center in the incident field plot is
40m in range and 100m in depth.
As the incident beam pulse sweeps the rough interface, the scattered field begins to be pro-
duced in the time domain. Figure 2-73 shows a series of in-plane (vertical) time snapshots. White
lines in the plots indicate the mean interface level (z = 100m) and the red line corresponds to the
direction of specular reflection (150). The blue lines represent the forward compressional critical
angle (33.6') and the green line are the angle of the transmitted shear wave in the lower half space
(67.3*). In the early part of the time snapshots (T <0.06s), there are some numerical artifacts (light
blue contour area above and below interface) due to aliasing (wrap-around). The under-sampling
in the frequency domain due to the use of a small time window (0. Is for this case) causes aliasing
in the time domain. This is due to the periodicity assumed by the discrete Fourier transform. This
can be eliminated by using longer time windows (i.e. finer frequency sampling) or introducing
complex frequency. The former method simply moves the wrap-arounds to earlier and later time
points mathematically by increasing the aliasing time period. The later method reduces the wrap-
around effects in the later part of signal by moving the frequency integration contour away from
the real axis [44, 22].
For the field computation at fixed points within a limited spatial separation instead of time
snapshots, having excessively long time windows is computationally impractical. For example, in
order to eliminate the aliasing by using longer time windows for these snapshots, the time window
should be longer than 0. 167s. This number comes from the time required for a shear scattered
wave (C, = 600m/s) to travel 100m. There are four major groups of scattered waves in the results.
In the lower elastic sand half space, scattered shear and compressional waves are observed. Shear
waves travel along the green line (i.e. angle of transmitted shear wave) while compressional
waves moves at shallow angles. There are two clues that the scattered wave at shallow angles
is a compressional wave. Firstly, its traveling speed is faster than that of steep shear scattered
waves. Secondly, its amplitude is about 12dB lower than the shear wave because the incident
wave is subsonic for compressional waves in the lower half space. In the upper half space, two
115
MEDIUM III
patch scanarip #5
Figure 2-70: Patch scattering scenario for time domain solutions. The incident field is generated
by a focused vertical linear array.
116
20m
MEDIUM I MEDIUM 11 + MEDIUM III
Water half space Elastic sand half space
Water half space Elastic limestone half space
Water half space Elastic basalt half space
Water half space 4m elastic sand layer + elastic limestone half space
Water half space 2m elastic sand layer + elastic limestone half space
20m water column 2m elastic sand layer + elastic limestone half space
-10
0.12
0.09
0.06
0.03
0 0
-0.03
-0.06
-0.09
10 
-0.12
-10 0 10
X (M)
Figure 2-71: Isotropic Goff-Jordan roughness patch (CL = 2m, D = 2.5, v = 6.25cm, l = , =
20m, and Nx = NY = 512).
groups of compressional scattered waves are observed. Between the blue line (i.e. forward critical
angle) and the red line (direction of specular reflection), compressional scattered waves move in
the forward direction. Also, another compressional wave is scattered in the backward direction.
The next example has a similar scattering scenario as the previous case except that an elastic
limestone (C, = 2500m/s, C = 1000m/s, and p = 2.2g/cm 3) lower half space is used instead of
elastic sand. Figure 2-74 shows time snapshots of the incident beam pulse. Compared to the
elastic sand case (Figure 2-72), the elastic limestone half space has the transmitted shear wave at
a shallower angle.
Figure 2-75 shows the resulting snapshots of the in-plane scattered field. When they are com-
pared against the case of an elastic sand half space, there are three major differences
" strong backward scattering in both half spaces.
" shallower shear scattered wave in the lower space.
" backward shear scattering is stronger than forward compressional scattering in the lower
space.
As the compressional and shear wave speeds increase in the lower half space, scattering in the
backward direction is enhanced significantly in both spaces. Also, the transmitted energy in the
form of compressional waves is lower than that of elastic sand because of the limestone's higher
compressional wave speed. This explains the reason the backward shear scattering is stronger than
forward compressional scattering.
The following scattering example is the case of an elastic basalt (C, = 5000m/s, C, = 2000m/s,
and p = 2.4g/cm 3) half space. Unlike the previous two cases (sand and limestone), the shear wave
speed of elastic basalt exceeds the compressional wave speed of water. As shown in Figure 2-76,
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Figure 2-72: Time snapshots of in-plane incident beam pulse : a water half space and an elastic
sand half space. The center of vertical array is located at 80m depth. The length of array is 8m
and the number of elements is 128. The main lobe is focused at 100m depth with 150 tilt angle.
F = 3kHz (center frequency) and AF = IkHz (bandwidth).
118
T= 0.048 s
Fe=3kHz SD=80m
120
-50 -40 -30 -20 -10 0 10 20
T= 0.052 s
T= 0.050 s
Fc=3kHz SD=80m
80
-41 
_ _ _ _ _ _ _ _ _
-44
-4750 90
-53
-56
59 100
-62
-65
04050 -50 -40 -30 -20 -10 0 10 20
T= 0.054 s
Fc=3kHz SD=80m Fc=3kHz SD=80m
-50 -40 -30 -20 -10 0 10 20
-41
-44
-47
-50
-53
-56
-59
-62
-65
-68
-71
-74
-80
30 40 50
120
-50 -40 -30 -20 -100 1020
-41
-47
-50
-53
-56
-59
-62
-65
-68
-74
-80
30 40 50
-47
-50
-53
-56
-59El!41-74
-80
3040 50
T= 0.056 s T= 0.058 s
Fc=3kHz SD=80m Fc=3kHz SD=8Om
-50 -40 -30 -20 -10
T= 0
FC=3kH
120
-5;0 -40 -30 -20 -10
-41
-44
-47El:o
-74
-80
0 10 20 30 4050
.060 s
z SD-80m
-47
-50El!
-74
-80
0 10 210 30 5! 60 8
T= 0.064 s
-50 -40 -30 -20 -10 0 10
T= 0.062 s
Fe-le-qi7 qn-Rnm
T= 0.066 s
I 41
-44
-47
-50
-53
-59
-68
-71
-74
-77
_80
50
-44
-47
-50
-53
-56
-59
-62
-65
74
-77
-80
Fc=3kHz SD=80m Fc=3kHz SD=80m
120-P
-50 -40 -30 -20 -10 0 10 20
-41
-50
-62
-65
-74
_80
30 40 50
110-N
120
-50 -40 -30 -20 -10 0 10 20 30 40 50
Figure 2-73: Time snapshots of in-plane scattered field : a water half space and an elastic sand
half space. The center of roughness patch (Figure 2-71) is located at 100m depth and Om range.
The incident pulse is shown in Figure 2-72.
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Figure 2-74: Time snapshots of in-plane incident beam pulse : a water half space and an elastic
limestone half space. The center of vertical array is located at 80m depth. The length of array is
8m and the number of elements is 128. The main lobe is focused at 100m depth with 150 tilt angle.
F = 3kHz and AF = 1kHz.
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Figure 2-75: Time snapshots of in-plane scattered field : a water half space and an elastic limestone
half space. The center of roughness patch (Figure 2-71) is located at 100m depth and Om range.
The incident pulse is shown in Figure 2-74.
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the transmitted field in the lower half space is at least 40dB less than the field in the upper half
space.
Figure 2-77 shows the resulting time snapshots of the in-plane scattered field. The most inter-
esting scattering feature is the existence of a scattered interface wave (Scholte wave). This type
of wave occurs when both shear and compressional waves are evanescent in the lower space. By
searching for a pole in the evanescent wavenumber regime, the phase speed of the Scholte wave is
obtained. For this example, it is CScholte = 1455.5m/s which is very close to the compressional
speed of water. Since the interface wave decays in both upper and lower spaces, its effects are
most pronounced near the interface. In Figure 2-77, the scattered interface waves in the forward
and backward directions can be observed clearly. The time evolution also confirms that the phase
speed of the interface wave is very close to the compressional wave speed of water. In the upper
half space, both backward and forward scattering are strong because of the large medium contrast
between the two half spaces. The shear and compressional scattered waves in the lower half space
are relatively weak.
The next scenario has an elastic sublayer between two half spaces. The medium consists of a
water half space, a 4m elastic sand sublayer, and an elastic limestone lower half space. Figure 2-
78 shows the time evolution of the incident beam pulse. Since the incident field is subsonic to
compressional wave speeds in both the sublayer and the lower half space, most of transmitted
energy is carried by shear waves in the lower media. The incident field in the upper half space is
almost identical to that of an elastic sand half space (Figure 2-72).
Figure 2-79 shows the corresponding snapshots of the in-plane scattered field. Since the inci-
dent field in the upper half space is similar to that of an elastic sand half space, it is interesting to
ask how the additional elastic sublayer changes the scattered field in the upper half space. There
are three observable differences between the two cases. The sublayer case produces:
" enhanced backward scattering.
" two additional packets of scattered waves later in time (T > 0.068s).
Enhanced backscattering in the upper half space is due to the existence of a limestone half space
which is faster than elastic sand. The limestone half space reflects shear and compressional waves
back to the upward direction, which is not possible in the case of water - sand half spaces. This
enhancement is very similar to the case of an elastic limestone half space. Two additional scat-
tered waves in the upper half space are generated by shear and compressional scattered waves in
the sublayer. The scattered waves in the sublayer propagate through the layer and re-radiate the
scattered energy into the upper half space. The scattered packet with the later arrival has signifi-
cant meaning because of its long time lag (At > 12ms) from the forward scattered field in the upper
half space.
The next three examples demonstrate the effects of roughness anisotropy in time domain scat-
tering solutions. For this purpose, three roughness patches (Figures 2-81, 2-83, and 2-85) are
generated by anisotropic Goff-Jordan power spectra with varying anisotropic angles (0s). The
scattering environment consists of a water upper half space, a 2m elastic sand sublayer, and an
elastic limestone half space. The incident field is generated using the same VLA used in the previ-
ous cases. Figure 2-80 shows the snapshots of the in-plane incident beam pulse. It is very similar
to the previous case of a 4m elastic sand sublayer.
Figure 2-81 is the roughness patch used for the first scattering case. Roughness has anisotropic
angle Os = 0', which is aligned with the incident direction. As demonstrated in the frequency
domain solutions (Figure 2-58(b) and Figure 2-60), this kind of anisotropy enhances the forward
scattering and keeps the backward scattering at lower levels.
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Figure 2-76: Time snapshots of in-plane incident beam pulse : a water half space and an elastic
basalt half space. The center of vertical array is located at 80m depth. The length of array is 8m
and the number of elements is 128. The main lobe is focused at 100m depth with 150 tilt angle.
F=3kHz and AF = 1kHz.
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Figure 2-77: Time snapshots of in-plane scattered field : a water half space and an elastic basalt
half space. The center of roughness patch (Figure 2-71) is located at 100m depth and Om range.
F = 3kHz and AF = 1kHz.
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Figure 2-78: Time snapshots of in-plane incident beam pulse : a water half space, a 4m elastic
sand layer, and an elastic limestone half space. The center of vertical array is located at 80m depth.
The length of array is 8m and the number of elements is 128. The main lobe is focused at 100m
depth with 150 tilt angle. F = 3kHz and AF = 1kHz.
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Figure 2-79: Time snapshots of in-plane scattered field : a water half space, a 4m elastic sand
layer, and an elastic limestone half space. The center of roughness patch (Figure 2-71) is located
at 100m depth and Om range. F = 3kHz and AF = 1kHz.
129
T= 0.050 s
Fr_=1kH7 Sf=RAm
-44
-47
-50
-53
-56
-59
-62
-65
-68Ii-71
-74
-77
-80
50
so
901
100
1101
1201
-50
1 20 1 1
-50 -40 -30 -20 -10 0 10 20
T= 0.072 s
Fc=3kHz SD=80m
30 40 50
-50 -40 -30 -20 -10 0 10 20 30 40 50
T= 0.076 s
Fc=3kHz SD=80m
1200 1
-50 -40 -30 -20 -10 0 10 20
T= 0.080 s
Fe=IkH7 Sfl=BOm
80
9C
10C
110
120
-50 -40 -30 -20 -10
T=
Fc=3k
80
90
100
110
120
-41
-44
-47
-50
-53
S-56
-59
-62
-65
-68
-71
-74
-77
-80
-47
-50
-53
-56
-59
-62
-65
-68
-71
-74
-77
T= 0.070 s
Fc=3kHz SD=80m
120 ,
-50 -40 -30 -20 -10 0 10 20
T= 0.074 s
Fc=3kHz SD=80m
-477
-80
30 40 50
120 - 1 1 1 1 1 1 1 . 1
-50 -40 -30 -20 -10 0 10 20 30 40 50
T= 0.078 s
Fc=3kHz SD=80m
41 80 4
-44
-53
-56 -56
-59 100 -5-
-62 -62__________________________
-65-65
110
-74 -74__________________________
;-0 120 -80
30 40 50 -50 -40 -30 -20 -10 0 10 20 30 40 50
T= 0.082 s
Fc=3kHz SD=80m
-41
-44
-47
-50
-53
-56
-59
-62
-65
-68
-71
-74
0 10 20 30 500 -80
0.084 s
Hz SD=80m
-50 -40 -30 -20 -10 0 10 20
80-
-41
-47
-50 90.
-53
S-56
-59 100.
-62
-65
110-
-74
-77
;-80 120-
30 40 50
T= 0.086 s
Fc=3kHz SD=80m
-50 -40 -30 -20 -10 0 10 20 30 40 50
-44
-47
-50
-53
-56
-59
-41
-62
-65
-68
-71
-74
-77
-80
(Figure 2-79 continued)
130
T= 0.068 s
Fo=3kHz SD=80m
-av
T= 0.004 s
Fc-3kHz, SD=80m
0
o 10 20 30 40 50 60 70 80 90 100
Range (mn)
T= 0.020 s
Fc=3kHz, SD=80m
3-27
0 10 20 30 40 50 60 70 80 90 100
Range (in)
T= 0.036 s
Fc=3kHz, SD=80m,
0 10 20 30 40 50 60 70 80 90 100
Range (in)
T= 0.052 s
Fc=3kHz, SD=80m
I-42
0 10 20 30 40 50 60 70 80 90 100
Range (in)
T= 0.068 s
Fc=3kHz, SD=80m
-4
-57
0 10 20 30 40 50 60 70 80 90 100
Range (m)
T= 0.012 s
Fc=3kHz, SD--80m-2
-24
-30
-33
-36
-39
-45) j 27
-51
-57
-60
0 10 20 30 40 50 60 70 80 90 100
Range (in)
T= 0.028 s
FC=3kHz, SD=-8Or
- - -24
-27
1-30
-33
-39
1 
42-45
100
T= 0.044 s
Fc=3kHz, SD=80m
N-301-33
1-38
-- 39
~-48
10 57
0 10 20 30 60e~ 70 80 9010
Range (in)
T= 0.060 s
Fc=3kHz, SD=80m I24
-27
-30
-33
-38
-39
-42
-45
-48
591
-57
-60
0 10 20 30 40 50 60 7 0 90 100
Range (in)
Figure 2-80: Time snapshots of in-plane incident beam pulse : a water half space, a 2m elastic
sand layer, and an elastic limestone half space. The center of vertical array is located at 80m depth.
The length of array is 8m and the number of elements is 128. The main lobe is focused at 100m
depth with 150 tilt angle. F = 3kHz and AF = 1kHz.
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Figure 2-81: Anisotropic Goff-Jordan roughness patch (CLI = 2m, C1 2 = 0.25m, 0, = 0', D = 2.5,
V_(2 = 6.25cm, l, = l, = 20m, and N, = N, = 512).
Figure 2-82 is the in-plane scattered field in the time domain. Compared to the case of an
isotropic patch with a 4m elastic sand sublayer, the backward scattering level is low while the
forward scattering remains at a similar level. Other scattering features such as re-radiation of
shear and compressional waves from the sublayer into the upper half space can be observed as
well.
Another time domain scattering computation is performed on the anisotropic roughness patch
(Figure 2-83) with the same scattering configuration (i.e. medium and incident field). The only
difference is the anisotropic angle of the roughness patch. The angle of anisotropy becomes 0, =
900, which is perpendicular to the the direction of incidence. As explained in the frequency domain
cases, this type of anisotropy increases the backward scattering levels significantly.
Figure 2-84 shows the snapshots of the in-plane scattered field. As predicted, the backward
scattered fields are relatively strong in both upper and lower half spaces. The scattered energy in
the elastic sand sublayer propagates to both forward and backward directions and then re-radiates
into the upper and lower media. Unlike the case of the 4m elastic sand sublayer, re-radiation of
scattered energy to the forward direction in the lower medium is clearly observed. The difference
can be explained as follows. The thickness of the elastic sand sublayer controls the amount of
energy passing through the sublayer by changing the modal structure in the layer. Generally, the
thicker sublayers allow more propagating modes so that the total amount of trapped energy is
increased. In other words, this thin sublayer allows more scattered energy to interact with the
lower medium and produces stronger re-radiation of scattered waves.
The third case of roughness anisotropy uses the roughness patch with 6, = 450 shown in Fig-
ure 2-85. The preferred scattering directions for this anisotropic angle are the forward direc-
tion and positive y direction (i.e. bistatic angle 6 = 900). Unlike the previous roughness patches
(Os = 00, 900) , this type of roughness patch can produce a non-symmetric scattered field in an
average sense (Figure 2-61).
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Figure 2-82: Time snapshots of in-plane scattered field: a water half space, a 2m elastic sand layer,
and an elastic limestone half space. An anisotropic roughness patch with 0, = 00 (Figure 2-81) is
located at 100m depth and Om range. Fe = 3kHz and AF = 1kHz.
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Figure 2-83: Anisotropic Goff-Jordan roughness patch (CLI = 2m, CL2 = 0.25m, 0, = 90, D = 2.5,
=6.25cm, l,= l= 20m, and N,= N= 512).
Figure 2-86 shows the snapshots of the in-plane scattered field caused by the anisotropic patch
(0, = 45). The in-plane scattered field is similar to that of the 6, = 0 case except that the amplitude
of the backward scattered wave is stronger. However, the in-plane scattered snapshots are not
sufficient to describe the case of 0, = 450 since the out-of-plane scattering is dominant at this
anisotropic angle.
In order to observe the out-of-plane scattering event, vertical cuts at 6 = 90 and 6 = 270'
are used for the time snapshots of the scattered field (Figure 2-87). In the plots, the right side
corresponds to the positive y axis (6= 90') and the downward direction is aligned with the positive
z direction. The dominant feature in this case is the strong right side (0 = 900) scattered wave
in the upper half space. Unlike the upper half space, an almost equal amount of scattered waves
propagates to the left and right sides. There is a subtle difference in the right side of the lower
space. A packet of scattered waves follows the first scattered wave. This may be caused by the
shear conversion of the shear scattered wave in the sublayer. It is unlikely that the compressional
wave in the sublayer causes an observable scattering event because of subsonic incidence from
the upper space. Close observation of snapshots at T = 72ms and T = 74ms reveal that this packet
has a steeper propagation angle. This implies that the scattered shear wave in the sublayer is
transmitted to the lower half space in the form of compressional and shear waves with a time lag
(about 6ms).
The last example of wideband rough interface scattering involves an upper medium with a
pressure-release surface (i.e. water column). For this example, an isotropic patch with shorter
correlation length is used (Figure 2-88). Because of the smaller correlation length, the roughness
patch is expected to allow coupling with high wavenumber components (i.e. backward scattering).
The medium consists of a 20m water column, a 2m elastic sand sublayer, and an elastic limestone
half space. The rough interface is located at 20m depth. The source configuration is identical to
the previous examples.
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Figure 2-84: Time snapshots of in-plane scattered field: a water half space, a 2m elastic sand layer,
and an elastic limestone half space. An anisotropic roughness patch with 0, = 90 (Figure 2-83) is
located at 100m depth and Om range. F = 3kHz and AF = IkHz.
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Figure 2-85: Anisotropic Goff-Jordan roughness patch: (CLI = 2m, CL2 = 0.25m, 6, = 450 D =2.5,
=6.25cm, 1, = l, = 20m, and N, = N, = 512).
Figure 2-89 shows the snapshots of the in-plane incident field. The incident packet does not
interact with the pressure-release surface until it passes the roughness patch.
Figure 2-90 is the resulting in-plane scattered field caused by a roughness patch in the wave-
guide. As a reference point, a cross mark indicates the center of the VLA in the scattered field
plots. As predicted, the scattered energy in the backward direction is relatively strong. Until the
wave front of scattered energy reaches the pressure-release surface, the scattered field is similar to
the case without a pressure-release surface. Once the scattered wave hits the pressure-release sur-
face, it is reflected in the downward direction with a grazing angle steeper than the direct scattered
wave. If a monostatic' VLA receiver is used, there can be two major arrivals in the time series.
The first arrival (T = 52ms - 54ms) is the direct scattered wave with upward direction close to the
broadside 2 of the array. The second arrival (T = 58ms - 62ms) is the surface-reflected scattered
wave with downward direction close to the end-fire3 of the array. This demonstrates the possibility
that a direct scattered wave in a waveguide can be separated from the surface-reflected scattered
wave by analyzing time lag and angle of arrival. This kind of analysis can be performed through
array beamforming [24].
Arrays are called 'monostatic' when the source position coincides with the receiver position.
2 For a line array, 'broadside' is referred to the direction perpendicular to the array.
3 For a line array, 'end-fire' is the direction parallel to the array.
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Figure 2-86: Time snapshots of in-plane scattered field: a water half space, a 2m elastic sand layer,
and an elastic limestone half space. An anisotropic roughness patch with 0, = 450 (Figure 2-85) is
located at 100m depth and Om range. Fe = 3kHz and AF = 1kHz.
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Figure 2-87: Time snapshots of scattered field in 90' azimuthal plane : Configuration is identical
to the previous case (Figure 2-86). Horizontal axis corresponds to the y axis and the positive x
direction points into the paper.
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Figure 2-88: Isotropic Goff-Jordan
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Figure 2-89: Time snapshots of in-plane incident beam pulse: a 20m water column, a 2m elastic
sand layer, and an elastic limestone half space. The center of vertical array is located at 10m
depth. The length of array is 8m and the number of elements is 128. The main lobe is focused at
100m depth with 150 tilt angle. The center coordinate of roughness patch is (x, z) = (37.3m, 20m).
Fe =3kHz and AF = 1kHz.
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Figure 2-90: Time snapshots of in-plane scattered field : a 20m water column, a 2m elastic sand
layer, and an elastic limestone half space. An isotropic roughness patch (Figure 2-88) is located
at 20m depth and Om range. F = 3kHz and AF = 1kHz.
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Chapter 3
Target Scattering Model
The scattered field produced by a target in a waveguide is greatly affected by several factors -
geometric and material properties of a target, medium properties of a surrounding layer, and lay-
ering configuration of a waveguide. In this chapter, several numerical models for target scattering
theories will be reviewed. A target scattering model, which can account for these factors, will be
chosen for numerical implementation. Using the target scattering model developed in this thesis,
several effects of target scattering in a waveguide will be investigated.
3.1 Theory
There is a wide range of target scattering models. Computationally, the object scattering mod-
els are divided into two categories - discretization methods and analytic methods. Even though
analytic methods provide a compact form of solution which readily explains physical meaning,
analytic solutions are available for only a handful of simple problems. Discretization methods
can be useful to solve problems involving a scatterer in complex media. However, the physical
interpretation of solutions by discretization methods is difficult compared to analytic methods.
The implementation of discretization models require large amounts of book keeping and compu-
tational resources. Therefore, using a discretization method often loses the practicality when a fast
field evaluation is necessary.
Discretization Models
Discretization models are considered to be the most general methods for solving the field caused
by a target with complex geometry and properties. Here, only local discretization methods are
reviewed. As major methods, there exist finite elements (FE), finite deference (FD), and boundary
elements (BE). These approaches use different solution techniques to approximate true solutions
of physical systems which are generally expressed by partial differential equations or integral
equations. Depending on the type of governing equation, one method can perform better than the
others. There are several hybrid numerical techniques to combine these methods to solve a system
of equations. Usually, hybrid methods utilize the specific advantages of individual discretization
methods. For example, a hybrid method combining FE and BE, treats a complex scatterer as an
inner problem by FE and expresses the surrounding medium as an outer problem by BE. This type
of hybrid method utilizes the radiation condition automatically satisfied by BE and the capability
of FE to represent a complex geometry with inhomogeneous material properties.
Even with these differences and variations, there are common mathematical and computational
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limits for any types of discretization methods. These limits come from the behavior of the solution
for system variables. Since local discretization methods approximate the solution by nodal values
and interpolation between two adjacent nodal values, the rate of change in the true solution should
not exceed the length of the discretization (i.e. grid size). This limit is analogous to the Nyquist
condition of the discrete Fourier transform. The quantitative criteria vary according to types of
governing equations and their parameters. For linear seismo-acoustic wave problems including
propagation and scattering, the general form of governing equation is the Helmholtz equation.
Consequently, the behavior of the solution is oscillatory and the rate of oscillation increases as the
local medium wavenumber increases. In Reference [14], the convergence test results for FE, FD,
and BE are shown. A general rules to achieve reasonable convergence with FE, FD, and BE is
to use a discretization length smaller than 1/10 of the local wavelength for scalar wave cases (i.e.
compressional wavelength of a fluid medium) and 1/20 of the local wavelength for vector wave
cases (i.e. compressional and shear wavelengths of an elastic medium). These limits are much
more severe than the Nyquist limit for an equivalent wavelength. The number of nodes N for the
Helmholtz equation follows the rules below.
(kL)d for FE and FD6tN oc ,(3.1)
(kL)d 1  for BE
6t
where k, L, d, and 6t correspond to the local wavenumber, the length scale of the problem, the di-
mension of the spatial coordinates, and the time resolution of the solution, respectively. The recent
invention of high performance computing technologies has made these methods feasible. For two
dimensional and low frequency problems, the implementation of discretization methods has been
achieved recently. An implementation of FE to seismo-acoustic wave propagation was addressed
by Chin-Bing and Murphy [8]. FD was applied to solve the scattered field produced due to an ice
keel by Fricke [15]. Series of BE models have been developed to solve the scattering produced
by volume inhomogeneities such as a cavity and a non-planar surface [6, 5, 9]. A hybrid method
combining BE and a spectral method (i.e. wavenumber integration technique) was implemented
by Gerstoft and Schmidt [18] to solve the scattered field produced by a 2-D object in a horizon-
tally stratified waveguide. By including a spectral method, the representation of a horizontally
stratified waveguide is efficiently done by using the Green's function of a horizontally stratified
medium instead of the free space Green's function to express each waveguide interface. Later,
the same approach was modified by Fan for a '2j-D object' scatterer which is a 2-D scatterer not
perpendicular to the incident wave vector [10]. This model is capable of considering the angular
anisotropy of a 2-D volume scatterer. A hybrid method combining BE with a spectral method was
applied by Tadeu [51] to solve the scattered field produced by a 2-D volume inclusion in a half
space. Even though these implementations of BE / spectral hybrid method are efficient compared
to the ordinary BE method, they still require a great amount of computing resources so that the
practical use of these methods is often prohibitive for high frequency cases or higher dimensional
cases (i.e. 3-D and time domain). Recently, another kind of discretization target scattering model
was introduced by Fawcett [12]. This model uses a coupled-mode solution technique to solve the
scattered field produced by an axisymmetric object in a horizontally stratified waveguide. An ax-
isymmetric object is represented by layers of isotropic circular discs. Originally, the coupled-mode
solution technique had been used in range dependent acoustic wave propagation models.
Because the partial goal of this thesis is to make an extremely efficient and realistic numerical
model to simulate multi-static bottom target sonar operation, discretization methods for the target
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scattering problem are excluded.
3.2 Single Scattering Approximation
The basic assumption of the single scattering approximation [21] is that once the scattered wave
leaves a scatterer, it does not return to the scatterer. In the case of a volume scatterer in a wave-
guide, this assumption implies that once the incident wave has interfered with a scatterer and the
scattered wave propagates away from the scatterer, the scattered wave reflected from the interface
does not interact with the scatterer any more. It is important to clarify the definition of the incident
field for waveguide cases before further theoretical explanation. The definition of the incident field
throughout this chapter is the same as the definition of the unperturbed field in Chapter 2. To re-
state the definition of the incident field in the waveguide, it is a field generated by physical source
in a waveguide without scatterers. Thus, it includes the transmitted and reflected waves from the
interfaces of the waveguide layers. When the incident wave arrives at a scatterer in the waveguide,
the first scattered wave travels to and interacts with the adjacent interfaces. Then, the reflected
portion of the scattered wave from these interfaces can possibly propagate back to the scatterer
and it can be re-scattered by the same scatterer. This process continues iteratively in the time
domain until the scattered wave dissipates. The single scattering approximation simply ignores
the contribution of the re-scattered wave from the scatterer. The model approximates the scattered
field by considering only the first scattering interaction between a scatterer and the incident field.
In the case of multiple scatterers, the single scattering approximation ignores re-scattered fields
among scatterers. In other words, the model treats each scatterer as if it exists alone.
The single scattering approximation in the case of a scatterer in a waveguide has advantages
and disadvantages. The advantage of the single scattering approximation is that the model can
be applied to any scatterers which have known solutions in free space. These solutions can be
analytic solutions or semi-analytic solutions. Thus, the computation of the scattered field is very
efficient. While the assumptions behind the single scattering approximation simplify its numerical
implementation, the disadvantages comes from the same assumptions. Since the model ignores
the re-scattered field, a complete description of the scattered field cannot be achieved.
There is an issue of validity in using the single scattering approximation when a target is
located close to the interface. As explained by Fawcett [13], the model using the single scattering
approximation gives excellent agreement with the multiple scattering solution over a wide range
of frequencies for the case when the depth separation of the target is twice the target radius. In
Reference [11], the multiple scattering formulation was expressed in an infinite series. The first
term of the series is equivalent to the expression of the single scattering approximation. The
difference between the multiple scattering formulation and the single scattering formulation is
that the former has extra higher order terms which has the incremental factor - S x B. S is the
free-space scattering function of the target and R is a reflection coefficient times twice the vertical
phase difference between the interface and the target. In the case of a target submerged in a fast
fluid bottom, the reflection coefficient from the lower space to the upper space is relatively small
and the series of scattering expression converges fast. Therefore, the error caused by the single
scattering approximation is reduced. In Reference [33], several cases of a pressure-release sphere
within a waveguide were used to demonstrate errors caused by the single scattering approximation.
By neglecting the multiple scattering, the total field at the surface of the pressure-release sphere
does not vanish and it increases as the waveguide thickness decreases with respect to the radius of
the sphere. In a practical sense, the quality of solutions using the single scattering approximation
must be checked against the experimental scattering data for a known target.
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k : scattered wave
Figure 3-1: Geometry of rigid and pressure-release spheres.
In this thesis, the single scattering approximation is applied to three known solutions - a rigid
sphere, a pressure-release sphere, and a finite cylindrical shell. The rigid sphere and pressure-
released spheres have analytic solutions while the finite cylindrical shell has a semi-analytic so-
lution. Their plane wave scattering functions in free space are utilized to compute the effective
beampatterns in the waveguide given an incident field. The target model is modified to be com-
patible with the 3-D OASES propagation model. This modification is similar to the modification
of the perturbation method used for rough interface scattering in Chapter 2.
3.2.1 Sphere Solutions
The sphere solution is the simplest target model available and there exist many references and
numerical simulations for scattering from a sphere.
In this thesis, rigid and pressure-release spheres are used as volume scatterers. The solutions
for rigid and pressure-release spheres are derived from the same mathematical form. The geometry
of the spherical scatterer is shown in Figure 3-1 where 0 is the angle between the incident wave
vector and the scattered wave vector. First, the time harmonic plane incident wave in free space is
decomposed into spherical harmonics [1].
Pine(kr, 0) = exp(ikr cos0) = Z (2n+ 1)InPn(cos 0) jn(kr),
n=O
(3.2)
where jn is the n th order spherical Bessel function of the first kind and Pn is the n th order Leg-
endre polynomial. Here, the time dependence is assumed to be exp(-owt). Then, an appropriate
boundary condition is imposed on the total pressure field (sum of incident pressure and scattered
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pressure).
Rigid Sphere
For a rigid sphere in fluid free space, the scattered field produced by a unit plane incident wave
can be obtained analytically [35, 25]. The boundary condition on the surface of the sphere is that
the radial particle velocity is zero. With the above time dependence, the radial velocity vr is:
Vr = 1 OP (3.3)ipwo Or
The boundary condition becomes :
aPsc 4oPine 34
Or a -
- r r=a
Considering the time dependence, a proper solution form of Psc can be an infinite series of spher-
ical Hankel functions of the first kind with unknown amplitudes. The spherical Hankel functions
of the first kind correspond to propagating waves away from the sphere.
00
Ps(kr,0) = Anh('(kr). (3.5)
n=O
From the incident pressure and boundary condition, the unknown coefficients An are obtained.
The scattered pressure field generated by a rigid sphere of radius a becomes:
00 
.(a
Pse(kr, 0, ka) = -Z(2n + 1)"Pn(cos 0) ' h (kr), (3.6)
where 0 is the angle between the incident wave and the receiver direction. k, r, and a are the
medium wavenumber of the fluid, the distance from the center of the sphere to the receiver po-
sition, and the radius of sphere, respectively. h(' is the n th order spherical Hankel function of
the first kind. The boundary condition applied to obtain the above expression is that the normal
derivative of the total pressure on the surface of sphere is zero. The convergence of the above series
depends on the non-dimensional radius of the sphere ka. The required number of terms increases
as ka becomes large because of the oscillatory behavior of the spherical Bessel function. There
are approximate solutions for rigid sphere scattering in the limits of low and high frequencies.
The above expression converges to the same approximations in both the low and high frequency
cases [37, 25].
Pressure-release Sphere
When a sphere has pressure-release surface, the corresponding boundary condition on the sphere
surface is:
Psc r=a = -P"fcL. (3.7)
With the same solution form as the rigid sphere case, the unknown coefficients An are obtained
from the above boundary condition and incident field. The scattered field generated by a plane
a
a=/a k sin$ K= k cos k
ki X X k
K =k cosi a/a =k sin$
2a :diameter o Z Y
L : length t thickness
k .
side view front view 1
Figure 3-2: Geometry of a finite elastic cylindrical shell.
wave incidence becomes :
Psc(kr, 0, ka) =Z (2n +1) "nco ) J,,(ka)hn(k)(3800
n=o n(COSO hnl(ka)
3.2.2 Finite Cylindrical Shell Scattering Solution
A finite cylindrical shell scattering model was introduced in Reference [41]. This model approx-
imates the bistatic scattering of supersonic traveling (re-radiating) membrane waves from a finite
cylindrical shell excited by a plane incident wave. The major assumptions of this model are:
* The contribution of the bending wave in the higher wavenumber regime is ignored. In
other words, in-plane displacements and stress vectors are approximated by membrane wave
components only.
" The modal impedances of the finite shell can be approximated by those of an infinite length
shell in the same surrounding fluid medium. This implies the neglect of modal coupling
through the fluid medium.
" The inside of the shell is void and both ends of the shell are attached to two semi-infinite
coaxial rigid cylindrical baffles of the same radius as shell.
In Reference [40], the scattering contribution from the void portion of the shell was added to the
original formulation by Rumerman. The scattered field from a void cylinder is described by Junger
and Feit [25].
In Reference [25], the difference between rigid and elastic body scattering is described as
follows :
"While a rigid scatterer distorts the sound field by interfering the propagation of the
incident field, the dynamic response of an elastic scatterer excited by the incident
wave further modifies the resultant sound field."
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An elastic scatterer permits the transmission and reflection of incident wave through and on its
boundary as well as the vibration of surface. By allowing these mechanisms, the field is a result
of complex interactions among various dynamic responses of the scatterer and the incident wave
field. On the other hand, a rigid scatterer changes the sound field by simply blocking the propa-
gation of the incident wave. The above statement can be written in mathematical form. Let the
scattered pressure by an elastic scatterer be represented by Ps, and let the scattered pressure by the
infinite-impedance boundary coinciding with the elastic scatterer be represented by P,. The total
field becomes:
P = Pi + Pse, (3.9)
where Pi is the incident pressure. If Pse is expressed as:
Pse = Ps" +Pr, (3.10)
the remaining term Pr is the pressure radiated by elastic effects representing the difference between
the elastic scatterer and the corresponding rigid scatterer. In other words, Pr consists of terms
necessary for satisfying elastic boundary conditions. Since Ps, is easily available, solving the
scattered field by an elastic body becomes an exercise in finding Pr in terms of Pr and Pi with the
proper boundary conditions.
DP
= -pi, on S(Ro), (3.11)
where i is the surface normal acceleration and eo is the surface normal coordinate. The above
boundary condition is satisfied if the following conditions are satisfied.
DPr ..
_= -pw
0  on S(RO). (3.12)
Based on References [25, 41, 40], the scattered pressure field is derived in Appendix D. The
geometry of the finite cylindrical shell is shown in Figure 3-2 along with the definitions of incident
and scattered wave vectors. Assuming the time dependence exp(-ot), the scattered pressure Pse
generated by unit plane wave incidence is :
ikae'kR Nmn En cos(nO) J'(Kia)KiQ5  2pcQn
2 ZKR n H')(Ka) k Zn(fl, ai),rKiaH')(Kia)(3
where J' is the first derivative of the Bessel function of the first kind and order n and H'(' is the
first derivative of the Hankel function of the first kind and order n. The subscript i refers to incident
wave components. The other parameters are defined as:
1 forn=0
= 2 forn > 1
n = wa/c, (dimensionless frequency),
c, = (compressional wave speed of shell),
Osk = (skew angle with respect to the range coordinate x),
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o = (circumferential angle),
= (incident polar angle),
= (scattered polar angle),
k = (medium wavenumber of surrounding fluid),
K = k cos # (receiver radial wavenumber),
Ki = kcosoi (incident radial wavenumber),
ar = ka sin#0 (dimensionless receiver axial wavenumber),
ai= ka sinoi (dimensionless incident axial wavenumber),
an = (dimensionless shear modal axial wavenumber),
fi = (dimensionless compressional modal axial wavenumber),
Zn = (modal system impedance).
The modal axial wavenumbers are zeros of the system impedance function Zn.
The finite length of the shell causes the radiation from the shell to have sincl-like beampat-
terns in the axial wavenumber domain. Each beampattern is centered at one of the modal axial
wavenumbers or the incident axial wavenumber. There are five types of beam patterns defined as:
An 1 - exp [-iL(ar - an)]
sin(anL) an - ar
Qn2 = , 1B-exp [-iL(ar-n)]
sin(#nL) 8 n - ar
= - = Cn 1-exp[-iL(ar+an)]
sin(anL) an +ar (3.14)
f= n 1- exp [-IL(ar +#3n)]
sin(#nL) #in+ar
1 -exp[-iL(ar -ai)]
Qns = 2i
a1 - ar
Qn = Qni + Qn2 + Qn3 + Qn4 + Qn5 ,
where L = L/a and An, Bn, Cn, Dn are modal coefficients defined in Reference [41]. The full
mathematical formulation of the scattered field is derived in Appendix D. Figure 3-3 shows an
example of solutions of modal axial wavenumbers for a cylindrical shell. Each mode has a set
of shear and compressional modal wavenumbers, which corresponds to the axial beampattern at
a specific angle with respect to the shell axis. These modal axial wavenumbers represent either
a propagating scattered field or an evanescent scattered field. If an (dimensionless shear modal
axial wavenumber) is quasi-real 2 and the circumferential mode number n is less than ka sinos3
0.75
1 forx=0 'Z0.
1 sinc(x)= sinx '.2
otherwise
-8 -0 -4 -2 0 2 4 6 8
2Complex number with dominant real part.
30# is the shear critical angle measured from the radial axis of shell.
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Figure 3-3: Real and imaginary parts of modal axial wavenumbers - a steel cylindrical shell
(a = lm, t = 5cm, p = 7.8g/cm3, C, = 5200m/s, and Cs = 2600m/s) in a water space (p = 1.Og/cm 3
and C, = 1500m/s) at f = 3kHz. a is the dimensionless shear axial wavenumber and # is the
dimensionless compressional axial wavenumber.
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(dimensionless shear critical wavenumber), the scattered wave becomes a propagating field. If
a,, is quasi-imaginary4 and the mode number n is greater than ka sin 0, the scattered wave be-
comes an evanescent field. The same analogy also applies to the dimensionless complex modal
wavenumberpn.
The main lobes of the beampatterns Q are controlled by the shell's aspect ratio L. As the aspect
ratio of the cylinder increases, the width of the main lobe decreases but the number of side lobes
increases. This behavior is quite similar to the beampattern of a line array.
3.3 Numerical Implementation of Target Scattering Model
The idea of including target models into a waveguide was inspired from the far-field approxima-
tion of the target scattered field. In the far field, the target models previously mentioned can be
approximated by a point source with a specific beampattern in angular space. A unit point source
in free space (i.e., |P| = lPa at r = 1m) is described as:
eikr
P0(kr) = -, (3.15)
r
where the source is located at the origin of the coordinate system. When a scattered field produced
by a target is observed in the far field, the mathematical expression of the field can be represented
as:
eikr
Pse = -- p(Or, #r; i, #), (3.16)
r
where #8 is the beampattern of the target in the far-field. The beampattern # is independent of
receiver range and is determined by source and receiver angles. Therefore, the effects of target
scattering can be approximated by using a point source with a far-field beampattern instead of
using a full-wave numerical model. Figure 3-4 illustrates a schematic comparison between a
point source and a point source with the effective beampattern of a target. The difference is that
the source representing the target produces the energy in a non-uniform way. This non-uniform
distribution of energy is described by a beampattern.
Even though the beampattern is expressed as a function of angular variables # and 0 only, it is
possible to obtain the scattered fields in the evanescent wavenumber regime. Since the evanescent
wavenumber regime can not be expressed using the real angles, analytic continuation [2] is used to
define the beampattern outside the real angular regime. Scattering caused by evanescent incident
waves is especially important when the penetration of the incident wave shallower than the critical
incident angle is considered. Also, the scattered waves in the evanescent regime are important
because they can be propagating waves in other layers. Therefore, including the target beampattern
in the evanescent wavenumber regime is essential to express the scattering from a target buried in
a layer. By replacing the angular variable with the horizontal wavenumber, both propagating and
evanescent waves can be handled smoothly.
For rigid and pressure-release sphere target models, far-field beampatterns are easily obtained
by taking the limit of the following function [1].
etkr
lim -()"h('(kr) = I . (3.17)
kr-4oo kr
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4 Complex number with dominant imaginary part
ikRe
POR
Unit Point Source
Target Beam Pattern
Figure 3-4: Target model by an effective beampattern. The arrow indicates the direction of incident
wave.
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Therefore, beampatterns for rigid and pressure-release spheres become:
/3rigid = (2n +1) n(ca) O), (3.18)kh'(1)(ka) (.8
#3 pressure-release = - (2n + 1) ()Pn(cos0), (3.19)
where cos0 is the directional cosine between the incident wavenumber vector li and the receiver
wavenumber vector kr. The above expressions are generally converged when the number of sum-
mation is in the same order of ka.
cosO= kikr (3.20)
k
where ko is the wavenumber of the surrounding medium. Figure 3-5 and Figure 3-6 show examples
of normalized angular beampatterns for rigid and pressure-release spheres in free space. As the
dimensionless frequency ka increases, the forward scattered field becomes stronger and the scat-
tered fields in other direction become uniform. When the rigid and pressure-release spheres are
compared at the same dimensionless frequency, the pressure-release sphere produces a stronger
forward field than a same-sized rigid sphere. Also, the pressure-release sphere exhibits less fluc-
tuation of beampattern than the rigid sphere.
When a target is buried in a lower half space or a sublayer, the target may be excited by
subsonic (evanescent) waves. The scattering beampattern of a target insonified by an evanescent
plane wave is obtained by applying analytic continuation to the corresponding plane wave scat-
tering function. Figure 3-7 shows examples of angular scattering beampatterns for a rigid sphere
(ka = 5.0) insonified by evanescent plane waves. Compared to the case of supersonic incidence,
evanescent incidence breaks the symmetry of the angular beampattern for a rigid sphere. As the
dimensionless incident wavenumber (kia) increases, the degree of asymmetry in the scattering
beampatterns increases.
For Rumerman's finite cylindrical shell model, the far-field beampattern is readily available.
Since the formulation is derived from the stationary phase integral of the scattering function, it
already includes the far-field approximation. Therefore, its far-field beampattern is simply the
scattering term normalized by a unit point source.
ika Nma En cos(nO) .Jn(Kia)KiQn5  2pcQ" (321/Ocylinder = 2-K ZH'(Ka) k Zn(f, a)irKiaH'()(Kia) j'
where the angle 0 is defined in Appendix D.
As examples of beampatterns for the cylindrical shells, Figure 3-8 compares normalized polar
beampatterns for cylindrical shells with different lengths. The axes of cylindrical shells are per-
pendicular to the direction of the incident wave. The polar beampattern is a beampattern obtained
on a plane normal to the axial direction of the shell. Apparently, the normalized polar beampattern
is not changed as the aperture of the shell (L/a) increases. Since the beampatterns are normalized
by the length of shell, the magnitude of the resulting scattered field is proportional to the length of
shell.
Figure 3-9 shows the normalized azimuthal beampatterns of the same cylindrical shells used
in Figure 3-8. The azimuthal beampattern is obtained on a plane parallel to the shell axis. The
angular beam width of the main lobe in the forward direction becomes smaller as the aperture of
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Figure 3-5: LBrigid I/a : angular beampatterns of rigid spheres. The right hand side is the forward
scattering direction.
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Figure 3-6: |#pressure-reIeasel/a : angular beampatterns of pressure-release spheres. The right hand
side is the forward scattering direction.
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Figure 3-7: |#pressure-release/ : angular beampatterns of a rigid sphere insonified by an evanescent
plane wave. The dimensionless medium wavenumber (ka) is 5.00 and the dimensionless incident
wavenumber (kia) varies from 5.00 to 5.16. The incident plane wave is coming from the upper left
corner of the plot. The right hand side corresponds to the forward scattering direction.
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Figure 3-8: Veylinder|/L : polar beampatterns of cylindrical finite shells - broad-sided (900) steel
shells (a = 1m, t = 5cm, p = 7.8g/cm3 , C, = 5200m/s, and Cs = 2600m/s) in a water space (p =
1.Og/cm 3 and C, = 1500m/s) at f = 3kHz. The right hand side is the forward scattering direction.
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shell increases. This trend is similar to the beampattern of a line array.
Figure 3-10 shows the azimuthal beampatterns produced by cylindrical shells of different az-
imuthal orientations. Since a cylindrical shell is an aspect-dependent target, the scattered field of a
cylindrical shell becomes asymmetric when the shell is neither perpendicular to nor aligned with
the direction of the incident wave. The azimuthal beampatterns in the figure show that there are
two major features of the scattered field. One is in the forward direction and the other is in the
specular direction of the incident wave with respect to the shell axis.
In order to incorporate these beampatterns into a spectral method, the wavenumber integration
technique of the 3-D OASES [46] is used. Since the above beampatterns are derived from the
case of single plane incident wave, the equivalent point source strength in a layer is the sum of the
contributions from upward and downward traveling plane wave components existing in that layer.
In other words, the beampattern in a layer is the superposition of beampatterns from up-going and
down-going plane wave components. In the case of an incident beam, the same technique is used
to compute the equivalent beampattern. Once a beampattern is obtained, its equivalent source
spectrum is determined for each horizontal wavenumber. This approach implicitly assumes that
multiple scattering of the target is ignored, which does not allow re-scattering of scattered waves.
Figure 3-11 shows a diagram describing the overview of the numerical implementation regarding
the target scattering model. The left hand side shows the procedure to obtain the plane wave
scattering function of a target and the right hand side describes the incident field. When the
plane wave scattering function and the incident field are combined, the effective beampattern of
the target is obtained. This beampattern is transformed in order to be compatible with the 3-D
OASES. The polar angle # of the beampattern is replaced by horizontal wavenumber and the
azimuthal dependency (i.e. 0 of beampattern) is expressed by the azimuthal Fourier series. Then,
the 3-D OASES computes the resulting scattered field by using the spectral representation of the
target beampattern.
3.4 Benchmark
In order to validate the target scattering model developed in this thesis, several benchmarks were
conducted against the baseline case of target scattering in an unbounded homogeneous medium.
Figure 3-12 describes the first and second benchmark cases. The target is either a rigid sphere or a
pressure-release sphere. The radius of the sphere is 0.5m and the incident field is a compressional
plane wave with 450 grazing angle at f = 3kHz. The surrounding medium is water. Since the
numerical model for target scattering requires interfaces above and below the target, the medium
is divided into two water half spaces and one water layer between the two half spaces. The depth
of the layer is 10m and the target is located at the center depth of the layer. Even though there
are no physical interfaces, this medium configuration has two transparent interfaces above and
below the sphere. The benchmark compares the scattered pressures along these interfaces for the
numerical model and the analytic solution.
Figure 3-13 shows an in-plane vertical cut of the scattered field5 . With respect to the direction
of the incident wave (450), the scattered exhibits symmetry. The scattered pressures along the
upper and lower interfaces are computed for comparison purposes.
Figure 3-14 shows two plots comparing the scattered pressures along the upper and lower inter-
faces for the numerical model and the analytic solution. There are four curves in each plot. The
solid line is the scattered pressure computed using the true solution. The dotted line is computed
5 defined in Figure 2-31.
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Figure 3-9: V8eylinder|/L : azimuthal beampatterns of cylindrical finite shells - broad-sided (90')
steel shells (a = 1m, t = 5cm, p = 7.8g/cm3 , C, = 5200m/s, and C, = 2600m/s) in a water space
(p = 1.Og/cm 3 and C, = 1500m/s) at f = 3kHz. The right hand side is the forward scattering
direction.
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Figure 3-10: |#cylinder|/L : azimuthal beampatterns of cylindrical finite shells with different az-
imuthal orientations - steel shells (a = 1m, L = 4m, t = 5cm, p = 7.8g/cm3, C, = 5200m/s, and
Cs = 2600m/s) in a water space (p = 1.g/cm3 and C, = 1500m/s) at f = 3kHz. The right hand side
is the forward scattering direction.
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Figure 3-11: Diagram of the target scattering model.
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Water half space
C,=1500m/s p=lg/cm3
U- transparent interface (y,z)=(Om,90m) --------------------- U' --
Compressional plane wave (f=3kHz)
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Rigid or pressure-release sphere
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Figure 3-12: Benchmark scenario for the target scattering model : case of a spherical target in a
free space.
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Figure 3-13: In-plane transmission loss of a rigid sphere (a = 0.5m) in a free space (C, = 1500m/s
and p = 1.Og/cm3). The incident field is a compressional plane wave coming from the left up-
per direction with O; = 450. Dashed lines U - U' and L - L' correspond to the upper and lower
transparent interfaces between the water half spaces and the water layer.
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using the far-field approximation of the true solution (i.e. the limiting case of the true solution
as the field point goes to infinity). The dashed line is a numerical solution evaluated by the nu-
merical model developed in this chapter. The computation of the scattered pressure in this case
is done by the 3-D OASES using the full expression for the Bessel functions in the wavenumber
integration. The dash-dotted line is another numerical solution with the same numerical model,
however the scattered pressures are obtained by the 3-D OASES using the asymptotic forms of the
Bessel functions in the wavenumber integration6. The plots show excellent agreements among the
different solutions on both interfaces. The only discrepancy found is the oscillatory behavior of
the numerical solution in the backward direction. This is caused by a numerical instability when
the coefficients of the azimuthal Fourier series are evaluated. Since the backward direction (6 = 7r)
corresponds to the cancellation of terms in the Fourier transformation, the amount of error in the
backward direction is bigger than that of the forward direction.
The solution obtained by the numerical model and the 3-D OASES using the asymptotic Bessel
functions shows the greatest error at zero range. This error is expected because the asymptotic
expression of the Bessel functions is not valid for small arguments. The asymptotic expression
of the Bessel functions in the wavenumber integration is still useful because it produces accurate
solutions in the far-field efficiently. Other solutions have errors less than 1dB.
Figure 3-15 is the in-plane vertical cut of the scattered field caused by the pressure-release
sphere shown in Figure 3-12. Like the case of the rigid sphere, the symmetry of the scattered field
with respect to the direction of the incident wave is observed.
Figure 3-16 shows the comparison of the scattered pressure along the upper and lower interface
for the numerical model and the true solution. Except the solution obtained using the asymptotic
version of the Bessel functions, the numerical solution shows excellent agreement with the true
solution.
Two benchmark cases involving a finite cylindrical shell were also performed to validate the
numerical target model. Figure 3-17 shows the benchmark scenario for a broad-sided cylindrical
shell. The length, radius and thickness of the shell are 2m, 0.5m, and 5cm, respectively. The
compressional wave speed of the shell is C, = 5200m/s, the shear wave speed is Cs = 2600m/s,
and the density is 7.8g/cm 3. The cylindrical shell is oriented to be perpendicular to the direction
of the incident plane wave. The incident grazing angles are 30 and 45*. Other configurations for
the benchmark scenario are exactly the same as the previous scenario (Figure 3-12).
Figure 3-18 is the in-plane vertical cut of scattered field produced by the cylindrical shell when
the incident gazing angle is 30'. Similarly to the previous benchmark cases, the scattered field is
symmetric with respect to the direction of the incident wave.
Figure 3-19 shows the comparison of the scattered pressure for the numerical model and the
analytic solution. Since the exact solution for the scattered field produced by a finite cylindrical
elastic shell is not available yet, Rumerman's approximate solution is used as a reference solution.
Compared to the previous case, the error between the numerical solution and analytic solution
is relatively large. This is especially true for the combination of the target model and the 3-
D OASES using the full expression of the Bessel functions. It produces large errors along the
upper interface (Figure 3-19(a)). When the 3-D OASES uses the asymptotic expressions for the
Bessel functions in the wavenumber integration, these errors are decreased. Unlike the previous
benchmark cases, the reference solution for the cases of cylindrical target is already a far-field
solution. Therefore, the reference solution can be reproduced better by the solution using the 3-D
OASES and the asymptotic expressions for the Bessel functions. Using the asymptotic forms of
the Bessel functions in the wavenumber integration is equivalent to the far-field approximation.
6 This type of wavenumber integration is called FFP (fast field program) integration scheme [22].
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(a) Transmission loss at 5m above the center of rigid sphere (U - U').
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(b) Transmission loss at 5m below the center of rigid sphere (L - L').
Figure 3-14: Comparison of in-plane transmission losses by a numerical method (3-D OASES)
and two analytic expressions. The target is a rigid sphere with radius 0.5m in Figure 3-12. The
incident field is a compressional plane wave (f = 3kHz and O; = 45). Comparisons are along the
lines U - U' and L - L' of Figure 3-13.
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Figure 3-15: In-plane transmission loss of a pressure-release sphere (a = 0.5m) in a free space
(Cp = 1500m/s and p = 1.0g/cm3). The incident field is a compressional plane wave coming from
the left upper direction with 450 grazing angle. Dashed lines U - U' and L - L' correspond to the
upper and lower transparent interfaces between the water half spaces and the water layer.
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(a) Transmission loss at 5m above the center of pressure-release sphere (U - U').
Pressure-release sphere benchmark case
13
U)
CL
-50 -40 -30 -20 -10 0
x (m)
10 20 30 40 50
(b) Transmission loss at 5m below the center of pressure-release sphere (L- L').
Figure 3-16: Comparison of in-plane transmission losses by a numerical method (3-D OASES)
and two analytic expressions. The target is a pressure-release sphere with radius 0. 5m in Figure 3-
12. The incident field is a compressional plane wave (f = 3kHz and 0; = 450). Comparisons are
along the lines U - U' and L - L' of Figure 3-15.
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Figure 3-17: Benchmark scenario for the target scattering model : case of a cylindrical target in a
free space.
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Figure 3-18: In-plane transmission loss of a cylindrical steel shell (I = 2m, a = 0.5m, t = 5cm,
p = 7.8g/cm3 , C, = 5200m/s, and C, = 2600m/s) in a free space (C, = 1500m/s and p = 1.Og/cm3).
The incident field is a compressional plane wave coming from the left upper direction with 300
grazing angle. Dashed lines U - U' and L - L' correspond to the upper and lower transparent
interfaces between the water half spaces and the water layer.
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Cylindrical shell benchmark case
0 ,
kHz, Thetai=30deg
Om, a=0.5m, t=5cm
)=(Om,100m)
. J
-. \A
.... .. . ... ... .... ... .. ..
-20
i
-10
I I
-40 -30
- - 3-D OASES Bessel
3-D OASES FFP
....FAR FIELD
...................... ... FA FIELD- ... ........
K..... .... ......................
........... ... .............. .......
i i i i I
0 10 20 30 40
x (m)
(b) Transmission loss at 5m below the center of cylindrical shell (L - L').
Figure 3-19: Comparison of in-plane transmission losses by a numerical method (3-D OASES)
and two analytic expressions. The target is a cylindrical steel shell (1 = 2m, a = 0.5m, and t = 5cm).
The incident field is a compressional plane wave (f = 3kHz and Oi = 30). Comparisons are along
the lines U - U' and L - L' of Figure 3-18.
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Figure 3-20: In-plane transmission loss of a cylindrical steel shell (1 = 2m, a = 0.5m, t = 5cm,
p = 7.8g/cm3 , C, = 5200m/s, and C, = 2600m/s) in a free space (C, = 1500m/s and p = 1.Og/cm3).
The incident field is a compressional plane wave coming from the left upper direction with 450
grazing angle. Dashed lines U - U' and L - L' correspond to the upper and lower transparent
interfaces between the water half spaces and the water layer.
Figure 3-20 shows the in-plane vertical cut of the scattered field produced by the cylindrical
shell for a plane incident wave at the grazing angle 45'. The symmetry of the scattered field is
observed as the previous cases.
Figure 3-21 shows the comparison of scattered pressures along the upper and lower interfaces.
Similarly to the previous case of a cylindrical shell, the scattered pressures are matched better by
the numerical target model with the 3-D OASES using the FFP integration scheme (i.e. using the
asymptotic expressions for the Bessel functions).
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Figure 3-21: Comparison of in-plane transmission losses by a numerical method (3-D OASES)
and two analytic expressions. The target is a cylindrical steel shell (1 = 2m, a = 0.5m, and t = 5cm).
The incident field is a compressional plane wave (f = 3kHz and 6; = 450) Comparisons are along
the lines U - U' and L - L' of Figure 3-20.
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3.5 Effects of Medium Configuration
This section presents series of numerical simulations of target scattering caused by spherical and
cylindrical targets with different medium configurations. Along with the numerical results, the
effects of medium configurations on target scattering will be discussed. The formats of the various
resulting plots are identical to those presented in Section 2.5 - Horizontal scattered field, in-plane
scattered field, in-plane scattering coefficient plot, and angular spectrum contour. The numerical
simulations in this section includes the following three cases.
e Target above different bottom media.
* Target flush buried in sublayers with different thicknesses.
* Target in a waveguide.
For the first two cases, only rigid and pressure-release spheres are used. Two types of cylindrical
shells are included for the last case.
3.5.1 Effects of Medium Properties
A target scattering case is designed to demonstrate the effects of the lower half space medium on
the scattered field. The target is either a rigid or a pressure-release sphere with radius a = 0.5m.
Figure 3-22 shows the target scattering scenario - a target sitting on a half space. The upper
medium is water and the lower medium is modeled as one of elastic limestone, fluid limestone,
elastic sand, and fluid sand. The elastic and fluid cases are used together to show the effects of
shear properties. The incident field is a plane wave at f = 3kHz. Two cases of grazing angles are
considered - 15' and 45'.
Figure 3-23 shows the in-plane scattered field caused by a rigid sphere and a plane wave
with grazing angle O; = 150 for different bottom properties. When fluid cases are compared with
elastic cases, they produce a stronger forward and backward scattered field in the upper half space.
This is caused by the shear waves supported by elastic media. The direct scattered waves from
the target interact with the lower half space and are both reflected to the upper half space and
transmitted to the lower half space. The elastic lower half space allows supersonic transmission
of scattered waves in the form of shear waves. For the current examples, scattered waves are
always supersonic to the shear phase speeds (1000m/s for limestone and 600m/s for sand) in the
lower half space. When the elastic and fluid limestone cases are compared, the elastic limestone
(Figure 3-23(a)) has strong transmitted scattered wave in a narrow angular space. This angle
of transmitted wave agrees to the shear transmission angle of forward scattering beam, which is
0 = 49.9'. The same type of transmitted shear wave exists for the elastic sand case (Figure 3-
23(c)). The supersonic transmission to the compressional waves in the lower space is also allowed
but within the compressional critical angular regimes (0e = 53.1* for limestone and Oc = 33.60 for
sand). This can be shown by observing the scattered field in the lower half space. When the
fluid limestone case (Figure 3-23(b)) and the fluid sand case (Figure 3-23(d)) are compared, the
sand half space allows more scattered energy at shallow angles in the forward direction while the
limestone case does not have significant scattered field in that region.
Figure 3-24 shows the corresponding horizontal scattered field caused by four different types
of lower half spaces. As shown in the in-plane scattered field plots (Figure 3-23), fluid lime-
stone and sand half spaces produce similar scattered fields. A strong forward reflection of direct
scattered wave and relatively high backward scattering are observed. For the elastic half space
cases, the forward reflection and backward scattering are noticeably decreased. When elastic
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Figure 3-22: Target scattering scenario - case of a spherical target sitting on the interface be-
tween two half spaces. The target is a rigid or pressure-release sphere with radius a = 0.5m. The
medium consists of a water upper half space and various lower half spaces. The incident field is a
compressional plane wave (f = 3kHz and Oi = 15", 450).
limestone and sand cases are compared, the limestone half space produces the scattered field con-
fined to shallow scattering polar angle (#), which corresponds to the compressional critical angle
(0e = 53.10). These differences in the scattered fields are mainly caused by the elasticity of lower
half space. When the shear wave is supported by a medium below a target, it provides a wide an-
gular regime where the direct scattered waves from target escape to the lower space. The contrast
in compressional wave speed and density controls the amount of reflected scattered energy.
Figure 3-25 compares in-plane scattering coefficients among different lower half spaces. As
previously discussed, the fluid limestone and sand (dashed lines) have similar trends while the
elastic lower spaces produce different scattering patterns. The elastic limestone has very low
backward and forward scattering coefficients, because of its high compressional critical angle.
The next scattering example is exactly same as the previous one except the target is a pressure-
release sphere instead of a rigid sphere. The pressure-release sphere produces stronger forward
scattered field with uniform backward scattering at frequency f = 3kHz and radius a = 0.5m. As
shown in Figure 3-26, the in-plane scattered fields of pressure-release sphere have similar trends
as the rigid sphere case. The major differences can be found in the reflected forward scattered
wave in the upper space and transmitted scattered wave in the lower space.
The corresponding horizontal scattered fields are shown in Figure 3-27. The overall trend is
similar to the case of rigid sphere. One observable difference between the elastic and fluid cases
can be found in out-of-plane scattered waves. When the elastic and fluid sand cases (Figure 3-27(c)
and Figure 3-27(d)) are compared, the out-of-plane scattering feature in the forward direction is
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Figure 3-23: In-plane scattered fields caused by a rigid sphere and
(f = 3kHz and 6i = 150).
a compressional plane wave
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Figure 3-24: Horizontal scattered fields at 20m above the interface. The target is a rigid sphere
with 0.5m radius and the incident field is generated by a compressional plane wave (f = 3kHz and
9i = 150).
181
Scattering Coefficient
Rigid sphere (a=0.5m) / 15deg incidence
0-
-10-
-20-
-30-
-40-'
Elastic limestone Elastic sand
--- Fluid limestone - - - Fluid sand
-50 1 1 1
180 150 120 90 60 30 0
Scattering Angle (deg)
Figure 3-25: In-plane scattering coefficients. Cases of a rigid sphere sitting on different lower half
spaces. The incident field is a compressional plane wave (f = 3kHz and Bi = 15').
reduced in the elastic sand case. In the free space case, out-of-plane scattering manifests itself
as side lobes in the same direction as the main lobe. Since the lower (downward) portion of side
lobe pattern has a higher grazing angle than main lobe, this portion of the scattered energy can be
transmitted to the lower space as shear waves in the elastic case.
Figure 3-28 compares scattering coefficients produced by the pressure-release sphere across
various lower half spaces. The elastic and fluid sand cases have similar values between the back-
ward shear critical angle (0e = 66.4 ) and the forward specular reflection angle (15'). Outside of
this regime, where transmission of direct scattered energy is very low, the scattering coefficients
for fluid sand are almost identical to those of fluid limestone. In the case of elastic limestone,
the transmission of scattered energy is dominant due to the wide angular regime of supersonic
incidence in the lower space.
In the next two scattering examples (Figures 3-29, 3-30, and 3-31), the grazing angle of in-
cident plane wave is 45* instead of 15'. Having a high grazing angle changes the partition of
scatterer energy between the upper and lower spaces. Generally, high incident grazing angles re-
duce reflection and increase transmission. Figure 3-29 shows the in-plane scattered fields caused
by a rigid sphere with radius a = 0.5m. Unlike the case of shallow grazing incidence, elastic and
fluid sand lower half spaces allow the main lobe to be transmitted to the lower space with less dis-
tortion. The reflection of the scattered field is not significant in the forward direction. This results
in an insignificant reflection of the main lobe. This dominant transmission can be explained by
the fact that the incident grazing angle is higher than the compressional critical angle (0e = 33.6').
For the cases of elastic and fluid limestone, the compressional critical angle (0c = 53. 1') exceeds
the grazing incident angle. Therefore, the transmission of scattered waves into the lower space is
relatively weak compared to the cases of sand half spaces. This high grazing angle still permits
more scattered energy to be transmitted than a shallow grazing angle. The backward scattered
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Figure 3-26: In-plane scattered field caused by a pressure-release sphere and a compressional
plane wave (f = 3kHz and Oj = 150) for different bottom properties.
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Figure 3-27: Horizontal scattered fields at 20m above the interface. The target is a pressure-
release sphere with 0.5m radius and the incident field is generated by a compressional plane wave
(f = 3kHz and Oi = 150).
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Figure 3-28: In-plane scattering coefficients. Cases of a pressure-release sphere sitting on different
lower half spaces. The incident field is a compressional plane wave (f = 3kHz and 6i = 150).
field is less affected by the existence of an interface than the shallow grazing case.
Figure 3-30 shows the corresponding horizontal scattered fields. As discussed with the in-
plane scattered fields, the elastic and fluid sand half spaces generate similar scattered fields in
out-of-plane direction as well. The limestone cases have different trends compared to the cases
of a sand half space because of their high compressional grazing angles. Elastic limestone per-
mits scattered energy to be transmitted as shear waves in the lower space while the reflection of
scattered energy is dominant in the fluid sand case.
Figure 3-31 shows the comparison among different in-plane scattering coefficients. Elastic
sand and fluid sand yield very similar values of scattering coefficients. While elastic limestone
and sand limestone have similar scattering coefficients near the vertical direction (i.e. shallow
scattering polar angle regime : 0 < # < 30), the forward and backward scattered fields for elastic
limestone are relatively weaker than case of fluid limestone.
The following scattering case of high grazing angle is identical to the previous one except
the pressure-release sphere (a = 0.5m) is used instead of the rigid sphere. Figure 3-32 shows the
corresponding in-plane scattered field. As in the case of a rigid sphere at 450 grazing incident
angle, the majority of forward scattered energy is transmitted to the lower space. The case of
elastic limestone (Figure 3-32(a)) is different from the other cases because the incident wave and a
major portion of the main scattering lobe are both supersonic to the shear wave of lower medium.
In the in-plane scattered field plot (Figure 3-32), the transmitted shear wave with a steep angle
(about 600) dominates the lower half space. When elastic and fluid sand cases are compared, they
are almost identical except the scattered field in the steep angular regime of the lower half space
is affected by the transmitted shear waves of elastic sand.
Figure 3-33 shows the horizontal cuts of scattered fields caused by a pressure-release sphere
with a plane wave of 450 grazing angle. As mentioned in the rigid sphere case, the forward
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Figure 3-29: In-plane scattered fields caused by a rigid sphere and a compressional plane wave
(f = 3kHz and 9i = 450).
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Figure 3-30: Horizontal scattered fields at 20m above the interface. The target arget is a rigid
sphere with 0.5m radius and the incident field is generated by a compressional plane wave (f =
3kHz and 6i = 450).
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Figure 3-31: In-plane scattering coefficients. Cases of a rigid sphere sitting on different lower half
spaces. The incident field is a compressional plane wave (f = 3kHz and 6i = 450).
scattering peaks caused by the reflection of main lobes are insignificant. For the case of an elastic
limestone half space, the backward and out-of-plane scattering are fairly uniform compared to the
fluid limestone case. The comparison between elastic and fluid sand reveals a similar difference
found in the case of a shallow grazing incident angle (Figure 3-27(c) and Figure 3-27(d)). Out-
of-plane scattering features in the forward direction disappear with the elastic sand case. This is
caused by the transmission of forward side lobes into the lower space.
Figure 3-34 compares in-plane scattering coefficients. Elastic and fluid sand cases agree within
3dB throughout the entire angular regime. Elastic and fluid limestone also agree well in the vicin-
ity of the forward specular direction. In the angular regime away from the forward specular di-
rection, the elastic limestone case produces a low scattered field due to transmitted shear waves in
the lower space.
188
-1
-4
-7
-10
-13
-16
-19
-22
-25
-28
-31
-34
-37
-40
-40 -30 -20 -10 0 10 20 30 40
x(m)
(a) Elastic limestone lower half space.
-40 -30 -20 -10 0 10 20 30
x(m)
(b) Fluid limestone lower half space.
40 50
-1
-4
-7
-10
-13
-16
-19
-22
-25
-28
-31
-34
-37
-40
x(m)
(c) Elastic sand lower half space.
-40 -30 -20 -10 0 10 20 30 40 50
x(m)
(d) Fluid sand lower half space.
Figure 3-32: In-plane scattered fields caused by a pressure-release
plane wave (f = 3kHz and Oi = 450).
sphere and a compressional
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Figure 3-33: Horizontal scattered fields at 20m above the interface. The target is a pressure-
release sphere with 0.5m radius and the incident field is generated by a compressional plane wave
(f = 3kHz and Gi = 45).
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Figure 3-34: In-plane scattering coefficients. Cases of a pressure-release sphere sitting on different
lower half spaces. The incident field is a compressional plane wave (f = 3kHz and Bi = 45).
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Figure 3-35: Target scattering scenario - a target in a fluid sand sublayer between a water half
space and an elastic limestone lower half space. The target is a rigid sphere or a pressure-release
sphere (a = 0.5m) flush buried below the water - sand interface. The thickness of fluid sand
sublayer varies from H = im to H = 8m. The incident field is a compressional plane wave (f =
3kHz and Qi = 15').
3.5.2 Layering Effects
Another possible target scattering scenario is the case of a target flush buried in the sublayer of
a bottom structure. Figure 3-35 shows such a target scattering scenario with variable thickness
(H) of a sublayer - im, 2m, 4m, and 8m. This configuration is designed to observe the effects
of sublayer thickness on the resulting target scattered field. The medium is assumed to consist
of water upper half space, fluid sand sublayer with variable thickness, and elastic limestone half
space. Since the target scattering model used in this thesis is not applicable to a target surrounded
by an elastic medium, only a fluid sublayer is considered. Other than the medium surrounding
the target, any combination of elastic and fluid media are allowed. The incident field is a plane
wave with f = 3kHz and 6i = 15'. The target is either a rigid or pressure-release sphere with radius
a = 0.5m.
Figure 3-36 shows the in-plane scattered fields produced by a rigid sphere flush buried in the
sublayer with variable thickness. The incident field from the water half space becomes subsonic
in the fluid sand sublayer. Subsonic incidence produces less of a scattered field because of its
exponential decaying behavior. Compared to the previous case of a rigid sphere sitting on the half
spaces, the scattering level is about 20dB lower. Even with the subsonic incidence, the burial depth
of the target in the scenario is shallow enough to generate significant scattered fields. The direct
scattered field from the target re-radiates to the upper and lower half spaces. Generally, re-radiation
to the upper space is dominated by supersonic transmission of scattered energy. By observing four
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cases of sublayer thickness, one common feature at the scattered fields is the dominance of the
forward scattered field in angles higher than the compressional critical angle (0e = 33.60). The
direct scattered wave has three possible re-radiation routes to the lower half space. Since the shear
wave speed of elastic limestone is always lower than the phase speed of scattered wave, a portion
of the scattered energy is transmitted to the lower half space. The remainder of the scattered energy
is either reflected at the interface or transmitted to the lower space according to the scattering angle
and compressional critical angle (0c = 43.9* for sand and limestone). The first case of fluid sand
sublayer has thickness H = im. The angle of scattering peak in the elastic limestone half space
indicates that the transmitted scattered wave becomes a shear wave. The angle agrees with the
transmission angle (49.9") from water to limestone at incident angle 150. As the thickness of
sublayer increases, this transmitted shear wave disappears. This can be explained by examining
the scattered field in the sublayer. As the sublayer thickness increases, the amount of energy
blocked by the lower interface increases due to the modal structure of the sand sublayer. It does
not block the scattered energy at the upper interface because of the slower compressional phase
speed of the water half space. At the lower interface, some portion of scattered energy is reflected
due to the faster compressional phase speed of limestone. Consequently, it will be transmitted to
the upper half space. The remaining scattered energy leaks to the lower space through lower shear
phase speed (C, = 1000m/s) when the scattering angle is steeper than the compressional critical
angle (0e = 43.9).
Figure 3-37 shows the corresponding horizontal scattered fields at 20m above the water - sand
interface. The most noticeable difference are the circular interference patterns. As the thickness
increases the number of interference patterns increases. These interference patterns are generated
by the modal structure in the sand sublayer. Generally, the number of modes is proportional to
the thickness of the waveguide. This rule applies to the scattered field generated by a target flush
buried in a sublayer. Another effect of the sublayer is enhancement of the scattered field in both
forward and out-of-plane directions. When Figure 3-37(a) (H = im case) and Figure 3-37(b)
(H = 2m case) are compared, the scattered field in both water columns is noticeably increased
by the thicker sublayer. This can also be explained by the existence of a modal structure in the
sublayer. When the sublayer thickness is small, only a few modes with shallow grazing angles
are allowed ; most of the direct scattered energy escapes to the lower half space, as shown in
Figure 3-36(a). The thicker sublayer allows re-radiation of scattered energy in higher modes
which enhances the scattered field in the upper space.
Figure 3-38 is the corresponding in-plane scattering coefficient plot. As a reference, the case
of a target flush buried in fluid sand half space (H = oo) is presented. When the H = im case is
compared to other cases of finite sublayers, it does not show oscillation of scattering coefficients.
Oscillation would be the evidence of modal structure. This explains the clear dominance of the
transmitted shear wave in the lower half space (Figure 3-36(a)). For other sublayers with finite
thickness (H = 2m, 4m, and 8m), the in-plane scattering coefficients fluctuate in region of angles
higher than the compressional critical angle between water and sand (0e = 33.60). In the shallow
angular regime, for both forward and backward directions, they agree with the in-plane scattering
coefficients of fluid sand half space.
The next example (Figure 3-39) uses a pressure-release sphere with a = 0.5m instead of rigid
sphere. Other than the target, the scattering configuration is identical to the previous case. Fig-
ure 3-39 shows the in-plane scattered fields produced by a pressure-release sphere. As discussed
with the previous rigid sphere case, the re-radiation of the direct scattered field is controlled by the
thickness of fluid sublayer and consequently its modal structure. Overall, the dominant angular
regime in the upper half space is set by the compressional critical angle between water and sand
(0e = 33.60). As with the rigid sphere, the H = im case produces strong transmitted shear waves
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Figure 3-36: In-plane scattered fields caused by a rigid sphere. The target is flush buried in the
fluid sand sublayers with different layer depths.
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Figure 3-37: Horizontal scattered fields at 20m above the upper interface of fluid sand sublayer.
The target is a rigid sphere flush buried in the sublayers with different layer depths.
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Figure 3-38: In-plane scattering coefficients. Cases of a rigid sphere flush buried in the fluid sand
sublayers with different thickness.
in the lower half space. Other cases exhibit similar behavior.
Figure 3-40 shows the corresponding horizontal scattered fields at 20m above the interface.
Again, the results confirms the scattering trends and their physical interpretation discussed for
the case of a rigid sphere. As the layer thickness increases, modal structure and enhancement of
both the forward and out-of-plane scattered fields are clearly observed. When the grazing angle is
steeper than the compressional critical angle (i.e. center portion of contours), the scattered fields
across different configurations are similar.
Figure 3-41 shows the comparison of in-plane scattering coefficients by different sublayers.
As a reference, the in-plane scattering coefficient for the case of a fluid sand half space is included.
The plot shows trends similar to the case of a rigid sphere. One major difference can be found
with the case of H = lm. Deviation of the in-plane scattering coefficient for H = im case from
that of fluid sand half space is not significant, while the deviation is noticeable for the case of
rigid sphere. A possible physical reason should be found in the scattering beampatterns. In this
frequency regime, the pressure-release sphere produces a more uniform beampattern in angular
space, while the rigid sphere of same size has a series of local minima in its angular beampattern.
Because of the difference in the beampatterns, the pressure-release sphere cases generate less
fluctuation in the in-plane scattering coefficients.
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Figure 3-39: In-plane scattered fields caused by a pressure-release sphere. The target is flush
buried in the fluid sand sublayers with different layer depths.
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Figure 3-40: Horizontal scattered fields at 20m above the upper interface of fluid sand sublayer.
The target is a pressure-release sphere flush buried in the sublayers with different layer depths.
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Figure 3-41: In-plane scattering coefficients. Cases of a pressure-release sphere flush buried in the
fluid sand sublayers with different thickness.
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Figure 3-42: Target scattering scenario - A target is sitting on the interface between water column
and lower half space. Water column has a pressure-release surface at 20m above the interface. A
rigid sphere, a pressure-release sphere, a broad-sided cylindrical shell (Osk = 90'), and a slanted
cylindrical shell are used as a target. The incident field is a compressional plane wave in the water
column (f = 3kHz and 0i = 150). The lower half space is an elastic limestone or sand.
3.5.3 Waveguide Effects
Another important case of target scattering is the case of a target within the waveguide. When
a target is located inside the waveguide, the resulting scattered field follows the physics of the
waveguide. Figure 3-42 shows such a target scattering scenario, composed of 20m water column
with an elastic lower half space (limestone or sand). The incident field is a plane wave with
f = 3kHz and 0i = 15'. There are four kinds of targets used for this scenario - a rigid sphere
(a = 0.5m), a pressure-release sphere (a = 0.5m), a broad-sided cylindrical steel shell (L = 2m,
a = 0.5m, t = 5cm, and 0 sk = 900), and a slanted cylindrical steel shell (L = 2m, a = 0.5m, t = 5cm,
and 0 sk = 450). The targets are sitting on the interface between the water column and the lower
half space. The existence of a waveguide provides the series of preferred angles (i.e. modes) in
the water column. The incident field and the resulting scattered field are affected by this modal
structure.
Figure 3-43 shows the in-plane scattered fields produced by various targets with an elastic
limestone lower half space. Both rigid and pressure-release spheres (Figure 3-43(a) and Figure 3-
43(b)) in the water column produce in-plane scattered fields similar to those produced by rigid and
pressure-release spheres in the water half space (Figure 3-23(a) and Figure 3-26(a)). Transmission
of direct scattered field into the lower space is dominated by the shear wave in limestone. In the
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water column, the scattered fields exhibit complicated interference patterns made by reflections
from the pressure-release surface. Despite the complexity of interference patterns in the time
harmonic solution (i.e. single frequency solution), there is a possibility these interference patterns
may be resolved by a space-time domain solution. Similar scattering behavior to the scattering
sphere is exhibited (with the exception of the actual scattered beampattern) in cases where one
is scattered from a cylindrical shell. The broad-sided cylindrical shell (Figure 3-43(c)) produces
extremely complex interference patterns due to its strong in-plane scattered field throughout the
entire angular regime. The backward scattered wave in the lower space is caused by a side lobe
of target beampattern. The slanted cylindrical shell (Figure 3-43(d)) has a low level backward
scattered field because the slanted shell produces a strong scattered field in the forward direction
at a bistatic angle of 0= 900.
Figure 3-44 shows the corresponding horizontal scattered fields at 10m below the pressure-
release surface. All four cases clearly show the circular interference patterns which correspond
to the modal structure of water column. One noticeable scattering feature is found in the case of
the slanted cylindrical shell. Out-of-plane scattering at 0= 90 is dominant. This feature exists in
the free space target beampattern. It interacts with the modal structure and produces an oscillating
scattered field of relatively high level near 0= 90. Other target cases also shows severe interaction
of scattered fields within the waveguide.
Figure 3-45 shows another example of target scattering in a waveguide. This case is identical
to the previous one except the lower half space is elastic sand. Compared to the case of an elastic
limestone half space, the elastic sand transmits less scattered energy into the lower space via shear
waves. Instead, the reflected scattered wave in the waveguide is relatively stronger than the elastic
limestone case. The modal interference patterns also exist, and they distort the scattered fields in
the water column.
Figure 3-46 shows the corresponding horizontal scattered fields. Overall trends are similar to
the case of an elastic limestone half space. A noticeable difference between the limestone and sand
cases is the amount of out-of-plane scattered energy in the upper space. When the cases of broad-
sided cylindrical shells (Figure 3-46(c) and Figure 3-44(c)) are compared with each other, the
elastic sand produces more scattered energy in the out-of-plane direction. The elastic limestone
half space converts more scattered energy to shear waves in the lower space and this process
reduces the reflection of scattered waves originating from the side lobes of the target beampattern.
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Figure 3-43: In-plane scattered fields - targets in a 20m waveguide over an elastic limestone half
space.
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Figure 3-44: Horizontal scattered fields at 10m above the interface - targets in a 20m waveguide
over an elastic limestone half space.
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Figure 3-45: In-plane scattered fields - targets in a 20m waveguide over an elastic sand half space.
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Figure 3-46: Horizontal scattered fields at 10m above the interface - targets in a 20m waveguide
over an elastic sand half space.
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3.6 Effects of Target Configuration
Besides medium configuration, the target field is greatly affected by target configurations such as
orientation, burial depth, and etc. This section will present several target scattering cases involving
different target configurations - anisotropy of target orientation and burial depth of target.
3.6.1 Anisotropy Effects
The term 'anisotropy' is used to indicate that the target has directionality in solid angle space. Any
non-spherical targets have asymmetric geometries with respect to a solid angle. In this thesis, an
anisotropy target is modeled by an elastic cylindrical shell with finite aperture. Since a cylindrical
shell can be rotated about its radial axis, or tilted with respect to its axial direction, there are two
orientation degrees of freedom. In this thesis, only the rotation of a cylindrical shell is considered.
Figure 3-47 shows the scattering scenario. Three anisotropic angles - 0sA = 00, 450, and 90 - are
used for the numerical simulation. The target has 2m length, 0.5m radius, and 5cm thickness and
its material properties are C, = 5200m/s, p = 7.8g/cm3, and v = 0.333. The target is sitting on an
interface between the water half space and lower space. The lower space is an elastic limestone
or sand half space. The incident field is a plane wave with f = 3kHz and O; = 15'. Generally,
maximum scattering is expected in the forward and backward directions when the shell's axis is
perpendicular to the incident direction.
Figure 3-48 shows the in-plane scattered fields caused by cylindrical shells with different
anisotropic angles over the elastic limestone half space. As expected, the forward and backward
scattered fields are maximized at anisotropic angle 0 sk = 900 (Figure 3-48). The case of Osk = 0'
shows the relatively weak backward scattered field. The shear conversion of scattered energy in the
lower half space is clearly observed in all three cases at the same angle as the shear transmission
angle of the incident wave.
Figure 3-49 shows the corresponding horizontal scattered fields. The horizontal scattered field
plot clearly shows the preferred directions of scattered energy in the upper space. The distribution
of scattered energy is quite sensitive to the anisotropic angle of the cylindrical shell. Generally, two
scattering peaks are observed in the incident direction and the specular direction of incident wave
with respect to shell's longitudinal axis. The details of the target beampattern, such as number of
axial modes and angular beam widths of the main lobe and side lobes, are determined by the free
space scattering function and incident field.
Figure 3-50 shows the comparison of scattering coefficients by cylindrical shells with three
anisotropic angles. As mentioned earlier, the forward and backward scattering maxima are ex-
pected with the broad-sided cylindrical shell (Osk = 900). When the longitudinal axis of the cylin-
drical shell is aligned with the incident direction, the scattered field becomes low because the
excitations of axial modes are reduced by the shallow local incident angle with respect to the lon-
gitudinal axis of the shell. The slanted cylindrical shell (Osk = 450) produces a forward scattered
field with an almost equal strength as in the case of the broad-sided cylindrical shell.
The next case is identical to the previous, except the lower half space is elastic sand instead of
elastic limestone. Figure 3-51 shows the in-plane scattered fields produced by three configurations
of cylindrical shell. In all cases, strong shear conversion of the scattered field in the lower space
is observed. Compressional conversion of the scattered energy is weakly observed at the forward
shallow angle. The case of a broad-sided shell produces a strong backward scattered field in the
upper and lower half spaces. When compared to the previous limestone case, the forward scattered
fields are stronger due to less scattered energy transmitted to the lower half space.
Figure 3-52 shows the corresponding horizontal scattered fields. Overall, the horizontal fields
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Figure 3-47: Target scattering scenario - a cylindrical shell target is sitting on the interface be-
tween two half spaces. Orientation of target is varying with respect to the direction of incidence.
The medium consists of a water upper half space and an elastic lower half space. The incident
field is a compressional plane wave (f = 3kHz and O; = 15').
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Figure 3-48: In-plane scattered fields caused by a cylindrical shell over an elastic limestone half
space. The incident field is a compressional plane wave (f = 3kHz and Oi = 150).
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Figure 3-49: Horizontal scattered fields at 20m above the interface. The lower half space is elastic
limestone. The incident field is a compressional plane wave (f = 3kHz and 6i = 150). The cylin-
drical shell with 6,k = 00 is aligned with the direction of incidence while the shell with 6,k = 90 is
perpendicular to the incidence.
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Figure 3-50: In-plane scattering coefficients. Case of a cylindrical
half space.
shell over an elastic limestone
of a cylindrical shell over elastic sand are similar to those of the elastic limestone cases. The axial
modes of cylindrical shells are clearly observable as is the scattering in the specular direction (with
respect to the longitudinal axis of the shell). One noticeable difference in the elastic sand lower
space is the high scattering level in both the forward and specular directions. This is due to its low
transmission of scattered energy into the lower space.
Figure 3-53 shows a comparison of scattering coefficients across different orientations of a
cylindrical shell. Compared to the elastic limestone case, the forward scattering level is approx-
imately 4dB higher. The slanted cylindrical shell exhibits similar forward scattering levels when
the scattering angle is shallower than the compressional critical angle (0, = 33.60). When the scat-
tering angle is greater than the compressional critical angle, the broad-sided cylindrical shell has
relatively high backward scattering levels.
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Figure 3-51: In-plane scattered fields caused by a cylindrical shell over an elastic sand half space.
The incident field is a compressional plane wave (f = 3kHz and Oi = 15').
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Figure 3-52: Horizontal scattered fields at 20m above the interface. Case of a cylindrical shell
over an elastic sand half space. The incident field is a compressional plane wave (f = 3kHz and
Oi = 150).
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Figure 3-53: In-plane scattering coefficients. Case of a cylindrical shell over an elastic sand half
space.
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Figure 3-54: Target scattering scenario - a rigid sphere buried in a fluid lower half space. The
target depth varies from h = 0.5m to h = 1.Om below the interface. The lower half space is a fluid
sand or limestone. The incident field is generated by a compressional plane wave (f = 3kHz and
O; = 150) in the water half space.
3.6.2 Burial Depth Effects
The following four examples demonstrate the effects of target burial depth on the resulting scat-
tered field. When a target is buried in a lower space, the incident field to the target is reduced by the
transmission coefficient, and the incident angle changes by Snell's law. When the incident phase
speed is subsonic, the incident field decays exponentially as the target burial depth increases. Fig-
ure 3-54 is the target scattering scenario where a rigid sphere (a = 0.5m) is buried at the different
depths (h = 0.5m, 0.75m, and 1.0m). The incident field is a plane wave with f = 3kHz and 6; = 15'.
The lower half space is modeled by either fluid limestone or fluid sand.
The first example uses fluid limestone as the lower half space. Figure 3-55 shows the in-plane
scattered fields caused by the target at various burial depths (h). As the burial depth increases, the
scattered field decreases by approximately 18dB per 0.25m. Even with the fast decay of scattered
field, the scattering patterns are very similar for all cases. Since the incident field is subsonic in the
lower space, the incident energy exciting the target decays exponentially. The resulting scattered
field is supersonic to the upper medium and consequently the transmission of scattered energy is
not reduced by the burial depth. The transmission and reflection of scattered fields are controlled
by the same mechanism regardless of depth. Therefore, target burial depth affects the scattered
field mostly by scaling its amplitude.
Figure 3-56 shows the corresponding horizontal scattered fields. These fields decay as the
burial depth increases. One noticeable difference (other than exponential decaying behavior) is
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Figure 3-55: In-plane scattered fields caused by a rigid sphere buried at different depths in the
fluid limestone lower half space. The incident field is a compressional plane wave (f = 3kHz and
Oi = 15').
215 I
the low grazing angle scattered wave in the forward direction. As the burial depth increases,
the relative strength of the forward scattered wave at the shallow grazing angle increases. The
backward scattered fields are quite similar to each other except for their relative amplitudes. This
subtle difference was not found in the previous in-plane scattered field plots (Figure 3-55). This
is caused by the change in the interference pattern as the center of target moves away from the
interface. When the distance between the interface and target is very close, the resulting field is
similar to one caused by a source near a pressure-release surface; this is known as the Lloyd mirror
effect [16]. Figure 3-57 demonstrates Lloyd mirror effects produced by sources with different
depths in a fluid limestone lower half space. The Lloyd mirror effect originally assumes the
interface is a pressure-release surface. A similar effect can be observed in cases of penetrable
boundaries, such as the interface between water and fluid limestone. In the plots, the similarity
between pressure-release surface and penetrable interface is shown. As the source depth increases,
the resulting field has additional interference patterns and the angular spread of the field becomes
wider. The farthest null range (ri) of these interference patterns produced by pressure-release
interface is determined as follows [16] :
k zzo
r1 = -- , (3.22)
where k is medium wavenumber, z is receiver depth from the interface, and zo is source depth from
the interface. As the source depth increases, the null space moves farther away. Consequently, the
angle of first interference pattern (i.e. shallowest one) comes closer to the horizontal direction. In
the case of water and fluid limestone half spaces, the field in the water space is also affected by
the interference patterns in the lower space. As the source depth increases, the angular spectrum
in water half space becomes wider, resulting in a significant field at shallow grazing angles. Since
the target scattering contribution is represented as a point source with a specific beampattern, this
hypothesis can be applied to explain how the forward scattered field in the upper space increases
as the target burial depth increases.
Figure 3-58 shows the comparison of scattering strengths by rigid spheres at different burial
depths. Their scattering coefficients trends are similar. Again, this confirms the primary effect of
target burial depth is field amplitude scaling.
The next scattering example is identical to the previous example except the lower half space
is fluid sand instead of fluid limestone. Figure 3-59 shows the in-plane scattered fields by a rigid
sphere buried at different depths. Unlike the fluid limestone case, a noticeable difference other than
scaling can be seen. The scattering angle in forward direction of the lower half space becomes
shallower (or closer to the horizontal direction). The same hypothesis used for the previous case
might explain this scattering trend. As the separation of depth increases, the Lloyd mirror effect
is reduced and consequently the field in the horizontal direction increases.
Figure 3-60 shows the corresponding horizontal scattered fields. As with the previous case, the
relative forward scattered field at a shallow grazing angle is enhanced as the burial depth increases.
Compared to the case of fluid limestone (Figure 3-56), the scattering level is high and the angular
regime of dominant scattering feature increases.
Figure 3-61 compares in-plane scattering coefficients among rigid spheres with different burial
depths in a fluid sand half space. The overall trend is similar and the decaying rate is about 14dB
per 0.25m. When compared to the limestone case, the peak scattering level is about 6dB higher
and the scattering coefficients are uniform between backward and forward compressional critical
angles (0, = 33.60). Also, when the scattering grazing angle is shallower than the forward critical
angle, the rate decreases as the burial depth increases. This agrees with the horizontal scattered
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Figure 3-56: Horizontal scattered fields at 20m above the interface. The target is a rigid sphere
buried in the fluid limestone half space at different depths.
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Figure 3-57: Lloyd mirror effects caused by different source depths between the water and fluid
limestone half spaces. As references, cases of vacuum - fluid limestone half spaces are shown. d
is the source (or burial) depth from the interface.
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Figure 3-59: In-plane scattered fields caused by a rigid sphere buried in the fluid sand half space
at different depths. The incident field is a compressional plane wave (f = 3kHz and 6i = 150).
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Figure 3-60: Horizontal scattered fields at 20m above the interface. The target is a rigid sphere
buried in the fluid sand half space at different depths.
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Figure 3-61: In-plane scattering coefficients. Cases of a rigid sphere buried in the fluid sand half
space.
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Figure 3-62: Target scattering scenario for time domain solutions. The incident pulse is a Hanning
windowed sine wave. The incident field is generated by compressional plane waves (F = 3kHz
and AF = 1kHz). The target is sitting on the interface between the water and elastic limestone half
spaces.
3.7 Time Domain Solutions
As mentioned in Section 2.7, time domain scattering solutions are practical when experimental
data are needed to be compared or analyzed. The numerical techniques to obtain wideband target
scattering solutions are identical to those used in roughness patch time domain solutions : Fourier
synthesis of single frequency scattering solutions. Section 2.7 describes the numerical techniques
used with the time domain solutions. Figure 3-62 shows the target scattering scenario in time
domain. The incident field is a plane wave with grazing angle 0; = 150, center frequency F =
3kHz, bandwidth AF = 1kHz, and time window AT = 0. lsec. The incoming pulse is a Hanning
windowed sine wave. The propagation medium consists of a water half space and an elastic
limestone half spaces. The target is sitting on the interface between two half spaces.
The first time domain solution assumes a rigid sphere with radius a = 0.5m. Figure 3-63 shows
snapshots of in-plane scattered field as a function of time. The most noticeable scattering features
are transmitted shear and compressional waves of scattered energy in the lower space. When
compared, the transmitted shear wave is slower and steeper than the compressional wave, but the
shear waves carry more scattered energy because the transmitted scattered waves are supersonic
to the shear wave speed. As shown in the frequency domain solution (Figure 3-23(a)), the peak
scattering occurs at the forward direction in the upper space.
The next time domain solution has a pressure-release sphere (a = 0.5m) as the target. Fig-
ure 3-64 shows the time snapshots of in-plane scattered field. Overall, the time evolution of the
scattered field is similar to that of rigid sphere case. The main difference can be found in the
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Figure 3-63: Time domain solution : snapshots of in-plane scattered field produced by a rigid
sphere (a = 0.5m) over an elastic limestone half space.
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forward and backward scattered fields. As with the frequency domain solutions (Figure 3-23(a)
and Figure 3-26(a)), the pressure-release sphere exhibits a stronger forward scattered field but
a weaker backward scattered field in the upper space. The pressure-release sphere has stronger
transmitted shear waves in the forward and backward directions of the lower space.
The third case of time domain target scattering example has an identical scattering configu-
ration except the slanted cylindrical steel shell is used instead of a pressure-release sphere. The
orientation of the shell is 450 rotated in the counter-clockwise direction. The cylindrical shell has
a length of 2m, radius of 0.5m, and thickness of 5cm. The density of the shell is 7.8g/cm3, its
compressional wave speed is 5200m/s, and its shear wave speed is 2600m/s. As shown in the
frequency domain, the shell's anisotropic angle causes strong out-of-plane scattering at a bistatic
angle of 0 = 900. Figure 3-65 shows the time evolution of the horizontal scattered field at 20m
above the interface between water and elastic limestone half spaces. There are two noticeable
scattering features in the snapshots. Firstly, it is confirmed in time domain that the out-of-plane
scattered waves are strong at a bistatic angle of 0 = 90'. Secondly, the axial modes can be ob-
served from the beginning of the time evolution. Those axial modes are shown as local peaks
in their side lobes, which are 45'. As time passes, the separation of the forward scattered wave
and the out-of-plane scattered wave becomes clear. The level of the out-of-plane scattered field is
higher than that of the forward scattered field. Therefore, the detection of the target is easier along
the out-of-plane direction.
Figure 3-66 shows the time snapshots of the in-plane scattered field. Compared to the cases
of rigid and pressure-release spheres, the backward scattered field is low while the forward scat-
tered field is relatively strong in both upper and lower spaces. Transmission of direct scattered
energy into the lower space is mostly carried by the shear waves of elastic limestone while the
compressional wave is extremely low. Early in the time evolution, scattering of axial modes can
be observed at high grazing angles.
Since the slanted cylinder produces significant scattered energy in the out-of-plane direction,
it is useful to examine the vertical scattered field parallel to the out-of-plane. Figure 3-67 shows
the time snapshots of the vertical cut in 900 azimuthal plane. In both upper and lower spaces, the
scattered field at the bistatic angle of 0= 90' is dominant.
The last case of time domain target scattering solution uses a broad-sided cylindrical steel
shell. The scattering configuration and target properties are identical to the previous case. Only the
orientation of the cylindrical shell becomes broad-sided to the incoming wave. Since the incident
field is perpendicular to the longitudinal axis of the shell, this target is expected to produce strong
forward and backward scattered fields and a weak out-of-plane scattered field compared to the
slanted shell case. Figure 3-68 shows the time snapshots of the horizontal scattered field at 20m
above the interface. As expected, the in-plane scattered fe isrdonal cared ito the out-
of-plane field. In the early part of the time evolution, the axial modes of the cylindrical shell are
observed and they are shown as local peaks in their side lobes. When the forward and backward
scattered fields are compared, the backward field is slightly stronger than the forward field. In the
frequency domain solution (f = 3kHz case), the amplitude of forward scattered field is slightly
higher than that of the backward scattered field (see Figure 3-50). This suggests the distribution
of scattered energy is controlled by excitation frequency and that the center frequency may not
necessarily determine the overall trend of the scattered field.
Figure 3-69 shows several time snapshots of the corresponding in-plane scattered field. Com-
pared to the slanted shell case (Figure 3-66), the in-plane backward scattered field is strong in both
the upper and lower spaces. The transmission of a scattered wave into the lower space is mostly
done by the shear waves at a steep angle. Also, the scattered waves at high grazing angle in the
backward direction of the upper space are significant. This suggests the detection possibility is
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Figure 3-64: Time domain solution : snapshots of in-plane scattered field produced by a pressure-
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Figure 3-65: Time domain solution : snapshots of horizontal scattered field at 20m above the
interface produced by a cylindrical shell (6sk = 450) over an elastic limestone half space.
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Figure 3-66: Time domain solution: snapshots of in-plane scattered field produced by a cylindrical
shell (6 ,k = 450) over an elastic limestone half space.
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Figure 3-67: Time snapshots in the 90 azimuthal plane. (out-of-plane cuts) : case of a cylindrical
shell (6sk = 450) over an elastic limestone half space.
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Figure 3-68: Time domain solution : snapshots of horizontal scattered field at 20m above the
interface produced by a cylindrical shell (6s = 90') over an elastic limestone half space.
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fairly high at wide angular range in the backward direction.
For comparison purposes, the time snapshots corresponding to a vertical cut in the 90 az-
imuthal plane are presented in Figure 3-70. Compared to the slanted shell case (Figure 3-67),
the side way scattered field is confined to the shallow polar angular regime. Again, this confirms
that the broad-sided cylindrical shell produces an insignificant amount of scattered energy in the
out-of-plane direction.
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Figure 3-69: Time domain solution : snapshots of in-plane scattered field produced by a cylindrical
shell (Osk = 900) over an elastic limestone half space.
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Figure 3-70: Time snapshots of vertical cut in the 900 azimuthal plane (out-of-plane cuts). : case
of a cylindrical shell (6sk = 900) over an elastic limestone half space.
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El
Chapter 4
Numerical Experiments
In this chapter, the numerical models developed in Chapter 2 and Chapter 3 will be applied to
scenarios close to that of an actual experimental environment. This demonstrates the usability of
these numerical models and allows to present a physical interpretation of the simulated acoustical
data.
Figure 4-1 shows a schematic of the 'numerical simulator' based on two scattering models and
one wave propagation model - a rough interface scattering model, a target scattering model, and
a wavenumber integration method. The term 'numerical simulator' is used because the ultimate
goal of combining different numerical models is to perform numerical experiments - computer
simulation of acoustical fields. Since the scattering scenarios in this thesis include heterogeneities
such as multiple layers of isotropic elastic and fluid media, rough interfaces, and a target, it is
natural to combine the various numerical models to build a 'numerical simulator'. In order to
build a numerical simulator with different models, one has to provide consistency or a common
ground for every numerical model used by the simulator. In other words, each numerical model
in the simulator has to be combined in a consistent way to solve a heterogeneous problem. In
this thesis, this 'consistent way' is provided by the 'wavenumber domain formulation'. Each
numerical model in the diagram of the numerical simulator expresses the acoustical field as a
function of wavenumber. The field decomposition in the wavenumber domain is used to solve the
wave equation with its boundary conditions. After obtaining solutions in each wavenumber, the
solution in the spatial domain is constructed by wavenumber integration. The first component of
the numerical simulator is the 'wavenumber integration model'. The wavenumber integral model
provides the incident field necessary for the rough interface and target scattering models. It also
computes the scattered fields from the outputs of rough interface and target scattering models.
The second component is the 'rough interface scattering model' described in Chapter 2. It uses
the method of small perturbation to represent rough interface scattered fields in terms of the source
distribution function. This source distribution is transformed into an azimuthal Fourier series in
the wavenumber domain. This transformation is necessary to make the rough interface scattering
model compatible with the wavenumber integration model. The third component is the 'target
scattering model', which is based on the single scattering approximation. In this thesis, there
are three types of targets available for computation - rigid sphere, pressure-release sphere, and
finite cylindrical elastic shell. The scattered field generated by a target is expressed as a point
source with a specific beampattern. This beampattern is obtained from the incident field computed
by the wavenumber integration model and the free field scattering function of the target. Then,
the point source expression of the target field is transformed to an azimuthal Fourier series in
the wavenumber domain. Again, this transformation ensures that the target scattering model is
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Figure 4-1: Diagram of the numerical simulator.
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compatible with the wavenumber integration model for field computations. By using these three
models in a consistent way, the scattered field caused by a rough interface and a target in a multi-
layered environment can be solved in the spatial domain at a single frequency.
When a wideband (i.e. time domain) simulation is necessary, the 'pulse post-processor mod-
ule' can be utilized to construct a time domain solution by Fourier synthesis of the frequency
domain solutions. Because each frequency domain solution can be used as a transfer function, it
is possible to change the input pulse (time series of incident field) without re-computing the single
frequency domain solutions. This is possible when the bandwidth of the input pulse is mostly
covered by the bandwidth of the frequency domain solutions. After obtaining a time domain so-
lution by the pulse post-processor, further analyses such as temporal spectral analysis and array
beamforming can be carried out. This final stage is one of the post-processing works that are done
during or after real experiments.
In the following section, numerical experiments will be designed according to the scattering
scenario used in the GOATS '98 experiment [45]. These numerical experiments will be conducted
by the above numerical simulator and the simulated scattering data will be analyzed and discussed.
4.1 Setup of the Numerical Experiments
Because the numerical experiments are designed based on the GOATS '98 experiment, it is nec-
essary to describe the GOATS '98 experiment. The 'GOATS' stands for 'Generic Oceanographic
Array Technology Sonar'. The experiment was performed from May 5 to May 29, 1998 in shallow
water outside Marciana Marina, Elba. The schematic figure of the experimental site is shown in
Figure 4-2. The test site is very shallow and the depth of the target site is about 14m to 15m. The
AUV 'Odyssey' was launched from the research vessel 'Alliance'. It collected acoustical data,
and returned to the ship. The shore laboratory and the tug boat 'Manning' deployed and oper-
ated 'Topas'l source, installed targets, and recorded data from 16 element vertical receiver array
attached next to the Topas array and 128 element horizontal receiver array.
Figure 4-3 shows a blowout of the area including the Topas source, the receiver arrays, the
target field, and the roughness features. Each target was insonified by the Topas source. In order to
maintain a symmetric beampattern of the Topas source at any grazing angle, the latter was steered
by a mechanical device instead of using electronic control (i.e. phase shifting and weighting). The
sonar footprint of the Topas source was small enough to cover only one or one and half of the
targets at a given source position.
Figure 4-4 shows the detailed configuration of the Topas source and the receiver arrays. The
horizontal position of the Topas source was controlled by moving the source tower along the rail
on the sea floor. By changing the horizontal position, tilt angle, and pan angle of the Topas, the
grazing and azimuthal angles of the incident beam with respect to a specific target was deter-
mined. A 128 element horizontal array was suspended between two towers and its position and
orientation were changed by manually moving array towers. An AUV Odyssey navigated along
the desired tracks above the target field and collected acoustical data with an 8 element receiver
array. The receiver array was attached to the nose of the AUV and its orientation was parallel to
the longitudinal direction of the AUV.
Based on the above detail description of the GOATS '98 experiment, numerical experiments of
rough interface and target scattering in a shallow water environment are designed as follows. Since
it is difficult to include all the complexities of a real experiment and some parameters are actually
1 Topographic Parametric Sonar
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Figure 4-2: The GOATS '98 operational scenario at Marciana Marina, Elba. Shore facility and
'Manning' deployed and operated Topas source, targets etc., and recorded data from 16 element
vertical array and 128 element horizontal array. 'Alliance' launched AUV operations from off-
shore, and served as the data processing centre for the experiment. Courtesy of H. Schmidt et
al. [50].
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Figure 4-3: The GOATS '98 test area layout. The Topas rail is deployed at an angle of approxi-
mately 450 to the ripples, with the targets deployed near the center of the patch. Two perpendicular
deployment directions were planned for the rail. The targets included two flush buried cylinders
(Cl and C2), two buried spherical shells of 1m radii (Si and S2, and S3), and one half buried
spherical shell of Im radius (S3). Courtesy of H. Schmidt [45].
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Figure 4-4: The GOATS '98 Topas source tower/rail with a fixed 128 element horizontal array in
bistatic configuration, suspended between two 5m towers. Courtesy of E. Bovio [45].
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unknown, it is necessary to strip down the real experimental scenario to a numerical scenario with
manageable complexities. Figure 4-5 is a schematic figure of the numerical experiment designed
according to the GOATS '98 configuration. The upper inset of the plot shows the configuration of
the medium, source location and properties, and a schematic view of sonar footprint. The medium
consists of an isotropic fluid and elastic layers - 15m water column, 2m fluid sand layer, 2m
elastic sand layer, and an elastic lower half space. The depth of the rough interface is 15m, which is
between the water column and the fluid sand layer. The lower left inset shows the sound speed and
density profiles in the depth direction. The source depth is 5m below the pressure-release surface.
The source is assumed to have a 50 vertical angular beam width and a 9" horizontal angular beam
width. The size of the sonar footprint is determined by the depth separation between the insonified
area and the source depth, the vertical angular beam width, and the horizontal beam width. The
lower right inset shows two examples of sonar footprint sizes. The nominal incident grazing angle
is set at either 150 or 35'. The insonified area remains at the same position while the source moves
along the horizontal direction to change the incident angle. The configuration is very similar to
that of the GOATS '98, especially when it comes to waveguide depth and source configuration.
In addition to the configuration of the environment and the source, other components of the
numerical experiments must be included such as receiver array configuration, rough interface
data, and target properties. Figure 4-6 shows the receiver array designed for these numerical
experiments. It consists of a horizontal line array (HLA) and a vertical line array (VLA). These
line array segments are identical except for their orientation. Each segment is made of 9 elements.
The center element is shared by the HLA and the VLA. The array spacing is determined by an
anti-aliasing condition at the center frequency of the source spectrum - less than a quarter of a
wavelength (F = 3kHz and AH/A = 0.2). The aperture ratio of each segment is 1.6 at 3kHz. The
normalized beampattern of line array segment is shown in Figure 4-7. Depending on the window
function, the line array segment has a different main beam width and side lobes. In the numerical
experiments in this chapter, a Hanning window will be used for each segment of the receiver
array. The advantage of using a Hanning window is that it has smaller side lobes compared to
the rectangular window case. The reason for using a horizontal and a vertical line array together
is to identify the direction of arrival clearly. For example, the HLA segment cannot differentiate
the arrivals from the free surface and the ones from bottom if they have the same grazing angle
and similar arrival times. In the numerical experiments of this chapter, synthesized data from the
HLA and VLA segments will be analyzed separately. More specifications are necessary for the
receiver array - global position and orientation of array. The receiver array used in the numerical
experiments will move along a circular track with a specific orientation shown in Figure 4-8. The
radius of the circular track is 40m, its center is aligned with the center of the sonar footprint,
and the depth of the center element is 4m below the pressure-release surface. The main purpose
of using a receiver array moving along a circular track is to collect ('synthesize' for numerical
experiment) acoustical data at different bistatic angles. Bistatic data can show the spatial structure
of the scattered field and may provide a clue to identify properties of a scatterer. The HLA part of
the array is aligned with the radial direction and the VLA part is parallel to the depth direction.
In the numerical experimental scenario, two inhomogeneities cause scattering - a rough inter-
face and a target. The rough interface is modeled by a synthesized roughness patch shown in
Figure 4-9(a). This roughness patch is generated by an anisotropic Goff-Jordan power spectrum
with 0, = 45', CL1 = 2m, CL2 = 0.25m, V7) = 3.125cm, and D = 2.5. The size of sonar footprint
varies depending on the incident grazing angle. Therefore, the synthesized roughness has to be
windowed in proportion to the size of the sonar footprint. The nominal dimensions of the sonar
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Figure 4-5: Scenario of the numerical experiment based on the GOATS '98 configuration (Fig-
ure 4-4). The medium is assumed to be independent of range and the waveguide consists of
multiple homogeneous layers. The sound speed and density profiles are presented in the lower left
corner.
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Figure 4-6: Geometry of the receiver array for the numerical experimental scenario - Figure 4-
5. The array consists of a horizontal and a vertical line array segments. Each segment consists
of 9 elements with AH = Av = 0. 1m spacing. The center elements 5H and 5V are shared by the
horizontal and vertical arrays. 1H corresponds to the innermost element in the radial direction and
1V corresponds to the vertical element closest to the pressure-release interface.
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Figure 4-7: Normalized beampatterns for a line array segment of array shown in Figure 4-6.
Beampatterns are obtained at f = 3kHz and c = 1500m/s. The solid line is a beam pattern produced
by a Hanning window while the dashed line is one without windowing. The black thick line
represents the orientation of line array.
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Figure 4-8: Track of the receiver array used in the numerical experiments. The center of array
is moving along a circular track of 40m radius at 4m berow the pressure-release interface. The
horizontal array is aligned with the radial direction. The horizontal coordinates of the track center
coincide with those of the sonar footprints shown in Figure 4-5. OR is the azimuthal position of the
center element C, measured with respect to the positive x axis.
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Hanning Window: -3dB @ 26.8deg
- - - - Rectangular Window: -3dB @ 14.5deg
footprint are determined by the following equations :
XL = r2 - ri, YL = 2tan (r1+r2 2 +d2, (4.1)
where XL and YL are the lengths of sonar the footprints in the x and y directions, respectively. In
the above equation, r1 and r2 are defined as :
d d
r1 = , r2 = . (4.2)tan (6; + A6,/2) tan(6; - A6O/2)
There are two reasons to apply windowing on a raw synthesized roughness patch. Firstly, the non-
zero edges of the roughness patch generate unnecessary spectrum in the high wavenumber regime
and cause aliasing problems in scattering computations. Secondly, the computational load can be
reduced by using a smaller roughness patch. Figure 4-9(b) shows a roughness patch windowed for
the case of Oi = 150. The dashed rectangle indicates the nominal size of sonar footprint generated
by a source with 9i = 15', A6h = 90, AO, = 50 and 10m depth separation between the source and
the interface. The rectangle of solid line corresponds to the size of the 2-D Hanning window
applied on the roughness realization (Figure 4-9(a)). The size of the Hanning window has a 25%
margin over the nominal size of the sonar footprint. Non-white space in the plot corresponds to
the area of computation. Figure 4-9(c) is a roughness patch windowed for the case of 6i = 35*.
Since the size of the sonar footprint is substantially smaller than the synthesized roughness patch
(Figure 4-9(a)), the necessary number of grids is reduced to one eighth of the original number of
grids. In the numerical experiments, a cylindrical shell is used as a target. Figure 4-10 shows the
configuration of the target. The target is a finite cylindrical elastic shell of length L = 2m, radius
a = 0.5m, thickness t = 5cm, density p = 7.8g/cm3, compressional wave speed C, = 5200m/s, and
shear wave speed Cs = 2600m/s. Two orientations of cylinder are considered - broad-sided shell
(Osk = 90' - named as C90) and slanted shell (6 sk = -45' - named as C45). The skew angle of the
slanted shell is perpendicular to the roughness anisotropic angle (O, = 450). The anisotropic angles
of a rough interface and a target are determined to produce possible target detection cases.
In the next section, four sets of numerical experiments that were conducted will be presented
along with their post-processed results and physical interpretation.
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Figure 4-9: Sonar footprints for the numerical experiments. Sonar footprints (b) and (c) are ob-
tained from the synthesized roughness patch (a) by applying sonar-footprint-sized 2-D Hanning
windows. Roughness is modeled by a Goff-Jordan power spectrum (CL1 = 2m, CL = 0.25m,
0, = 45, V = 3.125cm, and D = 2.5).
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Figure 4-10: Target used in the numerical experimental scenario. The target is a finite cylindrical
elastic (steel) shell flush buried in a 2m fluid sand layer. The medium properties of the target are
p = 7.8g/cm 3, C, = 5200m/s, and v = 0.333. Two orientations of the target are considered. C90
corresponds to the shell in the broadside (Osk = 90') to the incident field while C45 is slanted by
6
sk = -450 .
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Figure 4-11: The incident pulse. The pulse is a sine wave modulated at 3kHz and masked by a
Hanning window. The duration of the pulse is 4ms and the sampling frequency is f,=40.96kHz.
4.2 Numerical Results
The numerical experiment designed in the previous chapter does not include the specification of
the incident pulse because the time domain solution is obtained by Fourier synthesis of the transfer
function (i.e. frequency domain solutions) and the input pulse spectrum. Once the transfer func-
tion is computed, any types of input pulses (or spectra) can be used within the Nyquist criterion. In
the numerical experiments of this section, the following function will be used to generate incident
pulses.
1 rr 4
-it sin(2xr F t) [ 1 - cos(2 AF t) 0:5 t:5 -- (43
10 otherwise
where F is the center frequency and AF is the bandwidth. This pulse is a sine wave of center
frequency F and weighted by a Hanning window. The duration of pulse is 4/AF. Figure 4-
11 shows the time series of the input pulse. The center frequency is set at F = 3kHz and the
bandwidth is AF = I kHz. The number of frequency samples within the band width is 40 1. The
size of corresponding time window is 400ms, which is long enough to observe scattering events
at the receiver position. The distance between the receiver and the center of the target is about
42m. Considering the pressure-release surface and the multiple interfaces in the bottom structure,
the scattering events within the receiver range (rR = 40m) will vanish approximately after 200ms.
Since each frequency domain computation is performed independently, the computation of the
transfer function can be done on series of computers in an efficient parallel manner.
Figure 4-12 is the spectrum of the corresponding incident pulse (Figure 4-11). The first nulls
coincide with the lower and upper frequency limits (2.5kHz and 3.5kHz). The pulse spectrum
between the lower and upper frequency limits is multiplied by the transfer function of the scattered
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Figure 4-12: Input spectrum of incident wave. The center frequency is fe = 3kHz, the bandwidth
is BW = 1kHz, and the frequency increment is 6f = 2.5Hz. Dashed lines indicate the lower and
upper frequency limits.
field to generate the spectrum of the scattered field. Then, the scattering spectrum is transformed
to the time domain solution by inverse FFT.
There are four cases of numerical experiments which are combination of two incident angles
(6; = 150 and 350) and two target configurations (C90 and C45). Their numerical results include the
time series of acoustical pressure measured at the receiver array shown in Figure 4-6. These time
series were examined at four different azimuthal positions of receiver array (6R = 0', 90, 180",and
2700) and one azimuthal position per case is chosen for post-processing. The following subsec-
tions will present selected time series and their post-processed results - spectrogram and array
beamforming.
A 'spectrogram' is an estimate of the short-term (or temporal) spectral contents of an input
time series. Unlike the power spectral density function which covers the entire length of the time
series, a spectrogram only shows the temporal spectrum of the signal. It applies a time window on
a small region of the time series and performs a Fourier transform to estimate the spectral density.
The output is a spectrum as a function of time and frequency. Depending on the size of the time
window and the method of Fourier transform, spectrograms show different'results.
A 'beamforming' is used in the following subsections to estimate the direction of the scattered
wave with respect to the receiver position. The following equations explain the procedure of
beamforming in this thesis. First, the time series of elements are transformed to the frequency
domain by FFT. To decrease the frequency spacing, zeros can be added at the end of the time
series (i.e. zero padding).
pj(t) >FT prj(f), j= 1,... , n, (4.4)
where n is the total number of channels used in beamforming. Once the Fourier transformed
input signals are obtained, their weighted sums are obtained by the following equation. This
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formula simply implies the total amount of in-phased components between each channel and the
incoming wave from # = Ob direction. The angle # is defined in Figure 4-6 for a line array. The
last exponential term in the equation cancels the channel phases when the beam-angle of the array
is equal to the direction of the incoming wave. In that case, the summation yields a maximum
value in the frequency domain.
n
b(Ob, f) = Z w(z - Zref ) pj (f) e 2 rf (zz,1ef) sin(Ob) e-21rf (tj-tre f), (4.5)
j=1
where w is a window function and zref and tref are the reference position and time, respectively.
With the inverse FFT, the time domain counterpart is obtained as follows:
I(Ob, f) Inverse FFT 4
4.2.1 Case of C90, O; = 15', 0R = 180*
In this case, the target is C90, the incident angle is 15', and the receiver azimuth is 1800. When
the target is C90, the forward (OR = 00) and backward (OR = 1800) scattered fields in the water
column are expected to be dominant. For the rough interface scattering part, the forward (OR =
00) and sideway (OR = 90') scattered fields are relatively strong. Therefore, it is most likely to
detect the target C90 at the backward direction because of a possibly high signal-to-noise ratio
(target v.s. rough interface). The numerical results at other angles show that the target signals are
overwhelmed by rough interface scattering signals during the entire time window. The receiver at
the backward direction receives a target signal which is stronger than the rough interface scattering
signal. Figure 4-13 shows the time series corresponding to the scattered signal received on the
center channel of array. The overall scattering level from the rough interface is relatively lower
than that of the target C90 in the backward direction. Therefore, when two scattered fields are
combined, the main features of the target can still be found in the time series (i.e. c90 + p of
Figure 4-13). A simple geometric calculation shows that the first arrivals of the scattered wave
will occur at t = 54. lms, which agrees with Figure 4-13. But, observation of the time series at
a specific receiver point does not provide sufficient information about how each scattered wave
arrives in the spatial domain.
Figure 4-14 shows three post-processed results from the time series outputs of the receiver
array at OR = 1800 when only a rough interface is considered. The first plot (Figure 4-14(a)) is
the spectrogram of the center channel (5H or 5V). A peak occurs at f = 3kHz and t = 58.4m.
Since the duration of the input pulse is 4ms and the peak of the input pulse occurs at t = 2ms,
the peak based on a simple geometric calculation is supposed to occur at t = 56. lms. Thus, this
time difference suggests the strongest arrival may not be the direct arrival from the center of the
roughness patch. The path of the peak arrival can be found by examining beamforming results
from the HLA and VLA segments. Figure 4-14(b) is the beamforming of the HLA segment.
The peak angle and time are #H = 640 and t = 64.Oms. This peak corresponds to the surface-
reflected path from the roughness patch to the receiver. The beamforming corresponding to the
VLA segment is shown in Figure 4-14(c). It confirms that the scattered wave is coming from the
pressure-release surface. The peak time coincides with the HLA results, but the peak beam-angle
(90 - 180) has approximately an 80 difference compared to the HLA case. Unlike the HLA case,
the peak time and angle cannot be matched closely by the geometric calculation. This angular
difference can be caused by a relatively small aperture of array (L/A = 1.6 at f = 3kHz). Since the
angular resolution of the line array is proportional to the aperture ratio of the array, there might be
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Figure 4-13: Time series received at the center channel (5H or 5V) from target C90 and rough
interface (patch) with an incident grazing angle 150. Azimuth of receiver array is OR = 1800.
Scales of time series are identical.
wide angular ambiguity for both segments. For this particular case, the HLA segment performs
better than the VLA segment based on the geometric calculation of arrival time and angle.
Figure 4-15 shows the post-processed results for target C90 only. The spectrogram of the
center channel is different from that of the roughness patch case. The peak occurs at a frequency
higher than the patch case and the duration of scattered field is relatively longer than of the patch
case. The most interesting results can be found in the beamforming plots of the HLA and VLA.
Figure 4-15(b) is the beamforming of the HLA segment. The peak arrival occurs at #H = 50".
Considering that the scattered waves are originating from the fluid sublayer, the scattered wave
may have a path within the sublayer. Indeed, the geometric calculation matches the peak time and
angle by taking a pressure-release surface-reflected path including a sub-bottom reflected path
from the target to the water-sand interface. VLA beamforming (Figure 4-15(c)) confirms that the
scattered wave is coming from the pressure-release surface. Compared to the case of the roughness
patch, the angular difference between the HLA and VLA beamforming becomes smaller (6.50).
But, their peak times have an 1.8ms difference. In the VLA beamforming plot, a local peak
can be located near t = 59ms. In addition to the previous hypothesis for this angular difference
between the HLA and the VLA, this might be caused by the pressure-release surface. Unlike the
HLA segment, the elements of the VLA segment are located at the different depths where the
interference pattern in the depth direction rapidly changes because of the pressure-release surface.
This effect may cause the degradation of the VLA performance and consequently produce an
incorrect peak time and angle.
Figure 4-16 shows the arrival structure of rough interface and target C90 scattering. As previ-
ously mentioned, the HLA beanforming results agree with the simple geometric estimation of the
peak arrivals. This figure shows the incident and scattering paths for a rough interface and a target
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Figure 4-14: Patch : backward scattering (6R = 1800) configuration. Nominal incident angle &i is
150.
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Figure 4-15: Target C90: receiver array at 0 R = 1800. Nominal incident angle 9i is 15'.
259
Max @ T=58.37ms, F=312OHz
II 1
60 80 100 120 140
Time (ms)
-186
- 192
-198
-204
-210
-216
-222
160
90-
75-
60-
45-
30-
15-
0-
-15-
-30-
-45-
-60-
-46
-52
-58
-64
-70
-76
g ;-82
160
V
.
Max @ T=58.93ms, B=-50.0de
-zjU !
z=0m Pressure-release surface
Receiver -z
z=4m - R4mO
z=5m Source - _z=5m
Incident-
26.45ms 29.52ms
19.71ms %
z=15m
z=17m
z=19m
15m water column 38.4m
2m fluid sand sublayer 
-- -,
2m elastic sand sublayer 10.34ms
Elastic limestone half space I
Figure 4-16: Arrival paths of scattered waves - rough interface scattering and target C90 scatter-
ing in the backward direction. Arrival angles are provided by the HLA beamforming shown in
Figure 4-14(b) and Figure 4-15(b).
C90 in the backward direction. Travel times in the plots also agree closely with the beamforming
results. The most interesting scattering path is the one for the target C90. With the grazing angle
50' estimated from the HLA beamforming, the scattered wave can be traced back to the source
position with small error. The target scattering takes the following path. First, the direct scat-
tered wave from C90 penetrates into the elastic sublayer without any change in angle. Then, it is
reflected from the elastic sand and limestone interface. Once it reaches the water and fluid sand
interface, it changes the grazing angle according to Snell's law and heads toward the pressure-
release surface. Then, the reflected wave from the pressure-release surface arrives at the receiver.
The estimated arrival time error between the geometric calculation and the HLA beamforming
results is approximately 0.4ms, which is only 10% of the input pulse duration. Unlike the target
C90, the HLA beamforming results for rough interface scattering do not agree accurately with the
geometric calculation of arrival time and angle. The arrival time error is about 0.8ms, twice as
long as the target case. This larger time error is caused by the following fact. While the target
scattering signal is originated from a point, the rough interface scattering signal is generated by
a patch of finite area. In other words, the arrival seen on the HLA beamforming results for the
roughness patch scattering is made of contributions from distributed sources. Therefore, the peak
point may not be predicted accurately by a simple geometric calculation.
Figure 4-17 shows the post-processed results when the contributions from the roughness patch
and the target C90 are combined. The spectrogram of the center channel (Figure 4-17(a)) is similar
to the case of target C90. While the peak frequency is same as the target C90 case, the peak
time moves toward that of the roughness patch case. The HLA beamforming results (Figure 4-
17(b)) show a shift in peak angle toward the case of roughness patch. This trend is caused by the
interference between the scattered waves from the rough interface and the target C90. Since their
incoming angles at the HLA location are different (#H = 640 and OH = 500), there are destructive
and constructive interferences on each element of the HLA segment resulting in the shift in peak
angle. Because the arrival time for the roughness patch case and the target case are so close
(< 0.2ms), the peak time in the HLA beamforming results does not change. The change of peak
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angle causes an error in locating the target. The location of the target computed by the changed
peak angle becomes 41.5m in range away from the center element and 3.15m in depth from the
water - sand interface which results in 3m of range error. The VLA beamforming results (Figure 4-
17(c)) also shows the shift in peak angle toward the roughness patch case. Adding the rough
interface reverberation to the target scattering causes incorrect estimation of the target location by
changing the interference patterns received by an array. This effect is more noticeable if the arrival
times of the reverberation signal and the target scattering signal are within a small time frame such
as in the present case.
4.2.2 Case of C45, Oi = 15*, OR = 270
The target C45 produces the dominant scattered field in forward (OR = 0") and sideway (OR = 270)
directions. With the roughness patch shown in Figure 4-9(b) and the incident angle O; = 15', the
target is most likely to be detected at the bistatic angle OR = 270". The time series of the target and
the roughness patch show that a relatively high signal-to-noise ratio for the target C45 is observed
at OR = 270'. Therefore, this bistatic angle is chosen to analyze the time series of the scattered
field. Figure 4-18 shows the time series at the center channel of the receiver array. The first arrival
time of the scattered wave agrees well with the geometric calculation (t = 53.9ms).
Figure 4-19 shows the post-processed results of the roughness patch scattering contribution at
OR = 2700. The spectrogram of the center channel (Figure 4-19(a)) shows a peak at a frequency
higher than that of the backward receiver position case (Figure 4-14(a)). The peak time is also
different from the backward case. This suggests that the sideway scattered waves might be orig-
inated differently from the roughness patch. The peak time and angle of the HLA beamforming
results (Figure 4-19(b)) agree well with those of the VLA beamforming results (Figure 4-19(c)).
By using the peak angle of the VLA beamforming results, a possible path of the scattered wave
is estimated in Figure 4-20. This path shows that the scattered wave leaves the roughness patch
to the pressure-release surface at the left edge of the roughness patch (i.e. y = -5m or edge in
OR = 2700 direction). Then, it is reflected on the pressure-release surface and travels to the receiver
position. The estimated travel time is 58.4ms which is 1ms earlier than the peak time found in
the beamforming results of the VLA segment. This time difference might be explained by the
following hypothesis. It may take time for the incident wave to interact with the roughness patch
before the scattered wave is fully developed.
Figure 4-21 shows three post-processed results for the target C45 at the azimuth OR = 270'.
The beamforming results of the HLA and VLA segments (Figure 4-21(b) and Figure 4-21(c))
show two peaks (i.e. t = 57ms and 59ms) in the time series (Figure 4-18), respectively. Because
the peak arrival time in the beamforming results of the VLA segment is very close to that of the
roughness patch scattering arrival and its signal level is not high enough, it will be difficult to
differentiate the target signal from the roughness patch signal in this time frame. But, the peak
point near t = 57ms can be separated from the roughness patch signal because the time separation
is long and its incoming angle is quite different from that of the roughness patch signal. The
beamforming results of the VLA segment confirm that the peak at t = 57ms is coming from the
bottom. With the angle from the beamforming results of the HLA segment (#H = 53.5), a possible
target scattering path is traced back to the target C45 in Figure 4-20. The scattered wave moves to
the interface between the elastic sand sublayer and the elastic limestone half space. It is reflected
and transmitted through the water-sand interface. Then, it propagates to the receiver array. The
estimated arrival time is 55.3ms, which is 1.7ms earlier than the peak time in the beamforming
results of the HLA segment. This time difference can be caused by a slight error in estimating
arrival angles. Even with the error in estimating arrival time, the arriving sequence of roughness
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Figure 4-17: Target C90 + Patch : receiver array at 6R = 180'. Nominal incident angle 6i is 15'.
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Figure 4-18: Time series received at the center channel from target C45 and rough interface (OR =
2700). Nominal incident angle O; is 15'.
patch scattering and target scattering is preserved.
Figure 4-22 shows the post-processed results when the signals from the target C45 and the
roughness patch are combined. Because the roughness patch scattering is strong, the post-processed
results are similar to the results of roughness patch only. Even though the beamforming results of
the HLA (Figure 4-22(b)) clearly include the contribution from the target signals near t = 55ms
and t = 57ms, it is difficult to locate the target. The reason is that there is no information to de-
termine whether the incoming scattered wave is coming from the pressure-release surface or the
bottom interface. But, with the information from the VLA segment, the location of the target
might be found. The beamforming results of the VLA (Figure 4-22(c)) give a clue to locate the
target by providing a high-valued point near t = 55ms and #y = -45*, which is not observed in the
beamforming results for the case of roughness patch only. This suggests that all the high-valued
points in the beamforming results should be examined in order to find the targets. The maximum
point may not correspond to a target when there is a background reverberant field.
4.2.3 Cases of C90, 0i = 35*, OR = 90* and C45, O; = 350, OR = 90'
In the following two numerical experiments, the incident grazing angle becomes 6i = 35*. The
major difference from the previous cases is that the incident angle is steeper than the critical an-
gle of water and fluid sand. Therefore, bottom penetration by the incident wave is strong and
consequently the target excitation is high. Compared to the scattered field caused by the rough-
ness patch (Figure 4-9(c)), the scattered field caused by either C90 or C45 is dominant in most
azimuthal angles. In order to demonstrate the capability of a receiver array in the worst situation
where the reverberant field is relatively strong, the azimuthal angle 6R = 90 is chosen for post-
processing purposes. In the direction of 6 R = 900, the anisotropic roughness patch (Figure 4-9(c))
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Figure 4-19: Patch: receiver array at 6R = 2700. Nominal incident angle &i is 150.
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shown in Figure 4-19(c) while the angle for the target C45 comes from Figure 4-21(b).
produces the major out-of-plane scattered field. Figure 4-23 shows the time series corresponding
to the scattered fields from the roughness patch, the target C90, and C45 at the azimuth OR = 90'.
Because the range from source to the center of the patch is closer than in the previous case, the
arrival time of the first signal is sooner (t = 37ms).
Figure 4-24 shows the post-processed results of the scattered field caused by the roughness
patch. Compared to the case when the incident angle is 15*, the spectrogram (Figure 4-24(a))
shows many local peaks. Also, those peaks come as pairs in time, which suggests the existence
of a modal structure in the sub-bottom. The modal structure in the sub-bottom is made possible
because of supersonic incidence. This is also confirmed by the slight angle change between two
adjacent local peaks of the beamforming results (Figure 4-24(b) and Figure 4-24(c)). By using the
peak angle shown in the beamforming results of the VLA segment, a path of the scattered wave is
drawn in Figure 4-25.
The arrival path of the scattered wave shows that the scattered wave leaves the interface at
the left edge of the roughness patch. Then, the scattered wave is reflected on the pressure-release
surface and propagates to the receiver array. According to the beamforming results of the VLA
segment, other minor peaks arrive at the receiver array with relatively shallow grazing angles
(< 30) from the pressure-release surface.
Figure 4-26 shows the post-processed results for the target C90. At this azimuthal angle, the
target C90 produces the minimum scattered field. The spectrogram of the center channel (Figure 4-
26(a)) has its peak frequency close to the center frequency of the source pulse. Compared to the
case of C90 with O; = 15*, the duration of the target echo becomes longer and the target signal
includes multiple local peaks. This suggests that there is an interaction between the scattered
wave and the waveguide or sublayers. The beamforming results of the HLA and VLA segments
(Figure 4-26(b) and Figure 4-26) also show multiple arrivals from the target C90. Because the
arrival structure of the target signal is complicated, it is difficult to find the path of a scattered
wave by the peak angles and times from the beamforming results. The only obvious path is the
direct path from the top of the target to the receiver array. This path is confirmed by the negative
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Figure 4-21: Target C45 : receiver array at 6 R = 270'. Nominal incident angle 6i is 15'.
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Figure 4-22: Target C45 + Patch: receiver array at 6R = 270.
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beam-angle at t = 41ms in Figure 4-26(c). This time also corresponds to the time for the direct
scattered wave from the target. The major difference between the case of the roughness patch and
that of the target C90 is that the beamforming results of the VLA segment for C90 has multiple
peaks with negative beam-angles.
Figure 4-27 shows the beamforming results of the receiver array for the case of the target C90
with the roughness patch. Overall, the reverberant field dominates the beamforming results and
it is extremely difficult to locate the peaks from the target. But, the beamforming results of the
VLA segment clearly show the direct arrival of the target signal at t = 41ms with a negative beam-
angle. As previously mentioned, some portion of target signals arrive at the receiver with negative
beam-angles while the signals from the roughness patch have positive beam-angles. Therefore,
the negative beam-angle provides an evidence that the signal originates from the target.
Figure 4-28 shows the post-processed results for the target C45. Compared to the spectrograms
for the other cases, the spectrogram for C45 (Figure 4-28(a)) has a significant amount of energy
(corresponding to the scattered signal) concentrated in the upper half of frequency band (3.0kHz <
f < 3.5kHz). The beamforming results of the HLA and VLA segments show that the peaks are
coming as pairs with a slight change in arrival angle and time. The most distinguishable peak is
found at t = 56.34ms and #v = -44.5 in Figure 4-28(c). Since the scattered field produced by the
roughness patch does not have peaks near this peak, it likely provides the clue to find the target
signal when the target signals are summed with the reverberant signals.
Figure 4-29 shows the beamforming results of the HLA and VLA segments for the target
C45 with the roughness patch. Both beamforming results clearly show their peaks at the same
position. According to the beamforming results of the VLA segment for the target only case, this
peak corresponds to the target signal from the bottom direction. Even though the time series for
this target have relatively low levels compared to those for the roughness patch, the beamforming
results can clearly differentiate the target signal from the reverberant background. The path of the
target signal with the peak value from the beamforming results is difficult to be traced back to the
target position by a simple geometric calculation because of the multiple paths of the scattered
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Figure 4-26: Target C90 : receiver array at OR = 900.
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Figure 4-27: Target C90 + patch : receiver array at OR = 900.
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Figure 4-28: Target C45 : receiver array at 6R = 900.
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Figure 4-29: Target C45 + patch: receiver array at 6R = 900.
waves.
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Chapter 5
Conclusion
5.1 Model
In this thesis, two scattering theories were combined into a consistent numerical model frame-
work and used to investigate the physics of seismo-acoustic scattering in a waveguide. Specif-
ically, rough interface scattering and target scattering were considered. Various environmental
complexities were investigated such as multiple layers, each scattering theory treats a scatterer as
a distributed source function or a point source. Since scattering is an inherent 3-D phenomenon,
the numerical models were developed to include 3-D aspects of scattering. In order to incorporate
each scattering component in a common environment, they were integrated with the same propa-
gation model - 3-D OASES. Benchmarks were performed to validate the numerical models. An
integrated numerical simulator has been developed to simulate multi-static scattering scenarios.
5.1.1 Rough Interface Scattering
In this thesis, the method of small perturbation was combined with the wavenumber representa-
tion of scattering phenomena to model rough interface scattering in a multi-layered environment.
The method of small perturbation was selected to take advantage of numerical Green's functions
provided by the wavenumber integration technique. The numerical Green's function is essential
to represent multi-layered environment in an efficient way. By using the perturbation of bound-
ary conditions, the formulation of an equivalent forcing term was derived in the spectral domain.
Instead of using a convolution-type spectral formulation of the scattered field, an equivalent spa-
tial domain formulation was obtained for 2-D rough interfaces in a layered medium. In order to
perform efficient evaluation of the equivalent scattering forcing term, the 2-D rough interface is
modeled as a roughness patch with the size of sonar footprint. In addition, a 2-D fast Fourier
integral (FFI. See Section C.2.) was introduced for the fast computation of scattered fields. The
computational efficiency of this numerical model enables Monte-Carlo style simulations to com-
pute the statistical properties of the scattered field.
A comparison with an analytic solution was used to validate the numerical model. A series of
numerical simulations were conducted to investigate the scattered fields produced by various types
of roughness such as anisotropy, correlation length, and fractal dimension. The effects of medium
properties on the scattered fields were also studied. By using Fourier synthesis, time domain
solutions of rough interface scattering were computed. The effects of roughness anisotropy were
studied in the time domain as well.
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5.1.2 Target Scattering
The single scattering approximation was utilized together with wavenumber integration to develop
a model of target scattering in a waveguide. Since the primary purpose of the target model is to
understand the physics of target scattering in a waveguide, only targets with simple geometric
and material properties were used. Three target scattering models - rigid sphere, pressure-release
sphere, and finite cylindrical elastic shell - were used to compute the effective target beampatterns
extended to evanescent regime. Several benchmarks for the target scattering models were per-
formed to validate the numerical model. In addition, a series of extensive numerical simulations
were performed to study the effects of target and medium properties on the scattered field. Differ-
ent layer thicknesses, waveguides, burial depths of target, target anisotropy, and bottom properties
were used for the numerical simulations. Wideband simulations were also conducted using Fourier
synthesis. The effects of target anisotropy were also studied in the time domain simulation.
5.1.3 Numerical Experiments
A numerical simulator for shallow water target scattering scenarios was developed integrating the
numerical models for rough interface scattering and target scattering. In addition to the numeri-
cal scattering models, the simulator includes a pulse post-processing module, a spectral analysis
module, and an array beamforming module. These extra modules were added to analyze the time
domain solutions as if they were collected from real experiments. In order to demonstrate the
capability of the numerical simulator and to investigate the practicability of multi-static target
sonar systems, a series of numerical experiments were performed to simulate the scenarios of the
GOATS '98 experiment. These numerical experiments include multi-static configuration of the
receiver array, a shallow waveguide with a multi-layered bottom, an anisotropic rough interface at
the bottom interface, and a cylindrical target flush buried in the bottom.
With a given source pulse, simulated time series were obtained by Fourier synthesis. Then,
several sets of time series were chosen based on the possibility of detecting a target signal out of
the reverberant background for further investigation. By applying an array beamforming technique
on the synthesized time series of the receiver array, arrival structures of scattered signals were
analyzed.
5.2 Scattering and Reverberation Physics
The physics of rough interface and target scattering has been studied through the extensive numer-
ical simulation of scattered fields using the theories and numerical models developed in this the-
sis. Even though rough interface scattering and target scattering are due to different fundamental
mechanisms, the numerical models in this thesis have been developed in a consistent framework
through the wavenumber domain formulation. Two numerical models have been successfully
tested with benchmark problems, comparing against analytic and semi-analytic solutions.
By using the numerical model of rough interface scattering developed in this thesis, the fol-
lowing physical conclusions were reached.
* Effects of bottom properties.
- An elastic sub-bottom produces a stronger scattered field in the bottom because it
allows conversion of scattered energy into SH and SV waves.
- A faster and denser bottom produces a scattered field in steeper angular regime of the
water because the critical angle becomes higher.
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- An elastic bottom produces a scattered field with wider azimuthal range than a fluid
bottom because the elastic bottom allows the shear conversion of scattered energy in
the transverse direction.
- An scattered interface wave is noticeably observed for the case of an elastic sub-bottom
with supersonic incidence.
- The effects of shear waves on the scattered field in the water becomes significant when
the incident horizontal wavenumber approaches the shear wavenumber of the bottom.
When the shear wave speed of the bottom is much lower than the incident phase speed,
the scattered field becomes similar to that of the fluid bottom.
e Waveguide effects.
- The scattered field has significant depth-structure because of the modal structure of
the waveguide.
- The waveguide effect is reduced for the case of supersonic incidence because a major
portion of the energy is in the continuous spectrum.
- A deeper waveguide produces more interference pattern at steeper grazing angles.
* Effects of sediment thickness.
- The scattered field in the water exhibits interference patterns produced by the modal
structure in the sediment.
- Interference patterns in the water are observed at angles higher than the critical angle
between the water and the sediment.
- Below the critical angle, the scattering spectrum of an elastic sand layer over elastic
limestone is similar to that of an elastic sand bottom. This is due to the fact that the
transmission of scattered energy is evanescent in the sediment.
- A thicker sediment layer produces more modal interference patterns in the water by
the same reason as the case of a waveguide.
* Effects of roughness correlation length.
- Backward scattering increases as the correlation length decreases because of the longer
tail in the roughness spectrum.
- The forward peak value of scattering increases and the width of the peak becomes
narrower as the correlation length increases because the longer correlation length con-
centrates the roughness spectrum at low wavenumbers. Within the limits of the pertur-
bation theory, the forward scattering peak is proportional to the value of the roughness
spectrum at the origin.
* Effects of roughness fractal dimension.
- When the fractal dimension increases, the roughness power spectrum becomes flatter.
Therefore, the angular spreading of the scattered field increases as the fractal dimen-
sion becomes higher.
- The forward scattered field is not affected significantly by the fractal dimension be-
cause the behavior of the low-wavenumber roughness spectrum near the origin is not
changed by the fractal dimension.
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- Except for the forward scattering lobe, roughness with a higher fractal dimension pro-
duces a stronger scattered field.
* Effects of roughness anisotropy.
- An anisotropic roughness spectrum with a center peak produces a dominant scattered
field between the forward direction and the specular direction of the incident field with
respect to the anisotropic angle.
- A ripple structure is generally characterized by a dominant wavenumber which results
in a different distribution of scattered energy. Frequency dependency of the scattering
produced by a ripple structure is relatively strong and it can be explained by a Bragg
scattering argument.
From the time domain solutions of rough interface scattering presented in Chapter 2, the following
conclusions were reached.
" Effects of medium properties.
- As the compressional and shear wave speed of the bottom increase, backward scatter-
ing is enhanced because the transmitted energy in the bottom is reduced.
- Interface waves (Scholte waves) become significant when the shear wave speed of the
bottom becomes the same order as the compressional wave speed of the water. The
phase speed of the scattered interface wave is slower than the compressional wave
speed of the water.
- An elastic sediment layer over a fast elastic half space enhances the scattered field in
the water compared to the case of a plain elastic half space. This is caused by the
strong upward reflection of compressional and shear waves at the interface between
the sediment and the bottom.
" In the time domain, a spatial anisotropy of the scattered field is produced by roughness
anisotropy. The trend of anisotropy is the same as the one observed in the frequency domain.
Therefore, prior knowledge of the roughness anisotropy provides information about the
preferred directions of the reverberant field.
The target scattering model using the single scattering approximation provides a simple way
to compute the field scattered by a target in a layered medium. From the numerical simulations
presented in Chapter 3, the following physical conclusions were reached.
* The elasticity of the medium below a target affects the resulting scattered field in the water
by allowing the transmission of direct scattered energy as shear waves in the bottom. When
the incident grazing angle is shallower than the compressional critical angle, the scattered
field in the water becomes weak and the out-of-plane scattered field is decreased.
" The effects of layering depths are observed for buried targets.
- The modal structure of a layer produces interference patterns in the scattered field in
the water.
- The scattered field in the water remains the same regardless of the layer thickness when
the scattering angle is shallower than the critical angle. The evanescent scattered field
in that angular regime is similar to that of the half space case.
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" When a target is located in a waveguide, the resulting scattering pattern is governed by
the physics of the waveguide. The scattered field has an interference in the depth direction
because of the modal structure of the waveguide. The properties of the bottom are important
because they determine the modal structure of the waveguide.
" Aspect-dependent targets such as cylindrical shells in general produce an asymmetric scat-
tered field. A finite cylindrical elastic shell has two angular preferences of its scattered field
- the forward direction and the specular direction of the incident wave with respect to the
longitudinal axis of the target.
" The scattered field in the water is strongly dependent on burial depth.
- For sub-critical incidence, the overall strength of the scattered field is reduced expo-
nentially with respect to the burial depth because the excitation of the target by the
incident wave is reduced by the same rate.
- The scattered field in the water is predominantly within the critical cone (i.e. the
angular regime of supersonic incidence) regardless of the burial depth.
From the wideband simulation of target scattering, the following conclusions were reached.
e Shear conversion of scattered energy is clearly observed in the elastic bottom which will
result in less scattered field in the water than for a fluid bottom. The medium below a target
affects the scattered field in the water to a significant degree.
e An aspect-dependent target produces an anisotropic scattered field. A 450 slanted cylindrical
shell produces a scattered field predominantly in the forward and side (0= 900) directions.
The scattering and propagation models have been combined into a consistent numerical simu-
lator. Numerical experiments of multi-static scattered fields in a shallow water environment were
conducted using the GOATS '98 experiment scenario [50]. The numerical experiment showed
that the 3-D scattering features are different for targets and rough interfaces. An array beamform-
ing technique was applied to the synthesized scattering data and the following conclusions were
reached.
e Using horizontal and vertical line arrays together is useful for arrival identification.
e The aspect dependency of a target is significant for detection in an anisotropic reverberant
background caused by a rough interface above the target.
" The multi-static configuration of a sonar system can take advantage of prior knowledge of
the reverberant background field such as roughness anisotropy. The azimuthal position of
the receiver array can be adjusted to avoid excessive reverberation and maximize the signal-
to-noise ratio for better identification of the target.
5.3 Suggestion for Future Work
5.3.1 Feedback from the GOATS '98 Experiment
The GOATS '98 experiment provided high quality multi-static target scattering data. This data set
can be compared with synthetic data produced by the numerical simulator designed in this thesis.
The numerical models can be validated and improved by getting feedback from the real data.
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5.3.2 Implementation of Medium Complexity
The bottom can be modeled as a poro-elastic material to allow the slow compressional scattered
wave which may be important in certain frequency regimes. Since the formulation of rough inter-
face scattering applies to any combination of wave types, it is possible to implement poro-elasticity
into the rough interface scattering model. When the 3-D OASES includes the implementation of
poro-elasticity, this extension of the scattering model will be readily possible. One of the major
shortcomings of the target scattering model in this thesis is that the model cannot be applied to a
target buried in an elastic medium. Allowing elasticity in the surrounding medium is expected to
be especially important when the dominant portion of the incident energy is transfered to a target
by shear waves.
5.3.3 Implementation of Other Targets
Even though rigid and pressure-release spheres are useful to understand the physics of target scat-
tering, they are not commonly found in a real environment. A spherical elastic shell behaves
differently from rigid and pressure-release spheres because it supports membrane waves which
affect the spatial and temporal structures of scattering. Even though an analytic scattering solution
for a spherical elastic shell is not available, a numerical solution of the full wave equation is avail-
able using the DGM (direct global matrix) formulation [43]. The derivation of scattering functions
for spherical elastic shells with fluid and void inside is presented in Appendix E. Preliminary work
for its numerical implementation was done but a validity check is necessary.
5.3.4 Implementation of Volume Reverberant Mechanism
Another type of reverberant mechanism is observed in the ocean environment. It is reverberation
caused by volume inhomogeneities such as fluctuations of density and sound speed in a layer.
Since the same perturbational formulation used in Chapter 2 was previously applied to model the
scattered field of stochastically distributed inhomogeneities by Tracey [54], this type of volume
reverberant mechanism can be integrated into the numerical simulator. Another implementation
of volume reverberation was also done by Tang [52] and Li [31].
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Appendix A
3-D DGM Formulation in Cylindrical
Coordinate System
When the external forces are confined to a relatively small region compared to the total volume
of interest, the natural choice of coordinate system is a cylindrical coordinate system with its
origin close to the sources (i.e. external forces). The cylindrical coordinate system consists of
three spatial variable (r 0, z), which are the radial, azimuthal and vertical components shown in
Figure A-1. For a horizontally stratified environment, the seismo-acoustic field can be solved by
making several assumptions. In a given environment, all layers are assumed to be homogeneous
and isotropic with either elastic or fluid medium properties. In the following derivation, the time
dependency is set to be exp(lwt) and it is omitted for convenience. The field in each layer is a
superposition of external source terms and the homogeneous solution to the Helmholtz equation
for the layer. Unknown coefficients in the homogeneous solution can be determined by applying
the boundary conditions at each interface. When the homogeneous equation of motion is derived
with the polar displacement vector i= [un, vn, wn]T, it becomes:
a2g(An +2p1)VV -On -pn V X Y X On -p n = 0, (A.1)jDt2
where An and pn are the Lam6 constants and pn is the density of the n th layer. The compressional
wave speed C,4 and shear wave speed Cs are related to the Lame constants and density.
CPn = V(;An +pn)/pn, Csn = pn /pn. (A.2)
The equation of motion is satisfied when the polar displacements [un, vn, wn]T are expressed by
scalar potential [On, An, pn]T shown as below.
un = -+ I aVIn+ 2An
o r r 8 o ri9z'
1opn op 1 82A
vn - a - , (A.3)
r 8M Or Dr M8oz
wn = 
- r- + r2 802 )A
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Figure A-1: Cylindrical coordinate system for 3-D DGM.
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where each of potential satisfies a homogeneous Helmholtz equation with the stated time harmonic
factor.
(V2  2) # = 0, (V2 + 2) (An, Vtn)= 0, (A.4)
where hn and kn are medium dependent compressional and shear wavenumbers, respectively.
Since the field can have angular variation, it is possible to expand the potentials in a set of
discrete Fourier series with respect to 0.
00
#(r, 0, z) = 2 [#7(r, z) cos(m) + #m(r, z) sin(mO)],
M=0
A(r, 0, z) = 2 [Am(r, z) cos(mO) + Am(r, z) sin(mO)], (A.5)
m=0
k/r, 0, z) = 1 [r, (r, z) sin(mO) - fr(r, z) cos(mO)].
M=o
By substituting the above solution forms into the Helmholtz equation and using the Hankel trans-
form, each Fourier coefficient can be represented by the following integral form:
#M(r, z) = f [a7(s) e-a(z-z-) + am(s) ea(z-zn)] sJm(rs) ds,
Am (r, z) = f [b(s)e-l(zzn_) + bj(s)e/(ZZn)] Jm(rs) ds, (A.6)
r'"(r, z) = f [c(s)e-(zzn1) + c(s) e1 (-zn)] s Jm(rs) ds,
where s is the horizontal wavenumber. The subscripts 1 and 2 of Fourier coefficients have been
omitted and a and#/ are the vertical wavenumbers defined as:
a(s) = s2 -h2, A(s)= s2 - k2. (A.7)
The above integral forms imply the decomposition of field into downward and upward traveling
wave components.
The Fourier coefficients of polar displacement are obtained by substituting the integral form
of displacement potential into (A.3). The horizontal displacements [um, v"]T are divided into the
symmetric and anti-symmetric parts.
w'"(r, z) = [-amjae-a(-z_1 + amaea(zn)
Jo 2(A.8)
+bTse-az-1 + bms e-(z)] sJm(Trs) ds,
UM(r, Z) ±vm(r, Z) = [~Fa s e-a(z-z-1) F am s ea(z-zn)
± b73e -zZn1) -P bjp e 8(z-zn) (A.9)
+ cm se-(z-zn-1) + cj Msefl(z-zn) ]s Jm±1 (rs) ds.
By applying Hooke's law to the above expression, the Fourier coefficients of vertical and horizon-
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tal stress components are obtained.
rzo (r, z) = p [a' (2s2 - k2) e-'(z-1) + am (2s2 -k 2)ea(zz.)
JO (A.10)
-b 2sp8e-(zz- + bm 2sp8et(z )]sJm(rs)ds,
o'(r, z) ±0rz(r, z) = pf [±aT 2saFea-zn-) am 2s a ea(zzn)
F bm (2s2 - k2 ) e-iz.zn0 F bm (2s2 _ k2 ) e(z-z.) (A. 11)
- cmspe-iz-+ csp eI(z-n)]sJm1 (rs)ds.
For a fluid layer, the shear displacement potentials become zero and the vertical stress component
is obtained as follows:
= -Ah 2 f [am e-n +a ea(zz.)] sJm(rs) ds. (A.12)
Because the horizontal components of displacements and stresses are decomposed into symmetric
and anti-symmetric parts, the resulting coefficients of the unknown potential functions are inde-
pendent of the Fourier orders and need to be computed only once.
Since the homogeneous part of the solution is expressed as the unknown Fourier coefficients
in integral form, the source term (i.e. external forces) should be expanded in the azimuthal Fourier
series and Hankel transform.
In order to solve for the unknown Fourier coefficients, the boundary conditions at each inter-
face are applied. Depending on the layers adjacent to an interface, the number of boundary condi-
tions are determined. At the interface between two elastic layers, the boundary condition implies
the continuity of three displacements and three stresses. Since the Fourier series is based on the
orthogonal function sets, matching the boundary conditions at every order is equivalent to satis-
fying the continuity of the whole series. The boundary condition can be expressed by a vector of
displacements and tractions in each Fourier order.
wm (r, z)
um(r, z) + vm (r, z)
Fm (r, z) = .(rZ)-vm(rZ) (A.13)
tr'Mz(r, Z)
o~~z~~r, +rz(r, Z)
Or'z(r, Z) - tr'Oz (r, Z),
For the n th interface between the n th and the n + 1 th layers, the boundary condition can be
written as follows:
F,"'(r, zn)+ F,"(r, zn) - FmI(r, zn) - Fm,1(r, zn) = 0, (A.14)
where Fn is the source term in the n th layer. Since the above condition should be satisfied for all
values of r, the integrands of the above equation must be zero. Then, a set of linear equations are
derived for the unknown potential functions of the horizontal wavenumber s :
An(s) En(s, zn)Bm(s) -An+1 (s)En+1(s, zn)Bm 1(s) = Rm+1 (s, zn) - R"'(s, zn), (A. 15)
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where Br(s) is a column vector of the unknown potential functions for the n th layer:
a,(s)'
bT,(s)
cT",(s)
a[',(s)
b[,(s)
c2,(s)
(A.16)
A diagonal matrix En(s, z) represents the depth dependency terms
0
e- f(z-zn-1)
0
0
0
0
0
0
e-f(z-zn-1)
0
0
0
0 0
0 0
0 0
ea(z-zn) 0
0 e8 (z-z)
0 0
0
0
0
0
0
eO(z-zl)
(A.17)
An(s) is a six by six square matrix consisting of the coefficients independent of Fourier order for
the n th layer. For an elastic layer,
S
-p8
-2s3p
-(2s 2 -k2)p
(2S2 - k2)p
0
S
S
0
-spp
-spp U
a
-s
S
(2s2 -k 2)p
-2sap
2sap
S
-P
p6
2s3pu
-(2s2 - k2 )p
-(2s2 -k 2 )p
0
S
S
0
sp
sAp
(A.18)
For a fluid layer, A,(s) is much simpler.
-a
-s
S
-Ah 2
0
0
a
-s
S
-Ah 2
0
0
0
0
0
0
0
0J
(A.19)
Column vectors Rf(s, zn) and Rn I(s, zn) are the residual terms of linear matrix equation which
represents the projection of the source on the interface z = zn. They can be either rough interface
or target scattering functions.
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E,(s, z) =
e-a(z-z.-1)
0
0
0
0
0
2sap
-2sap
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Appendix B
Roughness Virtual Source
To evaluate the virtual forcing term fy(.x) produced by interface roughness, each term of (2.20) is
derived as follows. The physical variables to be matched on the interface are three displacement
components (u, v, w) and three stress components (o-x, c-, o-). The corresponding boundary op-
erator Bi is derived from the following equation.
U U
V V
Bi(x)(i;i+1(X)) W - W (B.1)
oJyz oJyz
"zzi ozzjiz
Only the compressional source (or array of compressional sources) was used as external forc-
ing term in this thesis. With this condition and the assumption of horizontal stratification of the
medium, the unperturbed field (V(.)) consists of P and SV waves only. As a results, the SH
displacement potential f(.) of the unperturbed field is zero. Therefore, the boundary operator
B(I) includes contributions from P and SV displacement potentials (#, A) only. By definition, the
displacement vector is related to displacement potentials as follows:
U) #x + A,xz
v =V#+VxVx(0,OA)+Vx(0,0, @)= #,y . (B.2)
w #,z - A~XX - A~YY
The traction vector is obtained from the displacements through Hooke's law :
r-xz p,(u,z + w,X) p(2#,xz + Alxzz - Axxx - Axyy)
y= p I(v,z + w,Y) = p(2,yz + Ayzz-A, xxy - Ayyy) . (B.3)
C-z 2piw,z+ A(u,x + v,y + w,z)) 2pi(#zz - Axxz - Ayyz)+ A(#,xx + #,yy + ,zz)
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Therefore, the contribution from the i th layer becomes:
' uO' ' #+A~xz
v #,,+ A,yz
w _ ,z - Axx - Ayy
o-xz p(2#,xz + Axzz - A,xxx - A,xyy)
O-yz p(2#,yz + A,yzz - Alxxy - A,yyy )
C-zz'i ,2p(#,zz - Axxz - Alyyz) + A(#,xx +#,pyy +#O,zz).,,
ax
8
ay
8z
82
2p,18xoz
82
8yoz
(2 82
+ i +2
82
8xaz
82
Oy1z
82 82
8x2 g 1y2
82
+ 2
(_3 3 
8xoz2 g
Pi (8y8z2 - x2 y -g5
-2pi (2za y2 z)
= T d
where submatrices D, Ti and vector Pi are defined as follows:
82
82
2pi
+ 2 a2
+ ji gX2 + p
82
82
82 82
-2 + Z 2T)
S3
A(axaz2
+- I-2ig~z892) 9328
and
(B.7)Pi =8
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(B.4)
( Ai)3
gqXgy2
82
2pi j-
(B.5)
82
2 i
gxgy2
8a3 a3 3 (B.6)
83
+ gqy2(z
ts 3
gXs
Using (B.5) through (B.7), the discontinuity vector across the interface can be expressed as shown
below.
D -D Pi(B8B(ii =T i Pi 1
Therefore, the first virtual source term becomes :
(i;i+1() =7 Dz '4 Pi (B.9)
z=zi [ i,z 
-Ti+i,z [Pi+1z=zi
The second virtual forcing term is derived from the coordinate transform equations (2.11) and
(2.12). Because the boundary condition states the continuity of the normal and tangential compo-
nents across the interface at each point, the local displacements and stresses should be obtained
by considering the surface normal vector. Originally, the coordinate transform is described by the
roughness height function y(x). The subsequent transformation of displacements and stresses are
computed by the tensor rotation [17]. When the coordinate axes are rotated by angles Ox and 6,
with respect to the original coordinate system, the displacement vector [U V W]T in the rotated
coordinate system is :
U cos6X 0 sinOx u
V 0 cosO, sinO, vJ. (B.10)
Wi -sinOx -sin,, cosOxcos Oy, w
The stress vector [Zxz yz zz]T in the rotated coordinate system is:txz [-cosOxsinOx -cosO xsin0, 0 o-XX
=yz 0 -cos, sinOx -cosO, sin, o-x,
Zzz, sin 2 ox 2 sinOx sin O, sin2 0 c,,,
cos 2 Ox cos O, - sin 2 6x - sin0, sin O, cos Ox sin Ox cos O, o-xz
+ - sinG sin,, cos O cos2 6- sin2 0, cosGxcos6,,sin0, o-yz
-2 cos G, cos 6k sinGs -2 cos 6k cos O, sin , cos2 6 cos2 9y J. cz
With the above transformation, the components in the new coordinates can be expressed by the
sum of the unrotated components and the remaining term.
'U 'U
V V
W w
=- +Ai(Gx,6y), (B.12)
Lyz CJyz
kzzli Fzzji
where A(x, 6,) represents the pure rotational contribution to the displacements and stresses in
the new coordinate. The rotational contribution A can be implemented without any assumptions
because the local rotational angles of roughness can be evaluated explicitly from the roughness
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height function.
(B.13)
where q represents x or y coordinates. For a first order perturbation, the slope of roughness is
assumed to be small. The leading order approximations of the cosine and sine become:
cosOq= 1+02 (!), sinq='9 + 03 .
aq (a qi (B. 14)
The rotational matrix 1 of (2.12) then simplifies in the first order perturbation theory:
1 0
ax
q~ 0 1 a .
ay
ax ay
Similarly, keeping first order terms only, the second virtual force term
of the local roughness slope Vy(x).
w 0
0 w
-~-.-U -V
Ai - Ei+1 ~ Vy o bi(1)(i;;+1()) = u -
-o-xy o'zz - oyy
-2o0'z -2o-yz
The above term is rewritten by a combination
tials. When the contributions from roughness
components become:
becomes a linear function
'ay'taxa.
of differential operators and displacement poten-
slopes are separated into x and y components, x
(B.16)
a2  a2
0
a2
-2 i 2  a3 + g z( aX2a-Z ay2aZ)
-2 i ya
3
x g 3  a 3  a 
3
( a.Xa&2 a x-3 axay2 )
= y,xXiPi
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(B.15)
ay
ax
a
0
ax
2pi a2 g 2
a2
axay
a2
axaz
( AOi (B.17)
Co S O =1 1/+ !,a T sinG, = 1+,
and y components are:
82
-2pi aWxy
ga2 g2
2p8z2  gy2)
824y TZ
-4 y z 
a2  a2( X2 -q2)
a2
-2pii x z
( g3& qX3q
a3 3
joyojz2 gW --2pi (
( Ai) (B.18)
= y,yYiPi,
where linear differential operators Xi and Yi are defined as follows :
82 82
9x
a2  a2
2pi oz2  ax2)
a2
--
2p -- 9
axoy
a2
-
4 pi xz
82
axaz
-
2 pi 2 g9 z a
3
+ gyaz
gx3
axoyaz
g3x 
)~ Xgqy2
(B.19)
(82 82
-,,X-2 + 2)
9y
a2
82 g2
2p.i ( oz2 gy ;
a2
-
4 p--
09yoz
a33
42P(2a + uz)
- 2 i (2 + g 2a z
-2pi 93 a 
3
oyo-z2 gy g2gy
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Xi =
Yi = (B.20)
- -
ay
3
g9X2 0y
-2pji axzz
Therefore, the second virtual source term becomes:
[Vy o bi(x~)(i;i+1())] = (,x[Xi -Xi+1]+YY[Yi -Yi+ 1]}[ . (B.21)
Summing (B.9) and (B.21), the discontinuity vector of the virtual source term is expressed by
linear differential operators and displacement potentials.
f,(2) = {y[z ,z +Y,x[Xi -Xi+1]+yy[Yi -Yi.1] [. (B.22)Ti,z -T i+1, Pi+1 Zz
For time harmonic cases, the displacement potentials can be decomposed in the wavenumber
domain. Partial derivatives in the spatial domain are then easily obtained by integration of corre-
sponding spectral components. Time dependency was chosen as exp(iwt), which is omitted in the
following equations.
When the unperturbed field is axisymmetric (i.e., case of point source or its combinations.), the
displacement potentials (#, A) are conveniently expressed in cylindrical coordinates (r, z). Using
the Hankel transform, the potentials of the i th layer have the following forms.
#M(r, z)= f s)e-ai(z-zi1) + (s)ea(z-zi)]s Jo(r s) ds,Jo s s)et~ (B.23)
Ai(r, z) [(s)e-#i(z-zi-1)+ At(s)eA(z-zi)]Jo(rs) ds,
with vertical wavenumbers at and #i3 :
ai = s2 -hy, #i= s2 -k?, (B.24)
where hi and ki are the compressional and shear medium wavenumbers in the i th layer.
To compute the virtual source term from the above displacement potentials, the chain rule of
differential operators is used for the coordinate transform. The highest order partial derivative is
three, and the first three orders of partial derivative operators are derived in the following equa-
tions. The coordinate transform from cylindrical coordinates (r, 0) to rectangular coordinates (x, y)
is defined by the following:
x = rcosO, y = rsin0. (B.25)
The first order partial derivative operators are :
a -Cos - - sina-. (B.26)
ax r oar r' Oy r o r nor
The second order partial derivative operators are :
a2  y2 a x2 a2  sin 2a 2 a2
8x -+ar r = r ar c r2
a2 _ y g Xy a2  a2  I a
a -- + 2  cosesinO ar 2  , (B.27)&Oy r3 ir r2 or2 r2 r 9r)
a2  X2 a y2 2  cos CDa a2
ay2 r3 5r r2or2 r ar or2
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The third order partial derivative operators are :
3 3X2 (82 182 X a83
=X3 r4 sr2 rr +r +cos
8 3y3  2y, 82 18 3 a2 3
8x2gy ~r~ r2 )I 2  r 3r+ r3 or3
sin6 (82 18 2 3
= -- (3sin2 O-2) or r~-- or +cos2 OsinO-,
r 8r3r(9) 9
83  (3x 3  2x 8)(2  1 g y2 a +Ba
8x8y2~ r4 r2 r2 r or r or3
cosF (82 a 2 a3
- (3s 2 -2) +r2 rr Cos sin 3
83 = 3x 2 182 y 
- r4  +r2 r2r ~r r3 o d
3(82 18'g 38
= -cos 20 osin0 -2)r a +sin 0 .
Since the kernel of the wavenumber integral has the zeroth order Bessel function with radial co-
ordinate dependency, the first, second, and third order partial derivatives are required for the com-
putation of displacement potential derivatives.
8
~Jo(rs) = -sJi(rs),
82 s = - 1)
Jo~r)= s2 o(rs)- -J1(rs)l, (.9
J(s)= s [Jo(rs) + 1 - J
Assuming that the source is far away from the roughness patch, the asymptotic forms of the Bessel
functions and their derivatives approximate the integral kernels well. As the argument rs of the
Bessel function becomes large, the first two terms of the expansions are derived in Reference [59]
as follows :
Jo(rs)- -~ cos(rs -/4)+-sin(rs- /4)]
J()~-~ -s 2 sin(r s-/4)+ cos(rsi-n/4)],
(B.30)
82 r)~ -s2 cos(rs -r/4)- osin(rs -/4)l,
a JJo (rs) =r Jslr)
2 [r. ) 1 1r)
---Jo(rs) ~s3  = s1n(rs) -/4)+ W2cos(rs-x/4) .
For the case of a plane unperturbed field in (x, z) (i.e., line sources parallel toy axis or incident
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plane wave), the potentials expressed as Fourier transform become :
z, Z) = fo [ -(s)eai(zzi1) + it(s)eai(zzi)] e-lsxds,
-0 (B.31)
Ai(x, z) = f [A(s)e~li(z-zi1) + At(s)eAi(z-zi)] e-sxds.
The corresponding partial derivatives with respect to the Cartesian coordinates are simple com-
pared to those for the cylindrical field. Since there is no y dependency in the wavenumber kernel,
only three partial derivatives in the x direction are necessary.
a
ax -is
X2 [e-1sx] = e-sx -s2 (B.32)
8a3 _sa3
For unperturbed fields in both cylindrical and plane geometries, the partial derivatives of the
displacement potentials in depth (z) can be obtained in the same way. Since wavenumber kernels
(both P and SV) consist of downward (+z) and upward (-z) traveling waves, depth derivatives are
simply derivatives of exponential functions multiplied by potential amplitudes in the wavenumber
domain. Depth derivatives are required up to the third order for boundary operators.
a 2 e-izz- e izz) efiOi(z-zi-1) eiz i]
az
49z 3  (B.33)
_aj -3i f3li
a a i 2p 2 0 e "i(zzi) 0 0
3a a - 0 0 e-A0(z-zi-' 0
-- 0 0 0 e -z)
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Appendix C
Representation of Cylindrical Virtual
Source
This chapter describes the transform technique involving the roughness scattering virtual source
in Chapter 2. In order for the scattering virtual source to be compatible with 3-D OASES, its
spectral representation must be the coefficient function of a Fourier - Hankel transform in cylin-
drical coordinates. Since the virtual source function is evaluated at each grid point of a rectangular
roughness patch, the transform also requires a transformation from Cartesian to cylindrical coor-
dinates. There are several numerical algorithms to perform Hankel transformations. Johansen and
Sorensen developed the fast Hankel transform by utilizing logarithmic sampling and a forward /
inverse FFT [23]. The algorithm can compute the Hankel transform very accurately even to high
orders, but the non-uniform sampling is incompatible with the rectangular sampling of the virtual
source. Kausel and Bouchovalas also introduced a numerical Hankel transformation [26] of 2-D
rectangular samples. The algorithm was only applied to zeroth and first orders of Hankel trans-
forms because it becomes unstable at higher orders. The transform technique in this chapter shares
the same mathematical formulation as the previous development in Reference [10]. However, the
previous numerical implementation was not efficient for the moderate and high frequency cases.
Each point in the wavenumber domain was evaluated numerically by double summation of spatial
samples. Therefore, the computation time was proportional to the square of the sampling number
in one direction:
(CPU TIME) oc N,2 (C.1)
where N, and NY are the spatial sampling numbers in each direction. In this thesis, a numerical
technique based on a modified 2-D FFT (fast Fourier transform) is utilized to reduce the compu-
tational time to the following order without loss of accuracy.
(CPU TIME) oc NNY log(NxNy). (C.2)
C.1 Coordinate Transformation of Kernels from Cartesian to Cylin-
drical Coordinates
This coordinate transformation was first introduced in Reference [10]. Several errors have been
found and they are corrected in this thesis. In order to evaluate the cylindrical virtual source
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(CVS) efficiently, the coordinate transformation from Cartesian to cylindrical coordinates should
be applied in the wavenumber domain.
In cylindrical coordinate system, an arbitrary vector ii(r, 0, z) is defined as:
9(r, 0, z) = Ur(r, 0, Z)ir+UO(r, 0, Z)^0+Uz(r, 6, z)z. (C.3)
Since the forcing vector of the 3-D DGM formulation is expressed in Fourier orders, each compo-
nent of ii(r, 0, z) is expanded by discrete Fourier series in the circumferential direction.
00
Ur(r, 0, z) = Z [U,(r, z)cos(mO)+ U,2(r, z)sin(mO)],
mo
0
uO(r, 0, z) = Z [UG(r, z)sin(mO) - U;(r, z)cos(mO)], (C.4)
m=O
0
uz(r; 0, z) = Z [Uz(r, z) cos(m0) + Uz(r, z) sin(m0)],
m=O
where the coefficients of the Fourier series can be transformed to the spectral domain by a Hankel
transform. The resulting coefficients in (r, 0) coordinates are separated into symmetric and anti-
symmetric parts for consistency with the 3-D DGM formulation.
U,7(r, z) + U (r, z) = J' [R7(s, z) + ®m(s, z)] s Jm+ (rs) ds,
U (r, z) - U (r, z) = f [R7(s, z) - Om(s, z)] s Jm-1(r s) ds, (C.5)
U (r, z) = Z"(s, z)sJm(rs)ds,
where i = 1, 2.
In Cartesian coordinates, the same vector 9(r, 0, z) is expressed in terms of Cartesian compo-
nents u,uy and uz :
d(r,0, z) = ux(r, 0, Z)ix +uy(r, 0, Z)iy +uz(r 0, Z)iz. (C.6)
Again, each component is expanded in a Fourier series and transformed to the wavenumber do-
main by Hankel transform.
ux(r, 0, z) = Z [U (r, z)cos(m0)+ Ui(r, z)sin(m0)],
m=O
0
uy(r, 0, z) = Z [UY[(r, z) sin(m0) - Uy2(r, z) cos(m)], (C.7)
m=o
00
uz(r, 0, z) = Z [Um(r, z) cos(mO) + Uz(r, z) sin(m0)],
m=O
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and
U(r, z) = f Xm(s, Z)sJ,(rs)ds,
U'(r, z) = f Y(s, z)sJm(rs)ds, (C.8)
U7(r, z) = Zi"(s, z)s Jm(rs)ds,
where i = 1, 2.
With a simple coordinate transformation from (x, y) to (r, 9),
Ur(, 0, z)= u,(r, 0, z) cos0+u,(r, 0, z)sin0
00
= 2 [Ux(r, z)cos(m)cos0+ Ux" (r; z) sin(m9)cos0
m=O
+ U,(r, z) sin(m9) sin0 - U,2(r, z) cos(m9) sin 0,
uo(r, 0, z) -u,(r, 0, z) sin9 + u,(r, 9, z) cos (C.9)
00
= Z[-Us (r, z) cos(mO) sin0 - Ux(r, z) sin(m9) sin 9
m=O
+ U ,(r, z) sin(m9) cos0 - U,3(r, z) cos(m9) cos 0].
By equating (C.4) and (C.9), the relationship between Fourier coefficients in cylindrical and Carte-
sian coordinates is obtained.
UA, + UI for m = 0
Ur 2Umj UI +U2 form= 1, (C.10)
U-I+ Um+l - Um,- + Ur,+l form > 2
10 form = 0
= U 22 -2U2+ U2 form= 1, (C.11)
U'2 _ + U"n+1 - Um + Urn+1 form > 2
0 form =0
2U, +UXI+U2 form=1, (C.12)
-OI U -1+U * UA'" + U,' for m 22
and
1 'Ux+ U12 form=0U 22 +2U 2 +U 22  form=1. (C.13)
-U'"2 l+ U'2+ + U~ 1 + U,"2+1 for m 2
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Thus,
-(U1 +U 1)
U + U= UU21 + 2
UrlU01 x 3Y7
UM+1 + UM+1
u1  u
(Ui +U1)
2 Y1
Urm - US = 2U01
U -I - U"-1
1 Y
U22+ Uy2)I
U"2 + Ut = U2+ ,2
UX2 + um12
U1 + U +
U"2- - Ug l
and
for m = 0
for m= 1,
for m > 2
form = 0
for m = 1,
for m 2
for m = 0
for m = 1,
for m > 2
for m = 0
for m =
for m 2
For the corresponding coefficients in the wavenumber-depth domain (s, z),
R 2(-(X.1+Y) for m = 0 and i = 1, 2
+ Xm+1 + Ym+1 otherwise
(X1+Y )
1
- (X2 + Y2)2
2X?
-2Yo
XI - YM-1
form=0 and i=1
for m = 0 and i = 2
for m = 1 and i ='
form=1andi=2
otherwise
The perturbation code in this thesis produces the displacement vector il = [u v w]T and traction
vector = [o-z 0~xz ~yz ]T, which represent the scattering forcing terms on a rectangular patch at
depth z = zo. In order to feed these forcing vectors to 3-D OASES, the displacement and traction
vectors are converted to cylindrical coordinates and expanded in Fourier series and transformed to
spectral coefficients of m th Fourier order. This transformation can be done by series of coordinate
transforms and by Hankel transform, but the procedure in this thesis utilizes the efficiency of
the 2-D FFT to evaluate these forcing terms. Obviously, [Z,'(s, zo) Y"(s zo)Z,(s, zo)]T, a vector
of coefficients from the Fourier transform, is different from the Hankel transforming vector of
coefficients [X/"(s, zo) Y,"(s, zo)Z,(s, zo)]T. This difference is found in the relationship between
two transformations. They are related to each other as follows. Given the transformation from
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(C.14)
(C.15)
(C.16)
(C.17)
R" - E -.
(C.18)
Cartesian coordinates to cylindrical coordinates,
x =r cos9, y = r sin9, (C.19)
kx =s cosa, k, = s sina, (C.20)
the x component becomes:
ux(x, y, Zo)
- f 0'  Ux(kx, ky, zo) e'kxx'ky dkx dk,
- ds sJ da Ox(s, a, zo) e-irscos(a-0)
= fdss dae-irscos(a-) Z [k'(s, zo)cosma +if(s, zo) sin ma
0 M=0 (C.21)
= dss ( e-'rscosfi cos Mp6id#) [1"(s, zo) cos mO +1Xfm(s, zo) sin mO]
ooZ 2,r(-i)m ' [ik'(s, zO) cos MO + Xf(s, zo) sinm] Jm(rs) s ds,
m=O o
where the integral over#/ is done by the following integral equalities.
cos m(# + 9) e-'rscospdp= cos mO e~rscosfi cos mnpd#, (C.22)
sin m(p + 9) e-rscospd#= sinmo e-trscosp cosm8d,
and according to (9.1.22) of Reference [1],
erscosp cos mrn/d#. = 27r(-i)mJm(r s). (C.23)
By comparing the above expression with the original definition of ux(r, 9, zo) in terms of Xj"(s, zo)
and applying the same technique to y and z components,[" Y2m = 27r(-i)m km Y2 (C.24)
ZmI Z2' Z- -2
C.2 Two Dimensional Fast Fourier Integral (2-D FFI)
In order to transform the forcing distribution in the spatial domain to the spectral domain, a two
dimensional Fourier transform is necessary. The approximation of the Fourier transform by 2-D
FFT with finite sampling lengths does not provide enough resolution in the wavenumber domain.
Since the convolution of the incident field and the roughness patch is always zero outside of
the patch, the Fourier transform of the forcing on the finite patch has a form of 2-D definite
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integral with integral ranges equal to the dimension of the patch. By these two justifications, the
corresponding Fourier transform is evaluated by numerical 2-D Fourier integral.
U(s,,zo)= 2x)2 ff u(x, y, zo) ekxx+'kty dx dy
1 ,r 2 Cix/2  (C.25)
= J u(x, y, zo) elkxx+lkyy dx dy.(27r)2 -l,/2 -1x/2
Previously, the numerical Fourier transform in cylindrical coordinates was achieved by simple
coordinate transform and trapezoidal numerical integration [10]. Even though this procedure is
numerically simple and does not cause any significant computational efficiency problem for low
frequency cases, it cannot meet the demand for moderate frequency cases, 'Monte-Carlo' style
simulation for spatial statistics, and time-domain field computation. Therefore, there is a need to
develop a new way for an efficient and accurate numerical transformation. Even though the 2-D
FFT approximates the integral mathematically, its numerical results are likely to be wrong. The
problem lies in the oscillatory nature of integrand and consequently the numerical approximation
by 2-D FFT becomes worse when the wavenumber increases. A cure for this numerical instability
is to use an interpolation function for the kernel values u(x, y, zo). The numerical 2-D fast Fourier
integral (2-D FFI) has been implemented using its one dimensional version in Reference [39].
The beauty of the 2-D fast Fourier integral is that the resolution in the spectral domain can be
arbitrarily controlled even with finite sampling length and a number of non trivial samples and it
is still fast enough to match the speed of a conventional 2-D FFT. The interpolation method used
by this 2-D FFI is a fourth order polynomial, which even improves the accuracy of 2-D FFI.
S1/2 u(x, y, zo)elkxndx ~ FFIx [u(x, y, zo), kxn]
= Axe-lkx" x/2(W (Oxn) FF Tx [u(x, y, zo), kxn]
+ [ao(Oxn) u(xo,y, ZO) +a1(Oxn)u(xi,y, zo) (C.26)
+ a2(Oxn) u(x2, y, zo) + a3(Oxn) u(x3, y, zO)]
+e'kxIx [a3 (xn) u(xn-3, y, zO) + a(Oxn) u(xn-2, y, zo)
+ a*(Oxn) u(xn_1, y, zo) + a(Oxn) u(xn, y, zo))),
where O2n = kxnAx and FFTx[u(x, y, zo), kxn] is the FFT value of u in the x direction at kx = kx.. The
weighting function W(O) and coefficients ao,1,2,3(0) are defined in Reference [39]. Transforms in
the x direction are performed at each grid point of y and then the same transform in y is performed.
Based on the benchmark cases, there are noticeable differences between the FFT and FFI re-
sults. Since 3-D OASES uses a linear interpolation to compute the wavenumber kernels between
two input wavenumbers, having fine wavenumber samples in the input cylindrical virtual source
terms is necessary to avoid numerical artifacts caused by the linear interpolation. CVS by FFI gen-
erates a smooth angular spectrum which agrees with the analytic perturbation solution. However,
CVS by FFT produces artificially repeating peaks in the angular spectrum if the spatial samples
used are the same as in FFI. This proves that the approximated transformation by FFI is more
accurate.
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Appendix D
Formulation of Finite Cylindrical
Elastic Shell
In this chapter, the formulation of cylindrical shell scattering derived by Rumerman [41] is re-
viewed. The geometry and the variables used here are shown in Figure D-1. The assumptions
underling the mathematical derivation of the scattered field produced by a finite cylindrical elas-
tic shell are as follows. The system impedance function of shell and supporting medium can be
approximated by that of the the infinite-length shell with the same elastic properties, radius and
thickness. The second assumption is that the supersonic membrane vibration of the shell dom-
inates the other scattering mechanisms such as a flexural wave scattering caused by high wave-
number bending motion. Since the motion of the shell is in the supersonic regime, the acoustical
energy can transfer from the shell surface to the surrounding fluid medium. The third assump-
tion is that the membrane scattered energy is concentrated near the modal membrane resonance
wavenumbers, which are zeros of the system impedance. With the third assumption, the scattered
field generated by the elastic boundary is approximated as the sum of the modal resonance pa-
rameters. The following derivation expresses the physical quantities as a trigonometric series of
circumferential angle.
If an incident field is time harmonic with time dependency exp(twt), the incident plane wave
with angle of incident #i with respect to the radial axis of shell and zero circumferential angle (i.e
0= 0) is:
Pi(x, z, t) = Po exp(ikxcos # + ikz sin i - lot). (D. 1)
Given the following definitions,
ai = ka sin5i, Kia = ka cosSi, En = , (D.2)
f2 forn >0
the total pressure field on the surface of the shell (r = a) with infinite impedance (i.e. rigid shell)
is
Pb(z, 0, t) = Pi(acosoi, z, t)+Ps,.(acosoi, z, t)
= O exp -!az,,t e cos(nO) (D.3)
rKia a o H'f(Kia)'
where P, is the scattered pressure of a cylinder with infinite impedance and 0 is the circumferen-
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A
kr
a/a
A
k i: Incident wave vector
A
k r : Scattered wave vector
Figure D-1: Geometry of a finite cylindrical shell and the definitions of wave vectors.
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tial angle between source and receiver directions. The corresponding forced radial velocity, vno is
obtained by the following relationship with the total pressure.
1i'o(z, 0, t) = - ) cos(nO)
n=o Zn
where the pn's are the Fourier coefficients of the total pressure and Z,, is the sum of Z,, the struc-
tural impedance, and Z, the acoustic impedance of the surrounding fluid medium for the n th
circumferential order. Then, the resulting forced radial velocity is :
vio(z,6, t) = (-io)exp i -it Z Won cos(nO), (D.5)
where the Won's are the Fourier coefficients of the forced radial displacement and the same har-
monic dependency is used to express the velocity in terms of the displacement coefficients.
WOn = (O)Won = -2 (D.6)Wr Kia H'('(Kia)Zn(f, ai)'
where n = kac/c, is known as the 'ring frequency'. It is the non-dimensional ratio of compres-
sional phase speeds between the surrounding fluid and the shell. The modal impedance of the shell
Z' is derived in Reference [25]. Restricting the problem to membrane waves, the shell impedance
is simplified by omitting higher wavenumber bending wave terms.
(pshwt Aa4+Bca
2 +C
Z a -2  Da4+Ea2 +F'
A = (2+v 2 _ 1)(1 - v)/2,
B = n 2n2(l _ V) _ n 2 ((2 - 1)(1 - v)/2- 2(n2+ V2 _ 1), (D.7)
C = 2 [fI2 n2 (1 - v)/2](n 2 _ I - n2 ),
D = (1 - v)/2,
E = n2(l _ V) _ n2 (3 - v)/2,
F = (a2 -n2)[R2 _ 2(1 _ V)/2],
where ps, h and v are the density, thickness and Poisson's ratio of the shell, respectively. The
shear wave speed (Cs) is related to the compressional wave speed (C,) by Poisson's ratio in the
following equation [53].
C, 1-2v
2( -v) (D.8)
The modal acoustic impedance of the surrounding medium is:
ka H, (Vk2a2-a2)
Zk(ka, a) = ipc a (D.9)
*ka'a) =Ipck2a2 - a2 H'(1) (ik_2a2 -a2)
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Therefore, the equation for the modal wavenumber is obtained as follows:
c A2 Aa 4 +Ba 2 +C
a~7 c a Da4 +Ea2 +F
H') ( k2a2 - a2) (D.10)
nH1P (Vk2a2 - a2) - Vk2a2 - a2H()1 -k2a2 _a2)
Since the modal system impedance is an even function of the non-dimensional axial wavenumber
a, it can possibly have 4 zeros. The maximum membrane mode number is short of n = ka. Two
of the 4 zeros are the negative pairs of others, but not all of those zeros represent the contributions
from supersonic modal membrane waves. Zeros outside of the supersonic membrane range should
be eliminated.
In order to match the boundary conditions correctly, the shear and compressional components
of each membrane mode must be distinguished properly. For each mode, the compressional wave
travels faster than the shear wave in the helical direction of the shell and it consequently belongs
to the lower axial wavenumber (or higher radial wavenumber). By comparing the real part of the
radial wavenumber, the shear and compressional modes can be chosen [41]. Since the system
impedance is a complex function, a complex root finding algorithm is required to find its zeros.
Muller's method [34, 56] is used with the zeros of the same shell in vacuum as initial guesses.
Given the computed modal membrane wavenumbers, it is possible to derive the free membrane
mode contribution to the scattered pressure field.
Wr(z, , t)= e' Z Wrn cos(nO),
n=O (D. 11)
Wrn(Z) =( An elanza + Bn e;nzla + Cn e-anzIa + Dn e-;nzla 
for n > 0
Bn e;Ozla + Dn e-fl.zla for n= 0{
where an andf3n are the zeros of the modal system impedance for the n th circumferential order. an
represents the shear wave contribution and/p. is the non-dimensional axial wavenumber of the n th
modal compressional wave. Since the zeroth order shear mode represents a torsional motion with
no radial component of displacement, it does not couple to the surrounding medium. Therefore,
the zeroth order shear wave contribution is omitted throughout the formulation.
With the homogeneous equation of motion in Reference [25], the previously defined solution
form and Hooke's law, the ratios of modal coefficients between displacements and axial stress are
obtained as follows :
-ivy[fl 2 _ 2(1 - v)/2-n 2] - lyn2(1+ v)/2
([n2_ Y2 2(l n2 2for n > 0([ -_ n -n( _ /2)][G -n2 _ 72(l _ v/2)]
Jyn = -y2n 2(1 +v)2/4f (D.12)
ivy
ivy for n = 0
y2(D.12)
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V n[f 2 -y 2 -n 2(1 -v)/2]+vy 2n(1+v)/2
Sy - =.ir~~ 2  ~ i (D.13)
Wyn ([n2 -7Y2 - n2(1 -vY/2)] [nF--n2 - f2(1 - v/2)]' D 3
- y2n2(1 +v)2/4)
and
Tyn W 1 -v2 a "+v(nSyn + 1)] (D. 14)
where E is the Young's modulus of the shell. Since the free membrane contribution of the radial
wave is expressed as the summation of circumferential orders with modal coefficients, it is natural
to have the other physical quantities in the same form. The radial displacement of the forced and
free membrane mode is:
w(z, 0) = W (z)cos(nO),
n=O (D.15)
Wn(z) =Wrn(Z) + Woneaizla.
The circumferential displacement field is:
00
v(z,0) = Z V(z)sin(n6),
n=O
Vn(z) = SannAnewt/a +Sp,,nBne;nzla (D.16)
+ San Cn e~a"zla + Spn Dn e-nzla.
The axial stress is
N(z,6)= 1 Nn(z)cos(n6),
n=O
Nn(z) = TanAn eanza + T,,nBn egnz/a (D.17)
+ TannCne-azla + Tn Dn e-gfnzla.
By applying the boundary conditions that the axial stress N and the circumferential displacement
v vanish at the ends of the shells (z=0, L), the unknown coefficients of Wrn are derived as follows:
An = Won Tpin Sain - Spn Tain e L Won --S21sin(anL) An (2sn(an)"
Bn = Won Tann Sain - Sa,,n Tain (e-;nL Won 521 sin(pnL) 
-An 21 sin(lL) (D.18)
Cn = Wn Tn Sain - Snn Tain ( ail Won -(D1821 sin(anL) An 2I sin(aniL)
Dn = Won _ Tan Sein - Sen Tain (elaiL - enL) =,21 sin(8nL) -An 21 sin(pnL)
where the common denominator An is defined as:
An = T SnnSan Spn Ta.n. (D.19)
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For n = 0, the coefficients for the shear scattered wave, An and C are zero while Bn and Dn are:
Won_________n won -
B= Wn a_ (e-13L eai 2 i -- B,
21sin(8nL) Tpan 2 AsinnL) (D.20)
Dn = on _ Tain i _ep Won-D.
21 sin(BnL) Tp\ 21 sin(8nL)
Therefore, the unknown radial displacement field generated by a free membrane wave are ob-
tained. Its contribution to the time harmonic scattered pressure field is again derived from the
boundary condition on the surface of shell (r = a).
p(r, 0, z) = I r fi(r, 0; y) elyz/a dy,2nra _c
00 / (D.21)
(r, 0; y) = Z n(y)Hn' ) k2a2 -r 2) cos(nO),
n=0
where -= r/a. The surface radial displacements is:
00
w(z, 0) = Z Wn(z)cos(n0),
n=O
00
wV(y, 0) = Z Wf(y)cos(nO), (D.22)
n=O
Wn(y) = Wn(z) e-yz/a dz.
Given the Fourier transform of the boundary condition at r = a,
Of(r, 0;Y) 0
i_ = -(r Wn(y) cos(n0), at r = a, (D.23)
n=O
the Fourier transformed coefficient Pn is obtained:
n(y) = apw2Wny) . (D.24)
k2a2 _ 2H'n (k 2a2 - Y2)
By substituting the above coefficients into the original scattering pressure field, p(r, 0, z) becomes:
p 02ooo Wn(y)H0 () k2a2 _ 2 y2p(r, 0, z) = -i- 1 cos(nn)f eyza dy. (D.25)
27r n=0 
-o k2a2 
_ y2H'M k2a2 _y2
If the far-field is of interest, further simplifications can be done. With the change of variables
r = Rcos#, z = Rsin# (D.26)
and the asymptotic approximation of the Hankel function with large arguments
H()(x) ~ (-,)"er(x-/4) ;2, as x -> oo, (D.27)
nrx
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the far-field pressure field becomes :
p(R, #, 0) ~pw2 e-m14  a (_i)n cos(nO)2, 3Rcos~ n=O
N ,(y)exp [iRla ( k2a2 - y2 cos # +y sin# (D.28)
x n -;) ] dy.
(k2a2 _ Y2) 3/4 H'(1) k2a2 -
The integral in the bracket is approximated by the stationary phase integral. The phase of the
oscillating exponential term is :
q, = a(;k2a2__y2cos#+ysin# ,
-- = - cos#+sin#J, (D.29)
o~y a k2a2 - y 2
82tp R k2a2 cos#O
a (k2 a2 _ y2 )31/2
When y is equal to i= ka sin #, the first derivative of the phase vanishes. The phase and its second
derivative at y = i become:
82 P6i) _-R 1l(i) = kR, =1Tf -- . (D.30)
oy2  a kacos2 &
By substituting the above into the formulation of stationary phase, the bracket term is evaluated as
follows:
I 2  s n(ka sin#) et(kRi_, 4). (D.31)
k2aRcos# H'gl)(kacos#)
The far-field radiated pressure is:
pw 2 k 0 Wkasin#)
p(R, #, 0) ~ I (-H)cos(no) , as R -> oo. (D.32)7rikR cos- # , H'(1)(ka cos #
Since the axial variations of the radial displacements are exponential functions in the region 0 <
z < L, the generic expression for the Fourier transformed displacement W(y) becomes:
( -y(~z/a exp [i(70 -7) y-
WyO(y) = e 70 dz = a '(ro-r) , (D.33)
0 It(yo - y)
where yo = ±an, ±,, and ai . By substituting the coefficients of compressional and shear scattered
radial displacements AnhB,  n, CD and the forced radial displacement field Won into the far-field
radiated pressure, the pressure is obtained as:
Po pc(ka)2 era oo Encos(nO)Qn
X2 (Ka)(Ka) ikR n- H'D(Ka)H'4)(Ka)Zn(1,i
where Ki and K are the incident and receiver radial wavenumbers, respectively. The modal coeffi-
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cient Qn is the sum of the compressional, shear membrane, and forced scattering contributions:
Qn =Qnl + Qn2 + Qn3 + Qn4 + Qn5
An 1- exp[-iL(a,. -an)] B 1 -exp [-iL(ar -pn)]
sin(anL) an - ar sin(paL) #n - ar
(-Cn) 1-exp[-L(ar+an)] (-Dn) 1-exp[-iL(ar+pn)] (D.35)
sin(anL) an + ar sin(BnL) #n + ar
+21 -exp [-/(ar - ai)]
ai - ar
The above pressure is a part of the total scattered pressure field. The total scattered pressure field is
the sum of the scattering pressure by the infinite impedance boundary on the surface of the elastic
scatterer (Ps,) and the remaining term (Pr) which is necessary to satisfy the elastic boundary con-
ditions. Since the lengths of cylinders considered are finite, the corresponding scattered pressure
by a finite rigid shell is to be obtained. The incident field omitting the time dependency is:
Pi = Po exp (i)En " nlJ(Kix) cos(nO), (D.36)
an=0
where the following addition theorem of Bessel functions is used.
exp(izcosO) = n J,(z) cos(nO), (D.37)
n=o
which is derived from (9.1.41) and (9.1.42) of Reference [1]. Imposing the boundary condition
at x = a, the radiated displacement field from the infinite-impedance cylinder of infinite length
becomes:
1 OPi(a) PoKi naiz
Ws = -Wi = (02 -= -p $ Enl"J'n(Kia)exp ()cos(nO). (D.38)pw2 or pw2 n-O
Using the previous technique used for evaluating the far-field pressure field (i.e. stationary phase
approximation of the integral as R -+ oo), the scattered pressure produced by the rigid scatterer
becomes :
Po (ka)(Kia) e'kR x Encos(nO)J,(Ka)Qn5
27r Ka I kR _ H'(1(Ka)
Therefore, the total scattered field scattered by a finite cylindrical elastic shell Psc becomes:
Psc = Ps + Pr
iPokaekR Nm {EnCoS(nO) [J'(Kia)KiQn5 _ 2PcQn (D.40)
2xRn_0 H'(an Zn(fl, ajirKiaH1' (Kia)'
where the summation is limited to the highest membrane mode number Nmax.
In order to implement evanescent incident and scattered waves by the analytic continuation,
the angle 0 in the solution D.40 is defined by the incident wave vector ki, the scattered (receiver)
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wave vector kr, and the skew angle of the shell 6 ,k.
coso = kr, (D.41)
where T is the coordinate rotational matrix from the global coordinates to the local coordinates of
shell.
0 0 -1
T= -sinOk coss 0 . (D.42)
COS sk sin sk 0,
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Appendix E
Formulation of Spherical Elastic Shells
The homogeneous solution of the Helmholtz equation in a spherically symmetric geometry can be
found by utilizing Legendre transformation.
V2f(rO )+k 2f(r, 0)= 0, (E.1)
where k2 is a wavenumber. In a spherically symmetric configuration, the Laplace operator be-
comes:
V2= I ar2 2 + InIasinO . (E.2)r28r 8r rksin68 0
The Helmholtz equation can be separated in radius and angle coordinates by introducing the Leg-
endre transform pair:
F(r, n) = f(r, 0)Pn(cos0) sin0d0, (E.3)
fr= n+ Fr, n)Pn(cos 0), (E.4)
where Pn is the Legendre polynomial of the n th order.
By replacing f with the above expression in the Helmholtz equation, an ordinary differential
equation for F is obtained.
d2  2 d 1 r2]
d - - - 2 [n(n+1)-k2r] F(r, n) = 0. (E.5)
The solutions to the above differential equation are n th order spherical Bessel functions. A general
form of F(r, n) is :
F(r, n) = an jn(k r)+ bn yn(k r), (E.6)
where an and bn are constant. jn and yn are spherical Bessel functions of the first and second
kind. The above solution form can be used with careful choices of spherical Bessel function and
time dependency for a physical problem. In order to have a finite solution at the origin r = 0,
the coefficients b, should be zero. In order to have an out-going field in the far field r -> oo
(i.e. radiation condition), the asymptotic expression of the above solution can be used to find the
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relation between an and b,.
lim F(r,n) = -sinz-- - cos z-- . (E.7)
kr-*oo z 2 z 2
When bn = ± an, the above solution becomes a propagating field. Given a time dependency of
exp(-lot), an out-going propagation field can be generated by bn = tan only. With bn = tan, the
far field solution becomes :
lim F(r, n) i an e*-n = an lim hi"(k r). (E.8)
kr-oo Z kr-oo
The far field solution has the same asymptotic behavior as the spherical Hankel function of the first
kind. Therefore, it is necessary to use a different solution form considering these two conditions.
F(r, n) = an jn(k r)+ bn I")(kr), (E.9)
where h() is the n th order spherical Hankel function defined as:
nh-(z)= In(Z)+ lYn(Z). (E.10)
This choice of solution form guarantees theoretical independence of the solutions as well as nu-
merical independence [43].
When a physical problem involves compressional and shear components, the corresponding
homogeneous displacement potentials # and qf of compressional and shear waves are as fol-
lows [43]:
#O(r, n) = + [A (n) jn(h r) +Ah(n)h()(hr)] Pn(cos0), (E.11)
n=o
,= (n+ [Bi(n) jn(k r)+Bh(n)hl)(kr)] Pn(cos 0), (E.12)
n=o
where h = w/c, and k = w/cs are the wavenumbers of compressional and shear waves, respectively.
The above solutions represent wave components as a spherical harmonic sum of spherical
Bessel functions jn and hn). In order to have a finite solution at the origin and satisfy the radiation
condition, the coefficients Ah(n) and Bh(n) of the innermost spherical layer must vanish as well as
Ai(n) and Bi(n) of the outermost spherical layer.
Besides the above two conditions, a set of boundary conditions along each interface between
two adjacent layers is necessary to solve the system. The general boundary conditions are obtained
by enforcing continuity of displacements and tractions on the spherical interfaces. Therefore, the
expression for displacements and tractions are also necessary. The above displacement potentials
are related to displacement by the definition and the stress components can be obtained by Hooke's
law.
a# 1 3 . pf
ur - + -- sin0-(.3or r sin80 80' (E.13)
u -r (E.14)
r 80 r or 80'
o-rr =AV2#+2p DUr (E.15)
or
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o-ro= I 0+r ru (E. 16)
where the subscripts r and 0 correspond to the radial and tangential coordinates, respectively.
Since the displacement potentials are expressed in sums of spherical harmonics, the corresponding
displacements and tractions can be expressed in similar form. When the differential operators
in the above expression are applied to the homogeneous displacement potentials, the spherical
harmonic coefficients for the displacements and tractions are obtained as follows. While the radial
components Ur and o-rr are spherically symmetric, the tangential components uo and Uro are anti-
symmetric with respect to the tangential coordinate. The radial displacement is:
ur(r,0)= n n+ ur(r, n)Pn(cos 0), (E.17)
n=O
where the n th order coefficient Ur(r, n) is obtained as:
Ur(r, n) =hj'(hr)Aj(n) +hh'((hr)Ah(n)
n~+)jn(kr)Bj~) (n +1h()(k r) Bh4(.8
r r
The tangential displacement is :
uO(r,0)= -sinz 1 n+ 2 uo(r, n)P,'(cos 0), (E.19)
where the coefficient uo(r, n) is :
uo(r, n) =In(hr) Aj(n) + h(hr) Ah(n)
rj(kr) r hy)(kr) (E.20)
- k + j'(kr)] Bj(n) - +hh'()(kr) Bh(n)
r rn
The radial stress is:
o-rr(r,0) = z n + o-rr(r, n)Pn(cos 0), (E.21)
where the coefficient o-rr(r, n) becomes :
0-rr(r, n) = [-Nh 2 jn(h r) + 2p h2 j"(h r)] Aj(n) + [-X h2 hn)(h r) + 2p h2 h"(hr) Ah(n)
2n (n + 1)pk jn(kr) . r2
+ r Ikr -f(kr) B(n) (E.22)
+ 2n(n +1)pkh(kr) h')(kr) Bh(n)
+ r kr -hn(r
The tangential stress is :
0-rO(r,6)= -sinO n ( + o-ro(r, n)P'(cos 0), (E.23)
n=1 )
313
where
2 ph jnt(hr)] 2p h h,()(hr)__
'-.(, n) = j' (hr) - Aj(n)+ ih '(hr) - Ah___
r hr r hr
+ r[2-n(n+1)] kr -kr j"(k r) Bj(n) (E.24)
+k [2 - n(n +1)] h r-krh"" kr) Bh n)
When obtaining the above coefficients, the following equalities are utilized [1]. The second deriva-
tive of the Legendre polynomial with cos 0 argument becomes :
-I dsind Pn(cosO) = -n(n+1)Pn(cosO). (E.25)
sinOdO L dO I
The first and second order derivatives of the spherical Bessel functions jn and h() can be obtained
by the following recurrence relations.
n+1
f(z) = f-I(z) (Z), (E.26)
[(n+1)(n+2) If.2f
f"(Z) = 2 -fn(z)_- fn-1(z), (E.27)
where fn is jn or h().
For the target scattering problem in this thesis, only compressional plane waves and their
combinations are considered as incident fields. A compressional plane wave can be expressed as
a sum of spherical harmonics as follows :
=hr cos 2 (+ n jn(h r)Pn(cos0). (E.28)
n=o 2
The spherical shell considered in this thesis is surrounded by a fluid medium, loaded with
fluid inside, and it has an homogeneous elastic layer. Therefore, the solution forms satisfying the
radiation condition and including a particular solution are as follows.
In the surrounding medium:
#O+w = (n+ - [2,"jn(hr)+Aw(n)h()(hwr)] Pn(cosO). (E.29)
n=O
In the elastic wall:
00 / 1
s= n + ~[Aj(n) jn(hs r) + Ah(n) h()(hs r)] Pn(cos 0), (E.30)
n=o 2
#s= n + B(n)h()(ks r)] Pn(cos 0). (E.31)
Inside of the shell:
#f = Z(n+ j)Ai (n)jn(hfr)Pn(cos0). (E.32)
n=o
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Figure E- 1: The incident field and unknown displacement potentials of a spherical elastic shell.
With the above solution forms and the following six boundary conditions, the unknown potential
coefficients Al,(n), Aj (n), Af(n), Bs(n), B (n), and Aj(n) can be obtained.
Continuity of radial displacement at the outer radius r = a requires that:
hw j'(hw a) 2 I" 0 + hw h'"(hw a)AZ(n)
- h j(hs a)Aj(n) - hs h'2(hs a)Ah(n) (E.33)
+ n (n +1) j(k a)B (n)1+ n(n hl)(ks a)B (n) 0.
a a
Continuity of radial stress at the outer radius r = a leads to :
- Aw h2ijn(hw a) 2 " 0- hh(hw a)An)
- [-s h~ jn(hs a)+2ps hi j"(hs a)] Aj(n)
-[-Ash h (hs a) + 2ps h2 h" (hs a)] Ah(n)
2n(n+1)psk, jn(ksa) -j'sa)l B(n) (E.34)
a ks a jS
_2n(n+1)ps ks [hin)(ks a) -''k )B()=0
a Lks a n
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Zero tangential stress at the outer radius r = a means that:
2 js hs j'(hsa)- n(hsa) ] A (n)+ 2 sh' (h (h a) -hy(hsa) Ah(n)
a hsa j a nhs a
+ ps ks [2-n(n+ 1)]
a [I
+ ps ks [[2-n(n +1)]
a I
j(ksa) 
-ks a j"(ks a) B (n)
k a
hn)(ksa) 
-ksah"n"(ksa) Bh(n)=0.k a
Continuity of radial displacement at the inner radius r = b = a - t implies that:
h, j'(hs b)Aj(n)+hs h'('(hs b)A(n) - n(nb+1) jn(kb b)BI(n)- n (nb+1)h()(ks b)Bh(n)
-hf j' (hfb)Aj(n) = 0.
Continuity of radial stress at the inner radius r = b leads to:
[-As h2 jn(hs b) + 2p1s hs j"(hs b)] Ai (n) + [-As h2 hl)(hs b) + 2 ps h2 h"in)(hs b)] Ah(n)
(E.35)
(E.36)
2n(n+1)psks [ jn(ksb)
b I ksb
- j'(kb)] Bj(n)
I S
+ 2n(n+ 1)ps ks
b
h 
_(ks b) ( b (n)
ksb j
+Xf hfjln(hf b)A (n) =0.
Zero tangential stress at the inner radius r = b means that:
2 s hs [j(hsb) jn(hs-b) Aj(n) 2ps h'h' (hsb) h)hsb)] A(n)
usk~
+ b[2 - n(n+ 1)]
+k -+7 [ b [2- nn!2+1]
jn(kb) -ks b j"(ks b) B (n)
hk b ksbh"](ksb) B(n)=0.
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(E.37)
(E.38)
Appendix F
Manual for SCATT Package
F.1 Introduction
The SCATT package has been developed to investigate rough interface scattering and target scat-
tering in ocean waveguides. With a given scatterer and waveguide configuration, it computes the
corresponding scattered field in space and time. Since the SCA7T package utilizes several compu-
tational modules from 2-D and 3-D OASES [44], it is a must to know 2-D and 3-D OASES prior
to using the SCA 7T. OASES Ver2.1 User Guide and Reference Manual [44] should be referred to
especially for using 2-D oast and the pulse post-processor pp.
The theoretical idea of SCATT is based on representing a scatterer as a 'virtual source'. The
term 'virtual source' is used to differentiate itself from the 'physical' or 'real' source in the
medium. A virtual source exists when a physical source insonifies a scatterer. It mathematically
represents a scatterer as source term.
The package consists of six major modules. Table F.1 shows major modules and their pro-
grams. This manual describes the installation of these programs and how to use them along with
several examples.
F.2 Installation
F.2.1 Computing Environment
Since the SCATT package has been developed on Digital UNIX and Linux platforms and it utilizes
external X1I applications for post-processing, it has a better chance to run on UNIX platforms.
The source codes are mostly written in standard FORTRAN 77 syntax with several widely used
(or popular) UNIX extensions. Part of the source codes are written in ANSI C. Therefore, an ideal
computing environment is UNIX with an X11 interface, native FORTRAN 77 and C compilers.
A FORTRAN to C converter can be used if a native FORTRAN 77 compiler is not available.
However, this method has not been tested and it is not recommended.
F.2.2 Building Package
From the file scatt.targz, the source code tree can be built using tar and gzip commands.
gzip -d -c scatt.tar.gz | tar xvf -
This process will create the directory scatt and its subdirectories. Figure F-I shows the file tree of
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MODULE / Program inputs outputs
INCIDENT FIELD
oast <incidence>.dat <incidence>.sck
ROUGH INTERFACE
mp2 standard Input (unit5) or <patch>.In <patch>.dat, <patch>.mtv
sp2 <patch>.dat <patch>.mtv
sfmask <patch>.dat w/ command line parameters <patch>.dat
fvdct <Incidence>.sck <incidence>.dct
fvpcvs <patch>.dat, <incidence>.sck <patch>_<lncidence>.cvs
SPHERE TARGET
sphcvses <incidence>.sck <incidence>.cvs
with command line parameters
CYLINDRICAL SHELL TARGET
wkaxsam <Incidence>.sck w/ standard Input (unit5) <incidence>.Inc
or <incidence>.sck, <cylinder>.geo
cmfinder standard input (unit5) or <shell>.par <mode>.mod
cylcvs <mode>.mod, <incidence>.Inc <mode>.mod_<incidence>.cvs
with command line parameters
3D SCATTERED FIELD
oast3 <field>.dat, <source>.cvs <field>.trf, <field>.cdr, <filed>.bdr
<field>.pip, <field>.plt
avpatch <incidence>.dat, <patch>.In, <pro>.dat <pro>_av.cdr, <pro>_av.bdr
with command line parameters <pro>_av.pip, <pro> av.pit
tspatch <incidence>.dat, <patch>.dat, <pro>.dat <pro>_pa.trf
with command line parameters
tssphere <lncidence>.dat, <pro.dat> <pro>_sp.trf
with command line parameters
tsshell <lncidence>.dat, <cyllnder>.geo, <pro>_sh.trf
<shell>.par, <pro>.dat
with command line parameters
POST PROCESSOR
tsbf OASES' pp generated trace flies <trace>.ts.mtv, <trace>.sp.mtv,
( depth, range, azimuth stacks ) <trace>.bf.mtv
Table F. 1: Major modules and programs of the SCATT package. The second column is for input
files and arguments. The third column is for output files from each program.
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,toms66
http://www.netlib.org/toms/626
- -- - - Itoms6441
http://www.netlib.org/toms/644
jlib
bihar :
http://www.netlib.org/bihar
Figure F-1: File tree of the SCATT package. Except Numerical Recipes FORTRAN, original
source codes of other libraries can be download from the corresponding URLs.
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CPU Type Operating System FORTRAN 77 Compiler C compiler $HOSTTYPE
Alpha Digital UNIX Digital FORTRAN Digital C alpha
Intel x86 Linux GNU FORTRAN 77 GNU C 1386-linux
Sparc SunOS SUN FORTRAN 77 SUN C sun4
Mips IRIX MIPS FORTRAN 77 MIPS C iris4d
Table F.2: Supported platforms and compilers. Values of $HOSTTYPE$ variables are shown in the
last column.
the SCATT package.
If the installation is performed on platforms other than Digital UNIX or Linux Intel PC, the
makefile in every sub directory should be modified in order to take advantage of local compilers.
Each makefile contains machine dependent compiler and linker options. These options are selected
by reading an environmental variable $HOSTTYPE. The local configuration can be added as a target
named $HOSTTYPE in the makefile. Examples of Alpha (Digital UNIX), Intel PC (Linux), SGI
(IRIX), and SUN (SunOS) with their native compilers are included in each makefile. Table F.2
shows the list of supported platforms and their generic compilers.
F.2.3 Requirements of External Programs
Since the SCATT package utilizes Numerical Recipes FORTRAN version 2 [39], the license
should be acquired and the library should be installed properly prior to the installation of SCATT.
jlib, one of required libraries, has been developed together with SCA 7T and it is distributed with
the source code. Other necessary libraries are included along with source codes and they are freely
available through the Internet. In Figure F-1, the free libraries are boxed with a dashed line. In
order to run the SCA7T package, OASES should be installed and all of its executable files should
be accessible. The export version of OASES is available in f tp: //keel. mit. edu/pub/oases
. As mentioned in Reference [44], PLOTMTV also has to be installed for graphic outputs. The
source code and patch file are available in f tp: //keel.mit . edu/pub/Plotmtv. In addition to
the above programs, the SCATT package requires several UNIX utilities such as gzip, sed, bc, perl,
and grep. If the animation output of the time series in FLI is desired, netpbm utility, ghostscript,
and ppm2fli should be installed.
F.3 Incident Field
F.3.1 oast
oast is a part of 2-D OASES. It computes potential values for the incident field. Option 'E' should
be activated to generate an .sck file. The output .sck file contains amplitudes of up and down plane
waves in layers adjacent to a scatterer. Option 'E' in the input file will read one extra line of input.
Otherwise, the input file structure is identical to an ordinary oast input file.
Usage: oast <input>
The source code of oast has the following line to read an additional line when option 'E' is
enabled.
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READ (1, *) PCENTER, INPATCH,NFFTX,NFFT_Y, SPLENX, SPLENY
" PCENTER: Horizontal range from the source to the center of scatterer in km.
" INPATCH: Interface number where a scatterer is located.
1. The depth of the rough interface corresponds to the INPATCH+1 th interface depth.
2. For target scattering, the target is located at the middle depth between the INPATCH
th and INPATCH+1 th interfaces.
" NFFTX Number of patch grids in x direction. Meaningless for target.
" NFFTY : Number of patch grids in y direction. Meaningless for target.
" SPLEN_X:
1. For rough interface, it is the length of the patch in the x direction in meters.
2. For a spherical target, the target radius is half of SPLEN..X in meters.
3. For a cylindrical shell, it is meaningless.
" SPLENY : Length of patch in y direction in meter. Meaningless for target.
Remark 1: When the number of wavenumber samples is equal to 1 and cmin = cmax, wavenumber
integration is not performed. oast will produce the case of single plane wave incidence. The
grazing angle is equal to 6; = cos-1(cp/cmin) where c, is the medium compressional wave speed
and cmin is minimum phase speed.
Remark 2: Other functionalities are exactly the same as oast run without option 'E'.
F.4 Rough Interface
F.4.1 mp2
mp2 synthesizes random roughness on the rectangular patches. Given the roughness parameters,
roughness is randomly realized. The output is a .dat file.
Usage: mp2 [options]
Options:
-detail
-e <N>
-f <prefix>
-h
-ispect
-p
-s
: generates plots for each process.
: generates N ensembles.
set the prefix of output files. Otherwise, the prefix
is determined by power spectrum type and time stamp.
show usage or howto.
generate input power spectrum plots in plotmtv contour
format.
generates plot outputs in plotmtv contour format.
computes roughness slopes (derivatives)
in x and y directions.
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Remark 1: mp2 asks for the parameters of the roughness power spectrum and window type. Redi-
rection of input can be used for batch jobs such as avpatch.
The input parameters for mp2 are:
" nx : number of grid points in the x direction.
* ny : number of grid points in the y direction.
* sx : length of the patch in x direction in meters.
" sy : length of the patch in y direction in meters.
" c1: major correlation length in meters.
" c2: minor correlation length in meters.
" sk : angle of anisotropy in degrees.
" rm: RMS roughness height in meters.
Remark 2: The parameters nx and ny should be powers of two. If not, they will be changed to the
next smallest powers of two. If nx is negative, both nx and ny will be the absolute value of input
nx. When ci is negative, ci and c2 will be absolute value of input ci. Angle of anisotropy sk is
measured in the counter-clockwise direction. sk is not required when c1 = c2 (i.e. isotropic case).
The type of power spectrum to use is specified after the general roughness parameters. Some
of the power spectra require additional input parameters.
" Goff-Jordan : 2-D Goff-Jordan power spectrum. fd (fractal dimension of Goff-Jordan
power spectrum) is required (2 s fd < 3).
" Gaussian: 2-D Gaussian power spectrum.
" Ripple (GJ) : Ripple structure modeled using a Goff-Jordan power spectrum with fd = 2.5.
" Ripple (GS) :Ripple structure modeled using a Gaussian power spectrum.
" Ripple (GS) + Isotropic Goff-Jordan : Ripple structure modeled using a Gaussian power
spectrum with background roughness from an isotropic Goff-Jordan power spectrum. The
RMS height (rb) and correlation length (cb) of the background roughness are additionally
required. The fractal dimension of the background roughness is fixed at 2.5. The RMS
height of the background roughness should be less than the total RMS roughness height
(rm). Foreground RMS height will be rm - rb.
" Ripple (GS) + Isotropic Gaussian: Ripple structure modeled using a Gaussian power spec-
trum with background roughness from an isotropic Gaussian power spectrum. The RMS
height (rb) and correlation length (cb) of the background roughness are also required.
Remark 3: For ripple structures, the roles of major and minor correlation lengths are different from
the other power spectra. The inverse of the major correlation length ci determines the spreading
width of ripples in the wavenumber domain while the inverse of the minor correlation length c2
sets the separation between the two peaks (maxima) of the power spectrum in the wavenumber
domain.
Remark 4: RMS height of background roughness should be less than total RMS roughness height
(rm). The foreground RMS height will be rm - rb.
mp2 has two window models. If the roughness output is to be windowed externally such as by
sfmask, one must chose the 'rectangular' window option.
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* Hanning : 2-D Hanning window is applied.
e Rectangular: No window function is applied.
F.4.2 sp2
sp2 generates a plot of the roughness spectrum from the output of mp2. The plot format is plotmtv's
2-D contour.
Usage: sp2 <input patch file>
F.4.3 sfmask
sfmask masks the roughness patch file from mp2 with a 2-D Hanning window of the size of the
sonar footprint. It truncates the patch data if necessary. The input patch roughness file should be
generated with the rectangular window option in mp2.
Usage: sfmask -i <Iangle> -v <Vangle> -h <Hangle>
-d <distance> <input patch> [output patch]
Arguments:
-i <Iangle> : incident grazing angle in degrees.
-v <Vangle> : vertical angular beam width in degrees.
-h <Hangle> : horizontal angular beam width in degrees.
-d <distance> : vertical separation between source and patch in m.
Remark: If the input roughness patch is too small to cover the sonar footprint, sfnask will not
produce the output.
Shape of sonar footprint is assumed to be rectangular and the area of the sonar footprint is
determined by the above 4 parameters with a 25% margin. When the calculated sonar footprint is
small enough, the output roughness patch can have fewer grid points.
F.4.4 fvdct
fvdct computes the potential discontinuity field on the grids of the roughness patch. The input is
an .sck file generated by oast and the output suffix is .dct .
Usage: fvdct <sck file> [dct file] [-a <adjust parameter file>]
Remark: The format of the parameter file is same as the last line of the oast input file. The
following is the file structure.
PCENTER, INPATCH, NFFTX, NFFTY, SPLENX, SPLEN_Y
Each variable in the above line has the same definition as in the oast input file. This file is espe-
cially useful because the patch parameters can be changed without re-running oast.
The potential values in the wavenumber domain are integrated on the grid points to compute
the potential discontinuity in the spatial domain. In the case of single plane wave incidence, no
integration is performed.
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F.4.5 fvcvs
fvpcvs convolves the patch roughness (.dat file) with the potential discontinuity field (.dct file) and
generates a 'cylindrical virtual source' for 3-D OASES.
Usage: fvpcvs <patch dat> <dct>
The output file name is <prefix of 1st argument>_<prefix of 2nd argument>.cvs.
The maximum wavenumber sampling and the azimuthal Fourier order are internally determined.
F.5 Spherical Target
F.5.1 sphcvses
sphcvs-es computes virtual source terms due to spherical targets. The output is a cvs file and it
will serve as input to 3-D oast.
Usage: sphcvs_es [options] <sck> <SMAX> <NS>
Arguments:
sck : output of oast with Option 'E'
SMAX : reference radius for sampling
NS : number of wavenumber samples
Options:
-rigid : rigid sphere
-soft : pressure-release sphere
-void : elastic spherical shell with void inside
-fluid : elastic spherical shell with fluid inside
-plot : plots scattering beampatterns in plotmtv format
Remark: With the option '-void' or '-fluid', additional parameters are necessary.
For a void spherical shell, the thickness, density, compressional wave speed, and shear wave
speed of the shell are required. The dialogue for a void spherical shell is:
>> void elastic shell
thickness (M) =
Rho of shell (kg/m^3) =
Cp of shell (m/sec) =
Cs of shell (m/sec) =
For a fluid-loaded spherical shell, the density and compressional wave speed of the fluid are
also required.
>> fluid loaded elastic shell case
thickness (M) =
Rho of shell (kg/m^3) =
Cp of shell (m/sec) =
Cs of shell (m/sec) =
Rho of fluid (kg/m^3) =
Cp of fluid (m/sec) =
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F.6 Cylindrical Target
F.6.1 wkaxsam
wkaxsam converts values of the incident potential from oast (.sck file) to a local incident field. The
local incident field is expressed as a function of the shell's axial wavenumber and the suffix of the
output file is .inc .
Usage: wkaxsam
The input dialogue of wkaxsam is:
sck file name
inc file name
length of shell (m)
radius of shell (m)
range of shell center (m)
skew angle w.r.t shell center (deg)
dynamic range of output (dB)
Remark: inc file is the output file name. If not specified, it uses the same prefix as .sck file
name. Skew angle of shell is defined positive in counter clock wise sense and its valid range is
between -90' and +90. Dynamic range of output is the dB level where output inc file is truncated.
When it is zero, no truncation is done.
F.6.2 cmfinder
cmfinder finds finite cylindrical shell's modal values and produces .mod file.
Usage: cmfinder
Input dialogue of cmfinder is:
frequency (Hz)
density of shell (kg/m^3)
Cp of shell (m/sec)
Poison ration of shell (.)
length of shell (m):
radius of shell (m):
thickness of shell (m):
density of fluid (kg/m^3)
Cp of fluid (m/sec)
Output file name (.mod)
Remark: Fluid in the above dialogue refers the external medium surrounding cylindrical shell.
F.6.3 cylcvs
cylcvs combines local incident field (.inc file) and shell's modal values (.mod file) to compute
effective target beampatterns in a waveguide. cvs file is generated as an output.
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Usage: cylcvs [-plot] <mod> <inc> <SMAX> <NS>
Arguments:
mod : mode file from cmfinder
inc : local incident field file from wkaxsam
SMAX : reference radius for sampling
NS : number of wavenumber samples
Options:
-plot : plots scattering beampatterns in plotmtv format
Remark: Consistency of shell's input parameters will be checked by examining .inc and .mod files.
F.7 3-D Scattered Field
F.7.1 oast3
oast3 is the transmission loss module of 3-D OASES. It has been modified to compute a scattered
field from an external .cvs file. The field computation is performed in the spatial domain at a fixed
frequency. A time domain solution can be achieved using Fourier synthesis. Fourier synthesis is
implemented by several batch scripts and utilities. The output files are trf, bdr, cdr, plp, and plt
files which can be further processed by OASES' plotting module and pulse post-processor.
Usage: oast3 <field> <cvs>
Arguments:
<field> : prefix
<cvs> : prefix
of input .dat file for 3-D oast
of cvs format file.
Structure of input file <f ield> for oast3 is :
<TITLE>
<OPTIONS>
<FRC> [<COFF>] [<DFRC>]
<NL>
<D 1> <CC 1> <CS 1>
<D 2> <CC 2> <CS 2>
<AC 1> <AS 1> <RO 1>
<AC 2> <AS 2> <RO 2>
<D NL> <CC NL> <CS NL> <AC NL> <AS NL> <RO NL>
<ST> <FO>
<SD>
<RD1> <RD2> <NRD>
<CMIN> <CMAX>
<NW> <IC1> <IC2> <IF>
<R1> <DR> <NR>
Remark: The seventh column of the layer information is meaningless for oast3. In other OASES'
modules, it represents the RMS interface roughness height.
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Each variable shown in the above is described in Table F.3. The details regarding input pa-
rameters and options can be found in OASP: 2-D WIDEBAND TRANSFER FUNCTIONS section
of OASES manual [44].
F.7.2 avpatch
avpatch is a UNIX shell script to computes the average scattered field due to roughness patches.
The roughness patches are generated from the input parameter file. An average is performed in
ensemble sense. The outputs are averaged transmission loss, angular spectrum, and wavenumber
spectrum in OASES' bdr, cdr, plp, and pit format.
Usage: avpatch <INC> <PAT> <DAT> <NUM>
Arguments:
<INC> : incident input file for oast
<PAT> : patch input file for mp2
<DAT> : input file for oast3
<NUM> : number of ensemble
Required programs:
oast, oast2, mp2, fvdct, fvpcvs, oast3, oast3d,
trfbdr, cbt. splitbdr, avbdr, avplt
Remark 1: The input file for oast3 should include option 'C' and 'd' for the avpatch run because
those options produce angular/wavenumber spectra and scattering coefficients.
Remark 2: The second argument <PAT> has the same sequence of input parameters as mp2 and its
file suffix should be .in. In the batch script, this input file is fed to the standard input unit of mp2
as follows :
mp2 -f ${PAT} < ${PAT}.in
Remark 3: avpatch will check required executable files and input files prior to actual computation.
Without proper set up, the script will not run.
F.7.3 tspatch
tspatch is a UNIX shell script to perform wideband simulation of scattering from roughness
patches. The output files are a series of single frequency trf files. When option '-c' is selected, the
individual trf files are combined by trfconc at the end of the batch to produce a wideband trf file.
Usage: tspatch [-c] [-1 <nl>] [-u <nu>]
<FC> <T> <NF> <INC> <PAT> <PR01> [PRO2] ...
Arguments:
<FC> : Center frequency (Hz)
<T> : Time window (sec)
<NF> : Number of frequencies
<INC> : Master incident input for oast
<PAT> : Roughness patch file
<PR01> : First propagation input for oast3
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TITLE title of run
N * normal stress
r * roughness or target source (i.e. cvs input)
d scattering coefficients
OPTIONS C contours of integrand and angular spectra
0 complex frequency integration
f full Bessel integration scheme
FRC source frequency (Hz)
COFF integration contour offset (dB/A)
DFRC frequency increment for wideband (Hz)
NL number of layers including half spaces
D depth of layer (m)
CC compressional wave speed (m/s)
CS shear wave speed (m/s)
AC compressional wave attenuation (dB/A)
AS shear wave attenuation (dB/A)
RO density (g/cm3)
ST source type : ST=100 * for cvs file
FO maximum azimuthal Fourier order
SD source depth (m) : trivia for cvs input
RD1 first receiver depth (m)
RD2 last receiver depth (m)
NRD number of receiver depths
CMIN minimum phase velocity for wavenumber integration (m/s)
CMAX maximum phase velocity for wavenumber integration (m/s)
NW number of wavenumber samples
IC1 first sampling point
IC2 last sampling point
IF frequency sample increment for kernels : trivia for cvs input
RI first range sample (km)
DR increment of range sample (m)
NR number of range samples
Table F.3: Input file structure for oast3. The superscript * indicates necessary options and param-
eters for the scattered field computation.
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[PRO2] : Second propagation input for oast3 (optional)
Options:
[-c]
[-1 <nl>]
[-u <nu>]
: Concatenate trf files
: Lower frequency sampling number
: Upper frequency sampling number
Required programs:
oast, oast2, fvdct, fvpcvs, oast3, oast3d, trfconc
Band width <BW>, pulse duration <DT>, and frequency increment <DF> are related to the above
parameters as follows :
<BW>=1/<DT>=(<NF>-1)/<T>
<DF>=1/<T>
Remark 1: The input file for oast3 (<PRo1>, [PRO2 ... ) should replace FRC with <ts f req> and
DFRC with <df req>, respectively.
Remark 2: The number of input files for oast3 can be greater than one. If there are extra arguments
after the first input file <PR01>, those arguments will be used as oast3's input files with the same
cvs file.
Remark 3: Batch jobs can be run on multiple platforms by splitting the range of frequency sam-
pling with options '-1' and '-u'.
Remark 4: Required external programs and input files will be checked prior to actual computation.
F.7.4 tssphere
tssphere is a UNIX shell script to compute the wideband transfer function (.trf file) for spherical
target scattering. Concatenation of a single frequency trf file is performed in the same fashion as
tspatch.
Usage: tssphere [-c] [-1 <nl>] [-u <nu>]
<[-r] [-s] [-v <vinput>] [-f <finput>]
<FC> <T> <NF> <INC> <SMAX> <NS> <PR01> [PRO2] ...
Arguments:
<FC> : Center frequency (Hz)
<T> : Time window (sec)
<NF> : Number of frequencies
<INC> : Master incident input for oast
<SMAX> : Maximum sampling range
<NS> : Number of range samples
<PR01> : First propagation input for oast3
[PRO2] : Second propagation input for oast3 (optional)
Options:
[-c] : Concatenate trf files
[-l <nl>] : Lower frequency sampling number
[-u <nu>] : Upper frequency sampling number
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-r : Rigid sphere
-s : Pressure-release sphere
-v <vinput> : Void spherical shell
<vinput> = input parameter file
-f <finput> : Fluid loaded spherical shell
<finput> = input parameter file
Required programs:
oast, oast2, sphcvs-es, oast3, oast3d, trfconc
For void or fluid loaded spherical shells, extra input parameter files are required. This input
file will be fed into a standard input unit (unit 5) of sphcvs.es.
Remark 1: <vinput> has the following file structure.
<thickness of spherical shell in m> line 1
<density of shell in kg per cubic meter> line 2
<compressional wave speed of shell in m/s> line 3
<shear wave speed of shell in m/s> line 4
Remark 2: <f input> has the following file structure.
<thickness of spherical shell in m> line 1
<density of shell in kg per cubic meter> line 2
<compressional wave speed of shell in m/s> line 3
<shear wave speed of shell in m/s> line 4
<density of fluid inside in kg per cubic meter> line 5
<compressional wave speed of fluid inside in m/s> line 6
Remark 3: The structure of the input file for oast3 is identical to that of tspatch. Frequency
sampling parameters are same as those of tspatch.
Remark 4: Options '-c','-l', and '-u' have the same definitions as in tspatch.
F.7.5 tsshell
tsshell is a UNIX shell script to compute the wideband transfer function (.trf file) for finite cylin-
drical elastic shell scattering. Structures of input arguments are similar to those of tssphere.
Usage: tsshell [-c] [-1 <nl>] [-u <nu>]
<FC> <T> <NF> <INC> <GEO> <PAR> <SMAX> <NS> <PROl> [PRO2] ...
Arguments:
<FC> : Center frequency (Hz)
<T> : Time window (sec)
<NF> : Number of frequencies
<INC> : Master incident input for oast
<GEO> : Shell geometry input for wkaxsam
<PAR> : Shell parameter input for cmfinder
<SMAX> : Maximum sampling range for cylcvs
<NS> : Number of range samples for cylcvs
<PROl> : First propagation input for oast3
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[PRO2] : Second propagation input for oast3 (optional)
Options:
[-c]
[-1 <nl>]
[-u <nu>]
: Concatenate trf files
: Lower frequency sampling number
Upper frequency sampling number
Required programs:
oast, oast2, wkaxsam, cmfinder, cylcvs, oast3, oast3d, trfconc
Remark 1: <GEO> has suffix .geo and it will be fed to wkaxsam. The structure of <GEO>. geo is:
<ifield>
<ifield>
<length of shell in meters>
<radius of shell in meters>
<horizontal distance of shell center from source>
<skew angle of shell in degrees>
<dynamic range of output in dB scale>
shouldn't be changed.
shouldn't be changed.
Remark 2: <PAR> has suffix .par and it will fed to cmfinder. The structure of <PAR>.par is :
<tsfreq> shouldn't be changed.
<density of shell in kg per cubic meter>
<compressional wave speed of shell in m/s>
<Poison ratio of shell>
<length of shell in meter>
<radius of shell in meter>
<thickness of shell in meter>
<density of surrounding fluid in kg per cubic meter>
<compressional wave speed of fluid in m/s>
<mode> ! shouldn't be changed.
Remark 3: The structure of the input file for oast3 is identical to that of tspatch. Frequency
sampling parameters are the same as those of tspatch.
Remark 4: Options '-c','-l', and '-u' have the same definitions as in tspatch.
F.8 Post-Processor
F.8.1 tsbf
tsbf is a time series array beam-former. It performs simple array processing based on trace files
from range, depth, and azimuth stack trace files from OASES' pp (pulse post-processor). It gener-
ates stack plots, spectrograms, and beam-formed outputs of the time series. tsbf is a menu-driven
program and its graphical output is handled by plotmtv.
Usage: tsbf [trace file]
Arguments:
[trace file] : one of range, depth, and azimuth stack
trace files from OASES' pp.
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The main menu dialogue is:
>> TSBF Main Menu <<
1. Trace file name
2. Tmin (sec) : 0. / index= 0
3. Tmax (sec) : 0. / index= 0
4. Time Series
5. Spectrogram
6. Beamforming
7. Plot
8. END
SELECT
The time window can be set to reduce the amount of input data or select a specific time frame.
Once a trace file is loaded, other options can be selected. Option 6 will shows the list of plot files
generated from options 4, 5, and 6. When it is chosen, it will call plotmtv to plot all the results.
When option 4 is chosen in the main menu, a time series menu will appear as follows :
>> Time Series Menu <<
1. Tmin
2. Tmax
3. Absolute Scale
4. Plot file (MTV)
5. Plot title
6. Generate plot
7. RETURN
0. / index= 0
0. / index= 0
-999.00
SELECT
The scale of the stack plot can be specified using option 3. Otherwise, it uses the peak value of
the time series as a scaling factor for plotting. The plot file name and title can be changed using
option 4 and 5, respectively. When X1I GUI is available, option 6 calls plotmtv to plot stacked
time series.
The following is the spectrogram menu.
>> Spectrogram Menu <<
1. Tmin
2. Tmax
3. Channel number
4. FFT size (NFFT)
5. Window size (NW)
6. Overlap size (NOL)
7. Plot file (MTV)
8. Plot title
9. Generate plot
10. RETURN
0. / index= 0
0. / index= 0
: 1
1024
128
127
SELECT
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The spectrogram shows the temporal energy distribution in the time and frequency domains. The
time resolution is controlled by changing the temporal window size (NW) while frequency resolu-
tion is changed using the FFT size (NFFT). NOL is the number of overlapped time bins between
two adjacent temporal windows. The definition of the spectrogram is same as for MATLAB Sig-
nal Processing Toolbox's specgram. The receiver channel can be selected using option 3. The
maximum amplitude will be indicated on the contour plot as a cross mark.
The following is the beamforming menu.
>> Beamf orming Menu <<
1. Tmin
2. Tmax
3. Minimum Beam Angle
4. Maximum Beam Angle
5. Number of Beams
6. Phase speed
7. Plot file (MTV)
8. Plot title
9. Generate plot
10. RETURN
(deg)
(deg)
0. / index=
0. / index=
-90.00000
90.00000
181
(m/s) 1500.000
SELECT
The angular resolution can be increased by increasing the number of beams. A positive angle
points to the first element of the array while a negative angle points to the last. The maximum
amplitude will be marked on the contour plot.
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