Abstract-The paper characterizes the invariant filtering measures resulting from Kalman filtering with intermittent observations in which the observation arrival is modeled as a Bernoulli process with packet arrival probability . Our prior work showed that, for 0, the sequence of random conditional error covariance matrices converges weakly to a unique invariant distribution . This paper shows that, as approaches one, the family 0 satisfies a moderate deviations principle with good rate function ( ): 1) as 1, the family converges weakly to the Dirac measure concentrated on the fixed point of the associated discrete time Riccati operator; 2) the probability of a rare event (an event bounded away from ) under decays to zero as a power law of (1 ) as 1; and, 3) the best power law decay exponent is obtained by solving a deterministic variational problem involving the rate function ( ). For specific scenarios, the paper develops computationally tractable methods that lead to efficient estimates of rare event probabilities under .
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I. INTRODUCTION
Background and Motivation:
M OTIVATED by problems in networked sensing and control, Kalman filtering with non-classical information patterns has received renewed attention. Networked control systems suffer from unpredictable communication, leading to inherent complications in estimation and control. Reference [1] introduced a non-trivial networked control system, Kalman filtering with intermittent observations, in which the sensor observation packets transmitted through an imperfect communication medium are received at the estimator as a Bernoulli process with packet arrival probability . In [2] , we established a dichotomy for the resulting filtering error process by showing, in particular, that stochastic boundedness of the sequence of conditional error covariance matrices [generated by an associated random Riccati equation (RRE)] is necessary and sufficient for its ergodicity. In other words, [2] shows that there exists a critical value, , such that, if the observation packet arrival probability , the sequence of random conditional error covariance matrices converges weakly (in distribution) to a unique invariant distribution ; otherwise the error process diverges pathwise. We note here that stochastic boundedness is a much weaker condition than moment stability, and, as shown in [2] , convergence to a unique attracting invariant distribution is possible under a packet arrival probability for which stability in mean does not hold. Moreover, it was shown that for observable and controllable systems , and, hence, exists and is unique for every for such systems. 1 Further, [2] provides a sample-path analysis of the RRE, in contrast to moment stability analysis, as is done conventionally in the literature (e.g., [3] - [11] , see also [2] for a detailed review of the literature.) Finally, apart from its relevance to the area of networked control systems, our study is intimately connected to the design and analysis of robust and risk-sensitive linear filtering approaches (e.g., [12] , [13] , and [14] , in the context of missing measurement data,) and more generally to pathwise stability results in robust filtering (e.g., [15] - [17] ).
This paper characterizes the invariant measures in the nonclassical information case, the counterpart of the fixed point of the Riccati equation in the classical case. For observable and controllable systems, we establish as : 1) Moderate deviation principle (MDP). For , let be the unique attracting measure of the ergodic conditional error covariance process (Theorem 9 in [2] ). We show that, as , satisfies an MDP with good rate function and converges weakly to the Dirac measure , where is the unique fixed point of the associated deterministic Riccati equation. 2) Probability of rare events. The probability of a rare event (bounded away from ) decays as a power law of . 3) Best decay: Variational problem. We show that the best MDP decay rate of the probability of a rare event satisfies 4) Estimating probability of rare events. This reduces to solving deterministic variational problems that characterize their decay rate and give insight into how they occur. As shown by examples, these variational problems may be solved much more efficiently than numerically estimating the invariant distributions when , since the rare events become increasingly difficult to observe. Our techniques go beyond Kalman filtering with intermittent observations. There is a key difference in our MDP arguments and conventional methods on the moderate (or large) deviations for stationary measures of Markov processes. Typically these methods assume that the underlying Markov process is positive recurrent and moderate deviations of stationary measures then follow from that of finite dimensional distributions (e.g., [18] , [19] ). However, the Markov processes governing the RRE are not, in general, positive recurrent, as is the case for a large class of iterated function systems ( [20] ). Our analysis studies the probability measures induced on the space of random function compositions (strings) and develops their topological properties. Several intermediate results are of independent interest and are applicable to the analysis of more complex networked control systems (e.g., [21] ) and hybrid or switched systems.
We summarize the paper. The next paragraph presents notation and preliminaries. Section II sets up the problem and reviews briefly prior work. Key approximation results are in Section III, whereas the main results are stated and discussed in Section IV. The MDP for finite dimensional distributions of the RRE sequence is in Section V, whereas Sections VI and VII carry out the steps to obtain the main results on MDP for stationary distributions. Section VIII presents efficient ways to solve the variational problems involving the rate function. Numerical studies justifying theoretical results for a scalar system are presented in Section IX. Section X concludes the paper.
Notation and Preliminaries: Denote by: , the reals; , the non-negative reals;
, the -dimensional Euclidean space; , the identity matrix of appropriate dimension; , the integers;
, the non-negative integers; , the natural numbers; and , a generic space. (2) and (3), is equivalent to (4) The above MDP notion is similar to that of the large deviations principle (LDP). In fact, if the scale function is polynomial in , is said to satisfy an LDP (e.g., [18] , [23] ).
Definition 1.2 (Rare Event):
A set is said to be a rare event with respect to the family , if . To see the implications of an MDP on the probabilities of a rare event, assume that is an -continuity set, i.e.,
. Then the limit in (4) exists and we have
where denotes a functional of that decays to zero as . We will use the following as a short form of (5): (6) If is a rare event, by the lower bound in (5), , ensuring that the probabilities decay to zero. In turn, by the upper bound in (5), as long as an MDP holds in the sense of Definition 1.1, the probability of a rare event not only goes to zero, but does so exponentially at scale , with being the best exponent (or rate) of decay. 
II. PROBLEM FORMULATION
These operators are defined on . We then have for all
Unlike the classical case, for each , is now random in . We let be its distribution, and and the probability and expectation, respectively, with the superscripts , emphasizing their dependence on the packet arrival probability and the initial condition. The next result, [2] , characterizes the RRE convergence. 
A. Lyapunov and Riccati Operators: Preliminary Results
The RRE sequence is an iterated function system (e.g., [20] ) comprising random compositions of Lyapunov and Riccati operators. To understand such random compositions, both their numerical value and their pattern are relevant. We start with three definitions:
Definition 3.1 (String): A string with initial state and length is a -tuple of the form where and correspond to the Lyapunov and Riccati updates in (7) and (8) . The length of a string is denoted by . The set of all possible strings is denoted by . Remark 3.1: A string can be of length 0, then it is represented as a 1-tuple, consisting only of the initial condition.
We introduce notation. Let and for , , such that, for all , , . Let be a string of length For brevity, we will write as e.g, the string is .
Definition 3.2 (Numerical Value of a String):
To every string we associate its numerical value, , the numerical evaluation of the function composition 2 on the initial state , i.e., for Thus, the numerical value can be viewed as a function from the space of strings to . Denote the set of numerical values attainable by Note the difference between a string and its numerical value. Two strings are equal iff they are of the same order of function composition applied to the same initial state. , denote the set of concatenated strings by and the set of numerical values by . For , the set consists of all strings with numerical value , i.e.
We develop elsewhere the algebra of such strings. Next, we present properties of strings (proof in Appendix A):
Proposition 3.1:
• For , and , we have, . In particular, if for some , and f on , its zero-th iterate f is the identity function on . 3 We again adopt the convention that the first block is simply P if t = 0. 
Then, , depending on only such that
B. Riccati Equation and MDP: Approximation Results
The first result is on uniform convergence of the classical Riccati operator; it is used to obtain tightness estimates required for establishing the MDP. Proof in the Appendix A. The proof is in Appendix B. The result establishes the importance of stochastic boundedness as a metric for system stability and design as compared to various notions of moment stability (see [2] for detailed discussion). For example, as shown in [1] , the critical probability for mean stability may be quite large, depending on the instability of . However, Lemma 3.3 and the dichotomy relating stochastic boundedness to ergodicity established in [2] shows that, even in the sub-mean stability regime, the system is stochastically bounded (for ) and converges to a unique invariant distribution. As such, our analysis offers insight into system design in the sub-mean stability regime.
The following result on limits of real number sequences (see, e.g., Lemma 1.2.15 of [23] ) will be useful.
Proposition 3.2:
For and , let be functions with (we adopt the convention ) and is non-negative with as a possible value. Then
IV. MAIN RESULTS AND DISCUSSIONS
We state and discuss the main results of the paper, the proofs being provided in Section VII.
The following result is a first step to understanding the behavior of the family of invariant distributions. Theorem 4.1: The family of invariant distributions converges weakly to the dirac probability measure , i.e., as . In particular, for each , we have the following convergence rate asymptotics: (10) We discuss the consequences of Theorem 4.1. The first part states that the family converges weakly to the Dirac measure concentrated at , , as . This is quite intuitive, as with , the filtering problem reduces to the classical Kalman filtering setup with deterministic packet arrival (no dropouts), in which case the deterministic sequence of conditional error covariances converges to the fixed point . Thus, as , we expect the RRE sequence to behave more and more similar to the deterministic case leading to the convergence of the measures to as . However, from a technical viewpoint, such a convergence is particularly interesting and non-trivial in the sense that the infinite supports exhibited by the measures The rate function is given by Theorem 4.2 characterizes the invariant measures as . First, it establishes the important qualitative behavior of that rare events decay exactly as power-laws of as . The exact exponent of such a power law decay, which depends on the particular rare event, is obtained as the solution of an associated variational problem involving the minimization of the rate function . The result shows how the system designer can trade-off estimation accuracy with communication overhead. For example, given a tolerance , the value of such that the probability of lying outside the -neighborhood of is less than some , is given by By computing , the designer obtains an estimate of the communication rate required to maintain a probability of error less than . Section VIII shows techniques to solve these variational problems efficiently. Finally, we note that reducing the estimation of probabilities to solving variational problems efficiently is much more practical than esti-mating numerically the invariant distributions. A naive numerical approach of simulating the distributions as becomes infeasible since the rare events become increasingly difficult to simulate as . Even techniques such as importance sampling require characterization of the distributions in question, the issue we addressed in this paper.
V. MODERATE DEVIATIONS (MD) FOR FINITE-DIMENSIONAL DISTRIBUTIONS
We establish MD for finite dimensional distributions of the process as . We start with notation. Fix and and recall the sets and for . By Proposition 3.1, the random object takes only a finite number of values and, for all
We generalize (see (9)) to count the number of in the string by if otherwise.
Also, for , define (11) where we adopt the convention that the minimum of an empty set is . The following result shows that the function is a good rate function on . 
VI. MDP FOR INVARIANT DISTRIBUTIONS
This Section establishes results of independent interest, key to proving the MDP results in Section IV. It characterizes the sta-tionary measures arising from general stabilizable iterated function systems. The MDP for finite dimensional distributions presented in the last Section suggests a rate function for the MDP for the family of invariant distributions, as a suitable "limit" as of the finite time marginal rate functions . However, even if such a limit exists, it is not a priori obvious whether such an is lower semicontinuous and hence qualifies as a rate function. In the following, we introduce such an and its lower semicontinuous regularization as a candidate rate function (Section VI-A). 
A. A Rate Function
From (13) and (17), we have (18) and hence
Since the above holds for all , we have Finally, from the fact, that, for ,
The Lemma follows from Proposition 6. 
By the Markovian dynamics of the RRE, clearly, for
We then have from (23) and (24) Taking the log-limits on both sides and noting that is independent of , we have Again, taking the limit on both sides as we conclude (26) From Lemma 6.1 (third assertion), we have for all
Finally, taking the limit and from Lemma 6.1 (fourth assertion)
The Lemma then follows from (26) and (27) . The following tightness result extends the upper bound from compact sets to arbitrary closed sets (proof in Appendix D).
Lemma 6.4:
The family of invariant distributions satisfies the following tightness property: For every , there exists a compact set , such that
We now complete the proof of the MDP upper bound for arbitrary closed sets by the upper bound for compact sets and the tightness estimate obtained in Lemma 6.4. This is achieved in Lemma 6.5 and has parallels in the theory of large deviations. The tightness analogue of Lemma 6.4 is called exponential tightness in the context of LDP. It can be shown that the LDP upper bound for closed sets follows from that of compact sets and exponential tightness, see, for example, [18] . Since the proof approaches are closely related (with obvious modifications due to a different MDP scale function), we omit the proof of Lemma 6.5 in the following. The second inequality in (33) follows from (30), whereas (32) follows from the fact that implying . Thus the right end of does not contain any , explaining the form in (32). The key conclusion of the above discussion is that, if , we may instead consider the truncated string , which also satisfies (31). However, this upper bound becomes loose as increases and the best exponent of decay, i.e., the best power of in (36) can be computed precisely by solving the variational problem in Theorem 4.2. The main result of this section shows that for a particular class of systems, this computation can be extremely simplified and for general systems we present bounds on the decay exponent which are simple to obtain in contrast to solving the full-fledged variational problem.
To this end, define the function by
Also, define by
We note that is a non-decreasing right continuous function and we have for all Also recall systems the variational problem of computing the best decay exponent can be simplified to a great exponent. In particular, rather than generating the set of all possible strings (which grows exponentially with the length of the strings) one can systematically look into strings of the form , and obtain the decay exponent. The next natural question is whether there exists a suitable characterization of class systems. Determining whether a given system is class is numerically simple, as one only needs to check the condition in (37). From a theoretical point of view, it would be relevant to offer a characterization of class systems through properties of the system matrices. A detailed study to that end will be a digression from the main theme of the paper and we intend to pursue it elsewhere. In the following we show that scalar systems are included in class , thereby confirming that the latter is not empty.
Proposition 8.1: Let be a scalar system satisfying (E.1) (i.e., , and .) Then, belongs to class .
Proof: Define the function by , where is the scalar Riccati operator. Under the assumptions, has only one fixed point in , , the steady state solution. Thus, in the domain of interest (38) We note that and by [24] , there exists sufficiently large, such that Define the set Then, . Proof: The proof is straight-forward and follows from the fact, that, and so it suffices to look at strings of length at most. Proposition 8.2 concludes that the computation of the decay exponent may be reduced to obtaining in (41) and subsequently looking for the minimizer in the set as constructed above.
VIII. A SCALAR EXAMPLE
For a scalar system: , . Solving the algebraic Riccati equation,
. By Proposition 8.1, the system is of class . By Lemma 8.1, for (42)
Let
. We estimate the decay rate of the rare event as . Since We estimate the empirical decay rate of the event by simulating samples from for with a step size of.05. We iterated the RRE 100 times to make sure the random covariance converged in distribution to . Thus, a total of computations were involved. The resulting empirical cumulative distributions functions (cdf) are plotted in Fig. 1 (on  the top) . As , the empirical invariant measures converge to , thus verifying Theorem 4.1. To obtain the empirical decay rate of , for each , we estimated from the empirical cdfs. This is plotted in Fig. 1 (bottom) as a function of (solid line). The result agrees with the theoretical findings: (1) qualitatively, the rare event decays as a power law of ; (2) the best decay exponent approaches 4 (theoretically established in (44)) as gets closer to 1; (3) even for , the empirical decay rate is close to 4, justifying (45).
Even estimation of the probabilities of rare events for this modest scalar example required order computations, Fig. 1 . Upper: Weak convergence of (empirical) measures to as " 1.
Lower: Decay exponent of probability of the rare event B (P ).
whereas we find the best decay exponent by solving a much simpler variational problem.
IX. CONCLUSION
The paper studied the RRE arising from the problem of Kalman filtering with intermittent observations. We showed that for every the conditional mean-squared error process is ergodic and the resulting family of invariant distributions (as they converge weakly to as ) satisfies an MDP with good rate function . The rate function is completely characterized and the asymptotic decay rate of rare events are formulated as solutions of deterministic variational problems. The intermediate results obtained are of independent interest and our methods are fairly general to be applicable to the analysis of more complex networked control systems (see, for example, [21] ) and hybrid or switched systems.
APPENDIX A PROOFS OF PROPOSITION 3.1, LEMMA 3.1
Proof of Proposition 3.1:
The first assertion follows from the fact, that, , whereas the second is an immediate consequence of the iterated construction of the sequence . We prove the third assertion in the following. Recall the set . Under the assumptions of observability and controllability, it can be shown (see [24] where we use the fact that and (48). Since , we can repeat the above argument inductively and obtain . The claim then follows from (46).
Proof of Lemma 3.1: The proof of Lemma 3.7 may be extracted from established results on Riccati operators, see, for example, [25] . However, to present the result in the form most suitable for our presentation, we provide a brief self-contained proof here. We use the following result on uniform convergence over compact sets of the Riccati iterates to . Let , . Then it can be shown (see Theorem 7.5 
Now from (50) choose , such that
Then defining we have from (52) and (53), for all , and the result follows.
APPENDIX B STOCHASTIC BOUNDEDNESS OF ERROR COVARIANCES
Proof of Lemma 3.3: For stable , the proposition is trivial. We consider unstable . We bound -step Riccati iterates for controllable and observable systems and use arguments in [2] with more generality. It can be shown (see Lemma 7.1 in [26] ) that for controllable and observable systems (54) where is sufficiently large. In other words, the above states that an application of the Riccati operator more than times in succession leads to a covariance bounded above by a specific constant, irrespective of the initial state. Now, for and sufficiently large, define This contradicts the definition of that it is the smallest non-negative integer , such that, . We thus conclude that the left assertion and the claim holds.
