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Although considerable attention has been paid to the existence of limit 
cycles in two-dimensional differential systems, most of this research involves 
either non-analytic criteria (i.e. conditions not based upon the right-hand 
members), or else is confined to the study of single second order equations. 
Indeed, most of the non-local theorems in the latter category are further 
restricted to the LiCnard and Levinson-Smith equations [l, 2, 31. 
The purpose of the present paper is to give an analytic criterion for the 
existence of at least one stable limit cycle for an autonomous system of dif- 
ferential equations having the form 
ji = P(y) 
9 = Q&Y) 
(.=-$). 
We assume throughout that P : R1 + R1 and Q : R2 --f Rl are everywhere 
continuous and locally Lipschitzian. This assures the local existence and 
uniqueness of solutions, together with their continuous dependence on 
initial values, everywhere in the xy plane. We further assume that Qy(x, y) 
is continuous at (0,O) and is defined for all (x, y). 
Our methods somewhat resemble those employed by Levinson and 
Smith [4] in connection with their work on the equation 
5 + f(X, + + g(x) = 0. 
Thus we shall follow the path of a certain integral curve in the phase plane, 
through the use of a suitably constructed Liapunov function, and show that 
this curve terminates beneath its starting point, upon making a complete 
circuit of the origin. An annular region will then be constructed to which the 
Poincare-Bendixon Theorem can be applied. 
* This research represents part of the author’s doctoral dissertation written under 
the direction of Professor S. S. Shu and submitted to the Illinois Institute of Technology 
in partial fulfillment of the requirements for the Ph.D. degree. 
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Our primary motivation was the desire to obtain a theorem with 
conditions similar to those provided by Levinson and Smith, but applicable 
to a class of differential systems of more general form. For the sake of com- 
pleteness and ready comparison, we state their result. 
THEOREM (Levinson and Smith). The autonomous system 2 = y, 
j = - f(% Y) Y - i?(x) h as at least one stable limit cycle whenever 
(i) xg(x) > 0 (x # 0), (ii) Jim g(x) dx = $00, (iii) f(0, 0) < 0, (iv) there 
exists x,, > 0 such thatf(x, y) > 0 for 1 x / 3 x0 , (v) there exists M > 0 such 
that f (x, y) 3 - M for I x / < x0 , and (vi) there exists xl > x0 such that 
c;f (x, Y> dx 2 10~ x of or every positive decreasing function, y = y(x), in the 
integration. 
In this connection, it should be observed that while our theorem cites 
conditions analogous to (i)-(v) above, we have omitted any analogy to 
condition (vi). Actually (vi) is superfluous if (iv) is strengthened to read 
f(x,y)>m>OforIxl 2xX,. 
Throughout, partial derivatives are denoted by subscripts. Moreover, the 
following definitions will be employed: 
(4 f (4 = O+(&)) as I x I - + co if and only if there exist M, x0 > 0 
such that f(x)/g(x) < M for 1 x / > x0, 
(B) f(x) = 0-(g(x)) as I x I - + co if and only if f(x)/g(x) > - M 
for j x I > x0. 
We are now prepared to state and prove the following 
THEOREM. The autonomous system 
2 = P(Y), 9 = QCT Y> 
has at least one stable limit cycle whenever 
(1) 
(1) YP(Y) > 0 (Y f 01, xQ(x, 0) -=c 0 (x f (0, 
(II) Jim f’(y) 4 = +a, Jim Q(x, 0) dx = -03, 
(III) Q,(O, 0) > 0, 
(IV) there exist numbers m, a > 0 such that Q1/(x, y) <, - m < 0 
for I x I > 4 
(V> WY) ,~II Q(x,r> = O+(l) us I Y I - +a. 
Proof. Condition I, together with the continuity of P(y) and Q(x, 0), 
implies that P(0) = Q(0, 0) = 0. H ence, P(y) = 0 only for y = 0, and when 
y = 0, Q(x, y) = 0 if and only if x = 0. Consequently, (0,O) is the unique 
critical point of (1) in the finite plane. Condition I further implies that tra- 
jectories cross the y-axis clockwise, while they cross the x-axis normally and 
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clockwise. For that matter, it follows from 2 = P(y) that the motion of 
trajectories proceeds from left to right in the upper half-plane y > 0, and 
from right to left in the lower. 
We next define 
x(x, y) = I: P(r) dr - J; Q(s, 0) ds. (2) 
Then in view of Conditions I and II, X(x, y) is positive definite for all (x, y), 
X(x,y)-++ coas/x/+/yj++co,andtheclosedcurveX(x,y)=C,>O 
contains the closed curve h(x, y) = C, > 0 if and only if C, > C, . Further- 
more, since the slope of a curve h(x, y) = C > 0 is given by y’ = Q(x, O)/P( y), 
it follows that y’ < 0 in Quadrants I and III, while y’ > 0 in the remaining 
two quadrants. We conclude that X(x, y) = C > 0 is a one-parameter family 
of nested closed curves about (0, 0). 
An application of the Mean-Value Theorem allows us to write (1) in the 
form 
9 = P(Y), P = yQ&, 7) + Q(x, 01, (3) 
where 7 lies between 0 and y. Consequently, along the trajectories of (1) 
%x, Y> = YP(Y) Q&, 3). (4) 
Upon combining this result with Condition IV, we see that x(x, y) < 0 
exterior to the strip ) x j < a, from which it follows that X(x, y) is a Liapunov 
function there. That is, for j x ( > a the integral curves of (1) cut the family 
of closed comparison curves X(x, y) = C > 0 inward. Moreover, since 
Q&l 0) > 0 and Q&, Y) . is continuous at (0, 0), there exists a neighborhood 
of the origin, throughout which x > 0 if y f 0 and x = 0 if y = 0. Conse- 
quently, within this neighborhood the integral curves of (1) cut the curves 
h(x, y) = C > 0 outward. 
Now consider the integral curve beginning at any point PI on the line 
x = a for y > 0 (see the accompanying figure). Since in the part of Quadrant I 
for which x > a, h(x, y) is decreasing, this curve must intersect the positive 
x-axis at some point P, . Moreover, the arc PIP2 is monotone, having negative 
slope throughout its length, because 
3i = P(y) > 0 and j = yQ,(x,Y) + 8(x, 0) < 0 
for x > a, y > 0. Then with the notation x(P,) = xi , y(P,) = yi , observe 
that if yr increases, x2 cannot decrease, for this would mean that distinct 
integral curves could intersect, in violation of the local uniqueness of solu- 
tions. Thus, as P1 moves upward along the line x = a, Pz continues to move 
to the right, and either x2 -+ + co as y1 -+ + co, or else x2 -+ ;t”z < + co 
as y1 -+ + co, with .?2 a finite limit point. 
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FIG. 1 
In the former situation, let A denote the area bounded by the arc PIP, , 
the positive x-axis, and the line x = a. Then A + + 03 as y, -+ + co. For if 
A -+d < + CO, the trajectory leaving PI , as JJ~ -+ + co, would necessarily 
tend to a limiting curve r, asymptotic to the positive x-axis from above. 
Hence, there would exist a sequence of trajectories (m> with yn -+ r from 
below as n + + co, and whose least distances from the origin have a finite 
upper bound. Moreover, if x2 W) denotes the coordinate of intersection of ym 
with the positive x-axis, then xr) -+ + co as n -+ + co. The trajectory y* 
leaving any point P* lying above r must necessarily intersect the positive 
x-axis, since h is decreasing. In so doing, y* must also intersect yn for all 
sufficiently large n, in violation of the local uniquenesss of solutions 
Next, observe that 
Therefore, with the:notation h(P,) = Ai , we have that 
AZ - A, = Ix2 yQ,(x, 7) dx -=c - m ix2y dx = - mA, (6) a a 
upon employing Condition IV. Hence, A, - A, + - CO as yr + + co. 
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In case x2 ---f zz < + co as yr --f + co, it is an immediate consequence of 
the definition of h(x, y), that X, - h, --f - co. 
Again, since x < 0 for x > a, along the integral curve which leaves the 
point Pz , h(x, y) continues to decrease. This integral curve must, therefore, 
eventually cross the line x = a for y < 0, say at P3 , and in so doing pass into 
the vertical strip / x j -< a. Then ha - h, < 0, so that 
A, - A, = (A, - A,) + (A, - A,) ---f - co 
as yr++ cL). It now follows from (2) that / ys 1 - / yr ) ---f - co as 
yr + + 00, since PI and P3 lie on the same vertical line with yi > 0 and 
Y3 < 0. 
Condition V is tantamount to asserting that the slope of trajectories is 
uniformly asymptotically bounded from above in the vertical strip 1 x 1 < a 
as ( y / ---f + co. More precisely, there exist numbers y, M > 0 such that 
for y < - y one has y’ < M < + 03, where the bound M is independent of 
x in / x / < a. This implies that the integral curve which leaves P3 must 
either cross the strip, intersecting the line x = - a for y < 0 at P4 , or else 
intersects the negative x-axis at a point P4’ with - a < x4’ < 0. Thus, in the 
event that the former situation occurs, the increase in / y ( encountered by an 
integral curve upon crossing the strip / x 1 < a is no larger than 
y + 2uM < + 00. This means that / y4 j - / ys j = O+(l) as yr ---f -i- co. 
Consequently, I y4 / - / y1 ) --f - 00 as yr --+ + Co. 
Again, if the integral curve leaving P3 should intersect the line x = - a 
for y < 0, it must eventually intersect this same line for y > 0 at P5 , since 
for x < - a, h(x, y) is decreasing. Then, since /\s - h, < 0, we have 
I y5 I - I y4 I < 0; hence, y5 - y1 - - 00 as y1 ---t + a~. 
It follows very much in the same manner as for the half-strip 1 x 1 < a, 
y < 0, that the integral curve which leaves P5 either intersects the line x = a 
for y > 0 at P, , with ys = ys + O+(l) as yi + + CO, or else intersects the 
positive x-axis for 0 < x < a at P,’ before reaching this line. Thus, in case 
the intersection at P, should occur, it is clear that yi can be chosen large 
enough that 0 < y6 < yi . If, instead, the latter situation should occur, we 
erect the vertical ine segment from P,’ down to P, , its intersection with the 
integral curve leaving P3 . Similar considerations apply to the integral curve 
which leaves P4’. 
The vector field efined by (1) is directed from left o right across the line 
x = a for y > 0, and is directed from right o left across the line x = x6’ for 
y < 0. Consequently, whichever the case may be, the annular region L? 
bounded outwardly by the integral curve P,P,P, ... P, and the line segment 
PsPl, and bounded inwardly by a curve h(x, y) = c > 0 with c sufficiently 
small, or else bounded outwardly by the integral curve P,P4P5PB’ and the 
line segment P,‘P, , and bounded inwardly by a curve X(x, y) = c > 0 with c 
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sufficiently small, is one to which the PoincarBBendixon Theorem can be 
applied. This concludes the proof. 
Remark 1. The condition xQ(x, 0) < 0 (x # 0) can be replaced by 
the weaker condition xQ(x, 0) < 0 for 1 x 1 < 6, 1 x / > a. We need only 
modify the proof by replacing Q(x, 0) by Q*(x) in (2), where Q*(x) is any 
continuous extension of Q(x, 0) to ( x ( < a, satisfying xQ*(x) < 0 (x f 0). 
Remark 2. In case yP(y) < 0 (y f 0), the accompanying conditions 
become xQ(x, 0) > 0 for I x I < (5, 1 x 1 > a, 
Jofco Q(x, 0) dx = + 
Jzrn P(y) dy = - co, 
co, Qy(O, 0) > 0, Q&G y) < - m < 0 for I x I > a, 
and l/P(y) inflzlGaQ(x,y) = O-(l) as 1 y I-+ + 00. It is now convenient to 
choose PI on the line x = - a for y > 0 and proceed counterclockwise. 
Remark 3. Our result includes the van der Pol equation 
2 - /A(1 - x”) a+ + x = 0 (tL > 0). 
More generally, it also includes the LiCnard equation 3 + f(x) ft + g(x) = 0, 
provided xg(x) > 0 (x f 0), szmg(x) dx = + co,f(O) < 0, andf(x) > m > 0 
for I x 1 > a. 
Remark 4. Conditions I, II, III, and V generalize the corresponding 
conditions (i), (ii), (iii), and (v) of Levinson and Smith. 
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