The recently introduced comparison of flow pattern distributions (CFPD) method for the identification, quantification and interpretation of anomalies in district metered areas (DMAs) or supply area flow time series relies, for practical applications, on visual identification and interpretation of features in CFPD block diagrams. This paper presents an algorithm for automated feature recognition in CFPD analyses of DMA or supply area flow data, called CuBOid, which is useful for objective selection and analysis of features and automated (pre-)screening of data. As such, it can contribute to rapid identification of new leakages, unregistered changes in valve status or network configuration, etc., in DMAs and supply areas. The method is tested on synthetic and real flow data.
INTRODUCTION
In recent years, utilities have been moving towards more data based decision making for network operation and management. Flow rate time series for district metered areas (DMAs) and distribution areas provide meaningful insights into the flow performance of the network, but due to their complexity these are not always fully explored and used.
These data contain information about leakage (which continues to be an issue, with numbers worldwide ranging from 3% to more than 50% (Lambert ; Beuken et al.
)), unauthorized consumption, customer behavior, network configuration and isolation (valve statuses), among others. Many methods exist to obtain information out of these data, and most focus on leakage. Classically, the most important are top-down and bottom-up methods (Farley & Trow ; Wu ) . The top-down method consists of a water balance in which the registered amount of water delivered to a supply area over the period of a year is compared to the billed amount of water. The bottom-up method essentially compares the minimum flow rate during the quiet night hours into a DMA or demand zone, or the integrated flow of a 24-hour period, to an estimate for the demand for this DMA or demand zone based on the number of connections (Puust et al. ) . The comparison of flow pattern distributions (CFPD) and quantify changes in the amount of water supplied (see Figure 1 ). It has since been successfully applied in multiple projects with Dutch drinking water companies to identify, for example, leakages and incorrect valves statuses and network connections (Van Thienen et al. b) .
The interpretation of changes in water flow time series through CFPD block diagrams is intuitive in all but the most complex cases. However, it relies on the visual interpretation of these diagrams, which is still a limitation. This paper is aimed at overcoming this limitation by presenting a support algorithm for automated feature recognition in CFPD block diagrams. Such an algorithm offers several advantages: automated pre-screening of data to limit manual inspection and interpretation to the most interesting cases; objective rather than (to some degree) subjective selection and analysis of features. This paper presents a method for automated feature recognition in CFPD block diagrams, called the CuBOid (CFPD Block Optimization) algorithm. Its principle is presented, and the method is applied to synthetic and real network data to evaluate its performance.
METHODS
For a complete description of the CFPD method, the reader is referred to Van Thienen (). A concise introduction is provided in Appendix 1 (available with the online version of this paper). An overview of the analysis and interpretation of the method is presented in Figure 1 . In the matrices resulting from the analysis, each event (change in the flow pattern) is characterized by a typical structure (Figure 2 ).
These matrices should be read as follows: going from the left to the right (i.e. time arrow), a change in color or color intensity represents a change of the CFPD parameter.
The CFPD parameter changes as a consequence of a flow pattern alteration: the color intensity is proportional to magnitude of the alteration. The presence of this change in Figure 1 | CFPD analysis procedure and interpretation. (1) Flow time series; (2) CFPD analysis; (3), (4) identification of consistent and inconsistent changes; (5) interpretation of these changes in terms of known and unknown mechanisms; (6) discarding changes by known mechanisms such as vacation periods, weather, among others, results in a reduced list of unknown events that can be responsible for the change, making the interpretation easier; (7) any data quality issues which are found may initiate improvement of measurements. Copied from Van Thienen et al. (2013b) . Figure 2 ). This typical shape can be described by the following function:
for all other i, j
In this expression, i and j are the row and column number, respectively, and j 1 and j 2 are the first and last column of a perturbation block. Note that consecutive columns in a CFPD block diagram correspond to consecutive days (or weeks, or some other duration), which are compared to each other in consecutive rows (for more details see Van Thienen ()).
Since people behave differently in the weekend compared to weekdays, CFPD block diagrams generally also show a distinct pattern setting apart weekdays from weekends and vice
versa. An expression similar to the one above can be used to describe weekend day anomalies in CFPD block diagrams: 2. Generation of permissible blocks: using the n biggest changes (with n decided by the user), all permissible block functions are generated for n ∈ N, n < m. These permissible block functions correspond to all possible combinations of two steps (starting and ending) which are taken from the n biggest changes. The number of functions generated is k ¼ n(n À 1).
3. Combination of block functions: the user choses the number of block functions p, with p ∈ N, p < k, which is used to resolve a single CFPD block diagram. All possible combinations of p block functions from the k functions generated in step 2 are generated. Thus, in total there are
4. For each combination, an optimization is performed in which the function amplitudes are the decision variables and the objective is to minimize the difference between the summation of this function combination and the block matrix which is being fitted. The weekday-weekend pattern is included in this computation, so the parameters w 1 and w 2 are free parameters of the optimization problem as well. This is described by the following objective function:
for combination i, with j and k the indices for the matrix rows and columns, W il the weights or amplitudes for block function l in combination i, B iljk the amplitude of block function l of combination i at matrix row j and column k (expression (1)), w q the weekend day factor for weekend day q, b ij the amplitude of the weekend block function for day q at matrix row j and column k, and M jk the actual CFPD matrix value at at matrix row j and column k. No constraints were applied to the optimization.
This optimization can be done in parallel. This step results in block amplitudes W il for each combination generated in step 3. Note that the amplitude is dimensionless for the matrix of slope factors a and has the same unit of volumetric flow rate as the original input time series for the matrix of intercept factors b.
5. The performance of each combination (blocks and amplitudes) is quantified using the following expression:
in which F is the fitness of the solution, C i is the Euclidian 2-norm of the difference between the original matrix and the reconstructed matrix (Equation (3)), f 1 is the penalty factor for the number of block functions, n p is the number of block functions used ( p), f 2 is the overlap penalty factor, n o is the number of overlapping blocks in the set of block functions ( P matrix columns (number of block functions in column -1)), and s is the sum of the lengths of the
Weekends compared to weekdays Weekdays compared to weekends Weekends compared to weekends Weekdays compared to weekdays (2) block functions. This cost function reflects the fit of the candidate blocks with respect to the actual CFPD matrix. It is designed to penalize both a large number of block functions and a large degree of overlap. The fitness parameter F is minimized.
6. The best performing combination of block functions and weekend parameters is selected.
Thus, the process combines a combinatorial problem with a parameter fitting problem. The former is addressed in steps 2, 3, 5, 6, the latter in step 4.
Note that the method can be asked to fit a large number of functions simultaneously, but this will most certainly lead to overfitting the data, with noise being described by additional block functions. Therefore, parsimony is important to obtain meaningful results. This will be illustrated later. The penalty parameters become relevant for larger values of n and p. Choosing a larger value of n and/or p results in a significant increase in computation time, which is the reason why these parameters were introduced.
With unlimited computation power, n should be the number of columns -2, and p should be chosen to represent the largest number of anomalies expected in a single matrix. 
RESULTS AND DISCUSSION
In order to test the performance of the proposed approach 
Synthetic data
The synthetic data considered for the tests consist of repetitions of actual measured flow patterns, with in total three sequences of five identical weekdays and two identical weekend days, starting at day 2 and ending at day 22 of an arbitrary month in an arbitrary year. Different datasets were generated from these original data, by adding anomalies with different amplitude and duration, as well as different levels of normally distributed noise. The characteristics of the generated datasets are summarized in Table 2 , and the flow patterns corresponding to the unperturbed signal and datasets 1a, 2a and 3a can be seen in Figure 3 .
The difference between week and weekend days is clearly visible in the flow patterns. The added anomalies are also visible, corresponding to upward shifts in the patterns. 
Block functions
The CuBOid algorithm identifies block functions representing anomalies in flow patterns of some days with respect to earlier days (or any other time scale -weeks, months, …) in a certain period of time. Since for the different datasets the anomalies were manually added to the data, it is known beforehand what the block functions should look like. The block functions are described by a start and an end column in the matrix diagram, and by an amplitude. The start and end columns should correspond to the start and end dates of the anomalies, and the amplitude should be equal to the amplitude of the actual anomaly (recall Table 2 ).
For datasets 1a to 1d, two block functions should be identified. The start and end days of the block function describing the first anomaly should be 5 and 8, and the amplitude should be 10 m 3 /h. For the second anomaly the start and end columns of the block function should be 15
and 18, and the amplitude should be 5 m 3 /h. First of all, the influence of added noise on the estimated amplitude of the block functions is clearly visible: when adding more noise to the data, the estimated amplitude decreases, and the estimated end day of the second block also tends to get worse, being shifted forward (this is, ending later than it should). Accordingly, the C i norm increases with the increase of random Gaussian noise.
When no noise is added to the data (dataset 1a), all performed tests lead to the same resulting block functions, and these are a very close fit to the actual introduced anomalies.
The slight deviation from the actual values is presumably due to numerical issues and/or the stop criterion for the optimization algorithm.
When adding 5% random Gaussian noise, not all tests Table 4 summarizes the obtained results from the different tests performed to datasets 2a-2d.
For datasets 2a, the majority of the performed tests identify three block functions. The start day of the second anomaly is identified 2 days later than the actual start date of the anomaly.
For dataset 2b, with 5% of Gaussian noise, several tests identify three block functions, overestimate the amplitude of both anomalies, and test three even identifies four blocks.
Tests 2, 10, 13, 14, 15 lead to the identification of two block functions, solving the false positive issue. When adding 10% of noise to the data, the average C i norm For dataset 3c, most of the tests identify two block functions.
For dataset 3d, with 20% added noise, the C i becomes significantly higher. Again, test 1 leads to the best fit between the block functions and the anomalies. Influence of noise and parameters Table 6 gives an overview of the influence of the noise, gap between anomalies, and the parameters considered to run the algorithm on the obtained results. 
Real data
The aforementioned synthetic data share a common charac- Table 7 .
As can be seen in Table 7 , for most cases, the CuBOid algorithm has succeeded in autonomously detecting the anomalies. The algorithm failed to detect four of the 22 registered leaks, namely the leaks at the DMAs of Belleville Réservoir, Cité Universitaire, Plaine Vaugirard (1) and Sorbonne. The registered leak at Belleville Réservoir is a single day event, harder to detect by the algorithm. In the case of Cité Universitaire, data gaps prevented the CuBOid algorithm from finding good solutions. Incomplete event registrations of anomalies at Plaine Vaugirard (1) and Sorbonne hinder the interpretation of results, although in the latter case, the anomaly which is detected seems unrelated.
For the identified anomalies the results were assessed in two ways: accuracy of identified start and end-dates and 
Noise
Higher noise values lead to a decrease of the estimated amplitude of the block functions -especially visible in dataset 1 Higher noise values make the algorithm more sensitive to the f 1 penalty coefficient: for datasets 1 and 2 the algorithm fails to identify block functions when higher values for the f 1 penalty coefficient are considered Gap between anomalies Overall results for datasets 1 are better than the results for datasets 2. The difference between sets 1 and 2 is the duration of the added anomalies: for sets 2 anomalies last longer, and the gap between them is shorter. This makes it harder for the algorithm to clearly identify two separate block functions For datasets 2, the algorithm has more difficulties in identifying the four necessary steps to describe the block functions. For several tests, the algorithm uses, or less or more steps, than the ones required for the block identification. For datasets 1 and 3, and for the majority of the tests, the four necessary steps are well identified
Number of clusters The number of clusters significantly influences the computational time. When three and four clusters are considered the average computational times are respectively 6 to 17 times longer than when two clusters are considered. Since the generated datasets have only two anomalies, setting the number of clusters equal to two is ideal. However, when performing the test to real data, from which anomalies are not known beforehand, but instead are desired to be identified, setting the number of clusters to two can entail some risks such as not identifying more anomalies than two, if they exist. On the other hand increasing the number of clusters can lead to the identification of more blocks than the actual anomalies, mainly if anomalies occur soon after each other and there is some noise in the data. A suitable value for the f 1 penalty factor should be chosen to prevent this issue
Number of steps The number of considered steps also influences the computational time. When using five or six steps instead of four, the computational times are five and eight times longer, respectively Increasing the number of steps can lead to better results, especially when more noise is added to the data.
However, it also leads to the identification of extra block functions in some cases. A suitable value for the f 1 penalty factor should be chosen to prevent this issue L x norm Using the L 2 norm to determine the steps size leads to worse results in terms of the distance between the identified block functions and the matrix of b-factors. This effect becomes even more evident when the added noise increases. On the other hand, the use of the L 2 norm seems to decrease the risk of identifying a third block Two intermediate values for the L x norm were also considered (0.7 and 1.25). In some tests the lower value lead to better results, while the higher value leads to worse results Penalty f 1 For several tests, when using a very small f 1 penalty, (0.01), the algorithm identifies a third block function, located between the anomalies. With this very small penalty, the algorithm is not penalizing the use of more block functions and adds a block which is fitting the added noise. Increasing the f 1 penalty solves this problem. For datasets 1a-1c, it is sufficient to consider a f 1 penalty of 0.33 However, for datasets 2a-d, the algorithm benefits from higher f 1 penalty values, and in some cases to avoid the identification of a third block it is necessary to increase the f 1 value to 0.7
Penalty f 2 For most of the performed tests the value of the f 2 penalty has no influence on the results. The exceptions are for datasets 2c where increasing the f 2 penalty avoids identifying a third block found not as one single block, but as a succession of blocks. The method can be implemented as part of a monitoring system for relatively small leakages, identifying anomalies, e.g. one per week or month and sending suspect anomalies (for which a grading or classification may need to be developed) to human operators for further analysis. However, a broader application to different datasets and distribution systems is required to generalize this conclusion.
This algorithm can remove the need for human interpretation of matrices of a and b-factors in the CFPD block analysis method. This means that analysis time is reduced and greater objectivity and reproducibility of the analyses are achieved. Moreover, it opens the possibility of application to automatized alarms. Therefore, the logical next step would be application in a real distribution network as part of the operational framework.
Even though the CuBOid algorithm has been shown to provide a useful addition to the CFPD algorithm, it will fail to recognize anomalies with amplitudes significantly below system noise levels (e.g. stochastic variability). This is a limitation of the CFPD method rather than the CuBOid algorithm, which is investigated in more detail in Van Thienen (), and is a limitation of other leak detection methods as well.
Also, the main power of the CFPD method is in recognizing events which last multiple days. The CuBOid algorithm does not change this, as this issue is intrinsic in the CFPD method.
For the rapid detection of anomalies within minutes or hours, more suitable methods exist.
There is, however, room for improvement in the CuBOid algorithm in the sense that events with a less block-like shape, such as slowly increasing leakage rates, can be included in the future by defining specific shape functions for these.
Fine tuning the algorithms' parameters is important to obtain better results. At this point, the need for setting the adequate values for these several parameters might be a drawback of the presented method. This paper provides some insights on the influence of these parameters on the outcoming results. For practical applications it would be easier to provide some rules of thumb for the choice of these parameters. Deriving these rules requires more extensive tests, considering series of water flow data from several distribution systems with different characteristics. That is why future developments should also include: (1) a more extensive investigation on the influence of the algorithms' parameter values on subsequent results, including combinations not considered in the present paper (Table 1) ; (2) tests on real flow data coming from water distribution systems with different characteristics and containing different types of anomalies.
