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Abstract
We consider the Lemaˆıtre metric, which is the inhomogeneous, spherically symmetric
metric, containing a non-static, comoving, perfect ﬂuid with non-zero pressure. We use
it to generalise the metric of the cosmos algorithm, ﬁrst derived for the zero-pressure
Lemaˆıtre-Tolman (LT) metric, to the case of non-zero pressure and non-zero cosmologi-
cal constant. We present a method of integration with respect to the null coordinate w,
instead of comoving t, and reduce the Einstein’s Field Equation (EFEs) to a system of dif-
ferential equations (DEs). We show that the non-zero pressure introduces new functions,
and makes several functions depend on time that did not in the case of LT. We present
clearly, step by step an algorithmic solution for determining the metric of the cosmos
from cosmological data for the Lemaˆıtre model, on which a numerical implementation
can be based.
In our numerical execution of the algorithm we have shown that there are some regions
which need special treatment : the origin and the maximum in the diameter distance.
We have coded a set of MATLAB programs for the numerical implementation of this
algorithm, for the case of pressure with a barotropic equation of state and non-zero Λ.
Initially, the computer code has been successfully tested using artiﬁcial and ideal cos-
mological data on the observer’s past null cone, for homogeneous and non-homogeneous
spacetimes. Then the program has also been generalized to handle realistic data, which
has statistical ﬂuctuations. A key step is the data smoothing process, which ﬁts a smooth
curve to discrete data with statistical ﬂuctuations, so that the integration of the DEs can
proceed. Since the algorithm is very sensitive to the second derivative of one of the data
functions, this has required some experimentation with methods. Finally, we have suc-
cessfully extracted the metric functions for the Lemaˆıtre model, and their evolution from
the initial data on the past null cone.
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Chapter 1
Introduction
Cosmology is the study of the structure, formation and evolution of the universe that
we live in. In order to come up with a model that describes the cosmic dynamics and
has good agreement with its observations, we need a working theoretical framework and
some assumptions or principles. Many assumptions and models have been considered for
describing the universe [78]. For instance, according to the ancient Indian overview the
universe is assumed to be inﬁnite and heterogeneous in space and time. The ancient Greek
(Ptolemaic) view also states that the earth is the center of the universe. These ancient
cosmologies reﬂect the unstoppable human attempt to understand the universe, but most
of them did not gain scientiﬁc attention, because they were based on philosophical thought
instead of a physical framework. Even more, they did not meet any kind of observational
tests.
In the modern age, in contrast, we prefer the Copernican Principle, which asserts that
the earth is not the center of the universe, nor is it in a special or unique location. A much
stronger statement is the Cosmological Principle (CP), which states that the universe
looks (almost) the same when viewed by an observer in any location. Consequently the
universe looks homogeneous and isotropic, at least on the very large scale.
In the year 1916, Einstein discovered the revolutionary theory of General Relativity
(GR) which is now regarded as the best candidate for describing the force of gravity
[40, 71]. In his theory, the source of gravity was interpreted as an interaction between
the matter content of the universe and its geometry, i.e, the matter in the universe makes
the spacetime curved and the curvature tells the matter how to move. In the beginning
Einstein, like many in his day, was assuming that the universe is static, thus he modiﬁed
his theory by adding the Cosmological constant to his equations, to permit a static
solution for the universe. The cosmological constant acts like a global repulsion, or like
matter with negative pressure equal to its density. Beyond doubt, GR has proved useful
because it has successfully passed a number of observational tests [12, 48, 73, 80, 94].
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A Few years later Edwin Hubble and Milton Humason discovered that the universe is
expanding, through the analysis of the redshift, or “Doppler eﬀect”, of receding galaxies
[42], meaning the universe is not static. Therefore the cosmological constant was not
actually needed. Although Einstein considered the cosmological constant his greatest
mistake, it has become, 80 years later, a central component of the current “standard
model”. That model interprets the dimming of the supernovae as evidence for acceleration
of the cosmic expansion.
Since GR is a geometrical theory, and the Einstein ﬁeld equations (EFEs) are a set
of 10 partial diﬀerential equations which cannot be solved as is, without making strong
assumptions, hence, Friedman [29, 30], Lemaˆıtre [56], Robertson [77] and Walker [93]
(FLRW) solved the EFEs by considering that the matter content of the universe is ho-
mogeneously and isotropically distributed. They obtained the fundamental Cosmological
model of today — the FLRW model. Since then, the Cosmological Principle has played
a major role in the development of the modern theory of cosmology. The FLRW model is
a spatially homogeneous and isotropic exact solution of the EFEs for a perfect ﬂuid, and
its metric (which is the distance between two events in the spacetime) is characterized
by two variables; the scale factor which is a time dependent function that measures the
expansion of the universe, and the curvature constant k which takes the values 0,−1
and 1 indicating ﬂat, negative, and positive curvature respectively of the 3-dimensional
spatial sections. The value of k also controls the time evolution of the expansion, so it
has both a dynamic and a geometric role. However, exact homogeneity cannot account
for all the stars, galaxies, galaxy clusters, etc we observe. Hence the FLRW model must
be complemented with a theory of structure formation. These include linear perturbation
theory, N -body Newtonian simulations, and studies of exact inhomogeneous solutions of
the EFEs.
1.1 The Homogeneous Model
The FLRW model forms the core of our present understanding of early universe cosmol-
ogy [57], or “hot big bang cosmology” as it is popularly known. According to this model
the universe has passed through diﬀerent phases, and its expansion rate is controlled or
determined by the dominant matter components at that time. A number of evolution
epochs, have been identiﬁed, during which distinctive processes occur. The main ones
are as follows. The Big Bang singularity (BBs) is regarded as the origin of the universe
or the start of both space and time. Since the mathematics breaks down at a singularity,
we can’t say for sure what happened at the very “beginning”. The Baryogenesis era is
2
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the time during which the fundamental constituents of the universe froze out, and mat-
ter came to dominate over antimatter, but the underlying processes of particle physics
are poorly understood. In the inﬂation phase, a “false vacuum” state caused exponen-
tial expansion of space by about 60 e-foldings.1 Again, the fundamental ﬁelds that are
responsible for inﬂation have yet to be established — for inﬂation to start and stop cor-
rectly, considerable ﬁne tuning of the ﬁeld potential is required. During the era of Big
Bang Nucleosynthesis (BBN), neutrons are both combining with protons to form nuclei,
and also decaying into protons. Only very light elements are formed — Hydrogen (H),
Helium (He), some Lithium (Li), and almost nothing else. The exact neutron/proton bal-
ance and the proportions of He and Li depend sensitively on the expansion rate at that
time. During the acoustic oscillation phase between inﬂation and recombination, the hot
baryonic plasma underwent oscillations, and as the horizon size expanded, successively
larger wavelengths “entered” the horizon and began oscillating until recombination, at
which time pressure vanished, oscillation stopped, and the CMB was formed. This is
complemented by the essentially pressureless “dark matter”, which did not oscillate, but
gradually formed density concentrations which then became the seeds of baryon struc-
ture formation after recombination. Recombination, or last scattering, is the process of
electrons and ions forming neutral atoms, and emitting photons, and it happens as the
temperature drops to about 1000◦ Kelvin. Once the plasma disappears, light hardly in-
teracts with matter, and it free-streams across the universe to form the CMB we observe
today. The measured power spectrum of perturbations in the CMB is the imprint of the
oscillation state of the plasma at recombination [52, 79]. The structure growth phase is
the period from recombination to now during which the tiny perturbations present at
recombination grow into superclusters, voids, walls and ﬁlaments, and collapse into stars
and galaxies. The cosmological constant domination era, which is just starting now, oc-
curs when the dark and baryonic matter density has dropped so low that the cosmological
constant takes over and causes an accelerated expansion of the universe. The old ideas
of an early radiation domination era, followed by a matter domination era have been
superseded by the addition of “dark matter”, and the inclusion of inﬂation.
The modern formulation of the FLRW model uses the density parameter Ω, which is
1Inflation was suggested by Guth [32] to solve the flatness problem, the horizon problem, and the
monopole problem in FLRW models. The flatness problem is as follows: the universe is not strongly
curved today, which means that at early times it was very close to flat — how did that happen? The
horizon problem is the difficulty of explaining how the CMB is so uniform when opposite sides of the CMB
sky have never been in causal contact; inflation takes a tiny region of the early universe that has already
been in causal contact, and inflates it to cosmological size. The monopole problem is the observation of
no monopoles when particle physics suggests they should be plentiful; and it is the enormous expansion
of inflation, after monopole production has occurred, that accounts for their rarity.
3
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the ratio of the mass density ρ to the critical density of the universe ρc. The critical density
is the density that a k = 0 model has, so Ω is related to the spatial curvature of universe.
Assuming the FLRW model and linear perturbation theory, analysis of observational data
from the Wilkinson Microwave Anisotropy Probe (WMAP) [46, 47, 81], Baryon Acoustic
Oscillations (BAO) [70] and Type Ia supernovas (SNIa) [75] have shown that 0.728+0.015−0.016%
of the constituents of the universe is cosmological constant or “dark energy” (ΩΛ), 0.227±
0.014% is “dark matter” (Ωc), 0.0456± 0.0016% is baryonic matter (Ωm) and 0.001% is
radiation (Ωr). The baryonic matter and the radiation are the familiar components whose
physics we understand, but the dark matter and dark energy components are exotic new
forms of matter that pose a challenge to present-day physics. This “ΛCDM” model or
“standard model”, is the prevalent view of cosmology. The discovery of the CMB has
provided the strongest evidence for one of the fundamental assumptions of the FLRW
model, isotropy. Apart from the uniform CMB temperature, the X-ray Background
(XRB), the distribution of radio sources and the Lyman-α absorption of the photons by
neutral hydrogen [53, 54] support isotropy.
1.2 Limitations
Although this model is an exact solution of EFEs and has successfully described many
of the bulk phenomena in the observable universe, it has a problem when we come to
structure formation — the study of how the galaxy clusters, super-clusters and voids
emerged with time. On all scales less than 100 Mpc the universe is distinctly inhomoge-
neous. To understand this puzzle we must explain the origin of density ﬂuctuations, and
what makes them grow with time. It has been suggested that density ﬂuctuations are
either caused by some topological defects such as cosmic strings, or by the ampliﬁcation
of quantum ﬂuctuations during inﬂation. The inﬂation scenario is widely accepted be-
cause of its consistency with CMB calculations.2 This results in a power law ﬂuctuation
spectrum, from which the acoustic oscillations grow. Following recombination, the grav-
itational self force produced by these density ﬂuctuations in time forms the large scale
structure seen today. With regards to the post-recombination evolution of the structure,
two approaches are commonly used, the N-body simulation and the perturbation theory.
Each approach has its problems when describing the evolution of the structure formation
in reality. For instance, there are two approaches of perturbation theory; the Newtonian
perturbations which are only valid for weak ﬁelds at sub-horizon scales, and the relativistic
2To fully understand the origin of these quantum fluctuations we need a quantum gravity theory,
which we do not yet have.
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or cosmological perturbations which require GR and are also applicable to super-horizon
scales. According to the cosmological perturbation approach, the density ﬂuctuations
must always remain δ ≪ 1 for the perturbations to be linear. But once δ ∼ 1, the
ﬁrst order perturbation beaks down, because the perturbations are large, in other words
the perturbations are non-linear. However, since the present day universe is very lumpy
or inhomogeneous on many scales, we should look at alternative models that can deal
with the non-linear structure formation, such as exact solutions of EFEs. Although it
is sometimes claimed that perturbation theory is suﬃcient for cosmology, there are solid
reasons to question this [16]. Brieﬂy these reasons are as follows. (i) Both the density
contrast and the curvature contrast must always be less than one for the perturbations to
be within the limit of the linear mode. The density contrast is well above 1 in present-day
galaxy clusters. Also, in negative curvature LT models, the curvature contrast decreases
with time while the density contrast increases, which means the curvature contrast is not
a good enough measure of linearity. (ii) Higher-order perturbations can only improve the
result achieved by the ﬁrst order, when the model is still in the above linear limit, so
that there can be convergence. Further, there are various studies showing linearisation
instability in some important classes of cosmological models. For more details about such
problems, see [16], pp 2-3. Similarly, the N -body approach, being based on Newtonian
gravity, is not relativistic, even if it is non-linear. Thus it is important to compare these
approaches with exact inhomogeneous solutions of the EFEs.
Apart from this, there is a fundamental scientiﬁc imperative — don’t just assume
something if you can test it — we should test our theories in whatever way we can. While
isotropy is relatively easy to check, there are so many factors that aﬀect the variation of
observations with distance, that it is not at all easy to verify radial homogeneity without
assuming it! For example [69], if the observed luminosity-redshift plot deviates from that
expected in an FLRW model, is it due to a diﬀerent equation of state, or to evolution of
the sources, or to inhomogeneity. As the collection of cosmological observations grows, we
are reaching the stage when we can test for homogeneity. Thus in this thesis we analyse
observations in a general framework. One of the long term goals is to see if the results
support homogeneity, but the available data is not yet good enough. Therefore this thesis
is a contribution to developing the theory and numerics that will be needed.
1.3 Inhomogeneous Models
There are several exact solutions of EFEs that have been used to study inhomogeneity
in the universe. These include: the spherically symmetric Lemaˆıtre-Tolman (LT) model
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[56, 91] sometimes refereed to as the Lemaˆıtre-Tolman-Bondi (LTB) model [17] which is
pure dust, and it is the simplest one; the spherically symmetric Lemaˆıtre model [56] which
allows non-zero pressure; the non-symmetric Szekeres model [13, 14, 38, 87, 88] which is
also pure dust, and its non-zero pressure version, the Szafron model [86]. The Stephani
[21–23, 31] model which is also a generalisation of FLRW model and the Szafron metrics
[67]. However, the Stephani model does not have a realistic equation of state; none is
imposed and unphysical behaviour can easily occur. These models have been diﬀerently
used according to their properties to explain some challenging problems in cosmology
today without need of dark energy. For example, they can be used to study the evolution
of cosmic structure, structure formation around central black hole, the dimming of Ia
type supernovae (SNIa), and the geometry of the universe. Most of these topics are well
addressed in [16]. Unfortunately most of these topics are not in the scope of this thesis, so
that we will only pay attention to the last one which is determining the geometry of the
universe that we live in, without assuming homogeneity. For further information, there
is an excellent review of inhomogeneous cosmologies by Krasinski [49], a more recent
summary of developments in [16], and a well illustrated description of Lemaˆıtre-Tolman
and Szekeres models and some of the work done with them is given in [36].
1.4 Deducing the Metric rom Observations
The idea of calculating observational relations in a given spacetime geometry was ﬁrstly
suggested by Temple [90], then reviewed by McCrea [64, 65]. McCrea made the assump-
tion that the dynamics of the universe is governed by the theory of GR, then he studied
the observational relations for anisotropic and homogeneous matter distribution. In his
second paper, he derived these quantities without assuming isotropic and homogeneous
matter distribution. His result was presented as a series approximation solution up to
the ﬁrst order term.
25 years later, Kristian and Sachs [51] were the ﬁrst to consider determining the
spacetime metric from cosmological data. They made three assumptions to obtain their
solution, these are: (i) The geometry of the spacetime is pseudo Riemannian, (ii) Light
travels along null geodesics, (iii) the source of gravitational ﬁelds is pure matter, i.e.
“dust”. They also did power series approximation to the EFEs near our present position,
and derived expressions for the redshift, the area distance, the image distortion, the
number density, and the proper motion in terms of the corrected luminosity distance.
These ﬁve quantities were represented as series coeﬃcients, where their values can be
numerically calculated. They concluded at that time that the assumption of homogeneity
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cannot be proven.
Following the Kristian and Sachs approach, Ellis, Stoeger, Maartens, Whitman and
others, decided to determine the spacetime geometry from ideal Cosmological data, but
in a diﬀerent way. Their main idea was to determine the spacetime metric away from the
observer’s position more generally and not merely as a series approximation around the
observer. They considered general inhomogeneous models for developing the observational
cosmology program (OC) [3–8, 10, 25, 61, 62, 74, 82–85]. In that program, they introduced
a new set of coordinates, the observer coordinate system, which is diﬀerent from the usual
space and time coordinates. These coordinates are centered on the observer’s worldline
(that is, our worldline) and aligned with the incoming light rays. In other words, the
observer is moving on his worldline, and at each time (observation event), the set of
received light rays form a past null cone (PNC). These PNCs foliate the spacetime, just
as the constant time surfaces do for time-space coordinates. The PNC is the one centered
on us at the present day; the history of extra-galactic observations is very nearly a single
moment in time. Note that these coordinates do not describe all the universe, but rather
they describe what we can see of the universe. Firstly they considered a cosmographic
analysis, which is the analysis of the cosmological observational data without taking the
ﬁeld equations into account, and they showed that it is not possible to determine the
spacetime geometry from the data on the PNC. Secondly, they considered the theory
of GR as a dynamical physical description of the universe, and the matter composed
of dust particles as the source of the gravitational ﬁeld. Then they showed that it is
possible to determine the spacetime geometry on the PNC, and oﬀ the PNC. The observer
coordinates provide a highly ﬂexibility way of solving the EFEs on the PNC, and then
evolving the solution oﬀ the PNC to the future or to the past. The solution process
directly uses the observational data on an initial PNC to solve for metric functions along
that surface, and this PNC data is viewed as initial conditions for deriving the subsequent
model evolution. Also, as a more general alternative, they introduced the ﬂuid-ray tetrad
formalism, calculating the “spin coeﬃcients” plus some constraints to derive their basic
mathematical equations. In addition to the procedure of the exact solution of the EFEs,
Hellaby & Alfedeel [37], reviewed earlier work, and presented a complete analysis of the
solution process in observer coordinates approach in the spherically symmetric dust case.
Previous papers on this case tended to refer to each other for part of the solution, or used
a less than ideal method, or glossed over important details.
The OC approach is not the only one that was used to tackle this problem. A parallel
research program by Hellaby and others aims to develop this idea into viable numeri-
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cal procedures that input actual observational data. Mustafa, Hellaby and Ellis (MHE)
[69], assumed the universe is a spherically symmetric, inhomogeneous Lemaˆıtre-Tolman
model, and considered how to deduce the model’s 3 arbitrary functions — which deﬁne
spacetime metric — from given cosmological data on the PNC. Given the luminosity dis-
tance or angular diameter distance, and the number count density as functions of redshift,
coupled with their evolution functions, the absolute luminosity or the true diameter, and
the average mass per source, MHE outlined a theoretical algorithm that would allow one
to determine the Lemaˆıtre-Tolman metric functions. They showed an FLRW model can
be ﬁtted to any reasonable data, if you ﬁddle the evolution functions, and conversely, if
the evolution functions are ﬁxed an LT model will ﬁt the data. A method for testing
for source evolution functions independently of inhomogeneity, using multicolour obser-
avtions was proposed by Hellaby in [34]. A serious attempt at eventually extracting
metric functions from cosmological data, the Metric of the Cosmos (MoC) project, was
initiated by Hellaby, Lu and McClure [35, 36, 58, 59, 63]. Lu & Hellaby reformulated the
MHE algorithm in terms of diﬀerential equations (DEs) for the Lemaˆıtre-Tolman arbi-
trary functions, and they wrote Matlab programs to integrate them numerically. They
showed that when the diameter distance reaches it maximum value, the “apparent hori-
zon”, the DEs become singular, which leads to a numerical problem. This is true both
for homogeneous FLRW cosmologies and for inhomogeneous ones. They overcame this
diﬃculty by showing a Taylor series solution near the maximum point is well behaved.
Similarly, the origin needed special treatment. They tested their numerical program with
fake observational data generated from a selection of models, and in each case success-
fully recovered the correct Lemaˆıtre-Tolman metric functions. It has been pointed out by
Hellaby [35] that, at the maximum in the diameter distance, and only there, there is a
simple relation between the diameter distance, the net mass within that radius, and the
cosmological constant. Thus a measurement of this maximum diameter distance tells us
the total mass present. Further, it can be used as a consistency check in these numerical
schemes — if the integrated total mass is not consistent with the mass calculated from
this relation, there are errors in the given data. This relation at the apparent horizon
was generalised to the case of non-zero pressure, i.e. the Lemaˆıtre metric, by Alfedeel &
Hellaby [2]. This paper also showed that the concept of mass cannot be well separated
from other variables when both pressure and cosmological constant Λ are non-zero, as well
as outlining a numerical algorithm for generating Lemaˆıtre models. McClure & Hellaby
[63] extended the original code of Lu in several ways, writing a C++ program that can
determine the Lemaˆıtre-Tolman arbitrary functions from simulated observational data
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that has statistical and/or systematic errors. Their implementation smoothed the data
by means of a moving average, and showed good approximations to the correct Lemaˆıtre-
Tolman functions can be obtained even if the data has signiﬁcant statistical errors. They
also analysed the stability of the DEs with respect to small data errors, and found that
the DEs are stable, except for the DE for the mass function after the maximum in the
diameter distance. Importantly, they used data with systematic errors, and showed how
the above apparent horizon relation can be used to detect the inconsistency and correct
for it. Although the correction is not unique, it is a great improvement on not knowing
the data is systematically oﬀ. More recently, Bolejko, Hellaby & Alfedeel [15], showed
that one can use the luminosity and galaxy cluster age data (against redshift) to recon-
struct the Lemaˆıtre-Tolman metric functions instead of using the luminosity and number
count data (against redshift).
The ﬁrst numerical treatment of this problem, often called the ‘inverse problem’, was
by Bishop and Haines [11]. They realised it is a kind of time-reverse of the characteristic
initial value problem used in numerical relativity. However, their code blew up at the
apparent horizon (this problem is explained and solved in chapter 5). In fact it was
suggested by Vanderveld, Flanagan and Wasserman [92] that the inverse problem could
not be solved for a non-FLRW model, because they did not understand the properties of
the apparent horizon. This was clariﬁed in [50]. Soon after the dimming of the they Ia
supernovae was discovered Celerier [19] used a parabolic LT model, expanding functions
in powers of z, to show that inhomogeneity could explain this eﬀect without the need for
acclerating expansion. This was generalised to all LT models by Tanimoto and Nambu
[89]. Papers by Rindler and Suson [76] and by Ishak [44] contain some general discussions
of the problem. Chung and Romano [20] also tried to reproduce the ΛCDM distance-
redshift relation, but encountered diﬃculties.
Iguchi, Nakamura and Nakao [43] ﬁtted the luminosity distance-redshift relation of
the ΛCDM model with an LT model. This was not the full ‘inverse problem’, as only one
observational function was used. Therefore it was necessary to assume another physical
relationship. They tried two possibilites: constant bang time, and spatial ﬂatness. They
were able to ﬁnd some reasonable models. However they got stuck at the apparent hori-
zon. Later Yoo, Kai and Nakao [96] considered the eﬀect of the Dyer-Roeder clumpiness
parameter, and they concluded that it could reduce the amount of inhomogeneity needed
to ﬁt observations. They seem to have solved the apparent horizon problem with some
kind of shooting method. In [95] Yoo discussed the full inverse problem for LT models,
where the diameter distance and the redshift space mass density are given as functions of
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z, especially the solution at the apparent horizon, and derived the necessary and suﬃcient
conditions for a solution to exist. The results were expressed in terms of the notation of
[89] for the LT evolution equations. However they support the point made in [35] and
[69] that arbitrary choices for the observational data functions will not satisfy the AH
conditions.3 A numerical example was calculated, in which the observational relations
of an FLRW universe with baryonic matter (p = 0) and dark energy (p = wρ), were
mimicked by an LT model, which was constructed by proposing “ﬁtting functions” for
the 3 arbitrary functions of the LT model. The diﬀerence was a few percent.
A very interesting issue that we don’t consider here is how the redshift of sources
evolves with time, as it is believed this may be able to distinguish universe models [9, 26,
45, 55, 96].
1.5 The Present Work
In this thesis, we will generalise the MoC algorithm to the case of non-zero pressure
and Λ, i.e the Lemaˆıtre model. That is, we will develop theoretically the procudure
for determining the functions of the Lemaˆıtre metric from observational data on the
past null cone, obtaining the diﬀerential equations that need to be solved, and then
code this algorithm in a set of Matlab programs and test them. The structure of this
thesis is as follows. In chapter 2, we will present a fairly general, spherically symmetric
inhomogeneous cosmological model, the Lemaˆıtre model, and its EFE solution. Then, we
will present a clear description of the cosmological source observations, and discuss how
to generalise the MoC algorithm. In chapter 3, we will review the basic concept of the
observer coordinates and observer metric. In chapter 4, we will present the full solution
procedure for the Lemaˆıtre metric in observer coordinates, and then the algorithm for
obtaining the solution from the data will also be presented. In chapter 5, we will study
the origin limits of the DEs, and their behavior at the apparent horizon, followed by
approximate solutions of the DEs at those regions. The data smoothing procedure will
be discussed in detail in chapter 6. In chapter 7, our numerical implementation scheme
will be clearly addressed. In chapter 8, we will present our numerical integration results,
and ﬁnally, we will end the thesis with our conclusions.
3This way of making the statement is deceptive. Every single PNC in every single (well-behaved) LT
model generates observational functions that satisfy the AH conditions. This was shown in [50] and in
corollary 1 of [95].
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Chapter 2
The Lemaˆıtre Model
As introduced in chapter 1, the broad-brush homogeneous cosmology of the FLRW model
needs to be complemented by a theory of structure formation, and further, the assumption
of homogeneity needs to be tested. For this purpose we need an inhomogeneous cosmology,
so that we don’t assume homogeneity ab initio. To be a cosmology, a solution of the
EFEs must allow non-zero density everywhere. Krasinski [49] deﬁned an inhomogeneous
cosmology as one that contains the RW metric as a special case. Here we introduce the
Lemaˆıtre (L) metric, which will be central to the rest of the thesis.
The study of inhomogeneous solutions of the EFEs began quite early on. The L
model [56] was ﬁrstly presented by Abbe´ Georges Lemaˆıtre in 1933, the same paper that
introduced the Lemaˆıtre-Tolman model, and it is a fairly general spherically symmetric
model that has a non-zero pressure. In the literature, the later work of Misner and Sharp
[66], and to a lesser extent that of Podurets [72] are more often cited, though Lemaˆıtre’s
description was clearly the ﬁrst, and is in fact more general. In fact Lemaˆıtre allowed
the radial and tangential pressures to be diﬀerent, while most other treatments assume
an isotropic pressure. I the following, we also assume the pressure to be isotropic. This
metric was also considered in [18, 33]. The L model can be thought of as a generali-
sation of the FLRW model, that represents a spherically symmetric matter distribution
that is inhomogeneous in the radial direction, and has non-zero pressure p and non-zero
cosmological constant Λ. The standard coordinates xa = (t, r, θ, φ) are synchronous and
comoving with the matter ﬂow, while the ﬂuid 4-velocity ua is a timelike quantity that
satisﬁes uaua = −1. With these assumptions, Lemaˆıtre solved the EFEs and reduced
them to a system of ﬁrst order diﬀerential equations (DEs), and also he obtained an
expression for the total gravitational mass from the conservation equation of the energy
momentum tensor. Throughout this chapter and in the rest of this thesis, we will use
geometric units G = c = 1.
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2.1 The Metric and the Matter
With the assumptions mentioned above, the diagonal, spherically symmetric spacetime
metric, may be written as
ds2 = −e2σ dt2 + eλ dr2 +R2 (dθ2 + sin2 θ dφ2) , (2.1)
where σ = σ(t, r), λ = λ(t, r) are functions to be determined, and R = R(t, r) corresponds
to the areal radius. Since the metric form is unchanged by the coordinate transformations
t = t(t) , r = r(r)
there is a gauge freedom in each of the t and r coordinates. The energy momentum tensor
is given by
T ab = (ρ+ p) ua ub + gabp , (2.2)
where ρ = ρ(t, r) is the mass-energy density of the perfect ﬂuid, and p = p(t, r) is the
matter pressure, and ua = (e−σ, 0, 0, 0) is the matter 4-velocity, assumed to be comoving.
This equation of state is less general than the full Lemaˆıtre metric, as we assume isotropic
pressure, and thus we only need one equation of st te.
2.2 The Field Equations
The EFEs, Gab = κT ab − gabΛ, can be reduced to the following set of equations
e2σ Gtt = −
(
2R′′
R
+
R′2
R2
− R
′
R
λ′
)
e−λ +
(
R˙2
R2
+
R˙
R
λ˙
)
e−2σ +
1
R2
= κρ+ Λ , (2.3)
eλGtr =
(
2R˙′
R
− 2R˙
R
σ′ − R
′
R
λ˙
)
e−2σ = 0 , (2.4)
eλGrr =
(
R′2
R2
+
2R′
R
σ′
)
e−λ −
(
2R¨
R
+
R˙2
R2
− 2R˙
R
σ˙
)
e−2σ − 1
R2
= κp− Λ , (2.5)
R2Gθθ =
(
R′′
R
+
R′
R
σ′ + σ′′ + σ′2 − R
′
2R
λ′ − 1
2
σ′ λ′
)
e−λ
+
(
R˙
R
σ˙ − R¨
R
− 1
2
λ¨+
1
2
λ˙ σ˙ − R˙
2R
λ˙− 1
4
λ˙2
)
e−2σ = κp− Λ , (2.6)
where the dot means a derivative with respect to t, and the prime means a derivative with
respect to r. Since geometric units areused we have κ = 8π. The conservation equations
∇aT ab = 0 are
2e2σ
(ρ+ p)
∇aT ta = λ˙+ 2ρ˙
(ρ+ p)
+
4R˙
R
= 0 (2.7)
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eλ
(ρ+ p)
∇aT ra = σ′ + p
′
p+ ρ
= 0 . (2.8)
Since pressure gradients are expected, the matter ﬂow lines are not in general geodesic,
and the acceleration of the worldlines is
ab = uc∇cub =
(
0, σ′e−λ, 0, 0
)
. (2.9)
However, it is clear from (2.8) and (2.9) that p′ = 0 implies σ′ = 0, which implies geodesic
matter ﬂow.
To solve these equations, we multiply (2.3) by R2R′ and use (2.4) to eliminate the
term that contains λ˙, which produces
∂
∂r
[
R +RR˙2e−2σ −RR′2e−λ − 1
3
ΛR3
]
= κρR2R′ . (2.10)
Multiplying (2.5) by R2R˙ and using (2.4) to eliminate the term that contains σ′, shows
(2.5) can be rewritten as
∂
∂t
[
R +RR˙2e−2σ −RR′2e−λ − 1
3
ΛR3
]
= −κpR2R˙ . (2.11)
The term in square brackets is related to the total mass-energy of the system, 2M , interior
to a comoving shell of constant r, which is normally deﬁned by
2M
R
= R˙2e−2σ − R′2e−λ + 1− 1
3
ΛR2 . (2.12)
For more details about the justiﬁcation for calling this the mass, the reader is referred to
[1, 56]. With this deﬁnition, equations (2.10) and (2.11) give expressions for the density
and the pressure
κρ =
2M ′
R2R′
, (2.13)
κp = − 2M˙
R2R˙
. (2.14)
Here M = M(t, r), and (2.14) ensures that the mass will decrease with time as the
Universe expands, assuming p is positive. Equation (2.12) may be rearranged as an
evolution equation for the model,
R˙ = ±eσ
√
2M
R
+ f +
ΛR2
3
, (2.15)
where
f(t, r) = R′2e−λ − 1 (2.16)
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acts as the curvature term, or twice the total energy per unit mass of the particles at r
(analogous to f in the LT model). We also deﬁne
W (t, r) =
√
1 + f (2.17)
and we will often change between f andW in our working. Equation (2.15) is the analogue
of the Friedman Equation in FLRW models, describing the evolution of the areal radius
of each worldline, R(t, r), instead of the scale factor a(t) as in FLRW models. The ±
signs indicate whether the universe expands or contracts with time.
The metric variables gtt and grr can be obtained by integrating (2.8) and (2.7) as
follows,
σ = σ0(t)−
const t∫ r
r0
p′ dr
(ρ+ p)
= σ0−
const t∫ ρ
ρ0
(∂p/∂ρ)
(ρ+ p(ρ))
dρ , (2.18)
and
λ = λ0(r)− 2
const r∫ ρ
ρ0
dρ
(ρ+ p(ρ))
− 4 ln
(
R
R0
)
, (2.19)
where σ0(t) and λ0(r) are arbitrary functions of integration. Typically, we would choose
r0 = 0 to be the origin, where R(t, 0) = 0. Having solved (2.3)-(2.5) and (2.7)-(2.8), the
θ-θ ﬁeld equation (2.6) is now satisﬁed, since
R2 Gθθ =
(
R
(
σ′
4R′
− λ˙
8R˙
)
− 1
2
)
e2σ Gtt −
(
R
4R˙
)
∂t
(
Gtte2σ
)
+
(
R
(
σ′
4R′
− λ˙
8R˙
)
+
1
2
)
eλ Grr +
(
R
4R′
)
∂r
(
Grreλ
)
+
(
e2σ
2R˙
(
Rλ′
4
− Rσ
′
2
−R′
)
+
eλ
2R′
(
Rλ˙
4
− Rσ˙
2
+ R˙
))
Gtr
+
(
R
4R′e2σ
)
∂t
(
Gtre2σ+λ
)− ( R
4R˙eλ
)
∂r
(
Gtre2σ+λ
)
, (2.20)
and to get the right hand side of (2.6) we also add
0 =
κRe2σ
4R˙
∇bT tb − κRe
λ
4R′
∇bT rb . (2.21)
Equation (2.15) does not solve as given, since we do not yet know the value of λ, σ
and M . However by deﬁning the proper time τ of comoving observers as
τ =
∫ t
a(r)
eσ dt , (2.22)
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we can write
τ =
∫ R
0
dR
±
√
2M
R
+ f + ΛR
2
3
, (2.23)
(2.24)
where a(r) is an arbitrary function of integration that describes the bang time as a
function of the r coordinate Here the Big Bang, where R = 0, occurs at t = a, and it
does not happen simultaneously as in the FLRW model, but it occurs at diﬀerent times
on each r worldline.
Equation (2.4) provides a constraint equation for the metric variable λ, which we will
make use of later on,
λ˙ =
R˙′
R′
− R˙
R′
σ′ . (2.25)
The simpler LT model can be obtained directly by setting p = 0 in (2.18) and (2.14),
so that the metric components in (2.1) become eσ = 1 and eλ = R′2/
√
1 + f(r).
2.3 The Past Null Cone (PNC)
The Lemaˆıtre model contains 5 free functions: the equation of state p(ρ), a coordinate
freedom in each of t and r, and two that ﬁx physical properties [2]. In the following we
will also make two gauge choices. The observational data will determine the two physical
functions, but the equation of state must be chosen by the user.
As we know, all the cosmological information we receive, is transmitted by light rays,
and light rays travel along the past null cone (PNC). Therefore, we ﬁrst need to set up
the PNC of an observing event, t = to, r = ro = 0. Hereafter, each quantity Q(t, r), when
evaluated on the PNC, will be indicated with a hat on top or as subscript, for example
Qˆ = Q(tˆ(r), r) = [Q]∧.
Thus, for the incoming radial null geodesics, ds2 = 0 = dθ2 = dφ2, the metric in (2.1)
implies
dtˆ
dr
= −e
λˆ/2
eσˆ
. (2.26)
Because of the coordinate freedom in (2.1), we can use a radial coordinate choice to
simplify the solution. We write
dtˆ
dr
= −eζ = −e
λˆ/2
eσˆ
→ λˆ = 2σˆ + 2ζ → R̂′ = eσˆ+ζ
√
1 + fˆ . (2.27)
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The gauge function ζ(r) = λˆ/2 − σˆ is only deﬁned on the PNC, and it will be set later.
Then the observer’s PNC (2.26) has the simple solution
tˆ(r) = to −
∫ r
0
eζ dr , (2.28)
where to is a constant of integration which we can take to be the current age of the
Universe at the observing event.
2.4 Observables
Generally cosmological sources are characterised by a set of observational quantities, the
redshift z, the angular diameter δ, the apparent luminosity ℓ and the number count
density n in redshift space. With each one of them, there are associated time dependent
functions, the true diameter D, the absolute luminosity L and the average mass per source
µ, that characterise the evolution of the source properties, and which are needed to relate
the theoretical model to observational data.
2.4.1 The Redshift
In Cosmology, the redshift is the measurement of the relative shift spectral lines between
an observer and the cosmological objects or sources. While the Universe is expanding,
the redshift is connected to the comoving distance in the following way. Consider a
cosmological source such as a “galaxy”, that emits two light rays at proper times τe and
τe + Te, which are passing through the world lines of constant r and r + dr, and are
received by an observer at times τo and τo + To (see ﬁgure (2.1)). Here Te and To are the
light oscillation periods, measured in terms of local proper time τ . The redshift is given
by
(1 + z) =
To
Te
. (2.29)
For the two successive wavefronts passing through the events B and A or D and C
respectively on those neighboring worldlines, Taylor expansions along the curves AB and
CD give the change in time tˆ between those points as,
τB = τA +
dτˆ
dr
∣∣∣∣
A
dr +O(dr2) , (2.30)
τD = τC +
dτˆ
dr
∣∣∣∣
C
dr +O(dr2) . (2.31)
the change in the light oscillation period T over a distance dr is given by
dT = TBD − TAC =
(
τD − τB
)
−
(
τC − τA
)
=
(
τD − τC
)
−
(
τB − τA
)
, (2.32)
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.
.
.
.
.
.
.
τ = τo + To
τ = τe + Te
τ = τo
τ = τe
T0
Te
A
B
C
D
Cosmological
source
r
r + dr
observer’s worldilne
Figure 2.1: The path of the light rays from the source to observer
Substituting from (2.30), (2.31) and neglecting the higher order terms because the change
in the light oscillation period is very small, we have
dT =
dτˆ
dr
∣∣∣∣
C
dr − dτˆ
dr
∣∣∣∣
A
dr . (2.33)
Again, doing a Taylor expansion about A for the ﬁrst term on the right of (2.33), we ﬁnd
dT =
(
dτˆ
dr
∣∣∣∣
A
+
∂
∂τ
(
dτˆ
dr
)∣∣∣∣
A
T
)
dr − dτˆ
dr
∣∣∣∣
A
dr ,
dT
T
=
∂
∂τ
(
dτˆ
dr
)∣∣∣∣
A
dr . (2.34)
where ∂/∂τ is along the comoving worldlines of constant r. By (2.22) and (2.26) we have
dτˆ
dr
=
∂τ
∂t
dtˆ
dr
+
∂τ
∂r
(2.35)
= eσ
(
−e
λ/2
eσ
)
+
∫ t
a
eσσ′ dt− a′[eσ]
t=a
(2.36)
so that
∂
∂τ
(
dτˆ
dr
)
=
[
1
eσ
∂
∂t
(
dτˆ
dr
)]
∧
(2.37)
=
[
− λ˙
2
eλ/2
eσ
+ σ′
]
∧
(2.38)
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Therefore, (2.34) can be integrated down the PNC to give
ln
(
To
Te
)
=
∫ re
0
[
λ˙
2
eλ/2
eσ
− σ′
]
∧
dr , (2.39)
which leads to the following
ln(1 + z) =
∫ re
0
[
λ˙
2
eζ − σ′
]
∧
dr . (2.40)
This gives the redshift for the central observer at r = 0, receiving signals from a source
at r = re. This is where a second gauge choice can be made. We write
ln(1 + z) =
∫ re
0
[
Z eζ
]
dr . (2.41)
and, as with ζ , Z(r) =
[
λ˙/2 − σ′e−ζ]
∧
exists only on the PNC and it will be speciﬁed
later. Written as a diﬀerential equation this is
ϕ =
dr
dz
∣∣∣∣
∧
=
1
eζZ(1 + z)
. (2.42)
2.4.2 The Angular Diameter Distance
The angular diameter distance is one way of measuring how far away a cosmological
source of known size is, or rather appears to be. Working in Euclidean ﬂat spacetime,
suppose we have a cosmological source or “galaxy” with a given true diameter D, and
a measured angular diameter δ (see Fig (2.2)). Assuming that the measurement of the
two ends of the diameter was at the same time t, then its angular diameter distance dD
is the ratio between the true diameter D (“proper diameter”) and the measured angular
diameter δ [25, 40, 83],
dD =
D
δ
. (2.43)
Observer
Cosmological Source
        (e.g galaxy)
dD
D The true diameter
        of the source
δ
Figure 2.2: The Diameter distance between the observer and a the cosmological source
(galaxy) in flat space.
Now, in a curved spacetime whose geometry is described by the Lemaˆıtre metric,
suppose we have two radial null geodesics propagating along constant θ and φ directions
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meeting at the central observer at time to with angular separation δ, having been emitted
at time te from the source of true diameter D at comoving coordinate re (see Fig (2.3)).
Then the metric in (2.1) relates the angular displacement δ (at constant re) to the physical
size D, i.e
D = Rˆ(te, r) δ. (2.44)
Substituting (2.44) into (2.43) and noting te = tˆ(re), the angular diameter distance is
dD = Rˆe . (2.45)
Equation (2.45) shows that the angular diameter distance in the Lemaˆıtre metric corre-
sponds to the areal radius evaluated on the PNC.
.
.
D t = te
t = to
δ
observer worldline
galaxy worldline
Figure 2.3: Shows how we measure the diameter distance between the observer and
the cosmological source (galaxy) in 4-d spacetime, when the light rays are
emitted at time te and received by an observer at time to.
2.4.3 The Luminosity Distance
The luminosity distance is based on measuring the amount of light that we receive from a
faraway cosmological object. In Euclidean ﬂat spacetime, imagine that we have a source
located at distance dL that emits energy Je per unit time measured in Js
−1. Then the
ﬂux that is received by an observer located at r = 0 (see Fig (2.4)) is,
ℓ =
Je
4πd2L
, (2.46)
where ℓ is apparent luminosity of the source measured in Js−1m−2. The absolute lumi-
nosity L is what would be measured at 10 parsecs,
L =
Je
4πd210
, (2.47)
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where d10 = 10 pc. Eliminating the term Je/4π by dividing (2.46) and (2.47) the lumi-
nosity distance dL for any cosmological source is deﬁned in terms of the ratio between
apparent luminosity ℓ and absolute luminosity L, see Fig (2.4). It is given by
dL =
√
L
ℓ
d10 = 10
(m−m˜)/5 d10 . (2.48)
Here, m and m˜ are the apparent and absolute magnitude of the cosmological source.
.A telscope area ω
dL
observer
galaxy
Figure 2.4: The Luminosity distance between the observer and the cosmological
source (galaxy) in flat spacetime. The telescope area A subtends solid
angle ω at the source and collects a small part of the emitted wavefront.
In our curved spacetime, the luminosity distance is very hard to calculate, but the
reciprocity theorem gives the relationship between the luminosity distance dL and the
diameter distance dD in terms of the redshift z (see Fig (2.5)), and it holds in any 4-
dimensional spacetime under very general conditions,
dL = (1 + z)
2dD . (2.49)
Equation (2.49) was ﬁrst introduced by Etherington and then shown more generally by
Penrose (for more details see [24, 27, 41]).
2.4.4 The 3-d Volume & the Mass Density
The number count density or the mass density is an essential quantity in observational
Cosmology. In order to calculate the number of sources in an expanding region, we need
to compute the physical volume dV 3 that contains these sources, and the number of
sources inside this volume. Suppose we have N sources, distributed between sphere r and
r + dr and within the solid angle dω = sin θ dθdφ, then the proper 3-volume enclosing
these sources at the time of emission, as measured by comoving observers with velocity
ua (see Figure (2.6) and [40]), is given by
dV 3 =
√
| − g|ǫ0123 u0 dx1 dx2 dx3 =
√
| − e2σeλR4 sin2 θ|e−σ dr dθ dφ = eλ/2R2 dω dr ,
(2.50)
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.
..
.
t = te
t = to
galaxy worldline
observer worldline
Wavefront of emitted light
Figure 2.5: A graphical illustration showing how the observer sitting at center of his
worldline will measure the luminosity distance at time to using light from
the cosmological source (galaxy) at time of emission te while the Universe
is expanding.
and the corresponding total mass energy in this volume element, is
dM = ρ eλ/2R2 dω dr . (2.51)
.
.
.
   
observer
dV 3o
r + dr
r
t = t0
t = t
t = t− dt
z = 0
z = z
z = z + dz
Figure 2.6: The geometry associated with a comoving volume dV 3o , and the num-
ber count density of the galaxies inside that volume, as measured by an
observer sitting at to.
On the other hand, working in redshift space, (z, θ, φ), let n(z) stand for the observed
number density of sources, that is the number per steradian per unit redshift interval,
then the total rest mass between redshift z and z + dz, is
dM = µn dω dz , (2.52)
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where µ = µ(z) is the average mass per source. Equating (2.51) & (2.52), the relationship
between n and ρˆ is given by
µn = ρˆeλˆ/2Rˆ2
dr
dz
, (2.53)
where ρˆ = ρ(t, r) is the density evaluated on the PNC.
2.5 The Solution from the Data
The given set of cosmological data include the direct observations, z, δ, ℓ, n, as well as
the evolution functions, D, L and µ. These are combined to give the input functions for
our problem, the redshift z, the luminosisty and diameter distances dD = Rˆ = dL(1+z)
2,
and the redshift space density κµn (2.53). With these, we should be able to determine
the functions of the Lemaˆıtre model on the PNC.
The PNC equations can be found from the total derivatives of Rˆ, Mˆ , Wˆ and σˆ along
the PNC as follows,
dRˆ
dr
=
[
R′ + R˙
dtˆ
dr
]
∧
, (2.54)
and using (2.27) and (2.15), to eliminate the terms dtˆ/dr, R̂′ & ̂˙R, gives
e−ζ
(
dRˆ
dr
)
− eσˆ
√
1 + fˆ = − ̂˙R = ∓eσˆ
√
2Mˆ
Rˆ
+ fˆ +
ΛRˆ2
3
. (2.55)
Using (2.27), and re-arranging (2.55), the curvature function W , is given by
Wˆ =
√
1 + fˆ =
1
2
[(dRˆ
dr
)
eσˆ+ζ
+
eσˆ+ζ
(
1− 2Mˆ
Rˆ
− ΛRˆ2
3
)
(
dRˆ
dr
) ] . (2.56)
Equation (2.56) tells us which regions of the spatial sections are hyperbolic 1 + f > 1,
parabolic 1 + f = 1, or elliptic 1 + f < 1, depending on the data that is obtained from
the PNC. Also the total derivative of Mˆ on the PNC is
dMˆ
dr
=
[
M ′ + M˙
dt
dr
]
∧
, (2.57)
and using (2.13), (2.14) and (2.27) to eliminate the terms M˙ , M ′ and dtˆ/dr, followed by
the left equality of (2.55) and (2.27) to replace ˆ˙R and R̂′ in (2.57), shows
dMˆ
dr
=
κ
2
Rˆ2
[
ρˆR̂′ + pˆ ̂˙Reζ] (2.58)
=
κ(ρˆ+ pˆ)
2
Rˆ2eσˆ+ζ Wˆ − κpˆ
2
Rˆ2
dRˆ
dr
, (2.59)
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and substituting (2.56) into (2.59) gives
dMˆ
dr
+
[
κ(ρˆ+ pˆ)Rˆ e2(σˆ+ζ)
2
(
dRˆ
dr
) ]M = κ(ρˆ+ pˆ) Rˆ2e2(σˆ+ζ)
(
1− ΛR2
3
)
4
(
dRˆ
dr
) + κ(ρˆ− pˆ)R2
(
dRˆ
dr
)
4
.
(2.60)
Superﬁcially this a ﬁrst order, inhomogeneous diﬀerential equation for the total gravita-
tional mass M , but it also depends on the functions Rˆ, σˆ, ρˆ & pˆ.
At this point in the working with the LT model, [59, 63, 69] used the fact that M , W
& f were functions of r only, so ∂M/∂r = dMˆ/dr, etc. This is not true for the L model.
The method of taking the null cone derivative in all cases, and of using generalised gauge
choices in (2.27) and (2.41) is due to C Hellaby. We take the null cone derivative of (2.15)
and of (2.55), using (2.17) where necessary; that is, we evaluate them on the PNC and
then take the derivative with respect to r,
2 ̂˙Rd ̂˙R
dr
= e2σ
[
2
(
2M
R
+ f +
ΛR2
3
)
dσˆ
dr
+
2
R
dMˆ
dr
+
dfˆ
dr
+ 2
(
−M
Rˆ2
+
ΛR
3
)
dRˆ
dr
]
, (2.61)
d ̂˙R
dr
= e−ζ
(
dRˆ
dr
dζ
dr
− d
2Rˆ
dr2
)
+ eσˆ
(
dWˆ
dr
+W
dσˆ
dr
)
, (2.62)
and we solve for dWˆ/dr by eliminating d ̂˙R/dr between (2.61) and (2.62),
dWˆ
dr
=

(
1− 2Mˆ
Rˆ
− ΛRˆ2
3
)
dσˆ
dr
dRˆ
dr
−
dMˆ
dr
RdRˆ
dr
+
Mˆ
Rˆ2
− ΛRˆ
3
 eσˆ+ζ
+
(
d2Rˆ
dr2
− dζ
dr
dRˆ
dr
)
eσˆ+ζ
+
(
dζ
dr
− dσˆ
dr
−
d2Rˆ
dr2
dRˆ
dr
)
Wˆ . (2.63)
Another expression for dWˆ/dr comes from the PNC derivative of (2.56),
dWˆ
dr
=

(
1− 2Mˆ
Rˆ
− ΛRˆ2
3
)
2dRˆ
dr
(
dσˆ
dr
+
dζ
dr
−
d2Rˆ
dr2
dRˆ
dr
)
−
dMˆ
dr
RdRˆ
dr
+
Mˆ
Rˆ2
− ΛRˆ
3
 eσˆ+ζ
+
(
d2Rˆ
dr2
− (dσˆ
dr
+ dζ
dr
)
dRˆ
dr
)
2eσˆ+ζ
. (2.64)
Setting these two equal, we ﬁnd(
dσˆ
dr
− dζ
dr
+
d2Rˆ
dr2
dRˆ
dr
)(
1
2
(
1− 2Mˆ
Rˆ
− ΛRˆ
2
3
)
eσˆ+ζ +
1
2eσˆ+ζ
− Wˆ
)
= 0 , (2.65)
so clearly1
dσˆ
dr
=
dζ
dr
−
d2Rˆ
dr2
dRˆ
dr
. (2.66)
1Putting the second bracket in (2.65) to zero does not give a PNC derivative.
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We next want to convert our DEs to z derivatives, because the comoving coordinate r
is not observable on the PNC. This requires a new function ϕ, that links r and z, which
we deﬁne as
dr
dz
= ϕ . (2.67)
For any quantity Q on the PNC, we transform its derivatives using
dQˆ
dr
=
dQˆ
dz
ϕ
,
d2Qˆ
dr2
=
d2Qˆ
dz2
ϕ2
−
dQˆ
dz
ϕz
ϕ3
, (2.68)
where ϕz = dϕ/dz, so we will need (2.42) and its derivative,
drˆ
dz
= ϕ =
dr
dz
∣∣∣∣
∧
=
1
eζZ(1 + z)
(2.69)
d2rˆ
dz2
= ϕz = − 1
(1 + z)Zeζ
(
dζ
dz
+
(
dZ
dz
)
Z
+
1
(1 + z)
)
. (2.70)
We also re-express the matter density in terms of the observed redshift-space density of
sources using (2.53). Thus (2.66), (2.59), (2.53), (2.56) and (2.27) become
ϕ =
drˆ
dz
=
1
eζZ(1 + z)
(2.71)
dσˆ
dz
= −
(
d2Rˆ
dz2
)
(
dRˆ
dz
) − (dZdz )
Z
− 1
(1 + z)
. (2.72)
dMˆ
dz
=
Rˆ2
2
(
κ(ρˆ+ pˆ)Weσˆ
(1 + z)Z
− κpˆ
(
dRˆ
dz
))
(2.73)
ρˆ =
µn
Rˆ2eσˆ+ζϕ
=
µnZ(1 + z)
Rˆ2eσˆ
, pˆ = p(ρˆ) (2.74)
Wˆ =
(
1− 2Mˆ
Rˆ
− ΛRˆ2
3
)
eσˆ
(1 + z)Z
(
dRˆ
dz
) + (1 + z)Z
(
dRˆ
dz
)
2eσˆ
(2.75)
dtˆ
dz
= − 1
Z(1 + z)
. (2.76)
Note that the two ﬁrst order DEs (2.71) and (2.72) replace the single second order DE for
ϕz that appeared in the LT case, and also that dζ/dz vanishes from these DEs. We now
have a connected set of DEs, and we can make the gauge choices. We have the following
combinations:
Z , Zeζ , Ze−σˆ ,
dZ
dz
Z
. (2.77)
It is most important to make (2.71) and (2.72) integrable, then the rest will be integrable
too. Therefore the most obvious choices are
eζ = 1 → ζ = 0 , λˆ = 2σˆ , (2.78)
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Z = Y (z) → ˆ˙λ = 2(Y + σ̂′e−ζ) . (2.79)
The ﬁrst ﬁxes the r coordinate relative to the metric functions, and the second ﬁxes t
relative to the rate of change of λ. Setting Z = [λ˙/2 − σ′e−ζ]∧ > 0 is an assumption,
equivalent to assuming the worldlines are expanding at every point on the PNC. Note
that these choices do not extend beyond the top of the PNC. The purpose of Y (z) is to
keep tˆ and rˆ ﬁnite as the bang is approached and z diverges, as is the case in the FLRW
models. For example, if Y (z) = (1 + z) then to − tˆ = rˆ = z/(1 + z), but if Y (z) = 1 then
to − tˆ = rˆ = ln(1 + z). If the numerical integration does not reach high z, then Y = 1 is
simplest. For the choice (2.78) & (2.79), our DEs are
ϕ =
drˆ
dz
=
1
Y (1 + z)
(2.80)
dσˆ
dz
= −
(
d2Rˆ
dz2
)
(
dRˆ
dz
) − Yz
Y
− 1
(1 + z)
(2.81)
dMˆ
dz
=
Rˆ2
2
(
κ(ρˆ+ pˆ)Weσˆ
(1 + z)Y
− κpˆ
(
dRˆ
dz
))
(2.82)
ρˆ =
µnY (1 + z)
Rˆ2eσˆ
, pˆ = p(ρˆ) (2.83)
Wˆ =
(
1− 2Mˆ
Rˆ
− ΛRˆ2
3
)
eσˆ
2Y (1 + z)
(
dRˆ
dz
) + Y (1 + z)
(
dRˆ
dz
)
2eσˆ
(2.84)
dtˆ
dz
= − 1
Y (1 + z)
(2.85)
dtˆ
dr
= −1 , tˆ = to − r . (2.86)
Equations (2.80) to (2.85) are a system of DEs that can be integrated numerically in
parallel to produce the metric and matter quantities z(r), σˆ(r), Mˆ(r), Wˆ (r), tˆ(r), ρˆ(r)
and pˆ(r) on the PNC, given the input functions Rˆ(z) and κµn(z). The last function λˆ(r)
follows from the gauge choice. Since the observer coordinate approach of chapter 4 has
been converted to a numerical procedure, this approach was not taken further.
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Chapter 3
The Observer Coordinates
In this chapter we will review the basic concepts of the observational coordinate system
as they were deﬁned in many articles of the Observer Coordinates Program [3–5, 25, 61,
74, 82–85]. These coordinates are diﬀerent from the usual spacetime coordinates and they
have been set up by the authors to mirror the fact that observations provide a view of
the universe down the past null cone, and not on a constant time slice. Solving the EFEs
in these coordinates allows us to more easily relate real observations to the spacetime
geometry on the PNC and its subsequent evolution.
3.1 The Coordinates and the Metric
The observer coordinates xa = (w, y, θ, φ) = (w, y, xI) (where a ranges 0 - 3 and I = 2, 3)
are centered on the observer’s worldline C (see ﬁgure (3.1)), and they can be deﬁned as
follows:
(1) w is the observer’s proper time, and it is used to label each past null cone along C.
For example, the surface of w = constant speciﬁes the set of light rays arriving at
the observer (C) at time w. Our principal PNC (that of the present time) is denoted
as w = w0. In general w will not be proper time for worldlines other than C.
(2) y, is the radial coordinate along each light ray. It measures a kind of coordinate
distance down each past null cone. It increases monotonically away from the central
worldline C, but is otherwise left ﬂexible.
(3) θ and φ, are the longitude and latitude, the angles of the y lines as measured by
the observer on C. They are deﬁned to be constant along each light ray. We write
xI = (θ, φ), and although the 2-metric gIJ would be that of a 2-sphere near C, it
would not retain this form further out.
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.
*
w = w0 {w = const = w0}
{θ, φ constant}
k
C
Cosmological event
coordinate (w0, y, θ, φ)
The Past Null Cone
Comoving distance y
PNC surface
null geodesic
Observer at
The Observer Worldline
Figure 3.1: The observational coordinates (w, y, θ, φ) based on the observer event on
the worldline C
In this coordinate system, the observer’s 4-velocity is ua = dxa/dw|C, and the tangent
vector to the incoming light rays is ka = dxa/dν, where ν is an aﬃne parameter along
each light ray. The y coordinate lines are the incoming light rays — they follow constant
w, θ and φ,
ka∂aw = 0 , k
a∂aθ = 0 , k
a∂aφ = 0 , (3.1)
and they are null
kaka = 0 , (3.2)
so
kb = (1/β)δb1 , (3.3)
where the function β = dν/dy down the rays of the PNC, and it is non-vanishing for any
well-behaved choice of y. Further, we normalise ka such that
ka = ∂aw = δ
0
a . (3.4)
The property (3.2) allows us to deduce one of the metric tensor components,
kaka = 0 , → (kcgca) ka = δwc gcaδwa = g00 = 0 , (3.5)
and similarly (3.3) and (3.4) give us
ka = gabkb → (1/β)δa1 = gabδ0b → ga0 = (1/β)δa1 , (3.6)
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so that
gabgbc = δ
a
c → g0bgbc = δ0c → g1c = βδ0c . (3.7)
From all this, the list of metric components reads
gab =

α β v2 v3
β 0 0 0
v2 0 g22 g23
v3 0 g23 g33
 , gab =

0 1/β 0 0
1/β δ σ2 σ3
0 σ2 g33/h −g23/h
0 σ3 −g23/h g22/h
 , (3.8)
where
h = det(gIJ) = g22g33 − (g23)2 , (3.9)
δ = −α + β(v2σ2 + v3σ3)
β2
, (3.10)
σ2 = −v2g33 − v3g23
βh
, (3.11)
σ3 = −v3g22 − v2g23
βh
. (3.12)
In these coordinates, the non-vanishing Christoﬀel symbols are
Γa bc =
1
2
gad
(
∂gdb
∂xc
+
∂gdc
∂xb
− ∂gbc
∂xd
)
, (3.13)
are calculated as follows:
Γ0 00 =
(
β,0
β
− α,1
2β
)
,
Γ0 0I =
(
β,I
β
− vI,1
2β
)
,
Γ0 IJ =
gIJ,1
2β
,
Γ1 00 =
1
2
(
α,0
β
+ δ(2β,0 − α,1) + σI(2vI,0 − α,I)
)
,
Γ1 01 =
1
2
(
α,1
β
+ σI(vI,1 − α,I)
)
,
Γ1 11 =
β,1
β
,
ΓJ 01 =
1
2
gJI (vI,1 − β,I) ,
Γk 1I =
1
2
gkJgIJ,1 ,
Γ1 02 =
1
2
(
α,2
β
+ δ(2β,2 − v2,1) + σ2g22,0 + σ3(h23,0 + v3,2 − v2,3)
)
,
Γ1 03 =
1
2
(
α,3
β
+ δ(2β,3 − v3,1) + σ3g33,0 + σ2(h23,0 + v2,3 − v3,2)
)
,
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Γ1 1I =
1
2
(
β,I
β
+
vI,1
β
+ σJgIJ,1
)
,
Γ1 22 =
1
2
(
(2v2,2 − g22,0)
β
− δg22,1 + σ2g22,2 + σ3(2h23,2 − g22,3)
)
,
Γ1 33 =
1
2
(
(2v3,3 − g33,0)
β
− δg33,1 + σ3g33,3 + σ2(2h23,3 − g33,2)
)
,
Γ1 23 =
1
2
(
(v2,3 + v3,2 − h23,0)
β
− δh23,1 + σ2g22,3 + σ3g33,2
)
,
Γ2 00 =
1
2
(
σ2(2β,0 − α,1) + g2I(2vI,0 − α,I)
)
,
Γ2 02 =
1
2
(
σ2(β,2 − v2,1) + g22g22,0 + g23(h23,0 + v3,2 − v2,3)
)
,
Γ2 03 =
1
2
(
σ2(β,3 − v3,1) + g23g33,0 + g22(h23,0 + v2,3 − v3,2)
)
,
Γ3 03 =
1
2
(
σ3(β,3 − v3,1) + g33g33,0 + g23(h23,0 + v2,3 − v3,2)
)
,
Γ2 22 =
1
2
(
g22g22,2 − g23(g22,3 − 2h23,2)− σ2g22,1
)
,
Γ2 23 =
1
2
(
g22g22,3 + g
23g33,2 − σ2h23,1
)
,
Γ2 33 =
1
2
(
g23g33,3 − g22(2h23,3 − g33,2)− σ2g33,1
)
,
Γ3 00 =
1
2
(
σ3(2β,0 − α,1) + g3I(2vI,0 − α,I)
)
,
Γ3 02 =
1
2
(
σ3(2β,2 − v2,1) + g33(h23,0 + v3,2 − v2,3) + g23g22,0
)
,
Γ3 22 =
1
2
(
g33(2h23,2 − g22,3) + g23g22,2 − σ3g22,1
)
,
Γ3 33 =
1
2
(
g33g33,3 − g23(g33,2 − 2h23,3)− σ3g33,1
)
,
Γ3 23 =
1
2
(
g33g33,2 + g
23g22,3 − σ3h23,1
)
, (3.14)
where h23 = g23/h. It may easily be veriﬁed that, given the above metric form, the null
vector ka deﬁned in (3.3) and (3.4) is also geodesic,
ka∇akb =
[
0, k1
(
∂1k
1 +
∂1β
β
k1
)
, 0, 0
]
= 0 . (3.15)
Note that the above applies to any choice of the observer’s worldline C. A further condition
would be needed to make C geodesic.
3.2 Gauge Freedoms
The coordinates so deﬁned retain some gauge freedom, which should be ﬁxed before
carrying out explicit calculations. The freedoms are explained as follows:
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• w: if we specify w on our worldline, then automatically it will be ﬁxed on other
worldlines. For example, the obvious choice of w is to represent the proper time on
the observer’s worldline.
• y: there are many options associated with choice of y, for instance, it can be chosen
to represent the aﬃne parameter ν, or the redshift z, or the luminosity distance dL,
or one of these can be used on an initial worldline and then propagated along the
ﬂuid ﬂow lines. In general, this last is a good choice, if the observer and the sources
are comoving with the ﬂuid, and our observations occur at a single time relative to
cosmic timescales. Thus, having constrained the PNC with observational data, the
EFEs are used to evolve this initial data.
• Finally, θ and φ: these can be transformed by a rigid rotation about the center i.e.
the observer’s worldline.
3.3 The Matter and the EFEs
The standard assumption is that of a perfect ﬂuid
T ab = (ρ+ p)uaub + pgab , (3.16)
where ua is the ﬂuid 4-velocity. If the ﬂuid is comoving, then ua = (1/
√
α, 0, 0, 0). At
the time the main OC papers were written, a universe composed of dust and isotropic
radiation seemed a good description, and dust (p = 0) with zero Λ was used for the
post-recombination region.
3.4 Relation to Observables and Physical Quantities
In this section we will present a derivation of the cosmological source observable quantities,
the redshift z, the angular diameter and luminosity distances dD and dL and the reshift-
space density κµn, similar to the one in section 2.4, but this time we use the observer
coordinates. For ﬁgures see section 2.4.
The chosen form of the OC metric (3.8) ensures the equation of the past null cone is
very simple
w = constant , dw = 0 (3.17)
with the w = w0 being the PNC of present day observations.
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The Redshift We assume that both emitter and observer are comoving, following
curves of constant (y, θ, φ). The redshift of a comoving cosmological source on the null
cone can be deﬁned as the ratio between the light oscillation periods T measured at the
observer o and the emitter e,
T =
∂τ
∂w
∣∣∣ dw = τw dw = √α dw , (3.18)
where τ is the proper time along the constant y worldlines. Since w is constant along the
PNC, we apply a Taylor expansion along the light paths AB and CD of ﬁgure 2.1,
τB = τA + τˆy|A dy , τD = τC + τˆy|C dy . (3.19)
Note that τˆy is negative, so the change in the light oscillation periods T , as measured by
comoving observers, between the points AC and BD is
dT = TBD − TAC = (τD − τB)− (τC − τA) . (3.20)
Substituting (3.19) into (3.20), produces
dT = (τˆy|C − τˆy|A) dy , (3.21)
and doing another Taylor expansion along AC, a worldline of constant y, gives
τˆy|C = τˆy|A + ∂τˆy
∂τ
∣∣∣∣∣
A
T . (3.22)
Now, combining (3.21), (3.22) and (3.18),
dT
T
=
∂τˆy
∂τ
=
1√
α
∂
∂w
(
∂
∂y
τˆ
)
dy =
1√
α
(
∂
∂y
τw
)
dy (3.23)
=
1√
α
(
∂
∂y
√
α
)
dy (3.24)
so integrating this equation along the surface of constant w, i.e down the PNC, yields
ln
Te
To
= ln
(
√
α )e
(
√
α )o
→ Te
To
=
(
√
α )e
(
√
α )o
, (3.25)
and, by the fact that (1 + z) = To
Te
, (3.25) gives
(1 + z) =
(
√
α )o
(
√
α )e
. (3.26)
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Diameter distance The areal radius R, and the “angular” 2-metric fIJ can be deﬁned
by (see [25] for more information about the derivation of this formula)
R4 sin2 θ = h , fIJ =
gIJ
R2
. (3.27)
and R(w, y, θ, φ) is the diameter distance of a source at (y, θ, φ) measured by C at time
w. If multiple measurements of the shape of a source could be made, and the source’s
orientation and size dℓ in 3-d is known, then
dℓ2 = hIJ
∣∣
source
dxI dxJ (3.28)
could in principle provide the 2-metric components in that vicinity. Considerable detail
is provided in [25].
Angular Drift If the source proper time is τ , and its 4-velocity is ua = dx
a
dτ
, then
dw
dτ
= u0 = 1 + z , (3.29)
so that u0 is deducible from a redshift measurement. Similarly, if the angular drift of the
sources ( dθ
dw
, dφ
dw
) can be measured, then
u2 =
dθ
dτ
= (1 + z)
dθ
dw
, u3 =
dφ
dτ
= (1 + z)
dφ
dw
(3.30)
and u1 follows from uaua = −1 and involves local metric components.
Number Counts We look along a pencil of rays of solid angle dω, and we count the
number of sources dN between z and z + dz. Suppose the density of sources in redshift
space is n per steradian per unit redshift interval, and the average mass per source is µ,
then the mass in that volume element is
dM = µdN = µn dω dz = µn sin θ dθ dφ dz . (3.31)
On the other hand, if ρ is the proper density (relative to the comoving worldlines) then
the mass in solid angle dω between y and y + dy is
dM = ρ d3V (3.32)
and the proper volume is [37]
d3V = ηabcd ua dxb1 dxc2 dxd3 (3.33)
=
√
|g| ǫ0123
(
1√|α|
)
dy dθ dφ (3.34)
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=
β
√
h√
|α| dy dθ dφ (3.35)
=
β√|α| R2 sin θ dy dθ dφ (3.36)
where (3.27) was used. Combining (3.31), (3.32) and (3.36) on the PNC we have
µn dz = ρˆ
βˆ Rˆ2√|αˆ| dy . (3.37)
If F (z) is the fraction of actual sources that is observed, then the number count N˜ derived
from observations is given by
dN˜
dz
= F
dN
dz
= F n dω → n = dN˜
F dz dω
. (3.38)
3.5 Fermi Normal Coordinates and Null Geodesic
Based Normal Coordinates
We here show how regularity conditions at the centre of spherical symmetry are es-
tablished. First we show the connection the above OCs and Fermi normal coordinates
(FNCs).
Let indices r, p, q and s run over {1, 2, 3}. FNCs xa = (τ, xp) [28] use the fact that for
a given point P in spacetime it is always possible to ﬁnd a coordinate system such that
gab(P ) = η˜ab Γ
a
bc(P ) = 0 . (3.39)
Here η˜ab represents the metric in ﬂat space, and the above equation is sometimes refered
to as “the local ﬂatness-therom”. This theory may be extended to include an entire
geodesic, and it has been shown that for a timelike geodesic the metric tensor can be
written as
g00 = −1− R0p0q(τ) xp xq +O(x3) ,
g0r = −2
3
R0prq(τ) x
p xq +O(x3) ,
grs = δrs − 1
3
Rrpsq(τ) x
p xq +O(x3) , (3.40)
where τ is the proper time along the geodesic, and Rrpsq is the curvature tensor and.
The concept of FNCs was adopted by [60] to ﬁnd corresponding version of the metric
expansion form of (3.40) near the central worldline C. In doing so, they introduced a new
set of coordinates called “null geodesic based normal coordinates” of a point p lying an
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aﬃne parameter distance ν from C on the null geodesic, with spatial direction ℓp on the
PNC, such that
xa(p) = (w − ν, ℓp ν) ,
and
x0(ν) = w − ν , xp(ν) = ℓp ν ,
are the components of the null geodesic through w = w0 of C in the direction ℓp, and ν is
related to the comoving coordinate y via β as mentioned earlier in this chapter. Here ℓp
are the direction cosines that deﬁne the standard coordinates (θ, φ) of a unit 2-sphere,
ℓp(θ, φ) = (sin θ sinφ, sin θ cosφ, cos θ) ,
3∑
p=1
(ℓp ℓp) = 1 . (3.41)
Using these coordinates, we can transform the metric components as
gww = g00
∂x0
∂w
∂x0
∂w
= g00 ,
gwI = g0p
∂xp
∂xI
=
(
g0p
∂ℓp
∂xI
)
ν ,
gII = gpq
∂xp
∂xI
∂xq
∂xI
=
(
gpq
∂ℓp
∂xI
∂ℓq
∂xI
)
ν2 . (3.42)
where I = (θ, φ). On other hand, the rest of metric components are related to coordinates
ν & w via
ka = δaν , ka = δ
w
a , δ
w
a = gabδ
b
ν = gνa , (3.43)
so substituting (3.43) and (3.40) into (3.42) produces
α(w, ν, xI) = −1 −
[
R0p0q(w, 0) ℓ
p ℓq
]
ν2 +O(ν3) ,
β(w, ν, xI) = 1 ,
vI((w, ν, x
I)) =
[
R0piq(w, 0) ℓ
p ∂ℓ
r
∂xI
ℓq
]
ν3 +O(ν4) ,
gIJ(w, θ, φ) = diag(1, sin
2 θ)ν2 +
1
3
[
Rrpsq(w, 0)
∂ℓr
∂xI
ℓp
∂ℓs
∂xJ
ℓq
]
ν3 +O(ν4) . (3.44)
Remember that ℓp = ℓp(θ, φ). Now, to ﬁnd the origin behavior of Eq (3.44), we must take
the limit as y → 0, so when we use the gauge choice y = ν, this is
lim
ν→0
α = −1 , lim
ν→0
β = 1 , lim
ν→0
(vI
ν2
)
= 0 , lim
ν→0
(gIJ
ν2
)
= diag(1, sin2 θ) .
(3.45)
It is obvious that the metric is regular at the central worldline C, thus we say that the
coordinates xa are the observational coordinates if and only if the metric tensor can be
written in the form of (3.8) and regular at the center.
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Chapter 4
Observer Coordinates Solution for
the Lemaˆıtre Model
In the previous chapter we have brieﬂy introduced the basic concept of the observer
coordinates, and their importance in the ﬁeld of the observational cosmology program.
We showed that these coordinates provide a good way of determining or studying the
geometrical nature or matter content of the universe from the analysis of cosmological
data.
Here we will use the observer coordinates mentioned above and solve for the metric
functions, assuming a Lemaˆıtre model. This is the generalisation of the LT result [37] to
the case of non-zero pressure and non-zero Cosmological constant. Broadly, this is a con-
tribution to the Metric of the Cosmos project: given realistic observational data on our
past null cone (PNC), and a minimal set of assumptions about the geometry and matter
content of the universe, develop the equations and numerical codes that will enable us
to extract the metric functions. This chapter will focus on deriving the equations and
producing a theoretical algorithm. Two diﬀerent approaches will be used. In the ﬁrst
approach, we will solve the EFEs directly in the observer coordinates, and reduce them
to a system of diﬀerential Equations (DEs) plus arbitrary functions of integration. In the
second one, we will use a coordinate transformation to convert the standard Lemaˆıtre
solution, in (t, r) coordinates, into the observer coordinate form, in (w, y) coordinates.
The introduction of non-zero pressure will make several quantities depend on time, that
was not the case in the Lemaˆıtre-Tolman solution. Hence we must introduce an appro-
priate time deﬁnition to facilitate the solution process. Having obtained the necessary
equations, there are two main parts to the solution process - the solution on the initial
PNC, where the observational data are given, and the evolution of the spacetime metric
to the future and past.
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4.1 The Lemaˆıtre Metric in Observer Coordinates
If the general metric (3.8) of the OC coordinates of chapter 3 are specialised to the case of
spherical symmetry, then the metric functions depend only on w and y, the 2-metric gIJ
becomes that of a 2-sphere, where the position of the observer coincides with the centre
of the symmetry, and the components v2 and v3 can be set to zero. The remainder can
be written [3–5, 10]:
ds2 = −A2 dw2 + 2AB dw dy + C2 (dθ2 + sin2 θ dφ2) , (4.1)
where C = C(w, y) is the areal radius, and A = A(w, y), B = B(w, y) are the other
metric functions. The energy momentum tensor of the perfect ﬂuid, which is comoving
with the y coordinates, is given by
T ab = (ρ+ p)uaub + gabp , (4.2)
ua = (A−1, 0, 0, 0) , ua = (−A,B, 0, 0) , uaua = −1 , (4.3)
where ρ = ρ(w, y) is the proper density and p = p(w, y) is the ﬂuid pressure relative to
observers on the comoving worldlines ua. This must be complemented by an equation of
state
p = p(ρ) . (4.4)
Unlike the zero-pressure Lemaˆıtre-Tolman case, we don’t expect geodesic worldlines, as
the pressure gradient will exert a net force on the ﬂuid particles.
The most general w-y transformation that preserves this metric form, based on past
null cones and ﬂuid ﬂow lines, is w = w(w¯), y = y(y¯) which gives A¯ = A∂w/∂w¯,
B¯ = B ∂y/∂y¯. Thus A could be set to a chosen value along just one worldline, and B
along just one PNC.
4.2 Solving the EFEs
In the following, we will derive a set of constraint equations involving y derivatives, and a
set of evolution equations involving w derivatives and sometimes y derivatives or integrals.
The former are for the extraction of boundary conditions from PNC data, the latter are
for evolving the model away from the PNC.
The Einstein Field equations (EFEs) Gab = κT ab − Λgab for this metric are:
Gww =
2
A2B2
(
AyCy
AC
+
ByCy
BC
− Cyy
C
)
=
κ(ρ+ p)
A2
, (4.5)
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Gwy =
2
A2B2
(
Cwy
C
+
CwCy
C2
+
AC2y
2BC2
+
AyCy
BC
− AB
2C2
)
=
κp
AB
− Λ
AB
, (4.6)
Gyy =
2
A2B2
(
AwCw
AC
+
BwCw
BC
− Cww
C
+
AyCw
BC
+
ABwCy
B2C
+
ACwCy
BC2
+
AAyCy
B2C
+
A2C2y
2B2C2
− A
2
2C2
)
=
κp
B2
− Λ
B2
, (4.7)
Gθθ =
1
ABC2
(
2Cwy
C
+
Awy
A
+
Bwy
B
− AwAy
A2
− BwBy
B2
+
ACyy
BC
+
Ayy
B
− AyBy
B2
+
AyCy
BC
− AByCy
B2C
)
=
κp
C2
− Λ
C2
, (4.8)
where subscripts w and y indicate ∂/∂w and ∂/∂y respectively. The conservation equa-
tions, ∇bT ab = 0 are:
∇bTwb = 1
A2
{
ρw + pw + py
A
B
+ (ρ+ p)
(
2Cw
C
+
2Bw
B
+
Ay
B
)}
= 0 , (4.9)
∇bT yb = 1
B
{
pw
A
+
py
B
+ (ρ+ p)
(
Bw + Ay
AB
)}
= 0 . (4.10)
In these coordinates the ﬂuid acceleration is
ac = ub∇buc = Bw + Ay
A2B2
(
B,A, 0, 0
)
, (4.11)
and we see by comparing (4.11) with (4.10) that the particle worldlines would be geodesic
if
Bpw + Apy = 0 . (4.12)
The following subtraction of the conservation equations (4.9) and (4.10) gives
A2∇bTwb − AB∇bT yb = ρw + (ρ+ p)
(
2Cw
C
+
2Bw
B
+
Ay
B
)
− (ρ+ p)
(
Bw + Ay
B
)
= 0 ,
(4.13)
which simpliﬁes to
Bw
B
= − ρw
(p + ρ)
− 2Cw
C
. (4.14)
From (4.6) & (4.7) above we obtain
A2BC
2
Gwy − AB
2C
2
Gyy =
Cwy
B
− BwCy
B2
+
Cww
A
− AwCw
A2
− Cw
AB
(Ay +Bw) = 0 ,
(4.15)
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and this can be written as
∂
∂w
(
Cw
A
+
Cy
B
)
=
Cw
AB
(Ay +Bw) . (4.16)
We choose the term in parentheses on the left hand side to be
Cw
A
+
Cy
B
= W , (4.17)
where W = W (w, y) is an undetermined function, which, we shall see, describes the
curvature of the spacetime. Clearly, equation (4.16) with (4.17) gives an evolution formula
for W
Ww =
Cw
AB
(Ay +Bw) , (4.18)
which can be combined with (4.10) to produce
Ww = −
Cw
(
Bpw + Apy
)
AB(ρ+ p)
. (4.19)
Multiplying the yy EFE (4.7) by −B2C2Cw gives
− 2CC
2
wAw
A3
+
2CCwCww
A2
− 2CCw
AB
[
Bw + Ay
][Cw
A
+
Cy
B
]
− Cw
[
C2y
B2
+ 2
CwCy
AB
− 1
]
= −κpC2Cw + C2CwΛ , (4.20)
and recognising the Ww of (4.18) in the 3rd term of (4.20) and the W of (4.17) in the 3rd
& 4th terms, we substitute and rearrange it to produce
C3w
A2
+
2CCwCww
A2
− 2CC
2
wAw
A3
− Cw(W 2 − 1)− 2CWWw − C2CwΛ = −κpC2Cw .
(4.21)
This expression can be rewritten as a w derivative,
∂
∂w
(
CC2w
A2
− C(W 2 − 1)− C
3Λ
3
)
= −κpC2Cw (4.22)
CC2w
A2
− C(W 2 − 1)− C
3Λ
3
= 2M(w, y) , (4.23)
where M(w, y) is a second undetermined function, which describes the total gravitational
mass within a comoving shell of radius C. With this, (4.22) deﬁnes the pressure as
κp = − 2Mw
C2Cw
. (4.24)
The y derivatives of (4.17) and (4.23) are
Wy =
Cwy
A
+
Cyy
B
− CwAy
A2
− CyBy
B2
(4.25)
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2My =
2CCwCwy
A2
− 2CC
2
wAy
A3
− 2CWWy +
(
C2w
A2
−W 2 + 1− C2Λ
)
Cy . (4.26)
Combining A2BC2W times (4.5) and (−ABC2Cy) times (4.6) we ﬁnd
κ(ρ+ p)BC2
(
Cw
A
+
Cy
B
)
− (κp− Λ)C2Cy = A2BC2
(
Cw
A
+
Cy
B
)
Gww − ABC2CyGwy
= −2C
(
Cyy
B
− CyAy
AB
− CyBy
B2
)(
Cw
A
+
Cy
B
)
−
(
2CCwy
AB
− 1 + 2CwCy
AB
+
C2y
B2
+
2CCyAy
AB2
)
Cy
=
2CCwCwy
A2
− 2C
(
Cwy
A
+
Cyy
B
− CwAy
A2
− CyBy
B2
)(
Cw
A
+
Cy
B
)
− 2CC
2
wAy
A3
+
(
C2w
A2
+ 1−
(
Cw
A
+
Cy
B
)2)
Cy
=
2CCwCwy
A2
− 2CWyW − 2CC
2
wAy
A3
+
(
C2w
A2
+ 1−W 2
)
Cy (4.27)
where Wy and W from (4.25) and (4.17) were used in the last step. Comparing the above
with (4.26) and utilising (4.17) and (4.24) in the following, we see that
κρBC2
(
Cw
A
+
Cy
B
)
+ κp
BC2Cw
A
+ ΛC2Cy = 2My + ΛC
2Cy
κρBC2W = 2My + κp
2 (Cy −WB)
= 2My − κpBC
2Cw
A
κρ =
2My
C2BW
+
2Mw
C2AW
. (4.28)
From (4.23) the evolution equation of C is given by
Cw
A
= ±
√
2M
C
+ f +
ΛC2
3
, (4.29)
where f(w, y) = W 2 − 1 ↔ W =
√
1 + f . (4.30)
This shows how each spherical shell expands or contracts with time, but it cannot be
solved by itself because it contains unknown functions of time such as A, f and M . From
(4.17) we make Cy/B the subject and then substitute for Cw and f from (4.29) and (4.30)
which gives
Cy
B
=
√
1 + f ∓
√
2M
C
+ f +
ΛC2
3
. (4.31)
From the conservation equations (4.9) times A2 and (4.10) times AB, we substitute
p = p(ρ) in the terms that contain pw and rearrange them as follows(
1 +
dp
dρ
)
ρw
(ρ+ p(ρ))
= −A
B
py
(ρ+ p(ρ))
−
(
2Cw
C
+
2Bw
B
+
Ay
B
)
, (4.32)
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(
dp
dρ
)
ρw
(ρ+ p(ρ))
= −A
B
py
(ρ+ p(ρ))
−
(
Bw + Ay
B
)
. (4.33)
where dp/dρ is the derivative of the equation of state for the perfect ﬂuid. To eliminate
ρw, multiply (4.32) by dp/dρ, (4.33) by (1 + dp/dρ) and equate them, giving
0 =
(
1− dp
dρ
)
Bw
B
+
A
B
py
(ρ+ p(ρ))
+
Ay
B
−
(
dp
dρ
)
2Cw
C
. (4.34)
Next substitute (4.29) into (4.34) for the value of Cw, and then rearrange the result as
an evolution equation for Bw, which leads to
Bw = − Ay(
1− dp
dρ
) − A dp/dρ(
1− dp
dρ
) [ ρy
(ρ+ p(ρ))
∓ 2B
√
2M
C3
+
f
C2
+
Λ
3
]
. (4.35)
Finding an expression for Aw is more tricky because substituting the w-derivative of (4.29)
into (4.7) eliminates Aw. The θθ, ww, and wy EFEs can be combined to produce
ABC2Gθθ +
A3B
2
Gww −A2B2Gwy = Awy
A
+
Bwy
B
− AwAy
A2
− BwBy
B2
+
Ayy
B
− AyBy
B2
− 2CwCy
C
− AC
2
y
BC2
+
AB
C2
− κ(p+ ρ)
2
AB = 0 . (4.36)
Rearranging (4.36) as a y derivative plus extra terms gives
∂
∂y
[
Aw
A
+
Bw + Ay
B
]
−
[
2CwCy
C2
+
AC2y
BC2
− AB
C2
]
− κ(p+ ρ)
2
AB = 0 , (4.37)
and using (4.23) with (4.17), the second term of (4.37) can be replaced by the mass term,
i.e.
∂
∂y
[
Aw
A
+
Bw + Ay
B
]
+ AB
[
2M
C3
+
Λ
3
− κ(p+ ρ)
2
]
= 0 , (4.38)
which integrates to give
Aw = A
{∫ y
0
[
κ(p+ ρ)
2
− 2M
C3
− Λ
3
]
ABdy −
[
Bw + Ay
B
]
+ Φ(w)
}
, (4.39)
where Φ(w) is an arbitrary function of integration. Finally we substitute (4.35) into (4.39)
giving
Aw = A
{
U +
dp/dρ(
1− dp
dρ
) [Ay
B
+
A
B
ρy
(p(ρ) + ρ)
∓ 2A
√
2M
C3
+
f
C2
+
Λ
3
]
+ Φ
}
, (4.40)
where U =
∫ y
0
[
κ(p(ρ) + ρ)
2
− 2M
C3
− Λ
3
]
AB dy . (4.41)
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The integration in U can be evaluated along each light cone of constant w, but at present
it is just a formal expression, as C(w, y), M(w, y) and ρ(w, y) are not yet known. As
noted earlier, there is a freedom in the w coordinate which translates into a freedom in
A. The observer’s worldline at y = 0 is the obvious place to ﬁx it, e.g. A(w, 0) = 1 makes
w the observer’s proper time. More generally, if
A(w, 0) = A˜(w) , (4.42)
then
Aw(w, 0) = A˜w , (4.43)
and this can be used to ﬁx Φ from A˜w (or vice-versa).
Eqs (4.18), (4.24), (4.29), (4.35), and (4.40) are a set of diﬀerential equations (DEs) for
Ww, Mw, Cw, Bw and Aw, that govern the dynamics of the model in observer coordinates,
given a set of initial values. This sytem of DEs can be integrated directly with respect to
w to give numerical values for W (w, y), M(w, y), A(w, y), B(w, y) and C(w, y) once the
arbitrary functions have been determined on the observer’s PNC.
4.3 The Transformation from (w, y) to (t, r) Coordi-
nates
This section makes the connection between the above metric quantities in observer coor-
dinates (w, y, θ, φ) and the solution of the Lemaˆıtre model in standard (t, r, θ, φ) coordi-
nates. This is a useful cross-check on the above equations, and it assists with comparing
a numerical solution with an original model.
We deﬁne the time coordinate t(w, y) along worldlines of constant y by
t− tˆ =
∫ w
w0
Ae−σ dw ↔ A = tw eσ ↔ tw = Ae−σ . (4.44)
where σ is a kind of lapse function in the (t, r) coordinate system, which is related to
the choice of time coordinate t, and tˆ(y) = t(w0, y) is its value on the PNC. Because t
is deﬁned in terms of σ, a newly introduced function of two coordinates, a gauge choice
will be needed to ﬁx tˆ on w = w0 (or some other initial value for t), and another to ﬁx
t along the central worldline (or some other one). Having deﬁned t, we deﬁne r(w, y) to
equal y so that we have
rw = 0 , ry = 1 . (4.45)
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Applying an orthogonality condition between the t and r coordinates, produces
0 = gab (∂at) (∂br) =
tw ry + ty rw
AB
+
ty ry
B2
=
Ae−σ
AB
+
ty
B2
ty = −B e−σ ↔ B = −ty eσ . (4.46)
Thus Be−σ is the negative of the rate of variation of the t coordinate with respect to y
down the past null cone. We combine (4.44) and (4.46) into a consistency or integrability
condition
twy =
∂
∂y
(
Ae−σ
)
= Ay e
−σ − Aσy e−σ
=
∂
∂w
(−B e−σ) = −Bw e−σ +B σw e−σ (4.47)
→ Ay +Bw = Aσy +B σw (4.48)
According to (4.44), (4.45) and (4.46) we deﬁne the Jacobi matrix and its inverse by:
J =
∂(t, r)
∂(w, y)
=
(
tw ty
rw ry
)
=
(
Ae−σ −Be−σ
0 1
)
(4.49)
and
J−1 =
∂(w, y)
∂(t, r)
=
(
wt wr
yt yr
)
=
( 1
tw
− ty
tw
0 1
)
=
(eσ
A
B
A
0 1
)
, (4.50)
where subscripts t and r mean ∂/∂t and ∂/∂r. Further, we deﬁne λ(w, y) by
eλ/2 = B . (4.51)
Now we can recover some of the equations from section 2.2.
Firstly, writing dw = wt dt+wr dr and dy = yt dt+ yr dr, and using (4.50) and (4.51),
we transform the metric (4.1) into (2.1).
Next the transformation between C(w, y) and C(t, r) allows us to write, using (4.50)
to substitute for wt and yt,
Ct = Cwwt + Cyyt = Cw
(
eσ
A
)
, (4.52)
and we ﬁnd, using (4.29), that
Ct = ±eσ
√
2M
C
+ f +
ΛC2
3
, (4.53)
which reproduces (2.15).
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Using this and the deﬁnition of t, we obtain a formal integral from the bang to the
PNC, ∫ Cˆ
0
dC
±
√
2M
C
+ f + ΛC
2
3
= τ =
∫ tˆ
a(r)
eσdt , (4.54)
where τ is the proper time along the worldlines from bang to PNC, and it involves a(r)
which ﬁxes the initial time t = a, when C = 0, at each r = y.1 For all other times before
and after tˆ the integral is ∫ Cˆ
C
dC
±
√
2M
C
+ f + ΛC
2
3
=
∫ tˆ
t
eσdt . (4.55)
The ‘±’ allows for the possibility that expansion may change to collapse along some
worldlines. Though this equation seems to give t(C, y) or C(t, r), the left hand side
depends on M and f which are not currently known, and the chosen value of Λ. In
principle, the solution is identical to that of the L metric (2.22) in standard coordinates.2
The main purpose of writing this and other formal integrals is to highlight the functions
of integration that will arise.
Additionally we have
Cr = Cwwr + Cyyr = w(B/A) + Cy , (4.56)
which (4.29) and (4.31) convert to
Cr = ±B
√
2M
C
+ f +
ΛC2
3
+B
√
1 + f ∓ B
√
2M
C
+ f +
ΛC2
3
, (4.57)
thus leading to
B =
Cr√
1 + f
=
Cr
W
. (4.58)
Hence, using (4.58) and (4.46) we obtain the following diﬀerential equation:
ty =
−Cr e−σ√
1 + f
. (4.59)
This equation measures how much t changes for a given value of y, when holding w
constant, though it cannot be integrated as is, until we ﬁx σ by choosing a suitable gauge
on each worldline of constant w. Then its integration gives
t(w, y) =
∫ y
0
−Cr e−σ√
1 + f
dy + γ(w) , (4.60)
1In the general case it is not guaranteed C ever goes to zero, but in the context of cosmology we
assume this.
2In the case of zero pressure and zero Λ, we have the simple inhomogeneous Lemaˆıtre-Tolman model,
and this equation can be solved parametrically, {C(η, y), t(η, y)}, for each y, with the exact form deter-
mined by the sign of f . In this case however, M and f are also varying with time and therefore with
C.
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where
γ(w) = t(w, 0) (4.61)
is an arbitrary function of integration which can be ﬁxed on the central worldline.
Similarly, combining
Cw = Ct tw + Cr rw , (4.62)
Mw =Mt tw +Mr rw , (4.63)
My =Mt ty +Mr ry , (4.64)
with (4.49) in (4.24) and (4.28) recovers (2.13) and (2.14):
κp =
−2(MtAe−σ)
C2(CtAe−σ)
=
−2Mt
C2Ct
, (4.65)
κρ =
2(−MtB e−σ +Mr)
C2BW
+
2(MtAe
−σ)
C2AW
=
2Mr
C2BW
=
2Mr
C2Cr
, (4.66)
where (4.58) was used in the last step.
Lastly the conservation equations are transformed as follows. Using (4.48), the con-
servation equation (4.10) becomes an exact copy of (2.8)
Bpw
A
+ py + (ρ+ p)
(
σy +
Bσw
A
)
= pr + (ρ+ p)σr = 0 (4.67)
since
pr = pw wr + py yr = pw
B
A
+ py , (4.68)
σr = σw wr + σy yr = σw
B
A
+ σy . (4.69)
It is clear that σr is connected to the pressure gradient. Also, from (4.68) and (4.12) we
get that pr = 0 ensures geodesic worldines, and if the pressure p = 0 then the model will
reduce to the normal Lemaitre-Tolman (LT) model, which is pure dust.
Combining (4.14) with (4.51) we get
λw
2
= − ρw
(p+ ρ)
+ 2
Cw
C
, (4.70)
and from the chain rules
ρw = ρtAe
−σ , λw = λtAe
−σ , Cw = CtAe
−σ , (4.71)
this becomes
λt = − 2ρt
(p+ ρ)
+
4Ct
C
, (4.72)
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which is identically (2.7).
The solution process in (t, r) has shown that the familiar L metric equations can be
recovered from the OC form of the metric. They involve the coordinates t(w, y), r = y
and the characteristic functions f(w, y) or W (w, y), M(w, y), σ(w, y), λ(w, y), including
three arbitrary functions of integration a(y), γ(w), and λ0(y). The function γ(w) allows
the freedom to rescale the t relative to w.
To get an evolution equation for σ, we solve (4.48) for σw and substitute for Bw using
(4.35), arriving at
σw = −A
B
σy +
dp
dρ(
1− dp
dρ
) [Ay
A
+
ρy
ρ+ p(ρ)
∓ 2B
C
√
2M
C
+ f +
ΛC2
3
] . (4.73)
In practice, to solve (4.73), we must determine σy along each worldline of constant w, as
discussed below.
The above collection of loosely connected results will be merged into a solution algo-
rithm in sections 4.5-4.7.
4.4 Observables
In this section we will summarise the observational relations of 3.4 and 2.4 as they apply
to the metric form (4.1). The incoming light rays obey
w = constant , dw = 0 (4.74)
with the w = w0 being the PNC of present day observations.
Redshift The redshift of comoving sources is related to the metric function Aˆe = Aˆ
evaluated on the PNC via (3.26) with
√
|α| = A,
Aˆe =
Aˆo
(1 + z)
. (4.75)
The Diameter & Luminosity Distances The treatment in sections 2.4.2, 2.4.3 and
3.4 holds here too, except that Rˆ is replaced by Cˆ. In particular, we have
dD(z) = Cˆ(z) =
D(z)
δ(z)
=
dL
(1 + z)2
(4.76)
dL(z) =
√
L(z)
ℓ(z)
d10 . (4.77)
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Number Density From (3.37), using α = A2, β = AB and R = C,
µn = ρˆBˆCˆ2
dy
dz
, (4.78)
4.5 The Metric from Data
We have shown that the Lemaˆıtre model is fully characterized by a set of functions, these
are f =
√
1 +W,M, σ, λ and p(ρ). Respectivly these are the total energy per unit mass
or the curvature function, the total gravitational mass, the two functions that reﬂect the
coordinate freedom in each of t and r, and the equation of state. In order to obtain these
functions from the cosmological data Aˆ(z), Cˆ(z) and µn(z), we shall ﬁrst derive DEs for
their values on the observer’s PNC, then DEs for their evolution to the future and past.
This will deﬁne the process for extracting these metric functions from the data.
4.5.1 Gauge Choices
In order to obtain the metric functions from observational data, we have to make some
gauge choices to ﬁx the coordinate freedom. This can be tackled as follows.
• The freedom in the w coordinate is ﬁxed by specifying A(w, 0) = A˜(w) on the
observer’s worldline. At the centre of the PNC, we ﬁx the value of Aˆo, giving
Aˆ(0) = Aˆo = A˜(w0) = 1 (4.79)
→ Aˆ = 1
(1 + z)
. (4.80)
To ﬁx A˜ fully we either choose
P : Φ(w) = 0 , and A˜(w0) = 1 (4.81)
→ A˜w, & A˜ ﬁxed by (4.40) and (4.43) (4.82)
or we choose
A : A˜(w) = 1 (4.83)
→ A˜w = 0 , Φ ﬁxed by (4.40) and (4.43) , (4.84)
where the options are labelled ‘A’ and ‘P’.
• We need to specify σˆ on the past null cone, therefore one may choose3
σ(w0, y) = σˆ = 0 → σˆy = 0 . (4.85)
3In these coordinates, [σy]∧ = [σˆ]y = σˆy .
46
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
• The freedom in the t coordinate allows us to choose w = t along the central world-
line, thus ﬁxing the value of σ(w, 0). Using (4.61), (4.44) and (4.83),
γw = A˜ e
−σ(w,0) and γ(w) = w → (4.86)
1 = A˜ e−σ(w,0) ↔ A˜ = eσ(w,0) ↔ σ(w, 0) = ln(A˜) , (4.87)
so on the PNC, by (4.79),
1 = eσˆ0 ↔ σˆ0 = σ(w0, 0) = 0 . (4.88)
• Similarly ﬁxing the freedom in the y coordinate ﬁxes the value of B. We consider
two options here, the observer coordinate OC and Lemaˆıtre L options. In the ‘L’
option, with reference to (4.46), we choose
L : tˆy = −e−σˆ0 = −1 → Bˆ = 1 . (4.89)
In the ‘OC’ option we choose A(w0, y) = B(w0, y) on our past null cone, as in the
OC papers, and that implies
OC : Bˆ = Aˆ =
1
(1 + z)
→ tˆy = − 1
(1 + z)
. (4.90)
These expressions for tˆy leave tˆ(0) free. Since we won’t know the bang time until
the evolution is calculated, we set
tˆ(0) = 0 , (4.91)
and we can later add a constant to all times, t→ t− a(0), a→ a− a(0) (and a(0)
would of course be negative).
4.5.2 DE for y(z)
The ﬁrst DE we must solve is the one that relates the coordinate y to the redshift z. All
others depend on this one. To obtain a DE for y(z), we deﬁne
ϕ =
dy
dz
∣∣∣∣
∧
, (4.92)
and because the coordinate y is not observable, we must rewrite the foregoing DEs in terms
of z derivatives rather than y derivatives along the PNC, via the following relationship.
For any quantity Q(w, y), the chain rule gives
dQˆ
dy
=
Qˆz
ϕ
and
d2Qˆ
dy2
=
Qˆzz
ϕ2
− Qˆzϕz
ϕ3
, (4.93)
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where subscript z denotes a total derivative along the PNC w = w0 with respect to
redshift. We evaluate (4.5) on the PNC, using (4.93), which gives
AˆzCˆz
AˆCˆ
+
BˆzCˆz
BˆCˆ
− Cˆzz
Cˆ
+
Cˆzϕz
Cˆϕ
− κρˆBˆ
2ϕ2
2
− κp(ρˆ)Bˆ
2ϕ2
2
= 0 , (4.94)
then, using (4.80) to substitute for Aˆz/Aˆ, and (4.78) for ρˆ, we rearrange the above equa-
tion as a DE for ϕ,
ϕz = ϕ
 1
(1 + z)
− Bˆz
Bˆ
+
Cˆzz
Cˆz
+
κµn Bˆϕ
2CˆCˆz
+
κp
(
µn
BˆCˆ2ϕ
)
Bˆ2Cˆϕ2
2Cˆz
 . (4.95)
Here p(ρ) is the equation of state function, e.g. for a barotropic ﬂuid, which must be
chosen by the user. Applying the two alternative gauge choices for Bˆ, we convert (4.95)
to
OC : ϕz = ϕ
 2
(1 + z)
+
Cˆzz
Cˆz
+
κµnϕ
2CˆCˆz(1 + z)
+
κp
(
µn(1+z)
Cˆ2ϕ
)
Cˆϕ2
2Cˆz(1 + z)2
 (4.96)
L : ϕz = ϕ
 1
(1 + z)
+
Cˆzz
Cˆz
+
κµnϕ
2CˆCˆz
+
κp
(
µn
Cˆ2ϕ
)
Cˆϕ2
2Cˆz
 . (4.97)
In each of these, the DE for ϕ(z) depends on ϕ itself and known functions, speciﬁcally
the equation of state p(ρ), the observables κµn(z) and Cˆ(z), and their derivatives Cˆz and
Cˆzz. Integrating (4.96) or (4.97) followed by (4.92) yields ϕ(z) and then y(z),
y(z) =
∫ z
0
ϕ(z) dz . (4.98)
This allows us to transform between functions of z and functions of y on the PNC.
4.5.3 DE for M(z) & W (z)
To obtain Mˆz we substitute (4.17) and (4.24) into (4.28) to eliminateMw and then Cw/A,
then evaluate on the PNC using (4.95) which gives
Mˆz =
κµnWˆ
2
+ κp
(
µn
BˆCˆ2ϕ
)
Cˆ2
2
(
Wˆ Bˆϕ− Cˆz
)
, (4.99)
where (4.78) has been used to substitute for ρ in p(ρ). Now using the two gauge choices
for Bˆ, (4.99) gives the following alternative DEs for Mˆz:
OC : Mˆz =
κµnWˆ
2
+ κp
(
µn(1 + z)
Cˆ2ϕ
)
Cˆ2
2
(
Wˆϕ
(1 + z)
− Cˆz
)
, (4.100)
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L : Mˆz =
κµnWˆ
2
+ κp
(
µn
Cˆ2ϕ
)
Cˆ2
2
(
Wˆϕ− Cˆz
)
. (4.101)
On the other hand, squaring (4.31), solving for W , and specialising to the PNC yields
Wˆ =
Bˆ
2Cˆy
(
1− 2Mˆ
Cˆ
− ΛCˆ
2
3
)
+
Cˆy
2Bˆ
, (4.102)
then, converting to z derivatives with (4.93), the Wˆ equation becomes
Wˆ =
Bˆϕ
2Cˆz
(
1− 2Mˆ
Cˆ
− ΛCˆ
2
3
)
+
Cˆz
2Bˆϕ
. (4.103)
Again applying the gauge choices for Bˆ gives
OC : Wˆ =
ϕ
2Cˆz(1 + z)
(
1− 2Mˆ
Cˆ
− ΛCˆ
2
3
)
+
Cˆz(1 + z)
2ϕ
, (4.104)
L : Wˆ =
ϕ
2Cˆz
(
1− 2Mˆ
Cˆ
− ΛCˆ
2
3
)
+
Cˆz
2ϕ
. (4.105)
Once ϕ is known, Mˆ & Wˆ are solved together by combining (4.100) with (4.104) or
(4.101) with (4.105).
4.5.4 Obtaining tˆ(z)
Converting (4.89) and (4.90) from y to z derivatives gives
OC: tˆz = − ϕ
(1 + z)
(4.106)
L : tˆz = −ϕ , (4.107)
and once ϕ(z) is known, these integrate to
OC : tˆ(z)− tˆ(0) =
∫ z
0
ϕ
(1 + z)
dz (4.108)
L : tˆ(z)− tˆ(0) =
∫ z
0
ϕdz . (4.109)
where tˆ0 = tˆ(0). Eq (4.108) or (4.109) gives tˆ(z) or tˆ(y), the time coordinate on the PNC.
4.6 Time Evolution DEs
The above PNC results provide initial conditions for the evolution equations contained
in sections 4.2 & 4.3. We here collect the equations that will form a system of interlinked
DEs for the evolution of the model.
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Looking at (4.29) and (4.30) and deﬁning
Ψ = ±
√
2M
C3
+
f
C2
+
Λ
3
, f = W 2 − 1 , (4.110)
we have,
Cw = ACΨ . (4.111)
We substitute Eq (4.29) into (4.24) to produce
Mw = −κp(ρ)
2
C3AΨ , (4.112)
and from (4.35) we obtain
Bw = − Ay(
1− dp
dρ
) − A dp/dρ(
1− dp
dρ
) [ ρy
(ρ+ p(ρ))
− 2BΨ
]
. (4.113)
Substituting (4.111) and (4.113) into (4.18) gives the Ww DE
Ww = −
CΨ
(
dp
dρ
)
(
1− dp
dρ
) [Ay
B
+
Aρy
B (ρ+ p(ρ))
− 2AΨ
]
, (4.114)
and of course fw = 2WWw. From A
2 times (4.9) minus AB times (4.10), and using (4.29)
and (4.35) to substitute for Cw and Bw, we obtain the density evolution equation as
ρw =
(ρ+ p(ρ))(
1− dp
dρ
)
Ay
B
+
Aρy
(
dp
dρ
)
B (ρ+ p(ρ))
− 2AΨ
 . (4.115)
Finally Equation (4.40) gives the Aw DE as follows,
Aw = A
{
U+
(
dp
dρ
)
(
1− dp
dρ
) [Ay
B
+
A
B
ρy
(ρ+ p(ρ))
− 2AΨ
]
+ Φ
}
, (4.116)
where from (4.41), using dy = ϕdz,
U =
∫ z
0
[
κ(ρ+ p(ρ))
2
− 2M
C3
− Λ
3
]
ABϕdz . (4.117)
These DEs form a closed system, as the right hand sides of (4.111)-(4.116), depend
only on A, B, C, M , W , ρ, and p(ρ).
In addition to these equations, we also have the Lemaˆıtre quantities in standard (t, r)
coordinates. The DE for σw is (4.73)
σw = −A
B
σy +
(
dp
dρ
)
(
1− dp
dρ
) [Ay
A
+
ρy
ρ+ p(ρ)
− 2BΨ
] , (4.118)
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and by (4.51) λ is know as soon as B is known. Lastly, the coordinate time t is found
from (4.44), which gives
tw = Ae
−σ . (4.119)
Assuming an expanding universe, Cw > 0, and a small value for Λ, there will be, on each
worldline, a time in the past when C = 0. The t value at which this occurs is the “bang
time”, t = a(y).
Having the above coupled system of DEs and their initial values on the PNC w =
w0, we can create a numerical procedure to integrate the DEs in parallel, thus giving
A(w, y), B(w, y), C(w, y), M(w, y), W (w, y), ρ(w, y), and p(w, y), as well as σ(w, y),
λ(w, y) and t(w, y) everywhere. Note that, after each step in w, we have new values for
A,B,C,M,W, ρ and we must calculate Ay, ρy, p, σy, and dp/dρ as well as U to get the
DEs for the next integration step.
4.7 Algorithm
The OC form of the Lemaˆıtre model is characterized by coordinate (w, y, θ, φ), the matter
functions ρ and p, the equation of state p(ρ), the cosmological constant Λ, the metric
functions A, B and C, and the auxilliary functions M , W =
√
1 + f . The standard form
involves coordinates (t, r, θ, φ) and metric functions σ, λ and R. In order to determine
them, we present the following algorithm in two parts. Part I determines the metric
quantities on the observer’s PNC, providing initial conditions for part II, the calculation
of the evolution.
I. OC Solution on the Observer’s Past Null Cone
Our present-day observations come to us along the past null cone, and this is eﬀectively
a single null cone as the entirety of our observations are instantaneous compared with
cosmological timescales.4 This PNC is labelled w0.
• Given a set of observations of sources on the PNC, we assume that smooth functions
have been ﬁtted to the data, and thus we assume that the following observational
functions have been obtained.
redshift z,
apparent luminosity ℓ(z) and absolute luminosity L(z),
(and/or angular diameter δ(z) and true diameter D(z)),
number density of sources in redshift space n(z) and mass per source µ(z).
4Time variation of deep cosmological observations is not considered here, though it may be observed
before long.
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• From these the diameter distance Cˆ = dD(z) is calculated using (4.76) or (4.77),
and the redshift space mass density is just the product µn(z).
• We specify the equation of state p(ρ) and the cosmological constant Λ.
• We make gauge choices as in (4.79), (4.81) or (4.83), (4.85), (4.86), (4.89) or (4.90),
and (4.91) to ﬁx A˜, Aˆ, γ, σˆ, Bˆ and tˆ, as explained in §4.5.1.
• Integrate (4.96) or (4.97) down the PNC to calculate the function ϕ(z), then inte-
grate ϕ(z) as in (4.98) to produce y(z) and its inverse z(y).
• Integrate (4.100) with (4.104) or (4.101) with (4.105) down the PNC to calculate
Mˆ(z) and Wˆ (z), which transform to Mˆ(y) and Wˆ (y).
• From (4.78) we calculate ρˆ(z) = ρ(w0, y) → ρˆ(y), thus ρy will be determined too.
• We integrate (4.108) or (4.109) to calculate the coordinate time on the PNC tˆ(z)
→ t(w0, y).
II. Evolution away from the Past Null Cone
Once the functions Cˆ, Aˆ, Bˆ, ϕ, y, Mˆ and Wˆ have been calculated on the observer’s null
cone, then the evolution of the model with respect to w can be determined from a system
of interlinked DEs that must be integrated together. These DEs are tabulated below.
DE for Equation Output
Cw (4.111) C(w, y)
Mw (4.112) M(w, y)
Bw (4.113) B(w, y)
Ww (4.114) W (w, y)
ρw (4.115) ρ(w, y)
Aw (4.116) A(w, y)
It may be easily veriﬁed that this is a complete system in that there is a DE for each
unknown function on the right of the equations. However, some of the DE’s contain y
derivatives, ρy and Ay, or integrals, U given in (4.41), of the functions being solved for,
thus the integration procedure must evaluate these quantities prior to each iteration in
w. In general, we have to integrate away from the PNC both backwards and forwards.
Having determined the OC metric functions in (w, y) coordinates, we proceed to
calculate t and r, and the standard functions σ and λ, as follows. Again, σy needs to be
calculated before each iteration of the w integration.
DE for Equation Output
σw (4.118) σ(w, y)
tw (4.119) t(w, y)
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Though these could be integrated one after the other, it makes sense to integrate them
along with the above system of DEs. Then knowing t(w, y) together with r = y allows
functions of (w, y) to be converted to functions of (t, r).
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Chapter 5
Series Solutions Near The Origin
and Near The Diameter Distance
Maximum
Generally, integrating DEs analytically or numerically requires well behaved and contin-
uous DE functions over the range of integration. But in the case where the DE functions
contain singular points, standard numerical procedures may fail, even if there exist valid
solutions. As long as these points are “regular” singular points, series solutions provide
a good method for handling them. In the project of obtaining the Metric of the Cos-
mos from cosmological data [59, 63], they show that the procedure of doing numerical
integration down the PNC requires special treatment in two regions: the origin and the
maximum of the diameter distance, as we will see. Following their approach, in this
chapter we will study the behavior of the DEs in the neighbourhood of the origin and
the maximum, and present the series approximation to the solution of the DEs in these
regions.
5.1 The PNC DEs
In chapter 4, we have shown that, in order to obtain the Lemaˆıtre model from cosmological
data, we need to integrate a system of DEs on the PNC, which give the “initial conditions”
for the evolution to the future and the past. In the OC gauge, these DEs are the comoving
distance coordinate DE
yz = ϕ(z) , (5.1)
the redshift DE
ϕz = ϕ
(
2
(1 + z)
+
1
Cˆz
{
Cˆzz +
κµnϕ
2Cˆ(1 + z)
+
κpˆCˆϕ2
2(1 + z)2
})
, (5.2)
54
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
the mass DE
Mˆz =
κµnW
2
+
{
Wϕ
(1 + z)
− Cˆz
}
κpˆCˆ2
2
, (5.3)
which must be combined with the expression for the total energy per unit mass or the
curvature function
√
1 + f =W =
ϕ
2Cˆz(1 + z)
(
1− 2Mˆ
Cˆ
− ΛCˆ
2
3
)
+
Cˆz(1 + z)
2ϕ
, (5.4)
and the numbercount-density relation (4.78)
ρˆ =
µˆn(1 + z)
Cˆ2ϕ
, pˆ = p(ρˆ) . (5.5)
Note that the factor Cˆz in the denominator of some terms in (5.2) and (5.4) could cause
numerical problems if Cˆz = 0, which does occur as we will see next. Similarly, Cˆ occurs
in a couple of denominators, so Cˆ = 0 is a problem point. We wish to integrate these
DEs numerically down the PNC, including both problem points, to produce ϕ(z), y(z),
Mˆ(z), Wˆ (z) and from them obtain z(y), Mˆ(y) and Wˆ (y).
5.2 Origin Behaviour
The origin occurs at the center of the spherical coordinates, where y = 0, we have
C(w, 0) = 0 ∀ w, and similarly, Cw(w, 0) = 0 and Cww(w, 0) = 0 – for more details see
[39, 68]. We already know from (4.80) that
Aˆ ≈ 1− z + z2 − z3 · · · → 1 , (5.6)
and our alternative gauge choices (4.89) and (4.90) both give
Bˆ → 1 . (5.7)
Then (4.29) and (4.30) tell us that1
Mˆ
Cˆ
→ 0 , Mˆ → 0 , fˆ → 0 , Wˆ → 1 . (5.8)
From (4.24), and assuming that the pressure p is ﬁnite and non-zero at the origin, we
ﬁnd
[Mw]∧ ∼ −κpˆCˆ
2[Cw]∧
2
(5.9)
1The origin limit of (4.29) must hold as r → 0 on every time slice t = ts, for which C(ts, r) is a
different function of r.
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and combining this with (4.28) and an assumption of ﬁnite density gives
Mˆy ∼ κρˆCˆ
2BˆWˆ
2
+
κpˆCˆ2Bˆ[Cw]∧
2Aˆ
∼ κρˆCˆ
2
2
. (5.10)
From (4.102) we get
Wˆ → Bˆ
2Cˆy
+
Cˆy
2Bˆ
= 1 , (5.11)
which implies
Cˆy → 1 , (5.12)
so that
Cˆ ∼ y , Mˆ ∼ y3 . (5.13)
We can re-write (4.102) as
fˆ = Wˆ 2 − 1 =
(
Cˆ2y
4Bˆ2
+
Bˆ2
4Cˆ2y
− 1
2
)
−
(
Mˆ
Cˆ
+
ΛCˆ2
6
)(
1 +
Bˆ2
Cˆ2y
)
+
Bˆ2
Cˆ2y
(
Mˆ
Cˆ
+
ΛCˆ2
6
)2
(5.14)
and the above limiting behaviours show that
fˆ ∼ y2 , (5.15)
since Mˆ/Cˆ and ΛC2/3 each ∼ y2, and even if Cˆy and Bˆ contain (non-leading) terms
linear in y, the ﬁrst bracket ∼ y2. By the Hubble law, C ∼ z, and since C ∼ y, we expect
ϕ = dy
dz
to be ﬁnite and non-zero,
y ∼ z , (5.16)
and therefore (5.5) shows that
n ∼ y2 ∼ z2 . (5.17)
These limits allow us to write appropriate near-origin series for the metric functions.
5.2.1 A Smooth Density at the Origin
Another consideration is the behaviour of the density near the origin. In many circum-
stances, we may expect or prefer the density function to go smoothly through the origin
on a constant time slice, in other words,
∂
∂r
ρ(t, r)
∣∣∣∣
y=0
= 0 → ρw|y=0 =
[
−A
B
ρy
]
y=0
. (5.18)
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Combining this with (4.115), and re-solving for ρw, gives
ρw|y=0 =
[
(ρ+ p)
(
Ay
B
− 2AΨ
)]
y=0
=
[
−A
B
ρy
]
y=0
. (5.19)
The right hand equality is a restriction which will be applied in the next section, after the
general series results are obtained. Given that the observations will always have errors, it
is unlikely that this condition would be exactly satisﬁed by the given data, even if it were
true. Note that this condition is not needed to solve the evolution DEs, it is something
we may want to impose; see (5.43)-(5.51).
5.3 The Origin Series Solution
From the analysis mentioned above it turns out that as z → 0, several other quantities
tend to 0 also, and we have 0/0 in the ϕ DE (5.2) which makes a direct numerical solution
very diﬃcult at the origin. For the PNC, w = w0, it is useful to have more than just
origin limits, as a cross-check. If for a range of small but non-zero z the series solution
curve and the numerical solution curve overlap, we gain conﬁdence in both.
5.3.1 Origin series on the PNC
In order to ﬁnd the solution at the origin, we use a Taylor series approach, and we write
the following series, in turn for the observational data, for the matter, for the known
metric functions, and for the unknown metric functions;
Cˆ =
∞∑
i=1
Ciz
i , κµn =
∞∑
i=2
Kiz
i , ρˆ =
∞∑
i=0
ρiz
i , pˆ =
∞∑
i=0
piz
i ,
Aˆ =
∞∑
i=0
(−1)izi , Bˆ = Aˆ or Bˆ = 1 , σˆ = 0 , λˆ = 2 ln(B) , (5.20)
yˆ =
∞∑
i=1
yiz
i , M =
∞∑
i=3
Miz
i , f =
∞∑
i=2
fiz
i , tˆ =
∞∑
i=0
tiz
i .
In addition, pˆ depends on ρˆ through the equation of state. If the central values at the
observer are P0 = p(w0, 0) and ρ0 = ρ(w0, 0), then we can write
pˆ = p0 +
dp
dρ
∣∣∣∣
0
(ρˆ− ρ0) + ∂
2p
∂ρ2
∣∣∣∣
0
(ρˆ− ρ0)2
2
+ · · ·
= P0 + P(1)0 (ρˆ− ρ0) + P(2)0
(ρˆ− ρ0)2
2
+ · · · , (5.21)
where the equation of state derivatives are
P0 = p(ρ)
∣∣∣
ρ=ρ0
, P(1)0 =
dp
dρ
∣∣∣
ρ=ρ0
, P(2)0 =
d2p
dρ2
∣∣∣
ρ=ρ0
, etc . (5.22)
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and they must be evaluated at (w, y) = (w0, 0). This gives the series coeﬃcients for pˆ(z)
if those for ρˆ(z) are known.
Here we take the coeﬃﬁcents Ci and Ki as known. In practice, they will be extracted
from a polynomial ﬁt to the observational data for Cˆ(z) and κµn(z) in the neighbourhood
of z = 0. We substitute these series expressions into the above DEs, treat each power
of z as a separate equation, and, working from the lowest order upwards, solve for the
unknown coeﬃcients in the series for y, ϕ = yz, M , W =
√
1 + f and ρ. It is because of
the EoS relationship (5.21) that the DEs depend on each other, even in series expansion.
Thus, unlike the LT case, one has to solve the lowest powers in z in each of the above
DEs before moving on to the next higher power; the sequence for the ﬁrst 3 iterations is
shown below.
Equation Eq no Power of z What is solved for
f -W (5.4) 0 y1
κρˆ (5.5) 2 ρ0
y (5.1) 0 y2
M (5.3) 2 M3
f -W (5.4) 1 −
κρˆ (5.5) 3 ρ1
y (5.1) 1 y3
M (5.3) 3 M4
f -W (5.4) 2 f2
κρˆ (5.5) 4 ρ2
y (5.1) 2 y4
M (5.3) 4 M5
Notice that after 3 iterations we have 3 terms in the Mˆ and ρˆ series, 4 in the y series, and
only 1 in the fˆ series. The curvature is a higher order property of the metric. A Maple
worksheet was written to carry out this calculation, and the results are as follows.
yˆ = C1z + (C2 + C1) z
2 +
(
C3 +
4C2
3
+
C1
3
+
P0C31
12
+
K2
12
)
z3 +
(
P0
{
5C31
24
+
C21C2
4
}
+ P(1)0
{
K3
24
− K2
24
− K2C2
6C1
}
+ C4 +
3C3
2
+
C2
2
+
K2
6
+
K3
24
+
K2C2
12C1
)
z4 · · · , (5.23)
M
z3
=
K2
6
+
(
K3
8
+
P0C31
8
)
z +
(
K4
10
+
{
1− ΛC
2
1
3
}
K2
20
− K
2
2
60C1
+
C51P20
40
+ P0
({
1− ΛC
2
1
3
}
C31
20
+
{
2C2 +
K2
24
}
C21
5
)
+ P(1)0
{
K3
10
− K2
10
− 2K2C2
5C1
})
z2
+
((
K5
6
+
{
1− ΛC
2
1
3
}
K3
12
−
{
1
2
+
ΛC21
6
+
ΛC1C2
3
+
7K3
12C1
}
K2
6
+
{
1
2
+
C2
C1
}
K22
18C1
)
+ P20
(
17C51
288
+
C2C
4
1
8
)
+ P0P(1)0
(
5K3C
2
1
144
−
{
C21
18
+
5C1C2
36
}
K2
)
58
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
+ P0
({
11C21
288
+
C1C2
36
}
K2 −
{
C2 +
C1
3
}
ΛC41
12
+
{
C2
4
+
5C3
4
+
K3
96
}
C21
3
+
5C1C
2
2
12
)
+ P(1)0
({
1
8
+
ΛC21
24
+
ΛC1C2
6
− C2
2C1
− 5C3
4C1
− 5C
2
2
4C1
+
K3
48C1
}
K2
3
−
(
1
2
+
ΛC21
6
)
K3
12
+
K4
12
−
{
1 +
C2
C1
}
K22
36C1
)
+
P(2)0
κ
({
1
8
+
C2
C1
+
2C22
C21
}
K22
3C31
−
{
1
12
+
C2
3C1
}
K2K3
C31
+
K23
24C31
))
z3 · · · , (5.24)
f
z2
=
(
1− ΛC
2
1
3
− 2K2
3C1
)
−
(
1 +
ΛC21
3
+
2ΛC1C2
3
− K2
6C1
+
K3
4C1
− K2C2
3C21
− P0C
2
1
4
)
z
+
(
5
4
− ΛC
2
1
6
− ΛC
2
2
3
−
{
2C2 + 2C3 − K2
60
}
ΛC1
3
+
Λ2C41
36
+
K3
12C1
− 11K2
60C1
− K4
5C1
+
K2C3
3C21
+
K3C2
4C21
− K2C
2
2
3C31
+
29K22
720C21
+
P20C41
80
+ P0
{
K2C1
40
+
C21
15
+
9C1C2
20
− ΛC
4
1
20
}
−P(1)0
{
2K2
15C1
+
8K2C2
15C21
− 2K3
15C1
})
z2 · · · , (5.25)
and the density series expansion gives
ρ0 =
K2
C31
, (5.26)
ρ1 = −
{
1
C31
+
4C2
C41
}
K2 +
K3
C31
, (5.27)
ρ2 = −
(P0K2
4C1
+
K22
4C41
−
{
1
C31
+
4C2 − 5C3
C41
+
11C22
C51
}
K2 +
{
1
C31
+
4C2
C41
}
K3 − K4
C31
)
.
(5.28)
5.3.2 The Origin Limits of the Time Evolution DEs
It is important to study the central behavior of the time evolution DEs, because some of
the terms in (4.111)-(4.119) go to 0/0, but the central values are needed for themselves
and for the y derivatives and integrals on each surface of constant w that are part of the
w evolution algorithm.
The above z series are only valid at w = w0, as some of the gauge choices are not
applicable elsewhere. But for the evolution at the origin, the z = 0 limits of the above
series provide the initial conditions. From (4.110)-(4.119), applying L’Hopital’s rule, we
ﬁnd the following.
Ψ|z=0 =
√
2M3
C31
+
f2
C21
+
Λ
3
(5.29)
Cw|z=0 = 0 (5.30)
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Cw
C
∣∣∣∣
z=0
=
1
C1
(5.31)
Mw|z=0 = 0 (5.32)
Mw
C3
∣∣∣∣
z=0
=
−κP0
2C1
(5.33)
Bw|z=0 =
1(
1−P(1)0
) { 1
C1
− P(1)0
{
ρ1
C1 (ρ0 + κP0) −
2
C1
}}
(5.34)
Ww|z=0 = 0 (5.35)
Ww
C
∣∣∣∣
z=0
= − 1(
1− P(1)0
)
C1
{
− 3
C1
+
ρ1
(ρ0 + κP0)C1
}
(5.36)
ρw|z=0 =
κP0 + ρ0(
1−P(1)0
) {− 3
C1
+
P(1)0 ρ1
(ρ0 + κP0)C1
}
(5.37)
Aw|z=0 =
{
ρ0 + κP0
2
− K2
3C31
− Λ
3
}
C1
− P
(1)
0(
1−P(1)0
) {− 3
C1
+
ρ1
(ρ0 + κP0)C1
}
+ Φ (5.38)
σw|z=0 = −
P(1)0(
1− P(1)0
) {− 3
C1
+
ρ1
(ρ0 + κP0)C1
}
(5.39)
λw|z=0 =
2(
1−P(1)0
) { 1
C1
− P(1)0
{
ρ1
(ρ0 + κP0)C1 −
2
C1
}}
(5.40)
tw|z=0 = 1 (5.41)
Using the z series in (4.117), we also ﬁnd
U =
∫ z
0
{(
K2
6C21
− ΛC1
3
+
P0
2
C1
)
+
(
P0
{
C2 − C1
4
}
+ P1
{
K3
2C21
−
(
2C2
C31
+
1
2C21
)}
K2
−
{
2C2
3C31
+
1
2C21
}
K2 +
K3
4C21
− 2Λ
3
C2
)
z¯ +
(
P(2)0
κ
{(
2C2
C61
+
1
4C51
+
4C22
C71
)
K22
−
(
K3
2C51
+
2K3C2
C61
)
K2 +
K23
4C51
}
−
(
C3 +
K2
20
+
P0C31
20
)
Λ−
(
1
20C31
+
P(1)0
8C31
)
K22
+
(
P0
(
1
40
− P
(1)
0
8
)
+ P(1)0
(
3C22
2C41
+
9C2
5C31
− 5C3
2C31
+
7
10C21
)
+
C2
C31
+
3C22
2C41
+
2
5C21
− C3
C31
)
K2 +
3P20C31
40
+ P0
(
3C3
2
− 11C2
20
− C1
10
)
− 3K3C2
4C31
+
P(1)0
C21
(
K4
2
− K3C2
C1
− 7K3
10
+
3K4
10C21
− K3
2C21
))
z¯2 + · · ·
}
dz¯
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=
(
K2
6C21
− ΛC1
3
+
P0
2
C1
)
z +
(
P0
{
C2 − C1
4
}
+ P1
{
K3
2C21
−
{
2C2
C31
+
1
2C21
}
K2
}
−
{
2C2
3C31
+
1
2C21
}
K2 +
K3
4C21
− 2Λ
3
C2
)
z2
2
+
(
P(2)0
κ
{(
2C2
C61
+
1
4C51
+
4C22
C71
)
K22
−
(
K3
2C51
+
2K3C2
C61
)
K2 +
K23
4C51
}
−
(
C3 +
K2
20
+
P0C31
20
)
Λ−
(
1
20C31
+
P(1)0
8C31
)
K22
+
(
P0
(
1
40
− P
(1)
0
8
)
+ P(1)0
(
3C22
2C41
+
9C2
5C31
− 5C3
2C31
+
7
10C21
)
+
C2
C31
+
3C22
2C41
+
2
5C21
− C3
C31
)
K2 +
3P20C31
40
+ P0
(
3C3
2
− 11C2
20
− C1
10
)
− 3K3C2
4C31
+
P(1)0
C21
(
K4
2
− K3C2
C1
− 7K3
10
+
3K4
10C21
− K3
2C21
))
z3
3
+ · · ·
U |z=0 = 0 (5.42)
The smooth central density condition, (5.19), combined with the above series, leads to
K3 = 3κP0C31 + 4K2
(
1 +
C2
C1
)
(5.43)
This is a correction to the K3 from the data, and it should be made before the above are
calculated. If this condition is applied, several of the above central limits simplify,
Bw|z=0 =
1
C1
(5.44)
Ww
C
∣∣∣∣
z=0
= 0 (5.45)
Ww
C2
∣∣∣∣
z=0
=
1/C31(
1− P(1)0
)
(κP0 + ρ0)
{
− C
2
1P20
2
+
(
−9P(1)0 −
7K2
6C1
− 26C2
C1
+
ΛC21
3
− 15
)
P0
− 9K2P
(1)
0
C31
+
2K4
C31
− 2K
2
2
3C41
+
(
−10C
2
2
C51
− 34C2
C41
− 10C3
C41
+
(ΛC21 − 45
C31
)
K2
}
(5.46)
ρw|z=0 = −
3(κP0 + ρ0)
C1
(5.47)
Aw|z=0 = Φ (5.48)
σw|z=0 = 0 (5.49)
σw
C
∣∣∣
z=0
= −P
(1)
0
C31
(5.50)
λw|z=0 =
2
C1
, (5.51)
and in particular, the Ww DE ensures that f and W don’t develop a term linear in y or
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z. Note that, on the PNC, the gauge choices P and A of (4.81) and (4.83) become the
same.
Obviously C,M , f and U will remain zero at y = 0. In order to continue the evolution
of quantities at the origin, we need to use a set of non-zero functions. We deﬁne
M = M
C3
, F = f
C2
(5.52)
and, using the DEs (4.111) to (4.119) as well as the smooth central density condition
(5.19), we obtain
Ψ|y=0 =
[√
2M+ F + Λ
3
]
y=0
(5.53)
Mw|y=0 =
[
−AΨ
(κp
2
+ 3M
)]
y=0
(5.54)
Fw|y=0 = [−2FAΨ]y=0 (5.55)
Bw|y=0 = [−Ay]y=0 (5.56)
ρw|y=0 =
[
(ρ+ p)
(
Ay
B
− 2AΨ
)]
y=0
(5.57)
Aw|y=0 = [AΦ]y=0 (5.58)
σw|y=0 =
[
−Aσy
B
]
y=0
(5.59)
λw|y=0 =
[
−2Ay
B
]
y=0
(5.60)
tw|y=0 =
[
Ae−σ
]
y=0
. (5.61)
The initial values are given by the PNC results, (5.44)-(5.51) or (5.29)-(5.41), plus
M|z=0 =
M
C3
∣∣∣∣
z=0
=
M3
C31
(5.62)
F|z=0 =
f
C2
∣∣∣∣
z=0
=
f2
C21
. (5.63)
We see from (5.58) that gauge choices P and A are equivalent at all times, provided
(5.19) holds. The evolution DEs for B, ρ, σ and λ depend on Ay and σy, and the latter
quantities have to be obtained from y derivatives at the origin.
5.4 The Apparent Horizon
The apparent horizon is the locus where diameter distance Cˆ reaches its maximum value,
labeled Cˆ = Cm, z = zm, where we have Cˆz = 0. It has been shown that the relationship
between Cm and the total gravitational mass inside the shell of radius Cm is independent
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of any inhomogeneity and does not change even in when non-zero pressure is introduced
(for more details about this see [2, 59, 63]). That relationship is given by
2Mm
Cm
= 1− ΛC
2
m
3
, (5.64)
and its signiﬁcance is discussed in [35]. At the maximum, Cˆz = 0 and (5.64) produce a
0/0 singularity in the expression for W , (5.4). Furthermore, when rearranging (4.96), we
obtain
Cˆzz +
κµnϕ
2Cˆ(1 + z)
+
κpˆCˆϕ2
2(1 + z)2
= Cˆz
(
ϕz
ϕ
− 2
(1 + z)
)
. (5.65)
which shows that at Cˆz = 0 we have
Cˆzz = − κµnϕ
2Cˆ(1 + z)
−
κp
(
µn
Cˆ2ϕ
)
Cˆϕ2
2(1 + z)2
, (5.66)
Similarly, this equation contributes a 0/0 term in the DE for ϕ (5.2), which makes direct
numerical integration impossible. The presence of 0/0 instead of just 0−1 suggests that
there may be regular limiting values at zm, as is the case in FLRW models. Hence, series
solutions are needed to solve this problem.
5.5 The Near-Maximum Series Solution
In order to pass the numerical integration of the DEs through the singular point at Cˆz = 0,
we do Taylor expansions around the point z = zm. Hence, we write all the dependent
variables as
Cˆ = Cm +
∞∑
i=2
Ci∆z
i , κµn = Km +
∞∑
i=1
Ki∆z
i , yˆ = ym +
∞∑
i=1
yi∆z
i ,
M =Mm +
∞∑
i=1
Mi∆z
i ,
√
1 + f = W = Wm +
∞∑
i=1
Wi∆z
i , ∆z = z − zm ,
(5.67)
and substitute these expressions back into (5.1)-(5.5), and, with the help of a maple
worksheet, we calculate the coeﬃcients. We ﬁnd
ym = undetermined , (5.68)
ϕm = y1 =
{
−Km
2
±
√
K2m − 16C3mC2Pm
2
}
(1 + zm)
C2mPm
, (5.69)
ϕ1 = y2 = Pm
{
1
(1 + zm)
+
3C3
4C2
}
C2m y
2
1
Xm
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− P(1)m
{
Km
2
+
(1 + zm) K1
2
}
y1
Xm
+
{
1
2
− (1 + zm) K1
2Km
+
3 (1 + zm) C3
4C2
}
Km y1
Xm
−
{
4 (1 + zm) C2Cm
Xm
+
3 (1 + zm)
2 C3Cm
Xm
}
, (5.70)
ϕ2 = y3 = Pm
{
1
(1 + zm)
2 +
C3
(1 + zm) C2
− 2C4
3C2
+
3C23
4C22
+
C2
3Cm
−
{
4
(1 + zm)
+
3C3
C2
}
y2
y1
+
4 y22
y21
}
C2m y
3
1
Ym
− P(1)m
{
2
3 (1 + zm)
+
C3
2C2
+
2 (1 + zm) C2
3Cm
+
{
1
3
+
(1 + zm) C3
2C2
}
K1
Km
+
(1 + zm) K2
3Km
−
{
8
3
+
(1 + zm) C3
C2
+
4 (1 + zm)K1
3Km
}
y2
y1
+
8 (1 + zm) y
2
2
3 y21
}
Km y
2
1
Ym
+
P(2)m
κ
{{
1
6
+
(1 + zm) K1
3Km
+
(1 + zm)
2 K21
6K2m
}
y1
−
{
2 (1 + zm)
3
+
2 (1 + zm)
2 K1
3Km
}
y2 +
2 (1 + zm)
2 y22
3 y1
}
K2m
C2m Ym
+
{
1
3 (1 + zm)
+
C3
2C2
− 2 (1 + zm)C4
3C2
+
3 (1 + zm)C
2
3
4C22
− (1 + zm)C2
3Cm
−
{
1
3
+
(1 + zm)C3
2C2
}
K1
Km
+
(1 + zm)K2
3Km
}
Kmy
2
1
Ym
−
{
4
3
+
2 (1 + zm)C3
C2
+
4 (1 + zm)K1
3Km
}
Kmy1y2
Ym
−
{
8C2
3
− 16 (1 + zm)
2 C4
3
+
3 (1 + zm)
2 C23
C2
}
Cmy1
Ym
+
4 (1 + zm)Kmy
2
2
3Ym
+
{
16 (1 + zm)C2
3
+ 4 (1 + zm)
2C3
}
Cmy2
Ym
. (5.71)
For the sake of compactness, we do not substitute (5.69) for y1 in the following
Mm =
{
1− ΛC
2
m
3
}
Cm
2
, (5.72)
M1 =M1 , i.e. undetermined (5.73)
M2 = −P2m
{
4
(1 + zm) Xm
+
3C3
C2Xm
}
C4m y
3
1 M1
Hm
+ PmP(1)m
{
2Km
Xm
+
2 (1 + zm)K1
Xm
}
C2m y
2
1 M1
Hm
+ Pm
{{{(
− 4
Xm
− 9 (1 + zm)C3
2XmC2
)
Km +
2 (1 + zm)K1
Xm
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+
2
(1 + zm)
+
3C3
2C2
}
C2my
2
1
Hm
+
(
16 (1 + zm)C2
Xm
+
12 (1 + zm)
2C3
Xm
)
C3my1
}
M1
Hm
+
λmC2C
2
m y
2
1
2Hm
− 2 (1 + zm)
2C22 C
3
m
Hm
}
+ P(1)m
{(
Km
Xm
− 1
(1 + zm)
+
(1 + zm)K1
Xm
− K1
Km
)
y1 + 2 y2
}
(1 + zm)KmM1
Hm
+
{({
− 1
(1 + zm)Xm
− 3C3
2XmC2
}
K2m +
{
K1
Xm
+
1
(1 + zm)
2 +
3C3
2C2 (1 + zm)
}
Km
− K1
(1 + zm)
)
(1 + zm)
2 y1
Hm
+
{
8 (1 + zm)
2C2
Xm
+
6 (1 + zm)
3C3
Xm
}
Km Cm
Hm
}
M1
+
λm (1 + zm)C2Km y1
2
+
2 (1 + zm)
3 C22 CmKm
y1
, (5.74)
M3 = Pm
{({
− C2
Cm
− 3
(1 + zm)
2 −
3C3
(1 + zm)C2
+
2C4
C2
− 9C
2
3
4C22
}
y21
+
{(
8
(1 + zm)
+
6C3
C2
)
y2 − 6y3
}
y1 − 4y22
)
M1 +
{(
2
(1 + zm)
+
3C3
2C2
)
y21
− 4y1y2
}
M2 −
{(
C2
(1 + zm)
+
C3
4
)
y21 − 2C2y1y2
}
λm − 3CmC2C3(1 + zm)2
}
C2m
Dm
+ P(1)m
{({{
1
(1 + zm)Km
+
3C3
2KmC2
}
K1 − K2
Km
+
2C2
Cm
+
2
(1 + zm)
2
+
3C3
2 (1 + zm)C2
}
M1 +
{
−K1
Km
− 1
(1 + zm)
}
M2 +
{
K1
Km
+
1
1 + zm
}
λmC2
)
y1
+
({
−2K1
Km
− 6
(1 + zm)
− 3C3
C2
}
M1 + 2M2 − λmC2
)
y2 + 3M1 y3
+
{
4M1 y
2
2 −
2Cm (1 + zm)
2C22K1
Km
− 2Cm (1 + zm)C22
}
1
y1
+
4Cm (1 + zm)
2C22y2
y21
}
(1 + zm)Km
Dm
− P
(2)
m
κ
{
1
2 (1 + zm)
2 +
K1
(1 + zm)Km
+
K21
2K2m
−
(
2
(1 + zm)
+
2K1
Km
)
y2
y1
+
2y22
y21
}
(1 + zm)
2K2mM1
C2mDm
+
{{(
1
(1 + zm)Km
+
3C3
2KmC2
)
K1 − K2
Km
+
C2
Cm
− 1
(1 + zm)
2 −
3C3
2(1 + zm)C2
+
2C4
C2
− 9C
2
3
4C22
}
M1 +
(
−K1
Km
+
1
(1 + zm)
+
3C3
2C2
)
M2
+
{
C2K1
2Km
− C2
2(1 + zm)
− C3
4
}
λm
}
y1(1 + zm)Km
Dm
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+
{{(
− 2K1
Km (1 + zm)
2 +
2
(1 + zm)
3 +
3C3
(1 + zm)
2C2
)
M1
− 2M2
(1 + zm)
2 +
λmC2
(1 + zm)
2
}
y2 − 3M1 y3
(1 + zm)
2
+
{
2K1
Km
+
2
1 + zm
+
3C3
C2
− 4y2
y1
}
CmC
2
2
y1
}
(1 + zm)
3Km
Dm
, (5.75)
Wm = − M1y1
2 (1 + zm)CmC2
, (5.76)
W1 =
{
− y2
(1 + zm)C2Cm
+
(
1
2C2 (1 + zm)
2Cm
+
3C3
4Cm (1 + zm)C22
)
y1
}
M1
+
{
λm
4(1 + zm)
− M2
2 (1 + zm)C2
}
y1
Cm
+
(1 + zm)C2
y1
, (5.77)
W2 =
{{
1
2Cm
− 1
2 (1 + zm)
2C2
− 3C3
4 (1 + zm)C22
+
C4
C22
− 9C
2
3
8C32
}
y1
+
{
1
(1 + zm)C2
+
3C3
2C22
}
y2 − 3y3
2C2
}
M1
(1 + zm)Cm
+
{{
1
2 (1 + zm)C2
+
3C3
4C22
}
y1 − y2
C2
}
M2
(1 + zm)Cm
− M3y1
2 (1 + zm)CmC2
−
{{
1
4 (1 + zm)
+
C3
8C2
}
y1 − y2
2
}
λm
(1 + zm)Cm
+
C2
y1
+
3 (1 + zm) C3
2y1
− 2 (1 + zm) C2 y2
y21
, (5.78)
and
ρ0m =
(1 + zm) Km
C2m y1
, (5.79)
ρ1m =
(1 + zm) K1
y1C2m
+
Km
y1C2m
− 2 (1 + zm) Km y2
y21 C
2
m
, (5.80)
ρ2m =
K1
C2m y1
+
(1 + zm) K2
C2m y1
− 2(1 + zm)KmC2
C3m y1
−
{
2 (1 + zm) K1
C2m
+
2Km
C2m
}
y2
y21
− 3 (1 + zm) Km y3
C2m y
2
1
+
4 (1 + zm) Km y
2
2
C2my
3
1
, (5.81)
where
λm = 1− ΛC2m , (5.82)
and
Pm = p(ρˆ)
∣∣∣
ρˆ=ρˆm
, P(1)m =
dp
dρ
∣∣∣
ρˆ=ρˆm
, P(2)m =
d2p
dρ2
∣∣∣
ρˆ=ρˆm
,
(5.83)
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and the constants Xm, Ym, Hm and Dm have the following formulas
Xm = 3C
2
mPm y1 +Km (1 + zm) (2− P(1)m ) ,
Ym = −Xmy1 + 4C2Cm (1 + zm)2 ,
Hm = C
2
mPm y21 +Km y1 (1 + zm) + 8 (1 + zm)2 C2Cm ,
Dm = C
2
mPm y21 +Km y1 (1 + zm) + 12 (1 + zm)2 C2Cm . (5.84)
It is clear that all the series coeﬃcients are function of zm, Cm, Ci, Km and Ki, and in
order to determine all of them, we must ﬁrst estimate the latter from the given data near
z = zm. This will be done by performing a least squares ﬁt to the cosmological data Cˆ(z),
and Kˆ(z) near z = zm.
We can see that the series expansion of Mˆ(z) and y(z) are not complete, because M1
and ym are undetermined.
2 We also note all the Mi and Wi coeﬃcients in (5.73)-(5.78)
are linearly dependent on the unknown value of M1, or equivalently Wm. In [58, 59, 63],
Hellaby, Lu and McClure show that it is possible to obtain the values of ym and M1,
by applying the idea of connecting or matching the series solution for y(z) and M(z) to
their calculated numerical values ya and Ma at za < zm, as visualised in ﬁgure 5.1. In
fact, matching M(z) is not the only way to solve for M1. Since all the coeﬃcients of W
are linear functions of M1, this means that we can alternatively solve for M1 (and Wm)
by joining the numerical and the series solutions for W (z) at za. Below we will see that,
owing to data errors and the properties of Cm, this matching will need to be an iterative
process.
numerical
solution
za zm
z
series solution
matched at za
M
Mm
Ma
Figure 5.1: Shows how do we solve for M1 by matching between the series and the
numeric at some point za before the maximum zm.
2Though we can’t prove there are no further undetermined coefficients at higher order in the series
solution, execution of the iteration process does seem to indicate this.
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5.6 Data Correction at the Apparent Horizon
As it was pointed out by Hellaby [35], the maximum in Cˆ provides a cross-check on the
cosmological observations. The basic idea is that, once Mˆ(z) is calculated by integrating
down the PNC (including near origin series, numerical integration and near-maximum
series), then it must agree with the result of Mm at zm obtained from (5.64). If there is a
discrepancy, this indicates either systematic errors in the observational data, for example
our galaxy number counts don’t include dark matter, or incorrect assumptions about the
value of Λ or the equation of state p(ρ).
When implementing this relationship with real data, we also have to take into account
the eﬀect of statistical errors — see McClure & Hellaby [63]. Statistical errors would
cause discrepancies in (5.64), even if the matter description was correct and there were
no systematic errors in the data.
In order to obtain a self-consistent solution, one with no singularity at z = zm, it
is necessary to make corrections to the observational data. Since we can only detect
errors at one z value, the correction needs to be fairly simple. For example, if it is
assumed that the mass per galaxy µ is too low, owing to the presence of dark matter,
then the κµn data could be multiplied by a constant factor. At a more complicated
level, owing to the diﬃculty of detecting faint sources, the number-counts are likely to
be more underestimated as z increases. The number-counts should already be corrected
according to some standard luminosity function, and the parameters of this function
could in principle be adjusted. However, it is diﬃcult to justify a complicated correction
function, based on a discrepancy at one z value.
In practice, these discrepancies show up when trying to determine ym and M1 by
joining numerical and series estimates at za. Clearly the correction process must be
iterative — calculate the discrepancies, estimate corrections, re-do the entire integration,
calculate new discrepancies, etc.
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Chapter 6
Data Smoothing
The integration algorithm stated broadly in §4.7 requires as input a complete set of data
of Cˆ(z), Cˆz(z), Cˆzz(z), and κµn(z) for a range of z values on the PNC. Observational data
consists of many discrete measurements of individual galaxies that necessarily have both
statistical and systematic errors. In addition, the z distribution of these points is quite
irregular, owing to real clustering of galaxies. The theory, however, assumes the metric
and the observational quantities are continuous functions. In contrast the numerical inte-
gration down the PNC constitutes discrete approximations to those continuous functions,
requiring regularly spaced data values, and it also depends on the ﬁrst and the second
derivative Cˆz, and Cˆzz of the given data Cˆ, which should also be discrete approximations
to smooth functions. The question that arises here is, how should we smooth the Cˆ data
in order to obtain sensible values of Cˆz, and Cˆzz from it, and which smoothing method is
the most eﬀective without causing unnecessary distortion of the data?
In practice, if the data were ideal, then it would be very easy to obtain smooth higher
derivatives, and that could be done by applying any numerical derivative method, such
as the three point or ﬁve point formulas. Since the main goal of this thesis is to create
a generalised algorithm, and to implement a numerical program that can handle any
realistic inhomogeneous data, therefore we consider other methods of smoothing, such as
the moving average, or a smoothed polynomial spline.
In [59], smoothing was not a signiﬁcant problem because the test data was ideal, and
the only errors were the numerical errors in generating it. In [63], statistical errors in the
data were introduced, and this test data was smoothed by means of a moving average.
Given a set of noisy data values, the function (and its derivatives) at each point were
obtained by ﬁtting a low order polynomial to the data points within a small range on
either side. Thus the range of data used in the ﬁt was always centered on the point of
interest, and moved with it. Obviously at the two ends, the ﬁtted range was truncted by
the lack of data. Here we will investigate smoothing by means of polynomial splines with
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constraints.
6.1 The Spline Method
A spline S(z) is a piecewise function, with each piece or segment a polynomial of a given
order O, and continuity conditions are imposed at the “knots” or “breaks” where two
pieces meet, so that the resulting curve looks smooth. The knots plus the left and right
ends are “nodes”, which are the endpoints of the segments. When used for interpolation,
the spline must pass through every data point, and derivatives 1 to O − 1 are required
to be continuous at each knot (see ﬁgure 6.1a). If there are N data points (zn, dn),
n = 1 · · ·N , then passing through them creates 2(N − 1) conditions, at the left and right
ends of the N − 1 segments. Matching derivatives 1 to O− 1 at each of the N − 2 knots
gives another (N − 2)(O− 1) conditions. Since the N − 1 segments have (N − 1)(O+ 1)
polynomial coeﬃcients, O− 1 more conditions are required to complete the speciﬁcation.
For cubic splines, a pair of end conditions is usual.
When there is “noise” or random scatter in the data, it is not appropriate for the
curve to pass through each data point, so a least-squares ﬁt is done instead. The spline
method of smoothing noisy data is widely used in many ﬁelds. In this case there are
many data points M and only a few knots, the curve does not have to pass through any
of the data points. The least squares process minimises the total squared error between
each data point and the spline curve. The degree of smoothing is controlled by the order
of the polynomials and the number of knots (see ﬁgure 6.1b). If there are N nodes, and
the polynomial order is O, then the only constraints are the matching of the function
values S(z) and their O − 1 derivatives at the N − 2 knots, giving (N − 2)O conditions.
Therefore there are N +O − 1 parameters that can be used for the ﬁtting.
On the one hand, real cosmological data are very noisy and full of statistical ﬂuctua-
tions which we want to smooth out, and on the other, we want to pick up any ﬂuctuations
that are really present. Therefore the aim is to ﬁnd the right balance between smoothing
and ﬁtting. Any choice of ﬁtting function must restrict or prejudice the result to some
degree, but polynomial splines are about as ﬂexible as one can get.
One may add a variety of constraints. For example, a “smoothing spline” attempts
to reduce the second derivative of the ﬁtted curve. Suppose there are M data points
(zm, dm), m = 1 · · ·M , then the quantity to minimise is
∆ =
M∑
m=1
[
wm
(
dm − S(zm)
)2
+ vm
(
S(p)(zm)
)2]
. (6.1)
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(a) Interpolating spline
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(b) Least squares spline
Figure 6.1: Illustration of fitting a spline to data (a) exactly, and (b) in a least squares
sense.
Here
(
dm−S(zm)
)
are the data errors, wm are optional weights, S
(p) is the pth derivative
of the spline S(z), and vm are optional weights for smoothing. Usually p = 2. If all the
vm are zero, we have a standard least squares spline ﬁt.
We found that a “smoothing spline” in which the second derivative is restricted every-
where, is not a good idea for the current problem. The Cˆ(z) curve rises steeply at small
z, reaches a maximum, and then decreases asymptotically towards zero. Thus there are
regions of high second derivative which we don’t want to remove, and it won’t be zero in
general.
It is well known that polynomial ﬁts to data are not good at the two ends, where the
curves tend to bend strongly to one side. This is what we call a “moving tail”, or Runge’s
phenomenon, and it is a problem in spline ﬁtting too. To control this problem, we want
to set the second and higher derivatives at the right end to zero.
In our case, we have certain expectations of our data. That is, the functions we ﬁt to
the data must have certain properties. For example, we expect Cˆ(z) to go through the
origin, Cˆ(0) = 0. Similarly, we expect κµn(z) and its ﬁrst derivative to be zero at z = 0.
Thus the ability to specify that the spline pass through certain points is required.
The above two requirements are exact constraints that need to be applied only at
certain points. They cannot be included in the function to be minimised, so they are
handled by means of Lagrange multipliers.
By far the most common order of spline is the cubic spline, O = 3. However, this is
not suitable for ﬁtting the Cˆ(z) data, because our equations involve the ﬁrst and second
derivatives, Cˆz and Cˆzz, which must also be smooth. Cubic splines do have continuous 2nd
derivatives, but the plot of such a Cˆzz is very angular. Therefore, we need an O ≥ 4 spline.
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The Matlab toolbox has many cubic spline functions with lots of constraint options. It
also has some higher order spline functions, but these have very few options.
Therefore we use a least-squares spline ﬁtting function written by C. Hellaby that
includes the required options. The calculation uses B-splines (basis splines), which won’t
be discussed here. This function is a generalised smoothing spline of any order, that
also has the ﬂexibility of entering any end conditions that you choose. It is more general
because it can produce splines of any desired order, and because it can limit any spline
derivative or combination of derivatives, with diﬀerent weightings vpm at each data point.
The generalised minimisation function is
∆ =
M∑
m=1
[
wm
(
dm − S(zm)
)2
+
O∑
p=1
vpm
(
S(p)(zm)
)2]
, (6.2)
In addition, at the ﬁrst and last nodes, the value of S and any of its derivatives up to O
can be separately speciﬁed or left free. It is called with
[S, b, P, QR, x, xL, xR, bL, bR, ppc, ppC] =
SmoothingBSpline(z, d, xx, H, w, v, cl, cv)
It accepts as input arguments, the data in two vectors z and d, the vector of nodes xx
(these are z values), the polynomial “order” H (which is O+1), the vector of data weights
w, the matrix of derivative-limiting weights v, and two vectors of end conditions cl and
cv. cv ﬁxes the values and derivatives at the end nodes, and cl is a 0-1 vector that turns
on or oﬀ any given end condition. The outputs of interest are as follows. P is a vector
giving the B-spline coeﬃcients, b deﬁnes the basis splines (B-splines) themselves, and ppC
is a matrix giving the polynomial coeﬃcients in each segment. To plot the ﬁtted spline,
we use the call
[S, b, x, xL, xR, bL, bR, ppc, ppC] = CalcBSpline(xx, H, P, z)
where S is the vector of spline values at the points in the z vector.
6.2 Testing the Spline Fitting
Now that we have explained how splines work, we want to test the new Matlab spline
ﬁtting function with noisy data, and experiment with the smoothing constraints.
Firstly we took idea artiﬁcial data for Cˆ and κµn, based on known metric functions
in an inhomogeneous model, that was generated by a Matlab program by C. Hellaby.
This idealised data was made more ‘realistic’ by adding statistical errors — random
gaussian noise. In other words, we multiplied the ideal data by 1 + ǫ where ǫ is a
Matlab generated random data function with normal distribution and speciﬁed mean
and standard deviation. This simulated data is used as input to the the ﬁtting function.
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Once the data are given, we ﬁt a spline to the data, choosing order O = 5, and the
number of knots N − 2 = 4. This provides N + O − 1 = 10 free polynomial coeﬃcients.
As noted above, there are 3 constraints that ﬁx Cˆ(0) = 0, κµn(0) = 0 and κµnz(0) = 0,
leaving 7 parameters that are set by least-squares ﬁtting.
The ﬁtted curves of Cˆ and κµn(z) plus the derivatives Cˆz and Cˆzz are shown in ﬁgures
6.2a and 6.2b. In this case, no derivative smoothing or end constraints were used, and the
“moving tail” appears at the right end of Figures 6.3a & 6.3b. We will show in chapter
8 this eﬀect will lead to unrealistic numerical results near the high-z end of the data.
Experiments with derivative smoothing showed that non-zero vpm, even in limited
regions, tended to make the ﬁt worse, and not control the moving tail suﬃciently. In
order to have a reasonable ﬁt, we add extra conditions to enforce zero higher derivatives
at the high z end of the data. If we set the second and all higher spline derivatives to zero
at the right end, this adds O − 1 = 4 constraints, leaving just 2 to ﬁt the data. Now the
function ﬁtted the data produced good ﬁts to the diameter distance and the redshift-space
which were also smooth, as it is shown in ﬁgures 6.5–6.7. As we can clearly see at the
right end of the Cˆz and Cˆzz in ﬁgure 6.6a & ﬁgure 6.6b, this method also shows a good
reduction in the moving tail, compared to the previous one. We note that the ﬁtting
discrepancy in ﬁg 6.2 is almost as good as in ﬁgure 6.5, despite the extra constraints
and the reduced number of ﬁttin parameters. After experimenting with this function, we
ﬁnd that it can produce reasonable ﬁts, even with fairly large statistical error, up to a
standard deviation of 30% times the original data.
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(a) Ideal, simulated and fitted curves for Cˆ(z).
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(b) Fitted Cˆ curve discrepancy.
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Figure 6.2: (a) shows the ideal data curve for the diameter distance Cˆ(z) in a strongly
inhomogeneous model (light gray), the simulated noisy data with 5% stan-
dard deviation added (dark gray), and the spline fit (dashed-black). (b)
shows the discrepancy Cˆspline − Cˆideal.
(a) Cˆz from the spline fit.
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(b) Cˆzz from the spline fit.
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Figure 6.3: The “moving tail effect” or “Runge phenomenon”, is apparent at the right
ends of the graphs of the first and second derivatives of the spline fitted
Cˆ(z) of figure 6.2. This shows why end conditions are needed.
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(a) Ideal, simulated and fitted curves for κµn.
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(b) Fitted κµn curve discrepancy.
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Figure 6.4: (a) Comparison between the ideal redshift-space density κµn (light gray),
the simulated noisy data (dark gray) and the smoothed curve obtained
from a least squares spline fit (dashed-black). (b) plots the discrepancy
κµnspline − κµnideal. The ideal model is the same as for figure 6.2, the
added noise has standard deviation 5%.
(a) Ideal, simulated and fitted curves for Cˆ(z).
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(b) Fitted Cˆ curve discrepancy.
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Figure 6.5: Spline fitting with end conditions. In this case the second and higher
derivatives at the right end were set to zero. (a) shows the ideal data
curve for Cˆ(z) in the same strongly inhomogeneous model (light gray),
the noisy data with 10% standard deviation (dark gray), and the spline
fit (dashed-black). (b) shows the discrepancy Cˆspline − Cˆideal.
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(a) Cˆz from the spline fit.
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(b) Cˆzz from the spline fit.
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Figure 6.6: Spline fitting with end conditions. The plots of Cˆz(z) and Cˆzz(z), for
the fit shown in figure 6.5, display much better behaviour, without any
deflection, when end conditions are applied.
(a) Ideal, simulated and fitted curves for κµn.
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(b) Fitted κµn curve discrepancy.
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Figure 6.7: (a) Comparison of the ideal (light gray), noisy (dark gray), and fitted
(dashed-black) curves for the redshift-space density κµn. The ideal model
and fitting constraints are the same as for figure 6.5, and the added noise
has standard deviation 10%. (b) Plot of the discrepancy κµnspline −
κµnideal.
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Chapter 7
Numerical Implementation
In this chapter, we describe the numerical implementation of the theoretical algorithms
mentioned in chapters 4-5. Then we test the ability of the numerical codes to extract
a Lemaˆıtre model from artiﬁcial but realistic, inhomogeneous data on the PNC, and
calculate its evolution. The various stages of the overall algorithm can be summarised as
follows.
I. Data Conversion
(a) Convert the raw data for ℓ(z), L(z), δ(z), D(z), n(z), µ(z) to the input func-
tions Cˆ(z), κµn(z)
(b) Use least squares spline ﬁtting to turn the discrete data for Cˆ(z), κµn(z) into
smooth functions.
II. Assumptions
(a) Choose the equations of state p(ρ)
(b) Choose the value of Λ
(c) Make the gauge choices that ﬁx the coordinates
III. PNC Integration
(a) Use the near-origin series to begin the solution near z = 0
(b) Do a numerical integration of the DEs up to near the maximum Cm in the
diameter distance
(c) Use the near-maximum series, and join it to the end of the numerical integra-
tion
(d) There is likely to be a discrepancy, owing to statistical and systematic errors
in the data, so estimate a correction to the data from the apparent horizon
relation
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(e) Iterate the above 4 steps until a good match is obtained
(f) Continue the numerical solution beyond Cm as far as the data allows.
IV. Evolution
(a) integrate the evolution equations backwards and forwards from the PNC, w =
w0
Matlab programs were written to carry out these steps, and the details of the coding and
testing will be discussed later, especially points of diﬃculty.
7.1 Data and Assumptions
The collection and reduction of observational data, and the discussion of the many ob-
servational issues, such as luminosity functions, are outside the scope of this work. The
smoothing by means of spline ﬁtting was adequately discussed in chapter 6. The main
issue for any given data set, is whether it merits more or less parameters, that is, how
many nodes to use in the spline. This depends on how much noise or scatter there is,
and how much meaningful detail can be extracted.
The equation of state and the Λ value to assume are a matter of theoretical judgment,
and some simple options will be considered below. It may be that diﬀerent choices allow
more or less satisfactory ﬁts to the data, but this has yet to be determined.
The gauge choices were listed in section 4.5.1. In our numerical implementation, the
‘OC’ gauge was assumed.
7.2 PNC Integration
The range of available data determines the maximum z value, ze, and here we assume
ze ≈ 3. The range [0, ze] is divided into 3000 integration intervals.
There are four regions involved in the numerical integration down the PNC, see ﬁgure
7.1 below, and each requires a diﬀerent treatment.
(1) The origin: The initial conditions for integrating the PNC DEs of section 4.5 are
set at the origin z = 0, but obviously, galaxy redshift surveys have no sources
exactly at the origin, even if a few blueshifts are measured. Therefore we use the
near-origin Taylor series solution, as mentioned in section 5.3. The polynomial
coeﬃcients for the input data, Ci and Ki, come from the segment of the spline ﬁt
to the observations that includes the origin.
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(2) The ﬁrst numerical integration region: This is the region that is bounded by
zo ≤ z ≤ za, and it requires a normal numerical integration method, such as the
fourth order Runge-Kutta method. As explained in chapter 5, the DEs are singular
at the origin Cˆ = 0. Therefore the initial conditions for the numerical integration
are obtained from the near-origin series solution values of ϕ, y, M , W , etc at some
z = zo > 0. Figures 7.2 and 7.3 show the comparison between the near-origin series
solution and the numerical integration solution for ϕ(z), and they verify that there
is a range of good agreement of about 0.2%.
We see that z values in the range 0.025 < zo < 0.07 give good agreement. In our
programme we have used zo = 0.047, which is approximately 50 points away from
the orgin of z data.
(3) The maximum region: We have shown that our DEs have an inevitable singularity
at the maximum in Cˆ(z) where z = zm. Thus we have to stop the numerical
integration before this becomes a problem, and use the near-maximum Taylor series
solution of section 5.5 to pass the integration through this region. The polynomial
coeﬃcients for the input data are again obtained from the spline segment that
includes the maximum. Thus zm and Cm are determined, and Mm is obtained
from Cm. But this series solution is incomplete. It requires data from the end
of the numerical integration to determine M1 or equivalently Wm, which requires
regions (2) and (3) to be joined. However, as explained in section 5.6, the apparent
horizon condition (5.64) must hold at Cˆ = Cm. There will certainly be statistical
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Figure 7.2: Comparison of near-origin and numerical solutions on the PNC. The dark
curve shows the near-origin series for ϕ(z), the light curves show nu-
merical integration solutions starting from different z values, with initial
conditions given by points in the series solution (for ϕ, y, M , W ).
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Figure 7.3: Magnified comparison of near-origin and numerical solutions of figure 7.2
in the range of good agreement. The two curves have a discrepancy of
δϕseries - integration = 0.0022.
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and systematic errors in the observational data, therefore the condition will not be
exactly satisﬁed, and a good junction between the solution curves on the two sides
will not be possible. In order to obtain a self-consistent solution, a correction must
be applied to data.
We see that the junction of regions (2) and (3) is tricky because data at zm provides
information that feeds back to z < zm region. In other words, the failure to match
the ϕ, M and W curves properly shows the data needs correction, but correction of
the data means that the Cˆ(z) and κµn(z) functions all change, and the value and
location of the maximum (zm, Cm) also change. Therefore the ﬁtting and integration
needs to be re-done all the way from z = 0. Thus we require an iterative correction
process. This is discussed in more detail in §7.3.
(4) The region after maximum: This is the ﬁnal part of our numerical integration
along the PNC, and it is bounded between zb ≤ z ≤ ze. It also uses the fourth
order Runge-Kutta method, and the end of the maximum series, z = zb, provides
the initial values for this ﬁnal part.
7.3 Matching Point and Iterative Correction
The procedure for ﬁnding a good matching point between the numerical and series the
solutions before the maximum in Cˆ is slightly diﬀerent from those mentioned in [58, 59,
63], but it still shares the same mathematical concept. We use ϕ(z) rather than y(z),
M(z) or W (z) to determine the matching point, and decide where to stop the numerical
integration, because ϕ is the only near-maximum series that has all its coeﬃcients fully
determined by the input data, and the others do not. In fact, ﬁnding the best point za to
switch between the ﬁrst numerical integration and the near-maximum series is not a trivial
problem. We extend the Runge-Kutta solution of (5.2) as close to zm as possible, and
we calculate the near-maximum series solution using (5.69)-(5.71) so that there’s plenty
of overlap. If the input data were exact, then it should be easy to ﬁnd a z value where
the numerical and series calculations of ϕ agree. However, at the start we have erroneous
data, so the two curves may cross at an angle, cross more than once, or even not cross at
all. Thus the program compares the two curves over a range of z values, ∆zjoin = 0.02,
calculating the net squared discrepancy for δϕ =
∑
(ϕj numerical−ϕj series)2 where the sum
is over all the calculated z values within zjoin/2 of some point z∗. By moving z∗, it looks
for a region where the total squared discrepancy δϕ is smallest. The middle of this range
z∗ is used for the junction point za, and the discrepancy δϕ is recorded.
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To obtain a self-consistent solution, a correction of the input data is needed. Since we
only have one point where discrepancies can be detected, we keep the correction function
simple. We assume the κµn(z) data are more aﬀected by systematic errors than Cˆ(z), so
we multiply all the κµn data by a constant factor, ε. The initial ε value is a guess, e.g.
1.1. We then begin the calculation process again; data ﬁtting, origin series, numerical
integration, maximum series, new matching point, new discrepancy δϕ, new ε. We keep
iterating this procedure, using a bisection method, until δϕ < 10−8, and the ϕ curves
are suﬃciently close to each other. For the bisection method to work, the ﬁrst two δϕ
values must have opposite signs. Therefore, before the main iteration, a range of ε values
is scanned, following a pattern such as 1, 1.1, 0.9, 1.2, 0.8, · · · , until one is found with a
ﬂipped δϕ sign. A similar approach was mentioned in [63], but the correction procedure
was not automated.
Plotting the numerical and series curves over the same range of z values, as shown in
ﬁgures 7.5 and 7.6, we can see that the numerical solution diverges as the singularity at
zm is approached, while the series solution is good near z = zm but not accurate away
from zm.
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Figure 7.4: The iteration process for finding the matching point za. The gray curves
represent the series solution for ϕ(z), and the black curves represents the
ϕ(z) obtained from numerical integration. The improvment in the itera-
tion process in the series and the numerics solution occurs from bottom
to top.
Now, once we have determined the matching point za, we let the computer calculate
Ma, Wa, and ya from the numerical integration results. We can then ﬁnd the value of
M1 from the numerical values of Ma and other quantities at za, by inverting the near-
82
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
0.44
0.46
0.48
0.5
0.52
0.54
0.56
0.58
0.6
0.62
z
φ
Figure 7.5: Finding the matching point za. The gray curve represents the series so-
lution for ϕ(z), and the black curve represents the ϕ(z) obtained from
numerical integration. The maximum in the diameter distance Cˆm is at
zm = 1.615. As expected, the series solution is only good near zm, while
the numerical solution diverges close to zm. In this case there is a region
of good agreement around z = 1.55.
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Figure 7.6: Magnification of the overlap between the series and numerical integration
curves for ϕ(z) just before zm, showing a good matching occurs near
z = 1.553.
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maximum series solution in chapter 5. Thus, from (5.67)
Ma =Mm +M1(za − zm) +M2(za − zm)2 +M3(za − zm)3 , (7.1)
Wa =Wm +W1(za − zm) +W2(za − zm)2 +W3(za − zm)3 . (7.2)
where the coeﬃcients M2, M3, Wm, W1 and W2 are given in §5.5. Since these coeﬃcients
are linear function of M1, thus (7.1) and (7.2) can be simpliﬁed to
Ma =Mm +M1(za − zm) + (A2M1 + C2)(za − zm)2 + (A3M1 + C3)(za − zm)3 , (7.3)
Wa = EmM1 + (E1M1 +D1)(za − zm) + (E2M1 +D2)(za − zm)2 + (E3M1 +D3)(za − zm)3 .
(7.4)
It is clear that there are two ways to ﬁnd the numerical value of M1. Firstly, if we use
M(z) for matching, then we ﬁnd
M1 =
(Ma −Mm)/(za − zm)− C2(za − zm)− C3(za − zm)2
1 +A2(za − zm) +A3(za − zm)2 , (7.5)
Secondly, if we use W (z) for matching, then the value of M1, would be
M1 =
Wa −D1(za − zm)−D2(za − zm)2 −D3(za − zm)3
Em + E1(za − zm) + E2(za − zm)2 + E3(za − zm)3 . (7.6)
Here Ai, and Ei are the coeﬃcients of M1 in equations (5.73)-(5.75) and (5.76)-(5.78)
while Ci and Di are the free coeﬃcients of M1 in the same set of equations–for more
details again see §5.5.
Having M1 from (7.5) or (7.6), we evaluate the series solution for, M(z), and W (z)
in the near-maximum z range. However, it turns out that we can’t exactly match both
the M(z) and W (z) curves at za. This is because the data is imperfect, whereas the AH
equation (5.64) relates the true values of Cm and Mm. The above focuses on achieving a
good matching at the ﬁrst connection point, za. At the second connection point, zb, the
near-maximum series values provide the initial conditions for re-starting the numerical
integration. As we will see, and as noted in [63], it is diﬃcult to get a really good matching
of both M and W at this point.
Up to this stage, our numerical code is working well and producing good matching
results from the origin up to the maximum zone. The re-join between the the near-
maximum series and the second numerical integration is set at the second connection
point zb, such that zm−za = zb−zm. As with the end of the near-origin series, the initial
values for the numerical integration are read oﬀ from the series values of y(zb), ϕ(zb),
M(zb), and W (zb).
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7.4 Evolution
With regards to the model evolution from initial surface of constant w = w0, forward
in time, we do the following: The numerical procedure down the PNC provides a full
set of data for A(w0, y), B(w0, y), C(w0, y), M(w0, y), W (w0, y), and ρ(w0, y), p(w0, y),
σ(w0, y), λ(w0, y), and t(w0, y). These data can be considered as initial conditions for
the numerical integration of the time evolutions DEs. As stated earlier in §4.7, the
time evolution DEs involved Φ,Λ, σy, Ay, ρy, U, and dp/dρ, so that we cannot evolve the
model until we calculate them. In our program we ﬁx the value of Φ using the gauge
choice mentioned before, and we set Λ to zero for simplicity. The remaining A, σ, ρ
derivatives with respect to y are calculated using the numerical derivative method “the
ﬁve point formula”, U is calculated using numerical integration method along y, and
dp/dρ is calculated from the equation of state as well.
Having the initial data and all the extra input data ready, we wrote a set of MATLAB
functions that uses the Euler’s method to propagate the entire PNC by integrating the
coupled system of time DEs backwards or forwards in time from each y point on the
PNC. Note that the integration procedure at each step in w, requires Ay, ρy, σy and U ,
and these must calculated before we update the initial conditions for the next iteration
in time. The last thing that must be carefully done is the boundary conditions at central
worldline. To provide boundary conditions for the DEs at the central point of each w
surface, we wrote another program that uses the result of in §5.3.2 to evolve the origin
along the central worldline. Hence, at each step in w we ﬁt a low order polynomial
to extract all the coeﬃcients that is need to update the initial conditions for the next
integration step. Once the integration is made, the origin evolution will be added to
the model evolution along each surface of constant w. This simple integration procedure
allows us to trace the historical evolution of the cosmology, to the past and future of it’s
presently observed state, using just the data on the PNC and an assumption about the
EoS.
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Chapter 8
Models and Results
In chapter 6 we presented our method for obtaining a smoothed data curve and its
higher derivatives from realistic, noisy, discrete data, and in chapter 7 we discussed the
numerical methods used to implement the theory of chapters 4 & 5. I this chapter, our
main objective is to test a working numerical code, that allows us to deduce and evolve
an inhomogeneous Lemaˆıtre model from observational data. To this end, we will use a
set of artiﬁcial ideal and realistic (i.e. noisy) data, generated from mildly and strongly
inhomogeneous models.1 Testing is important to validate the numerical code, and also
to demonstrate that the method works. Naturally, tests involve artiﬁcial data, as one
doesn’t know the correct output for real data.2 The ‘realistic’ or ‘noisy’ data used here
were generated by adding some statistical errors or Gaussian noise to the ideal data;
this is similar to the procedure of McClure & Hellaby [63]. We added gaussian noise by
multiplying the ideal data by (1+ ǫ), where ǫ is a set of random values (one for each data
point), generated by the Matlab function randn, having mean 0 and varying values for
the standard deviation.
8.1 Ideal Data
In this section we will test our numerical implementation scheme using an ideal data-set
where there is no statistical error added to it. The data are generated from a homogeneous
model labelled AAA1. See appendix C for descriptions of the models used. We use the
standard Matlab spline function SPAP2 to ﬁt the data.
1The data we are using here was originally generated by C.Hellaby for the purpose of another project.
The terminology ‘ideal’ data refers to data with no statistical fluctuations, i.e, accurate and smooth.
2The generation of artificial data for the Lemaitre model is an ongoing project, so the testing reported
here is unfortunately incomplete.
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8.1.1 Run 1
In this run we have tested the code using ideal data that are generated from a homoge-
neous model, AAA1. No noise was added, and Matlab’s SPAP2 was used to ﬁt the data.
Figures 8.1-8.4 show the numerical result for y vs z, ϕ vs z, M vs z, andW vs z, when the
DEs are integrated for a barotropic equation of state (p = χρ, with χ = 0.008)3 down the
PNC. In ﬁgure 8.4 we can see that there is a small jump in W at the second connection
point, zb, while y, ϕ, and M are smooth. As noted above, the curvature is a higher-order
feature of a metric, and so it is more sensitive to small errors.
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Figure 8.1: This figure shows the numerical results for y vs z Run 1.
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Figure 8.2: This figure shows the numerical results for ϕ vs z Run 1.
3A small non-zero χ was used to avoid numerical difficulties with exactly 0, but keep the pressure
effectively zero.
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Figure 8.3: This figure shows the numerical results for M vs z Run 1.
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Figure 8.4: This figure shows the numerical results for W vs z from Run 1.
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8.2 Statistical Errors and Smoothing
The next two runs add statistical ﬂuctuations to ideal data. Either SPAP2 or SmoothingBSpline
was used to smooth the realistic (noisy) data. Below we will use the same set of data
used in §8.1.1 above, but the code will respond diﬀerently according to the smoothing
method.
8.2.1 Run 2
In this run we use the data in model AAA1, then the PNC DEs are integrated for a
barotropic equation of state χ = 0.008 and simulated realistic data that has standard
deviation 10% added to the ideal data. Then, we used standard Matlab spline function
SPAP2 to smooth the data. Finally, the numerical results for y vs z, ϕ vs z, M vs z, and
W vs z on the PNC are shown in ﬁgures 8.5-8.8. Here, the problem of the end conditions,
the ’moving tail’, still aﬀects our numerical integration result, and leads to uncontrolled
behavior at the end of the numerical integration. This is clearly shown at the right end
of ﬁgures 8.6 and 8.8. We also note that the W curve still suﬀers a small jump at the
second connection point zb.
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Figure 8.5: This figure shows the numerical results for y vs z from Run 2.
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Figure 8.6: This figure shows the numerical results for ϕ vs z from Run 2.
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Figure 8.7: This figure shows the numerical results for M vs z from Run 2.
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Figure 8.8: This figure shows the numerical results for W vs z from Run 2.
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8.2.2 Run 3
As explained, the real data Cˆ and κµn are likely to suﬀer from systematic errors. Because
of the AH condition (5.64), this means that a correction must be applied to the κµn data
— see section 5.6. Systematic errors may take many forms, such as number-counts that
are too low, or luminosity distances that are too high. Assumptions about the value of Λ
or the equation of state would also cause systematic errors. Here we assume a non-zero
pressure, when the ideal data were generated from a zero-pressure model.
In this run we test our code using realistic data that are generated from the AAA1
model. The realistic data are generated by adding gaussian random noise with standard
deviation 10%. Then the PNC DEs are integrated, with choice of equation of state
χ = 0.1. Lastly, ﬁgures 8.9 to 8.12 which represent the numerical integration y vs z, ϕ
vs z, M vs z, and W vs z are the best result we obtained, when we used the generalised
spline ﬁtting function with polynomial order O = 5 and number of knots 6 to smooth
the data. This method improves the accuracy in W , and reduces the jump at zb to the
minimum possible value.
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Figure 8.9: This figure shows the numerical results for y vs z Run 3.
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Figure 8.10: This figure shows the numerical results for ϕ vs z Run 3.
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Figure 8.11: This figure shows the numerical results for M vs z Run 3.
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Figure 8.12: This figure shows the numerical results for W vs z Run 3.
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8.3 Tests with Different Inhomogeneous Models
For diversity of testing, we will next test the numerical integration procedure down the
PNC for diﬀerent inhomogeneous models, including nonzero Λ and nonzero pressure.
8.3.1 Run 4
We used the AAA8 data-set, and simulated realistic data by adding 20% statistical errors
to this ideal data. The generalised spline function SmoothingBSpline was used to smooth
the data, with polynomial order O = 5 and number of knots 8. Figures 8.13-8.16 are the
numerical results of y vs z, ϕ vs z, M vs z, and W vs z of the integration procedure down
the PNC when the equation of state χ = 0.008 was used.
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Figure 8.13: The numerical result for y vs z from Run 4.
0 0.5 1 1.5 2 2.5 3 3.5
0
0.5
1
1.5
z
φ
Figure 8.14: The numerical result for ϕ vs z from Run 4.
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Figure 8.15: The numerical result for M vs z from Run 4
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Figure 8.16: The numerical result for W vs z from Run 4.
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8.3.2 Run 5
We used the ACA1 data-set, and 20% statistical error was added to make it realistic.
The generalised spline function SmoothingBSpline was used to smooth the data, with
polynomial order O = 5 and 6 knots. The results are shown in ﬁgures 8.17-8.20, showing
the numerical results for y vs z, ϕ vs z, M vs z, and W vs z when the DEs are integrated
down the PNC when the equation of state χ = 0.008 was considered in the integration
procedure.
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Figure 8.17: The numerical result for y vs z, from Run 5.
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Figure 8.18: The numerical result for ϕ vs z from Run 5.
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Figure 8.19: The numerical result for M vs z from Run 5.
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Figure 8.20: The numerical result for W vs z from Run 5.
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8.4 Evolution
To illustrate the model evolution away from the PNC, we have used the data from §??
with the assumption of a barotropic equation of state, χ = 0.008. The evolution DEs are
integrated from the initial surface of constant w = w0, “the PNC”, and then evaluated
forward in time using an Euler integration method. The results in ﬁgures 8.21-8.28 are the
surface plots of A(w, y), B(w, y), C(w, y),M(w, y),W (w, y), ρ(w, y), λ(w, y) and σ(w, y),
and they represent the cosmological evolution of the Lemaˆıtre model, that is generated
from the initial data on the observer’s PNC. The result here illustrates the output of the
numerical evolution component of the Matlab code, derived from the ‘initial conditions’
produced by the PNC solution. It was found the slight W jumps remains with time.
Figure 8.21: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of A(w, y) every where.
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Figure 8.22: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of B(w, y) every where.
Figure 8.23: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of C(w, y) every where.
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Figure 8.24: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of M(w, y) every where.
Figure 8.25: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of W (w, y) every where.
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Figure 8.26: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of ρ(w, y) every where.
Figure 8.27: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of λ(w, y) every where.
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Figure 8.28: Numerical results for the evolution of Lemaˆıtre model in the “OC” gauge.
The numerical solution gives the value of σ(w, y) every where.
8.5 Discussion
These runs provide a demonstration that the methods of the previous chapter can be
implemented and give reasonable results. Sections 8.1.1-8.3.2 and ﬁgures 8.1-8.20 show
the metric on the PNC can be derived from observations, and section 8.4 with ﬁgures
8.21-8.28 shows the PNC initial data can be evolved to generate 4-d spacetime. Certainly,
further testing is desirable, and further experimentation with the various parameters, such
as the degree of the spline polynomial, or the number of nodes in the spline ﬁt, could
improve results, but these runs are a good start.
The issue of ﬁnding the best matching point in the numerical procedure down the PNC
that is mentioned in section 7.3 is applied in all runsRun 1-5 here. The calculation ofM1
at the matching point was automatically generated by the program itself. In all ﬁgures
8.4, 8.8, 8.12, 8.16 & 8.20 the programme used W curves to calculate the value of M1
at the matching point za, therefore we observe that the jump in M is completely absent,
and the result from the numerical integration is in good agreement, “connecting” with
the series solution before and after the maximum Cˆm. In other words, when connecting
M to M , and W to W at the ends of the series bridge, the curve of M does not suﬀer any
discrepancy at all, and the jump in W is minimal. In practice, this can be considered as
a satisfactory result.
In the case of data with systematic errors, the correction procedure improves the data
to generate a self-consistent Lemaitre model. This is certainly better than the output
using the uncorrected data. However, the apparent horizon equation only holds at a single
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distance, whereas systematic errors occur over a range of distances, so the correction
derived from the AH must be relatively simple, and we can’t be sure the correction is
entirely accurate away from the AH.
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Chapter 9
Conclusion
The main objective of this thesis was to work out the ‘Metric of the Cosmos’ (MoC)
solution algorithm assuming a Lemaˆıtre metric, for the cosmological model, including
both the past null cone solution and the model evolution as well. In other words, this is
a generalization of the Lemaˆıtre-Tolman (LT) cosmology assumed in previous work, that
includes both non-zero pressure p, and cosmological constant Λ.
This is a part of the long term MoC project began by Mustapha, Lu, McClure and
Hellaby. As with the earlier papers [35, 59, 63, 69], the purpose is to develop an algorithm
that will take as input, observational data from galaxy surveys, and output the metric
of the spacetime we live in. The galaxy data considered here consists of the redshift,
the luminosity and/or diameter distance, and number count density in redshift space,
combined with the corresponding evolution functions, the true diameter, the absolute
luminosity and the mass per source.
This project is important ﬁrstly because it is interesting in its own right — it is a
primary application of Einstein’s ﬁeld equations (EFEs), and secondly because the as-
sumption of homogeneity is built in to most of the cosmological data reduction that is
done, and if we don’t rigorously test for inhomogeneity, there is a danger of a circular
argument. As cosmological data becomes more complete and more accurate, the assump-
tions of our cosmological models should be thoroughly tested.
With regard to the theoretical part, the spherically symmetric, inhomogeneous Lemaˆıtre
model, and its solution from the EFEs were reviewed clearly in Chapter 2. Then the obser-
vational functions — the theoretical relations between the source quantities, the redshift
z, the luminosity distance dL, the angular diameter distance dD, and the redshift-space
density κµn, were derived. The PNC part of the MoC solution was successfully gener-
alised. This was not taken further, however, because the main eﬀort was to complete the
‘OC’ form of the algorithm.
The observer coordinates (OC) approach [25, 61, 82–85] given in chapter 3 was used
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as an alternative formalism to ﬁnd a solution algorithm for the Metric of the Cosmos
problem, for the case of the Lemaˆıtre metric. We used two approaches; (i) work from the
OC form of the metric, and derive the solution process, and (ii) start from the known
solution in normal time-space coordinates, and transform this to the OC form. In the
ﬁrst approach, the EFEs were solved and reduced to a system of diﬀerential equations
(DEs) plus arbitrary functions of integration. This approach developed a method for
integrating the model evolution with respect to the OC coordinates (w, y), instead of the
space time coordinates (t, r), something that had not been found in LT case [37].
The non-zero pressure of the Lemaˆıtre model, and the associated EoS function p(ρ),
introduced new functions and made several functions depend on time that did not found
in LT metric, i.e. M , f , W , A. Thus generalising the algorithm required signiﬁcant
modiﬁcations and new ideas. A time deﬁnition was introduced, as it helped to clarify the
evolution.
In §4.5, the DEs for calculating the OC form of the Lemaˆıtre metric functions from
observations were obtained, and some useful gauge choices were presented. In §4.7 we
have clearly presented a step-by-step an algorithmic solution, as the basis for a numerical
implementation.
Similarly to the Lemaˆıtre-Tolman case, there are four regions to PNC integration that
need diﬀerent treatments; the origin, the ﬁrst numerical region, the maximum region and
the last numerical integration region. The reason for this is that the DEs we derived
are not deﬁned at the origin, and also at the maximum in the diameter distance, where
terms approach 0/0. The problem is overcome in chapter 5 by doing series expansions in
the regions near these two singular points, and then connecting them with the numerical
integration regions. The origin series is also needed because there is no actual data at
the origin, so a ﬁt to low-z data is needed to start the integration. The maximum in
the diameter distance, where dCˆ
dz
= 0, is also the apparent horizon (AH), and a unique
relationship holds there, which connects the values of Cˆ, Mˆ and Λ. This relationship is
independent of any inhomogeneity, and so it provides a very useful cross-check on the
results, and allows the correction of systematic errors.
As we have mentioned, real data has random statistical errors, but the DE integration
procedure requires the data functions to be Cˆ, Cˆz, Cˆzz, and κµn to be suﬃciently smooth.
Chapter 6 considered how best to smooth the data, and found that a specially written
Matlab program that does a higher order polynomial spline ﬁt was very eﬀective. The
program allows a wide range of end conditions that enabled the moving tail eﬀect to be
eliminated. Matlab’s own spline functions were found to be either of too low order, or
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lacking the necessary end conditions. The smoothing method was tested on simulated
real data that was generated by adding random Gaussian ﬂuctuations to the ideal data
of a known model.
The last part of this thesis was to implement the theoretical algorithm numerically,
and get a working computer code that can produce an Lemaˆıtre model and its evolution
from the data. In chapter 7 we wrote a set of Matlab codes that can perform the algorithm
components of the previous chapters. Firstly the data was smoothed with a least squares
polynomial spline ﬁt. The low z part of the spline provided the coeﬃcients for the origin
series, and the initial conditions for the ﬁrst numerical integration. Then a Runge-Kutta
forth order method was used to integrate the DEs along the PNC up to some point
just before the maximum in Cˆ. The near-maximum series used the spline coeﬃcients
in that z region, and used them to evaluate the series solution around the maximum
zone. The ﬁrst matching point between the numerical integration and the series solution
was automatically found by the program, as the middle of the region where the total
squared discrepancy between numerical and series data for ϕ was smallest. The ϕ DE
was used for ﬁnding the matching point, since that is the only DE for which all the
near-maximum-series coeﬃcients are ﬁxed by the data. This clearly shown in Figure 7.5
or 7.6. The rejoin point was calculated as same z distance beyond the maximum, and
then the second numerical integration was calculated using the initial conditions at this
rejoin point. However, the AH condition, which holds at the maximum in Cˆ, allows us
to check the results of the numerical integration up to that point. Correction of the data
is inevitably required, due to data errors, and this means the whole numerical process
has to be redone up to the maximum region. This correction process was made iterative.
Once completed, discrepancies are small, and a self-consistent solution is generated.
The PNC solution was used as the initial conditions, for the time evolution, and a
Euler method was used to integrate the time DEs, with derivatives of several functions
calculated at each step. Thus the Lemaˆıtre model evolution was successfully generated.
A series of runs was done in chapter 8, and the numerical results for the PNC solution
and the time evolution were plotted. The ‘observational’ data used for these runs was
generated numerically from some homogeneous and inhomogeneous models. The data
was made more realistic by adding varying amounts of statistical and systematic error.
It was found that the program works well. Although complete testing was not possible
because of other unﬁnished work, several tests were passed successfully. The smooth
join between the origin series and the ﬁrst numerical integration indicates that both are
correct. The convergence of the iterative data-correction procedure also indicates this is
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a valid process. The smooth overlap between the near-maximum series and the numerical
regions, after the data-correction is completed is a further conﬁrmation of the algorithm.
For the future work, further testing is essential. In the longer term, the goal is to test
this program with real data. Galaxy surveys such as the SDSS or 2dF survey or 2MASS
are still too limited in z and completeness, but this situation is likely to change in a few
years. As SNIa surveys get bigger, this will greatly improve the accuracy of distance
measures. The inclusion of alternative data sources, such as the galaxy age data used in
[15], should also be pursued. Once we have datasets of high completeness out to z > 2.5,
we will be in a position to test the assumption of homogeneity. Testing the output for
homogeneity is a goal of the Metric of the Cosmos project; thus it is important to add a
numerical facility to check for homogeneity.
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Appendix A
The Transformation of Lemaˆıtre to
Null-Comoving Coordinates
The Lemaˆıtre metric [56] is discussed in chapter 2, but we here pull together the equations
needed for the transformation. Its metric is given in (2.1),
ds2 = −e2σ dt2 + eλ dr2 +R2 dΩ2 , (A.1)
where
dΩ2 = dθ2 + sin2 θdφ2 , (A.2)
R = R(t, r) and R′ = ∂R/∂r. Equation (2.15) gives its evolution,
R˙ = ±eσ
√
2M
R
+ f +
ΛR2
3
, (A.3)
where R˙ = ∂R/∂t, f is deﬁned by (2.16)
f = e−λR′2 − 1 ↔ eλ = R
′2
1 + f
, (A.4)
and the mass density and pressure are given by (2.13) & (2.14),
κρ =
2M ′
R2R′
, (A.5)
κp = − 2M˙
R2R˙
. (A.6)
The metric variables σ and λ have been calculated from the conservation equations to
obey (2.7) and (2.8),
λ˙ = − 2ρ˙
(ρ+ p)
− 4R˙
R
. (A.7)
σ′ = − p
′
p+ ρ
. (A.8)
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We wish to transforms this metric into the observer coordinate form (4.1)
ds2 = −A(w, y)2 dw2 + 2A(w, y)B(w, y) dwdy + C(w, y)2 dΩ2 . (A.9)
As in section 4.3, we introduce the transformation
t = t(w, y) , r(w, y) = y → J = ∂(t, r)
∂(w, y)
=
(
tw ty
rw ry
)
=
(
tw ty
0 1
)
, (A.10)
which retains y as a comoving coordinate, so the metric becomes
ds2 = −e2σ (tw dw + ty dy)2 + eλ (rw dw + ry dy)2 +R2 dΩ2 (A.11)
= −t2w e2σ dw2 − 2 tw ty e2σdw dy +
(−t2y e2σ + eλ) dy2 +R2 dΩ2 . (A.12)
We want w to be an incoming null coordinate, i.e. dw = 0 = dθ = dφ must give ds = 0,
and ty < 0, which leads to, using (A.4),
gyy = 0 → t2y =
eλ
e2σ
→ tyeσ = −R
′
√
1 + f
(A.13)
→ ds2 = −t2w e2σ dw2 + 2 tweσ
R′√
1 + f
dw dy +R2 dΩ2 . (A.14)
Applying this transformation to the Lemaˆıtre evolution equation (A.3), i.e.
Rw = R˙ tw +R
′ rw = R˙ tw , (A.15)
we ﬁnd the new evolution equation in the new coordinates is,
Rw = ±tw eσ
√
2M
R
+ f +
ΛR2
3
. (A.16)
Similarly, by transforming Ry we obtain
Ry = R˙ ty +R
′ ry = −R˙
(
R′
eσ
√
1 + f
)
+R′ →
R′ = Ry
 √1 + f√
1 + f ∓
√
2M
R
+ f + ΛR
2
3
 , (A.17)
where (A.13), (A.3) and (A.10) were used. The metric now becomes
ds2 = −t2w e2σ dw2 +
2Ry twe
σ(√
1 + f ∓
√
2M
R
+ f + ΛR
2
3
) dw dy +R2 dΩ2 . (A.18)
Now, comparing (A.18) with (A.9) it is clear that
B =
Ry(√
1 + f ∓
√
2M
R
+ f + ΛR
2
3
) = −ty eσ = eλ/2 ,
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A = eσtw ,
ty
tw
= −B
A
. (A.19)
Similarly, by transforming My we obtain
My = M˙ ty +M
′ ry = M
′ − M˙ R
′
eσ
√
1 + f
(A.20)
Since M˙ = Mw/tw, we use (A.5), (A.17) to substitute for M
′, and R′,
My =
κρWR2Ry
2
(√
1 + f ∓
√
2M
R
+ f + ΛR
2
3
) − (Mw/tweσ)Ry(√
1 + f ∓
√
2M
R
+ f + ΛR
2
3
) ,
(A.21)
and therefore, rearranging this equation, the mass density is
κρ =
2My
C2BW
+
2Mw
C2AW
, (A.22)
which is in agreement with (4.28). On the other hand, Mw transform as
Mw = M˙ tw +M
′ rw = M˙ tw , (A.23)
Using (A.6) and (A.15) this leads to
Mw = −κp
2
R2 R˙ tw = −κp
2
R2Rw , (A.24)
which can be arranged for p, so that
κp = − 2Mw
R2Rw
. (A.25)
Again this exactly as (4.24). On the other hand the λ transformation is given by the
following:
λw = λ˙ tw + λ
′ rw = λ˙ tw + 0 , (A.26)
and substituting the value of λ˙ from (A.7), this is
λw = − 2ρ˙tw
(ρ+ p)
− 4R˙tw
R
. (A.27)
Since ρw = ρ˙tw and Rw = R˙tw, we arrive at
λw = − 2ρw
(ρ+ p)
− 4Rw
R
. (A.28)
diﬀerentiate B in (A.19) we get
Bw = − ρw
(ρ+ p)
− 2Rw
R
. (A.29)
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which is the same as (4.14). The σ′ transformation can be obtained as follows
σy = σ˙ ty + σ
′ = σ˙ ty − p
′
(ρ+ p)
, (A.30)
where (A.8) has been used to substitute for the value of σ′. Since p′ = py − p˙ty therefore,
σy = σ˙ ty − py
(ρ+ p)
+
p˙ty
(ρ+ p)
,
= σw
ty
tw
− py
(ρ+ p)
+
pw
(ρ+ p)
ty
tw
. (A.31)
Using (A.19) gives
σyA+ σwB = −Bpw + pyA
(ρ+ p)
, (A.32)
Using (A.19) integrability condition (tw)y = (ty)w gives
Ay − σyA = −Bw + σw
Then the left hand side of equation (A.32) can be replaced by
Ay +Bw = − Bpw
(ρ+ p)
− yA
(ρ+ p)
. (A.33)
which is the same as (4.10).
Finally, using (A.19) the matter tensor transforms to
T˜ ab = T cd (J−1)ac (J
−1)bd =

ρ/A2 + p/A2 p/AB 0 0
p/AB p/B2 0 0
0 0 p/R2 0
0 0 0 p/R2 sin2θ
 , (A.34)
and
T˜ab = Tcd J
c
a J
d
b =

ρA2 ρAB 0 0
ρAB ρB2 + pB 0 0
0 0 pR2 0
0 0 0 pR2 sin2 θ
 . (A.35)
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Appendix B
The Near-Maximum Series for A
barotropic equation of state on the
PNC
As working with a general equation of state implies a heavy computing load, and in order
to test the near-maximum series solution for a simpler case, we often used a barotropic
equation of state p(ρ) = χρ (where χ is the equation of the state parameter). We apply
our Taylor series expansion about z = zm, to the system of DEs (5.2), (5.3) and (5.4),
and solve them. Writing ξ = (1 + χ), we obtain the following.
ϕm = y1 =
−4CmC2 (1 + zm)
ξKm
, (B.1)
ϕ1 = y2 =
({
K1
Km
− 3
(1 + zm)
}
C2 − 3C3
)
Cm (1 + zm)
ξKm
, (B.2)
ϕ2 = y3 =
({
4K2
9Km
− K
2
1
3K2m
+
10K1
9Km (1 + zm)
− 1
3 (1 + zm)
2
}
C2
+
{
K1
Km
− 3
(1 + zm)
}
C3
2
− 8C4
3
− 4C
2
2
9Cm
)
Cm (1 + zm)
ξKm
, (B.3)
ϕ3 = y4 =
({
K3
4Km
− K1K2
3K2m
+
K31
8K3m
+
7K2
12Km (1 + zm)
− 11K
2
1
24K2m (1 + zm)
+
5K1
24Km (1 + zm)
2 +
1
8 (1 + zm)
3
}
C2
+
{
K2
2Km
− 3K
2
1
8K2m
+
5K1
4Km (1 + zm)
− 3
8 (1 + zm)
2
}
C3 +
{
K1
Km
− 3
1 + zm
}
C4
2
− 5C5
2
+
{
K1
Km
− 7
(1 + zm)
}
C22
12Cm
− 3C2C3
4Cm
)
Cm (1 + zm)
ξKm
. (B.4)
Mm =
{
1− ΛC
2
m
3
}
Cm
2
, (B.5)
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M1 = M1 , i.e. undetermined (B.6)
M2 =
{
K1
Km
+
1
(1 + zm)
}
M1
2
− λmC2
2
+
(ξ − 2)ξK2m
8Cm
, (B.7)
M3 =
{
K2
Km
+
K1
Km (1 + zm)
− C2
Cm
}
M1
3
−
{
K1
Km
+
1
(1 + zm)
}
λmC2
4
− λmC3
4
− (2− ξ)ξKmK1
8Cm
, (B.8)
M4 =
{
K3
Km
+
K2
Km (1 + zm)
− K1C2
KmCm
− C3
Cm
− C2
Cm (1 + zm)
}
M1
4
−
{
5K1
36Km (1 + zm)
+
2K2
9Km
− K
2
1
24K2m
− C2
18Cm
− 1
24 (1 + zm)
2
}
λmC2
−
{(
K1
Km
+
1
(1 + zm)
)
C3
8
+
C4
6
}
λm
+
{
K21
32
+
K2Km
12
+
K2m
96 (1 + zm)
2 −
K2mC2
24
}
(2− ξ)ξ
Cm
. (B.9)
and
Wm =
M1
ξKm
, (B.10)
W1 =
2M1
ξKm (1 + zm)
− 2λmC2
ξKm
− Km
2Cm
, (B.11)
W2 = − 2C2M1
ξCmKm
+
{
K1
2Km
− 3
2 (1 + zm)
}
λmC2
ξKm
− 3λmC3
2ξKm
− K1
4Cm
+
(ξ − 1)Km
4 (1 + zm)Cm
,
(B.12)
W3 = −
{
C3 +
C2
(1 + zm)
}
M1
ξCmKm
+
{
4C2
9Cm
+
2K2
9Km
− K
2
1
6K2m
+
7K1
18Km (1 + zm)
+
1
3 (1 + zm)
2
}
λmC2
ξKm
+
{
K1C3
2Km
− C3
(1 + zm)
− 4C4
3
}
λm
ξKm
− K2
6Cm
+
(ξ − 1)K1
12Cm (1 + zm)
− 4C
2
2
3ξCmKm
− (ξ − 3)C2Km
6C2m
− (2ξ − 1)Km
12Cm (1 + zm)
2 . (B.13)
Where ξ = (1 + w). The density coeﬃcients near the maximum are
ρˆm = − ξ K
2
m
4C3mC2
, (B.14)
ρˆ1 =
{
3C3
C2
− 3K1
Km
+
1
(1 + zm)
}
ξK2m
8C2C3m
,
ρˆ2 =
{
− C4
2
− 9C
2
3
16C2
+
(
9K1
Km
− 3
(1 + zm)
)
C3
16
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+
7C22
12Cm
+
(
− K
2
1
8K2m
+
K1
6Km (1 + zm)
− K2
3K2m
− 1
8 (1 + zm)
2
)
C2
}
ξKm
C3mC2
. (B.15)
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Appendix C
Artificial Data Generation Models
The artiﬁcial data used in the thesis was generated by Matlab, written for other purposes
by C Hellaby. The datasets consist of tables of (z, Rˆ, κµn) values at z intervals of 0.001,
starting at z = 0.0005. They are all generated from LT models (which have zero pressure),
because the L version of the PNC data generation program is not yet complete. Each
of the 3 arbitrary functions M , f and a, was given deﬁnitions ‘A’, ‘B’, ‘C’, etc, and the
functional form of each deﬁnition sometimes allowed a few free parameters. Below we
describe just the models used.
AAA1 This is an FLRW model with H0 = 0.72, q0 = 0.22, ΩΛ = 0.
AAA8 This is a highly inhomogeneous model; M/r3 varies from high to low to high; f/r2
increases from negative to positive; a decreases gently. At the origin, the behaviour
is that of an FLRW model with H0 = 0.72, ΩΛ = 0, q0 = 0.6.
ACA1 This is an inhomogeneous model in which only the geometry/energy function f
is inhomogeneous, while M and a are similar to their FLRW forms. Here f/r2
drop rapidly from zero, and then approaches a constant value. At the origin, the
behaviour is that of an FLRW model with H0 = 0.72, ΩΛ = 0, q0 = 0.52.
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