The application of theoretical and computational approaches to the analysis of complex behavior has a rich history in psychology. A shining example of this is the modeling of learning encapsulated elegantly by Rescorla and Wagner (1972) , who demonstrated that classical conditioning can be described by a simple mathematical equation. The explanatory power of the Rescorla-Wagner rule and its subsequent expansion into additional areas of behavioral plasticity has enabled the precise mapping of learning parameters onto neural structures and even individual neurons. A plethora of other mathematical models have since been used to describe a variety of behaviors, and to map those behaviors onto their underlying neurobiology. This so-called computational phenotyping is now gaining momentum as a translational tool that can be used to identify process characteristics in both humans and animals with the potential of transforming the field of psychopharmacology. The contributions to this Special Issue on Computational and Translational Psychopharmacology stem from the European Behavioural Pharmacology Society (EBPS) Workshop that was held at the University of Cambridge, in August of 2018. The overarching goal of the workshop was to foster discussion around the nascent subfield we refer to as Computational and Translational Psychopharmacology, and to identify points of convergence for which computational approaches could be used to enhance the translational value of animal and human studies. The manuscripts contained herein demonstrate the potential utility of such approaches and provide a foundation for continuous growth towards a better mechanistic understanding of the complex behaviors that characterize psychiatric conditions and the development of more predictive translational probes.
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There are several advantages to using mathematical algorithmic approaches to advance a quantitative mechanistic understanding of the processes that underlie animal and human behavior, mental health, and disease. First, process-based hypotheses can be made explicit and quantitative using mathematical models, which increase the precision of underlying theories. Second, competing models of such processes can be directly compared and evaluated based on the evidence provided by empirical data. Third, computational model parameters can be modified based on experimental observations to arbitrate which processes best describe the experimental results. Fourth, individuals exhibiting maladaptive or psychopathological behaviors can be reconceptualized as exhibiting computational "failure modes", i.e., a constellation of model parameters associated with dysfunctions. These "failure modes" can then be used across diagnostic categories and levels of analyses to reveal common underlying brain mechanisms. Moreover, using computational models for animal behavior can help to determine whether these "failure modes" occur across species. Finally, computational approaches allow us to arbitrate between individual-level analyses and group level analyses, i.e., one can determine whether a group of individuals that are characterized by similar disorder also show similar "failure modes." Taken together, computational approaches within a translational framework can provide greater explanatory depth, but also the potential for better translational prediction.
The contributions in this special issue highlight some of the emerging (or re-emerging) constructs which provide the basis for current or to-be-developed computational models. A number of these publications extend from the work of Rescorla and Wagner (1972) , modeling different aspects of learning.
This article belongs to a Special Issue on Translational Computational Psychopharmacology.
For example, Sebold et al. ( 2019, this issue) use a model-free, or temporal difference, reinforcement learning model to explain the existence of an emotional bias on decision-making. Further, they report that subjects with subclinical depressive symptoms have increased emotional biases, supporting the notion that amplified Pavlovian influences on action selection may serve as a vulnerability factor for mood disorders (e.g., (Nord et al. 2018 ). In relation, Walters et al. (2019, this issue) describe how decision-making on an approach-avoidance conflict task in rodents can be modeled as a partially observable Markov Decision Process and characterize a potential relationship between anxiety-like behavior, the effect of diazepam on hippocampal theta oscillations, and hippocampal representations of the future. These examples illustrate the utility of such models for delineating inferred states of an individual (human or animal) and associated brain mechanisms, ultimately aiding in diagnosis and treatment.
As an alternative to decision-making and reinforcement learning models, Gu et al. (2019, this issue) introduce interoceptive inference as a candidate framework for modeling psychopathology. Interoceptive inference is the degree to which internal homeostatic processes influence cognitive and affective dysfunctions. Here, the feasibility of using interoceptive inference to model the psychopathology of subjective states is illustrated using drug-craving as an example. The report by Lim et al. (2019, this issue) supports the notion that computational models of drug addiction should extend beyond reinforcement learning. Specifically, different constructs likely contribute to different phases of the addiction process. In particular, Lim et al. emphasize the transition from goal-directed behavior during the initiation of drug use to habitual behavior associated with persistent drug use. The persistence of drugtaking behavior that characterizes addiction has also been postulated to result from increased risk-preference and/or insensitivity to adverse consequences (Bechara 2003 , Hester et al. 2013 . Langdon et al. (2019, this issue) use computational modeling to demonstrate that the emergence of riskpreferring choice derives from insensitivity to punishment on a rat gambling task. These studies rightfully recognize the need to deconstruct the addiction process in order to capture the mechanisms that may render an individual more susceptible to drug-taking, drug-craving, and relapse. They point to the notion that a "unitary theory of addiction" is likely a misnomer, as different classes of drugs (e.g., opioids versus psychostimulants) can differentially impact experienced and decision utility (Badiani et al., 2019, this issue) . Of course, more work is needed to confirm this notion and to fully characterize addictive behaviors; it is hoped that computational models will help expedite the discoveries that will yield successful treatment options for individuals with addiction.
Computational models provide a platform to develop testable and quantifiable hypotheses to relate different levels of analyses, including the impact of pharmacological agents and the role of specific brain structures in psychopathology. In this issue, Weigard et al. (2019) apply evidence accumulation models to determine how methylphenidate modulates the speed accuracy tradeoff on a relatively simple cognitive conflict task. Kanen et al. (2019, this issue ) provide a computational account of how perseverative tendencies and associated maladaptive learning strategies differentially contribute to substance use disorder (SUD) and obsessive compulsive disorder (OCD). Furthermore, they relate specific neurotransmitter receptor dysfunction to these component processes, which may inform therapeutic effects. Alsio et al. (2019, this issue) applied computational reinforcement learning algorithms to elucidate the role of D1-and D2-like receptors on reversal learning using a rodent model. To highlight specific brain structures, Murray et al. (2019, this issue ) fitted a Q-learning computational model to fMRI prediction error responses to demonstrate abnormally strong signaling in the anterior cingulate cortex in OCD patients during reward omission, and this effect was normalized following administration of dopamine D2/D3 receptor agents.
Beyond exploring relationships across levels of analyses, computational models can provide a quantitative approach to formulate distinct behavioral mechanisms (e.g., Robbins and Cardinal 2019, this issue) . Moreover, if parameter estimates indicate changes in behavioral function in an animal paradigm, one can then use a translational approach to determine whether a similar parametric change can be observed in humans. This strategy goes beyond predictive validity (e.g., (Markou et al. 1993) , which has relied on changes in observable behavior rather than on changes in model parameters. Yet, there is much room for improvement to develop more sophisticated models that can capture both strategic and tactical behavioral adjustments, and this is only the beginning.
It is becoming increasingly recognized that individual differences should be exploited (rather than ignored) to better inform us of the processes that may render one more or less susceptible to a given disorder or more or less responsive to a certain treatment. There is a need for tasks that allow for greater inter-individual variability; development of such tasks is an important step for future computational models (Palminteri et al. 2017) . Such paradigms, constructed with an a-priori model in mind, can be as simple as a two-lever conflict task (e.g., Oberrauch et al. 2019, this issue) or as sophisticated as a multistage behavioral choice task (Sweis et al. 2018) . Moreover, it may be worth expanding outcome measures to include outputs such as oculomotor behavior (Parr and Friston 2019, this issue) , which could be used in the context of active inference to examine the influence of pharmacological manipulations on sophisticated choice behavior between individuals. Finally, capturing individual differences in animal models can provide a rich experimental framework for translation. One excellent example of this is the sign-tracker/goal-tracker animal model, which reflects individual differences in Pavlovian cue-reward learning and has been associated with individual differences in vulnerability to addiction (Flagel et al. 2009; Huys et al. 2014; Robinson et al. 2014) . Computational explanations have been developed that account for both the behavioral and pharmacological components of this animal model (Lesaint et al. 2014a, b) , including that put forth in the current issue by Cinotti and colleagues (2019) . Thus, it is hoped that this animal model can serve as a blueprint for the application of computational models to enhance our understanding of the behavioral and neural processes that drive behaviors characteristic of psychopathology. Furthermore, such models can be used as a platform for translation to identify those at risk (e.g., Garofalo and di Pellegrino 2015, Joyner et al. 2018) and to determine how interventions alter model parameters to re-regulate behavior and minimize dysfunction.
We have previously argued that explanations and accurate predictions are the fundamental deliverables for a mechanistic or pragmatic approach that academic psychiatric research can provide to stakeholders (Paulus and Thompson 2019). Latent variable approaches such as principal components or factor analysis can be useful unsupervised statistical methods to uncover relationships between variables, within and across units of analyses. However, the underlying assumption is that these latent variables reflect common relationships among all individuals. Instead, it is more likely that relationships differ across individuals and may even differ across states within an individual. Recent approaches to addressing individual variation employ both latent variable and mixture approaches to differentiate subgroups of depressed subjects (Drysdale et al. 2017) . These approaches should also be used together with computational models to derive latent variable models of computational processes and to determine individual differences that have important predictive implications. There is a need for a more concerted effort to advance the field, and we have previously argued (Paulus et al. 2016 ) that achieving this challenging goal will require a systematic, focused approach, akin to that used in drug development. The collection in this special issue represents the breadth of research that could benefit from computational modeling and sets the stage for the advancement of Computational and Translational Psychopharmacology in the twenty-first century.
