Flag-transitive block designs and unitary groups by Alavi, Seyed Hassan et al.
ar
X
iv
:1
90
9.
08
54
6v
1 
 [m
ath
.G
R]
  1
7 S
ep
 20
19
FLAG-TRANSITIVE BLOCK DESIGNS AND UNITARY GROUPS
SEYED HASSAN ALAVI, MOHSEN BAYAT, AND ASHARF DANESHKHAH
Abstract. In this article, we study 2-designs with gcd(r, λ) = 1 admitting a
flag-transitive automorphism group. The automorphism groups of these designs
are point-primitive of almost simple or affine type. We determine all pairs (D, G),
where D is a 2-design with gcd(r, λ) = 1 and G is a flag-transitive almost simple
automorphism group of D whose socle is X = PSU(n, q) with (n, q) 6= (3, 2) and
prove that such a design belongs to one of the two infinite families of Hermitian
unitals and Witt-Bose-Shrikhande spaces, or it is isomorphic to a design with
parameters (6, 3, 2), (7, 3, 1), (8, 4, 3), (10, 6, 5), (11, 5, 2) or (28, 7, 2).
1. Introduction
A 2-design D with parameters (v, b, r, k, λ) is a pair (P,B) with a set P of v points
and a set B of b blocks such that each block is a k-subset of P and each two distinct
points are contained in λ blocks. We say D is nontrivial if 2 < k < v − 1, and
symmetric if v = b. Each point of D is contained in exactly r blocks which is called
the replication number of D. An automorphism of a 2-design D is a permutation
of the points permuting the blocks and preserving the incidence relation. The full
automorphism group Aut(D) of D is the group consisting of all automorphisms of
D. A flag of D is a point-block pair (α,B) such that α ∈ B. For G 6 Aut(D), G is
called flag-transitive if G acts transitively on the set of flags. The group G is said
to be point-primitive if G acts primitively on P. A group G is said to be almost
simple with socle X if XEG 6 Aut(X), where X is a nonabelian simple group. We
here adopt the standard notation for finite simple groups of Lie type, for example,
we use PSL(n, q), PSp(n, q), PSU(n, q) and PΩǫ(n, q) with ǫ ∈ {◦,−,+} to denote
the finite classical simple groups. Symmetric and alternating groups on n letters are
denoted by Symn and Altn, respectively. Also for a given positive integer n and a
prime divisor p of n, we denote the p-part of n by np, that is to say, np = p
t with
pt | n but pt+1 ∤ n. Further notation and definitions in both design theory and group
theory are standard and can be found, for example in [10, 15, 18, 22].
The main aim of this paper is to study 2-designs with gcd(r, λ) = 1 admitting
a flag-transitive automorphism group G. According to a result of [17, 2.3.7], any
flag-transitive group G must acts point-primitively on D. In 1988, Zieschang [37]
proved that if an automorphism group G of a 2-design with gcd(r, λ) = 1 is flag-
transitive, then G is point-primitive group of almost simple or affine type. Such
designs admitting an almost simple automorphism group with socle being an al-
ternating group, a sporadic simple group or a finite simple exceptional group have
been studied in [6, 2, 32, 33, 35, 36]. This problem for the case where the socle
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Table 1. Some nontrivial 2-design with gcd(r, λ) = 1.
Line v b r k λ X Gα ∩X G Designs References
1 6 10 5 3 2 PSU(2, 5) D10 PSU(2, 5) - [14, 34]
2 7 7 3 3 1 PSU(2, 7) Sym4 PSU(2, 7) PG(2, 2) [1, 14, 28]
3 8 14 7 4 3 PSU(2, 7) 7:3 PSU(2, 7) -
4 10 15 9 6 5 PSU(2, 9) 32 : 4 PSU(2, 9) - [1, 14, 34]
5 11 11 5 5 2 PSU(2, 11) Alt5 PSU(2, 11) Hadamard [1, 14, 28]
6 28 36 9 7 2 PSU(2, 8) D18 PSU(2, 8) - [14, 34]
Note: The last column addresses to references in which a design with the parameters in the line
has been constructed.
is a finite simple classical group of Lie type is still open. This paper is devoted
to studying 2-designs with gcd(r, λ) = 1 admitting a flag-transitive almost simple
automorphism group G whose socle is PSU(n, q) with (n, q) 6= (3, 2). We know two
infinite families of examples of designs with gcd(r, λ) = 1 namely Hermitian unitals
with parameters (q3 + 1, q + 1, 1) and Witt-Bose-Shrikhande space W(2n) with pa-
rameters (2n−1(2n−1), 2n−1, 1). The Hermitian unitals are examples of designs with
2-transitive automorphism groups [23] and the latter example arises from studying
flag-transitive linear spaces [12]. Our main result is Theorem 1.1 below.
Theorem 1.1. Let D be a nontrivial 2-design with gcd(r, λ) = 1, and let α be a point
of D. Suppose that G is an automorphism group of D whose socle is X = PSU(n, q)
with (n, q) 6= (3, 2). If G is flag-transitive, then λ ∈ {1, 2, 3, 5} and v, k, λ, X,
Gα ∩X and G are as in one of the lines in Table 1 or one of the following holds:
(a) D is a Hermitian unital with parameters (q3 + 1, q + 1, 1) and X is PSU(3, q).
(b) D is the Witt-Bose-Shrikhande space with parameters (2n−1(2n − 1), 2n−1, 1) for
n > 3 and X is PSU(2, 2n);
It is worth noting that to our knowledge for symmetric designs, we only know two
designs with gcd(k, λ) = 1, namely those in lines 2 and 5 of Table 1 [5, 7, 16]. In order
to prove Theorem 1.1 in Section 4, we observe that the group G is point-primitive
[17, 2.3.7], or equivalently, the point stabiliser H = Gα is maximal in G. If X is a
finite unitary simple group, then we apply the Aschbacher’s Theorem [9] which says
that H lies in one of the seven geometric families Ci for i = 1, . . . , 7 of subgroups of
G, or in the family S of almost simple subgroups with some irreducibility conditions.
The case where X = PSU(2, q) has been separately studied in Proposition 4.2. For
the case where n > 3, in Proposition 4.1, we obtain possible subgroups H satisfying
|G| 6 |H|·|H|2p′. We then analyse each of these possible cases and prove the theorem.
In this paper, we use the software GAP [20] for computational arguments.
2. Examples and comments
In this section, we provide some examples of 2-designs admitting flag-transitive
and point-primitive automorphism groups. We, in particular, make some comments
on Theorem 1.1 and the designs mentioned in Table 1. We remark here that the
designs in Table 1 can be found in [1, 34], but the construction given here is obtained
by GAP [20].
The Hermitian unital with parameters (q3+1, q+1, 1) is a well-known example of
flag-transitive 2-designs [23]. Let V be a three-dimensional vector space over the field
3Fq2 with a non-degenerate Hermitian form. The Hermitian unital is an incidence
structure whose points are q3 + 1 totally isotropic 1-spaces in V , the lines are the
sets of q − 1 points lying in a non-degenerate 2-space, and the incidence is given by
inclusion. Any group G with PSU(3, q) 6 G 6 PGU(3, q) acts flag-transitively on
Hermitian unital design.
The Witt-Bose-Shrikhande space with parameters (2n−1(2n−1), 2n−1, 1) in part(b)
of Theorem 1.1 can be defined from the group PSU(2, q) ∼= PSL(2, q) with q = 2n > 8
[12]. In this incidence structure, the points are the dihedral subgroups of order 2q+1,
the lines are the involutions of PSU(2, q), a point being incident with a line precisely
when the dihedral subgroup contains the involution. An almost simple group G with
socle X = PSU(2, q) acts flag-transitively on Witt-Bose-Shrikhande space.
The design D = (P,B) with parameters (6, 3, 2) in line 1 of Table 1 is the unique
design where P = {1, 2, 3, 4, 5, 6} and base block {1, 2, 3}. The full automorphism
group of D is PSU(2, 5) ∼= A5. Note that PSU(2, 5) acts flag-transitively on D with
point-stabiliser D10 and block-stabiliser Sym3.
The design D = (P,B) with parameters (7, 3, 1) in line 2 of Table 1 is the unique
well-known symmetric design, namely, Fano Plane admitting flag-transitive and
point-primitive automorphism group PSL(2, 7) ∼= PSU(2, 7) with point-stabiliser
Sym4.
The design in line 3 of Table 1 is the unique (8, 4, 3) design on 8 points with
base block {1, 2, 3, 5}. The full automorphism group of this design is 23:PSL(2, 7) ∼=
23:PSU(2, 7) acting flag-transitively and anti-flag-transitively. The automorphism
group PSU(2, 7) is flag-transitive with point-stabiliser 7: 3 and block-stabiliser Alt4.
The design on line 4 of Table 1 is the unique design D with parameters (10, 6, 5).
The base block of this design is {1, 2, 3, 4, 5, 6} and the full automorphism group of
D is Sym6 with point-stabiliser Sym
2
3:2 and block-stabiliser 2 × Sym4. The auto-
morphism group PSU(2, 9) is flag-transitive with point-stabiliser 32 : 4 and block-
stabiliser Sym4.
The design in line 5 of Table 1 is the unique symmetric (11, 5, 2) design known
as a Paley difference set which is in fact a Hadamard design with base block
{1, 2, 3, 5, 11}, and its full automorphism group is PSU(2, 11) acting flag-transitively
and point-primitively. In this case, the point-stabiliser is isomorphic to A5.
The design in line 6 of Table 1 is the unique design D with parameters (28, 7, 2).
The base block of this design is {1, 6, 12, 13, 14, 24, 28} and the full automorphism
group of D is PSU(2, 8):3 with point-stabiliser 9:6 and block-stabiliser 7:6. The
automorphism group PSU(2, 8) is flag-transitive with point-stabiliser D18 and block-
stabiliser D14.
3. Preliminaries
In this section, we state some useful facts in both design theory and group theory.
Lemma 3.1 below is an elementary result on subgroups of almost simple groups.
Lemma 3.1. [3, Lemma 2.2] Let G be an almost simple group with socle X, and let
H be maximal in G not containing X. Then G = HX and |H| divides |Out(X)|·|H∩
X|.
If a group G acts on a set P and α ∈ P, the subdegrees of G are the size of orbits
of the action of the point-stabiliser Gα on P.
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Table 2. Some subdegrees of PSU(n, q) acting on the set of cosets of H.
Ci H ∩X d Condition
C1 SˆU(m, q)×SU(n−m, q)·(q+1) (q
m − (−1)m)(qn−m − (−1)n−m) n > 3
C2 SˆU(m, q)
t·(q + 1)t−1·Symt t(t− 1)(q
m − (−1)m)2 n > 3
C2 (ˆq + 1)
n−1·Symn n(n− 1)(n − 2)(q + 1)
3·2−1 n > 3
C2 SˆL(m, q
2)·(q − 1)·2 2(qn − 1) n = 2m
C2 D2(q−1)/ gcd(2,q−1) q − 1 n = 2
C3 D2(q+1)/ gcd(2,q−1) q + 1 n = 2
Lemma 3.2. [35, Lemmas 5 and 6] Let D be a 2-design with prime replication
number r, and let G be a flag-transitive automorphism group of D. If α is a point
in P and H := Gα, then
(a) r(k − 1) = λ(v − 1). In particular, if gcd(r, λ) = 1, then r divides v − 1;
(b) vr = bk;
(c) r | |H| and λv < r2;
(d) r | d, for all nontrivial subdegrees d of G.
Corollary 3.3. Let D be a flag-transitive 2-design with automorphism group G.
Then |G| 6 |Gα|
3, where α is a point in D.
Proof. By Lemma 3.2(c), we have that v < r2. The result follows from th v=|G:Gα|
and r 6 |Gα|. 
Lemma 3.4. [27, 3.9] If X is a group of Lie type in characteristic p, acting on the
set of cosets of a maximal parabolic subgroup, and X is neither PSL(n, q), PΩ+(n, q)
(with n/2 odd), nor E6(q), then there is a unique subdegree which is a power of p.
In Lemma 3.5 below, we collect some information on subdegrees of primitive
actions of almost simple group G with socle X = PSU(n, q) which had also been
used in [29, 30]. Below, we denote by ˆH the pre-image of the subgroup H of G in
the simple group X .
Lemma 3.5. Let G be an almost simple group with socle X = PSU(n, q) for (n, q) 6=
(3, 2), and let H be a maximal subgroup of G with H ∩ X being as in the second
column of Table 2. Then the action of G on the cosets of H has subdegrees dividing
d listed in the last column of Table 2.
Proof. It follows from [30, 29], [13, Theorem 2] and [19, Table 2]. 
Lemma 3.6. (Tits’ Lemma [31, 1.6]) If X is a simple group of Lie type in charac-
teristic p, then any proper subgroup of index prime to p is contained in a parabolic
subgroup of X.
For a given positive integer n and a prime divisor p of n, we denote the p-part of
n by np, that is to say, np = p
t with pt | n but pt+1 ∤ n.
Lemma 3.7. Suppose that D is a 2-design with gcd(r, λ) = 1. Let G be a point-
primitive, flag-transitive almost simple automorphism group of D with simple socle
X of Lie type in characteristic p. If the point-stabiliser H = Gα is not a parabolic
subgroup of G, then |G| < |H|·|H|2p′. Moreover, |X| < |Out(X)|
2
p′·|H∩X| · |H∩X|
2
p′.
5Proof. Since r a divisor of λ(v − 1) and gcd(r, λ) = 1, the parameter r must divide
v − 1. Note by Lemma 3.6 that p divides v = |G : Gα|. Then since also r divides,
we conclude that r is a divisor of |H|p′. Therefore, v < r
2 implies |G : H| < |H|2p′,
or equivalently, |G| < |H|·|H|2p′. We now apply Lemma 3.1, and conclude that
|X| < |Out(X)|2p′·|H ∩X| · |H ∩X|
2
p′. 
Lemma 3.8. [17, 2.2.5] Let D be a 2-design. If D satisfies r = k + λ and λ 6 2,
then D is embedded in a symmetric 2-(v + k + λ, k + λ, λ) design.
Lemma 3.9. [17, 2.3.8] Let D be a 2-design and G 6 Aut(D). If G is 2-transitive
on points and gcd(r, λ) = 1, then X is flag-transitive.
Lemma 3.10. Suppose that D is a 2-design with gcd(r, λ) = 1. Let G be a flag-
transitive automorphism group of D with simple socle X of Lie type in characteristic
p. If the point-stabiliser H = Gα contains a normal quasi-simple subgroup K of Lie
type in characteristic p and p does not divide |Z(K)|, then either p divides r, or KB
is contained in a parabolic subgroup P of K and r is divisible by |K:P |.
Proof. If B is a block incident with a point α of D, then r = |H :HB|, and so |K:KB|
divides r. Note that gcd(r, λ) = 1. If gcd(r, p) = 1, then |K:KB| is coprime to p, and
now Lemma 3.6 implies that KB is contained in a (maximal) parabolic subgroup P
of K. Hence r is divisible by |K:P |. 
Lemma 3.11. [8, Lemma 4.2 and Corollary 4.3] If n > 3, then
(1− q−1)qn
2
−2 < |PSU(n, q)| 6 |GU(n, q)| 6 (1 + q−1)(1− q−2)(1 + q−3)qn
2
.
Lemma 3.12. Let q be a prime power and m > 3 be a positive integer number, then
(qm − (−1)m)(qm−1 − (−1)m−1)· · ·(q2 − 1) < q
m
2+m−2
2 .
Proof. Suppose first thatm is odd. Note that (qm+1)(qm−1−1) < q2m−1. Therefore,
(qm+1)(qm−1−1)· · ·(q2−1) < q(2m−1)+(2m−5)+...+5. Since (2m−1)+(2m−5)+. . .+5
is an arithmetic sequence with (m−1)/2 terms, initial term 5 and common difference
4, it follows that (qm − 1)(qm−1 + 1)· · ·(q2 − 1) < q(m
2+m−2)/2. Suppose now that
m is even. As m − 1 is odd, we have that (qm − 1)(qm−1 + 1)· · ·(q2 − 1) < (qm −
1)·q(m
2
−m−2)/2 < q(m
2+m−2)/2. 
For a finite groupX , let p(X) be the minimal degree of permutation representation
of X . In particular, for a finite simple group X , the integer p(X) is just the index
of the largest proper subgroup of X , and we know these degrees for all finite simple
unitary groups. Here, we need p(X) for finite simple groups X = PSU(n, q).
Lemma 3.13. [4] The minimal degrees p(X) of permutation representations of X =
PSU(n, q) are given in Table 3.
The maximal subgroups H of almost simple groups G with socle PSU(n, q) have
been determined by Aschbacher [9], and so the subgroup H lies in one of the seven
geometric families Ci for i = 1, 2, 3, 4, 5, 6, 7 of subgroups of G, or in the family
S of almost simple subgroups with some irreducibility conditions. We follow the
description of these subgroups as in [24]. In what follows, if H belongs to the family
Ci, for some i, then we sometimes say that H is a Ci-subgroup. A rough description
of the Ci families is given in Table 4. We also denote by
ˆH the pre-image of the
group H in the corresponding linear group.
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Table 3. The minimal degrees of permutation representations of
X = PSU(n, q).
X p(X) Conditions
PSU(n, q) (qn − (−1)n)(qn−1 − (−1)n−1)/(q2 − 1) n > 5 and (n, q) 6= (6s, 2)
PSU(n, q) 2n−1(2n − 1)/3 n ≡ 0 (mod 6)
PSU(4, q) (q + 1)(q3 + 1)
PSU(3, q) q3 + 1 q 6= 5
PSU(3, 5) 50
Lemma 3.14. Let G be an almost simple group with socle X = PSU(n, q), where
n > 3 and q = pa, and let H be a maximal geometric subgroup of G with H /∈ C6. If
|H ∩X|p < |Out(X)|, then one of the following holds
(a) H is a C2-subgroup of type GU(1, q) ≀ Symn;
(b) H is a C2-subgroup of type GL(2, 9);
(c) H is a C3-subgroup of type GU(1, q
n).
Proof. Suppose that X = PSU(n, q) with n > 3 and q = pa. Since H is geometric
maximal subgrup in G, then by Aschbacher’s Theorem [9], the subgroup H lies in
one of the families Ci for some i = 1, 2, 3, . . . , 7. Let H /∈ C6. We will analyse each
of these cases separately.
(1) If H ∈ C1, then H is reducible, and so it is either a parabolic subgroup Pm, or
the stabilizer Nm of a non-singular subspace. Then by [24, Propositions 4.1.4 and
4.1.18 ], |H ∩ X|p = q
n(n−1)/2. Since |Out(X)| = 2a · gcd(n, q + 1), the inequality
|H ∩ X|p < |Out(X)| implies that q
n(n−1)/2 < 2a · gcd(n, q + 1). Note that n > 3
and 2q > q + 1. Thus qn−1 < 4a, which is impossible.
(2) Let H ∈ C2. Then H preserves a partition V = V1 ⊕ · · · ⊕ Vt with each Vi’s of
dimension m, so mt = n and either the Vi’s are non-singular and the partition is
orthogonal, or t = 2 and the Vi’s are totally singular.
Assume first that the Vi’s are non-singular. Here by [24, Proposition 4.2.9], H∩X
is isomorphic to ˆSU(m, q)t ·(q+1)t−1 ·Symt. Therefore, |H∩X|p > q
mt(m−1)/2. Then
the inequality |H ∩X|p < |Out(X)| implies that q
mt(m−1)/2 < 2a · gcd(n, q + 1). If
m > 3, then qn−1 < 4a, which is impossible. If m = 2, then qt < 2a · gcd(2t, q + 1).
Thus qt < 2at · gcd(2, q + 1). This inequality does not holds for any q = pa and t.
Therefore, m = 1, and hence H is a C2-subgroup of type GU(1, q) ≀ Symn, and this
part (a).
Assume now that t = 2 and both the Vi’s are singular. In this case by [24,
Proposition 4.2.4], H ∩ X is isomorphic to ˆSL(m, q2) · (q − 1) · 2, where 2m = n,
and so |H ∩X|p > q
m(m−1). Then by the inequality |H ∩X|p < |Out(X)|, we have
that qm(m−1) < 2a · gcd(n, q + 1). Recall that 2m = n and m > 2. If m > 3, then
q5 < 4a, which is impossible. If m = 2, then q < 2a · gcd(4, q + 1). This inequality
holds only for q = 3. This follows part (b).
(3) Let H ∈ C3. Then H is a field extension group for some field extension of Fq
of odd degree t. In this case by [24, Proposition 4.3.6], H ∩ X is isomorphic to
ˆSU(m, qt) · (qt + 1) · t/(q + 1). Then the inequality |H ∩ X|p < |Out(X)| yields
that qmt(m−1)/2 < 2a · gcd(n, q + 1). Since 2q > q + 1 and t > 3, it follows that
q3m(m−1)/2 < 4aq. If m > 2, then q2 < 4a, which is impossible.Therefore, m = 1,
and this is part (c).
7Table 4. The geometric subgroup collections
Class Rough description
C1 Stabilisers of subspaces of V
C2 Stabilisers of decompositions V =
⊕t
i=1 Vi, where dimVi = m
C3 Stabilisers of prime index extension fields of F
C4 Stabilisers of decompositions V = V1 ⊗ V2
C5 Stabilisers of prime index subfields of F
C6 Normalisers of symplectic-type r-groups in absolutely irreducible representations
C7 Stabilisers of decompositions V =
⊗t
i=1 Vi, where dimVi = m
(4) If H ∈ C4, then H is the stabilizer of the tensor product of two non-singular
spaces of dimensions m > t > 1. Here [24, Proposition 4.4.10] implies that |H ∩
X|p > q
(m2−m+t2−t)/2. Therefore, q(m
2
−m+t2−t)/2 < 2a ·gcd(n, q+1) by the inequality
|H ∩X|p < |Out(X)|. Since t
2− t > 2 and 2q > q+1, we have that qm(m−1)/2 < 4a.
Thus q3 < 4a, which is impossible.
(5) Let H ∈ C5. In this case H is a subfield group. Then H is a unitary group
of dimension n over Fq0, where q = q
t
0 with t an odd prime or one of the following
holds.
(i) If H is a unitary group of dimension n over Fq0, where q = q
t
0 with t an
odd prime. Then by [24, propositions 4.5.3], |H ∩ X|p > q
n(n−1)/2
0 . Since
|Out(X)| = 2a gcd(n, q + 1), we must have q
n(n−1)/2
0 < 2a gcd(n, q + 1). Note
that n > 3. Thus qn0 < 2an, which is impossible.
(ii) If H ∩X is isomorphic to PSO(n, q)ǫ.2 with n even and q odd, then |H∩X|p >
qm
2
−m, where 2m = n and m > 2. Therefore, qm
2
−m < 4a ·gcd(m, q+1) by the
inequality |H ∩X|p < |Out(X)|, and so q
m2−m < 4am, which is impossible.
(iii) Finally let H is isomporphic to N(PSp(n, q)), with n even. In this case by [24,
Proposition 4.5.6], H ∩X is isomorphic to ˆSp(n, q)· gcd(n/2, q+1), and so the
inequality |H ∩X|p < |Out(X)| implies that q
m2 < 2a · gcd(2m, q + 1), where
2m = n. Thus qm
2
< 4am, which is impossible.
(6) If H ∈ C7, then H is a symmetric tensor product group. Here by [24, proposition
4.7.3], we have that |H ∩ X|p > q
mt(m−1)/2, where m > 3 and t > 3. Then the
inequality |H ∩ X|p < |Out(X)| implies that q
mt(m−1)/2 < 2a gcd(n, q + 1), and so
qn−1 < 4a, which is impossible. 
4. Proof of the main result
In this section, we prove Theorem 1.1. Suppose that D is a nontrivial 2-design
with gcd(r, λ) = 1 and G is an automorphism group of D which is almost simple
with socle X being a finite non-abelian unitary simple group. Suppose now that G
is flag-transitive. Then [17, 2.3.7] implies that G is point-primitive. Let H = Gα,
where α is a point of D. Therefore, H is maximal in G (see [18, 7, Corollary 1.5A]),
and so Lemma 3.1 implies that
v =
|X|
|H ∩X|
. (4.1)
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We now apply Aschbacher’s Theorem [9] and conclude that the subgroup H lies
in one of the seven geometric families Ci for i = 1, 2, 3, 4, 5, 6, 7 of subgroups of G,
or belongs to the family S. We analyse each of these cases separately, and we first
have a reduction for possible subgroups H in Proposition 4.1 below.
Proposition 4.1. Suppose that D is a 2-design with gcd(r, λ) = 1. Let G be a
point-primitive and flag-transitive almost simple automorphism group of D with socle
X = PSU(n, q) with n > 3 and q = pa, and let H be a point-stabiliser subgroup of
G. Then H is a maximal geometric subgroup of one of the following types
(a) H ∈ C1;
(b) H is a C2-subgroup of type GU(m, q) ≀ Symt with m = 1 or m > 2 and t 6 11;
(c) H is a C2-subgroup of type GL(n/2, q
2);
(d) H is a C3-subgroup of type GU(m, q
t) with mt = n;
(e) H is a C5-subgroup of type GU(n, q0) with q = q
3
0;
(f) H is a C5-subgroup of type Sp(n, q) or O
ǫ(n, q) with ǫ∈{◦,−,+}.
Proof. Suppose that X = PSU(n, q) with n > 3 and q = pa. Since H is maximal in
G, then by Aschbacher’s Theorem [9], the subgroup H lies in one of the geometric
families Ci of subgroups of G, or in the set S of almost simple subgroups not con-
tained in any of these geometric families. Let H be a non-parabolic subgroup of G,
that is to say, H is not a C1-subgroup. We now discuss each of these possible cases.
We note by Lemma 3.7 that |G| < |H|·|H|2p′ in all possible cases.
If H belongs to C6, then by [24, propositions 4.6.5 and 4.6.6] and the inequality
|G| < |H|·|H|2p′, we only have to consider the pairs (X,H ∩X) listed in Table 5. For
each such H ∩X , by (4.1), we obtain v as in the third column of Table 5. Moreover,
Lemma 3.2(a)-(c) says that r divides gcd(|H|, v − 1), and so we can find an upper
bound ur of r as in the fourth column of Table 5. Then the inequality λv < r
2 rules
out all these possibilities.
If H is S-subgroup, then for n 6 12, the subgroups H are listed in [11, Chapter
8]. Since |G| < |H|·|H|2p′, we only have to consider the pairs (X,H ∩ X) listed in
Table 5. For each such H ∩X , by (4.1), we obtain v as in the third column of Table
5, and since r divides gcd(|H|, v − 1) , we can find an upper bound ur of r as in
the fourth column of Table 5. The inequality λv < r2 rules out all these possible
cases except for PSL(2, 7) < PSU(3, 3). In this last case, r = 7, v = 36, k = 6 and
b = 42, but in this case by [15, p.14] G = PSU(3, 3) does not have any subgroup
of index 42. If n > 14, by [26, Theorem 4.2], we have |G| < |H|3. Hence n = 13.
By [26, Theorem 4.2], we have |H| bounded above by q4n+8. Since|G| < |H|·|H|2p′,
we deduce that |H|p′ is bounded below by q
53. It is now easy to rule out all the
possible almost simple groups H using the methods of [26].
Therefore, H is neither a C6-subgroup, nor a S-subgroup. If |Out(X)|p′ 6 |H∩X|p,
then since |X| < |Out(X)|2p′·|H ∩ X| · |H ∩ X|
2
p′ by Lemma 3.7, we conclude that
|X| < |H ∩X|3, and hence the subgroups H satisfying this condition can be read off
from [8, Theorem 7 and Proposition 4.7]. If on the other hand |Out(X)|p′ > |H∩X|p,
then we apply Lemma 3.14, and the result follows. 
Proposition 4.2. Let D be a nontrivial 2-design with gcd(r, λ) = 1. Suppose that G
is an automorphism group of D of almost simple type with socle X = PSU(2, q). If G
is flag-transitive, then D is the Witt-Bose-Shrikhande space W(2n) with parameters
9Table 5. Some maximal subgroups of X = PSU(n, q).
Class X H ∩X v ur
S PSU(3, 3) PSL(2, 7) 36 7
S PSU(3, 5) PSL(2, 7) 2·3·53 7
S PSU(3, 5) A7 2·5
2 7
S PSU(3, 5) M10 5
2·7 5
C6 PSU(4, 3) 2
4.A6 3
4·7 5
S PSU(4, 3) PSL(3, 4) 2·34 7
S PSU(4, 3) A7 2
4·34 7
S PSU(4, 5) A7 2
4·32·55·13 7
S PSU(4, 5) PSU(4, 2) 2·55·7·13 5
C6 PSU(4, 7) 2
4.Sp4(2) 2
2·5·76·43 5
S PSU(5, 2) PSL(2, 11) 28·34 11
S PSU(6, 2) M22 2
8·34 11
S PSU(6, 2) PSU(4, 3).2 29·33·5·11 7
(2n−1(2n − 1), 2n−1, 1) for n > 3 and X is PSU(2, 2n) or (v, b, r, k, λ), G, X and
Gα ∩X are as in lines 1-6 of Table 1.
Proof. Suppose that D is a 2-design with gcd(r, λ) = 1 and that G is an almost
simple group with socle X = PSU(2, q). Applying [1, Theorem 1.1] and [30, Main
Theorem], then we can focus on non-symmetric designs with λ > 2. Also, we
exclude the case where q = 4, 5 or 9 by [35, Theorem 1.1]. If G is a flag-transitive
automorphism group of D, then by Lemma [17, 2.3.7] the point-stabiliser H = Gα is
maximal inG. LetH0 = H∩X . Then by [21, Theorems 1.1 and 2.2] either (G,H,X)
is as in Table 6, or H0 is maximal in X . In the latter case, H0 is (isomorphic to)
one of the following groups:
(1) PGU(2, q0), for q = q
2
0 odd;
(2) PSU(2, q0), for q = q
t
0 odd, where t is an odd prime number;
(3) PGU(2, q0), for q = 2
a = qt0, where t is prime and q0 6= 2;
(4) Sym4, for q = p ≡ ±1 (mod 8);
(5) Alt4, for q = p ≡ ±3 (mod 8) and q 6≡ ±1 (mod 10);
(6) Alt5, for q ≡ ±1 (mod 10), where either q = p, or q = p
2 and p ≡ ±3 (mod 10);
(7) D2(q−1)/ gcd(2,q−1). If H0 ∼= Dq−1, then q > 13;
(8) D2(q+1)/ gcd(2,q−1). If H0 ∼= Dq+1, then q 6= 7, 9;
(9) Cap ⋊ Cq−1/ gcd(2,q−1).
We first show that H0 must be maximal in X . If H0 is not maximal in X , then
one of the rows of Table 6 holds. For each such (G,H), by (4.1), we obtain v as in
the fourth column of Table 6. Let v 6= q(q2 − 1)/24. By Lemmas 3.2(a) and (c), we
can obtain an upper bound ur of r as in the fifth column of Table 6, and then we
easily observe that v > u2r, and this violates Lemma 3.2(c).
Let now v = q(q2 − 1)/24. Then by Lemmas 3.1 and 3.2(c), r divides |H| = 24.
It follows from Lemma 3.2(c) that v < r2, q(q2 − 1) 6 24v < 24r2 6 243 = 6912,
and so q 6 24. Thus q = p = 11 or 19 in which cases by (4.1), we have that v = 55
or 285, respectively. By calculation, as r divides (|H|, v − 1), we must have r 6 6
in both cases, and so v > r2, which is a contradiction. Therefore, H0 is maximal in
X . We will analyze each of these cases separately.
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Table 6. G and H as in Proposition 4.2
Line G H |G : H| ur
1 PGL(2, 7) NG(D6) = D12 28 3
2 PGL(2, 7) NG(D8) = D16 21 4
3 PGL(2, 9) NG(D10) = D20 36 5
4 PGL(2, 9) NG(D8) = D16 45 4
5 M10 NG(D10) = C5 ⋊C4 36 5
6 M10 NG(D8) = C8 ⋊ C2 45 4
7 PΓL(2, 9) NG(D10) = C10 ⋊ C4 36 5
8 PΓL(2, 9) NG(D8) = C8 · Aut(C8) 45 4
9 PGL(2, 11) NG(D10) = D20 66 5
10 PGL(2, q), q = p ≡ ±11, 19 (mod 40) NG(A4) = Sym4
q(q2−1)
24 -
(1) In this case (4.1) implies that v = q0(q
2
0 + 1)/2. It follows from Lemmas 3.2(d)
and 3.5 that r divides q0(q
2
0 − 1). On the other hand, Lemma 3.2(a) implies that, r
divides v−1. As v−1 is coprime to q0 by Lemma 3.6 and gcd(q0+1, q
2
0+q0+2) = 2,
r divides 2(q0 − 1). Then by Lemma 3.2(c) we have that q0(q
2
0 + 1) < 4(q0 − 1)
2,
which is impossible.
(2) Here v = qt−10 (q
2t
0 − 1)/(q
2
0 − 1) by (4.1). By Lemmas 3.1 and 3.2(c), r must
divide a · q0(q0
2 − 1). Note that v < r2 by Lemma 3.2(c). Moreover, a2 < q = qr0
and q20(q
2
0 − 1)
3 < q80. Thus q
t−1
0 (q
2t
0 − 1) < (q
2
0 − 1)r
2 6 a2q20(q
2
0 − 1)
3 < q8+t0 ,
and so q2t−10 < q
9
0. Hence t < 5. As t is odd, we conclude that t = 3. Then
v = q0
2(q0
4+ q0
2+1). By Lemma 3.2(c), r divides gcd(v−1, aq0(q0
2−1)). It follows
from Lemma 3.6 that v−1 and q0 are coprime, and so r divides gcd(v−1, a(q0
2−1)).
Since v = q0
2(q0
4+q0
2+1), we have that gcd(v−1, q0
2−1) = 2, and so r must divide
2a. Therefore, Lemma 3.2(c) implies that v < r2 6 4a2, and hence q0
2(q0
4+q0
2+1) <
4a2 6 36s2, where a = 3s and q0 = p
s. Hence, q60 < 36s
2, which is impossible.
(3) In this case by (4.1), we have that v = qt−10 (q
2t
0 − 1)/(q
2
0 − 1). Our argument
here is the same as in the proof of (2). By Lemmas 3.1 and 3.2(c), we have that
r divides a·q0(q
2
0 − 1). (4.2)
Since a2 < 2q = 2qt0 and q
2
0(q0
2 − 1)2 < q60 , it follows from Lemma 3.2(c) that
2qt−10 (q
2t
0 − 1) 6 (q
2
0 − 1)λv < r
2 6 a2q20(q
2
0 − 1)
2 < 2q6+t0 , and so q
2t−1
0 < q
9
0.
Therefore, t < 5, and hence t = 2, 3.
If t = 2, then v = q0(q
2
0 +1), where q = q
2
0 = 2
2s and 2s = a. It follows from (4.2)
and Lemma 3.2(a), r divides gcd(v−1, a ·q0(q0
2−1)). Since v−1 and q0 are coprime
by Lemma 3.6, r must divide gcd(v−1, a·(q0
2−1)). Since also v = q0(q
2
0+1), it follows
that gcd(v − 1, q20 − 1) = 1 or 3, and so r must divide 3a. Therefore, Lemma 3.2(c)
implies that λv < r2 6 9a2, and hence 2q0(q
2
0 + 1) 6 λv < r
2 < 9a2 6 36s2, where
2s = a and q0 = 2
s > 4. Hence, 23s < 18s2. This inequality holds only for s = 2, in
which case v = 68 and r divides gcd(67, 60) = 1, which is a contradiction.
If t = 3, then v = q20(q
4
0 + q
2
0 + 1), where q = q
3
0 = 2
3s and 3s = a. Again by (4.2)
and Lemma 3.2(a), r must divide gcd(v − 1, a · q0(q
2
0 − 1)). Since gcd(q
2
0(q
4
0 + q0
2 +
1)− 1, q0(q
2
0 − 1)) = 1, r divides a. It follows from Lemma 3.2(c) that v < r
2 6 a2,
and hence q20(q
4
0 + q
2
0 + 1) < a
2 6 9s2, where 3s = a and q0 = 2
s > 4. Hence,
26s < 9s2, which is impossible.
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(4) Here by (4.1), we conclude that v = q(q2 − 1)/48. By Lemmas 3.1 and 3.2(c),
r divides 48. Again by Lemma 3.2(c), we must have q3 − q < 48r2 < (48)3 =
110592 implying that q 6 47, and since q ≡ ±1 (mod 8), we conclude that q =
7, 17, 23, 31, 41, 47. Thus v = 7, 102, 253, 620, 1435, 2162, respectively. Since r is a
divisor of 48, k 6 r and λ = r(k−1)/(v−1) is a positive integer by Lemma 3.2(a), we
conclude that (v, r, k, λ) is (7, 6, 3, 2), (7, 6, 4, 3), (7, 6, 5, 4), (253, 24, 22, 2), (253, 48, 22, 4)
or (253, 48, 43, 8). These remaining cases can be ruled out as gcd(r, λ) = 1.
(5) In this case by (4.1), we have that v = q(q2 − 1)/24. Our argument here is
the same as in the proof of (4). It follows from Lemmas 3.1 and 3.2(c) that r
must divide 24. By Lemma 3.2(c), q(q2 − 1) 6 24v < 24r2 6 243. This inequality
holds only for q = 3, 5 or 13, for which case v = 1, 5 or 91, respectively. This
case can be rule out as for each divisor r of 24 and each v as above and k 6 r,
the value of λ = r(k − 1)/(v − 1) is not a positive integer, except the case where
(v, r, k, λ) = (5, 4, 3, 2) or (91, 24, 16, 4) in which cases gcd(r, λ) 6= 1, which is a
contradiction.
(6) By (4.1), we have that v = q(q2 − 1)/120. Note by Lemmas 3.1 and 3.2(c) that
r divides 120a (for a = 1, 2). It follows from Lemma 3.2(c) that
q(q2 − 1)
120
6 λv < r2 6 1202a2, (4.3)
for a = 1, 2.
If a = 1, then q = p < 120 by (4.3). Since v = q(q2−1)/120 and q ≡ ±1 (mod 10),
we must have (v, q) ∈ {(11, 11), (57, 19), (203, 29), (248, 31), (574, 41), (1711, 59),
(1891, 61), (2982, 71), (4108, 79), (5874, 89), (8585, 101), (10791, 109)}. Then for
each divisor r of 120 and v as above, we connot obtain any possible parameters,
which is a contradiction.
If a = 2, then by (4.3), q = p2 < 190, and by the same argument as above, we
conclude that v is 6, 980 or 40222, and so, for each such v, each divisor r of 240
and each parameter k < v − 1, by Lemma 3.2, we easily obtain the parameters
(v, b, r, k, λ) = (6, 10, 5, 3, 2). By [35], there is no flag-transitive 2-(6, 3, 2) design
with X = PSU(2, 9) ∼= A6.
(7) In this case by (4.1), we conclude that v = q(q + 1)/2. It follows from Lem-
mas 3.2(c) and 3.5 that r divides (q− 1)/ gcd(2, q− 1). Then Lemma 3.2(c) implies
that λ 6 2(q−1)2/ gcd(2, q−1)2q(q+1). Therefore, λ = 1, which is a contradiction.
(8) Here by (4.1), we have that v = q(q − 1)/2 . It follow from Lemmas 3.2(c)
and 3.5 that r divides q + 1. Let m be a positive integer such that mr = q + 1.
Since k 6 r and λ > 1, by Lemma 3.2(a), we have that 2(q + 1)− 2m > m2(q − 2),
and so m2(q − 2) + 2m < 2(q + 1). This inequality holds only for m = 1. Recall
that mr = q + 1. If m = 1, then r = q + 1 and λ = 2 by Lemma 3.2(a) as
q 6= 4, 5. Let λ = 2. Then q is even as gcd(r, λ) = (q + 1, 2) = 1. Also k = q − 1
and b = q(q + 1)/2 by Lemma 3.2(a) and (b). Thus, the design D has parameters
(v, b, r, k, λ) = (q(q−1)/2, q(q+1)/2, q+1, q−1, 2). As r = k+λ and λ = 2, D can
be embedded in a symmetric ((q2+q+2)/2, q+1, 2) design D
′
= (P
′
,B
′
) by Lemma
3.9. We here use the same notation as in [17] and use the same argument as in [34,
Lemma 3.3]. Let B0 be a block of D
′ of size q+1, and let D be a design whose point
set is P ′ \ B0 and blocks set contains all blocks in B0 6= B
′ ∈ B′. Note that G acts
transitively on B
′
\ B0 and G acts 2-homogenously on the points of B0. Hence, G
can be regarded as an automorphism group on D, and the action of G on points of
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B0 is isomorphic to the action of G on the Sylow 2-subgroups by conjugation, see
[34, Lemma 3.3].
Let B be a block of D incident with point α. Let alsoM be a maximal subgroup of
X containing XB. Since |X : XB| divides b, |X : M | must divide q(q+1)/2. A direct
inspection of the list of the maximal subgroupsM ofX that |X : M | divide q(q+1)/2
shows that M is isomorphic either to Cap ⋊Cq−1 or D2(q−1). If M = D2(q−1), then by
the same method as in [34, Lemma 3.3], we have that (v, b, r, k, λ) = (28, 36, 9, 7, 2)
and X = PSU(2, 8). By [18, Table B.2], X has a faithful 2-transitive action of
degree 28, so X is flag-transitive by Lemma 3.8. Then by [34], D is a unique 2-
(28, 7, 2) design admitting G = PSU(2, 8) as its flag-transitive automorphism group.
If M = Cap ⋊ Cq−1, then 2(q − 1) divides |XB| as |X : XB| divides b. By inspection
of the list of the subgroups of X whose order is divisible 2(q − 1), we conclude
that XB is isomorphic to D2(q−1) or C
a
p ⋊ Cq−1. Recall that M = C
a
p ⋊ Cq−1 is
maximal in X and XB 6 M . Therefore, XB = C
a
p ⋊ Cq−1. Note that |Xα : Xα,B|
divides q + 1 and |Xα| = 2(q + 1). Then |Xα,B| = 2s, where s divides q + 1. As
Xα,B 6 XB = C
a
p ⋊ Cq−1, we conclude that s = 1, and so |Xα,B| = 2, and this
contradicts the fact that |XB : Xα,B| divides q − 1.
(9) Here by (4.1), we have that v = q + 1. By [18, p.245], X is 2-transitive, so X is
flag-transitive by Lemma 3.8. Hence we may assume that G = X = PSU(2, q). Then
by [34], up to isomorphism D is the unique 2-(8, 4, 3) design with G = PSU(2, 7).
This completes the proof. 
Proposition 4.3. Let D be a nontrivial 2-design with gcd(r, λ) = 1. Suppose that
G is an automorphism group of D whose socle is X = PSU(n, q) with n > 3 and
(n, q) 6= (3, 2). If G is flag-transitive, then D is a Hermitian unital with parameters
(q3 + 1, q + 1, 1) and X = PSU(3, q).
Proof. Suppose that H0 = H ∩ X , where H = Gα with α a point of D. Since the
point-stabiliser H is maximal in G, by Proposition 4.1 one of the following holds:
(1) H ∈ C1;
(2) H is a C2-subgroup of type GU(m, q) ≀ Symt with m = 1 or m > 2 and t 6 11;
(3) H is a C2-subgroup of type GL(n/2, q
2);
(4) H is a C3-subgroup of type GU(m, q
t) with mt = n;
(5) H is a C5-subgroup of type GU(n, q0) with q = q
3
0 ;
(6) H is a C5-subgroup of type Sp(n, q) or O
ǫ(n, q) with ǫ∈{◦,−,+}.
In what follows, we discuss each of these possible cases.
(1) In this case H is reducible and it is either a parabolic subgroup Pm, or the
stabiliser Nm of a nonsingular subspace. Suppose first that H0 is isomorphic to Pm,
for some 2m 6 n. Then by Lemma 3.4, there is a unique subdegree which is a power
of p. Note that the highest power of p dividing v−1 is at most q3. If n 6= 3, then by
(4.1), we have that v > qm(2n−3m) and so v > r2, which is a contradiction. If n = 3,
then the action is 2-transitive, and this case has already been done by Kantor [23]
and D is a Hermitian unital with parameters (q3 + 1, q + 1, 1) and X is PSU3(q).
Suppose now that H0 is isomorphic to Nm with 2m < n. Then by [24, Proposition
4.1.4], H0 is isomorphic to
ˆSU(m, q)×SU(n−m, q) · (q+1). Here by (4.1), we have
that v > qm(n−m). By Lemma 3.5, we see that r divides (qm − (−1)m)(qn−m −
(−1)n−m), and since r2 > v, we have that m = 1. Then r divides (q + 1)(qn−1 −
(−1)n−1). By Lemma 3.10, we see that r is divisible by the degree of a parabolic
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Table 7. Some large maximal Ci-subgroups with i = 2, 3 of some
unitary groups.
Class X H ∩X v ur
C2 PSU(4, 2) 3
3 · Sym4 40 3
C2 PSU(4, 3) 4
3 · Sym4 8505 8
C2 PSU(4, 4) 5
3 · Sym4 339456 5
C2 PSU(4, 5) 6
3 · Sym4 5687500 3
C2 PSU(4, 7) 8
3 · Sym4 379418025 8
C2 PSU(4, 8) 9
3 · Sym4 1982955520 27
C2 PSU(4, 9) 10
3 · Sym4 8483215536 5
C2 PSU(4, 11) 12
3 · Sym4 99960329425 48
C2 PSU(4, 13) 14
3 · Sym4 772965193260 7
C2 PSU(4, 16) 17
3 · Sym4 9741847756800 17
C2 PSU(4, 17) 18
3 · Sym4 20383694269120 27
C2 PSU(4, 19) 20
3 · Sym4 78860234613321 40
C2 PSU(4, 23) 24
3 · Sym4 802204261952665 24
C2 PSU(5, 2) 3
4 · Sym5 1408 3
C2 PSU(5, 3) 4
4 · Sym5 8404641 160
C2 PSU(6, 2) 3
5 · Sym6 157696 15
C3 PSU(3, 2) 3·3 8 1
C3 PSU(3, 3) 7·3 288 7
C3 PSU(3, 4) 13·3 1600 39
C3 PSU(3, 8) 57·3 32256 1
C3 PSU(3, 16) 241·3 5918720 241
action of PSUn−1(q). If n > 5 and (n, q) 6= (6s, 2), then by Lemma 3.13, we have
that (q5−1) 6 (qn−1) < (q+1)(q2−1), which is impossible. If n ≡ 0 (mod 6) and
q = 2, then by Lemma 3.13, 2n−2 < 2n−1(2n−1) 6 9(2n−1+1), and so 22n−2 < 2n+3.
Thus n < 5, which is impossible. If n = 4, then v = q3(q2+1)(q−1). In this case by
[25, Corollary 3], q3+1 must divide r. Note that gcd(v−1, q3+1) divides q2−q+1.
Then q3 + 1 must divide q2 − q + 1, which is impossible. If n = 3, we again use [25,
Corollary 3] and conclude that q+1 divides r. But gcd(q4− q3 + q2− 1, q+ 1) is at
most 2, and so q + 1 divides 2, which is impossible.
(2) Let H be a C2-subgroup of type GU(m, q) ≀ Symt, where t 6 11. In this case H
preserves a partition V = V1⊕ . . .⊕Vt with each Vi of dimension m, so n = mt, and
the Vi’s are non-singular and the partition is orthogonal. Then by [24, Proposition
4.2.9], H0 is isomorphic to
ˆSU(m, q)t·(q + 1)t−1·Symt. It follows from Lemma 3.11
and (4.1) that v > q(m
2t−2)(t−1)/(t!). If m > 1, then by Lemma 3.5, we see that r
divides t(t−1)(qm−(−1)m)2. Then the inequality v < r2 implies that (m, t) = (2, 2).
Then by (4.1), we have that v = q4(q2+1)(q2−q+1)/2 and r divides 2(q2−1)2. Since
gcd(v− 1, q+1) = (2, q+1), r divides 8(q− 1)2. It follows from Lemma 3.2(c) that
q4(q2+1)(q2−q+1) < 128(q−1)4. This inequality does not hold for any q = pa, which
is a contradiction. Therefore, m = 1 and H0 is isomorphic to
ˆ(q + 1)n−1 · Symn.
If n = 3 with q > 2, then by (4.1), we have that v = q3(q2 − q + 1)(q − 1)/6.
By Lemmas 3.1 and 3.2(c), r divides 12a(q + 1)2. Since r2 > v, we have that
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q3(q2 − q + 1)(q − 1) < 864a2(q + 1)4. This inequality holds when:
p = 2, a 6 7;
p = 3, a 6 4;
p = 5, 7 a 6 2;
p = 11, 13, 17, 19, 23, 29, 31 a = 1.
These remaining cases are easily excluded, using the facts that r divides gcd(v −
1, 12a(q + 1)2) and v < r2. Hence n > 4 and (4.1) implies that
v =
qn(n−1)/2(qn − (−1)n) · · · (q2 − 1)
(q + 1)n−1 · n!
. (4.4)
It follows from Lemma 3.5 that r divides d = n(n − 1)(n − 2)(q + 1)3/2. Then
Lemma 3.2(c) implies that qn(n−1)/2(qn − (−1)n) · · · (q2 − 1) < (n!) · n2(n− 1)2(n−
2)2(q+1)n+5. Note that qn(n−1)/2 < (qn − (−1)n) · · · (q2− 1). Therefore, qn
2
−2n−5 <
(n!) · n2(n− 1)2(n− 2)2. This inequality holds only for pairs (n, q) ∈ {(4, 2), (4, 3),
(4, 4), (4, 5), (4, 7), (4, 8), (4, 9), (4, 11), (4, 13), (4, 16), (4, 17), (4, 19), (4, 23),(5,
2),(5, 3),(6, 2)}. For each such (n, q), by (4.4) and Lemma 3.2(c), we obtain v an
upper bound ur = gcd(v − 1, d) of r as in the fourth and fifth column of Table 7,
and then we easily observe that v > u2r, and this violates Lemma 3.2(c).
(3) Let H be a C2-subgroup of type GL(n/2, q
2). Then by [24, Proposition 4.2.4],
H0 is isomorphic to
ˆSL(m, q2) · (q − 1) · 2, where 2m = n. From (4.1), we conclude
that v = qm
2
(q2m−1 + 1)(q2m−3 + 1)· · ·(q3 + 1)(q + 1)/2. It follows from Lemma 3.5
that r must divide 2(q2m − 1). Since r2 > v, we have that m = 2. Then v =
q4(q3 + 1)(q + 1)/2. By Lemma 3.2(a), r divides v − 1, and so r must divide
gcd(v − 1, 2(q4 − 1)). Note that gcd(v − 1, 2(q + 1)) = 1. Thus r divides in fact
(q4 − 1)/(q + 1), so again r2 < v, which is a contradiction.
(4) Let H be a C3-subgroup of type GU(m, q
t) with mt = n. Then by [24, Propo-
sition 4.3.6], H0 is isomorphic to
ˆSU(m, qt) · (qt + 1) · t/(q + 1). We now apply
Lemma 3.11. Then the inequality |X| < |Out(X)|2 · |H0| · |H0|
2
p′ implies that
qm
2t2 < 32a2t3 · qm
2t+3t−1 ·
m∏
i=2
(qit − (−1)i)2. (4.5)
Note that a2 < 2q. Then Lemma 3.12 implies that qm
2t(t−2)−t(m+1) < 64·t3. This
inequality holds only for (m, t) ∈ {(1, 3), (1, 5), (2, 3)}. If (m, t) = (2, 3), then (4.5)
implies that q36 < 864a2q20(q6−1)2. Therefore q16 < 864a2(q6−1)2. This inequality
holds only for q = 2, 3, 4, 5 or 8. For each of these q, we can obtain v by (4.1), and
by considering the fact that v < r2 6 gcd(|H|, v−1)2, we cannot obtain any possible
design. If (m, t) = (1, 5), then (4.5) yields q6 < 4000a2. This inequality holds only
when q = 2, 3 or 4, in which cases by (4.1), v = 248832, 846526464 or 260702208000,
respectively. Again for which by considering the fact that v < r2 6 gcd(|H|, v−1)2,
we cannot obtain any possible design. If (m, t) = (1, 3), then by (4.1), we have that
v = q3(q2−1)(q+1)/3. Note that r divides v−1. Hence r is odd. On the other hand
Lemmas 3.1 and 3.2(c) implies that r divides 6a(q2−q+1). Thus r 6 3a(q2−q+1),
and as r2 > v, we have that q3(q2 − 1)(q + 1) < 27a2(q2 − q + 1)2. This inequality
holds only for q = 2, 3, 4, 8, 16. For each such value of q, by (4.1), we obtain v as
in the third column of Table 7. Moreover, Lemma 3.2(a) and (c) say that r divides
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gcd(|H|, v− 1) , and so we can find an upper bound ur of r as in the fourth column
of Table 7. Then the inequality v < r2 rules out all cases.
(5) Let H be a C5-subgroup of type GUn(q0) with q = q
t
0 and t an odd prime. Then
by [24, Proposition 4.5.3], H0 is isomorphic to
ˆSU(n, q0) · gcd((q + 1)/(q0 + 1), n).
Here By Lemma 3.11 and the inequality |X| < |Out(X)|2·|H0|·|H0|
2
p′, we have that
q
t(n2−2)
0 < 4a
2n3 · qn
2+2
0
n∏
i=2
(qi0 − (−1)
i)2. (4.6)
Then by Lemma 3.12 and the fact that a2 < 2q, we have that q
n2(t−2)−n−3t
0 < 8n
3, so
either (n, t) = (3, 3) or (n, t) = (4, 3). If (n, t) = (4, 3), then by (4.1), we have that
v = q120 (q
12
0 − 1)(q
9
0 +1)(q
6
0 − 1)/(q
4
0 − 1)(q
3
0 +1)(q
2
0 − 1). By Lemmas 3.1 and 3.2(c),
r divides 2aq60(q
4
0 − 1)(q
3
0 + 1)(q
2
0 − 1). Since r divides v − 1 by Lemma 3.2(a) and
v− 1 is coprime to q0 by Lemma 3.6, r must divide 2a(q
4
0 − 1)(q
3
0 + 1)(q
2
0 − 1). Now
Lemma 3.2(c) implies that q120 (q
12
0 −1)(q
9
0+1)(q
6
0−1) < 4a
2(q40−1)
3(q30+1)
3(q20−1)
3.
Therefore, q120 < 4a
2, which is impossible. If (n, t) = (3, 3), then (4.1) implies that
v = q60(q
6
0 − q
3
0 + 1)(q
4
0 + q
2
0 + 1). It follows from Lemmas 3.1 and 3.2(c) that r
divides 2aq30(q
3
0 + 1)(q
2
0 − 1). Then Lemmas 3.2(a) and 3.6 implying that r must
divide 2a(q30 + 1)(q
2
0 − 1). Now Lemma 3.2(c) implies that q
9
0(q
9
0 + 1)(q
6
0 − 1) <
4a2(q30 + 1)
3(q20 − 1)
3. Thus, q90 < 4a
2, which is impossible.
(6) Let H be a C5-subgroup of type Spn(q) or O
ǫ
n(q). If H is of type O
ǫ
n(q) with
n even and q odd, then by [24, Proposition 4.5.5], H0 is isomorphic to PSO
ǫ
n(q)·2
and by (4.1), we conclude that v = qm
2
(qm + ǫ1)(q2m−1 + 1)(q2m−3 + 1)· · ·(q3 +
1)/ gcd(2m, q + 1), where 2m = n. By the Tits’ Lemma 3.6, r is divisible by
the degree of some parabolic action of H . Here q + 1 divides r and hence r is
even. On the other hand v − 1 is odd except for the case where (n, ǫ) = (4,+),
so that is impossible. Assume now that (n, ǫ) = (4,+). Then q + 1 divides r, and
(q + 1)/ gcd(4, q + 1) divides v. Then the fact that r divides v − 1 implies that
q = 3. In which case v = 2835 and r 6 gcd(v−1, |H|) = 2. Therefore v > r2, which
is a contradiction. If H is of type Sp(n, q) with n even, then by [24, Proposition
4.5.6], H0 is isomorphic to
ˆSp(n, q)· gcd(n/2, q + 1). Here by (4.1), we have that
v = qm
2
−1(q2m−1+1)(q2m−3+1)· · ·(q3+1)/ gcd(m, q+1), where 2m = n. It follows
from Tits’ Lemma 3.6, r is divisible by the degree of some parabolic action of H . In
this case q + 1 divides r. On the other hand, it is easy to see that v is divisible by
(q + 1)/ gcd(m, q + 1). This contradicts the fact that r divides v − 1. 
Proof of Theorem 1.1. The proof of the main result follows immediately from
Propositions 4.2 and 4.3. 
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