Multidimensional Scaling (MDS) is a classic technique that seeks vectorial representations for data points, given the pairwise distances between them. However, in recent years, data are usually collected from diverse sources or have multiple heterogeneous representations. How to do multidimensional scaling on multiple input distance matrices is still unsolved to our best knowledge. In this paper, we first define this new task formally. Then, we propose a new algorithm called Multi-View Multidimensional Scaling (MVMDS) by considering each input distance matrix as one view. Our algorithm is able to learn the weights of views (i.e., distance matrices) automatically by exploring the consensus information and complementary nature of views. Experimental results on synthetic as well as real datasets demonstrate the effectiveness of MVMDS. We hope that our work encourages a wider consideration in many domains where MDS is needed.
Introduction
Multidimensional scaling (MDS) [2, 20] is a fundamental and important technique with a wide range of applications to data visualization, artificial intelligence, network localization, robotics, cybernetics, social science, etc. For example, researchers in bioinformatics apply MDS to unravel relational patterns among genes [19] . As another example, MDS is also used by computer vision community [3] . A typical application is to approximate geodesic distances of mesh points [7] or planar points [14] in Euclidean space so that the non-rigid intrinsic structure of shapes can be captured.
Given pairwise distances between N data points, MDS aims at projecting these data into P dimensional space, such that the between-object distances can be preserved as well as possible. In recent years, data are often collected from diverse domains or have various heterogeneous representations. That is to say, each data may have multiple views. For instance, an image can be described by multiple visual features, such as Scale Invariant Feature Transform (SIFT) [15] , Histogram of Oriented Gradients (HOG) [5] , Local Binary Patterns (LBP) [16] , etc. A web page can be described by the document text itself and the anchor text attached to its hyperlinks. It has been extensively demonstrated that a fusion of those multi-view representations by leveraging the interactions and complementarity between them is usually beneficial to obtain more faithful and accurate information.
In the past decades, numerous efforts have been devoted to the formulation, optimization and application of MDS (see [2, 9] for a survey). However, the problem of multidimensional scaling on multiple input distance matrices has not been addressed. Nevertheless, this new topic becomes gradually important in practical applications. Consider a toy example (also presented in Section 5.1) where one wants to illustrate the relative positions of six cities in a planar map but he/she receives more than one distance matrix. How to project the six cities to P = 2 dimensional space given the multiple input matrices? Meanwhile, MDS can also act as a dimensionality reduction algorithm if the embedding dimension P is smaller than the input dimension. This arises another question, that is, how to conduct multi-view dimensionality reduction [10, 23] with the rapid growth of high dimensional data.
In this paper, we begin to investigate this new task, i.e., multidimensional scaling on multiple input distance matrices. Our contributions can be divided into five folds:
1. We formally put forward the idea of performing MDS on multi-view data, and discuss the basic difficulties that need to be addressed carefully in this framework. 2. In addition to the novelty of our problem formulation, a new algorithm called Multi-View
Multidimensional Scaling (MVMDS) is proposed to solve it. Inspired by [23] and its related works in multi-view learning, a weight learning paradigm is imposed to attach more importance to discriminative views and suppress the negative influences of noisy views. 3. An iterative solution is derived with proven convergence so that view weights can be updated automatically controlled with only one parameter. 4. Under this framework, a comprehensive summary is given about promising future works that can be studied. 5. Extensive experimental evaluations on synthetic and real datasets manifest the effectiveness of the proposed method.
Task Definition
Given the pairwise distances δ = {δ ij } 1≤i,j≤N between N data points, Multidimensional Scaling (MDS) seeks for N configuration points X = {x 1 , x 2 , . . . , x N } ∈ R N ×P such that δ ij can be well approximated by the Euclidean distance d ij (X ) = x i − x j 2 . The most widely-used definition called "Stress" is defined as min
where w ij are some pre-fixed weighting coefficients and P is the embedding dimension. In some specific situations, we have to deal with missing values, i.e., δ ij is not well defined. Therefore, one can set w ij to 0 for those missing values, and set w ij to 1 if δ ij is known.
As discussed above, though numerous efforts have been devoted to its optimization and application, all the variants of MDS can only deal with single view data. Performing MDS in multi-view data has not been addressed. In this paper, we first give a formal definition of performing MDS on multiview data. Given N abstract points Y = {y 1 , y 2 , . . . , y N } and their pairwise distances in M views
where our goal is to learn a function F defined as
where X ∈ R N ×P is a configuration of N in P dimensional Euclidean space.
In this framework, some basic difficulties should be solved carefully: (1) The most fundamental issue is how to ensemble these distance matrices. A very naive solution is to use a linear combination of them. However, it is likely to achieve unsatisfactory results since informative and noisy views are all treated equally. Another possible solution is to apply co-training [25, 24] to MDS. Unfortunately, many co-training algorithms cannot guarantee the convergence. (2) How to judge the importance of different views? In most cases, MDS is defined as an unsupervised algorithm. It is problematic to determine the view weights automatically in an unsupervised manner, since no prior knowledge is available. (3) How to derive the optimal solution from F which guarantees to provide meaningful results?
Proposed Solution
To do multidimensional scaling on multiple input distance matrices, we propose a new objective function called Multi-View Multidimensional Scaling (MVMDS), formulated as
where α (v) measures the importance of v-th view, and the exponent γ > 1 is the weight controller that determines the distribution of α = {α (1) , α (2) , . . . , α (M ) }.
The weight learning mechanism is imposed by adding α (v) γ to the stress. The reason behind this choice is that if using α (v) directly, the solution of α is that the view with the smallest stress value has the weight α (v) = 1 and all other views have α (v) = 0. This is not a good behavior since only one view is selected and the complementary nature among multiple views is ignored. The proposed adaptive weight learning paradigm is a primary advantage over the naive solution of using a weighted linear combination of multiple distance matrices, where it is nontrivial to determine the weights since at least M − 1 values should be specified. Hence the computational complexity is unbearable when M > 2.
Meanwhile, we only set a consensus embedding X , instead of defining an individual embedding X (v) for each view. It can be understood as minimizing disagreement of multiple views. Nevertheless, we force the embedding X to be the same across multiple views so that the aggregation of multiple embedding X (v) is done implicitly. With this setting, one can easily identify the disagreement degree of different views and tune their weights via the weight learning paradigm.
Considering there are two types of variables to determine in Eq. (3): the configuration points X and the view weight α (v) , we adopt an alternative way to iteratively solve the above optimization problem. By doing so, we decompose it into two sub-problems.
I. Update X when α is fixed. In this situation, Eq. (3) is equivalent to the following optimization problem:
To optimize this sub-problem, we adopt majorization approach.
As can be drawn, the first term
in Eq. (4) is a constant. Thus it can be omitted in the procedure of optimization.
We now come to the second term in Eq. (4), which calculates a sum of the weighted squared distances on all views. We can derive that
where V ∈ R N ×N has elements
The last term in Eq. (4) computes a weighted sum of the distances on all views. Assume Z denotes the configuration points X in the previous iteration. According to Cauchy-Schwartz inequality
where B ∈ R N ×N has elements
Based on the analysis above, the objective function in Eq. (4) is upper-bounded by
The partial derivative of J with regard to X is
By setting Eq. (10) to zero, we have
where V + is the Moore-Penrose inverse of V. In usual cases, there are no missing values in the input distance matrix δ (i.e., ∀i, j, w ij = 1). Consequently, Eq. (11) can be simplified to
II. Update α (v) when X is fixed. For the sake of notation convenience, we re-write the objective function in Eq. (3) as
where
denotes the counterpart of the v-th view. To get the optimal solution of this sub-problem, we utilize Lagrange Multiplier Method.
Taking the constraint
whose partial derivative with respect to
By setting Eq. (15) to zero, we have
After substituting α (v) in Eq. (16) into the constraint M v=1 α (v) = 1, the multiplier λ is eliminated and the optimal solution of α (v) is obtained finally as
Note that Eq. (17) encounters "division by zero" when γ = 1. As discussed above, the optimal solution of α in this situation is
In the limit case γ → ∞, we will get equal weights α (v) = 1 M for all the views (see also Fig. 2 ). As a result, only one parameter γ is used to control the weight distribution across multiple views in our algorithm. The optimal choice of γ depends the complementarity between the input matrices. If rich complementarity exists among views, large γ is preferred. In summary, we present the whole algorithm in Algorithm 1. The convergence of the proposed algorithm is guaranteed. According to Alg. 1, when updating X in the (t + 1)-th iteration, the objective value of Eq. (3) is decreased by the majorization algorithm compared with that of the t-th iteration. When updating α (v) , a global minimum is expected to generate the optimal solution based on Eq. (17) . Therefore, by alternatively updating X and α (v) in an iterative manner, the objective value keeps decreasing. Since Eq. (3) is lower-bounded by 0, convergence can be arrived given enough iterations. Missing values. In the proposed solution, one can set w ij = 0 to ignore missing values in the input distance matrices. Some clustering approaches [21] usually fill missing values by imputation. Since multiple input distance matrices are available here, maybe it is more effective if we can use the existing values in other views to predict the missing values in a certain view. It deserves a careful investigation in the future, since using the interactions among multiple views to predict missing values have not been exploited before to our best knowledge.
Intrinsic dimension. For the sake of data visualization, the embedding dimension of MDS is usually P = 2 or P = 3. In a general situation, P should be specified by the users. Some studies [13] aim at learning an estimator of intrinsic dimension that can sufficiently describe the data distribution. In this paper, different input distance matrices tend to have different intrinsic dimensions. Therefore, the optimal embedding dimension should not only be "intrinsic", but also "consensus", i.e., shared by multiple views. It is probably a data-driven problem. Nevertheless, it is still worthy studying.
Parameter-free. Despite the embedding dimension P , standard MDS can be deemed as a parameterfree algorithm. When dealing with multiple input distance matrices, the solution given in this paper introduces an additional parameter γ to tune their weight distribution. In our experiments, γ has to be specified manually or determined by cross validation. It remains an open issue for researchers to design parameter-free algorithms which can fit into various applications.
Applications. MDS has a wide range of applications in many domains. These applications can be mostly reconsidered in this newly-defined framework. For example, MDS can be used to draw perceptual maps [1] in marketing, where each brand has thousands of attributes. Traditionally in MDS, these attributes are treated equally. While with the solution given in this framework (e.g., MVMDS proposed in this paper), the importance of these attributes can be identified simultaneously. In robots localization [11] , distances between items are usually captured by multiple sensors and multiple time periods. It is badly required to do MDS on multiple distance matrices. These practical applications can be further investigated by researchers in specific domains.
Experiments
MDS usually acts as a fundamental tool for preprocessing [14] or visualization [4] . For a long time, the only principled way to evaluate the effectiveness of MDS-related algorithms is to compare the stress value defined in Eq. (1). However, it is not applicable in this paper, owing to the use of multiple groundtruth distances. In Section 5.1, we first demonstrate the effectiveness of MVMDS using a synthetic example where multiple views are imitated from a unique groundtruth. Thus, it becomes feasible to compare the stress value using Eq. (1). Then following [ Table 2 : The parameter setup of view imputation and the comparison of stress (×10 5 ).
the discriminative power of the embedding X obtain by MVMDS on three image datasets in the applications of retrieval and clustering, presented in Section 5.2 and Section 5.3 respectively.
Since the weight controller γ needs to be determined empirically, we conduct an exhaustive search in the interval (1, 10] with step size 0.5 to find its optimal value.
Synthetic Example
We consider a synthetic example where 4 participants are asked to estimate the distances between six cities in the USA, including Los Angeles (LA), San Francisco (SFO), Houston (HOU), Washington D.C. (WC), Chicago (CHI) and New York (NY). Table 1 gives the true pairwise distances among them. Due to the differences in skill and character, different participants generate different estimating results, serving as multiple views. Specially, more professional and careful participants are more likely to attain faithful results.
The procedure of generating multiple view input is as follow. To generate the v-th view, we first randomly select K pairs of city distances δ ij . Then for each δ ij , Gaussian noise with mean δ ij and standard derivation σ · δ ij is added. Finally, 4 views are generated and Table 2 lists the values of K and σ. As we can see, View 1 imitates the most proficient and careful participant, since it has the fewest perturbed distance pairs and the smallest derivation. By contrast, View 4 is the most unskilled and careless participant with lots of mistakes during estimating the distances. Fig. 1(a) to Fig. 1(d) give the relative positions of the six cities, marked in orange points, in P = 2 dimensional space by applying MDS to each view. The result of a linear combination of the 4 views with equal weights, denoted as LC MDS, is presented in Fig. 1(e) , and the results of the proposed MVMDS with different γ are presented in Fig. 1(f) to Fig. 1(h) . We apply MDS to the distance matrix given in Table 1 to produce the groundtruth, marked in gray color in Fig. 1 . As can be drawn from the figure, MVMDS can yield near perfect results.
Moreover, since the true distance matrix is accessible, we can directly compute the stress values of different methods using Eq. (1). The quantitative comparison of stress values is listed in Table 2 .
As we can see, the stress of MVMDS is not only lower than each single view but also lower than LC MDS.
The reason behind the superiority of MVMDS is the weight learning mechanism imposed on multiple views. To support our claim more clearly, we plot the learned weights α (v) of different views in Fig. 2 . It suggests that in all the cases, MVMDS can give prominence to View 1 which is the most reliable participant. When γ < 1.5, the influence of View 4 is eliminated totally. Fig. 3 presents the curve of convergence of MVMDS, which proves its convergence property experimentally. It is also observed that MVMDS converges quickly within less than 10 iterations.
Image Retrieval
Two image benchmark datasets, i.e., Microsoft Research Cambridge Volume 1 (MSRC-v1) [22] , Caltech-101 dataset [8] , are selected for performance comparison. The details of those datasets are listed below: We extract 5 visual features to obtain the multi-view representations for each image, i.e., Scale Invariant Feature Transform (SIFT) [15] with dimension 128, Histogram of Oriented Gradients (HOG) [5] with dimension 775, Local Binary Patterns (LBP) [16] with dimension 1450, HSV color histogram with dimension 1000, GIST [17] with dimension 512. All the visual features are L 2 normalized, then Euclidean distance is used to measure the dissimilarity between images. To get a comprehensive quantitative evaluation, we adopt four widely-used metrics in information retrieval, i.e., Nearest Neighbor (NN), First Tier (FT), Second Tier (ST) and Discounted Cumulative Gain (DCG). All the metrics range from 0 to 1 and larger values indicates better performances. Please refer to [18] for their detailed definitions.
We compare the proposed MVMDS against 6 methods, including 5 single view counterparts and a linear combination of all views. All the comparisons are done by using MDS or the proposed MVMDS to project images into P = 10 dimensional space. Table 4 : The clustering performance comparison on MSRC-v1 dataset, Caltech101-7 dataset and Caltech101-20 dataset.
much lower than those of HOG on Caltech101-7 dataset and Caltech101-20 dataset. Our interpretation is that the baseline performances of most views (e.g., SIFT, LBP and HSV) are poor, and they will deprive the discriminative power of informative views (e.g., HOG and GIST) by simply stacking them with equal weights. By contrast, the proposed MVMDS benefits from the weight learning paradigm, thus decreasing the weights of less information views and suppressing their negative effects to a certain extent.
Moreover, no single view can achieve the best performances in all the evaluation metrics on all the datasets. For example, NN of GIST is higher than that of HOG on Caltech101-20 dataset. It means that GIST is more suitable than HOG in duplicate image retrieval considering that NN only counts the percentage of the right positives in 1 nearest neighbor. However, HOG outperforms GIST in ST, which indicates that HOG can yield more stable retrieval performances in a longer ranking list. This reveals the complementary nature among different views, not only in their statistical characteristics but also in their different performances on a specific task. Therefore, it is no surprise that MVMDS can achieve the best performances in all the evaluation metrics.
Image Clustering
Since the evaluation in Section 5.2 under the framework of retrieval only pays attention to the ranking order of the generated configuration points, it cannot fully reveal the robustness of the proposed method. Since it is likely that different distributions of configuration points lead to similar retrieval performances. We choose to evaluate the performances of MVMDS in clustering task in this section to obtain a more thorough analysis.
Following Section 5.2, we extract 5 visual features and project all images into P = 10 dimensional space. Then K-means is applied to divide the images into clusters. The desired number of clusters is set to be equal to the natural number of categories in each dataset. For performance evaluation, we adopt three widely-used evaluation metrics, that is, Clustering Accuracy (ACC), Normalized Mutual Information (NMI) and Purity.
The comparison of clustering performances is presented in 
Conclusion
In this paper, we focus on a new problem, that is, performing Multidimensional Scaling (MDS) on multi-view data. To address this issue, we propose a new algorithm called Multi-View Multidimensional Scaling (MVMDS), which is optimized in an iterative manner with guaranteed convergence. The proposed method can do discriminative view selection adaptively, thus the contributions of informative views are amplified. As introduced above, there are many interesting problems and applications for following researchers to think deeply in the future. The code will be available from the authors' websites.
