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Abstract
Advances in nanotechnology lead to the development of nano-electro-
mechanical systems (NEMS) such as nanomechanical resonators with ultra-
high resonant frequencies. The ultra-high-frequency resonators have re-
cently received significant attention for wide-ranging applications such as
molecular separation, molecular transportation, ultra-high sensitive sens-
ing, high-frequency signal processing, and biological imaging. It is well
known that for micrometer length scale, first-principles technique, the
most accurate approach, poses serious limitations for comparisons with
experimental studies. For such larger size, classical molecular dynamics
(MD) simulations are desirable, which require interatomic potentials. Ad-
ditionally, a mesoscale method such as the coarse-grained (CG) method is
another useful method to support simulations for even larger system sizes.
Furthermore, quasi-two-dimensional (Q2D) materials have attracted in-
tensive research interest due to their many novel properties over the past
decades. However, the energy dissipation mechanisms of nanomechanical
resonators based on several Q2D materials are still unknown.
In this work, the addressed main issues include the development of the CG
models for molybdenum disulphide (MoS2), investigation of the mecha-
nism effects on black phosphorus (BP) nanoresonators and the application
of graphene nanoresonators. The primary coverage and results of the dis-
sertation are as follows:
Method development. Firstly, a two-dimensional (2D) CG model for sin-
gle layer MoS2 (SLMoS2) is analytically developed. The Stillinger-Weber
(SW) potential for this 2D CG model is further parametrized, in which all
SW geometrical parameters are determined analytically according to the
equilibrium condition for each individual potential term, while the SW en-
ergy parameters are derived analytically based on the valence force field
model. Next, the 2D CG model is further simplified to one-dimensional
(1D) CG model, which describes the 2D SLMoS2 structure using a 1D
chain model. This 1D CG model is applied to investigate the relaxed con-
figuration and the resonant oscillation of the folded SLMoS2. Owning to
the simplicity nature of the 1D CG model, the relaxed configuration of
the folded SLMoS2 is determined analytically, and the resonant oscilla-
tion frequency is derived analytically. Considering the increasing interest
in studying the properties of other 2D layered materials, and in particu-
lar those in the semiconducting transition metal dichalcogenide class like
MoS2, the CG models proposed in current work provide valuable simula-
tion approaches.
Mechanism understanding. Two energy dissipation mechanisms of BP
nanoresonators are focused exclusively, i.e. mechanical strain effects and
defect effects (including vacancy and oxidation). Vacancy defect is intrin-
sic damping factor for the quality (Q)-factor, while mechanical strain and
oxidation are extrinsic damping factors. Intrinsic dissipation (induced by
thermal vibrations) in BP resonators (BPRs) is firstly investigated. Specif-
ically, classical MD simulations are performed to examine the temperature
dependence for the Q-factor of the single layer BPR (SLBPR) along the
armchair and zigzag directions, where two-step fitting procedure is used
to extract the frequency and Q-factor from the kinetic energy time his-
tory. The Q-factors of BPRs are evaluated through comparison with those
of graphene and MoS2 nanoresonators. Next, effects of mechanical strain,
vacancy and oxidation on BP nanoresonators are investigated in turn. Con-
sidering the increasing interest in studying the properties of BP, and in
particular the lack of theoretical study for the BPRs, the results in current
work provide a useful reference.
Application. A novel application for graphene nanoresonators, using them
to self-assemble small nanostructures such as water chains, is proposed.
All of the underlying physics enabling this phenomenon is elucidated. In
particular, by drawing inspiration from macroscale self-assembly using
the higher order resonant modes of Chladni plates, classical MD simula-
tions are used to investigate the self-assembly of water molecules using
graphene nanoresonators. An analytic formula for the critical resonant
frequency based on the interaction between water molecules and graphene
is provided. Furthermore, the properties of the water chains assembled by
the graphene nanoresonators are studied.
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Chapter 1
Introduction
1.1 Background
In the past decade, nanotechnology has opened a new area in science and engineer-
ing, enabling the development of nanoscale functional devices designed for speciﬁc
aims such as nanoscale detection, sensing, and actuation.1,2 For example, nano-electro-
mechanical system (NEMS) devices have allowed the sensitive detection of physical
quantities, such as molecular mass,3 thermal ﬂuctuation,4 spin,5 quantum state,6 bio-
chemical reactions7 and coupled resonance.8 Among NEMS devices, nanomechanical
resonators have shown an exceptional ability for their unprecedented dynamic char-
acteristics, since that they can reach ultra-high frequency and/or very-high-frequency
dynamic behavior up to the giga hertz (GHz = 109 Hz) range.9,10 Nanoresonators with
this frequency regime can be directly utilized as electronic devices for radio communi-
cations. Such high-frequency dynamic behavior is achieved by scaling down the size
scale of the resonator, because the frequency of the resonator is proportional to L 2,
with L as the length of a device. That means if the resonator length is decreased by
one order of magnitude, the frequency of the resonator should increase by two orders
of magnitude. Furthermore, the resonant frequency is closely related to the ability of
the resonators to sense or detect physical quantities (i.e. pressure, force or mass). For
instance, for the sensing mass that is added onto a resonator, the detection sensitivity is
given by the relation  fn/  m = (1/2m) fn,11 where fn and m represent the resonant
frequency and the effective mass of a device, respectively, while  fn and  m indicate
the resonant frequency shift and the added mass, respectively. Obviously, this relation-
ship suggests that as the resonator frequency increases, so does the ability to detect or
sense ever smaller masses, which implies that ultra-high frequency and/or very-high-
frequency resonators are suitable for ultra sensitive detection, where the eventual limit
of a single molecule or atom is experimentally within reach.
1
1. INTRODUCTION
Recent works by Roukes and coworkers3,12 have shown the incredible potential of
NEMS resonators, where the possibility of nanoscale mass spectrometers that enable
the measurement of the molecular weight of specific molecules is shown. This implies
not only that nanomechanical resonators could be a viable alternative to conventional
mass spectrometry techniques such as matrix-assisted desorption/ionization time-of-
flight, but also that mass spectrometry could be realized in a lab-on-a-chip.13 It should
be emphasized that NEMS-based sensing is not restricted to small atom or molecular
masses; other physical quantities such as spin5 and quantum state6 can also be detected
using NEMS, which suggests nanomechanical resonators may allow the realization of
lab-on-a-chip sensing toolkits for detecting other relevant physical quantities.1
In recent years, nanomechanical resonators have also received much attention for
their capability of label-free detection of specific biological molecules14,15,16 and/or
cells,7,17 even at very low concentrations, which are closely relevant to specific dis-
eases such as cancer.18 However, current biosensing tools such as enzyme-linked im-
munosorbent assay (ELISA) exhibit a key restriction in that they are unable to accu-
rately detect marker proteins, which are relevant to specific cancers, in the concentra-
tion of ≈ 1ng/ml, which is widely known as diagnostic gray zone,19 in blood serum.
On the other hand, nanomechanical resonators are able to easily overcome the diag-
nostic gray zone limitation because of their unprecedented detection sensitivity even at
single-atom resolution,14,20 which shows that nanomechanical resonators can serve as
lab-on-a-chip biosensors enabling the early diagnostics of important diseases such as
cancer.
1.2 Motivation
Recent studies on the development of nanomechanical resonators and their applica-
tions in sensing have been briefly introduced. As we know, quasi-two-dimensional
(Q2D) materials have many novel properties and have attracted intensive research in-
terest during the past decades. Thus how about the dynamic characteristics of the
nanoresonators based on Q2D materials should be a critical issue.
The size of the family of Q2D materials keeps expanding. Currently, the Q2D fam-
ily contains the following materials: graphene, two-dimensional (2D) honeycomb sil-
icon, layered transition metal dichalcogenides (including MoS2 and WS2), hexagonal
boron nitride, black phosphorus (BP) and 2D ZnO.21 In this work, we focus on MoS2,
BP and graphene, to investigate the dynamic characteristics of their nanoresonators.
Method development
2
1.2 Motivation
As we known, for theoretical investigations, first-principles technique is the most
accurate approach because of its ability to provide quantum mechanically-based pre-
dictions for various properties of Q2D materials. However, it is well-known that first-
principles technique cannot simulate more than around a few thousand atoms, which
poses serious limitations for comparisons with experimental studies, which typically
occur on the micrometer length scale. For such larger size, classical molecular dy-
namics (MD) simulations are desirable, which require interatomic potentials. For
instance, several atomic potentials have been proposed for MoS2 and single layer
MoS2 (SLMoS2), including the valence force field (VFF) model,78 the Brenner-like
atomic potential,79 and the Stillinger-Weber (SW) atomic potential.80 Besides these
atomic potentials, the coarse-grained (CG) model is another useful potential to support
simulations for even larger system size. The CG model simplifies the atomic sys-
tem by introducing CG beads, and the atomic interaction is replaced by CG potential.
One-dimensional (1D) CG models have been used to simulate quasi-one-dimensional
nanostructures.81,82,83 The CG model has also achieved great success in biophysics.
84,85 Therefore, it is significant to establish the CG potentials for Q2D materials so that
theoretical studies can be compared with experimental studies with larger sizes.
Mechanism understanding
Theoretical studies on the underlying mechanism of energy dissipation of the nanome-
chanical resonators based on Q2Dmaterials are quite finite. Especially, there have been
no theoretical studies on the intrinsic dissipation in BP resonators (BPR) to-date.
BP is a new 2D nanomaterial that is comprised of atomic layers of phosphorus
stacked via van der Waals forces.22 BP brings a number of unique properties unavail-
able in other 2D crystal materials. For example, BP has anisotropic properties due to
its puckered configuration.23,24,25,26 While most existing experiments have been fo-
cused on potential electronic applications of BP,27,28,29 a recent experiment showed
that the resonant vibration response of BPRs can be achieved at a very high frequency.
30 Thus, it is urgent to examine the intrinsic energy dissipation in BPRs. In particu-
lar, it is interesting and important to characterize the effects of mechanical strain on
the quality (Q)-factors of BPRs, and furthermore considering that mechanical strain
can act as an efficient tool to manipulate various physical properties in the BP struc-
ture.31,32,33,34,35,36,37,38 For example, a large uniaxial strain in the direction normal to
the single-layer BP (SLBP) plane can even induce a semiconductor-metal transition.
39,40,41,42 Thus, it is also urgent to investigate the mechanical strain effects on the BPRs
of armchair and zigzag directions, at different temperatures.
Very recently, Feng’s group has examined the BPR experimentally.43 Currently,
SLBP, i.e. phosphorene,24 can be fabricated by mechanical exfoliation from bulk BP
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and has immediately received considerable attention.44,45,46 Atomic vacancies have
been demonstrated to exist in bulk BP.47,48 Recently, first-principle calculations have
demonstrated that these defects can be generated quite easily in SLBP at much higher
concentrations compared with silicene and graphene.49,50 Cai et al.51 suggested that
intrinsic itinerant behavior of atomic vacancies may result in the low chemical stability
of phosphorene. In addition, another invariable issue encountered in the manipulation
of SLBP is the control of the oxidation. It has been established by both theoreti-
cal calculations and experiments that O2 can easily dissociate on black phosphorene
52,53 leading to the formation of the oxidized lattice.54 The presence of oxygen is sug-
gested to be the main cause of the degradation process52,55 and primarily responsible
for changing properties of BP,56 e.g., BP is turned progressively hydrophilic by oxi-
dation. Obviously, the experimental BPR samples should have some unavoidable va-
cancy defects or oxidation.43 Furthermore, these defects can have strong effects on the
performance of resonant oscillations of the nanomechanical resonators. For instance,
it has been known that various defects can significantly affect the performance of the
graphene nanomechanical resonators.57,58,59 An important task is thus to examine the
effects of the vacancy defect and oxidation on the BPRs.
Application
As another very popular Q2D material, graphene is a monolayer of carbon atoms
in the honeycomb lattice structure, and has attracted much attention since its discovery.
60,61 It is an attractive platform for NEMS62,63 due to its atomic thickness, low mass
density, high stiffness and high surface area.64,65 Several recent works have shown
that graphene nanomechanical resonators (GNMR) are a promising candidate for ul-
trasensitive mass sensing and detection.62,66 The Q-factors, and thus sensitivity to ex-
ternal perturbations like mass and pressure, are limited by both extrinsic and intrinsic
energy dissipation mechanisms, including attachment induced energy loss,67,68 non-
linear scattering mechanisms,69 edge effects,70 the effective strain mechanism71 and
thermalization due to nonlinear mode coupling.72 The interplay between graphene and
adsorbates has been investigated in many works. It was experimentally shown that pris-
tine graphene sheets are impermeable to standard gases, including helium.63,73 The ad-
sorption of Helium atoms on graphene has also been discussed,74,75,76 while Jiang et al
studied the adsorption effect of metal atoms on the Q-factors of graphene resonators.71
Very recently, an experiment showed that metal atoms can be used as molecular valves
to control the gas flux through pores in monolayer graphene.77 However, an important
issue that has not been investigated is whether it is possible to self-assemble adsorbates
on the graphene surface into different types of nanostructures.
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The principal goal of this work is to investigate the dynamic characteristics of nanores-
onators based on Q2D materials. The interrelated objectives are included as follows:
(1) Develop 2D CG model of SLMoS2, with SW potential parameterized based on
VFF model.
(2) Investigate the relaxed configuration and the resonant oscillation of the folded
MoS2 using 1D CG simulations.
(3) Reveal two energy dissipation mechanisms (i.e. mechanical strain effects and
defect effects (including vacancy and oxidation)) on SLBP resonators (SLBPR) of arm-
chair and zigzag directions via classical MD simulations.
(4) Propose a new method to obtain water chains via assembling water molecules
using graphene nanoresonators.
1.4 Dissertation organization
In the previous sections, some key issues that will be addressed in this research were
identified through an introduction to the development of nanomechanical resonators
and their applications in sensing, and the objectives of this work were clarified. The
rest parts of the dissertation are arranged as follows:
Chapter 2 presents the modeling of nanoresonators, including continuum modeling
and molecular simulations. After that, energy dissipation mechanism and mechanical
modulation of resonance behavior are introduced.
Chapter 3 introduces the fundamental properties (including structure, interatomic
potential, mechanical properties, nanomechanical resonators and electronic band struc-
ture) of Q2D materials, mainly focusing on MoS2, BP and graphene.
Chapter 4 parametrizes the 2D and 1D CG models of MoS2. 2D CG model is
parametrized with SW potential, in which all SW geometrical parameters are deter-
mined analytically from the equilibrium condition for each potential term, while the
SW energy parameters are derived analytically based on the VFF model. Then the ad-
sorption effect on the resonant frequency is studied. Next, the 2D CG model is further
simplified to 1D CG model. The folding of SLMoS2 is examined using 1D CG sim-
ulations, in which all the parameters are determined analytically from the SW atomic
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potential. Owing to its simplicity, the 1D CG model is used to derive analytic predic-
tions for the relaxed configuration of the folded MoS2 and the resonant frequency for
the breathing-like oscillation. Finally, the adsorption effect on the resonant frequency
of the breathing-like oscillation is studied.
Chapter 5 performs classical MD simulations to reveal some underlying energy
dissipation mechanisms of BPRs, including the effects of mechanical strain, vacancy
and oxidation. More specifically, firstly, the temperature dependence for the Q-factor
of the SLBPR along the armchair and zigzag directions is examined. In this step, two-
step fitting procedure is used to extract the frequency and Q-factor from the kinetic
energy time history. Next, the effects of mechanical strain on SLBPR at different
temperatures are examined, and then the upper bound for the Q-factor increase due to
nonlinear effects at large strains is analyzed. Furthermore, the energy dissipation of
the SLBPRs with randomly distributed single vacancy (SV) and double vacancy (DV)
defects along the armchair and zigzag directions is studied. After that, the effect of SV
defects distributed in a line pattern on the SLBPR is investigated. Finally, to compare
with vacancy defects, the effect of oxidation on both armchair and zigzag SLBPRs is
examined.
Chapter 6 investigates the self-assembly of water molecules using graphene nanores-
onators. An analytic formula for the critical resonant frequency based on the interac-
tion between water molecules and graphene is provided. Finally, the average number
of hydrogen bonds per water molecule in the water chains that are assembled by the
graphene nanoresonators with different resonant frequencies is calculated.
Chapter 7 summarizes the works that have been presented in this dissertation. The
main contributions of this research are outlined. Finally, some recommendations for
future work are suggested.
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Chapter 2
Modeling and Dynamic
Characterization of Nanomechanical
Resonators
Nanomechanical resonators made of graphene sheets,86 carbon nanotubes (CNTs),87
and nanowires88 have attracted much attention owing to their remarkable electrical and
mechanical properties that enable them to reach the ultra-high resonant frequency up to
the order of giga hertz.9,10 Reaching this high frequency range makes nanoresonators
as ideal candidates for applications in nano-sensors for detection of molecules/atoms,
12,89 nanopumping devices for molecular transportation,90 and membranes for separat-
ing molecules and atoms without any phase changes.91
In the past decade, extensive efforts have been dedicated to design new classes of
sensors with high sensitivity, high consistency and fast response. In order to fulfill all
these requirements, reduction in the sizes of sensors is of great significance, because it
improves the robustness of sensors, enhances the sensitivity performance, and allows
integration of much more functions in small lab-on-a-chip device. The requirement
for miniaturized sensors motivated scientists to develop the sensors with higher effi-
ciencies in nanoscale size, so-called nano-sensors.92,93 Nano-sensors are promising in
a wide variety of applications such as detection of gene mutations, DNA sequencing,
early disease detection, and gas detection.94,95
Regarding parameters that are detected by nano-sensors,96 the sensors are catego-
rized into six main groups:97 chemical, mechanical, electrical, magnetic, optical, and
thermal. For instance, mechanical nano-sensors detect mechanical variables such as
wave velocity, frequency, strain, and pressure. Among these different types of nano-
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sensors, nanomechanical resonator sensors have shown an exceptional ability to de-
sign the mass spectrometers with ultra-high mass sensitivity, which enables to detect
molecules or atoms at quite low concentrations,3,98,99,100 while the existing sensors
may be not able to fulfill this accurate detection. For instance, present bio-sensing
devices cannot accurately detect the marker proteins, which are relevant to specific
cancers, in the concentration of 1 ng/ml in a blood sample.19 Conversely, nanores-
onator sensors can easily overcome this limitation due to their exceptional detection
sensitivity even at single-molecule resolution,20,101 which enables them to be applied
in the lab-on-a-chip sensors. Different techniques that have been proposed in the lit-
erature for designing nanoresonator sensors can be generally categorized into two ma-
jor groups: wave propagation-based,102,103,104 and vibration-based methods.95,102 The
principle of the resonator sensors is to recognize shifts in wave velocities or resonant
frequencies, induced in the sensors by surrounding molecules or atoms on their sur-
faces.
Apart from the application of nanoresonators in sensors, the morphology of nano-
materials provides an excellent opportunity to develop a new generation of nanodevices
for molecular transportation and separating molecules and atoms,105,106 which sig-
nificantly reduces the energy consumption compared with the traditional approaches.
The molecular separation has great potential in many areas such as clean energy and
chemical industries, including water purification, nitrogen generation, and hydrogen
recovery.107,108
The performance of nanoresonators for transportation and sensing applications
strongly depends on the dynamic characteristics such as the Q-factor.11,93 The Q-
factors reflect the energy dissipation for each vibrational cycle of the nanoresonators,
which can be affected by the edge effects,70 external attachment energy loss,68 the ef-
fective strain mechanism,71 intrinsic nonlinear scattering mechanisms,69 temperature
scaling phenomenon,109 and grain-boundary-mediated scattering losses.57 Moreover,
the structure of nanoresonators has been found to have a large surface-to-volume ra-
tio, which results in a difference of the nature of chemical bonds on the surface.110
Surface atoms have fewer bonds compared with bulk atoms, thus, their equilibrium
requirements are different from the atoms within the bulk. This difference induces
surface stresses,111 which in turn affect the properties of the nanoresonators. Thus,
it is indispensable to characterize the dynamic behavior of nanoresonators for novel
designs of resonator-based devices.
In this chapter, we mainly focus on the brief introduction of the modeling and
dynamics of nanoresonators. In addition, we also summarize the most recent achieve-
ments on carbon nanotube resonators and graphene resonators.
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Besides experiments, which are formidable but expensive at nanoscale, there are two
main approaches for modeling the nanostructures: continuum mechanics and MD sim-
ulations. Continuum mechanics models are considered as low computational cost ap-
proaches with relatively simple formulations compared with MD method. However,
continuum models are unable to provide detailed information about the molecular
interactions, which hinder the achievement of in-depth insights into the underlying
mechanisms of phenomena at the atomic level. MD simulations, in contrast, enable to
investigate the characteristics of nanoresonators including detailed molecular interac-
tions.
2.1.1 Continuum modeling
Here we first introduce the well-known Bernoulli-Euler beam theory,112,113 which
is able to capture the vibrational motion of micro-/nano-electro-mechanical systems
(MEMS/NEMS) devices, with characteristic sizes ranging frommicro- to nano-meters.
These devices (e.g. nanotube, nanowire, microcantilever) generally have a geometry
such that the longitudinal dimension (i.e. length) is much larger than the transverse
dimensions (i.e. width and thickness). This indicates that this kind of devices can be
modeled as a 1D elastic beam, which assumes that the vibrational motion of NEMS
devices is governed by the flexural motion. The vibrational motion of NEMS can be
consequently described by the following equation of motion:
EI
∂ 4w(x, t)
∂x4
+ c
∂w(x, t)
∂ t
+ρA
∂ 2w(x, t)
∂ t2
= 0, (2.1)
where w(x, t) is the flexural deflection as a function of the coordinate x and time t, c
is a damping coefficient due to the viscous damping effect, and E, I, ρ , and A are the
elastic modulus, the cross-sectional moment of inertia, the mass density, and the cross-
sectional area of the device, respectively.114 Here, it is assumed that the device expe-
riences vibrational motion with very small deflection amplitude, which means that it
follows the harmonic approximation. In other words, in the theoretical model, as given
in Eq. (2.1), the effect of geometric nonlinearity has been neglected, while the mathe-
matical method to account for the geometric nonlinearity is demonstrated in Eq. (2.6),
where f (x, t) is the actuating force per unit length induced by an external field such
as an electric field,115,116,117 magnetic field,118 and/or optical drive.119 Furthermore,
for the cases, where the devices vibrate in air or vacuum, the damping effects on the
resonant frequency can be ignored. By writing the flexural deflection in the following
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form
w(x, t) = u(x)∗ exp[ jωt], (2.2)
where ω and u(x) indicate the resonant frequency and its corresponding deﬂection
eigenmode, respectively, and j is a unit of complex number, i.e., j = ( 1)1/2. We can
transform the equation of motion into the following eigenvalue problem:
℘u = λu, (2.3)
where
℘= EI
∂ 4
∂x4
(2.4)
and
λ = ω2ρA. (2.5)
When a speciﬁc boundary condition is prescribed, the resonant frequency and its corre-
sponding deﬂection eigenmode can be straightforwardly obtained from the eigenvalue
problem given in Eq. (2.3), Eq. (2.4) and Eq. (2.5). As shown in Fig.2.1, the vibra-
tional behavior of microcantilevers is typically utilized in atomic force microscopy,
with different force constants (spring constants) and/or geometries. It shows that the
theoretical model in Eq. (2.1) has well described the fundamental deﬂection eigen-
mode, while due to the coupling between torsional motion and ﬂexural motion, the
high-frequency deﬂection eigenmode is less accurately captured.120 In order to cap-
ture accurately the mode coupling in the high-frequency behavior in an atomic force
microscopy cantilever, it is important to include the terms related to the torsional mo-
tion in the equation of motion. Generally, it is very difﬁcult to analytically solve the
equation of motion for such a case, while this equation of motion can be computa-
tionally tractable using the ﬁnite element approach.121 The topic of mode-coupling
in the vibrational dynamics of micro/nanocantilevers has been recently received spe-
cial attention because the mode-coupling has been found to improve the atomic force
microscopy imaging quality.122,123,124
EI
∂ 4w(x, t)
∂x4
[
EA
2L
L∫
0
}∂w(x, t)
∂x
| 2dx]∂
2w(x, t)
∂x2
+μ
∂ 2w(x, t)
∂ t2
= f (x, t) (2.6)
2.1.2 Molecular simulations
Nanoresonators have various potential applications in the nanotechnology industry ow-
ing to their excellent features. Then it is crucial to have a very good understanding of
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Figure 2.1: The vibrational behavior of microcantilevers, typically utilized in atomic
force microscopy, with different force constants (spring constants) and/or geometries.
114
mechanical behaviors of the resonators. While the continuum mechanics methods en-
able a good understanding of the dynamic behavior of nanoresonators, they are unable
to provide detailed mechanisms of molecular/atomic interactions between the nanores-
onators and adsorbed molecules, which can induce the resonant frequency shifts. Fur-
thermore, it is difficult for continuum models to reveal fundamental insights into the
underlying mechanisms of some phenomena at the atomic level such as energy dissipa-
tion mechanisms in nanoresonators. These limitations impact the ability of continuum
mechanics to predict the dynamic behavior of nanoresonators. Molecular simulations,
in contrast, provide a pathway to investigate the characteristics of nanoresonators, in-
cluding the detailed atomic interactions.
MD simulation125,126 is a powerful tool to simulate atomistic systems governed
by interatomic interactions by solving Newtonian equations of motion.125 A molecu-
lar simulation contains the following three parts. (1) A model that describes interac-
tions between atoms called force fields. Normally it is prescribed using an empirical
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potential ﬁeld. An empirical potential ﬁeld prescribed to atoms generally consists
of covalent bond stretch energy, bending energy of bond angle, energy for twist of
dihedral angle, and non-bonded interactions such as van der Waal’s interaction and
electrostatic interaction. (2) A numerical time integrator algorithm that determines
the trajectories of atoms during the time. A related, and more commonly used, algo-
rithm is the velocity Verlet algorithm. Eliminating the half-step velocity, this algo-
rithm may be shortened to: (a) Calculate ∈x (t+  t) = ∈x (t)+∈v (t) t+ 12∈a (t) t2;
(b) Derive ∈a (t +  t) from the interaction potential using ∈x (t +  t); (c) Calculate∈v (t +  t) = ∈v (t)+ 12(∈a (t)+∈a (t +  t)) t. (3) Extracting data from atomic tra-
jectory information.96
For instance, for the interatomic interactions between carbon atoms in CNTs and
graphene sheets, the second-generation reactive empirical bond order (REBO) poten-
tial energy developed by Brenner et al.127 is widely used as an underlying force ﬁeld
for hydrocarbons. In the second-generation REBO force ﬁeld, the total potential en-
ergy of a system is given by
Erebo = ∑
i
∑
j=i+1
[ER(ri j) b¯i jEA(ri j)], (2.7)
where ER and EA are repulsive and attractive interactions, respectively; ri j is the dis-
tance between the pairs of adjacent atoms i and j; and b¯i j is a many-bond empirical
bond-order term. The Buckingham-type potential has also been utilized to describe the
interatomic interactions of nanowires
Ebuck =
N
∑
i{= j
Ae
ri j
ρ
C
r6i j
+Vlong(ri j), (2.8)
where N is the total number of ions. Short-range parameters A, C and ρ have been
developed by Catlow128 and Catlow and Lewis.129 Vlong(ri j) = qiq j/ri j is the long-
ranged Coulombic interaction, where qi and q j are the atomic charges.
Further to force ﬁelds, auxiliary algorithms are also necessary to impose initial
boundary conditions and to control system states during the simulations, such as pres-
sure and temperature. Among varied approaches proposed in the literature, Nose´-
Hoover,130,131 Andersen,132 and Berendsen,133 thermostats has been commonly used
as the most accurate and efﬁcient method to re-scale velocities of atoms in MD simu-
lations for constant-temperature simulations. Molecular simulations have been widely
used to investigate the dynamics of nano-materials.
Jiang et al.134 performed MD simulations to study the effect of polar surfaces on
the Q-factors of zinc oxide (ZnO) nanowire-based nanoresonators. In these simula-
tions, the Buckingham-type force ﬁeld128,129 is utilized to describe the interatomic
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interactions. The Nose´-Hoover thermostat130,131 is employed to equilibrate the sys-
tem at a constant temperature. Then the transverse vibrational motion is induced by
adding a velocity distribution to the ZnO nanowire, which follows the morphology of
the first bending mode of the wire. The system is then allowed to vibrate freely within
the NVE (i.e., the particles number N, the volume V, and the energy E of the system
are constant) ensemble. The decay of the oscillation amplitude of the kinetic/potential
energy is then used to measure the Q-factor. Different approaches have been used in
the literature to calculate the Q-factor.134,135,136 The maximum potential energy (E) is
reduced to E ∆E at the end of each oscillation cycle due to energy loss or damping,
where ∆E represents the energy loss in each oscillation cycle. The Q-factor is thus
defined as Q= 2piE/∆E. At the end of n cycles, the maximum potential energy En is
related to the initial maximum potential energy (E) by En = E(1 2pi/Q)n.136 Jiang et
al.134 proposed a method to measure the Q-factor by fitting the kinetic/potential energy
of a resonator to a function E(t) = a+b(1 2pi/Q)tcos(ωt), where ω is the resonator
frequency, a and b are two fitting parameters, and Q is the resulting Q-factor.
Note that the choice of the correct potential is one of the most important factors
in MD simulations. This choice depends on the various conditions such as the nature
of simulations, the material being simulated, and the trade-off between accuracy and
computational efficiency.96
2.2 Dynamics of NEMS resonators
2.2.1 Energy dissipation mechanism in nanoresnoators: Q-factors
Nanoresonators are promising in detection of forces, masses, and pressure due to their
extremely low mass. However, the key issue limiting the sensitivity of the nanores-
onators in practical applications is the Q-factor.137,138 The Q-factor is one of the char-
acteristic performance measures for NEMS resonator, and can be described either as
the full-width at half maximum of the experimentally measured resonance peak, or
the rate at which the NEMS resonator loses energy per vibrational period due to the
interactions with its environment or due to intrinsic defects or flaws in the NEMS res-
onator. Q-factors are critical for the sensing performance of NEMS resonator, because
the ability of the NEMS resonator to sense changes in its environment, i.e. adsorbed
masses, changes in force or pressure, is strongly-dependent on its Q-factor. More
specifically, for the sensing applications, it is critical for the NEMS resonator to exhibit
high Q-factor or low energy dissipation, since the sensitivity of the NEMS resonator
is inversely proportional to its Q-factor.139 The mass sensitivity of a NEMS resonator
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can be written in the following form140
∆m ≈ 2m0(
b
Qω0
)1/210 DR/20, (2.9)
where ∆m is the change in mass that is to be detected, m0 is the mass of the resonator,
b is the bandwidth, or the available frequency range of detection, ω0 is the resonant
frequency of the resonator with no attached mass, Q is the Q-factor and DR is the
dynamic range of the resonator. Eq. (2.9) clearly demonstrates that a higher Q-factor is
necessary to detect ever smaller masses ∆m, which means the sensitivity of the NEMS
is inversely proportional to its Q-factor. We note that similar inverse relationships
between the sensitivity of the NEMS and the Q-factor can also be found in detecting
other physical quantities.141
The factors that degrade the Q-factor can be categorized as extrinsic and intrin-
sic. Extrinsic damping mechanisms occur due to interactions of the NEMS resonator
with its surrounding environment, e.g. the substrate on which it lies, or the air or gas
molecules surrounding it. Intrinsic damping mechanisms occur due to defects or flaws
inherent in the NEMS, for instance, atomic vacancies, grain boundaries, the disloca-
tions, crystalline impurities, etc. Essentially, there are four major loss mechanisms
for NEMS resonator; these are surface losses,2,142,143,144,145 thermoelastic damping
losses,2,142,143,144,145,146,147 support or clamping losses,148,149,150 and gas damping
losses.151 Support or clamping and gas damping losses are extrinsic factors, while
thermoelastic damping and surface losses are intrinsic.
Surface losses exist in NEMS due to the fact that the atoms that lie at the sur-
faces of the NEMS have fewer bonding neighbors than atoms that lie within the bulk.
114Because of this, the surface atoms have a different vibrational frequency with the
atoms that lie within the bulk. The importance of this on the Q-factor is that the res-
onant frequency of the surface atoms is also different from that of the overall NEMS;
therefore, the NEMS resonance loses coherency due to the different vibrational fre-
quency of the surface atoms, which leads to a decreased Q-factor with an increase in
surface area to volume ratio. We have noted that research has shown that passivating
surface atoms to make their bonding environments more bulk-like has resulted experi-
mentally in higher Q-factors.152,153
Support or clamping losses arise due to the fact that NEMS are generally fabricated
on top of and clamped or fixed to substrates that are much larger than the operational
NEMS device. The various analytical models that have been developed148,149,150 for
Q-factor degradation due to clamping losses account for the fact that during the flexu-
ral motion that occurs during resonance, the waves that are generated in the NEMS
device carry energy and leave the NEMS device by propagating into the substrate
through the supports that fix the NEMS to the substrate. Judge et al.148 developed
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analytical models that accounted for both infinite and finite thickness substrates on
Q-factor degradation, while Cross and Lifshitz150 also considered energy dissipation
due to wave propagation into surrounding substrate. Wilson-Rae149 used a different
approach, that of phonon tunneling between beams and supports, and also support-
induced modification of the density of states, to develop estimates for support-induced
Q-factor degradation for a variety of geometries.
Gas damping losses are also significant for NEMS, and exist due to the perpetual
interaction (collisions) between the NEMS resonator and surrounding gas molecules
or atoms. Gas damping effects tend to be more significant for NEMS than MEMS
due to the fact that as the NEMS becomes smaller, the ratio of the mass between the
NEMS and the surrounding gas molecules becomes non-negligible.114 In other words,
while more massive MEMS can easily brush aside surrounding gas molecules during
oscillation, NEMS can lose a significant amount of their energy via the collisions with
the surrounding gas atoms or molecules.
Finally, NEMS can lose energy through so-called thermoelastic dissipation (TED).
114 TED works via a mechanism in which a flexurally oscillating NEMS, due to being
bent, has one surface that is in tension while the opposite surface is in compression.
Due to thermomechanical coupling, the surface that is in compression becomes slightly
warmer, while the surface that is in tension becomes slightly cooler; the resulting heat
flow between the hotter and cooler surfaces is the source of TED as a non-recoverable
loss of energy. Mathematically, TED has been accounted for by adding a thermal term
to the classical Bernoulli-Euler beam equation of motion, i.e.:
ρA
∂ 2u
∂ t2
+
∂ 2
∂x2
(EI
∂ 2u
∂x2
+EαIT ) = 0, (2.10)
where α is the coefficient of thermal expansion and IT is the thermal contribution to
the beam’s moment of inertia. It is likely that TED will be altered in NEMS due to the
presence of surface stresses, which may enhance the tensile and compressive stresses
that result at the surfaces of the NEMS due to the flexural mode of deformation.154
2.2.2 Mechanical modulation of resonance behavior
2.2.2.1 Resonant frequency
Resonant frequency is fundamentally important, because it not only characterizes the
NEMS devices, but also plays a critical role in detection sensitivity. This indicates
that manipulation of the resonant frequency will enable the development of the high-
frequency devices and mass sensors with increased detection sensitivity. One possible
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method to tune the resonant frequency is to manipulate the actuation force driven via
bias voltage as described in previous reference.116,117,155 Another possible approach
is to apply the mechanical strain (or stress) to the beam, which leads to changes in the
resonance behavior.156,157 The vibrational motion of a nanobeam, which is operated in
air or vacuum under the application of mechanical stress σ0, can be described as
EI
∂ 4w(x, t)
∂x4
σ0A
∂ 2w(x, t)
∂x2
+ρA
∂ 2w(x, t)
∂ t2
= 0, (2.11)
where the effects of gas damping are ignored for convenience, and E, I, A, and ρ repre-
sent the Young’s (elastic) modulus, cross-sectional moment of inertia, cross-sectional
area, and the mass density of a nanobeam, respectively. The mathematical solution to
the eigenvalue problem resulting from Eq. (2.11) provides the resonant frequency in
the form of fn = f 0n 1+Γn, where f 0n is the resonant frequency without any applica-
tion of mechanical strain or stress, and Γ is the normalized mechanical tension, which
is deﬁned as Γn = σ0L2/αnEt2, where L and t indicate the length and thickness of a
nanobeam, respectively, and αn is a constant that depends on the mode index n, e.g.
α1 = 3.4 for fundamental ﬂexural resonance for a doubly-clamped beam. It should be
noted that, for the sign convention, a positive value indicates a tensile stress applied to
the nanobeam, while a compressive stress is represented by a negative value. Here, the
dimensionless parameter Γn provides the ratio of mechanical tension, i.e. σ0A, induced
by applied stress to a critical load, i.e. Pcr = βEI/L2, that induces the buckling of a
nanobeam. If the mechanical tension induced by applied tensile stress is comparable
to a critical load Pcr, then the resonance is signiﬁcantly ampliﬁed. On the other hand,
when a compressive stress is applied that is comparable to the critical load, the res-
onant frequency can be reduced considerably, which indicates that mechanical stress
(or strain) is an important control parameter to modulate the resonance of NEMS. This
hypothesis has been validated by recent experimental works,155,156 which show that
resonant frequency of a doubly-clamped nanobeam can be increased by application of
mechanical tension that affects the bending behavior.
2.2.2.2 Q-factors
Due to the importance of enhanced Q-factors for NEMS-based sensing applications,
and due to the reduction in NEMS Q-factors due to surface damping, gas damping,
clamping losses and thermoelastic damping, researchers have actively been looking for
methods in which the Q-factors of NEMS can be enhanced. For instance, researchers
at Cornell have had signiﬁcant success in using mechanical stress to tune and enhance
the Q-factors of NEMS made of various nano-materials. In these experiments, tensile
stress was applied to both silicon nitride and single crystal silicon NEMS resonators
by placing the NEMS resonators on a silicon wafer substrate.156,158 By bending and
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flexing the substrate, the researchers were able to induce controllable tensile stress in
the NEMS resonators. The effect of the tensile stress is that the Q-factor was able
to be tuned and increased by several hundred percent, while eliminating a significant
amount of the inherent clamping losses. Similarly, other researchers159 fabricated
A1N and SiC NEMS resonators on silicon substrates, then induced tensile strain in the
NEMS by utilizing the thermal expansion mismatch between the NEMS and substrate.
Q-factor enhancements of about one order of magnitude were reported for 50-250 nm
thick NEMS with strains of about 0.0026 %.
In addition to experiments, other researchers have performedMD simulations to in-
vestigate the effects of the application of mechanical strain on the Q-factors of NEMS
resonators. For example, Park and Kim have used classical MD simulations to study
how the Q-factors of metal nanowires could be tuned using tensile strain160. In doing
so, they found that the Q-factors of 2 nm cross section copper nanowires could be in-
creased by nearly an order of magnitude through the application of tension. To demon-
strate that tensile strain could be utilized for various nanomaterials, they also examined
the effects of strain on the Q-factors of monolayer graphene NEMS resonators.70 Sim-
ilar effects resulting in order of magnitude enhancements in the Q-factors of graphene
were also found as a result of the tension application.
2.3 Carbon nanotube resonators and graphene sheet
resonators
Atomistic simulations have been broadly employed to investigate the dynamics of
molecular structures ranging from nanomaterials161 to biological structures at atom-
istic scales.162,163 Here we focus on the atomistic simulations of nanoscale resonators;
of these, CNT and graphene-based nanoresonators have attracted the most attention.
Energy dissipation in oscillating CNTs has been investigated using classical MD
simulations for both single-walled (SW) CNTs136 andmulti-walled (MW) CNTs.136,164,165
Of these, Jiang et al.136 investigated the temperature dependence of Q-factor degrada-
tion in both free/fixed MWCNTs and SWCNTs, while other researchers164,165 mainly
focused on frictional effects on energy dissipation in MWCNTs.
It should be note that these works136,164,165 have focused exclusively on the effects
of intrinsic mechanisms, i.e. interlayer friction and temperature, while the extrinsic
mechanisms such as clamping and gas damping losses have been neglected. How-
ever, insights into the Q-degrading intrinsic mechanisms have been found. Specifically,
Jiang et al.136 found that the Q-factors of cantilevered CNTs degrade with increasing
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temperatures according to a 1/T 0.36 relationship. It is also found that the Q-factors of
MWCNTs at a given temperature can be nearly one order of magnitude lower than the
corresponding SWCNTs. Similar results regarding the deleterious effects of internal
friction between CNTs on the Q-factor were found by Guo et al.164 and Zhao et al.
165 Interestingly, a recent experimental study by Huttel et al.166 on SWCNT resonators
found the same relationship between Q-factor and temperature as did Jiang et al.,136
though it is worth noting that the experimental study was performed across a very small
range of low temperatures (20 mK to 1 K), while the boundary condition of the exper-
iment differed from the cantilever boundary condition used in the MD simulation. It
is also interesting that similar Q-factor dependence on temperature has been found for
non-CNT systems, i.e. GaAs/InGaP/GaAs167 and also single crystal silicon.168
Classical atomistic modeling has also been employed to investigate the Q-factors
of both mono- and multi- layer graphene NEMS resonators by Kim and Park.70 Kim
and Park have demonstrated that a key factor underlying the low Q-factors arises from
so-called edge effects in graphene, where because graphene is a purely 2Dmaterial, the
edge effects are analogous to surface effects on 3D nanostructures such as nanowires.
169,170 Specifically, the edge atoms of the graphene NEMS were found to oscillate at
different vibrational frequencies with the remainder of the graphene NEMS.70 Due
of this, the spurious edge modes were found in the simulations to quickly propagate
into the graphene NEMS, thereby leading to vibrational incoherency, mode mixing,
and a rapid loss in the Q-factors of graphene. Therefore, it has been determined that
experimentally synthesized free-standing graphene NEMS, which thus have two free
edges, are not optimal for high-Q graphene NEMS.
Kim et al.68 also examined the Q-factors of multilayer graphene NEMS resonators,
including both extrinsic effects and intrinsic effects (friction between the graphene
monolayers). Interestingly, it has been found that the quality of the attachment be-
tween the graphene NEMS and the substrate had a strong effect on the Q-factor, where
weaker attachment forces between the graphene NEMS and the substrate led to lower
Q-factors. Similarly, it was determined that effective friction between graphene lay-
ers increased with a decrease in the relatively weak non-bonded van der Waal’s in-
teractions that govern the interactions between adjacent graphene layers; this friction
between graphene layers also led to a significant loss in energy, and thus a lower Q-
factor.
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Chapter 3
The Fundamental Properties of
Quasi-two-dimensional Materials
3.1 Introduction
Q2D materials have attracted intensive research interest due to their many novel prop-
erties over the past decades. The size of the family of Q2D materials keeps expanding.
Currently the Q2D family contains the following materials: graphene, 2D honeycomb
silicon, layered transition metal dichalcogenides (MoS2, WS2, ...), hexagonal boron
nitride, BP and 2D ZnO.21 Graphene is the most well-known material among the Q2D
family of materials. Novoselov and Geim were awarded the Nobel prize in physics for
graphene in 2010.171
The investigations on graphene are extensive but not exhaustive.172 They are very
helpful to the whole Q2D family, because many experimental set ups (initially for
graphene) could be utilized to perform measurements for other materials in this family.
For instance, the mechanical properties of SLMoS2 have been successfully measured
using the same nanoindentation platform as graphene.173 In the theoretical commu-
nity, many methods or theorems, initially developed to research graphene, are also
applicable to other Q2D materials. Some of the extensions may turn out to be trivial
due to the common 2D nature of these materials. However, the extensions may also
bring about new findings as these Q2D materials exist different microscopic struc-
tures. For instance, the bending modulus of SLMoS2 could be derived using the sim-
ilar analytic method as that used for graphene even though the bending modulus of
SLMoS2 is around seven times larger than that of graphene, owing to its trilayer struc-
ture.174,175,176 Another example is BP, with the puckered microstructure, which leads
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Figure 3.1: Top view of the structure of SLMoS2. The red rhombus encloses the unit
cell. The lattice constant is 3.09 A˚ and the bond length is 2.39 A˚.
to a negative Poisson’s ratio in the out-of-plane direction.177
Thus, graphene attracted ongoing research interest from academic and applied
communities. Many review articles have been dedicated to graphene.171,178,179,180,181,182
In addition, more and more researchers have begun using the knowledge gained from
graphene to investigate possible applications of other Q2D materials. In particular,
MoS2 and BP have attracted considerable research interest. Many review articles have
been published on MoS2.183,184,185 BP also has a number of unique properties unavail-
able in other 2D crystal materials.23,24,25,26
In this chapter, we focus on the introduction and comparison of the following prop-
erties for MoS2, BP and graphene: the structure, interatomic potential, mechanical
properties, nanomechanical resonator and electronic band structure.
3.2 Molybdenum disulphide
3.2.1 Structure
Fig. 3.1 shows the top view of the SLMoS2 structure. SLMoS2 has a trilayer structure
with one Mo atomic layer sandwiched by two outer S atomic layers. The small yellow
balls represent the projection of the two outer S atomic layers onto the Mo atomic
layer. The point group for SLMoS2 is D3h. There are one Mo atom and two S atoms in
the unit cell. Using the SW potential,225 the lattice constant for the in-plane unit cell
can be obtained as 3.09 A˚ and the length of Mo-S bond is 2.39 A˚. They agree quite
well with the first-principles calculations226 and the experiments.227
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3.2.2 Interatomic potential
The atomic interaction is an important fundamental ingredient for numerical investi-
gation of almost all physical or mechanical processes. For example, the atomic inter-
action in MD simulations provides the retracting force for each atom in the Newton’s
equation. There are large number of available potential models for interatomic poten-
tial within different materials. For covalent materials, there have been some represen-
tative potential models, e.g. SW potential, Brenner potential, Tersoff potential, VFF
model and ab initio approaches.263 In the order of simulation cost, they should be VFF
model, SW potential, Tersoff potential, Brenner potential, and ab initio approaches.
All of these potentials (or approaches) can describe two dominant motion styles in
covalent materials, i.e., bond stretching and angle bending motions.263
VFF model is a linear model. It is suitable for analytic derivation of lots elastic
quantities, thus only limited computation cost is required for this model. As an impor-
tant advantage, the parameters of the VFF model can be determined with high accuracy
via fitting directly to some observable elastic quantities. As a result, this model was
very popular for covalent materials, especially before 1980s, when the CPU speed was
quite low. Consequently, VFF model has been well developed for most covalent ma-
terials. For example, the VFF model was proposed in 1975 for MoS2,227 1982 for BP,
264 and 1990 for graphene by Aizawa et al.192 These VFF models are useful to study
many elastic properties in these Q2D nanomaterials in recent years, especially during
the gold rush of graphene in the past decade.
Although VFF model is beneficial for the fastest numerical simulation, it has a
strong limitation, i.e., the absence of nonlinear effect. Owing to this limitation, VFF
model is not applicable for nonlinear phenomena, for which other potential models (in-
cluding SW potential, Tersoff potential, Brenner potential, and ab initio approaches)
with nonlinear components are required. Ab initio approach is quite accurate and ap-
plicable for nonlinear phenomena, however, it requires the most expensive simulation
cost, due to that the interatomic potential is treated as the summation of the Columb
interaction among all electrons. As a result, this approach desires the most expensive
simulation resources. Thus, ab initio approach normally cannot simulate more than
a few thousand atoms, which exists serious limitations to compare with experimental
studies.263
We have been aware that VFF model is the cheapest model in computation cost,
but it can only work for linear elastic properties. On the other hand, ab initio approach
can simulate almost all physical processes with high accuracy, but the most expen-
sive computation cost is required. Thus, the bridging between (VFF model and ab
initio approach) these two extreme cases is of practical significance, since lots of stud-
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ies prefer efficient simulations with reasonable accuracy for the nonlinear phenomena.
Until now, there have been several potential forms to fill this bridging domain, includ-
ing Tersoff potential,265,266,267,268,269,270 SW potential,225,271,272 and Brenner poten-
tial.127,273 All these potential forms are particularly suitable for MD simulations and
also comprise reasonable accurate nonlinear effects.
Among these potentials, SW potential, originally proposed by Stillinger and Weber
to describe the interaction in solid and liquid forms of silicon, is one of the simplest
potential models, with nonlinear effects included.271 An advanced feature of SW po-
tential is that it keeps the numerical simulation at a quite fast level, and simultaneously
includes the nonlinear effects. Thus, SW potential has been widely used in the numer-
ical simulation community.
For MoS2, the potentials of five computation levels discussed above can also be
used. First-principles calculations can be used for SLMoS2. In 2009, Liang et al. pa-
rameterized a bond-order potential for SLMoS2,79 which was based on the bond order
concept underlying the Brenner potential.127 This Brenner-like potential was further
modified to investigate the nanoindentations in SLMoS2 thin films using a molecular
statics method.228 Recently, Jiang225 has parameterized the SW potential for SLMoS2,
where potential parameters were fitted to the phonon spectrum. This potential could
be easily used in some of the popular simulation packages, such as the General Utility
Lattice Program (GULP)229 and the Large-Scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS).230 In 1975, Wakabayashi et al.227 developed a VFF model to
calculate the phonon spectrum in bulk MoS2. This linear model has been utilized to
examine the lattice dynamical properties of some MoS2 based materials.231,232
3.2.3 Mechanical properties
The mechanical properties for SLMoS2 have been extensively investigated.233 Here,
several of the basic mechanical properties, including the Young’s modulus, bending
modulus, yield stress and buckling phenomenon, will be discussed. These mechanical
properties are fundamental for the applications of the Q2D family materials in nano-
devices. Good mechanical stability is essential in nanoscale devices, since they are
sensitive to external perturbations because of their high surface to volume ratio.21
Young’s modulus. The Young’s modulus is given by E = E2D/h, where E2D is
the thickness independent effective Young’s modulus and h is the film thickness. The
effective Young’s modulus is discussed here. The thickness was chosen to be 6.09 A˚
for SLMoS2. This value is half of the lattice constant in the bulk MoS2. For SLMoS2,
nanoindentation experiments obtained an average value for the effective Young’s mod-
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ulus E2D of 120 ◦ 30 N ×m 1, measured by Cooper et al.,234 and 180 ◦ 60 N ×m 1
in the experiment by Bertolazzi et al..235 Recently, Liu et al. have performed similar
nanoindentation experiments on chemical vapor deposited SLMoS2, and obtained the
effective Young’s modulus of around 170 N×m 1.236 The nanoindentation set up has
also been used to investigate the Young’s modulus of thicker MoS2 ﬁlms.237 The effec-
tive Young’s modulus is theoretically predicted to be about 139.5 N×m 1 for SLMoS2,
based on the SW potential.225
Yield stress. Yield stress (σint , the maximum of the stress-strain curve) can also
be determined by the nanoindentation measurements. For SLMoS2, nanoindentation
experiments found that the yield stress was about 15◦ 3 N×m 1, determined by Berto-
lazzi et al.,235 and 16.5 N ×m 1, determined by Cooper et al.234,234 First-principles
calculations have predicted the yield stress to be 17.5 N×m 1 under a biaxial strain.238
While the work on yield stress is limited at the present stage, considerable attention
has been paid to the novel structure transition in SLMoS2.239,240 In this structure tran-
sition, the outer two S atomic layers are shifted relative to each other, leading to abrupt
changes in the electronic and phonon properties in SLMoS2. This structure transition
is the result of the trilayer conﬁguration of SLMoS2 and is not observed in graphene.
Bending modulus. The bending modulus of SLMoS2 was derived using the ana-
lytic approach, i.e., geometric approach with interactions described by the VFF model,
or the exponential Cauchy Born rule using the Brenner potential. The bending mod-
ulus was found to be about 9.61 eV, which is larger than that of graphene by a factor
of seven. Such larger bending modulus is mainly due to its trilayer atomic structure,
which leads to more interaction terms inhibiting the bending motion. The bending
modulus can be obtained in the following way:
D =
∂ 2W
∂k2
, (3.1)
with W as the bending energy density and k as the bending curvature. For SLMoS2,
the bending energy can be written as:241
D = ∑
q
∂ 2W
∂ r2q
(
∂ rq
∂k
)2+∑
q
∂ 2W
∂θ 2q
(
∂θq
∂k
)2, (3.2)
where θq and rq are the geometrical parameters in the empirical potential expressions.
This formula is substantially different from the bending modulus formula of graphene.
242 Speciﬁcally, the ﬁrst derivatives, ∂ rq∂k and
∂θq
∂k , are nonzero due to the trilayer struc-
ture of SLMoS2. As a result, the bending motion in SLMoS2 will be counteracted by
an increasing number of cross-plane interactions.
Buckling phenomenon. The buckling phenomenon can be a disaster for the elec-
tronic devices, but it can also be useful in some situations.204,205,206 Euler buckling
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theorem states that buckling critical strain can be obtained from the bending modulus
and the effective Young’s modulus through the following formula:
εc =
4π2D
E2DL2
, (3.3)
with L as the buckling length, depending on the length and boundary condition. For
SLMoS2, using E2D = 139.5 N×m 1 and D= 9.61 eV, described above, we can obtain
the explicit formula for the buckling critical strain as:
εc =
43.52
L2
, (3.4)
with the units of length (L) as A˚
3.2.4 Nanomechanical resonators
Nanoresonators based on Q2D materials are promising candidates for ultra-sensitive
mass detection and sensing due to their small masses and large surface areas.207,208,209,210
For sensing applications, it is important for the nanoresonator to exhibit a high Q-factor
due to that the sensitivity of a nanoresonator is inversely proportional to its Q-factor.
1 The Q-factor is a quantity that records the total number of oscillation cycles of the
resonator before its resonant oscillation decays considerably. As a result, a weaker
energy dissipation leads to a higher Q-factor.
For SLMoS2, the nanomechanical resonant behavior in SLMoS2245 and few-layer
MoS2246 has been demonstrated by two recent experiments. Castellanos-Gomez et al.
have found that the ﬁgure of merit, i.e., the frequency-Q-factor product is f0 ∗ Q≈ 2∗
109 Hz for SLMoS2.245 Lee et al. have found that few-layer MoS2 resonators exhibit a
high ﬁgure of merit of f0 ∗ Q≈ 2∗ 1010 Hz.246 Such high Q-factor of SLMoS2 can be
attributed to the energy band gap in the phonon dispersion of SLMoS2, which protects
the resonant oscillations from being scattered by thermal vibrations.247 As a result, it
has been predicted that the Q-factor of SLMoS2 nanoresonators will be higher than
that of the graphene nanoresonators by at least a factor of four.
Although it has been theoretically predicted that MoS2 should have better me-
chanical resonance behavior than graphene, experiments on MoS2 nanoresonators are
very limited. More measurements are necessary to examine their properties, such
as mass sensitivity. Furthermore, the sensor application of the nanoresonators de-
pends on the level of low frequency 1/ f noise, which is a limiting factor for the sen-
sor sensitivity, selectivity and communication applications for MoS2 nanoresonators.
248,249,250,251,252,253
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3.2.5 Electronic band structure
Electronic band structure is fundamental for the electronic processes, such as the tran-
sistor performance.21 In particular, the value of the electronic band gap determines
whether the material is a insulator (with large band gap), semiconductor (with moder-
ate band gap), or conductor (with zero band gap).
Electrons in SLMoS2 are normal fermions with parabolic energy dispersion, and
SLMoS2 is a semiconductor with a direct band gap above 1.8 eV.254,255,256 This ﬁ-
nite band gap endorses SLMoS2 to work as a transistor.257 The band gap in SLMoS2
can be modulated by strain engineering. First-principles calculations have predicted
a semiconductor-to-metal transition in SLMoS2 using tension or biaxial compression.
258 The experiment by Eknapakul et al. has shown that a uniaxial tensile mechan-
ical strain of 1.5% can produce a direct-to-indirect band gap transition.259 With the
increasing number of layers, the electronic band gap for few-layer MoS2 undergoes a
direct-to-indirect transition, and decreases to a value of 1.2 eV for bulk MoS2.260
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3.3.1 Structure
BP, a new 2D nanomaterial, is comprised of atomic layers of phosphorus stacked via
van der Waals forces.22 BP brings a number of unique properties unavailable in other
2D crystal materials. Fig. 3.237 shows the relaxed structure of SLBP with a dimension
of 17.69∗ 16.74 A˚ via plotting with XCRYSDEN.261 Fig. 3.2 (a) shows the perspec-
tive view that displays the puckered conﬁguration of SLBP. In this puckered structure,
each P atom is connected to three neighboring P atoms. There are two inequivalent P-P
bonds in the relaxed structure, i.e. r14 = 2.3827 A˚ and r12 = r13 = 2.4244 A˚, and also
two inequivalent bond angles θ214 = θ314 = 97.640o and θ213 = 98.213o. The blue
box in Fig. 3.2 (b) shows the unit cell with four P atoms. These two lattice constants
are a1 = 4.1319 A˚ and a2 = 3.6616 A˚. These structural parameters agree well with the
experimental values.262 The top view displayed in Fig. 3.2 (b) shows a honeycomb-
like lattice structure for SLBP. Note that two edges in the honeycomb are much shorter
than the other four edges. The Cartesian coordinates are set with the x-direction per-
pendicular to the pucker and y-direction parallel with the pucker.
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Figure 3.2: Optimized conﬁguration of SLBP.37 (a) Perspective view illustrates the
pucker along the y-direction. (b) Top view of top image shows a honeycomb-like
structure. The blue box represents the basic unit cell for SLBP.
3.3.2 Interatomic potential
SW potential is one of the simplest potential models, with nonlinear effects included.
271 An advanced feature of SW potential is that it keeps the numerical simulation
at a quite fast level, and simultaneously includes the nonlinear effects. Thus, SW
potential has been widely used in the numerical simulation community. SW potential
was originally proposed by Stillinger and Weber to describe the interaction in solid and
liquid forms of silicon, and it has also been used in other covalent materials such as
SLMoS2225 and SLBP.272 As a result, in the following work about SLBP, SW potential
is chosen to describe the interatomic potential.
3.3.3 Mechanical properties
Young’s modulus. Previous ﬁrst-principles calculations have shown that Young’s
modulus of SLBP is highly anisotropic and nonlinear owing to its Q2D puckered struc-
ture. More speciﬁcally, the in-plane Young’s modulus is 41.3 GPa (E2D = 21.9N×m 1)
26
3.3 Black phosphorus
in the direction perpendicular to the pucker (i.e., in the x direction in Fig. 3.237), while
106.4 GPa (E2D = 56.3 N×m 1) in the parallel direction (i.e., in the y direction Fig. 3.2
37), where E2D is the thickness independent effective Young’s modulus. It is calculated
by E2D = Eh, where the thickness of SLBP h = 5.29 A˚. Other ab initio calculations
have also shown that the effective Young’s modulus values for the armchair and zigzag
directions are 28.9 N×m 1 and 101.6 N×m 1 by Qiao et al,274 or 19.5 N×m 1 and
78.0 N×m 1 by Jiang et al.272 The ideal ultimate strains are 0.48 and 0.11 in the per-
pendicular and parallel directions, respectively.
The effective Young’s modulus E2D is thickness independent, as a result, it is a
proper quantity to compare SLBP with other layered Q2D materials. The effective
Young’s modulus 21.9 N×m 1 in the x direction and 56.3 N×m 1 in the y direction
are considerably smaller than that of SLMoS2, which is above 120.0 N×m 1.225,234,235
The values are also one order of magnitude smaller than that of single-layer graphene,
around 335.0 N×m 1.65,173,196
It should be note that Jiang275 has derived an analytic expression for the directional-
dependent Young’s modulus of SLBP. The Young’s modulus has the minimum value in
the armchair direction, but the maximum Young’s modulus is not in the zigzag direc-
tion. Instead, there is a third principal (TP) direction in SLBP, with a direction angle
φt p = 0.268π , along which the Young’s modulus is maximum.
Poisson’s ratio. The Poisson’s ratio, which is deﬁned as νxy =
εy
εx , characterizes
the resultant transverse strain in the y-direction for a material under longitudinal defor-
mation in the x-direction. Typically, the Poisson’s ratio is a positive number, and has
a value of about 0.3 for many engineering materials (e.g. steels). In uniconstant elas-
ticity theory,276 atoms are treated as point particles in a centrosymmetric lattice with
only longitudinal interactions.277 The tensorial elastic constants of anisotropic solids
are related to Cauchy relations, while Cauchy relations yield a constant value of 1/4
for the Poisson’s ratio in isotropic solids.
However, uniconstant elasticity theory has not been used for many decades, and
the main reason is that it was subsequently found that Poisson’s ratio is not a constant
value of 1/4 for all materials. Instead, in classical elasticity theory, which was found to
better represent the Poisson effect and Poisson’s ratio in solids, atoms are accounted for
both longitudinal and transverse interactions. The Poisson’s ratio in classical elasticity
theory depends on the ratio between the bulk modulus K and the shear modulus μ , e.g.
ν = 12(1 1/(
K
μ +
1
3)) for three-dimensional isotropic materials, and it is limited to the
range 0 < ν < 0.5 for three-dimensional isotropic materials within classical elasticity
theory.
First-principles calculations have investigated the Poisson’s ration of SLBP.177 It
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is found that the linear Poisson’s ratio is highly anisotropic in SLBP. More specifi-
cally, the linear Poisson’s ratios are 0.93 and 0.40, in the y direction and x direction,
respectively. It means that SLBP will contract (expand) in the other two lateral direc-
tions, when it is stretched (compressed) in the x or y direction. As a direct result of
the anisotropic puckered structure of SLBP, the linear Poisson’s ratio is negative, i.e.
ν = 0.027, in the out-of-plane direction (the z-direction) during its deformation in
the y direction. That means SLBP expands (contracts) in the z-direction when it is
stretched (compressed) in the y-direction. This occurs because that when the structure
is stretched in the y direction, it undergoes a large contraction along the x direction
due to the large value of νyx, leading to the decrease of inter-group angles such as ∠146
(as shown in Fig. 3.237). That is, the inter-group bond 1 4 will be aligned closer to
the z-axis, as a result, there is the expansion of the thickness in the z direction. Inter-
estingly, the pucker can also be regarded as two coupling hinges formed by the ∠546
and ∠214, which leads to a nanoscale version of the coupling hinge mechanism. The
negative Poisson’s ratio is thus closely related to the condition of ∠146 > 90o in BP.177
While the negative Poisson’s ration of BP in the z direction was discussed in detail
in previous study,177 this effect has been mentioned in other works, which applied
mechanical strains to BP. For instance, the negative Poisson’s ration has also been
observed during the investigation of strain effects on the electronic properties of SLBP
278 or the thermoelectric properties for bulk BP.279
3.3.4 Nanomechanical resonators
While most existing experiments have been focused on potential electronic applica-
tions of BP,27,28,29 a recent experiment showed that the resonant vibration response of
BPR can be achieved at a very high frequency.30 However, there have been no theoreti-
cal studies on the intrinsic dissipation in BPRs to-date. Very recently, Feng’s group has
examined the BPR experimentally.43 However, the experimental BPR samples should
have some unavoidable vacancy defects or oxidation.43 Furthermore, these defects can
have strong effects on the performance of resonant oscillation of the nanomechanical
resonators. An important task is thus to examine the effects of the vacancy defect and
oxidation on BPRs.
3.3.5 Electronic band structure
Recently, few-layer BP has been explored as an alternative electronic material to boron
nitride, graphene and the transition metal dichalcogenides for transistor applications.
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Figure 3.3: Top view of the structure of graphene. The red rhombus encloses the unit
cell. The lattice constant is a = 2.46 A˚ and the bond length is b = 1.42 A˚.
45,280,281 This is because BP has a direct bandgap that can be manipulated via mechani-
cal strain and thickness,39,45,282,283 and exhibits a large optical conductivity and a high
carrier mobility.45 Speciﬁcally, ﬁrst-principles calculations have shown that SLBP has
a band gap about 0.8 eV, and the band gap decreases with increasing thickness.23,45 It
has been shown that, comparing with the band gap of SLBP (0.75 eV), the small band
gap of bulk BP (0.19 eV) is partly because of the interlayer Van der Waals interaction
in BP. It should be note that, the band gap for SLBP can be manipulated by mechanical
strain in the direction normal to the BP plane, where a semiconductor-metal transition
was observed.24
3.4 Graphene
3.4.1 Structure and interatomic potential
As shown in Fig. 3.3, graphene has a honeycomb lattice structure with a D6h point
group. There are two inequivalent carbon atoms in the unit cell. These two carbon
atoms are reﬂected onto each other by the inverse symmetry operation from the D6h
point group. The lattice constant is a= 2.46 A˚ and the C-C bond length is b= a/ 3=
1.42 A˚.186
The interactions among the carbon atoms in graphene can be calculated using four
different computation cost levels. The ﬁrst-principles technique is the most expensive
approach to compute the interatomic potential. Many existing simulation packages
can be used for these calculations, including the freely available Spanish Initiative for
Electronic Simulations with Thousands of Atoms (SIESTA) package187 and the com-
mercial Vienna Ab-initio Simulation Package (VASP).188 To save computation cost,
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Brenner et al. have developed an empirical potential for carbon-based materials, in-
cluding graphene.127 The Brenner potential takes the form of the bond-order Tersoff
potential189 and is able to capture most of the linear properties and many of the non-
linear properties of graphene. For example, the Brenner potential can describe the
formation and breakage of the C-C bonds in graphene, providing a good description
for its structural, thermal and mechanical properties. The SW potential190,191 or the
Tersoff potential189 provides reasonable predictions for some of the linear and nonlin-
ear properties of graphene. These two empirical potentials are computationally faster
than Brenner potential since they have fewer parameters than Brenner potential. Fi-
nally, the linear part of the C-C bond interactions can be captured using VFF models,
192 whcih have the most inexpensive computation costs.
3.4.2 Mechanical properties
Young’s modulus. The mechanical properties for graphene have been extensively in-
vestigated.193,194,195 For Young’s modulus, the thickness was chosen to be 3.35 A˚,
which is half of the lattice constant in the bulk graphite. Nanoindentation experiments
measured the effective Young’s modulus of graphene to be around 335.0 N×m 1.173
This value could be reproduced using a simple method, in which the nonlinear inter-
actions are estimated from the Tersoff-Brenner potential.196
Yield stress. Lee et al. measured the yield stress to be 42◦ 4 N×m 1.173 Moreover,
the yield stresses obtained with the continuum elasticity theory were 44.4 N×m 1 using
the Brenner potential,197 and 42.4 N×m 1 using a tight-binding atomistic model.198
While the elasticity continuum simulation gave an isotropic value for the yield stress
in graphene, microscopic atomic models have predicted the yield stress to be chirality
dependent in graphene. First-principles calculations have predicted the yield stress to
be 36.9 N ×m 1 in the armchair direction and 40.5 N ×m 1 in the zigzag direction.
193 Molecular mechanics simulations provided a yield stress of 30.2 N ×m 1 in the
armchair direction and 36.9 N×m 1 in the zigzag direction in graphene.199 Both of the
two atomic models have shown that graphene has a smaller yield stress in the armchair
direction than in the zigzag direction. Note that here we retain the deﬁnition form
the previous reference,199 where the armchair direction is along the direction of the
carbon-carbon bonds.193
Bending modulus. Graphene is extremely soft in the out-of-plane direction, owing
to its one-atom-thick structure.200,201,202,203 Graphene is so soft that it has an extremely
small bending modulus, which can be explained by the well-known relationship in the
shell theorem, D = E2Dh2/(12(1 ν2)), with h as the thickness and ν as Poisson’s
ratio. The bending modulus has been derived analytically from two equivalent ap-
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proaches; it was 1.4 eV from the exponential Cauchy-Born rule using the Brenner
potential,175,176 and 1.17 eV using the geometric approach with the interactions de-
scribed by the VFF models.174 Note that these two approaches are equivalent to each
other and the difference in the bending modulus mainly comes from the different po-
tentials used in these two studies.21
Buckling phenomenon. For graphene, the values of E2D = 335.0 N ×m 1 and
D = 1.4 eV, described above, give the explicit formula for the buckling critical strain
as:
εc =
2.64
L2
, (3.5)
with the units of length (L) as A˚. For samples with the same lengths, the buckling
critical strain for SLMoS2 is about twenty times larger than that for graphene. That
means, it is difﬁcult to buckle SLMoS2 under external compression. This phenomenon
has been investigated with both phonon analysis and MD simulations.243,244
We have discussed the basic mechanical properties of graphene and SLMoS2.
Graphene has a larger Young’s modulus and yield stress, and is more ﬂexible than
SLMoS2. However, SLMoS2 has a higher bending modulus and does not buckle as
readily under external compression as graphene. Hence, in terms of the mechani-
cal properties, it should be more advantageous for SLMoS2 and graphene to be used
together in a heterostructure to mitigate the negative mechanical properties of each
constituent.
3.4.3 Nanomechanical resonators
For graphene nanoresonators, the Q-factor increases exponentially with decreasing
temperatures,211,212 T α . Zande et al.211 have found that the exponent α = 2.3◦ 0.1
for temperatures above 40 K, and α = 0.35◦ 0.05 for temperatures below 40 K. Chen
et al.212 have also observed a similar transition in the Q-factor. This continuous tran-
sition for the temperature dependence of the Q-factor is attributed to the diffusion of
adsorbs in the out-of-plane direction on the surface of the graphene layer.213,214 MD
simulations have also predicted a discontinuous transition in the Q-factor at the low
temperature of 7.0 K, which is caused by the in-plane diffusion of adsorbs on the
graphene surface.213 Graphene nanoresonators with very high Q-factors have been ob-
tained in the laboratory at very low temperatures. Bunch et al. observed a Q-factor of
9000 for a graphene nanoresonator at 10 K.211 Chen et al. also found that the Q-factor
increased with the decreasing temperature, reaching 104 at 5 K.212 Eichler et al. found
that the Q-factor reached 105 at 90 mK.215
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3.4.4 Electronic band structure
Graphene exists nice electronic properties.216 The electronic energy dispersion is lin-
ear near the Brillouin zone corner. The velocity of this Dirac fermion is at 1/300 the
speed of light.217,218 The Dirac fermion was found to be closely related to the mirror
plane symmetry in the AB-stacked few-layer graphene; i.e. Dirac fermions exist in
AB-stacked few-layer graphene with an odd number of layers, and the electronic spec-
trum becomes parabolic in AB-stacked few-layer graphene with an even number of
layers.219 Interestingly, Dirac fermions are present again in twisted bilayer graphene
220 due to the effective decoupling of the two graphene layers by the twisting defect;
i.e., the mirror plane symmetry is effectively recovered in the twisted bilayer graphene.
The Dirac cone at the Brillouin zone corner has a zero band gap in graphene, which
is mainly contributed by free pi electrons.221 For electronic devices, like transistors,
a finite band gap is desirable, and various techniques have been invented to open an
electronic band gap in graphene.21 The strain engineering has been used to generate
a finite band gap of 0.1 eV with a 24% uniaxial strain.222 Guinea et al. have applied
triangular symmetric strains to generate a band gap over 0.1 eV, which is observable at
room temperature.223 A finite band gap can also be opened by confining the graphene
structure in a nanoribbon form, where the band gap increases with decreasing rib-
bon width.224 Comparing with graphene, SLMoS2 possesses a finite band gap prior
to any gap-opening engineering. As a result, SLMoS2 may be more competitive than
graphene for applications in transistors, energy harvesting, optoelectronics, and other
nano-material fields.
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Self-actuated Breathing-like
Oscillation
4.1 Introduction
2D crystal materials have attracted lots of attention due to that, comparing with 1D
crystal materials, they are relatively easier for fabricating complex configurations.
Graphene is one of the most widely known and studied 2D crystal materials340 because
of its exceptional electronic, mechanical, and chemical properties.173,341,342 However,
pristine graphene is well-know without bandgap,217 a property that is essential for
many applications, including transistors. In contrast, MoS2 is a semiconductor with
a bulk bandgap above 1.2 eV,320 which can be further manipulated by reducing its
thickness to monolayer, 2D form, with a band gap of 1.8 eV.321 This finite bandgap
is a key reason for the excitement surrounding MoS2 as compared with graphene.322
Because of its direct bandgap and also its well-known properties as a lubricant, MoS2
has attracted considerable attention in recent years.323,324 For example, Radisavljevic
et al.325 demonstrated the application of SLMoS2 as a transistor, which has a large
mobility above 200 cm2V 1s 1. Several recent works have addressed the thermal
transport properties of SLMoS2 in both the ballistic and diffusive transport regimes.
80,326,327,328 For example, the thermal conductivity for the MoS2 nanoribbon is found
to be about 673.6 Wm 1K 1 in the armchair nanoribbon, and 841.1 Wm 1K 1 in the
zigzag nanoribbon at room temperature.347 Meanwhile, the mechanical properties of
the SLMoS2 recently have also been investigated experimentally.234,235,350
For theoretical investigations of SLMoS2, first-principles technique is the most ac-
curate approach, due to its ability to provide quantum mechanically-based predictions
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for various properties of SLMoS2. However, it is well-known that first principles tech-
niques cannot simulate more than around a few thousand atoms, which poses serious
limitations for comparisons with experimental studies, which typically occur on the
micrometer length scale. For such larger sizes, classical MD simulations are desirable,
which require interatomic potentials. Several atomic potentials have been proposed for
MoS2 and SLMoS2, including the VFF model,78 the Brenner-like atomic potential,79
and the SW atomic potential.80
Besides these atomic potentials, the CGmodel is another useful potential to support
simulations for even larger system sizes. The CG model simplifies the atomic system
by introducing CG beads, and the atomic interaction is replaced by CG potentials.
CG models have been used to simulate quasi-one-dimensional nanostructures.81,82,83
The CG model has also achieved great success in biophysics.84,85 We will present the
parametrization of the CG potential for SLMoS2 in this chapter.
Another topic of this chapter is about a particular type of resonant oscillation in the
folded MoS2. Very recently, two experimental groups have demonstrated the nanome-
chanical resonant behavior for SLMoS2 332 or few-layer MoS2.333 A recent work334
has also examined the intrinsic energy dissipation in MoS2 nanoresonators. While all
of these works on MoS2 nanoresonators are for planar MoS2 sheets, the folded MoS2
is an interesting structure with important van der Walls effects coming from the folding
configuration.
In this chapter, we parametrize two kinds of CG models to describe the properties
of SLMoS2, i.e. 2D CG model and 1D CG model.
2D CG model. For the 2D CG model, SW potential is used to describe the in-
terbead potentials. All SW geometrical parameters are determined according to the
equilibrium condition for each potential term, while the SW energy parameters are de-
rived analytically based on the VFF model. As an application sample, we investigate
the adsorption effects on the resonant frequency of the nanoresonator. We find that the
resonant frequency is insensitive to the adsorbed mass.
The uniqueness of our 2D CG model of SLMoS2 is twofold. First, it is a bottom-
up method, starting from the atomic structure of SLMoS2, and scalable to any orders
of CG levels. Therefore, such 2D CG model can be tailored to be suitable to simu-
late SLMoS2 systems of a wide range of length scales. Second, the hexagonal lattice
symmetry is maintained in all orders of CG levels. This feature maximizes the intrin-
sic similarity between the 2D CG model and atomic structure of SLMoS2, the key to
fidelity and precision of the CG simulations.
1D CG model. We further simplify SLMoS2 to 1D CG model, where all potential
parameters for the 1D CGmodel are determined analytically from the SW potential for
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the SLMoS2 atomic structure. As an application sample, we apply the 1D CG model
to investigate the breathing-like resonant oscillation in the folded SLMoS2. We find
that such resonant oscillation is self-actuated, as this breathing-like oscillation can be
actuated by intrinsic thermal vibrations without external actuation. Furthermore, we
disclose an interesting phenomenon that the resonant frequency for the breathing-like
oscillation is insensitive to adsorption effect, owing to the peculiar structure of the
folded SLMoS2.
The uniqueness of our 1D CG simulation is twofold. First, it can support simula-
tions for even larger system sizes to compare with the experimental studies. Second,
it is able to provide some nice analytic predictions for MoS2, though we ignore some
effects, such as Poisson’s ratio.
The outline of this chapter is as follows. In Sec. 4.2, the 2D CGmodel is parametrized.
Sec. 4.3 is dedicated to the development of 1D CG model. This chapter ends with brief
comparison of 2D CG model with 1D CG model in Sec. 4.4.
4.2 2D CG model development
Previous work353 has performed MD simulations for SLMoS2 using the SW potential
to investigate the mechanical properties. The atomic potential model is accurate, and
should can be used to simulate properties on macroscopic level. However, for SLMoS2
with such larger size, the atomic potential model should be computationally expensive.
To this aim, a 2D CGmodel is proposed. In our 2D CGmodel, the structure of SLMoS2
is simplified by CG beads, with the hexagonal lattice symmetry maintained, and the
parametrization of SW potential is based on VFF model.
This section is recognized as follows. In Sec. 4.2.1, the 2D CGmodel is parametrized
analytically from the atomic structure and the SW potential is parametrized based on
the VFF model. In Sec. 4.2.2, we use the 2D CG model to investigate the mechanical
properties and the adsorption effects on the resonant frequency. Sec. 4.2.3 presents a
simple conclusion.
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Figure 4.1: The top view of a bottom-up scalable 2D CG simulation scheme of
SLMoS2. Mapping from atomic SLMoS2 in (a), to 1st and 2nd order 2D CG mod-
els in (b) and (c), respectively. The hexagonal lattice symmetry is maintained in all
CG structures of any levels, and the positions of Moi beads and Si beads in the 2D
CG model are the same as Mo atoms and S atoms, respectively, in the original atomic
SLMoS2. Note that the 2D CG model is applied to “in-plane” (projection of all atoms
onto one plane) only, with out-of-plane direction unchanged.
4.2.1 Parametrization of SW potential of 2D CG model based on
VFF model
4.2.1.1 2D CG model
There are three major ingredients in the 2D CG model; i.e., bead structure, bead mass
and inter-bead potential.
Bead structure
Fig. 4.1 shows the representations of the first two orders CG structures. As shown
in Fig. 4.1 (a), three Mo1 beads and three S1 beads, as the apexes of the hexagonal
lattice (black lines), represent all the atoms (Mo and S) within the hexagonal lattice in
the atomic structure. More specifically, three Mo1 beads represent all Mo atoms within
the hexagonal lattice and three S1 beads represent all S atoms. It means that one Mo1
bead and one S1 bead represent 16 Mo atoms and 16 S atoms, respectively. The side
length of the hexagonal e1 corresponds to the projection length of Mo1-S1 bond, i.e.
7.2 A˚, 4 times as the projection length of the original Mo-S bond e0 (1.8 A˚). Similarly,
Fig. 4.1 (b) shows one Mo2 bead represents 16 Mo1 beads and one S2 bead represents
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Figure 4.2: Conﬁguration of ith order 2D CG model. There are total four kinds bonds;
i.e., one kind real bond (ξ0i) and three kinds virtual bonds (ξθi , ξψi and ξφi). The x-axis
is in the armchair direction, and the y-axis is in the zigzag direction.
16 S1 beads, with e2 = 42e0. Such a CG procedure can be scaled up recursively (i.e.,
Fig. 4.1 (c)) to any higher order, while the hexagonal lattice symmetry is maintained
in all the CG structures of any level, with
ei = 4ie0. (4.1)
According to the geometric relationship between the 2D CG structure and the
SLMoS2 atomic structure, we can get some geometric parameters for the 2D CG
model. As shown in Fig. 4.2, all Moi beads are on the same plane. Beads Si1 , Si3 ,
and Si5 are on the same layer, and the other three Si beads are on the other layer. We
denote Si beads sitting in the two planes as S◦i . The Moi layer is sandwiched by two
Si layers. The space between the two Si layers is
2di = 2d0 = 2∗ 1.558A˚, (4.2)
as a constant for all orders of 2D CG model. The distance between two ﬁrst-nearest-
neighbor Moi and Si beads is
bi =
√
e2i +d
2
i . (4.3)
There are three types of bond angles, i.e., θi = ∠Si3Moi3Si5, ψi = ∠Si1Moi3Si2 and
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Table 4.1: Structure parameters for atomic SLMoS2 (i.e. 0th order225) and 1st order
2D CG model.
order di(A˚) bi(A˚) ei(A˚) θi(o) ψi(o) φi(o)
0 1.558 2.38 1.80 81.787 81.787 81.787
1st 1.558 7.367 7.20 115.652 24.4198 115.652
φi = ∠Moi3Si5Moi2. According to the geometric relationship, we have
θi = φi = 2∗ arcsin(
3
2 ei√
e2i +d
2
i
), (4.4)
and
ψi = 2∗ arctan(diei ). (4.5)
Table. 4.1 lists the structure parameters for atomic SLMoS2 and the 1st order 2D
CG model.
Mass of beads
As shown in Fig. 4.1, one Moi bead in the ith order 2D CG model represents 16i
Mo atoms in the SLMoS2 atomic structure, and similarly, one Si bead represents 16i
S atoms in the atomic MoS2. As a result, the masses of Moi bead and Si bead in the
ith order 2D CG model are mMoi = 16
i ∗ mMo0 and mSi = 16i ∗ mS0 , respectively, with
mMo0 and mS0 as the masses of Mo and S atoms, respectively.
Inter-bead potential
In the 2D CG model, the bending energy with respect to the variation of angles
is equivalent to the stretching energy corresponding to the variation of virtual bonds.
More speciﬁcally, as shown in Fig. 4.2, the bending energy associating with the vari-
ation of angles θi, ψi and φi is equivalent to the stretching energy with respect to the
variation of virtual bonds ξθi , ξψi and ξφi , respectively. As a result, there are two major
interactions among beads,
V = VL+Vweak, (4.6)
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where VL is the potential that captures a variation in the inter-bead distance ξ and
Vweak is the non-bonded van der Walls interaction. The detailed expressions for these
two potentials are demonstrated in the following.
(1). The stretching energy is,
VL =
1
2
Kξ ( ξ )2, (4.7)
where Kξ is the 2D CG parameter corresponding to bond stretching, which will be
determined in the next subsection.  ξ is the variation in the inter-bead distance. In
the 2D CG model, there are one kind real bond (ξ0i) and three kinds virtual bonds (ξθi ,
ξψi and ξφi), as shown in Fig. 4.2. The total stretching energy in the 2D CG model is
the collection of the stretching energy of the four kinds bonds.
(2). The weak non-bonding van der Walls interaction between two beads is de-
scribed by the following LJ potential,
VLJ = 4ε[(
σ
r
)12 (
σ
r
)6], (4.8)
where ε is the energy parameter describing the well depth of the potential, and σ is
a length parameter corresponding to the zero potential distance. The total weak non-
bonding energy in the CG bead model can be calculated by summarizing LJ potential
between all bead pairs in the 2D CG model.
4.2.1.2 Parametrization of SW potential
We have presented some general potential information for our 2D CG model in the
previous subsection and will determine all the potential parameters in the following.
Tensile parameter
There are total four tensile parameters, i.e., Kiξ0 , associated with the real bond ξ0i;
Kiξθ , with respect to virtual bond ξθi; K
i
ξψ and K
i
ξφ
are corresponding to virtual bonds
ξψi and ξφi , respectively, as shown in Fig. 4.2.
As an important requirement of the 2D CG model development, the 2D CG model
should have the same tensile properties as the original atomic SLMoS2 structure. That
means the stretching energy in both systems should be the same if these two systems
are deformed by the same amount of strain (ε) (expand, with no change for the angle
energy). We will derive all 2D CG tensile parameters in the following.
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We consider Kiξ0 ﬁrstly. We assume the number of bonds ξ0i in the ith order 2D CG
model is NN. One bond ξ0i represents 16i ξ00 in the atomic SLMoS2.
The total strain energy stored in the deformed original atomic SLMoS2 by strain ε
is
V 0ξ0 = 16
i ∗ NN ∗ 1
2
K0ξ0(ε ∗ b0)
2. (4.9)
The strain energy in the deformed ith order 2D CG model by strain ε is
V iξ0 = NN ∗
1
2
Kiξ0(ε ∗ bi)
2. (4.10)
By equating the stretching energy in the atomic SLMoS2 and the ith order 2D CG
model, we have the analytic expression for the stretching parameter in the ith order 2D
CG model,
Kiξ0 =
16iK0ξ0(b0)
2
b2i
. (4.11)
Similarly, we can obtain
Kiξθ = K
0
ξθ , (4.12)
Kiξφ = K
0
ξφ
(4.13)
and
Kiξψ = 16
i ∗ K0ξψ . (4.14)
However, K0ξ0 , K
0
ξθ
, K0ξφ and K
0
ξψ are all unknown. Following we will determine all
these values based on VFF model.
The VFF model227 for atomic SLMoS2 is able to describe the phonon spectrum
and the sound velocity accurately. Table. 4.2 lists the ﬁrst four leading force constants
for SLMoS2, neglecting other weak interaction terms. The bond stretching term is
V 0ξ0 =
1
2K
0
ξ0
( ξ00)2, with  ξ00 as the length variation of Mo-S bond (eg. Mo03 -S01).
The angle bending terms are V 0θ =
1
2K
0
θb
2
0( θ0)2 for the variation  θ0 of angle θ0
(i.e. ∠S+0 Mo0S+0 or ∠S0 Mo0S0 ), V 0ψ = 12K0ψb20( ψ0)2 for the variation  ψ0 of angle
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Table 4.2: The VFF model parameters227 for atomic SLMoS2.
K0ξ0(
eV
A˚2
) K0θ (
eV
A˚2
) K0ψ(
eV
A˚2
) K0φ (
eV
A˚2
)
8.640 0.937 0.862 1.18
ψ0 (i.e. ∠S+0 Mo0S0 ) and V 0φ = 12K0φb20( φ)2 for the variation  φ0 of angle φ0 (i.e.
Mo0S0Mo0).
The tensile parameters (K0ξθ , K
0
ξφ
and K0ξψ ), associated with the virtual bonds (ξθ0 ,
ξψ0 and ξφ0), are determined by equating the bending potential to the tensile potential.
Take K0ξθ for example, the bending energy with respect to the angle variation of
angle θ0 is,
V 0θ =
1
2
K0θb
2
0( θ0)2. (4.15)
This bending behavior can be equated to the tensile behavior, associated with vir-
tual bond ξθ0 , and the equivalent tensile potential is,
V 0ξθ =
1
2
K0ξθ ( ξθ0)
2. (4.16)
By equating the bending potential and the equivalent tensile potential, we obtain
the analytic expression for the tensile parameter K0ξθ in the atomic SLMoS2,
K0ξθ =
K0θ3e
2
0
b20(sin(θ0))2
. (4.17)
Similarly, we have
K0ξψ =
K0ψ ∗ 4d20
b20(sin(ψ0))2
, (4.18)
and
K0ξφ =
K0φ3e
2
0
b20(sin(φ0))2
. (4.19)
Now, all the tensile parameters are known already. Table. 4.3 lists tensile parame-
ters for the atomic SLMoS2 and the 1st order 2D CG model.
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Table 4.3: Tensile parameters for the atomic SLMoS2 and the 1st order 2D CG model.
order Kiξ0(
eV
A˚2
) Kiξθ (
eV
A˚2
) Kiξψ (
eV
A˚2
) Kiξφ (
eV
A˚2
)
0 8.640 1.641 1.508 2.067
1st 14.43 1.641 24.134 2.067
LJ parameters
In the 2D CG model for SLMoS2, the van der Walls interaction exists between
all bead pairs. For two CG beads from the same 2D CG model layer, the interaction
is dominated by the stretching energy, so the weak van der Walls interaction can be
ignored. For two beads from two different 2D CG model layers, the van der Walls
potential is the only interaction, and dominates the inter-layer coupling between two
layers for the 2D CG model. We thus determine the LJ parameters in the 2D CG model
by considering the van der Walls interaction between two neighboring CG layers.
As shown in Fig.4.3 (a), the most stable conﬁguration for two neighboring CG
layers is analogous to atomic bilayer MoS2, in which one type (S or Mo) of atom
in the top layer is on top of another type of atom in the bottom layer. The length
parameter σ in the LJ potential is determined by keeping the equilibrium distance
 D between two CG layers the same as the interlayer equilibrium space between two
atomic MoS2 layers. The LJ interaction is the dominant inter-layer potential, so the
distance between two inter-layer ﬁrst-nearest-neighboring beads actually corresponds
to the minimum energy distance, 2
1
6 σ . Speciﬁcally, as shown in Fig. 4.3 (b), every S+i
bead in the bottom CG layer interacts with 3 ﬁrst-nearest-neighboring Si beads in the
top CG layer via van der Walls, and the distance should be 2
1
6 σ .
According to geometric relationship, we have
σ = 2
1
6
√
( D 2d0)2+(ei2 )
2+(
3ei
2
)2, (4.20)
with  D = 6.17A˚.353
The other parameter in the LJ potential in the 2D CG model is the energy parameter
ε . The energy parameter is determined by equating the cohesive energy between two
neighboring CG layers and the cohesive energy between two atomic MoS2 layers. In
our previous work,353 we have obtained the cohesive energy for two atomic MoS2
layers as A ∗ Ec, where A = 27.0A˚ ∗ 28.0A˚ is the area of the MoS2 layer and Ec =
14.44meV
A˚2
is the cohesive energy density for the atomic MoS2.
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Figure 4.3: Two neighboring CG layers with the side view in (a) and perspective view
in (b).
Two neighboring CG layers are interacted by Si beads in two different CG layers.
It is assumed that the inter-layer coupling in the 2D CG model is contributed by LJ
potential between two ﬁrst-nearest-neighboring Si beads. That means every Si bead
in the top CG layer interacts with 3 S+i beads in the bottom layer. Under this approxi-
mation, the cohesive energy between the two neighboring CG layers is 3Mε , where M
is the number of Si beads in the top CG layer.
As a result, the energy parameter ε for ith 2D CG model can be obtained as
ε =
A∗ Ec
3M
= 40.43∗ 16i, (4.21)
with M = 9016i , where 90 is the number of S atoms in the top layer of atomic bilayer
MoS2 with area A.
Parametrization of SW potential based on VFF model
The SW potential form keeps unchanged for different materials, but all parameters
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need to be determined properly. Jiang263 has proposed to parametrize the SW potential
for covalent materials starting from the VFF model, and applied the parametrization
procedure to develop the SW potential for atomic SLMoS2 and BP. We will use this
procedure to develop the SW potential for the 2D CG model in the following.
The two-body potential expression is
V2 = εA(Bσ pr pi j σ
qr qi j )e
[σ(ri j ασ) 1]. (4.22)
The cut-offs ασ = 1.327bi is geometrically determined by the CG structure. There are
two unknown geometrical parameters, i.e. σ and B, and one energy parameter A.
First of all, it is reasonable to require that all bonds are at their equilibrium lengths
in the equilibrium conﬁguration. That is, we have the equilibrium condition, ∂V2∂ ri j \ri j=bi=
0 for each bond. Thus we obtain the following constraint for parameters σ and B inV2,
B =
b5i
σ4bi+4σ3(bi ασ)2
. (4.23)
where bi is the equilibrium bond length. In other words, Eq. (4.23) ensures that, in the
equilibrium conﬁguration, the bond has an equilibrium length of bi and the interaction
V2 for this bond is at the energy minimum state.
The energy parameter A in the SW potential can be derived from the VFF model,
by equating the force constants from SW potential and the force constants in the VFF
model. More speciﬁcally, we have ∂
2V2
∂ r2i j
\ri j=bi=Kξ at the equilibrium structure, leading
to,
A =
Kξ
βe[σ/(bi ασ)]
, (4.24)
where the coefﬁcient β in Eq. (4.24) is,
β = [
σ
(bi ασ)2
]2(Bσ4/b4i 1) (4.25)
+ [
2σ
(bi ασ)3
](Bσ4/b4i 1)
+ [
σ
(bi ασ)2
](8Bσ4/b5i )
+ (20Bσ4/b6i ).
As a result, the energy parameter A in the SW potential is analytically related to
the energy parameters in the VFF model.
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Table 4.4: SW potential parameters for the 0th order 2D CG model for SLMoS2 (i.e.
atomic SLMoS2) used by LAMMPS.230 The two-body potential expression is V2 =
εA(Bσ pr pi j σ
qr qi j )e
[σ(ri j ασ) 1]. The three-body potential in the 2D CG model is
equated to two-body potential. Parameters λ and cosθ0 are set to 0 due to that they
are used only for three-body interactions. The quantity tol in the last column is a
controlling parameter in LAMMPS.
ε(eV) σ (A˚) α λ γ cosθ0 A B p q tol
S+0 Mo0 Mo0 1.000 1.255 2.518 0.000 1.000 0.000 6.922 7.156 4 0 0.0
S0 S
+
0 S
+
0 1.000 1.642 2.518 0.000 1.000 0.000 2.252 7.156 4 0 0.0
S+0 S
+
0 S
+
0 1.000 1.643 2.518 0.000 1.000 0.000 2.257 7.156 4 0 0.0
Mo0 Mo0 Mo0 1.000 1.643 2.518 0.000 1.000 0.000 2.076 7.156 4 0 0.0
Table 4.5: SW potential parameters for the 1st order 2D CG model for SLMoS2 used
by LAMMPS.230
ε(eV) σ (A˚) α λ γ cosθ0 A B p q tol
S+1 Mo1 Mo1 1.000 3.882 2.518 0.000 1.000 0.000 110.760 7.156 4 0 0.0
S1 S
+
1 S
+
1 1.000 1.642 2.518 0.000 1.000 0.000 36.028 7.156 4 0 0.0
S+1 S
+
1 S
+
1 1.000 6.572 2.518 0.000 1.000 0.000 36.107 7.156 4 0 0.0
Mo1 Mo1 Mo1 1.000 6.572 2.518 0.000 1.000 0.000 33.217 7.156 4 0 0.0
Previous research263 has shown that parameter B can not be determined by the
linear VFF model, while B corresponds to the nonlinear mechanical behavior. In other
words, parameter B has no effect on linear properties. Parameter B is then fixed using
the nonlinear quantity as B= 0.552b4i .
263 In this way, we have analytically determined
all the SW potential parameters uniquely. Table. 4.4 and 4.5 list the SW potential
parameters for 0th and 1st order 2D CG models for SLMoS2. Note that the three-body
potential in the 2D CG model is equated to two-body potential as discussed previous.
Note that there are three advantages for the SW potential development in this
method. First, such SW potential fully inherits the accuracy of the VFF model, and
then it can provide accurate description for the linear properties, which can be accu-
rately described by the VFF model. Second, as shown by Eq.4.23, the equilibrium
structure has been prebuilt-in during the derivation, thus such SW potential provides
accurate relaxed configuration intrinsically. Third, this SW potential includes nonlin-
ear effects through the nonlinear form of two-body term as shown in Eq.4.22, so the
SW potential is able to provide the nonlinear properties.
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4.2.2 Application
We have presented the development of our 2D CG model for SLMoS2 in the previ-
ous subsection. The rest of this section is devoted to the application of this 2D CG
model. We ﬁrstly investigate the mechanical properties of SLMoS2 to verify the ac-
curacy of the SW potential, especially equating the three-body bending potential to
two-body tensile potential via virtual bonds, and then study the adsorption effects on
the resonant frequency. The publicly available LAMMPS package230 is used to per-
form the following simulations. Note that the choice of a proper order of 2D CG model
is global-size dependent in the sense that, on one hand, the CG beads should be small
enough to capture the ﬁne features, and on the other hand, large enough to reduce the
computational cost.
4.2.2.1 Elastic properties for SLMoS2
To calculate the elastic properties of SLMoS2, including the in-plane Young’s mod-
ulus and the Poisson’s ratio, we perform MD simulations to stretch a SLMoS2 with
a dimension of 35.0 ∗ 35.0 A˚. The interaction is described by the SW potential for
0th order 2D CG model (i.e. atomic SLMoS2), as shown in Table. 4.4. The relaxed
SLMoS2 is deformed in the armchair direction, while the structure is allowed to relax
to keep a free stress in the zigzag direction.
The stress-strain curve is shown in Fig. 4.4. We note some phase transitions at
strain about 0.2, which has been discussed in previous studies.80 Through the deﬁni-
tion, the Young’s modulus of the SLMoS2 is extracted using the stress-strain curve in
the linear deformation regime with strain less than 0.07. We obtain the Young’s mod-
ulus E = 150 GPa, which agree well with previous result,353 where the original SW
potential developed by Jiang is applied to describe the atomic interaction.263
Fig. 4.5 shows the stretching in the armchair direction versus the contraction in
the zigzag direction. The Poisson’s ratio can be obtained through its deﬁnition, ν =
∂εzig
∂εarm . The obtained Poisson’s ratio is ν = 0.36, which is very close to the value 0.35
in the previous work,353 where the original SW potential263 is used.
4.2.2.2 Adsorption effects on resonant frequency.
For SLMoS2 with large size, some external molecules or atoms are unavoidable to
adsorb on the surface. Adsorption can induce considerably effects on the frequency of
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Figure 4.4: Stress versus strain (The dimension of SLMoS2 is 35∗ 35 A˚).
the nanoresonators. Previous research71 has shown that adsorbation can signiﬁcantly
reduce the resonant frequency of the graphene nanoresonators.
To investigate the adsorption effects on the resonant frequency of the nanores-
onator, an external bead is randomly attached to the 2D CG model of SLMoS2. The
1st order 2D CG model sample in the following simulations has dimensions (Lx, Ly) =
(120, 120) A˚, with 270 beads composed. The beads at the +x and x end of the CG
sample are ﬁxed, and the periodic boundary conditions are applied in the y direction.
The interactions between Si and Moi beads are described by SW potential, as shown in
Table. 4.5. The adsorption of this attached bead is described by the stretching interac-
tion with three nearest-neighboring beads in the 2D CG model. The stretching strength
is captured by the stretching parameter KaL . The standard Newton equations of motion
are integrated in time using the velocity Verlet algorithm with a time step of 1 fs.
The simulations are performed as follows. First, the Nose´-Hoover284,285 thermostat
is applied to thermalize the entire system to a constant temperature within the NPT (i.e.,
the particles number N, the pressure P and the temperature T of the system are constant)
ensemble, which is run for 200 ps. The resonant oscillation is then actuated by adding
a sine-shaped velocity distribution, v0 sin(πx j/L), to the system. In all simulations, the
velocity amplitude v0 = 2.5 A˚/ps is applied. After the actuation, the system is allowed
to oscillate freely within the NVE (i.e., the particles number N, the volume V and the
energy E of the system are constant) ensemble for 219 MD steps, and the oscillation
energy from the NVE ensemble is recorded to analyze the resonant frequency of the
nanomechanical resonator.
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Figure 4.5: Strain y - strain x curve.
During the free vibration periods, the energy in the resonator switches between po-
tential energy and kinetic energy. The frequency of resonant oscillation is f , so the
frequency of the switching is 2 f . Fig. 4.6 shows the resonant peak that is obtained by
taking a Fourier transformation of the time history of the kinetic energy; the resonant
peak is used to extract the resonant frequency f = 108.8 GHz of the pure CG nanores-
onator at 300 K. Fig. 4.7 illustrates the adsorption effects on the resonant frequency
of the oscillation in the 2D CG model. We consider three adsorption strengths, i.e.
KaL = 1.0K
0
ξ0
, 0.1K0ξ0 and 0.01K
0
ξ0
. We find that there is no significant frequency shift
induced by the adsorption, and the frequency is insensitive to the adsorbed mass.
The stable resonant frequency may be due to the fact that the mass of the external
bead is negligible comparing with the whole large oscillation system, and then it is
difficult for the adsorbed mass to have an overall effect on the oscillation, which is es-
sentially a kind of global motion. That means the symmetry of the actuated oscillation
is not affected obviously, which has been found to strongly affect the characteristic
parameters of graphene nanomechanical resonators.57
4.2.3 Conclusion
We parametrize a 2D CG model of SLMoS2 with SW potential. All SW geometrical
parameters are determined analytically from the equilibrium condition for each poten-
tial term, while the SW energy parameters are derived analytically based on the VFF
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Figure 4.6: Fourier transformation.
model. We verify the accuracy of 2D CGmodel via mechanical properties of SLMoS2.
Furthermore, we investigate the adsorption effects on the resonant frequency. We find
that the resonant frequency of the 2D CG nanoresonator is insensitive to the adsorbed
mass.
4.3 1D CG model development
We have presented the 2D CG model of SLMoS2 in the previous section. In order
to further simplify the SLMoS2, we will propose the 1D CG model in the following
section. More specifically, in Sec. 4.3.1, we perform two kinds of MD simulations
for MoS2 to compute fundamental mechanical parameters of MoS2 based on the SW
atomic potential, including adhesion and elastic properties. In Sec. 4.3.2, a simple
1D CG model is parametrized analytically from the atomic structure. Sec. 4.3.3 is
dedicated to the application of the 1D CG model to investigate the breathing-like res-
onant oscillation in the folded SLMoS2. This section ends with a brief conclusion in
Sec. 4.3.4.
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Figure 4.7: Adsorption effects on the resonant frequency.
4.3.1 Atomic simulation for MoS2
Atoms in SLMoS2 are mainly covalently bonded, with a Mo atomic layer sandwiched
by two S atomic layers. Each Mo atom is surrounded by six S atoms, while each S
atom is bonded to three Mo atoms. These covalent interactions can be described by the
SW potential with ﬁve potential terms.80
We ﬁrst perform MD simulations for the MoS2, where the SW potential is used
to describe the atomic interaction. The SW potential is a microscopic model, and is
generally more accurate than the 1D CG model. We thus use the SW potential to
compute mechanical properties for MoS2, which will be used to determine the 1D CG
potential parameters. More speciﬁcally, we calculate the interlayer space, the cohesive
energy, the Young’s modulus, and the Poisson’s ratio for MoS2.
4.3.1.1 Coherent energy for bilayer MoS2
We calculate the cohesive energy for theMoS2, i.e., the potential energy that is required
to separate two coupling MoS2 layers. Fig. 4.8 shows the conﬁguration of two inter-
acting MoS2 layers with the dimensions 32∗ 32 A˚. Two MoS2 layers interact through
the van der Walls interaction between neighboring S atoms from different MoS2 lay-
ers. The van der Walls interaction is described by the Lennard-Jones potential with
εsw = 0.00693 eV, σsw = 3.13 A˚.335
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Figure 4.8: Structure for the bilayer MoS2 with dimensions of 32∗ 32 A˚, from the top
view in the top panel, and from the side view in the bottom panel.
Two AB-stacking MoS2 layers are relaxed to energy minimum conﬁguration by
the conjugate gradient method using LAMMPS.230 The equilibrium interlayer space
is ΔD= 6.17 A˚. The minimum interlayer potential energy is V0. We then calculate the
interlayer potential for the bilayer MoS2 at different interlayer space values. Fig. 4.9
shows the obtained interlayer potential with respect to the minimum interlayer po-
tential V0. The x-axis in the ﬁgure is the space variation with reference to the equi-
librium interlayer space ΔD. In the limit of dz ∈ ∞, we get the cohesive energy of
20.2 meV/atom, which is the work to be done if one separates the two interacting
MoS2 layers. This quantity can be used to extract the cohesive energy density for the
MoS2 as 14.44 meV/A˚2.
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Figure 4.9: The relative interlayer potential for the bilayer MoS2 with respect to differ-
ent interlayer spacings dz. For dz = 0, the interlayer space is at the equilibrium value
of 6.17 A˚. The cohesive energy is around 20.2 meV/atom, which is the energy required
to depart two coupling MoS2 layers.
4.3.1.2 Elastic properties for SLMoS2
To calculate the in-plane Young’s modulus and the Poisson’s ratio for the SLMoS2, we
perform molecular mechanics simulations to stretch a SLMoS2 with the dimensions
35.0 ∗ 35.0 A˚. The SLMoS2 is relaxed to its energy minimum conﬁguration. The
relaxed SLMoS2 is deformed in the armchair direction, while the structure is allowed
to relax to keep a free stress in the zigzag direction.
Fig. 4.10 shows the stress-strain curve for the deformation process. The calculated
stress is actually a volume density quantity. The SLMoS2 is a Q2D structure, with
some arbitrariness in its thickness deﬁnition. We have used the equilibrium interlayer
space ΔD = 6.17 A˚ as the thickness of the SLMoS2. We note some phase transitions
at strain around 0.2 in Fig. 4.10, which has been discussed in previous studies.80 The
stress-strain curve in the linear deformation regime with strain less than 0.08 is used
to extract the Young’s modulus of the SLMoS2 through its deﬁnition. The obtained
Young’s modulus is E = 124.58 GPa. This Young’s modulus value is comparable with
existing experimental values, which are actually quite divergent.329,330,331
During the stretching of the SLMoS2 in the armchair direction, the structure con-
tracts in the lateral zigzag direction due to Poisson’s effect. Fig. 4.11 shows the con-
traction in the zigzag direction versus the stretching in the armchair direction. The
Poisson’s ratio can be obtained through its deﬁnition, ν = ∂εzig∂εarm . The obtained Pois-
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Figure 4.10: Stress versus strain. SLMoS2 dimensions: 35∗ 35 A˚.
Table 4.6: Quantities from molecular mechanics simulations using the SW potential.
E (GPa) ν Ec
(
meV
A˚2
)
ΔD (A˚)
124.58 0.35 14.44 6.17
son’s ratio is ν = 0.35.
Table. 4.6 summarizes all quantities that have been obtained from the above molec-
ular mechanics simulations based on the SW atomic potential. These quantities will
be used to determine the 1D CG model in the following.
4.3.2 Parametrization of 1D CG model
In the above, we have illustrated molecular mechanics simulations for MoS2 using
the SW potential to describe the interaction between microscopic atoms. The atomic
potential model is accurate, in the sense that it provides microscopic interaction infor-
mation, which can be used to simulate mechanical properties on macroscopic level.
However, the atomic potential model will be computationally expensive for very large
pieces of MoS2, or hybrid MoS2 materials. Furthermore, the atomic conﬁguration of
MoS2 is too complicate for some analytic studies. To address this, a 1D CG model can
be helpful. In the 1D CG model, the structure of SLMoS2 is simpliﬁed by some CG
beads, and the inter-bead potential is quite suitable for analytic derivations. We note
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Figure 4.11: Strain y - strain x curve.
that the Poisson’s effect is ignored in this 1D CG model, which will result in some
small systematic errors for the mechanical properties of SLMoS2.
4.3.2.1 1D CG model
There are two major ingredients in the 1D CG model; i.e., the bead structure and the
inter-bead potential. Fig. 4.12 illustrates how to simplify the 2D atomic structure of
SLMoS2 using a 1D CG bead chain. This type of substitution ignores the Poisson’s
effect in the other dimension. Hence this 1D CG model is applicable for physical
phenomena where the Poisson’s effect is not important, such as the folding of MoS2.
The mass of each bead is mCG, and the distance between two neighboring beads is ξ0.
The total length of the bead chain is Lx = Nξ0, where N is the total bead number.
For the 1D bead chain structure, there are three major interactions among beads,
V = VL+VB+Vweak, (4.26)
whereVL is the stretching energy associated with the variation in the inter-bead distance
ξ . The second term VB is the bending energy, and Vweak is the non-bonded van der
Walls interaction. The detailed expressions for these three potentials are demonstrated
in the following for a specific bead.
(1). The stretching energy between two neighboring beads is,
VL =
1
2
kL(ξ ξ0)2, (4.27)
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x
y
z
(a)
(b)
Figure 4.12: Atomic and corresponding 1D CG model of SLMoS2. (a) The atomic
representation of SLMoS2, which is substituted by (b), a chain of beads interacting
with various molecular potentials.
where KL is the corresponding 1D CG potential parameter, which will be determined
in the next subsection. The distance ξ0 is the initial inter-bead distance. The total
stretching energy in the CG bead model is a summation over the stretching energy
between all neighboring beads.
(2). The bending energy corresponding to three neighboring beads is,
VB =
1
2
kB(ϕ ϕ0)2, (4.28)
where kB is the 1D CG bending parameter. Initially, the CG bead chain is a linear
chain, so we have the initial bending angle ϕ0 = 180•. The total bending energy is the
collection of bending energy in all neighboring beads.
(3). The weak non-bonding van der Walls interaction between two beads is de-
scribed by the following LJ potential,
VLJ = 4ε[(
σ
r
)12 (
σ
r
)6], (4.29)
where ε is the energy parameter describing the well depth of the potential, and σ is
a length parameter corresponding to the zero potential distance. The total weak non-
bonding energy in the 1D CG bead model can be calculated by summarizing the LJ
potential between all bead pairs in the bead chain.
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4.3.2.2 Potential parameters for the 1D CG model
We have presented some general information for the 1D CG model in the previous
subsection and will now determine all 1D CG model parameters in the following.
Equilibrium distance and mass of beads
The equilibrium distance between two neighboring beads in Fig. 4.12 is ξ0, and the
total bead number is N. There is only one restriction between these two quantities, i.e.,
Nξ0 = Lx, with Lx as the total length of the SLMoS2. We choose ξ0 as 10 A˚ and 20 A˚,
respectively. The bead number is N = Lx/ξ0.
The bead mass is chosen to afﬁrm that the total mass of the bead chain equals to
the total mass of the SLMoS2; i.e., mCG ∗ N = ρLxLy, where ρ = 19.1 amu/A˚2 is the
mass surface density for SLMoS2. As a result, we get
mCG
Ly
= ρξ0 as the bead mass.
Tensile parameter
As an important requirement of the 1D CG model development, the CG bead chain
should have the same tensile properties as the original SLMoS2 structure. That is the
stretching energy in both systems should be the same if these two systems are deformed
by the same amount of mechanical strain. The SLMoS2 is regarded as a thin plate with
Young’s modulus E, so the strain energy in a deformed system by strain ε is
VMoS2 =
1
2
E (AcLx)ε2, (4.30)
where Ac = Lyh is the cross section area.
The total strain energy stored in the deformed CG bead chain by strain ε is,
VCG = N ∗ 12kL ∗ (ξ0ε)
2 . (4.31)
By equating the stretching energy in the SLMoS2 and the CG bead chain, we obtain
the analytic expression for the stretching parameter in the 1D CG model,
kL
Ly
=
Eh
ξ0
, (4.32)
where all quantities on the right side are known already.
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Bending spring parameter
The bending parameters in the 1D CG model are determined by equating the bend-
ing potential in the SLMoS2 and the bending potential in the bead chain. It is assumed
that both systems are uniformly bent. The 2D SLMoS2 is regarded as a thin plate,
which is bent from its initial planar structure into a cylinder with radius R. The corre-
sponding bending potential is described by the famous formula,336
VB =
Eh3
24(1 ν2)
2piLy
R
, (4.33)
where h is the finite thickness. This formula displays that the bending energy for a thin
plate essentially originates from strain energy; i.e., the stretching energy in the outer
regime and the compressing energy stored in the inner regime of the cylinder. In doing
so, we have used the elastic bending modulus derived previously241 to determine the
bending parameter in the present work.
Similarly, the CG bead chain is uniformly bent into a circle with radius R. Using
the bending potential model in Eq. (4.28), the corresponding bending energy is
VB =
piKBξ0
R
. (4.34)
The 1D CG model is developed with the requirement that the CG bead model has
the same bending properties as the original SLMoS2 atomic system. As a result, by
equating Eq. (4.33) to Eq. (4.34), we obtain the bending parameter in the 1D CGmodel,
KB
Ly
=
Eh3
12(1 ν2)ξ0
, (4.35)
where the value of the Young’s modulus E and the Poisson’s ratio ν have been obtained
from the molecular mechanics simulations based on the SW atomic model.
LJ parameters
In the CG bead chain model, the van der Walls interaction exists between all bead
pairs. For two beads from the same CG chain, the interaction is dominated by the
stretching or bending energy, so the weak van der Walls interaction can be ignored.
For two beads from two different CG chains, the van der Walls potential is the only
interaction, which dominates the inter-chain coupling between two chains for the 1D
CG model. We thus determine the LJ parameters in the 1D CG model by considering
the van der Walls interaction between two neighboring CG chains.
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Figure 4.13: Two neighboring CG chains.
The most stable conﬁguration for two neighboring CG chains is the zigzag-like
structure shown in Fig. 4.13, where two parallel chains are relatively shifted by a dis-
tance of ξ02 . The length parameter σ in the LJ potential is determined by keeping
the equilibrium distance between two CG chains the same as the interlayer equilib-
rium space between two MoS2 layers. The LJ interaction between two inter-chain
ﬁrst-nearest-neighboring beads is the dominant inter-chain potential, so the distance
between two inter-chain ﬁrst-nearest-neighboring beads actually corresponds to the
minimum energy distance, 2
1
6 σ . As a result, we have (2
1
6 σ)2 = (ΔD)2+(ξ02 )
2, which
leads to
σ = 2
1
6 × D×
√
1+( ξ02 D)2. (4.36)
The other parameter in the LJ potential in the 1D CG model is the energy parameter
ε . The energy parameter is determined by equating the cohesive energy between two
CG chains and the cohesive energy between two MoS2 layers. Previously, we have
obtained the cohesive energy for two MoS2 layers as LxLy ∗ Ec. It is assumed that the
inter-chain coupling in the 1D CG model is contributed by the LJ potential between
two ﬁrst-nearest-neighboring inter-chain beads. Under this approximation, we get the
cohesive energy between two parallel neighboring bead chains as 2Nε . As a result, the
energy parameter ε can be obtained from the equality of the cohesive energy between
two MoS2 layers and the cohesive energy between two CG chains,
ε
Ly
=
Ecξ0
2
. (4.37)
It should be noted that the ﬁrst-nearest-neighboring approximation will introduce
some errors in the above analytic formula. Fig. 4.14 shows the energy parameter deter-
mined using different cut-offs in the LJ potential. The error is about 3% when cutting
the inter-bead LJ potential to the ﬁrst-nearest-neighboring beads.
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Figure 4.14: ε versus different cut-off series numbers.
Table 4.7: Parameters in the 1D CG model of the SLMoS2.
ξ0 (A˚) mCGLy (
amu
A˚
) KLLy (
eV
A˚3
) KBLy (
eV
A˚
) εLy (
eV
A˚
) σ (A˚)
10.0 191 0.48 1.73 0.0722 7.08
20.0 382 0.24 0.865 0.1444 10.47
4.3.2.3 Summary of the 1D CG model
Table. 4.7 summarizes all parameters in the 1D CG model. All energy parameters and
the mass parameter associate with the lateral dimension Ly of the SLMoS2. Without
losing generality, we will set Ly = 1 A˚ in the following calculations, as this factor has
no effect in any of the CG simulations. This treatment is reasonable, because it does
not affect the competition between different potentials.
4.3.3 Application of 1D CG model to folded MoS2
We have presented the 1D CG model for the SLMoS2 in the previous subsection. The
rest of this section is devoted to using the 1D CG model to simulate the folded MoS2
nanoresonators. We will illustrate the advantages of the 1D CG model, which is par-
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a b
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Figure 4.15: Optimized structure of the folded MoS2 at 0 K. There are three repre-
sentative positions in the folded structure; i.e., ‘a’ on the parallel segment, ‘b’ at the
junction of left and right parts, and ‘c’ on the curvature part.
ticularly useful in deriving some analytic expressions. We firstly study the structure of
the folded SLMoS2, and then investigate one self-actuated resonant oscillation of the
folded SLMoS2.
4.3.3.1 Related structure for folded MoS2
We simulate the CG chain with total length Lx =Nξ0 = 520 A˚, so the bead numbers are
N = 52 with respect to ξ0 = 10 A˚ and N = 26 with reference to ξ0 = 20 A˚. Numerical
results show that the relaxed structures are similar for different ξ0 (10 A˚ and 20 A˚).
Fig. 4.15 shows the relaxed structure of the folded SLMoS2 using the 1D CG model
with ξ0 = 10 A˚. There are mainly three regimes in the folded structure; i.e., two parallel
CG chains on the left side, a half CG chain circle on the right side, and two tilted CG
chains in the middle regime. There are two characteristic geometrical parameters in the
folded MoS2, i.e., the tilted angle α in the middle regime and the radius R in the right
regime. The numerical CG simulation gives α = 26.5• and R = 27.5 A˚ as measured
from Fig. 4.15. For the CG chain with ξ0 = 20 A˚, α and R are measured as 26.5• and
28.7 A˚. We can see that α is a constant and R is basically the same. We note that the
structure will become softer if it is described by the 1D CG model with a larger bead
bond,337 so there is actually no convergence in the choice of the bead bond length. We
have thus chosen the bead bond length as 10 A˚, in accordance with that used in carbon
nanotubes.81
Due to the simplicity of the 1D CG model, we can actually derive an analytic rela-
tionship between these two geometrical parameters α and R. As shown in Fig. 4.15, the
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left regime contains two parallel straight CG chains, and both CG chains are straight
and not stretched, so the other two CG potential terms, stretching energy and bending
energy, are zero. As a result, the potential is mainly contributed by the LJ potential
between these two interacting CG chains in the left regime,
Vleft =
2ε
ξ0
x. (4.38)
In the right regime, the CG chain is uniformly bent, so the bending energy domi-
nates the CG potential in the right regime. The stretching energy in the right regime
is almost zero, as all beads can manipulate their positions to relax the stretching stress
between beads, which has been conﬁrmed by CG simulation results. As a result, we
get the CG potential within the right regime,
Vright =
1
2
πKBξ0
R
. (4.39)
In the middle regime, the CG potential is almost zero, as the tilted CG chains are
neither stretched nor bent. It can also be understood from the comparison between the
middle regime and other two regimes, i.e., the middle region is very small as compared
with the left or right region, so the CG potential is much smaller than the potential of
the left and right regions. Hence, we get the total CG potential in the folded SLMoS2
structure,
Vfold → Vleft+Vright = 2εξ0 ×x+
1
2
πKBξ0
R
, (4.40)
which can be regarded as the folding potential of the SLMoS2. There is a geometrical
constraint to ensure that the total length of the SLMoS2 is a constant L0. We thus
get the following relationship between the length x of the left parallel chains, and the
radius R of the bent CG chain in the right regime,
L0 = 2x+2∗
R ΔD2
sinα
+πR. (4.41)
Inserting this geometrical constraint into the folding potential equation, we expand
the folding potential as a function of variables R, assuming α as a constant,
Vfold =
1
2
πKBξ0
R
ε(L0 πR 2∗ R
ΔD
2
sinα )
ξ0
. (4.42)
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Figure 4.16: Analytic relationship between the geometrical parameters R and α . The
points are from CG or MD simulations.
The relaxed folded configuration is determined by minimizing the total folding poten-
tial according to ∂Vfold∂R = 0, resulting in the following equation,
1
2
piKBξ0
R2
+
ε
ξ0
(pi+
2
sinα
) = 0. (4.43)
As a result, we obtain an analytic expression for geometrical variable R,
R = ξ0
√
piKB
2ε(pi+ 2sinα )
. (4.44)
Inserting all CG potential parameters, we obtain the relationship between R and α , as
shown in Fig. 4.16. The dots (26.5, 27.5) and (26.5, 28.7) in the figure represent the
structure parameters from the above CG numerical simulations. The numerical datas
deviate slightly from the analytic prediction, due to the simplicity of the above analytic
structure model. From Eq. (4.44), we can see that Rwill be a constant while the change
of ξ0, and the angle is also keep the same, which can be verified by the CG simulations.
4.3.3.2 Self-actuated breathing-like oscillation
We have used the 1D CG model to determine the relaxed configuration of the folded
SLMoS2, which was achieved by minimizing the folding potential energy at T = 0 K
in the previous subsection. We now consider the structure evolution of the folded
SLMoS2 at finite temperature.
Simulation details
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Figure 4.17: Bending energy of the folded MoS2. T = 80K, N = 52.
We perform MD simulations to study the motion of the folded SLMoS2 at finite
temperature using the 1D CG model. The relaxed folded SLMoS2 structure is thermal-
ized to a constant temperature using the NPT (i.e., constant particle numberN, constant
pressure P, and constant temperature T ) ensemble for 500 ps. The targeted pressure
is set to be zero. The No´se-Hoover thermostat284,285 is used to control the constant
pressure and temperature, and Newton equations are integrated by the velocity Verlet
method.
Resonant frequency and Quality factor
After thermalization, we continue to observe the thermal vibration of the folded
SLMoS2 with ξ0 = 10 A˚. More specifically, we monitor the time history for each
CG potential component, and find that there is an obvious frequent exchange between
the bending potential and the LJ potential. This energy exchange occurs at a finite
frequency. Fig. 4.17 shows the oscillation between the bending potential and the LJ
potential at T = 80 K, while the total folding potential is almost a constant during the
oscillation. The insets in Fig. 4.17 clearly demonstrate the structure evolution dur-
ing the energy oscillation. The folded SLMoS2 oscillates like a breather, so this is a
type of breathing-like nanoresonator. We point out that this breathing-like oscillation
is self-actuated, i.e., it is actuated by thermal vibration without any external actuation.
This self-actuation is an interesting advantage over other nanoresonators that have been
discussed in existing works, which require an external actuation of the resonant oscil-
lation.
The resonant frequency and the Q factor are two characteristic parameters for
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nanoresonators. To compute these two quantities, we perform the fast Fourier trans-
formation for the time history of the bending potential. Fig. 4.18 shows the Fourier
transformation results for the bending potential of the folded SLMoS2 at T = 80 K.
The position of the resonant peak gives the resonant frequency ( fc) of the breathing-
like oscillation, and the width of the resonant peak is related to the life time (τ) of
the oscillation. The resonant peak in Fig. 4.18 can be ﬁtted by the Lorentzian function,
E = Em
1+[( f fc)/γ]2
, with three ﬁtting parameters, i.e. Em as the peak magnitude at f = fc,
fc = 9.6 GHz, and γ = 3.153 GHz as the half-width at half-maximum. The resonant
frequency of the breathing-like oscillation is fc, while the life time of this oscillation
is τ = 1γ . The Q-factor can be obtained as 2π fc ∗ τ = 19.1. The Q-factor is not very
high. However, the low Q-factor will be not a problem for the practical applications
of the breathing-like oscillation of the folded SLMoS2, because this oscillation is self-
actuated, i.e., the breathing-like oscillation will not decay. The self-actuation intrinsity
will enable a practical application of the breathing-like resonator.
Similarly, we test the thermal vibration of the folded SLMoS2 with ξ0 = 20 A˚. The
frequency is found to be 9.33 GHz, which is nearly the same with the folded SLMoS2
with ξ0 = 10 A˚.
Using the 1D CG model, we are able to determine the resonant frequency analyti-
cally. As shown in Eq. (4.42), the folding potential depends on the radius R of the bent
CG chain in the right regime. During the breathing-like oscillation, there is variation
in the radius R, i.e., R ∈ R+ΔR. The corresponding retracting force constant can be
obtained as
K =
∂ 2Vfold
∂R2
=
πKBξ0
R3
. (4.45)
The resonant frequency for the breathing-like oscillation is
f = 12π
√
K
m =
1
2π
√
π4KB
2N40ξ
2
0 mCG
→10.0GHz, (4.46)
where geometrical relations, N0ξ0 = πR and m = 2N0mCG, have been applied. The
bead number in the half circle chain in the right regime is N0 = 10 in Fig. 4.15. This
analytic result is very close to the CG numerical simulation frequency of 9.6 GHz for
ξ0 = 10 A˚ and 9.33 GHz for ξ0 = 20 A˚. From Eq. (4.46), we can see that the frequency
will keep the same with changing ξ0, which has been veriﬁed by the CG simulation. In
addition, these analytic results conﬁrm that the resonant frequency is indeed the result
of the breathing-like oscillation for the folded MoS2.
Temperature and adsorption effects on resonant frequency
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Figure 4.18: Fourier transformation. The red line shows the Fourier transformation re-
sult. There are many different oscillations, but the peak magnitude shows the frequency
of the most obvious one, i.e. the breathing-like oscillation. The blue line shows the
fitting results: fc = 9.6GHz and γ = 3.153GHz.
As the resonant frequency of the breathing-like oscillation is constant, here we
will only examine the temperature and adsorption effects for the folded SLMoS2 with
ξ0 = 10 A˚. Figure. 4.19 shows the temperature dependence for the resonant frequency
of the breathing-like oscillation for the folded SLMoS2. The resonant frequency in-
creases with increasing temperature, except some small variations at low temperatures
due to the weak thermalization control at low temperatures. The resonant frequency
will be saturated at around 9.6 GHz for temperatures above 150 K. According to the
analytic expression in Eq. (4.46), the frequency is proportional to the square of the CG
bending parameter. Hence, the increase of the frequency indicates that the CG bending
parameter increases with increasing temperature; i.e., the CG chain becomes more dif-
ficult to bent at higher temperatures. This temperature induced stiffing effect is similar
to the in-plane mechanical strength of graphene, which also increases with increasing
temperature.338
The folded SLMoS2 has a large surface area, so some external atoms or molecu-
lars will unavoidably adsorb on the surface. The adsorption effects can induce strong
effects on the resonant frequency of nanomechanical resonators. For instance, it has
been shown that the adsorbation can considerably reduce the resonant frequency for
graphene nanomechanical resonators.339
To examine the adsorption effects on the resonant frequency of the breathing-like
oscillation for the folded SLMoS2, an external bead is attached to the folded SLMoS2
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Figure 4.19: Temperature effects on the resonant frequency.
as shown in Fig. 4.15. We have investigated three different possible positions for
the attaching process. The adsorption of this external bead is described by stretch-
ing interactions with two nearest-neighboring beads in the original 1D CG model. The
stretching strength between the adsorbate and the SLMoS2 is captured by the stretch-
ing parameter KaL . Fig. 4.20 illustrates the adsorption effects on the resonant frequency
of the breathing-like oscillation in the folded SLMoS2. For each adsorption position,
we consider three adsorption strengths, i.e., KaL = 1.0KL, 0.1KL, and 0.01KL. We find
that the resonant frequency is insensitive to the adsorbed mass, and there is no obvious
frequency shift induced by adsorption.
The stable resonant frequency may be due to the fact that such breathing-like os-
cillation actually depends on energy exchange between the weak LJ potential and the
bending potential. The adsorption effect does not affect such energy exchange phe-
nomenon. On the other hand, the folded SLMoS2 is very soft, so it is difficult for the
adsorbed mass to have an overall effect on the breathing-like oscillation, which is es-
sentially a kind of global motion. Such a stable resonant frequency may be useful for
some practical applications, where the adsorption is unavoidable.
Before conclusion, we make a comparison between the CG simulation and the
atomic MD simulation for the folded SLMoS2. We perform atomic MD simulations
for the SLMoS2 with a length of 520 A˚ and a width of 15.6 A˚. Fig. 4.21 shows the
relaxed configuration of the folded SLMoS2, where the interaction is described by the
SW potential.80 The obtained geometrical parameters α and R are 26.0• and 18.2 A˚,
respectively. These results are also plotted in Fig. 4.16. It shows that the CG result
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Figure 4.20: Adsorption effects on the resonant frequency.
and the MD result are close to the analytic curve from Eq. (4.44). We also perform
MD simulates to examine the self-actuated breathing-like oscillation of the atomic
folded SLMoS2. The resonant frequency is about 9.32 GHz at 1.0 K from the MD
simulation, which is very close to the CG simulation results. The agreement between
the CG simulation and the MD simulation further establishes the accuracy of the 1D
CG model proposed in the present work.
4.3.4 Conclusion
For this section, we have performed CG simulations to investigate the breathing-like
oscillation of the folded SLMoS2. The 1D CG potential parameters are determined
analytically based on the SW atomic potential model for the SLMoS2. Our CG sim-
ulations illustrate several advantages for the breathing-like oscillation of the folded
SLMoS2. First, this oscillation is self-actuated; i.e., it can be actuated by intrinsic
thermal vibrations without any external actuation efforts. Second, we further demon-
strate that the resonant frequency of the breathing-like oscillation is very stable, as it is
almost unchanged by adsorption phenomenon.
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R
Figure 4.21: Relaxed atomic structure of the folded SLMoS2, with α = 26.0• and
R= 18.2 A˚.
4.4 Comparison
As the most important principle of CG method, on one hand, the CG model should be
accurate enough to capture the fine features of different phenomena, and on the other
hand, the CG model should reduce the computational cost effectively. Comparing with
atomic SLMoS2, both of 1D and 2D CG models can save the simulation cost, with 1D
CG model more effective. Furthermore, 1D CG model is quite suitable for analytic
derivations. However, 1D CG model is only applicable for physical phenomena where
the Poisson’s effect is not important like the folding of MoS2, since the Poisson’s
effect is ignored in the other dimension. By contrast, 2D CG model has an advantage
to resolve 2D problems, such as the fracture growth.
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Chapter 5
Mechanical Engineering for Black
Phosphorus Nanoresonators
5.1 Introduction
BP is a new 2D nanomaterial that is comprised of atomic layers of phosphorus stacked
via van der Waals forces.22 BP brings a number of unique properties unavailable in
other 2D crystal materials. For example, BP has anisotropic properties due to its puck-
ered configuration.23,24,25,26
While most existing experiments have been focused on potential electronic appli-
cations of BP,27,28,29 a recent experiment showed that the resonant vibration response
of BPR can be achieved at a very high frequency.30 However, there have been no
theoretical studies on the intrinsic dissipation in BPRs to-date. In particular, it is inter-
esting and important to characterize the effects of mechanical strain on the Q-factors
of BPRs, and furthermore considering that mechanical strain can act as an efficient
tool to manipulate various physical properties in the BP structure.31,32,33,34,35,36,37,38
For example, a large uniaxial strain in the direction normal to the SLBP plane can even
induce a semiconductor-metal transition.39,40,41,42 We thus investigate the mechanical
strain effect on the BPRs of armchair and zigzag directions, at different temperatures.
Furthermore, currently, SLBP, i.e. phosphorene,24 can be fabricated by mechanical
exfoliation from bulk BP and has immediately received considerable attention.44,45,46
Atomic vacancies have been demonstrated to exist in bulk BP.47,48 Recently, first-
principles calculations have demonstrated that these defects can be generated quite
easily in SLBP at much higher concentrations compared with silicene and graphene.
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49,50 Cai et al.51 suggested that intrinsic itinerant behavior of atomic vacancies may
result in the low chemical stability of phosphorene. In addition, another invariable is-
sue encountered in the manipulation of SLBP is the control of the oxidation. It has
been established by both theoretical calculations and experiments that O2 can easily
dissociate on black phosphorene52,53 leading to the formation of the oxidized lattice.
54 The presence of oxygen is suggested to be the main cause of the degradation pro-
cess52,55 and primarily responsible for changing properties of BP,56 e.g., BP is turned
progressively hydrophilic by oxidation. In particularly, vacancies recently have been
found to have significant effects on the oxidation of phosphorene with a 5000 faster
oxidizing rate at the defect site than at the perfect site,291 and a thickness-dependent
photoassisted oxidation reaction with oxygen dissolved in adsorbed water was also re-
ported recently.292 Very recently, Feng’s group has examined the BPR experimentally.
43 However, the experimental BPR samples should have some unavoidable vacancy
defects or oxidation.43 Furthermore, these defects can have strong effects on the per-
formance of resonant oscillation of the nanomechanical resonators. For instance, it has
been known that various defects can significantly affect the performance of graphene
nanomechanical resonators.57,58,59 An important task is thus to examine the defect ef-
fects (including vacancy defects and oxidation) on the BPRs, which is another topic of
this chapter.
In this chapter, we focused exclusively on two mechanism effects on SLBPR via
classical MD simulations, i.e. mechanical strain effects and defect effects (including
vacancy and oxidation). For mechanical strain effects, both uniaxial and biaxial ten-
sions are found to increase the Q-factor of the SLBPR, as the resonant frequency is
enhanced by the applied tension. However, the Q-factor decreases beyond a critical
strain value due to the introduction of nonlinear energy dissipation, which becomes
dominant at large tensile strains. As a result, there is a critical strain at which the Q-
factor reaches the maximum value, which is about 4% and 8% at 50 K for mechanical
tension along the zigzag and armchair directions, respectively. We find that the non-
linear dissipation is stronger if the BPR is stretched along the zigzag direction, which
results in a smaller critical strain. For vacancy defect and oxidation, it is found that
these defects can cause a considerable degradation of the Q-factors of the SLBPRs.
More specifically, a 2% concentration of randomly distributed SV is able to reduce
the Q-factor by around 80% and 40% at 4.2 K and 50 K, respectively. The DV defect
has similar reduction as the SV in the Q-factors of the SLBPRs. We also find that the
Q-factor is mainly dependent on the percentage of the defects, while it is not sensitive
to the distribution pattern of the defects. Furthermore, it is found that oxidation has
a weaker reduction in the Q-factors of the SLBPRs, as compared with the vacancy
defects.
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5.2 Structure and simulation details
5.2.1 Structure
Fig. 5.1 (a) shows the atomic structure of the SV, DV and oxidized defects in the SLBP,
with a dimension of 50∗ 50 A˚ that is used in our simulations. We have simultaneously
considered the vacancy and oxidation effects in the present work, as density functional
theory calculations have shown that these two defects usually occur together.291 Va-
cancy defects are generated by removing atoms from the pristine SLBP. A SV defect
is formed by removing one phosphorus atom, while a DV defect is formed by remov-
ing two nearest-neighboring phosphorus atoms in the same sub-layer, which has the
lowest formation energy.49,294 For the oxidized defect, the oxygen atom is put on the
dangling position, which is the most stable conﬁguration according to the previous
ﬁrst-principles calculations.54,295,296,297 We note that the position of the oxygen is dif-
ferent from that of graphene oxide, where the bridge site is the preferred binding site
for the oxygen atom.298 As shown in Fig. 5.1 (b), the oxygen atom bonds with one
phosphorus atom, with a P-O bond (i.e., bond 1-7) length of 1.5 A˚, and the P-O bond
is tilted by 44.50 away from the phosphorene surface.295,297 The phosphorus atom in-
volved in the P-O bond gets dragged into the lattice structure by 0.11 A˚ in the z direc-
tion; apart from that, the lattice deformation ignored in the present work is minimal.295
Correspondingly, three angles ∠OPP are formed, i.e., ∠712 (1180), ∠713(1180) and
∠714(1150). The defect concentration is the ratio of the number of atoms removed or
adsorbed over the total number of phosphorus atoms in the pristine SLBP. The MD
simulations are carried out using the publicly available simulations code LAMMPS,
230 while the OVITO package was used for visualization.299
5.2.2 Interatomic potential
The atomic interactions among the phosphorus atoms in the structure are described
by a recently-developed SW potential.263 In the development of the SW potential, all
geometrical parameters in the SW potential are determined analytically according to
the equilibrium condition for each individual potential term, while the energy param-
eters are derived from the VFF model. In doing so, the accuracy of the VFF model
is transfered to the SW potential. This SW potential gives accurate linear properties,
which have been shown to be comparable to the ﬁrst-principles calculations. In partic-
ular, the phonon dispersion computed from the SW potential agrees quite well with the
ﬁrst-principles calculations. The resonant oscillation of the SLBP resonator follows
the lowest-frequency phonon branch (ﬂexural mode) in the SLBP. Hence, the linear
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Figure 5.1: (a) Conﬁguration of SLBP with dimensions 50 ∗ 50 A˚, containing a SV
defect, a DV defect and an oxidized defect. Arrows in the bottom image indicate the
direction of actuation. (b) Conﬁguration of SLBP with an oxidized defect. There are
two interaction terms associated with the oxygen atom, i.e., the bond-stretching term
(bond 1-7) and the angle-bending term (∠712, ∠713 and ∠714). The x-axis is along
the armchair direction, and the y-axis is along the zigzag direction.
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properties (such as frequency) predicted in the present work are accurate. This SW
potential also yields accurate nonlinear properties. It has been shown in the original
reference that the stress-strain relation for the uniaxial tension of SLBP is accurate
in the nonlinear deformation regime. As a result, the nonlinear properties (like the
Q-factor) predicted in the present topic should also be fairly accurate.
The interaction between the oxygen atom and the SLBP is described by the bond
stretching and angle bending potentials. For the bond stretching interaction, the force
constant is obtained from the optimized potentials for liquid simulations (OPLS) poten-
tial, i.e., 22.776 eV/A˚2.300 The OPLS potential is able to capture essential many-body
terms in interatomic interactions, including bond stretching, bond angle bending, van
der Waals and electrostatic interactions.301 For the angle bending interaction, there is
no available value for its force constant parameter K. We thus treat K as a simula-
tion parameter in the following calculations; i.e., we will use different values for the
force constant parameter K in the MD simulations. The standard Newton equations of
motion are integrated in time using the velocity Verlet algorithm with a time step of
1 f s.
5.2.3 Simulation details
The BPR simulations are performed in the following manner. First, the entire system
is thermalized to a constant temperature within the NPT (i.e., the particles number
N, the pressure P and the temperature T of the system are constant) ensemble by the
Nose´-Hoover284,285 thermostat, which is run for 200 ps. Second, the SLBP is stretched
by uniaxial or biaxial strain along the armchair or zigzag directions. The mechanical
strain is applied at a strain rate of ε˙ = 0.0001 ps 1, which is a typical value in MD
simulations. Third, the conﬁguration is divided into two parts as shown in the bottom
panel of Fig. 5.1 (a), i.e., the boundary part (2 ∗ 5 A˚) is ﬁxed while the central part
is actuated. The resonant oscillation of the SLBP is actuated by adding a sine-shaped
velocity distribution, v0 sin(πx j/L), to the system. In all simulations, we apply the ve-
locity amplitude v0 = 2.0 A˚/ps, which is small enough to keep the resonant oscillation
in the linear region. Fourth, the resonant oscillation of the SLBP is simulated within
the NVE (i.e., the particles number N, the volume V and the energy E of the system
are constant) ensemble for 90 ns, and the oscillation energy is recorded to extract the
Q-factor.
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5.3 Results and discussion
In this section, intrinsic energy dissipation of the pristine SLBPRs is ﬁrstly studied.
Next, effects of mechanical strain and defects (including vacancy and oxidation) on
BP nanoresonators are investigated in turn.
5.3.1 Intrinsic energy dissipation of the pristine SLBPRs
We ﬁrst examine the intrinsic energy dissipation of the pristine SLBPRs along the
armchair and zigzag directions. The intrinsic energy dissipation is induced by thermal
vibrations at ﬁnite temperatures. Fig. 5.2 shows the kinetic energy time history for arm-
chair SLBPRs at 4.2 K, 30 K and 50 K. The oscillation amplitude of the kinetic energy
decays gradually, which reﬂects the energy dissipation during the resonant oscillation
of the SLBPR. As the temperature increases, energy dissipation becomes stronger, in-
dicating a lower Q-factor at a higher temperature.
The frequency and the Q-factor of the resonant oscillation can be extracted from the
kinetic energy time history by ﬁtting to the function Ek(t) = E¯k +E0k cos(2π2 f t)(1
2π
Q )
f t . The ﬁrst term E¯k represents the average kinetic energy after the resonant oscil-
lation has completely decayed. The constant E0k is the total kinetic energy at t = 0, i.e.
at the moment when the resonant oscillation is actuated. The frequency of the reso-
nant oscillation is f , so the frequency of the kinetic energy is 2 f . The kinetic energy
time history is usually a very long data set, so it is almost impossible to ﬁt it directly
to the above function. The ﬁtting procedure is thus done in the following two steps
as shown in Fig. 5.3. First, Fig. 5.3 (a) shows that the energy time history is ﬁtted
to the function Ek(t) = E¯k +E0k cos(2π2 f t) in a very small time region t [0,50] ps,
where the approximation of (1 2πQ )
f t →1 has been used for the Q-factor term as the
energy dissipation is negligible in the small time range. The parameters E0k and f are
obtained from this step. Second, Fig. 5.3 (b) shows that the oscillation amplitude of
the kinetic energy can be ﬁtted to the function Eampk (t) = E
0
k (1
2π
Q )
f t in the whole
simulation range t [0,90] ns, which determines the Q-factor and E¯k. Following these
ﬁtting procedures, the Q-factor is 63250 for the armchair SLBPR at 50 K.
Fig. 5.4 shows the temperature dependence for the Q-factor of the SLBPR along
the armchair and zigzag directions. At most temperatures, the Q-factor is larger in
the armchair direction. It means that the energy dissipation is weaker for the armchair
SLBPR, considering that the frequency in the armchair SLBPR is only half of that in
the zigzag SLBPR.263 The temperature dependence for the Q-factor can be ﬁtted to
the functions Q= 1.9∗ 107T 1.4 and Q= 3.0∗ 106T 1.0 for the armchair and zigzag
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Figure 5.2: The kinetic energy per atom for armchair SLBPRs at 4.2 K, 30 K and 50 K
from top to bottom. The Q-factors are 1621900, 110000 and 63250, respectively.
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Figure 5.3: Two-step fitting procedure to extract the frequency and Q-factor from the
kinetic energy time history for armchair SLBPR at 50 K. (a) The kinetic energy is fitted
to the function Ek(t) = E¯k+E0k cos(2pi2 f t) in a small time range, giving a frequency
of f = 0.090874 THz. (b) The kinetic energy is fitted to the function Eampk (t) = E
0
k (1
2pi
Q )
f t in the whole time range, yielding the Q-factor value of 63250.
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Figure 5.4: Temperature dependence for the Q-factors of the armchair and zigzag
SLBPRs.
SLBPRs, respectively. We ﬁnd that the Q-factor is in the order of 1000 at room temper-
ature in our simulations, which is one order larger than the experimental value of 100.
30 In our numerical simulations, only the phonon-phonon scattering effect is included
in determining the Q-factor of the BPR. In other words, we have investigated the intrin-
sic nonlinear effect as the energy dissipation mechanism for the resonator. However,
there are many other energy dissipation mechanisms that could be introduced experi-
mentally that are not accounted for in our simulations, i.e. ohmic losses, attachment
losses, and two level systems.286 Furthermore, BP is not stable under ambient condi-
tions and defects could be present in the system. All of these factors could contribute
to lowering the Q-factors for the experimental studies as compared with the pristine,
defect-free system we have considered in our simulations.
These Q-factors are higher than the Q-factors in graphene nanoresonators (Q =
7.8 ∗ 104T 1.2).70,247 This is likely because there is also a large energy bandgap in
the phonon dispersion of SLBP,287 which helps to preserve the resonant oscillation
of the SLBPR.247 In contrast, there is no such energy bandgap in the phonon dis-
persion of graphene, so the SLBPR has a higher Q-factor than the graphene nanores-
onator. The Q-factors of SLBPRs are also higher than those of MoS2 nanoresonators
(Q= 5.7∗ 105T 1.3).247 Both SLBP and MoS2 have energy bandgaps in their phonon
dispersions. This is important as our simulation results imply that nonlinear phonon-
phonon scattering is weaker in SLBP, i.e., the resonant energy dissipation is weaker in
SLBP than MoS2.
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It is interesting to speculate how the Q-factors of multilayer BP would be compared
with monolayer phosphorene. For multilayer BP, there are weak van der Waals inter-
actions between individual phosphorene layers. The van der Waals interactions can
reduce the Q-factors because they act as a frictional force between the layers, which
provides an additional channel for energy dissipation of the nanoresonators. Specifi-
cally, the strength of the interlayer van der waals forces is likely to be the dominant
factor in controlling the amount of energy that is dissipated, as was demonstrated for
the case of multilayer graphene resonators by Kim and Park68.
5.3.2 Mechanical strain effects on SLBPRs
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Figure 5.5: Strain dependence for the Q-factor of SLBPR in four cases at 50K. The
Q-factor depends on the strain as the function Q/Q0 = aε2+ bε + 1.0, which gives
a maximum Q-factor value at a critical strain.
We now report the effects of mechanical strain on both armchair and zigzag SLBPRs
at 50 K. We consider four cases, i.e., (I) the effect of uniaxial strain on the armchair
SLBPR, (II) the effect of uniaxial strain on the zigzag SLBPR, (III) the effect of bi-
axial strain on the armchair SLBPR, and (IV) the effect of biaxial strain on the zigzag
SLBPR. Fig. 5.5 shows the strain dependence for the Q-factor (with reference to the
value Q0 without strain) of SLBPRs under uniaxial or biaxial mechanical tension. In
case I, the mechanical strain is applied purely in the armchair direction, while the
SLBP is stretched in the zigzag direction in the other three cases.
For all of the four cases, the Q-factor first increases and then decreases after a
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critical strain value. The Q-factor depends on the strain as the functionQ/Q0 = aε2+
bε + 1.0, where the ﬁtting parameters (a,b) are (0.029, 0.42), (0.055, 0.40), (0.043,
0.36), and (0.070, 0.63) for the four studied cases, respectively. The linear term bε
represents the enhancement effect on the Q-factor by the mechanical tension, as the
frequency of the resonator is increased by the tension in the small strain range. The
quadratic term aε2 is because the Q-factor will be reduced by the nonlinear effect
resulting from the mechanical tension in the large strain range. The interplay between
these two competing effects results in a maximum value for the Q-factor at a critical
strain εc. The critical strain value is about 8% for case I, in which the mechanical
tension is applied only in the armchair direction. For all other three cases, the critical
strain is around 4%, where the mechanical tension has a component in the zigzag
direction. It is clear that the Q-factor reduction due to the increased dissipation at
increased temperature dominates the enhancements in the Q-factor that are possible
through mechanical strain. However, Fig. 5.5 shows that strain engineering can be
utilized to further manipulate the Q-factor of the BPR at a given temperature.
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Figure 5.6: Stress-strain relation for SLBP under mechanical tension. The stress (σ ) is
ﬁtted to a function of the strain (ε) as σ = Eε + 12Dε
2, with E as the Young’s modulus
and D as the TOEC. The nonlinear effect is estimated by the ratio γ =
1
2D
E ε .
The differences in the above critical strains can be understood from the different
strain induced nonlinear properties in the SLBP. Fig. 5.6 shows the stress-strain curve
for the SLBP stretched in the above four cases. The stress-strain curve is ﬁtted to the
function σ = Eε + 12Dε
2, with E as the Young’s modulus and D as the third-order
elastic constant (TOEC).263 The nonlinear to linear ratio of γ =
1
2D
E gives an overall
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estimation of the strain induced nonlinear effect on the SLBP. The parameter γ is found
to be -1.66 for case I, -3.64 for case II and -3.65 for the other two cases. This means
that the nonlinear effect is the weakest in case I, where the SLBP is stretched purely
in the armchair direction. As a result, the parameter a has the smallest value for case
I, leading to the largest critical strain. This phenomenon (a maximum Q factor due
to the strain effect) has also been obtained in nanowire resonators. For example, Kim
and Park found that the maximum Q factor occurs at around 1.5% tensile strain in
the metal nanowire resonators.160 Very recently, several different possible stable 2D
crystal structures were proposed for phosphorene.288,289,290 We believe that similar
nonlinear mechanical properties will be found in all of these phosphorene allotropes.
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Figure 5.7: Strain dependence for the Q-factor of SLBPR in four cases at 170K.
Fig. 5.7 shows the strain effect on the Q-factor at 170 K for all four cases. The
critical strain is also observed at this higher temperature, and the critical strain values
for SLBPRs at 170K are about 5% for case I and around 2-3% for other three cases.
However, the critical strain value is smaller as compared with the critical strain at 50 K
in Fig. 5.5. This is because the nonlinear effect is stronger at higher temperature due
to the thermally-induced random vibrations. The combination of the two nonlinear
effects (induced by temperature and strain) leads to a smaller critical strain at higher
temperature.
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5.3.3 Defect effects on SLBPRs
We have studied the mechanical strain effects on SLBPRs in the previous subsection,
and will examine two defect effects on SLBPRs in the following, i.e. vacancy effects
and oxidation effects. Vacancy defect is intrinsic damping factor, while oxidation is
extrinsic damping factor.
5.3.3.1 Vacancy effects
Random distribution of SV and DV defects
We first study the energy dissipation of the SLBPRs with randomly distributed SV
and DV defects along the armchair and zigzag directions. Fig. 5.8 shows the time
history of the kinetic energy per atom for the zigzag SLBPRs at 4.2 K with differ-
ent concentrations of SV defects. The oscillation amplitude of the kinetic energy de-
cays gradually, which reflects the energy dissipation during the resonant oscillation
of the SLBPR. As the defect concentration increases, the energy dissipation becomes
stronger, indicating a lower Q-factor with a larger concentration. The frequency and Q-
factor of the resonator oscillation can be extracted from the kinetic energy time history
via two-step fitting procedure, as shown in Fig. 5.3.
Fig. 5.9 shows the SV and DV concentration dependence for the Q-factors of the
armchair and zigzag SLBPRs at 4.2 K and 50 K, respectively. With the increase of
the defect concentration, the Q-factors are reduced significantly in both armchair and
zigzag directions. For all concentrations considered, the Q-factor is larger in the arm-
chair direction, which shows the same characteristic as the defect free SLBPRs.293 The
reduction of the Q-factor becomes weaker with the increase of the temperature. More
specifically, for the SV defect with concentration of 2%, the Q-factor drops by 82.7%
and 81.5% in the armchair and zigzag directions, respectively, at 4.2 K, while 40% and
38%, respectively, at 50 K. For the DV defect, the reduction in the Q-factors is similar
as the SV defect. We find that the reduction of the Q-factor of the SLBPR does not
increase with further increasing defect concentration. More specifically, we perform
further calculations for the defect concentrations of 3%, 4% and 5% at 4.2 K, and the
Q-factors are almost unchanged. It is interesting that the vacancy effects are isotropic,
i.e., the vacancy defects induce almost the same amount of reduction in the Q-factors
of the armchair and zigzag SLBPRs.
The intrinsic nonlinear effect on the energy dissipation mechanism for the SLBPRs
has been investigated,293 in which only the phonon-phonon scattering effect is in-
cluded in determining the Q-factor of the BPR. Comparing with the pristine SLBPR,
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Figure 5.8: The kinetic energy per atom for zigzag SLBPRs at 4.2 K with different
concentrations of SV defects: 0%, 1% and 2% from top to bottom. The Q-factors are
875950, 320000 and 162000, respectively.
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Figure 5.9: Defect (SV and DV) concentration dependence for the Q-factors of the
SLBPRs along the armchair and zigzag directions at (a) 4.2 K and (b) 50 K. The
percentage values show the reduction percentage.
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the considerable reduction of the Q-factor can be ascribed to the vacancy-induced
asymmetry of the actuated oscillation, which has been found to strongly affect the
Q-factors of the graphene nanomechanical resonators.57 A small percentage of defects
can cause strong asymmetry in the SLBPR, leading to the reduction of the Q-factor.
The defect-induced asymmetry increases with the increasing defect concentration, so
the reduction of the Q-factor is also increased. As shown in Fig. 5.9, the Q-factor is
reduced by 82.7% in the armchair direction at 4.2 K with SV defect concentration of
2%.
Experiment studies have observed that long term exposure to ambient conditions
results in a layer-by-layer etching process of BP flakes. Furthermore, it is possible for
flakes to be etched down to a SLBP.302 In this etching process, the atomic vacancy is
one unavoidable etching manner, which shall be one possible reason for low Q-factors
(around 100) measured for the phosphorene resonators in the recent experiment.30
Line distribution of SV defects
Recently, it has been found that the distributed pattern of the atomic vacancies
strongly affects the fracture strength and fracture strain.303 Thus, in addition to the
randomly distributed SV defects, we have also investigated the effects of SV defects
distributed in a line pattern on the SLBP. Fig. 5.10 (a) illustrates the uniformly line dis-
tribution of four SV defects, i.e. concentration of 0.65%, where the line pattern forms
an angle α with respect to the oscillation direction. The Q-factors of the armchair
and zigzag SLBPRs at 4.2 K with different tilt angles α are shown in Fig. 5.10 (b).
It can be seen that the Q-factors of the SLBPRs show slight fluctuations with varying
tilting angle α , which means that the distribution pattern of the vacancy defects is not
important for the reduction of the Q-factor.
5.3.3.2 Oxidation effects
We now discuss the effects of oxidation on both armchair and zigzag SLBPRs. As
we have noted above, the force constant parameter K for the angles ∠712, ∠713 and
∠714, is treated as a simulation parameter here, because there is no available value.
We have used K = 15 and 45 eV/rad2 in the present work, as these values are on the
same order as the force constant for the bond stretching.
Fig. 5.11 shows the defect concentration dependence for the Q-factors of the SLBPRs
at 4.2 K and 50 K, respectively. It shows that the value of the parameter K for the angle
bending is not important here. The Q-factor is reduced significantly with the increase
of the percentage. For the concentration of 2%, the Q-factor is reduced by about 67.8%
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Figure 5.10: The dependence of the Q-factor on the pattern of the vacancy defect. (a)
The SLBP containing four SV defects (dashed circle) patterned in a line with a tilt
angle α with respect to the oscillation direction. (b) The Q-factors of the SLBPRs
along the armchair and zigzag directions at 4.2 K with different α .
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Figure 5.11: Oxidized defect concentration dependence for the Q-factors of the arm-
chair and zigzag SLBPRs at (a) 4.2 K and (b) 50 K.
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and 70% in the armchair and zigzag directions, respectively, at 4.2 K, while 27.3% and
16.3%, respectively, at 50 K. The oxidation effects become weaker at the higher tem-
perature.
5.3.3.3 Comparison
Based on the above results, we can find that the oxidation effect is weaker than va-
cancy effect on the Q-factors of the SLBPRs. In addition, the vacancy defect-induced
reduction for the Q-factor is almost isotropic, as shown in Figs. 5.9 and 5.10. The dif-
ference between the armchair and zigzag resonators is from the chirality effect, which
exists even in the undefected system. Similarly, the oxidation effect does also not show
obvious anisotropy.
The weaker reduction effect (of both of vacancy and oxidation) at higher temper-
ature can be mainly attributed to the stronger thermal fluctuation of atoms at higher
temperature. More specifically, at lower temperature, the reduction of the Q-factor is
mainly due to the vacancy induced asymmetry of the actuated oscillation, which has
been found to strongly affect the Q-factors of the graphene nanomechanical resonators.
57 However, at higher temperature, the reduction is mainly attributed to stronger ther-
mal vibrations. Thus, the reduction effect is weaker at higher temperature as shown in
Fig. 5.9 and Fig. 5.11.
Defects can cause some localized vibrations, which can reduce the Q factor. The
mass of phosphorus atom is much larger than that of oxygen atom, so the localized
vibrations induced by vacancy (formed by removing phosphorus atom) can localize
more energy than the oxidation (formed by adding oxygen atom). The oxidation effect
is thus weaker than the vacancy effect on the SLBPRs.
5.4 Conclusion
In conclusion, we have performed classical MD simulations to study the effects of
mechanical tension, vacancy and oxidized defects on the SLBPR. We find that in-
trinsically the Q-factors for the armchair SLBPRs are generally higher than those for
the zigzag SLBPRs, and are also larger than those found previously for graphene and
MoS2 nanoresonators. When the effects of mechanical strain are considered, our key
finding is that there is a maximum point in the strain dependence of the Q-factor due
to the competition between the enhancement at small strains and the reduction due to
nonlinear effects at large strains. Furthermore, we find that defects can cause a sig-
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nificant degradation of the Q-factor of the SLBPR. In particular, a 2% concentration
of randomly distributed SV defects is able to reduce the Q-factor by about 80% and
40% for the SLBPRs at 4.2 K and 50 K, respectively. The DV defects have the similar
reduction as the SV in the Q-factors of the SLBPRs. We also find that the Q-factor is
not sensitive to the distributed pattern of the vacancy defects. Finally, it is found that
oxidation has a weaker reduction on the Q-factor of the SLBPR, as compared with the
vacancy defects.
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Chapter 6
Self-assembly of Water Molecules
Using Graphene Nanoresonators
6.1 Introduction
Graphene is a monolayer of carbon atoms in the honeycomb lattice structure, and has
attracted much attention since its discovery.60,61 It is an attractive platform for NEMS
62,63 due to its atomic thickness, low mass density, high stiffness and high surface
area.64,65 Several recent works have shown that GNMR is a promising candidate for
ultrasensitive mass sensing and detection.62,66 The Q-factors, and thus sensitivity to
external perturbations like mass and pressure, are limited by both extrinsic and in-
trinsic energy dissipation mechanisms, including attachment induced energy loss,67,68
nonlinear scattering mechanisms,69 edge effects,70 the effective strain mechanism71
and thermalization due to nonlinear mode coupling.72
The interplay between graphene and adsorbates has been investigated in many
works. It was experimentally shown that pristine graphene sheets are impermeable
to standard gases, including helium.63,73 The adsorption of Helium atoms on graphene
has also discussed,74,75,76 while Jiang et al. studied the adsorption effects of metal
atoms on the Q-factors of graphene resonators.71 Very recently, an experiment showed
that metal atoms can be used as molecular valves to control the gas flux through pores
in monolayer graphene.77 However, an important issue that has not been investigated is
whether it is possible to self-assemble adsorbates on the graphene surface into different
types of nanostructures.
In this chapter, we report classical MD simulations for the self-assembly of water
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Figure 6.1: Conﬁguration for the GNMR. Water molecules are randomly distributed
on the graphene sheet (red atoms) of dimensions 100∗ 30 A˚.
molecules on the surface of graphene nanoresonators. In doing so, we draw inspiration
from the classical macroscale Chladni plate resonators, in which higher order resonant
modes are used to self-assemble adsorbates on the plate surface into different con-
ﬁgurations.304,305 We observe that the location for the self-assembly depends on the
resonant frequency. Speciﬁcally, water molecules will assemble at the position with the
maximum amplitude when the resonant frequency is lower than a critical frequency,
which is determined by the interaction between graphene and water molecules. Other-
wise, the assembly will take place at the position with minimum oscillation amplitude
if the resonant frequency is higher than the critical frequency. We also analyze the hy-
drogen bonds for the water chains that are assembled by the graphene nanoresonators.
Our present work has revealed that it is possible for water molecules to assemble
into water chains using graphene nanoresonators, which may have important implica-
tions for directed transport and ultra low friction-aided306 advanced nanoscale conduc-
tance systems.307 For example, Chen et al.307 reported a water bridge under electric
ﬁeld can serve as a transport system, with potential applications in drug delivery. Water
chains have also been created through conﬁnement in carbon nanotubes. However, the
radial size of the nanotubes limits the chain size, while also inducing water layering ef-
fects due to nanoconﬁnement, which may impact the ﬂuid transport. Thus, assembling
water chains via oscillating graphene surfaces may help to realize structurally ﬂexible
water channels in nanoﬂuidics.
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6.2 Structure and simulation details
Fig. 6.1 shows the structure of the GNMR simulated in the present work, which is a
monolayer and has dimensions 100∗ 30 A˚. All MD simulations were performed using
the publicly available simulation code LAMMPS230, while the OVITO package was
used for visualization299. The interaction among carbon atoms is described by the
second generation Brenner (REBO-II)308 potential, which is parameterized for carbon
and/or hydrogen atoms. In the REBO-II force ﬁeld, the total potential energy of a
system is given by
E = ∑
i
∑
j(>i)
[
ER(ri j) b¯i jEA(ri j)
]
, (6.1)
where ER and EA are the repulsive and attractive interactions, respectively. ri j is the dis-
tance between two adjacent atoms i and j, and b¯i j is a many-bond empirical bond-order
term. The water molecules are described by the rigid SPC/Emodel.309,310 The SHAKE
algorithm implemented in LAMMPS was applied to freeze the high-frequency vibra-
tions between oxygen and hydrogen atoms. The coupling between water molecules
and graphene is represented by the interaction between oxygen atoms and graphene,
which is described by the following Lennard-Jones (LJ) potential
U(r) = 4ε
[
(σ/r)12 (σ/r)6
]
, (6.2)
with parameters σC O = 3.19 A˚ and εC O = 4.063 meV.311 The interaction among
water molecules is also described by the LJ potential with σO O = 3.166 A˚, εO O =
6.737meV.312 We ﬁnd from the literature that the scanning electron microscope (SEM)
is normally used to perform measurements on resonators,313,314,315 which may help to
study how water interacts with graphene nanoresonators. For the OH stretching, the
potential energy associating with the OH stretching is one order higher than the inter-
action between water and graphene. Hence, the OH stretching motion is much weaker
than the motion of the whole water molecular, so the water molecular is regarded as
a rigid molecular by ignoring the OH stretching (which is a usual technique for the
simulation of water). The standard Newton equations of motion are integrated in time
using the velocity Verlet algorithm with a time step of 1 fs.
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Figure 6.2: Self-assembly of water molecules by GNMRs. The resonant oscillations
for mode indices n = 1 for panel (a) and n = 2 for panel (b). Water molecules are
assembled at the positions with maximum amplitude.
6.3 Results and discussions
6.3.1 Assembly of water molecules
We ﬁrst determine the resonant frequency for the GNMRs. Speciﬁcally, we actuate
the resonant oscillation of the GNMR by adding a sine shaped velocity distribution
to the z (out of plane) direction, i.e., vz = v0 sin(2πx/L), in which L is the length in
the x-direction. A small value v0 = 0.2 A˚/ps is used, so that nonlinear effects can be
avoided. After the actuation, the GNMR is allowed to oscillate freely within the NVE
(i.e., the particles number N, the volume V and the energy E of the system are constant)
ensemble. The resonant frequency f2π = 0.065 THz is extracted from the trajectory
of the kinetic/potential energy per atom. From elasticity theory, the frequency of the
vibrational mode sin(n±πx/L) with mode index n in the thin plate is proportional to
n2. Our numerical results show that f = 0.016±n2 THz.
We now discuss the assembly of water molecules by using the resonant oscillation
of GNMRs. The enforced oscillation is generated in the GNMRs by driving displace-
ment A±sin(ωt)sin(n±πx/L) for carbon atoms, with A = 8 A˚ as the displacement
amplitude. The angular frequency can be determined as ω = 2π f = 0.1±n2 THz. Wa-
ter molecules are simulated within the NVT (i.e., the particles number N, the volume
V and the temperature T of the system are constant) ensemble. At the beginning of
the simulations, 100 and 120 water molecules are randomly distributed on the surfaces
of the GNMRs for mode indices n = 1 and 2, respectively, as illustrated in Fig. 6.1.
Fig. 6.2 shows the ﬁnal stable structures at 300 K for mode indices n= 1 and 2, which
shows obvious self-assembly of water molecules in both cases. As shown in Fig. 6.2,
water molecules are assembled at x = L/2 for mode index n = 1, and at x = L/4 and
x= 3L/4 for mode index n= 2, which indicates that water molecules are assembled at
92
6.3 Results and discussions
Figure 6.3: (a) Initial conﬁguration for the circular GNMR, with radius 50 A˚. (b) Water
molecules are assembled at the center of the CGN.
the positions with maximum amplitude for mode indices n = 1 and 2.
The assembly of water molecules at positions with maximum oscillation amplitude
can also be found in the graphene nanoresonator of circular (CGN) shape as shown in
Fig. 6.3. For the CGN, the enforced oscillation is actuated in a similar way by pre-
deﬁning displacements uz = A±sin(2π f t)sin(0.5π(1 (r/R))) for the carbon atoms,
where R is the radius of the graphene resonator and r represents the distance away
from the center of the resonator. Fig. 6.3 (a) shows the initial conﬁguration of the
CGN of R = 50 A˚ and 196 water molecules. Fig. 6.3 (b) shows that water molecules
are assembled at the center of the CGN, where has the maximum oscillation amplitude.
6.3.2 Frequency effects on assembly
To examine possible frequency effects on the self-assembly phenomenon, we per-
formed a set of simulations with different frequencies for the resonant oscillation mode
index n= 1. More speciﬁcally, the intrinsic frequency for this mode is fπ = 0.016 THz.
We simulated the self-assembly of water molecules using GNMRs with enforced fre-
quencies of 3 fπ , 10 fπ , 30 fπ , 40 fπ , 50 fπ , 80 fπ and 100 fπ . Fig. 6.4 shows the sta-
ble conﬁgurations of the systems corresponding to frequencies 10 fπ , 30 fπ , 80 fπ and
100 fπ . While the self-assembly of water molecules can be found in all cases, it clearly
shows that the locations of the water chains depend on the oscillation frequencies.
The assembly happens at the positions with maximum oscillation amplitude for lower
93
6. SELF-ASSEMBLY OFWATER MOLECULES USING GRAPHENE
NANORESONATORS
Figure 6.4: Frequency effects on the self-assembly of water molecules with mode
index n= 1, with 4 different frequencies (10 fpi , 30 fpi , 80 fpi and 100 fpi for panels from
(a) to (d)).
oscillation frequencies 10 fpi and 30 fpi , while the water chains are assembled at the
two boundaries (with minimum oscillation amplitude) for higher oscillation frequen-
cies 80 fpi and 100 fpi . Fig. 6.5 summarizes the frequency dependence for the assembly
position. There is a step-like jump at a critical frequency around fc = 35 fpi . Water
molecules are assembled at the positions with the maximum (minimum) oscillation
amplitude, corresponding to frequencies lower (higher) than the critical frequency.
To understand the frequency dependent self-assembly, we explore two character-
istic frequencies for the resonant oscillation process. The first frequency ( fg) is the
resonant oscillation frequency for the GNMR, which has already been discussed. The
second frequency ( fwg) characterizes the oscillation between the water clusters and
graphene. The value of fwg is determined by the van der Waals interaction between
water molecules and graphene. If the resonant frequency for graphene ( fg) is lower
than the frequency fwg, then water molecules are able to follow the resonant motion of
the GNMR. As a result, water molecules are always connected to the GNMR through
the van der Waals interactions during the oscillation process.
According to the previous reference,306 water molecules prefer to stay on surfaces
with larger curvature. As a result, Fig. 6.6 shows that the water cluster slides down
quickly to the position with maximum amplitude if the GNMR oscillation is below
its equilibrium (flat) configuration. If the GNMR oscillation is above the flat config-
uration, the water cluster should move to the two ends, where the curvature is larger.
It should be noted that the curvature is negative for the GNMR when it is above the
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Figure 6.5: Assembly position versus frequency for mode index n = 1.
equilibrium (ﬂat) conﬁguration as shown on the right part of Fig. 6.6. However, the
sliding velocity of the water cluster is fairly small when the GNMR oscillation is above
its equilibrium (ﬂat) conﬁguration. As a result, the water cluster oscillates around
the middle of the GNMR with the maximum oscillation amplitude. However, if the
resonant frequency for the GNMR ( fg) is higher than the frequency fwg, then water
molecules can escape from the van der Waals interactions from graphene and search
for the most stable positions of the GNMR, leading to possible self-assembly of water
chains at the nodal positions of the GNMR.
We now derive the frequency fwg corresponding to the van der Waals interaction
between water molecules and graphene. Assuming a small variation dr in the distance
r, the retracting force constant can be obtained by
K =
∂ 2U
∂ r2
= 0.023 eV/A˚2. (6.3)
The frequency for water molecules is
fwg =
1
2π
∗
√
K
m
→0.567 THz. (6.4)
This analytic value for the critical frequency agrees quite well with the numerical re-
sults shown in Fig. 6.5, in which the numerical value for the critical frequency is about
35 fπ →0.56 THz.
It is expected that the graphene liquid cell electron microscopy or the cryo-TEM
technique can be applied to directly visualize the assembled water pattern on graphene
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Figure 6.6: The motion of a self-assembled water cluster during one oscillation cycle,
with fg < fwg.
film, which can provide direct experimental supports for our simulation results in the
present work.
6.3.3 H-bonds
Quantifying the characteristics of the hydrogen (H)-bonding is useful for capturing
important physical properties for water chains.316,317,318,319 Therefore, we calculate
the average number of H-bonds per water molecule in the water chains that are as-
sembled with different resonant frequencies. The H-bond is defined using the geomet-
ric criteria,316 which states that a H-bond between two water molecules is formed if
rO O < 0.3 nm and ∠OOH < 30•. Fig. 6.7 shows that the highest value of the H-bonds
number is about 3.3 for 100 fpi , which indicates that the water chain is spatially stable.
This number is slightly smaller than 3.7 for bulk water due to the presence of surface
effects on the formed water chains. The small value of the H-bonds number at the
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Figure 6.7: Frequency effects on H-bonds.
beginning of the assembly process is because many water molecules are spatially dis-
tributed at the beginning of the simulation. The number of the H-bonds increases and
reaches a saturation value of 2.3, when a stable water chain is assembled. It is quite in-
teresting that the saturation values for the number of the H-bonds are almost the same
for all water chains, which are assembled using different oscillation frequencies for the
GNMR. This result implies similar structural properties for these water chains.
6.4 Conclusion
In conclusion, we have demonstrated, using classical MD simulations, the possibility
of creating self-assembled water nanostructures by using normal resonant mode shapes
of graphene nanoresonators. In doing so, we have drawn inspiration from macroscale
Chladni plate resonators, which are used to self-assemble shapes using higher order
mode frequencies. We have uncovered that the location of the self-assembly can
be controlled through the resonant frequency. Water molecules will assemble at the
positions with maximum amplitude if the resonant frequency is lower than a criti-
cal value. Otherwise, the assembly occurs at the nodes of the resonator, when the
resonant frequency is higher than the critical value. We provide an analytic formula
for the critical resonant frequency based on the interaction between water molecules
and graphene. Furthermore, we demonstrate that the water chains assembled by the
graphene nanoresonators have some universal properties including a stable value for
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the number of H-bonds.
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Chapter 7
Conclusions
7.1 Summary of achievements
This dissertation was devoted to the development of the CG models for SLMoS2,
mechanism understanding of BP nanomechanical resonators, and application of graphene
nanoresonators. Considering to compare the theoretical studies with experimental re-
searches with larger sizes, the CG model proposed in current work provides a valuable
simulation approach for Q2D materials. As introduced in the first chapter, Q2D ma-
terials have attracted intensive research interest due to their novel properties during
the past decades. However, the dynamic characteristics of these nanoresonators is still
lacking. Therefore, the results about the dynamic characteristics of Q2D materials
based nanoresonators in current work provide a useful reference. From the work that
has been done, the achievements are summarized as follows:
1. Method development
- A 2D CG model of MoS2 with SW potential is parametrized, in which all
SW geometrical parameters are determined analytically from the equilib-
rium condition for each potential term, while the SW energy parameters are
derived analytically based on the VFF model. This parametrization method
transfers the accuracy of the VFF model to the SW potential. Owing to its
simplicity, the 2D CG model is used to investigate the adsorption effects on
the resonant frequency. The resonant frequency of the oscillation is found
to be insensitive to the adsorbed mass.
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- The folding of MoS2 is investigated using 1D CG simulations, in which all
the parameters are determined analytically from the SW atomic potential.
Owing to its simplicity, the 1D CG model is used to derive analytic pre-
dictions for the relaxed configuration of the folded MoS2 and the resonant
frequency for the breathing-like oscillation. Two interesting phenomena for
the breathing-like oscillation in the folded MoS2 are disclosed. First, the
breathing-like oscillation is self-actuated, since this oscillation can be ac-
tuated by intrinsic thermal vibrations without any external actuation force.
Second, the resonant frequency of the breathing-like oscillation is insen-
sitive to the adsorption effect. These two features enable practical appli-
cations of the folded MoS2 based nanoresonators, where stable resonant
oscillations are desirable.
2. Mechanism understanding
- The resonant frequency of BPRs is highly anisotropic in the BP due to its
intrinsic puckered configuration, and the Q-factor in the armchair direction
is higher than that in the zigzag direction at the room temperature. The Q-
factors are also found to be intrinsically larger than those of graphene and
MoS2 nanoresonators.
- The Q-factors can be increased by more than a factor of two by applying
tensile strain, with uniaxial strain in the armchair direction being most ef-
fective. However, there is an upper bound for the Q-factor increase due to
nonlinear effects at large strains, after which the Q-factor decreases. The
tension induced nonlinear effect is stronger along the zigzag direction, re-
sulting in a smaller maximum strain for Q-factor enhancement.
- For the effects of vacancy and oxidation on the BPRs at different tempera-
tures, the vacancy causes strong reduction in the Q-factors of the nanores-
onators, while the oxidation has weaker effect. More specifically, a 2%
concentration of randomly distributed SV defects is able to reduce the Q-
factor by about 80% and 40% at 4.2K and 50K, respectively. The Q-factor
of the nanoresonator is not sensitive to the distribution pattern of the va-
cancy defects.
3. Application
- By drawing inspiration from macroscale self-assembly using the higher or-
der resonant modes of Chladni plates, using classical MD simulations, the
possibility of creating self-assembled water nanostructures by using normal
resonant mode shapes of graphene nanoresonators is demonstrated and thus
a novel application for graphene resonators, to use them to self-assemble
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small nanostructures, is proposed. The location of the self-assembly can be
controlled through the resonant frequency. Speciﬁcally, water molecules
will assemble at the positions with maximum amplitude if the resonant fre-
quency is lower than a critical value. Otherwise, the assembly occurs at
the nodes of the resonator, when the resonant frequency is higher than the
critical value. An analytic formula for the critical resonant frequency based
on the interaction between water molecules and graphene is provided. Fur-
thermore, the water chains assembled by the graphene nanoresonators have
been demonstrated to exist some universal properties including a stable
value for the number of H-bonds.
7.2 Outlook
The presented work mainly investigated the dynamic characteristics of Q2D materials
based nanoresonators. A few possible extensions to the current work can be suggested
as follows:
∼ The factors that degrade the Q-factor can be categorized as extrinsic and intrin-
sic. Extrinsic damping mechanisms occur due to the interaction of the NEMS
resonator with its surrounding environment, e.g. the substrate on which the
NEMS lies, or the air or gas molecules surrounding the NEMS. Intrinsic damp-
ing mechanisms occur due to defects or ﬂaws inherent in the NEMS, for instance,
atomic vacancies, grain boundaries, impurities, etc. Thus, the investigation of
such factor effects on energy dissipation is necessary to study the dynamic char-
acterization of Q2D materials based nanoresonators.
∼ The 2D CG model proposed in the current work is mainly used to examine the
properties of MoS2 nanoresonators. However, this 2D CG model is also able to
be applied in the practical problems, such as fracture growth for the SLMoS2,
which would make a signiﬁcant sense.
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