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On the Induction of p-Cells
Lars Thorge Jensen, Leonardo Patimo
Abstract
We study cells with respect to the p-canonical basis of the Hecke algebra of a crystallographic
Coxeter system (see [JW17; Jen19]) and their compatibility with standard parabolic subgroups.
We show that after induction to the surrounding bigger Coxeter group the cell module of a right
p-cell in a standard parabolic subgroup decomposes as a direct sum of cell modules. Along the
way, we state some new positivity properties of the p-canonical basis.
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1 Introduction
Let (W,S) be a Coxeter system and let H(W,S) denote its Hecke algebra. In [KL79], Kazhdan and
Lusztig introduced a preorder on the elements of W whose equivalence classes are known as right
Kazhdan-Lusztig cells. These Kazhdan-Lusztig cells can be used to construct representations of
H(W,S), called cell modules. Since their introduction, cells have been extensively studied and there
is a very rich theory describing them.
If the Coxeter group is crystallographic, we can replace the Kazhdan-Lusztig basis of H(W,S) with
the p-canonical basis (see [JW17]) which can be obtained as characters of the indecomposable parity
complexes on a suitable Kac-Moody flag variety with coefficients in a field of characteristic p. For
p = 0, the p-canonical basis specializes to the Kazhdan-Lusztig basis by results of Härterich [Här99].
Working with the p-canonical basis, we obtain a positive characteristic analogue of the Kazhdan-
Lusztig cells, called p-cells. The motivation for studying p-cells is that, other than providing a first
approximation of the multiplicative structure of the p-canonical basis, they allow one to construct
representations of the Hecke algebra (called cell modules) that naturally come with a canonical basis.
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Moreover, according to a recent conjecture by Achar, Hardesty and Riche [AHR18] there is a deep
relation between p-cells in affine Weyl groups and the geometry of nilpotent orbits.
The theory of p-cells has been initially developed by the first author in [Jen19], where several
properties of Kazhdan-Lusztig cells are generalized to p-cells. The following theorem is inspired by
[BV83, Proposition 3.11] and [Roi98, Proposition 1] and follows immediately from a key result in
[Jen19, Theorem 3.9].
Theorem (Parabolic restriction of right p-cells). Let I ⊆ S be a finitary subset and WI ⊆ W the
corresponding standard parabolic subgroup. Denote by W I the set of minimal length representatives
of cosets in W/WI . Let D ⊆W be a right p-cell of W and HD the corresponding right cell module of
H(W,S). Then D is a disjoint union of sets of the form xC, where x ∈ W I and C is a right p-cell for
WI . The direct sum of the associated right p-cells modules for H(WI ,I) is isomorphic to the restricted
module HD|H(WI ,I) .
In this paper we deal with the generalization of another compatibility result with respect to
parabolic subgroups. This property is known as parabolic induction of cells. The following is the
main result of the present paper.
Theorem (Parabolic induction for right p-cells). Let I ⊆ S be a finitary subset and WI ⊆ W the
corresponding standard parabolic subgroup. Denote by IW the set of minimal length representatives
of cosets in WI\W . Let C be a right p-cell of WI and HC the corresponding right cell module of
H(WI ,I). Then C ·
IW is a union of right p-cells for W . The right module of H(W,S) associated to
C · IW is isomorphic to the induced module HC ⊗H(WI ,I) H(W,S).
Parabolic induction is well-known for Kazhdan-Lusztig cells. It was first proven by Barbasch and
Vogan in [BV83, Proposition 3.15] (see also [Lus84, (5.26.1)]) for a finite Weyl groupW in the setting
of primitive ideals for complex semi-simple Lie algebras. For arbitrary Coxeter groups, it was first
conjectured by Roichman in [Roi98, §5]. Finally, Geck proved it in the general setting of cells for
Hecke algebras with unequal parameters in [Gec03].
In the following we will use the notation of the theorem. One may introduce the I-hybrid basis,
which combines the p-canonical basis ofH(WI ,I) and the standard basis elements corresponding to
IW
to get a Z[v, v−1]-basis of H(W,S). Geck’s proof is completely elementary and algebraic, combinatorial
in nature. It is based on the study of the I-hybrid basis of the Hecke algebra (for p = 0) and its
relation with the Kazhdan-Lusztig basis.
In contrast, our proof is based on a geometric argument. We use the categorification of the
p-canonical basis via indecomposable parity complexes on the flag variety of a Kac-Moody group.
First, we prove that the base change coefficients between the p-canonical and the I-hybrid basis
are Laurent polynomials with non-negative coefficients. To achieve this, we relate the base change
between these two bases to Braden’s hyperbolic localization functors [Bra03]. This works because
parity sheaves are well behaved with respect to the hyperbolic localization functors (see [JMW12]).
We remark that our argument is an adaptation of the work of Grojnowski and Haiman [GH07], which
deals with mixed Hodge modules in characteristic 0, to the setting of parity sheaves.
The rest of the proof follows along the lines of Geck’s proof. It uses a hybrid order which
combines the right p-cell preoder in WI with the Bruhat order on
IW . The crucial ingredient here
is Proposition 3.11 which shows that the base change coefficients between the p-canonical basis and
the I-hybrid basis are unitriangular with respect to the hybrid order.
1.1 Structure of the Paper
Section 2 We recall the definition of the Hecke algebra of a crystallographic Coxeter system. Then
we discuss its geometric categorification via parity sheaves. We also recall the definition of
and the main result about Braden’s hyperbolic localization functors. Finally, we introduce the
p-canonical basis and p-cells and mention some of their elementary properties.
2 BACKGROUND 3
Section 3 We introduce a new basis, called I-hybrid basis, for the Hecke algebra, combining the
p-canonical basis for a parabolic subgroup and the standard basis. Then we study positivity
properties of the p-canonical basis with respect to the I-hybrid basis. Finally, we prove that
induction for p-cells still works.
1.2 Acknowledgements
We would like to thank Jens Niklas Eberhardt, Simon Riche and Geordie Williamson for useful
discussions. The first author has received funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and innovation programme (grant agreement No
677147).
2 Background
2.1 Crystallographic Coxeter Systems and their Hecke Algebras
Let S be a finite set and (ms,t)s,t∈S be a matrix with entries in N ∪ {∞} such that ms,s = 1 and
ms,t = mt,s > 2 for all s 6= t ∈ S. Denote by W the group generated by S subject to the relations
(st)ms,t = 1 for s, t ∈ S with ms,t < ∞. We say that (W,S) is a Coxeter system and W is a
Coxeter group. The Coxeter group W comes equipped with a length function ℓ : W → N and the
Bruhat order 6 (see [Hum90] for more details). A Coxeter system (W,S) is called crystallographic
if ms,t ∈ {2, 3, 4, 6,∞} for all s 6= t ∈ S. We denote the identity of W by Id.
From now on, fix a generalized Cartan matrix A = (ai,j)i,j∈J (see [Kum02, §1.1.1]). Let
(J,X, {αi : i ∈ J}, {α∨i : i ∈ J}) be an associated Kac-Moody root datum (see [Tit89, §1.2] for
the definition). Then X is a finitely generated free abelian group, and for i ∈ J we have elements
αi ∈ X and α∨i ∈ X
∨ = HomZ(X,Z) respectively satisfying ai,j = α
∨
i (αj) for all i, j ∈ J .
We require our Kac-Moody root datum to satisfy the following assumptions (see [Mar18, §7.3.1]):
(i) free, i.e. the set {αi : i ∈ J} is linearly independent over Z in X ,
(ii) cofree, i.e. the set {α∨i : i ∈ J} is linearly independent over Z in X
∨,
(iii) cotorsion free, i.e. X∨/
∑
i∈J Zα
∨
i is torsion-free,
(iv) X is of rank 2|J | − rk(A).
Remark 2.1. These assumptions were originally imposed by Mathieu and Kumar (see [Mar18, Ex-
ample 7.10] for the relation between a realization of A and a Kac-Moody root datum associated to
A satisfying the assumptions (i) - (iv)). Even though they are not necessary for the construction of
Kac-Moody groups (see [Rou16, Remarque 3.5 and §3.19] and [Mar18, §8.7]), we will need the first
assumption in our proof.
To A we associate a crystallographic Coxeter system (W,S) as follows: choose a set of simple
reflections S of cardinality |J | and fix a bijection S
∼
→ J , s 7→ is. For s 6= t ∈ S we define ms,t to be
2, 3, 4, 6, or ∞ if ais,itait,is is 0, 1, 2, 3, or > 4 respectively. The group W is called the Weyl group
of A.
The Hecke algebra H = H(W,S) associated to (W,S) is the free Z[v, v
−1]-algebra with {Hw | w ∈
W} as basis, called the standard basis, and multiplication determined by:
H2s = (v
−1 − v)Hs + 1 for all s ∈ S,
HxHy = Hxy if ℓ(x) + ℓ(y) = ℓ(xy).
There is a unique Z-linear ring involution (−) on H satisfying v = v−1 and Hx = H
−1
x−1 . The
Kazhdan-Lusztig basis element Hx is the unique element in Hx +
∑
y<x vZ[v]Hy that is invariant
under (−). This is Soergel’s normalization from [Soe97] of a basis introduced originally in [KL79].
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Let ι be the Z[v, v−1]-linear anti-involution on H satisfying ι(Hs) = Hs for s ∈ S and thus
ι(Hx) = Hx−1 for x ∈W .
2.2 Parity Complexes on Kac-Moody Flag Varieties
In this section we want to recall some results about Kac-Moody flag varieties and parity complexes
on them. The standard references for Kac-Moody flag varieties are [Mar18] and [Kum02].
To our Kac-Moody root datum with Cartan matrix A we can associate a (maximal) Kac-Moody
group G with a canonical torus T ⊂ G. Mathieu actually constructs group ind-schemes over Z in
[Mat88] and [Mat89], but for our purposes it is enough to consider their complex points as in [Kum02,
§6.1] (see [Mar18, Exercise 8.123] and [Rou16, §3.20] for comparisons of the two constructions).
Let W be the Weyl group of G, i.e. the Weyl group of the Cartan matrix A. Let Φ denote the
set of roots of G and Φ+ the set of positive roots. We denote by Φ
re the set of real roots, i.e. roots
that can be written as w · αi, where w ∈ W and αi is a simple root.
Let U+ be the (pro-)unipotent group obtained as the image of the positive part of the associated
Kac-Moody Lie algebra under the exponential map defined in [Kum02, §6.1.1] (also denoted Uma+
in [Rou16, p. 3.1]). For every positive real root α ∈ Φre+ there exists a one parameter subgroup
Uα ⊂ U+ isomorphic to the additive group Ga (see [Kum02, Example 6.1.5]). For every α we fix an
isomorphism uα : Ga
∼
−→ Uα . Such an isomorphism is unique up to multiplication by a unit in C
(acting on Ga). The subgroup U
+ is normalized by the torus T . Moreover, every Uα for α a positive
real root is normalized by T and we have tuα(x)t
−1 = uα(α(t)x) for t ∈ T and x ∈ C.
The Borel subgroup B is a subgroup of G isomorphic to the semidirect product B = T ⋉ U+.
The set G/B may be equipped with the structure of an ind-projective ind-variety and it is called
Kac-Moody flag variety (see [Kum02, §7.1]).
For any finitary subset I ⊆ S we have the corresponding standard parabolic subgroup PI contain-
ing B (see [Kum02, Definitions 6.1.13 (4) and 6.1.18]). It admits a Levi decomposition PI = LI⋉UI ,
where LI is a connected (finite dimensional) reductive group associated to AI , the sub-Cartan matrix
of A obtained by taking the rows and the columns indexed by I. We denote by ΦI the roots of LI .
The group T is a connected algebraic torus, whereas G, B, U+, PI and UI are all pro-algebraic
groups. The following two examples cover the most important cases:
Example 2.2. If A is a Cartan matrix, then the Kac-Moody root datum is equivalent to a root datum
in the ordinary sense, and G is the associated complex simply connected algebraic group, B a Borel
subgroup, T ⊂ B a maximal torus and U+ the unipotent radical of B. In this case, PI is a standard
parabolic subgroup and LI the corresponding Levi.
Example 2.3. Assume that A = (ai,j) is a Cartan matrix of size l − 1 and that the Kac-Moody
root datum is simply connected (see [Mar18, Example 7.11]). Let G be the corresponding semi-
simple simply connected algebraic group. Moreover, one can add an l-th row and column to obtain
a generalized Cartan matrix A˜ as follows
aj,l = −θ(α
∨
j ),
al,j = −αj(θ
∨) for 1 6 j < l,
al,l = 2
where the αi are the simple roots of G and θ the highest root. In this case, the Kac-Moody group
G˜ associated to A˜ is of so-called untwisted affine type (see [Kum02, §13.2]) and some Kac-Moody
flag varieties associated to G˜ admit an alternative description as partial affine flag varieties. Denote
by K = C((t)) the field of complex Laurent series and by O = C[[t]] the ring of complex power
series. The Iwahori subgroup I is defined as the inverse image of a Borel subgroup B ⊂ G(C)
under the evaluation map G(O) → G(C), t 7→ 0. Then the affine flag variety G(K)/I and the
affine Grassmannian G(K)/G(O) are isomorphic to the Kac-Moody flag variety G˜/P˜I for I = ∅ and
I = {1, . . . , l − 1} respectively.
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We will mostly be interested in the orbits of PI on F lG = G/B. Fix a finitary subset I ⊆ S
and the standard parabolic subgroup WI = 〈I〉 ⊆ W generated by I. The group PI can also be
realized as P = BWIB. Each left WI -coset contains a unique element of minimal length. We denote
by IW the set of these minimal coset representatives. The action of PI on G/B induces the Bruhat
decomposition
G/B =
⋃
w∈IW
IYw
where IYw := PIwB/B. In the following, we will usually denote
∅Yx by Yx. If I = ∅ each ∅Yw is
isomorphic to an affine space of dimension ℓ(w) (see [Kum02, 7.4.16 Proposition]). For w ∈ IW the
decomposition of IYw into B-orbits gives a cell decomposition
IYw =
⋃
x∈WIw
∅Yx =
⋃
x∈WIw
Cl(x).
For w ∈ W let Φ(w) = {α ∈ Φ+ | w−1(α) ∈ Φ−}. Let UΦ(w) be the subgroup generated by Uα,
for α ∈ Φ(w). Applying [Kum02, Lemma 6.1.3] gives the following isomorphism (of varieties):
UΦ(w) ∼=
∏
α∈Φ(w)
Uα.
The multiplication induces an isomorphism (see [Kum02, Exercise 6.2.E (1)] and [Kum02, Proposition
7.1.15]) :
UΦ(w) −→ Yw, (1)
u 7−→ uwB.
In this paper, we will view F lG := G/B as ind-variety equipped with the algebraic statification
coming from the B-orbits. Fix a field k of characteristic p. We will consider DbB(F lG), the B-
equivariant bounded constructible derived category of sheaves of k-vector spaces on F lG.
Recall the notion of a parity complex introduced by Juteau, Mautner and Williamson in [JMW14,
§2.2]. We will denote by ParityB(F lG) the full subcategory of D
b
B(F lG) whose objects are parity
complexes.
Theorem 2.4. For each w ∈ W there exists up to isomorphism a unique indecomposable parity
complex E(w) ∈ DbB(G/B) with support Yw and restriction E(w)|Yw = kYw [dim Yw]. Every indecom-
posable parity complex in DbB(G/B) is up to shift isomorphic to E(w) for some w ∈W .
The uniqueness up to isomorphism follows from [JMW14, Proposition 4.3 and Theorem 2.12].
The existence of the indecomposable parity complexes E(w) is shown in [JMW14, Theorem 4.6].1 In
the proof, the complex E(w) is constructed via the push-forward of the constant sheaf on a suitably
chosen Bott-Samelson resolution.
2.3 The p-Canonical Basis and p-Cells
In this section, we recall the definition of the p-canonical basis in the geometric setting. For this we
will need to define the character map:
Definition 2.5. Let F ∈ DbB(F lG). We can define an element ch(F) ∈ H via
ch(F) =
∑
i∈Z
x∈W
dimHi(Fx)v
−i−ℓ(x)Hx
1In the original proof in [JMW14] they require some mild assumptions on the characteristic of k to prove the
existence of E(w). However, no assumption on the characteristic of k is necessary in the B-equivariant setting (see for
example [RW18, paragraph following Lemma 9.6]).
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where Fx denotes the stalk of F in xB/B. The map ch is called the character map and restricts to
an isomorphism ch : [ParityB(F lG)]
∼
−→ H of Z[v, v−1]-algebras where [ParityB(F lG)] denotes the
split Grothendieck group of ParityB(F lG).
Definition 2.6. Define pHw = ch([E(w)]) for all w ∈W . The set {
pHw | w ∈ W} is a Z[v, v
−1]-basis
of the Hecke algebra H, called the p-canonical or p-Kazhdan-Lusztig basis.
Remark 2.7. Using the transposed generalized Cartan matrix as input for the diagrammatic category
of Soergel bimodules and the definition of the p-canonical basis given in [Jen19, Definition 2.4], one
obtains the same basis of H(W,S). This follows from the main result in [RW18, Part 3]. In other
words, the various definitions of the p-canonical basis are consistent (up to taking Langlands’ dual
input data).
We will need the following positivity property of the p-canonical basis which can be found in
[JW17, Proposition 4.2 and its proof]:
Proposition 2.8. For all x ∈W we have:
(i) pHx = Hx +
∑
y<x
phy,xHy with phy,x ∈ Z>0[v, v−1],
(ii) ι(pHx) =
pHx−1 and thus in particular
phy,x =
phy−1,x−1 .
The next result is obtained from [Jen19, Corollary 3.10] by applying the anti-involution ι of H
and using Proposition 2.8 (ii).
Proposition 2.9. Let I ⊆ S be a finitary subset. Then for x, y ∈WI and z ∈ IW we have:
phyz,xz =
phy,x
Next, we recall the definition of p-cells from [Jen19, §3.1]. This notion is an obvious generalization
of the notion of cells introduced by Kazhdan-Lusztig in [KL79].
Definition 2.10. For h ∈ H we say that pHw appears with non-zero coefficient in h if the coefficient
of pHw is non-zero when expressing h in the p-canonical basis.
Define a preorder
p
6
R
(resp.
p
6
L
) onW as follows: x
p
6
R
y (resp. x
p
6
L
y) if and only if pHx appears
with non-zero coefficient in pHyh (resp. h
pHy) for some h ∈ H. Right (resp. left) p-cells are the
equivalence classes in W with respect to
p
6
R
(resp.
p
6
L
).
For more properties and results about p-cells, we refer the reader to [Jen19].
2.4 Hyperbolic Localization
Let T be a complex torus and X a complex variety with an action of T . In this section, we let k
be a field and D(X) denote the constructible derived category of sheaves of k-vector spaces on X .
Moreover, we make the following assumption:
X has a covering by T -stable affine open subvarieties. (C)
Note that this assumption is automatically satisfied if X is normal by Sumihiro’s theorem (see
[Sum74; KKLV89]).
Let χ : Gm −→ T be a cocharacter of T . We want to understand the hyperbolic localization with
respect to the Gm action induced by χ.
Denote by Z := Xχ ⊆ X the variety of χ-fixed points in X and let Z1, . . . , Zm be its connected
components. For 1 6 i 6 m we will denote the attracting and repelling varieties of the component
Zi by
Z+i = {x ∈ X | lims→0
χ(s)x ∈ Zi} and Z
−
i = {x ∈ X | lims→∞
χ(s)x ∈ Zi}
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respectively. Let Z+ (resp. Z−) be the disjoint, disconnected union of the Z+i (resp. Z
−
i ) and define
f± : Z −→ Z± and g± : Z± → X via the component-wise inclusions. The attracting and repelling
maps p± : Z± −→ Z are defined via p+(x) = lims→0 χ(s)x and p+(x) = lims→∞ χ(s)x. It follows
from [Hes81, Proposition 4.2] that these are algebraic maps.
Braden defines the hyperbolic localization functors (−)!∗, (−)∗! : D(X) −→ D(Z) associated to
the cocharacter χ for F ∈ D(X) as follows:
F !∗ := (f+)!(g+)∗F ,
F∗! := (f−)∗(g−)!F .
We will use the following result (see [Bra03, Theorem 1]):
Theorem 2.11. For any F ∈ D(X) there is a natural morphism ιF : F∗! −→ F !∗. If F is weakly
equivariant (e.g. comes from an object in the equivariant derived category), then
(i) there are natural isomorphisms F !∗ ∼= (p+)!(g+)∗F and F∗! ∼= (p−)∗(g−)!F and
(ii) ιF : F∗! −→ F !∗ is an isomorphism.
Using this result, Braden proves for k = Q that the hyperbolic localization of the intersection
cohomology complex IC(X ;Q) is a direct sum of shifted intersection cohomology complexes.
3 Induction of p-Cells
3.1 Positivity Properties
Recall that for our fixed finitary subset I ⊆ S we denote the parabolic subgroup generated by I by
WI and the minimal coset representatives by
IW . The multiplication induces a bijection
WI ×
IW
∼
−→W
(x, y) 7−→ xy
and we have ℓ(xy) = ℓ(x) + ℓ(y) if (x, y) ∈ WI × IW (see [BB05, Proposition 2.4.4]). The following
I-hybrid basis interpolates between the standard basis for I =  and the p-canonical basis for I = S.2
Lemma 3.1. The set {pHxHy | x ∈WI , y ∈
IW} is a Z[v, v−1]-basis of the Hecke algebra H, called
the I-hybrid basis.
Proof. Notice that pHxHy ∈ Hxy +
∑
z<xy N[v, v
−1]Hz . Since the base change matrix with the
standard basis is unitriangular, the set {pHxHy | x ∈WI , y ∈
IW} is also a basis.
We introduce the following notation for the base change coefficients between the p-canonical and
the I-hybrid bases
pHw =
∑
x∈WI , y∈IW
prIxy,w
pHxHy
with prIxy,w ∈ Z[v, v
−1] for w ∈ W , x ∈ WI and y ∈ IW . The following result shows that these
polynomials have in fact non-negative coefficients:
Proposition 3.2. For all w ∈W , x ∈WI and y ∈ IW the polynomial prIxy,w lies in Z>0[v, v
−1].
2Technically, the case I = S is only allowed if W is finite.
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The main idea is to replace the purity arguments in [GH07, Theorem 3.2] by parity arguments.
Before explaining the proof, we need to introduce some more notation.
Recall the decomposition PI = LI ⋉ UI from §2.2. To simplify notation, we will write L for LI
and P for PI from now on. Denote by BL the Borel subgroup of L induced by our choice of positive
roots, so that we have BL = B ∩ L.
Lemma 3.3. For any y ∈ IW the stabilizer yB of yB satisfies BL = yB ∩ L.
Proof. The group yB ∩ L is the Borel subgroup of L corresponding to the system of positive roots
{α ∈ ΦI | y
−1(α) ∈ Φ+I } ⊂ ΦI .
Since y ∈ IW , we have y−1s > y−1 for all s ∈ I, so y−1(αs) ∈ Φ+. Hence, for all α ∈ Φ
+
I we have
y−1(α) ∈ Φ+ and similarly for α ∈ Φ−I we have y
−1(α) ∈ Φ−. It follows that {α ∈ ΦI | y−1(α) ∈
Φ+I } = Φ
+
I and BL =
yB ∩ L.
Hence, for any y ∈ IW we can realize F lL inside F lG via the isomorphism
iy : F lL
∼
−→ LyB/B ⊆ F lG
xBL 7−→ xyB
Denote by Xw =
⋃
u6w Yu ⊆ F lG the Schubert variety associated to w ∈W .
We fix a dominant co-character γ : C∗ −→ T whose stabilizer in W is WI (this is possible
because our realization is free). For each w ∈ W the connected components of the fixed locus Xγw
are precisely the intersections Xw ∩ iy(F lL) for y ∈
IW (note that γ acts trivially by conjugation on
a root subgroup Uα if and only if α lies in ΦI).
Lemma 3.4. Let y ∈ IW. Then γ retracts ByB on yB, i.e.
lim
t→0
γ(t)byB = yB
for all b ∈ B.
Proof. Let Φ(y) = {β1, β2, . . . , βk}. As in Lemma 3.3, we have y−1(α) ∈ Φ+ for any α ∈ Φ
+
I , hence
Φ(y) ⊂ Φ+ \ Φ+I . In particular, we have 〈β, γ〉 > 0 for all β ∈ Φ(y).
By (1) we can write byB = uβ1(x1)uβ2(x2) . . . uβk(xk)yB. Then
γ(t)uβ1(x1)uβ2(x2) . . . uβk(xk)yB = uβ1(t
〈β1,γ〉x1)uβ2(t
〈β2,γ〉x2) . . . uβk(t
〈βk,γ〉xk)yB
and limt→0 γ(t)byB = yB.
Lemma 3.5. The attracting map πy : PyB/B −→ LyB/B is induced by the group homomorphism
P → L. The attracting variety to iy(F lL) is PyB/B =
⋃
x∈WI
Yxy. Moreover, πy is an affine bundle,
with fiber isomorphic to Cℓ(y).
Proof. By the previous lemma we have ByB ⊂ π−1y (yB). Since WI stabilizes γ, the Levi subgroup
L commutes with the image of γ. We can write any element p ∈ P as p = lu, with l ∈ L and
u ∈ U ⊂ B. Now we have
πy(pyB) = lim
t→0
γ(t)pyB = lim
t→0
lγ(t)uyB = lyB.
The following diagram of L-equivariant maps is commutative
L×BL ByB/B PyB/B
F lL LyB/B
∼
pr1 πy
iy
∼
and the horizontal arrows are bijections since πy is an L-equivariant fiber bundle and
pr−11 (yB/B)
∼= π−1y (yB/B)
∼= ByB ∼= Cℓ(y).
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Denote by jy : PyB/B −→ F lG the inclusion. The following result gives a geometric interpreta-
tion of the coefficients occuring when expressing the class of an object in DbB(F lG) in terms of the
I-hybrid basis.
Lemma 3.6. For x ∈WI and y ∈ IW we have:
(i) For F ∈ DbBL(F lL) we have
ch
(
(jy)!π
∗
y(iy)∗F
)
= v−ℓ(y) ch(F)Hy.
In this equation ch(F) ∈ H(WI ,I) is viewed as an element in H by identifying H(WI ,I) as the
subalgebra of H generated by Hs for s ∈ I.
(ii) For F ∈ DbB(F lG) the coefficient of
pHxHy in ch(F) when expressed in the I-hybrid basis is
vℓ(y) times the coefficient of pHx in ch
(
i∗y(πy)!j
∗
yF
)
when expressed in the p-canonical basis.
Proof. (i) We have
(
(jy)!π
∗
y(iy)∗F
)
z
6= 0 only if z ∈WIy. For x ∈WI we have
(
(jy)!π
∗
y(iy)∗F
)
xy
=
(
(iy)∗F
)
xy
= Fx
since iy is an isomorphism and i
−1
y (xyB) = xBL. Hence, it follows that
ch
(
(jy)!π
∗
y(iy)∗F
)
=
∑
i∈Z
x∈WI
v−i−ℓ(x)−ℓ(y) dimHi(Fx)HxHy
= v−ℓ(y) ch(F)Hy.
(ii) The map πy is a topological fibration with fibers isomorphic to C
ℓ(y). Since F is constant along
the fibers of πy we have
(jy)!π
∗
y(iy)∗i
∗
y(πy)!j
∗
yF
∼= (jy)!π
∗
y(πy)!j
∗
yF
∼= (jy)!j
∗
yF [−2ℓ(y)].
The flag variety F lG is the disjoint union of PyB/B, for y ∈ IW . It follows that
ch(F) =
∑
y∈IW
ch
(
(jy)!j
∗
yF
)
=
∑
y∈IW
v2ℓ(y) ch
(
(jy)!π
∗
y(iy)∗i
∗
y(πy)!j
∗
yF
)
=
∑
y∈IW
vℓ(y) ch
(
i∗y(πy)!j
∗
yF
)
Hy
where we used the first part for the last equality. We conclude by expressing ch
(
i∗y(πy)!j
∗
yF
)
in the p-canonical basis of H(WI ,I).
The following result crucially relies on Braden’s hyperbolic localization:
Proposition 3.7. For any y ∈ IW the functor i∗y(πy)!j
∗
y preserves parity complexes and thus restricts
to a functor ParityB(F lG) −→ ParityBL(F lL).
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Proof. Theorem 2.11 implies that
⊕
y∈IW (πy)!j
∗
y is isomorphic to Braden’s hyperbolic localization
functor (−)!∗ : DbB(F lG) −→ D
b
BL
(F lγG).
Juteau, Mautner and Williamson develop in [JMW16, §2.2] a general framework to show that
the hyperbolic localization of the pushforward of the constant sheaf on a resolution of singularities
satisfying several properties (see [JMW16, §2.2 (1) - (3)]) is a parity complex. In [JMW16, Proof of
Theorem 1.6] they verify that these conditions are satisfied for Bott-Samelson resolutions of Schubert
varieties of a Kac-Moody group. Since any indecomposable parity complex Ew occurs as a direct
summand of the push-forward of the constant sheaf on a suitably chosen Bott-Samelson resolution,
it follows that (Ew)!∗ is a parity complex. Finally, a complex F on F l
γ
G is parity if and only if its
restriction to any connected component is a parity complex.
Proof of Proposition 3.2. By Lemma 3.6(ii), the polynomial prIxy,w is equal to v
ℓ(y) the coefficient of
pHx in ch
(
i∗y(πy)!j
∗
yEw
)
. By Proposition 3.7, the complex i∗y(πy)!j
∗
yEw is a parity complex on F lL,
hence its character has positive coefficients when written in the p-canonical basis of H(WI ,I).
Remark 3.8. For z ∈W , x ∈ WI and y ∈ IW write
pHxHy ·
pHz =
∑
u∈WI , w∈IW
pdI,uwxy,z
pHuHw
with pdI,uwxy,z ∈ Z[v, v
−1]. Grojnowski and Haiman show in [GH07, Corollary 3.9] that the Laurent
polynomials pdI,uwxy,z have non-negative coefficients for p = 0. Recently Williamson [Wil19] obtained,
after specializing v to 1, a more general results which holds for a larger class of reflection subgroups
of W .
3.2 Main Result
The proof of the main result draws inspiration from [Gec03]. Throughout, we are working with the
right p-cell preorder instead of the left Kazhdan-Lusztig cell preorder. The analogous version for
left p-cells can be obtained by applying the anti-involution ι. The following result is the analogue
of [Gec03, Lemma 2.2]. Its proof works in our setting after replacing all Kazhdan-Lusztig related
notions by the corresponding p-canonical analogues. We will rewrite the proof here for the sake of
completeness.
Lemma 3.9. Let J ⊆WI be a subset such that
{u ∈ WI | u
p
6
R
w for some w ∈ J } ⊆ J .
Let M = 〈pHxHy | x ∈ J , y ∈
IW 〉Z[v,v−1] ⊆ H. Then M is a right ideal in H.
Proof. Since H is generated by Hs for s ∈ S as an algebra, it is enough to check that pHxHyHs ∈M
for all x ∈WI and y ∈ IW . Deodhar’s lemma (see [GP00, Lemma 2.1.2]) shows that there are three
cases to consider:
(i) ys ∈ IW and ℓ(ys) > ℓ(y). In this case, we have pHxHyHs =
pHxHys ∈ M as desired.
(ii) ys ∈ IW and ℓ(ys) < ℓ(y). Then pHxHyHs =
pHx(Hys + (v
−1 − v)Hy) ∈ M.
(iii) ys /∈ IW . For t = ysy−1 ∈ I it follows that ℓ(ys) = ℓ(y) + 1 = ℓ(ty) and thus
pHxHyHs =
pHxHys =
pHxHty =
pHxHtHy.
The definition of right p-cells implies that pHxHt is a linear combination of terms
pHz with
z
p
6
R
x. Our assumption then ensures that pHxHyHs is a linear combination of terms
pHuHy
with u ∈ J . This concludes the proof.
3 INDUCTION OF P -CELLS 11
As in [Gec03, §3] we introduce the following hybrid preorder on W :
Definition 3.10. Let x, u ∈ WI and y, w ∈ IW . We write xy
p
<
I,R
uw if x
p
6
R
u in the right p-cell
preorder and y < w in the Bruhat order. We write as well xy
p
⊑
I,R
uw if xy
p
<
I,R
uw or xy = uw.
A crucial ingredient in Geck’s proof is [Gec03, Proposition 3.3]. For its proof Geck uses the
characterization of the Kazhdan-Lusztig basis element Hw as the unique self-dual element in Hx +∑
y<x vZ[v]Hy . For this reason, his proof does not work for the p-canonical basis. Since Geck works
in the unequal parameter case, he cannot rely on positivity properties which will allow us to conclude.
Proposition 3.11. We have for x ∈ WI and y ∈ IW :
pHxy =
pHxHy +
∑
u∈WI , w∈
IW
uw
p
<
I,R
xy
prIuw,xy
pHuHw
In particular, the polynomial prIuw,xy vanishes unless uw
p
⊑
I,R
xy.
Proof. Let x ∈ WI and y ∈ IW . Consider for J = {u ∈ WI | u
p
6
R
x} the right ideal M ⊂ H
constructed as in Lemma 3.9. Clearly, pHx
pHy lies in M (as
pHx ∈ M). Since ℓ(xy) = ℓ(x) + ℓ(y),
it follows that
pHx
pHy =
pHxy +
∑
z<xy
mz
pHz. (2)
for some mz ∈ N[v, v−1]. Proposition 3.2 implies that when expressing the p-canonical basis elements
on the right hand side of (2) in the I-hybrid basis, there cannot be any cancellations. Therefore, we
see that pHxy lies in M. This means that we can express
pHxy as follows
pHxy =
∑
u∈WI , w∈
IW
u
p
6
R
x
prIuw,xy
pHuHw
with prIuw,xy ∈ N[v, v
−1]. It remains to show that prIuw,xy = 0 unless uw = xy or w < y. Expanding
in the standard basis (see Proposition 2.8 (i)) we have
pHxy =
∑
z6u∈WI , w∈
IW
u
p
6
R
x
prIuw,xy
phz,uHzw.
By comparing coefficients in the standard basis we get
phzw,xy =
∑
u∈WI
prIuw,xy
phz,u. (3)
Since both the p-Kazhdan-Lusztig polynomials phz,u and the polynomials
prIuw,xy have non-negative
coefficients, prIuw,xy 6= 0 for some w 6≤ y and u ∈ WI implies
phIzw,xy 6= 0. But if w 6≤ y, then also
zw 6≤ xy because the quotient map W → IW is a strict morphism of posets (see [Dou90, Lemma
2.2]), contradicting Proposition 2.8(i).
Suppose w = y. Proposition 2.9 together with (3) implies that prIxy,xy = 1 and that
prIuy,xy
vanishes for u < x. This concludes the proof.
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Corollary 3.12. Let J ⊆WI and M be as in Lemma 3.9. Then we have
M = 〈pHxy | x ∈ J , y ∈
IW 〉Z[v,v−1].
Proof. Let x ∈ J and y ∈ IW . Proposition 3.11 shows that pHxy lies in M.
Moreover, Proposition 3.11 shows that in any total order refining the preorder
p
⊑
I,R
the base change
matrix between the p-canonical basis and the I-hybrid basis is uni-triangular Since its inverse is of
the same form, the claim follows.
The proof of our main result is analogous to [Gec03, §4]. We will give a complete proof for the
reader’s convenience:
Theorem 3.13. Let x, u ∈ WI and y, w ∈ IW . Then we have:
uw
p
6
R
xy ⇒ u
p
6
R
x in WI
In particular, the following holds:
uw
p
∼
R
xy ⇒ u
p
∼
R
x in WI
Proof. It is enough to consider the case where pHuw occurs with non-zero coefficient in
pHxyHs
for some s ∈ S. Consider the set J = {z ∈ WI | z
p
6
R
x}. Since J satisfies the requirements in
Lemma 3.9, it follows that M = 〈pHaHb | a ∈ J , b ∈
IW 〉 ⊆ H is a right ideal.
Corollary 3.12 shows that pHxy lies in M. Since M is a right ideal, the element
pHxyHs also
lies in M. From Corollary 3.12 it follows that we can write
pHxyHs =
∑
a∈J , b∈IW
γabxy,s
pHab (4)
with γabxy,s ∈ Z[v, v
−1] for all a ∈ J , b ∈ IW . Observe that the right-hand side of (4) is the
expansion of pHxyHs in the p-canonical basis. Therefore, our assumption that
pHuw occurs with
non-zero coefficient in pHxyHs means that u ∈ J . This in turn implies u
p
6
R
x by the definition of
J and finishes the proof of the theorem.
Before we can state our main result, we should recall the definition of a cell module.
Definition 3.14. For any right p-Cell C ⊆ W , write w
p
6
R
C (resp. w
p
<
R
C) if there exists an
element y ∈ C such that w
p
6
L
y (and w 6∈ C). By the definition of the right p-cell preorder, we can
define right H-modules
H p
6
R
C
:=
⊕
w
p
6
R
C
Z[v, v−1]pHw
and similarly H p
<
R
C
. Then the right p-cell module associated to C is defined as the right H-module
given by the quotient
HC := H p
6
R
C
/H p
<
R
C
.
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Theorem 3.15 (Parabolic induction for right p-cells).
Let C be a right p-cell of WI and HC the corresponding right cell module of H(WI ,I). Then C ·
IW
is a union of right p-cells of W . The right module of H(W,S) associated to C · IW is isomorphic to
HC ⊗H(WI ,I) H(W,S).
Proof. The first part is a corollary of Theorem 3.13 and the proof of the second part works exactly
like the proof of [Gec05, Lemma 5.2].
3.3 An example: finite type C3 for p = 2
In this section, we illustrate Theorem 3.13 in finite type C3 where Kazhdan-Lusztig cells do not
decompose into p-cells for p = 2 (see [Jen19, §3.4.3]). We will use the following Cartan matrix
as input and label the simple reflections accordingly. One may obtain a Kac-Moody root datum
satisfying our assumptions from any based root datum of the corresponding connected semi-simple
simply-connected algebraic group.
1 2 3 ⇔ Cartan matrix:


2 −2 0
−1 2 −1
0 −1 2


It should be noted that our input is Langlands’ dual to the one given in [Jen19, §3.4.3] as we work
on the geometric side and not with diagrammatic Soergel bimodules.
Explicit computer calculation gives the following Kazhdan-Lusztig right cells (as in [Jen19,
§3.4.3]):
C0 = {Id}
C1 = {1, 12, 121, 123}
C2 = {2, 21, 23, 212, 2123}
C3 = {3, 32, 321, 3212, 32123}
C4 = {13, 132, 1321}
C5 = {213, 2132, 21321}
C6 = {232, 2321, 23212}
C7 = {2121, 21213, 212132, 2121321, 21213213}
C8 = {1213, 12132, 121321}
C9 = {1232, 12321, 123212}
C10 = {13212, 132123, 1213212, 1232123, 12132123}
C11 = {21232, 212321, 2123212}
C12 = {232123, 232121, 2321213, 23212132}
C13 = {w0}
For p = 2 these right Kazhdan-Lusztig cells exhibit the following decomposition behavior into
right p-cells:
C2 = {2, 23}︸ ︷︷ ︸
2C2′
∪{21, 212, 2123}︸ ︷︷ ︸
2C2′′
C3 = {3, 32}︸ ︷︷ ︸
2C3′
∪{321, 3212, 32123}︸ ︷︷ ︸
2C3′′
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C6 ∪ C12 = {232}︸ ︷︷ ︸
2C6
∪{2321, 23212, 232123}︸ ︷︷ ︸
2C6/12
∪{232121, 2321213, 23212132}︸ ︷︷ ︸
2C12
Ci =
2Ci for i ∈ {0, . . . , 13} \ {2, 3, 6, 12}
The Hasse-diagrams of the cell preorders look as follows. We display Kazhdan-Lusztig right cells
on the left and right p-cells on the right. In these diagrams the cells that are depicted at one height
form a two-sided cell.
C0
C1 C2C3
C4 C5C8
C9 C11C6
C10 C7 C12
C13
2C0
2C3′
2C2′
2C1
2C3′′
2C2′′
2C8
2C4
2C5
2C6
2C9
2C6/12 2C11
2C10
2C7
2C12
2C13
We will choose I = {1, 2} so that WI is a finite Coxeter group of type B2 and we get
IW = {Id, 3, 32, 321, 3212, 32123}.
For p = 2 the Kazhdan-Lusztig right cell {2, 21, 212} in WI decomposes into two right p-cells {2} ∪
{21, 212} (see [Jen19, §3.4.1]).
For the right Kazhdan-Lusztig cells C = {2} and C′ = {21, 212} in WI we get:
C · IW = {2, 23}︸ ︷︷ ︸
2C2′
∪{232}︸ ︷︷ ︸
2C6
∪{2321, 23212, 232123}︸ ︷︷ ︸
2C6/12
C′ · IW = {21, 212, 2123}︸ ︷︷ ︸
2C2′′
∪{213, 2132, 21321}︸ ︷︷ ︸
2C5
∪{232121, 2321213, 23212132}︸ ︷︷ ︸
2C12
∪ {21232, 212321, 2123212}︸ ︷︷ ︸
2C11
Observe that neither C · IW nor C′ · IW is a union of right Kazhdan-Lusztig cells.
References
[AHR18] P. N. Achar, W. Hardesty, and S. Riche. Conjectures on tilting modules and antispherical
p-cells. 2018. eprint: arXiv:1812.09960.
[BV83] D. Barbasch and D. Vogan. “Primitive ideals and orbital integrals in complex exceptional
groups”. In: J. Algebra 80.2 (1983), pp. 350–382.
REFERENCES 15
[BB05] A. Björner and F. Brenti. Combinatorics of Coxeter groups. Vol. 231. Graduate Texts
in Mathematics. Springer, New York, 2005, pp. xiv+363.
[Bra03] T. Braden. “Hyperbolic localization of intersection cohomology”. In: Transform. Groups
8.3 (2003), pp. 209–216.
[Dou90] J. M. Douglass. “An inversion formula for relative Kazhdan-Lusztig polynomials”. In:
Comm. Algebra 18.2 (1990), pp. 371–387.
[Gec03] M. Geck. “On the induction of Kazhdan-Lusztig cells”. In: Bull. London Math. Soc.
35.5 (2003), pp. 608–614.
[Gec05] M. Geck. “Left cells and constructible representations”. In: Represent. Theory 9 (2005),
pp. 385–416.
[GP00] M. Geck and G. Pfeiffer. Characters of finite Coxeter groups and Iwahori-Hecke algebras.
Vol. 21. London Mathematical Society Monographs. New Series. The Clarendon Press,
Oxford University Press, New York, 2000, pp. xvi+446.
[GH07] I. Grojnowski and M. Haiman. Affine Hecke algebras and positivity of LLT and Macdon-
ald polynomials. Preprint, available at: https://math.berkeley.edu/~mhaiman/ftp/llt-positivity/new-version.pdf.
2007.
[Här99] M. Härterich. Kazhdan-Lusztig-Basen, unzerlegbare Bimoduln und die Topologie der
Fahnenmannigfaltigkeit einer Kac-Moody-Gruppe. PhD-Thesis available at https://d-
nb.info/96098318X/34. 1999.
[Hes81] W. H. Hesselink. “Concentration under actions of algebraic groups”. In: Paul Dubreil
and Marie-Paule Malliavin Algebra Seminar, 33rd Year (Paris, 1980). Vol. 867. Lecture
Notes in Math. Springer, Berlin, 1981, pp. 55–89.
[Hum90] J. E. Humphreys. Reflection groups and Coxeter groups. Vol. 29. Cambridge Studies in
Advanced Mathematics. Cambridge: Cambridge University Press, 1990, pp. xii+204.
[Jen19] L. T. Jensen. The ABC of p-Cells. 2019. arXiv: 1901.02323 [math.RT].
[JW17] L. T. Jensen and G. Williamson. “The p-canonical basis for Hecke algebras”. In: Cate-
gorification and higher representation theory. Vol. 683. Contemp. Math. Amer. Math.
Soc., Providence, RI, 2017, pp. 333–361.
[JMW12] D. Juteau, C. Mautner, and G. Williamson. “Perverse sheaves and modular representa-
tion theory”. In: Geometric methods in representation theory. II. Vol. 24. Sémin. Congr.
Soc. Math. France, Paris, 2012, pp. 315–352.
[JMW14] D. Juteau, C. Mautner, and G. Williamson. “Parity sheaves”. In: J. Amer. Math. Soc.
27.4 (2014), pp. 1169–1212.
[JMW16] D. Juteau, C. Mautner, and G. Williamson. “Parity sheaves and tilting modules”. In:
Ann. Sci. Éc. Norm. Supér. (4) 49.2 (2016), pp. 257–275.
[KL79] D. Kazhdan and G. Lusztig. “Representations of Coxeter groups and Hecke algebras”.
In: Invent. Math. 53.2 (1979), pp. 165–184.
[KKLV89] F. Knop, H. Kraft, D. Luna, and T. Vust. “Local properties of algebraic group actions”.
In: Algebraische Transformationsgruppen und Invariantentheorie. Vol. 13. DMV Sem.
Birkhäuser, Basel, 1989, pp. 63–75.
[Kum02] S. Kumar. Kac-Moody groups, their flag varieties and representation theory. Vol. 204.
Progress in Mathematics. Birkhäuser Boston, MA, 2002, pp. xvi+606.
[Lus84] G. Lusztig. Characters of reductive groups over a finite field. Vol. 107. Annals of
Mathematics Studies. Princeton University Press, Princeton, NJ, 1984, pp. xxi+384.
[Mar18] T. Marquis. An introduction to Kac-Moody groups over fields. EMS Textbooks in Math-
ematics. European Mathematical Society (EMS), Zürich, 2018, pp. xi+331.
REFERENCES 16
[Mat88] O. Mathieu. “Construction du groupe de Kac-Moody et applications”. In: C. R. Acad.
Sci. Paris Sér. I Math. 306.5 (1988), pp. 227–230.
[Mat89] O. Mathieu. “Construction d’un groupe de Kac-Moody et applications”. In: Compositio
Math. 69.1 (1989), pp. 37–60.
[RW18] S. Riche and G. Williamson. “Tilting modules and the p-canonical basis”. In: Astérisque
397 (2018), pp. ix+184.
[Roi98] Y. Roichman. “Induction and restriction of Kazhdan-Lusztig cells”. In: Adv. Math. 134.2
(1998), pp. 384–398.
[Rou16] G. Rousseau. “Groupes de Kac-Moody déployés sur un corps local II. Masures ordon-
nées”. In: Bull. Soc. Math. France 144.4 (2016), pp. 613–692.
[Soe97] W. Soergel. “Kazhdan-Lusztig-Polynome und eine Kombinatorik für Kipp-Moduln”. In:
Represent. Theory 1 (1997), 37–68 (electronic).
[Sum74] H. Sumihiro. “Equivariant completion”. In: J. Math. Kyoto Univ. 14 (1974), pp. 1–28.
[Tit89] J. Tits. “Groupes associés aux algèbres de Kac-Moody”. In: Astérisque 177-178 (1989).
Séminaire Bourbaki, Vol. 1988/89, Exp. No. 700, 7–31.
[Wil19] G. Williamson. Modular representations and reflection subgroups. In preparation. 2019.
Université Clermont Auvergne, CNRS, LMBP, F-63178 Aubière, France
E-mail address, Lars Thorge Jensen: lars_thorge.jensen@uca.fr
Albert-Ludwigs-Universität Freiburg, D-79104 Freiburg im Breisgau, Germany
E-mail address, Leonardo Patimo: leonardo.patimo@math.uni-freiburg.de
