Introduction {#Sec1}
============

Non-Hermitian systems obeying parity-time (*PT*) symmetry, i.e., \[*PT,H*\] = 0, with *H* being the non-Hermitian Hamiltonian, have attracted considerable attention in recent years^[@CR1]--[@CR4]^. Most of the interesting properties of non-Hermitian systems are found at the exceptional point (EP)^[@CR5],[@CR6]^, which has led to many novel phenomena and plausible applications^[@CR7]--[@CR17]^. The topological structure of the energy Riemann surface around the EP is of great interest, and it is known that adiabatically encircling an EP can result in an intriguing "flipping of the eigenstate" phenomenon, in which an eigenstate does not come back to itself after going around a loop in parameter space^[@CR18]^. This phenomenon was demonstrated experimentally^[@CR19]--[@CR21]^ by measuring the spectra and eigenfields at different points of a loop enclosing the EP. In contrast to these "static" measurements, in which the results at different locations are independently measured, dynamically encircling an EP where the phase information at different points is closely related is predicted to exhibit an intriguing chiral behaviour^[@CR22]--[@CR27]^ because of the non-Hermiticity induced non-adiabatic transitions (NATs)^[@CR28]^. The chiral behaviour was recently observed experimentally in microwave waveguides^[@CR29]^ and silicon photonic waveguides^[@CR30]^. In the experiment, the starting/end point of the loop lies in the *PT*-symmetric phase, where the eigenmodes are symmetric and anti-symmetric modes^[@CR30]^. The chiral behaviour is of great importance since it can be used for asymmetric mode switching, i.e., a robust direction-selective energy transfer scheme that has practical applications for on-chip optical devices such as optical isolators^[@CR31]^. In fact, the eigenmodes in non-Hermitian systems can be divided into two classes: symmetry-unbroken modes (i.e., symmetric and anti-symmetric modes) and symmetry-broken modes (i.e., each eigenmode is localized in one oscillator only). For on-chip waveguide-based optical devices, symmetry-broken modes are of more interest since they are typically used as the input and output of the system^[@CR32],[@CR33]^. However, it is demonstrated that when the starting point of the loop lies in the *PT*-broken phase where the eigenmodes are symmetry-broken modes, dynamically encircling the EP results in a non-chiral transmission behaviour^[@CR34]^. Therefore, the symmetry-broken modes cannot be used for asymmetric mode switching in *PT*-symmetric systems.

Anti-*PT*-symmetric systems, the Hamiltonians of which obey {*PT,H*} = 0, have also attracted much attention recently^[@CR35]--[@CR40]^. Mathematically, the anti-*PT*-symmetric Hamiltonian can be obtained by multiplying the *PT*-symmetric Hamiltonian by a constant "*i*", but it is challenging to construct a realistic anti-*PT*-symmetric system, as it requires the coupling between the two bare states to be a purely imaginary value. As such, there are very limited experimental works on anti-*PT*-symmetric systems^[@CR37],[@CR40]^. Anti-*PT*-symmetric systems also possess EPs, but the different Hamiltonian may lead to different physics. Therefore, it is important to experimentally explore the unique characteristics of anti-*PT*-symmetric systems and employ the physics for novel applications, especially those that cannot be realized in conventional *PT*-symmetric systems.

In this work, we report the first experiment on the dynamical encircling of an EP in an anti-*PT*-symmetric system, which consists of three waveguides, with an absorber attached to the middle one. The two gap distances are designed to vary continuously along the waveguide direction so that the transmission of electromagnetic waves through the system is equivalent to a loop enclosing an EP in the parameter space. We discover a chiral transmission behaviour when the starting/end point of the loop lies in the *PT*-broken phase, where the eigenmodes are symmetry-broken modes. This is in contrast to *PT*-symmetric systems, where the chiral behaviour applies only to symmetric and anti-symmetric modes. The new physics found in anti-*PT*-symmetric systems can lead to new applications, i.e., symmetry-broken modes can be used for asymmetric mode switching, whereas these applications cannot be achieved using *PT*-symmetric systems. We propose a theoretical model to prove the chiral dynamics. We also perform microwave experiments to demonstrate the asymmetric mode switching for symmetry-broken modes.

Results {#Sec2}
=======

Theory of chiral dynamics in anti-*PT*-symmetric systems {#Sec3}
--------------------------------------------------------

We start by investigating the dynamical encircling of an EP in a two-state system governed by $\documentclass[12pt]{minimal}
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                \begin{document}$$H\left( t \right) = \left( {\begin{array}{*{20}{c}} { - g\left( t \right) + i\delta \left( t \right)} & {i\kappa } \\ {i\kappa } & {g\left( t \right) - i\delta \left( t \right)} \end{array}} \right)$$\end{document}$$where *g* and *iκ* denote the amount of detuning and coupling, respectively. The system is anti-*PT*-symmetric when *δ* = 0. Without loss of generality, we set *κ* = −1 in the following analysis. We first calculate the eigenvalues *λ* of the non-Hermitian system as a function of *g* and *δ* and show the real parts in Fig. [1a](#Fig1){ref-type="fig"}. The blue sheet and red sheet correspond to the eigenstate with gain and loss, respectively. An EP can be found at *g* = 1 and *δ* = 0. We consider a loop enclosing the EP parameterized by $\documentclass[12pt]{minimal}
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                \begin{document}$$\left| {\psi _{\mathrm{B}}} \right\rangle = \left[ {1,i\left( {\rho + 1 - \sqrt {\rho ^2 + 2\rho } } \right)} \right]^T$$\end{document}$, indicating that the eigenstates are in the *PT*-broken phase. However, the real parts of the eigenvalues are found to bifurcate (see Fig. [1a](#Fig1){ref-type="fig"}), which is completely opposite to that in *PT*-symmetric systems, where the real parts coalesce in the *PT*-broken phase^[@CR7]^. This is the key difference between *PT*-symmetric systems and anti-*PT*-symmetric systems^[@CR37],[@CR38]^ and will result in different dynamics when the EP is dynamically encircled.Fig. 1Chiral behaviour by dynamically encircling an EP in a system governed by anti-*PT*-symmetric Hamiltonian.**a** Real part of the eigenvalues as a function of *g* and *δ*. The white and yellow curves represent the trajectories for anti-clockwise loops with A and B as the initial state, respectively. **b** Same as **a** except for clockwise loops. **c--f** Calculated amplitudes of the eigenstates in the encircling process, with different encircling directions and initial states (indicated in the inset). The grey arrows mark the starting points of the loops

We consider a loop with the starting point and end point at $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{{\mathrm{end}}} = \pi /\left| \gamma \right|$$\end{document}$, respectively, corresponding to the *PT*-broken phase. The loop is anti-clockwise when *γ* \< 0 and clockwise when *γ* \> 0. We first investigate anti-clockwise loops with *ρ* = 0.5 and *γ* = −0.5. We solve the time-dependent equation numerically and extract the amplitudes of the instantaneous eigenstates at each time step, i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$$\left| {\psi \left( t \right)} \right\rangle = C_{\mathrm{G}}\left( t \right)\left| {\psi _{\mathrm{G}}\left( t \right)} \right\rangle + C_{\mathrm{L}}\left( t \right)\left| {\psi _{\mathrm{L}}\left( t \right)} \right\rangle$$\end{document}$, where the subscripts G and L are associated with the eigenstate on the gain sheet (Im(*λ*) \> 0) and loss sheet (Im(*λ*) \< 0), respectively. The obtained amplitude coefficients *C*~G~ and *C*~L~ for the process, with state A or state B being the initial state, are shown in Fig. [1c, d](#Fig1){ref-type="fig"}, respectively, and can be used to draw the trajectory of the state evolution on the energy Riemann sheets, as shown by the white and yellow curves in Fig. [1a](#Fig1){ref-type="fig"}. The trajectory is marked on the gain (loss) sheet coloured blue (red) when \|*C*~G~\| \> \|*C*~L~\| (\|*C*~G~\| \< \|*C*~L~\|). The yellow trajectory shows a process in which the state evolves entirely on the gain sheet (blue). The initial state B gradually transforms to state A in this stable process (see also Fig. [1d](#Fig1){ref-type="fig"}). The situation is quite different when the initial state is state A (see the white trajectory in Fig. [1a](#Fig1){ref-type="fig"}). The state at first propagates on the loss sheet (red sheet), where the state is not stable. A NAT occurs after some time, and the state jumps to the gain sheet, on which it stays for the rest of the loop. As a result, the final state is still state A, the same as the initial state because of the NAT (see also Fig. [1c](#Fig1){ref-type="fig"}). These two processes indicate that the final state for anti-clockwise loops is always state A, regardless of the initial state. We apply the same analysis to study clockwise loops. The results with *ρ* = 0.5 and *γ* = 0.5 are plotted in Fig. [1b, e, f](#Fig1){ref-type="fig"}, showing that the final state for clockwise loops is always state B, in contrast to that of anti-clockwise loops. This dynamical behaviour is called chiral dynamics, i.e., encircling the EP in different directions results in different final states that are independent of the initial state.

We give an analytical proof of the chiral dynamics using the method introduced in ref. ^[@CR26]^. Inserting the expressions of *g*(*t*) and *δ*(*t*), the time-dependent Hamiltonian described by Eq. ([1](#Equ1){ref-type=""}) can be rewritten as second-order differential equations for *a*(*t*) and *b*(*t*), e.g., $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\left. {b\left( {t_{{\mathrm{end}}}} \right)/a\left( {t_{{\mathrm{end}}}} \right)} \right|_{{\mathrm{ACW}}} = i\left( {\rho + 1 + \sqrt {\rho ^2 + 2\rho } } \right)$$\end{document}$$$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\left. {b\left( {t_{{\mathrm{end}}}} \right)/a\left( {t_{{\mathrm{end}}}} \right)} \right|_{{\mathrm{CW}}} = i\left( {\rho + 1 - \sqrt {\rho ^2 + 2\rho } } \right)$$\end{document}$$where the subscripts "ACW" and "CW" denote anti-clockwise and clockwise loops, respectively. Details of the derivation can be found in Supplementary Notes [1](#MOESM1){ref-type="media"} and [2](#MOESM1){ref-type="media"}. The solutions indicate that regardless of the initial state, the final state is always state A for anti-clockwise loops, whereas it is state B for clockwise loops, which is exactly the chiral dynamics in anti-*PT*-symmetric systems with the starting point in the *PT*-broken phase, where the eigenstates are symmetry-broken states. This is in sharp contrast to *PT*-symmetric systems, in which the dynamics is non-chiral with a starting point in the *PT*-broken phase^[@CR34]^, and only a starting point in the *PT*-symmetric phase with eigenstates being symmetric and anti-symmetric states can result in chiral dynamics^[@CR30]^. The difference originates from the very different topological structures of energy Riemann surfaces of *PT*-symmetric and anti-*PT*-symmetric systems. For chiral dynamics to occur, the trajectory in the parameter space must start from a point where the two eigenstates carry the same imaginary part of the eigenvalues (see Supplementary Note [3](#MOESM1){ref-type="media"} and Supplementary Fig. [1](#MOESM1){ref-type="media"} for details). This is characteristic of the *PT*-symmetric phase in *PT*-symmetric systems. In contrast, it is the *PT*-broken phase that has these properties in anti-*PT*-symmetric systems. Table [1](#Tab1){ref-type="table"} summarizes the different dynamics in the two systems. The chiral behaviour was employed for asymmetric mode switching using the symmetric and anti-symmetric modes in *PT*-symmetric systems^[@CR30]^. Based on the same principle, the symmetry-broken states can also be employed for asymmetric mode switching in anti-*PT*-symmetric systems.Table 1Comparison of the dynamical encircling of an EP in *PT*-symmetric systems and anti-*PT*-symmetric systemsSystemStarting point in the *PT*-symmetric phaseStarting point in the *PT*-broken phase*PT*-symmetric systemsChiral dynamics^[@CR30]^Non-chiral dynamics^[@CR34]^Anti-*PT*-symmetric systemsNon-chiral dynamics \[this work\]Chiral dynamics \[this work\]The non-chiral dynamics in anti-*PT*-symmetric systems is discussed in Supplementary Note [5](#MOESM1){ref-type="media"} and Supplementary Fig. [4](#MOESM1){ref-type="media"}

Numerical demonstration of asymmetric mode switching {#Sec4}
----------------------------------------------------

We now demonstrate the asymmetric mode switching in a realistic system consisting of three waveguides, with the cross section illustrated in Fig. [2a](#Fig2){ref-type="fig"}. The dimensions of waveguide-1 and waveguide-3 have a slight detuning (i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$$E_{1,3} = \pm i\sqrt {\kappa \prime ^4/\gamma \prime ^2 - \Delta ^2}$$\end{document}$ are purely imaginary values.Fig. 2Coupled waveguide system possessing anti-*PT* symmetry.**a** Cross-sectional views of the coupled waveguides, with an absorber placed on top of waveguide-2. **b** Parameter space of the system. The star marks the EP, and the inset shows the *E*~*x*~ field distributions of the two eigenmodes on the blue and red energy sheets. **c** Real part and **d** imaginary part of the effective mode index of the system as a function of *g*~12~ and *α*

To demonstrate the above analysis numerically, we used COMSOL^[@CR42]^ to calculate the effective mode index *n*~eff~, i.e., the eigenvalue of the waveguide system, as a function of two gap distances (i.e., *g*~12~ and *g*~23~) using structural parameters: *W*~1~ = *W*~2~ = 8 mm, *W*~3~ = 8.1 mm, *H* = 4 mm, *w* = 5 mm and *h* = 1 mm. The permittivity of the waveguides and absorber are set to 15.2 and 4 + 15*i*, respectively. The background and substrate are assumed to be air, and the frequency is 10 GHz. Although the parameter space introduced in this realistic system is different from that in the model Hamiltonian in Eq. ([1](#Equ1){ref-type=""}), the dynamical consequence of encircling the EP is the same because the energy surfaces have the same topology. The real parts and imaginary parts of the eigenvalues are plotted in Fig. [2c, d](#Fig2){ref-type="fig"}, respectively, where we define *α* = *g*~23~/*g*~12~. The system supports three eigenmodes, which are represented by three Riemann sheets with different colours depending on the amount of loss. The grey eigenmode exhibits the highest loss, and it hardly interacts with the other two modes. We therefore focus on the red and blue Riemann sheets and find an EP located at *g*~12~ = 0.82 mm and *α* = 0.84. Figure [2b](#Fig2){ref-type="fig"} shows the parameter space. The solid and dashed curves mark, respectively, the set of points in the 2D parameter space where the real and imaginary parts of the eigenvalues coalesce. The inset shows the *E*~*x*~ field distributions of the two eigenmodes residing on the blue and red sheets. On the solid curve, the two eigenmodes are found to be symmetric and anti-symmetric (i.e., the phase difference between waveguide-1 and waveguide-3 is nearly 0 and π, respectively). In contrast, they are symmetry-broken (i.e., one mode is localized in waveguide-1, while the other one is localized in waveguide-3 with the phase difference being π/2) on the dashed curve. This indicates that the solid and dashed curves are in fact the symmetric and broken phase, respectively. It is then evident that the system is anti-*PT*-symmetric since the real/imaginary parts of the eigenvalues coalesce in the symmetric/broken phase, which is consistent with the above analysis on the effective Hamiltonian \[Eq. ([6](#Equ7){ref-type=""})\].

Figure [3b](#Fig3){ref-type="fig"} redraws the parameter space as a function of the two gap distances. We consider a black solid loop that encloses the EP, with the starting/end point at *g*~12~ = *g*~23~ = 2.5 mm, which corresponds to a point in the broken phase with eigenmodes being symmetry-broken states. A schematic diagram of a waveguide system that can mimic the designed loop is illustrated in Fig. [3a](#Fig3){ref-type="fig"}, where the two gap distances change continuously along the waveguide direction (i.e., *z*-axis). The system length *L* is set to 600 mm, and other structural parameters are kept the same as those in Fig. [2](#Fig2){ref-type="fig"}. Excitation of the initial states on the left-hand side of the system leads to state evolutions following an anti-clockwise loop, while incidence from the right-hand side leads to a clockwise loop. We calculated the wave transmission in the system, and the desired initial state at the boundary was excited by a pre-calculation of the eigenmodes using the boundary mode analysis module of COMSOL^[@CR42]^. The distributions of the *z*-component power flow for anti-clockwise loops are shown in Fig. [3c, d](#Fig3){ref-type="fig"}, with the initial symmetry-broken state localized in waveguide-1 and waveguide-3, respectively. We find that regardless of the waveguide via which the power is injected, the wave always exits the system via waveguide-1. The results for clockwise loops are shown in Fig. [3e, f](#Fig3){ref-type="fig"}. In contrast, the final state is found to localize in waveguide-3 regardless of the initial state. This is a direct demonstration of the asymmetric mode switching for symmetric-broken states, which is different from that in *PT*-symmetric systems, where the asymmetric mode switching applies to the symmetric and anti-symmetric modes^[@CR30]^.Fig. 3Asymmetric mode switching for symmetry-broken modes by dynamically encircling the EP in the coupled waveguide system.**a** Top view of the coupled waveguides, with two gap distances varying continuously along the waveguide direction, corresponding to the dynamical encircling of an EP in the anti-*PT*-symmetric system. The two red arrows indicate the asymmetric mode switching, i.e., power always exists in the system via waveguide-1 with left-hand side injections, whereas it exists via waveguide-3 with right-hand side injections. **b** Parameter space of the system. The circle and star mark the starting/end point and EP, respectively. The black solid curve and red dashed curve represent the trajectory of the EP encircling process in the numerical simulations and experiments, respectively; their formulas are given in the Methods section. **c--f** Numerically simulated power flow distributions in a system with different encircling directions and injections (indicated in the inset)

We further investigate the dynamics by expanding the field profiles at each *z* position as a sum of the instantaneous eigenfields, i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbf{E}}_{\mathrm{t}}\left( z \right) = c_{\mathrm{B}}\left( z \right){\mathbf{E}}_{\mathrm{B}}\left( z \right) + c_{\mathrm{R}}\left( z \right){\mathbf{E}}_{\mathrm{R}}\left( z \right) + c_{\mathrm{G}}\left( z \right){\mathbf{E}}_{\mathrm{G}}\left( z \right)$$\end{document}$, where **E**~t~ is the transverse electric field and the subscripts B, R, and G denote the instantaneous eigenmodes on the blue, red and grey Riemann sheets, respectively. The amplitude coefficients *c*~B~, *c*~R~ and *c*~G~ were determined by first constructing left eigenvectors and then performing projections of the instantaneous fields onto the left eigenfields (see Supplementary Note [4](#MOESM1){ref-type="media"}). The calculated coefficients are plotted in Fig. [4a--d](#Fig4){ref-type="fig"}, corresponding to the dynamics in Fig. [3c--f](#Fig3){ref-type="fig"}, respectively. The coefficients for the non-excited eigenmodes are not zero at the starting point, which is mainly due to reflections of a finite-length sample and numerical errors in the simulation, but they will not affect the salient features of the studied phenomenon. We find that for each encircling direction, the two processes with different initial states exhibit different dynamics. Specifically, one process is adiabatic, as the blue curve dominates the entire trajectory (see Fig. [4b, c](#Fig4){ref-type="fig"}), which enables the wave to transform from one waveguide to the other, corresponding to a state flip (see Fig. [3d, e](#Fig3){ref-type="fig"}). The other process has a NAT (at the crossing of the blue and red curves in Fig. [4a, d](#Fig4){ref-type="fig"}), and the final state is the same as the input (see Fig. [3c, f](#Fig3){ref-type="fig"}). These results well reproduce the dynamics obtained from the model Hamiltonian in Fig. [1](#Fig1){ref-type="fig"}. We also note from Fig. [4](#Fig4){ref-type="fig"} that when the state approaches the end point, it always stays on the lower-loss blue sheet, where it is more stable. The blue sheet is not continuous in the *PT*-broken phase of anti-*PT*-symmetric systems (see Figs. [1a](#Fig1){ref-type="fig"} or [2c](#Fig2){ref-type="fig"}) such that encircling the EP in different directions leads to different final states. This is the key reason for the chiral dynamics.Fig. 4Mode amplitudes in the encircling process.**a**--**d** Extracted amplitudes of the instantaneous eigenmodes along the waveguide direction, with different encircling directions and injections (as indicated in the inset). The grey arrows mark the starting points of the loops

Experimental demonstration of asymmetric mode switching {#Sec5}
-------------------------------------------------------

Microwave experiments were performed to demonstrate the asymmetric mode switching. The waveguides are made of yttrium iron garnet (YIG) with a relative permittivity of \~15.2. The trajectory of the experimental system is shown by the red dashed curve in Fig. [3b](#Fig3){ref-type="fig"}. It is slightly different from that in the numerical simulations since the system is composed of several straight YIG strips (see Supplementary Figs. [2](#MOESM1){ref-type="media"}, [3](#MOESM1){ref-type="media"}). We measured the transmission spectra for different encircling directions and initial states using an Agilent Technologies 8720ES Network Analyser. The results are shown in Fig. [5a--d](#Fig5){ref-type="fig"}, where *T*~*ij*~ ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$T_{ij}^\prime$$\end{document}$) represents the measured transmission intensity from waveguide-*j* to waveguide-*i* in an anti-clockwise (clockwise) loop. Since the system is designed to operate at 10 GHz and the location of the EP varies with the frequency, the expected phenomenon should be observable in a specific range of frequencies. These frequencies are shaded in grey in Fig. [5a--d](#Fig5){ref-type="fig"}, where we find that the transmission corresponding to anti-clockwise loops is mainly dominated by *T*~11~ (Fig. [5a](#Fig5){ref-type="fig"}) and *T*~13~ (Fig. [5b](#Fig5){ref-type="fig"}), while that of clockwise loops, by $\documentclass[12pt]{minimal}
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                \begin{document}$$T_{31}^\prime$$\end{document}$ (Fig. [5c](#Fig5){ref-type="fig"}) and $\documentclass[12pt]{minimal}
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                \begin{document}$$T_{33}^\prime$$\end{document}$ (Fig. [5d](#Fig5){ref-type="fig"}). This is an experimental observation of the asymmetric mode switching for symmetry-broken modes, i.e., the power always exits the system mainly via waveguide-1 in anti-clockwise loops but via waveguide-3 in clockwise loops. The oscillations of the experimental spectra are due to Fabry-Pérot resonances, as the system has a finite length of 600 mm. We note that $\documentclass[12pt]{minimal}
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                \begin{document}$$T_{ij} \approx T_{ji}^\prime$$\end{document}$ since the system is reciprocal. The electric field intensity distributions were measured on top of the waveguide system (\~1 mm above the surface) with the help of a stepper motor. The results at \~9.6 GHz are shown in Fig. [5e--h](#Fig5){ref-type="fig"}, corresponding to the four cases in Fig. [3c--f](#Fig3){ref-type="fig"}. We find that the experimental measurements can well reproduce the salient features of asymmetric mode switching, although the experimentally measured field distributions are not as ideal as the numerical ones, which is mainly due to their different looping trajectories (see Fig. [3b](#Fig3){ref-type="fig"}) as well as experimental imperfections. In particular, the desired eigenmodes were excited by putting an antenna close to one waveguide. In this process, the microwave radiations may also couple slightly to the undesired eigenmodes, but this will not affect the final state since it is independent of the input state. In addition, backward propagating modes and standing waves can be excited in the experiment due to the reflections at the two boundaries of the system. The chiral transmission behaviour also applies to these backward modes, which then result in some backward power flows in waveguide-3 on the left-hand side of the system (see Fig. [5e, f](#Fig5){ref-type="fig"}) and those in waveguide-1 on the right-hand side of the system (see Fig. [5g, h](#Fig5){ref-type="fig"}). This phenomenon is not observed in Fig. [3c--f](#Fig3){ref-type="fig"} due to the matched boundary conditions used in the numerical simulations.Fig. 5Experimental demonstration of the asymmetric mode switching for symmetry-broken modes.**a**--**d** Experimentally measured transmission spectra with different encircling directions and initial states (indicated in the inset). The grey region marks the frequency range in which the phenomenon of asymmetric mode switching can be observed. **e**--**h** The corresponding measured electric field intensity distributions on top of the waveguide system at 9.6 GHz

Conclusions {#Sec6}
===========

In summary, we have demonstrated new physics in anti-*PT*-symmetric systems. We showed that dynamically encircling an EP with the starting point in the *PT*-broken phase exhibits chiral dynamics due to the unique topological structure of the energy surfaces of anti-*PT*-symmetric systems. This phenomenon, unique to anti-*PT*-symmetric systems, allowed us to perform the first experiment of asymmetric mode switching for symmetry-broken modes, a functionality that is highly desirable in on-chip optical systems but cannot be realized using conventional *PT*-symmetric systems. In fact, the asymmetric mode switching of symmetric and anti-symmetric modes has recently been realized in *PT*-symmetric optical systems^[@CR30]^, and the new wave-manipulation scheme proposed in this work will inspire further experiments on manipulating symmetry-broken modes in on-chip optical systems towards novel functionalities.

Materials and methods {#Sec7}
=====================

Loops in the parameter space {#Sec8}
----------------------------

The loop for numerical simulations (see the solid loop in Fig. [3b](#Fig3){ref-type="fig"}) takes the form$$\documentclass[12pt]{minimal}
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                \begin{document}$$\left\{ \begin{array}{l}g_{12} = 1.5 - \cos \left( {2\pi z/L + \pi /4} \right)\sqrt {2\cos ^2\left( {2\pi z/L} \right) + 1.69\sin ^2\left( {2\pi z/L} \right)} \\ g_{23} = 1.5 - \sin \left( {2\pi z/L + \pi /4} \right)\sqrt {2\cos ^2\left( {2\pi z/L} \right) + 1.69\sin ^2\left( {2\pi z/L} \right)} \end{array} \right.,$$\end{document}$$where *L* = 600 mm and *z* = −300 \~ 300 mm. The loop for the experiments (see the dashed loop in Fig. [3b](#Fig3){ref-type="fig"}) is a polygon with vertices located at (*g*~12~, *g*~23~) = (2.5, 2.5), (1.4, 2.5), (0.3, 1.4), (0.3, 0.3), (1.4, 0.3), and (2.5, 1.4).
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