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Analyticity and reflectivity results are established for first order 
elliptic semilinear systems in two independent variables. The results 
are obtained by adaption and modifications of techniques used by 
Garabedian in establishing similar results for second order systems. 
1. INTRODUCTION AND ORIENTATION 
The purpose of this paper is to describe some methods for establishing 
certain properties of the analytic system 
L”(U) = Pq + (a”(% >Y,> + t-b”@, ,rd> %J u”(x, ,A) - Gk(x, ,A , u, 0) 
=o (1.1) 
where k = I,..., N. Or in vector notation 
L(U)=U,,+DU,,-G=O 
where D is a diagonal matrix. In equation (1.1) and below x1 , y1 are real 
variables; 
The functions Ck are assumed to be entire analytic functions of both x and y; 
similarly Gk(x, y, U, a) is entire in its four arguments. Throughout this 
paper we assume that bk(z, , x2 , yr , ya ) never vanishes for any value of its 
argument. 
The index, k, will always run either from one to N or one to 2N. 
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In Section 2 it will be shown that any solution 
of the system (1 .l) that is of class $9 (continuity of second derivatives) in a 
domain 9 is necessarily analytic in 9. In Section 2 itself, this will only be 
demonstrated for the special case of the system (1.1) in which the functions 
G”(x, y, U, 8) do not depend on a; in a later section this result will be 
extended to any system of the type in (1.1). The method that is used to 
demonstrate analyticity is an adaption of an elementry technique of 
Garabedian ([3], p. 633). H e used this simple technique to prove analyticity 
of one relatively simple second order equation. Afterwards Garabedian [4] 
modified his method so that it was applicable to a very general system of 
second order analytic equations. However, in the process of this extension, 
a parameter was introduced into the principal part of the system and this 
made his second technique for proving analyticity somewhat complicated 
in comparison with his first method. Our adoption of Garabedian’s first 
method is applicable to quite general first order systems and at the same 
time remains uncomplicated because no complicating parameters are intro- 
duced. The elimination of parameters posesses additional merit ([3], 
p. 621). 
In Section 4 we show a solution of (1.1) which is defined in a domain 9 
lying on one side of an interval, u, of the y,-axis and obeying certain “Dirichlet 
type” conditions on u can be analytically continued (or synonymously, 
reflected) across CJ. Once again this is demonstrated by a method which is 
an adaption of a technique used by Garabedian [4] in a similar situation. 
The adaption departs from Garabedian’s technique in that no parameters are 
introduced into the principal part of (1.1) an in several additional details. d 
The methods just discussed cannot be applied directly to systems like (1 .l) 
which contain 0 in the argument of the functions G”(x, y, U, 0) (see (1.1)). 
In order to apply these methods to systems of the form in (1.1) we incorporate 
or embed (1.1) into a larger augmented system of equations. In this augmented 
system there are 2N unknown dependent variables and the quantities u do 
not formally appear. The desired analyticity and reflection properties of U 
(the solution of (1.1)) are inferred from the corresponding properties of the 
solution to the augmented system. The construction and description of the 
augmented system is given in Section 3. 
Remarks that pertain to the extension of the methods in this paper to 
systems more general than (1.1) are contained in Section 5. 
Methods of deriving analyticity and reflectivity properties of analytic 
equations by continuation into the complex domain were initiated and 
pioneered by Lewy [5]. Brown [l] has proven certain results concerning 
reflectivity for single, linear, higher order equations with constant coefficients 
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also by the method of continuation into the complex domain. Aside from thii 
similarity our method and point of view seem quite distinct. Sloss, [a], hg 
recently treated problems similar to those in [I] but for general domains 
bounded by analytic arcs. His methods differ from Brown’s and ours. 
2. PROOF OF ANALYTICITY OF SOLUTIONS TO SYSTEMS (2.1) 
Since the motivation for the ideas in this section is basically the same as for 
those described in Garabedian [3], we do not elaborate on it here and instead 
advise the reader who is interested in the motivation to see the reference cited. 
We will prove the result: 
THEOREM 1. Suppose 0(x1 , yJ to be a solution of the analytic system 
H’(U) = [%, -t (ak(xl , yl) + ibk) a,J Uk - G”(x, , y1 , U) = 0, (2-l) 
[where the restrictions on the coeficients are the same as for the system (1.1) see 
below eqs. (l.l)] which is defked in a domain 9 and is of class C2 there, then l? 
is an analytic function of its arguments in 9. 
PROOF. Let V(x, , yr , ya) be the solution of the Cauchy problem specified 
by the system (with real principal part) 
Mk(v> = (%, + ak(xl , y) awl + bkQ Vk - Gk(xl , Y, v) = 0 (2.4 
[ak(xl , y) is an abbreviation for ak(xl , 0, y1 , yJ] and the Cauchy data 
w? 3 Yl > 0) = ~(Xl 5 Yd (Xl 7 Yl) E 3. (2.3) 
The solution of this Cauchy problem is defined in a domain 9 (the domain of 
influence of 9) containing 9; and possesses the same smoothness as its 
Cauchy datum, i.e. Va. For the justification of this fact see subsection 4a. 
Since V equals 6 in 9 and t) satisfies (2.1) there, the function V(xr , yr , 0) 
also satisfies equations (2.1), i.e. Hk(V) = 0 in 9. Hence 
- M”(V) + Elk(V) = ib”(L+,* + ia,J Vk = 2ibk ii,P = 0. (2.4) 
where 
This implies, using our assumption bk f 0, that 
AV’k z a,vk = 0 (2.5) 
4 KRmT 
holds everywhere in 9. To see that AVk vanishes in all of 9’ apply the 
operator a, to both sides of equation (2.2). The result is 
(axI + akay + b”a,J Ai’” - C G;>AV’ + (+z”) a,,V” + a9bka,2vk = o. 
3 
(2.6) 
After substituting for awl Vk and a,* Vk in the last two terms of (2.6) the quar& 
ties 
a,, Vk = (A V” + av Vk) 
&Vk = i(a,Vk - AVk) (2.7) 
where 3, = + (a, - 1 it&), these two terms become 
fwap + apap. (2.8) 
Since Ck was assumed to be an analytic function of y, the last term of (2.8) 
vanishes. Hence (2.6) simplifies to the linear, homogeneous equation in the 
quantities AVk in the domain ~3’ given by 
(a,, + aka,, + bka,pvk -C GFj~vi + (a&") AV~ = 0. (2.9) 
j 
(In differentiating equation (2.2) with a, the fact that V* was an element of 
V2 was implicitly used.) We have shown that AVk satisfies (2.9) and that 
AVk vanishes in 9. Because equation (2.9) is homogeneous, the identically 
zero vector also satisfies (2.9) and has zero Cauchy data. We infer from this 
and the fact that the solution of the Cauchy problem (2.9) with zero data is 
unique that AVk = 0 everywhere in 9’. 
The second major step in the proof of analyticity consists in extending 
the function V(xl , y, , y2) by defining its extension, W(x, , X, , yr ,y2), as 
the solution to the semilinear hyperbolic system 
Nk(w) = (a+ - bk(~,~)ayl + aka,) Wk - iG”(x,y, W) = 0 (2.10) 
(where bk(x, y), uk@, y) are abbreviations for bk(x, , x2 , yi , r2) etc., see below 
eq. (1 .I)) with the Cauchy data 
The solution of the Cauchy problem specified by equations (2.10) and (2.11) 
exists in the domain L@” (which is the domain of influence of 9’) and has 
the same smoothness there as the Cauchy datum which in this case is of class 
g2. For the justification of this fact see subsection 4a. 
REFLECTIVITY OF ELLIPTIC SYSTEMS 5 
The functions Wk defined by equations (2.10), (2.11) satisfy the Cauchy- 
Riemann equations 
abwk = 4 (a, + ii&) Wk = 0 (2.12) 
aJwk = 4 (awl + ia,p) Wk = 0 (2.13) 
in 9”. We will verify first that equation (2.12) holds in 9’ and then show it 
holds everywhere in 9”. 
Since by equation (2.11) Wk equals Vk in 9’ and I’k satisfies equations (2.2), 
Wk also satisfies (2.2) i.e. M”(W) = 0. Hence 
Mk( W) + iNk( W) = (a, + (~2” - ibk) a,> Wk in 9’ 
= a,wk = 0. (2.14) 
In simplifying the second equation in (2.14) the relations (2.11) and dVk = 0 
were used. Hence, equation (2.12) is true in 9’. By using the same technique 
that was used to prove /IV = 0 in 9 we will show that (2.12) also holds in 
all of 9”. Thus, by applying 8, to both sides of equations (2.10) we find that 
(b Wk = a, wk satisfies 
(az2 - bkaul + aka,,)+Wk - ix G”,+Wj - i(aJ,;Ck)+Wk = 0 (2.15) 
in 9’. This equation and the vanishing of $Wk in 9 imply, just as before, 
that +Wk = 0 in all of 9”. Almost identical reasoning shows that (2.13) also 
holds in all of 9”. 
Since each Wk satisfies the Cauchy-Riemann equations in all of 9”, the 
functions Wk are analytic in.%+” (see [2], p. 501). From this and relations (2.11) 
and (2.3) it follows that I?((xi ,n) is analytic in 9. Q.E.D. 
3. THE EXTENSION OF THE SYSTEM (1.1) 
The objective here is to embed the system (1.1) into a larger system of 
equations which is of the same form as (2.1) and is therefore amenable to 
treatment by the methods of Section 2 and Section 4. 
The motivation of the formal procedure for constructing the augmented 
system (3.6) is simple and straightforward. In equations (1.1) we look upon 
a as N new dependent variables U* = (U*N+l,..., U*2N). In order to obtain 
the N additional equations necessary to make the extended system determined 
we formally take the complex conjugate of the original system (1.1). The 
result is 
ias, + (ak@l 9 Yl) - ibk) a,J Uk - @(xl , ylU, Uf) = 0. (3.1) 
6 
If the quantities 
Uk by Uk) and 
ok in equations (3.1) are formally replaced by Fk+N (and 
if these equations are appended to the system (1.1) (where 
ok has been replaced by U*“) then together the two systems are formally 2N 
equations in the 2N independent variables Uk, k = I,..., N and U*k, 
k=N+l ,..., 2N. However, this augmented system does not have the 
same properties as (2.1) because the functions &(x1 , rr) - ibk and 
@(xl , y1 , U, U*) in (3.1) are not the values of analytic functions C”(x, y) 
and Gk(x, y, U, V) for x = x1 and y = y1 . This undesirable feature can be 
overcome. To do this we first define new complex functions 
C*k(x, y) E Use + ib*” 
=ak(x~~ -XaPX, -y2) -ibk(x,,‘-x2,yl, -y2) (3.2) - 
and 
G*k(~,y, U, V) E Re Gk(x, , - x2 ,..., Vi”, - V2k ,...) - i Im Gk(+..) (3.3) 
where Re Gk(..*, 2, , - 2, **a) is an abbreviation for the real part of Gk 
evaluated at 2, , - 2, and similarly for Im G”(***). The functions on the 
right hand side of (3.2) and (3.3) are, of course, those functions defined below 
system (1.1). The functions defined in (3.2) and (3.3) are analytic functions 
of their arguments. This can be seen for any typical argument 2 by applying 
the Cauchy-Riemann equation operator a, and making use of the fact that Ck 
and Gk were assumed to be analytic functions of their arguments. The rule 
defined in equation (3.2) for defining the analytic function C*k in terms of 
the analytic function Ck is called analytic conjugation; and C*k is refered to 
as the analytic conjngate of 0. 
From the definitions of the functions C*” and G*k we have the additional 
property that 
C*k(% 9 Yd = Ck(% > Y1) (3.4) 
G*l(x, ,yl, U, U) = @(xl ,yl , U, 0). (3.5) 
Thus, after substituting equations (3.4) and (3.5) into (3.2) and replacing 
zik b Y U*k+N we can combine systems (3.2) and (1.1) together to form the 
augmented system 
1 
[a,, + (uk + ibk) a,] Uk - Gk(xl ,yl , U, U*) = 0; 
for k = I,..., N 
i?(U) = (3.6) 
[a,, + (Use + ib*k) a,] U*k - G*k(x, ,yl , U*, U) = 0; 
k = N + l,... 2N. 
This augmented system (3.6) will, have all the analyticity properties of the 
type of system considered in Section 2. Besides it is satisfied in.9 by Uk = t)k 
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for k = l,... N and U*k = fik, k = N + l,... 2N. Hence the methods of 
Section 2 can be applied to show that its solution (ok, ok) is composed of 
analytic functions in 9. 
In Section 4 we will drop the asterisk in the superscript of U*k, 
k = N,... 2N. This is done so as not to confuse lLPk with the analytic con- 
jugate of the function Uk as it is defined in (3.2). 
4. ANALYTIC CONTINUATION FOR SYSTEMS LIKE (1.1) 
4a. Introduction and Auxilliary Details 
In this section the problem of reflecting solutions, l?, of systems like (1.1) 
is considered. It is assumed in Section 4 that the domain of definition of 0, 
denoted by 9, lies in x1 > 0 and part of its boundary, u, is an interval of the 
y,-axis containing the origin. Besides the hypothesis that I? is of class Fz 
in 9, additional “Dirichlet type” restrictions are placed on 0 along u. The 
details of these extra restrictions are described later. With these limitations 
on 8 the problem is to analytically continue 0 across u into the half-plane 
@l rY1)t Xl < 0. 
Before taking up the problem of reflection and describing precisely what 
is meant here by “Dirichlet type” conditions it is necessary to introduce 
certain ideas, definitions, and terms which are associated with the solution 
of hyperbolic type systems such as (3.6), see ([2]; p. 471). It is assumed that 
the reader is familiar with the general ideas in ([2]; p. 471,...) on the solution 
of boundary initial problems for linear hyperbolic systems in two independent 
variables. 
Two domains of importance are the sets 
I+ = Gl > Yl 3 Y2> I 6% ! Yd E 9 u a; Y2 2 01 
which is refered to as the positive quadrant and the set 
which is called the negative quadrant. 
Associated with the system (3.6) are curves C, , k = l,... 2N which are 
defined by the system of differential equations in (4.1) 
d%(t) _ , 
dt 
dyl(t) 
- = akkl y y1 , y2) dt 
dydt) 
- = b”@l 3 Yl 9 Yd dt 
(4.1) 
(4)> r1m Y2PN = PO = (Xl01 YlOY Y2”). 
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REMARI(. It is to be understood that the functions on the right hand side 
of (4.1) are a *k’s and b*k’s for k > A? 
For each index k the curve Ck is called the kth characteristic through the 
point P, . 
The characteristic Ck is refered to as outgoing relative to the positive 
quadrant I+ if bk(O, yr , 0) > 0; if bk(O, yr , 0) < 0 then C, is said to be 
incoming relative to I +. The geometrical meaning of this definition is that 
moving along an outgoing characteristic curve C, with the direction of 
increasing t “one” enters I+ at a point of (T while C, is incoming then “one” 
leaves I+. Relative to the negative quadrant I- the reverse definition holds 
i.e. CI, is incoming if bk(O, yr , 0) > 0 and outgoing if b”(O, yl , 0) < 0. 
The dependent variable Uk in system (3.6) is called incoming (outgoing) 
if and only if C, is incoming (outgoing). The concept of an incoming and 
outgoing dependent variable is important because of its connection with 
“properly posed” boundary problems for systems like (3.6), [2]. 
We are now in a position to describe the kind of “Dirichlet type” conditions 
which I? will be hypothesized to satisfy on U. These conditions will be de- 
scribed precisely after some prefatory remarks. 
We consider two special types of boundary conditions. Our objective in 
presenting these two special problems is not to give the impression that a 
systematic answer is being given as to the kind of conditions under which 
analytic continuation is possible. One reason we cannot do this is that our 
method of continuation for problems like equations (1.1) leads to boundary- 
initial problems for hyperbolic equations like (3.6) which, to our knowledge 
are not completely resolved. Thus our purpose is merely to illustrate a 
method of continuation in special cases that are similar to problems of reflec- 
tion for other systems of equations then (1.1) or similar to classical problems. 
Thus, problem I (to be described below) is similar to the type of problem 
treated in [4] and problem II is a generalization, in a sense, of Schwartz’s 
classical reflection principle. 
Problems I and II lead to boundary-initial problems for hyperbolic systems 
of the kind in Section 2 and in (3.6) that are analogous to commonly encount- 
ered and easily solvable boundary-initial problems for hyperbolic system 
in two independent variables, see ([l]; 2, p. 472). This was an important 
factor in our choice of problems I and II for illustrative purposes. It has been 
verified by the author that the existence proofs (given in [2], p. 472) for the 
hyperbolic problems corresponding to those arising in Section 2 and in 
equations (3.6) but in two independent variables can be generalized so that 
they apply to the hyperbolic problems arising in this paper. Because this 
generalization is lengthy and virtually a word for word repeat of the existence 
proof in [2] we do not include it and instead refer the reader to [2]. 
In problem I it is assumed that the outgoing dependent variables are 
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given analytic functions. More precisely, let Ul,... Uh, be outgoing relative 
to I+ and F+r,..., UN be outgoing relative to I-; then it is assumed that 
w, Yl > YJ = my1 > yz); 1 djdh; 
(Yl~Yz)~~+~~(Yl~Yz)l(Yl~O)~(J~Y2~0~ (4.2) 
wJY1 YY,) = WY, ,Yzh N>j>h; 
(Yl,Yz)~u-~{(Yl,Yz)l(Yl,O)~u,Yz<0). (4.3) 
In equations (4.2), (4.3) the l?’ ) are given analytic functions of y in their 
respective domains of definition and are elements of V2 in u u u+ or u u u-. 
Lastly it is hypothesized that the oj satisfy the zeroth order consistency 
conditions 
ma Yl 9 0) = wo, Yl , O), 1 <j <N and (yr, 0) EU. (4.4) 
The above hypothesis that the r?j are analytic in all of u+ or u- are (lie other 
hypotheses of the same nature in this paper) made only for convenience. All 
that is actually needed is analyticity in some neighborhood of u. 
In problem II it is assumed that the real and imaginary components of 
the outgoing variables relative to I+ and I- are linearly related on U. We will 
express this precisely and in detail. 
ASSUMPTION 1. Let UJ = uj + id, I <j < h < N be the outgoing 
dependent variables relative to I+ in system (3.6); then it is hypothesized that 
I$ (4Yl) ui - b,jVj) =fj ) i = l,... h 
or in matrix form 
(4.5) 
(4.6) 
where A = (CQ + ib,). In equations (4.6) and (4.5) (i) fi(yJ, a,(~,), b&y,) 
are real; Ii( U,~ + ibii = Aij are the values for yz = 0 of functions fi(y), 
A&) which are analytic in C? = u+ u u u u-; (iii), the matrix A(y,) possesses 
an inverse P(y,) and A-l(yr) is the restriction for yZ = 0 of an analytic 
matrix A-l(y), y E 6. 
ASSUMPTION 2. Similar relations to those in Assumption 1 are assumed 
to hold amongst the outgoing variables relative to I-. 
Before leaving the description of problem II we will prove a result connected 
with problem II that is needed in Section 4b. This result concerns the inver- 
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sion of the matrix B(Y) 3 A*(Y) = (A;(Y)) [the analytic conjugate, AZ(Y), 
of a given analytic function, A&), is defined in Section 3, see for example, 
equations (3.2) or (3.3). The matrix A(Y) = (A,(Y)) referred to in the 
definition of A*(Y) is defined in (ii), see above.] The result is 
WY) = c*(Y) where C(Y) = A-‘(Y)* 
i.e., (A*)-l exists for all “y” and (A!*)-~ = (A-l)*. 
(4.7) 
PROOF OF EQUATION (4.7). The matrices B(y) and C*(y) are analytic 
in 15 since the analytic conjugates of analytic functions are analytic. This was 
proven in Section 3. Furthermore from the definitions of B and C* 
B(y,) . C*(y,) = A . A-l(yl) = 1 (identity matrix) (4.8) 
for all yl E u. Equation (4.8), the analyticity of B, C* and a well known theo- 
rem in complex variables imply that B(y) C*(y) = 1, whenever y E 5. 
Hence B-l(y) exists and is equal to C*(y). 
This subsection is ended with the proof of a lemma which describes a 
relationship which exists between the characteristics of system (3.6). 
LEMMA 1. If the characteristic Cj , 1 < j ,< N is outgoing (incoming) then 
the characteristic CN+j is incoming (outgoing). 
PROOF. Because PN+J is the analytic conjugate of C’i we have 
sign(b*N+j(O, 0, yl , Ya)} = - sign{b5(0, 0, Yi , - Ys)). (4.9) 
Since it was assumed that bj never vanishes we also have 
~@W(O, 0, yl , - Y& = GMW, 0, y1 , ~~12)). (4.10) 
By combining equations (4.9) and (4.10) we get 
sign{b *N+5} = - sip(b5); (4.11) 
and this along with the definition of what is meant by the term outgoing 
implies the conclusion of Lemma 1. 
4b. The Method of Analytic Continuation fir Problems I and II 
In this subsection a method of continuing solutions of equations (1.1) 
in two special cases is described. The general properties of the two solutions, 
0, are described in the initial paragraph of Subsection 4a; the distinguishing 
features of the solutions for the two special cases are contained in the de- 
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scription of problems I and II, see Subsection 4a. A description in general 
terms of the algorithm for analytically extending the definition of fl into the 
half plane (xi , yi), xi < 0 in a neighborhood (called L@ of u will be given and 
this is followed by a detailed proof. 
The guiding idea of the process of analytical continuation is very similar 
to the process of establishing analyticity which was used in Section 2. We 
start with 6 defined in 9 and extend it into .@ by successively solving a 
sequence of hyperbolic systems. First, 7?(x, , yi) is extended into the complex 
y-plane with xi > 0; then another extension is made carrying this into a 
domain in the negative half-space xi < 0 which contains &. The last extension 
consists of prolongation into the complex x-plane. 
The actual process of reflection is effected in a series of steps. Each of these 
steps usually corresponds to one of the extensions described above. The 
treatment in all except one of the steps is equally applicable to both problems 
I and II. Only in step three does the different conditions on u which distinguish 
problem I from problem II necessitate a separate treatment. Our procedure 
in the proof of theorem two (stated below) will be to describe all of the steps, 
including some aspects of step three, successively and without interruption. 
At the end we return to step three and complete the description of those 
details of the continuation process that are dependent on the specific boundary 
conditions defined on u and therefore require different handling for problems 
I and II. 
THEOREM 2. Let 0(x1 , yJ be a solution of the system (1 .l) and of class 
5~5~ in CT u 53 and in addition obey on CJ the restrictions speci$ied in either problem 
I OY problem II; then 0(x1 , yJ can be analytically continued across CT. 
PROOF. Step I. The system (1.1) is embedded into the larger system 
(3.6) by the method of Section 3. The initial datum for the enlarged system in 
9 is (0, 0) and it is the vector (0, 0) which will actually be analytically 
continued although it is only the first component of 2 zz (0, 0) that is of 
interest. 
Step 2. By using the enlarged system (3.6), i.e. ek(U) = 0, the initial 
data vector 2 is extended into a vector valued function 
W,(x, , y1 , y2) = (WI,..., WN, wN+l,*..) w”“) 
that is defined in a domain of the complex y-plane. This extension is made 
by employing the technique of Section 2. The extension will be explained in 
slightly more detail next. First, the system i@(W1) = 0 is constructed from 
the systemxk( ) = 0 by using the same method with which the system (2.2), 
i.e. &P(V) = 0, was constructed from Hk( ) = 0, see equation (2.1). By 
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solving i@k( W,) = 0 the domain of definition of the vector Z is extended 
analytically into a domain 9 Z {(xi , y1 , ys) 1 (x1 , yi) E 9). The domain 
9 is the domain of influence of 9 and its extent is determined exactly by the 
characteristic curves of ak( ) = 0. The parts of the domain 9 which lie in 
I+ and I- are denoted respectively by 9’+. and 9-. 
Step 3. This is the step where the differences between problems I and II 
require separate treatment. In step three 2 is extended analytically into a 
subdomain, 9+, of I+. The extension is defined as the solution, called 
W,‘(x, , y1 , ys), to an initial-boundary problem for the system a*( ) = 0 
where this system was defined in step two. The differences in problems I and 
II only enter in the specification of the boundary data for this initial-boundary 
problem. In both problems I and II, 2 is the initial datum. 
The solution W,+(x, yi , ys) of A?“( ) = 0 is distinguished from the 
solution W&x, , yl, ys) (see step 2) of the same system by the important 
feature that its domain of definition .W properly contains 9+. Most import- 
antly Q+ is partially bounded by a two dimensional neighborhood of u lying 
in the half-plane (yi , ys), ys > 0; this two dimensional domain of the half- 
planey lying adjacent to u is referred to as u+ (u+ defined here coincides with 
a+ defined in (4.2)). 
Both W,+ and W, are solutions to ak( ) = 0 in 9’+ and possess the 
same Cauchy data. Hence by the uniqueness of the solutions to fik( ) = 0 
having the same Cauchy data, we conclude 
Kc% 9 Yl 9 YJ = W2’h 9 Yl 9 Yd 
for (xl , yl , YJ E @+. 
(4.13) 
In a similar way W, is extended by function W,- into a subdomain, 
L9- of I-; and 9- is partially bounded by a two dimensional domain, U-, 
in the negative half-plane (yi , ys), ys < 0 lying below and adjacent to a. 
The detailed method for the construction of W,+ is given after step six. 
It is also shown there that 
(4.14) 
is analytic in 9 u 9- and of class Ws in 9+ u 9 u 8, where 
$2 E u+ uu uu-. 
Step 4. The analytic extension of W,(x, , yi , ys) across Q is accomplished 
by solving the Cauchy problem for the system ak( W,) = 0 with Cauchy data 
specified on D by 
WA09 Yl , Ya) = W2(Q Yl 9 Yd (4.15) 
The function W,(x, , yi , ys) is shown to be analytic in y by the standard 
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procedure of proving a,W, satisfies j@( ) = 0 and vanishes on Q. The 
vector asW, is zero on 0 because as seen from equation (4.15), a,W, = a,W, 
on 52 and, as proven in step three a,W, = 0 on Q. 
The domain of influence of Q which is formzd from the characteristics of 
J@( ) = 0 is composed of two parts. A part 9 Z.9+ u 9 lies in the half- 
space (xr , yr , ya), x1 > 0 and the second part, denoted by a, lies in the half- 
space (x1 , yr , ya), x1 < 0 and is, of course, adjacent o Q. Since in the domain, 
.9+ u 9-, the function W, solves the same Cauchy problem as W, (i.e. 
il@( ) = 0, W, = W, on Q) we conclude by uniqueness that W, = W, in 
.@+ u 9-; and hence W,(x, , yr , ya) is the analytic extension of W, into the 
half-space (x1 , yr , ya), x1 < 0. Thus, W, is known in a full neighborhood, 
E, of Q in the space (x1, yr , ya) and by the method of its construction it is 
analytic in y there and of class V in the closure of E. 
Step 5. In this step the domain of definition of W,(x, , yr , ya) is extended 
into the complex x (= x1 + ixa) plane. The extended function, 
W&,X2,Yl,Y2> ) is defined in the domain of influence of E. The extension 
of the definition of W, is accomplished by the same procedure which was 
used to analytically continue the function V(xr , yr , yz), see in Section 2 
equation (2.10), into the complex x-plane. It follows from this method of 
construction that W,(x, , x2 , y1 , ya) is analytic in both x and y and equals W, 
for x2 = 0. From this fact and what has been demonstrated in steps one 
through four we conclude that W,(x, , 0, y1 , 0) is the analytic continuation of 
2 into a neighborhood of u in the negative half-plane (x1 , yr), x1 < 0; this 
neighborhood is denoted by 9. 
Step 6. We will show that the doubly analytic function W, satisfies (1.1) 
in $. It has been explained in Section 2 that systems (2.2) and (2.10) (by 
means of which the domain of definition of Z was extended from 9 to E in 
steps three through five) were derived from system (3.6) by supposing in 
advance that the solution of (3.6) was analytic in x and y and then making 
use of the Cauchy-Riemann equations to change the form of equations (3.6) 
into successive hyperbolic systems (2.2) and (2.10). Since it has been shown 
in step five that W, is doubly analytic and satisfies (2.10), we can reverse the 
process by which we passed from system (3.6) to (2.10) and show that W, 
satisfies0( ) = 0 on G. 
The system (3.6) (i.e. ,!? = 0, k = l,... N) and (1.1) (i.e. Lk( ) = 0, 
k = I,... N) are identical except for lowest order terms where in place of 
the factors nk, K = l,... N, in the lowest order terms of (1.1) we have the 
factors UN+k, K = l,... N, in equations (3.6). But since W, is analytic in 
$ u 9 uo and we have 
,:,N = Z”+N = 0” = w4,“, k = I,..., N (4.16) 
14 
in 9 u u, we also have 
wN+k = w-k 
4 4 (4.17) 
in $. From this and the’ preceding remarks follow the conclusion that W, 
satisfies (1.1) in $. 
Hence, in summarizing what has been demonstrated in steps one through 
six, we state: W,(x, , 0, yl , 0), (the first K components) is an analytic vector 
valued function defined in $ u u u 9, it equals 0 in 9 and satisfies equa- 
tions (1.1). Therefore, W, is the desired analytic continuation of 0 across u. 
The proof of Theorem 2 will be finished when the complete description 
of the solution to the initial-boundary problem mentioned in step three is 
given. The details of the solution are first given for problem I and afterwards 
for problem II. 
We seek the vector W,+(x, y1 , ys) = (wsl,..., wiN) which satisfies 
my W,+) = 0 in .9+ (4.18a) 
W2+(xl , yl , 0) = 2 = (Q@i , h), 0) in g (4.18b) 
and satisfies the boundary conditions 
w2m Yl 9 Y2) = @Yl 9 Y2h 1 <j <h in u+. (4.18~) 
In equation (4.18) the system &Zk( ) = 0 is defined in steps 2 and 3; the 
functions 8j are given in equations (4.2) and satisfy the hypothesis stated 
below equations (4.2). The system (4.18a) is of real hyperbolic type in the 
sense that its principal part is real. Because of this the initial-boundary problem 
(4.18a, b, c) is solvable by a generalization of the methods described in ([2], 
p. 471) or ([l],p.368) p rovided, of course, that the initial-boundary problem is 
well posed. In the case of problem (4.18a, b, c) one condition for well- 
posedness is that all the outgoing dependent variables must be specified on uf. 
But equations (4.18~) do not specify all the outgoing dependent variables on 
(I+. For Lemma 1 (see the end of Section 4a) and the assumption that wuzj 
j = h + l,... N are incoming relative to I+ imply that the variables r$+j, 
j = h + I,..., N are also outgoing in I+ and these quantities are not defined 
in (4.18~). This lack of boundary data on cr+ is overcome by assigning the 
values of wr+j,j = h + l,... N to be 
wf+‘=@*(y1,y2), j=h+l,...N in uI+ (4.19) 
where in equations (4.19) 6j, j = h + I,... N are defined in (4.3) and 8j* 
are the analytic conjugates of 8i. The assignment of the boundary data in 
equations (4.19) is motivated by heuristic reasoning. Thus, if 6 can be 
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analytically continued then the complex extension W,+ of 2 = (I?, 0) into 
the complex y-plane is an analytic function of y in the domain CT+ v u u u-. 
The analytic conjugate functions @*(yl , ya),j = h + l,... N are also analytic 
in a+ and of class g2 in a+ u CJ. But on a 
WF(O, y1 ) 0) = t? = O*(y, ,O); (4.20) 
the first equation in (4.20) follows from the assignment of the continuous 
initial data for W,+ in LS u 0 and the second part of (4.20) is a consequence 
of both the definition of the analytic conjugate of a function and that it is 
assumed the zeroth-order consistency conditions are satisfied on CJ. Hence, 
by Holmgren’s theorem we are led to the assignment in equations (4.19). 
Finally, we prove that when ??j(y, , y2) are analytic in u+ and elements of 
GZ2 in u+ U u then the satisfaction of the zeroth order consistency conditions 
implies the first order consistency conditions are also satisfied i.e. 
@(yl , 0) = w2j(0, y1 ) 0) 2 F = ?E. 
2 
PROOF. It was shown in sections two and three that W, is analytic in 
g+ u P and we assumed W, = (0, 0) is of class e2 in .CS u u. Also, by 
hypothesis, 8j are analytic and of class Va in the closures of their domains of 
definition. From this we get 
a03 .a0 on 
-=Tl aY2 
U 
aw,i .aw,i on 
-=xi 9, 
U. 
(4.22a) 
(4.22b) 
From the hypothesis of the satisfaction of the zeroth order consistency 
conditions, it is seen that the right hand sides of equations (4.22a) and (4.22b) 
are equal. Thus, 
a@ h23 -=- 
aY2 aY2 
on u 
as was to be shown. 
It can also be shown in a similar way that equation (4.23) implies 
a20 -= azw,i 
aY22 aY22 
on U. 
(4.23) 
(4.24) 
16 
REMARK. In the proof of equation (4.24) the fact that 6j are of class gz 
is used. 
Therefore, the second order consistency of the boundary data has been 
demonstrated and all the out going boundary datum are known. Hence, the 
initial-boundary problem (4.18) is well-posed and using ([l], Theorem (2.1)) 
the vector W,+ can be defined in .?3+ and by the methods of section two it will 
be analytic in g+ and of class V2 in its closure. A similar analysis can be 
used to fmd W,- in s- and prove that it is analytic and of class V2. This 
finishes the detailed description of step three for problem I. From what has 
been said in steps one through six it is seen that the proof of Theorem 2 as it 
applies to problem I is complete. 
The boundary conditions that are used to define W,+ in .G@+ in the case of 
problem II are derived from the boundary data (4.6) and similar equations 
arising from the Assumption 2 (see below equations (4.6)). Explicitly, these 
boundary conditions are 
for y E CT+ u u v a-. In equations (4.25a, b) B = A* and B1 = Al* and the 
“starred” quantities are the analytic conjugates of the “unstarred” variables. 
In problem II (w2i,..., w,~) were hypothesized to be the outgoing variables 
relative to I+. We see from Lemma 1 in Section 4a that this implies that 
(wr+V+h+l,..., wi”) are also outgoing relative to I+. By employing the inverses of 
the matrix coefficients in (4.25a, b) ( see Section 4a for the facts concerning 
the existence and analyticity of these inverse matrices) all the outgoing 
dependent variables relative to I+ can be solved for explicitly. This implies 
(with the additional hypothesis that second order consistency conditions also 
hold) that the boundary-initial problem (4.18a, b) and (4.25a, b) is well- 
posed. For a proof of this see ([2], page 472, equation 9 and below). Hence by 
using (111; Theorem (2.1)) the function W,+ can be defined in C@+ and by the 
standard technique of Section 2 is proven to be analytic there and of class g2 
in its closure. A similar analysis justifies the definition of W,- in .@-. This 
completes the description of the details of step three as it pertains to prob- 
lem II, and the proof of theorem two is complete. 
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5. REMARKS 
If it is assumed that Theorem 2.1 of [l] can be generalized so that its 
conclusions are also applicable to systems of the type (3.6) where the Ck 
in these equations are functions of the dependent variables then Theorems 1 
and 2 in this paper hold in the case that system (1.1) is quasilinear. All the 
arguments in this case are the same as before. The only change is in equations 
like (2.9). These equations will contain extra terms of the type 
Reflection across general analytic arcs can also be effected by the method 
of Theorem 2 when these arcs can be analytically mapped into a segment of 
the y,-axis in such a way that the system of partial differential equations in the 
new independent variables is of a form similar to (1.1). It seems clear that the 
method of Theorem 2 could be applied directly when the analytic arc is the 
intersection of an analytic surface in (xi , yi , ya) space with the (xi , yi) plane. 
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