One of the classic problems in computational biology is the reconstruction of evolutionary histories. A recent trend is toward increasing the explanatory power of the models by incorporating higher-order evolutionary events that more accurately reflect the full range of mutation at the molecular level. In this paper, we take a step in this direction by considering the problem of reconstructing an evolutionary history for a set of genetic sequences that have evolved by recombination.
Introduction
One of the classic problems of computational biology that is enjoying renewed interest is the reconstruction of evolutionary histories. In the formulation most often considered, the input is a set of sequences, usually representing the genetic sequences of a collection of organisms, and one seeks a tree over the set that explains the observed differences and may optimize an objective function. ' Such a tree describes how the collection of organisms evolved from a common ancestor by a process of speciation or segregation, and a number of efficient algorithms have been designed in recent years [1,7,10, 16,361.
However, the two assumptions inherent in this model, that the organisms descended from a common ancestor and that descendants arose by segregation, are not always well met by the data. In fact several molecular mechanisms lead not to segregation but to merging of genetic material.
When such mixing of genetic material has taken place, the pattern of evolution need no longer be tree-like, and it has been observed in the literature that such evolution confounds tree reconstruction algorithms [21, 24, 26 , 311. Wareham [34] is a good source of references.
The fundamental mechanism by which genetic material is merged is recombination [32] . Informally, recombination produces a new sequence by crossing two parent sequences.
The new sequence is formed in effect by starting at the left end of one parent, copying a substring, crossing over to some location in the other parent, copying a substring, crossing back to the first parent, copying, and so on, always moving to the right within a sequence and stopping only when at the right end of one of the parents. This mechanism of crossover leads to many of the more complex events considered by sequence comparison algorithms, including block insertions and deletions [9, 251 and tandem repeats [17, 20] .
Recombination, in organisms with pairs of chromosomes, often occurs during meiosis, the stage at which a reproductive cell receives a representative from each chromosome pair. Crossover between the pair usually takes place in regions of high homology, or genetic similarity. However it does not occur only in organisms that have pairs of chromosomes, or that reproduce sexually; recombination also occurs in bacteria and viruses. As Watson et al. [37] [37, p. 3131 In this paper, we consider the problem of reconstructing an evolutionary history when recombination has occurred.
This follows a trend in computational biology to design algorithms that take into account the large-scale mutational events at the chromosome level [19, 5] , as contrasted with micromutations at the subgene level, now that data for whole genomes is becoming available.
We introduce two new problems. The first, Recombination Distance, is a generalization of edit distance where the operations of insertion, deletion, and substitution of characters are extended to include crossover. The problem is to convert two strings into a third by a minimum cost series of such operations. The second, Bottleneck Recombination History, is a generalization of evolutionary tree reconstruction where segregation of descendants is extended to include their merging by recombination, and the notion of a single common ancestor is extended to a pair of ancestors.
The problem is to find a series of recombinations, called a spanning history, that exactly generate the sequences in a given set, starting from two of the sequences, called a protopair, so that the parents in a recombination are always produced before the children, and so that the cost of every recombination is within a given bound. A protopair may be thought of as an Adam and an Eve who by mating produce the recorded population in such a way that no child is too distant from its parents. This bottleneck criterion reflects the fact that in living systems the cost of a recombination cannot be too large for the offspring to be viable.
We remark that analysis of recombination is more in the mode of population genetics where one studies individuals, rather than families of organisms. Nevertheless a major assumption in a spanning history is that all individuals, including ancestors, are contained in the input set or at least sufficiently represented by it. This is in contrast with the usual tenet that the only observable data is the genetic material of existing organisms, not ancestors. It is conceivable however that in the future we may be able to obtain a snapshot of the genetic material of whole populations of organisms.
Furthermore a recent Scientific American article reports [27] , "G enetic information that had seemed lost forever turns out to linger in the remains of long-dead plants and animals. Evolutionary change can at last be observed directly." Purely from the view of algorithm design, it is prudent to study the spanning problem before tackling a Steiner version.
For Bottleneck Recombination History, we design algorithms for increasingly general forms of recombination.
In the simplest model, a recombination consists of one crossover on strings of equal length, and no insertions, deletions, or substitutions are allowed. For this case we give an algorithm that runs in O(n + k3) time for k sequences of total length n.
In Bottleneck Recombination History appears to be near the limit of reconstruction problems with recombinations that can be solved in polynomial time, in that generalizing it in either of two natural directions leads to intractability.
If instead of a protopair we ask whether there is a protoset whose cardinality is within a given bound, the problem becomes NP-complete.
If we relax the condition that every recombination has bounded cost and ask whether there is a protopair and a history with total cost within a given bound, the problem is also NP-complete.
In the remainder of the introduction we formally define the two basic problems and briefly survey related work.
Section 2 examines the case with one crossover per recombination, and Section 3 treats multiple crossover.
Section 4 considers two generalizations. We conclude by listing some open problems.
1.1
Problem statement If the number of crossovers is even, the last substring of C is ok+i, otherwise it is U&+1.
In equal crossover, the locations of the cuts are the same in A and B, so that (~1 = ]wi] for all i. When the location of some or all of the cuts differs between A and B, the recombination involves unequal crossover.
In recombination with point mutation, errors are allowed in C. As before, A is cut into vi and B is cut into wi, but now where strings ci and 6i+r differ from the corresponding vi and wi+l of A and B by insertion, deletion, and substitution of characters. We call these character operations point mutations. Strictly speaking, point mutations accumulate by a process separate from recombination, and may have occurred before or after the event that produced C from A and B.
The cost of such a recombination is measured as follows.
We assume that along with the input we are given a function 6 on pairs of characters, and a scalar x. Here 6(e, u) is the cost of inserting character a, 6(b, E) is the cost of deleting character b, 6(a, b) is the cost of substituting character b for character a, and x is the cost of a crossover.
For a particular 6, we denote the edit distance between two strings 3: and y by d(c, y). This is the cost of a series of point mutations of minimum total weight that edit x into y where point mutations are weighted by 6. The cost then of the above recombination is
Together 6 and x specify the recombination cost function.
The recombination distance of C from A and B is the minimum cost of a recombination to produce C from A and B by point mutation and crossover.
Definition
The Recombination Distance Problem is the following.
Given a triple of strings (A, B, C) and a recombination cost function 6 and x, find a recombination of minimum cost to produce C from A and B. cl A spanning history for a set S of sequences is a series of recombinations that, starting from a pair A, B E S, produces exactly the sequences in S in such a way that the parents of a recombination are always produced before the child. Sequences A and B are called a protopair for S. Such a history is analogous to a directed spanning tree, in that every sequence not in the protopair is produced by exactly one recombination, and there are no cycles in the descendants relation.
The Bottleneck Recombination History Problem is the following.
Given a set S of sequences, a recombination cost function 6 and x, and a cost bound d, find a protopair A, B E S and an associated spanning history such that every recombination has cost at most d. cl
Note that this models pure recombination when the cost of point mutation exceeds cost bound d. Table 1 summarizes the time and space of our algorithms for Bottleneck Recombination History. The algorithms consist of a preprocessing phase, which analyzes the sequence data, followed by a search phase, which tests candidate protopairs.
For multiple crossover, the search proceeds over a hypergraph containing sequence triples. (The first two elements of a triple represent the parents in a recombination, and are unordered; the third element of a triple represents the child.) Throughout the paper, n denotes the total length of the sequences, k denotes the number of sequences, and m denotes the number of triples in the constructed hypergraph.
Related work
Prior work on recombination has largely focused on statistical tests for population genetics studies [14, 15, 18, 29, 33] .
Hein [11, 12] appears to be the first to consider the problem from the view of algorithms.
He presents a heuristic for a Steiner problem, assuming that the sequence data is aligned (in other words point mutation is restricted to substitution), that each recombination involves one equal-length crossover, and that at any position across the sequences at most one crossover has occurred in the history.
We recently learned of an operation from parallel programming theory called the shufie, which is similar to recombination.
If we think of two strings as representing two parallel processes, a shuffle of the two strings is an arbitrary interleaving or serialization of the processes, much like shuffling a deck of cards. Mansfield [23] g ave an O(nk) time algorithm for determining whether a string is the shuffle of k strings of length n, and showed that the problem is in general NP-complete. Warmuth and Haussler [35] show, among other results, that the closure of a regular language with respect to the shuffle operation can be recognized in polynomial time.
Single crossover
In this section we consider the problem with one crossover per recombination.
We first consider pure Table 1 Worst-case time and space for Bottleneck Recombination History on k sequences of total length n. The maximum length of a sequence is 1, the number of triples of sequences in the hypergraph is m, and the maximum number of crossovers per recombination is d.
recombination, then extend our solution to include point mutation.
Pure recombination
Our algorithm for finding a protopair has two phases. The preprocessing phase analyses the sequences to speed up the search for a protopair, and the search phase tests candidate pairs.
For the preprocessing we compute two quantities for every pair A,B of sequences:
PrefixLen(A,B), which is the length of the longest common prefix of A and B, and SuffixLen(A, B), which is the length of the longest common suffix of A and B.
In the search phase we test a candidate protopair as follows.
Recall that A, B is a protopair for S iff every member of S can be reached from A and B by a series of recombinations within S. The set of sequences reachable from A and B can be determined by breadth-first search.
During the search, we maintain two quantities for each unreached sequence C: MaxPrefixLen(C), which is the maximum of PrefixLen(A, C) over every sequence A that has been reached;
and MaxSuffixLen(C), which is the maximum of SuffixLen(B, C) over every B that has been reached. An unreached sequence C is then reachable iff
In this inequality it is possible for the same reached sequence to contribute both the suffix and the prefix of C. This is legitimate, and models the unequal crossing of a sequence with a copy of itself. In fact this is one of the mechanisms by which repeats are introduced in biological sequences. Proof Let S be the set of sequences, and {A, B} be a protopair for S. With equal-length crossover, the ith character of a sequence C of S must be either the ith character of A or the ith character of B. Any position then at which more than one character appears can contain at most two different characters, and a protopair, in order to generate all the sequences, must contain both characters at such a position.
Hence, if we ignore all positions at which only one character appears, A and B are complementary sequences. Since the sequence B that is complementary to a given A is unique, protopairs must be disjoint, which implies the bound.
Cl
The proof shows we can find protopairs as follows. Thus for unequal crossover our search proceeds as follows. Over the set of sequences we maintain a graph of candidate protopairs, which is initially the complete graph. We repeatedly choose an edge {A, B} and test the pair. If R(A, B) is all of S we report A, B and halt. Otherwise, we remove all edges on set R(A, B) from the graph, and repeat.
In practice we expect this to reduce the number of tests significantly.
Nevertheless in the worstcase this heuristic does not prevent us from testing R(k2) candidates.
A test takes O(k2) time, the same as for equal crossover, which gives the following bound. There are abstract sets of recombination triples for which the algorithm tests fi(k2) candidates and spends fi(k4) time in total, but we do not know whether these triples can be realized by a set of sequences.
This leaves the possibility of a better amortized bound.
Also note that the algorithm can find all protopairs in the above time bound, which is more than we require.
This recurs throughout our models, in that in the worst-case we do not know how to find one protopair in less time than finding all protopairs.
Recombination with point mutation
We can modify our algorithm to accomodate point mutation as follows. For the preprocessing, we compute two quantities for each ordered pair (A, B) of sequences: PrefixCost(A, B, i), which is the minimum cost to edit a prefix of A into the prefix of B ending at position i;
and SuffixCost(A, B, i), which is the minimum cost to edit a suffix of A into the suffix of B starting at position i + 1.
During the search, we maintain two quantities for each unreached sequence C: MinPrefixCost(C, i), which is the minimum of PrefixCost(A, C, i) over all A that have been reached; and MinSuffixCost(C, i), which is the minimum of SuffixCost(B, C, i) over all B that have been reached.
Then an unreached sequence C is reachable iff, for some position i,
Notice that, as with pure recombination, the same sequence may contribute both the prefix and the suffix of C. Again this is legitimate, and models the crossing of a sequence with a copy of itself.
Computing PrefixCost and SuffixCost for all pairs of sequences takes O(n2) time using standard sequence comparison methods [28] . Finding the next reachable sequence by evaluating the above inequality takes O(n) time. Adding the sequence to the reached set and updating
MinPrefixCost and MinSuffixCost also takes O(n) time. A search from a candidate protopair reaches O(k) sequences, so the time to test a pair is O(lcn).
At worst we test 0(/c') pairs, which we summarize as follows. 
Multiple crossover
With single-crossover recombination we could find the next reachable sequence by separately considering sequences contributing a prefix, and sequences contributing a suffix. In other words we did not have to consider pairs of parents explicitly.
With multiplecrossover recombination we cannot separate the interaction of two parents; we have to consider them together. Accordingly our preprocessing phase enumerates triples of sequences, and for each triple (A, B, C) determines the recombination distance of C from A and B. Every triple whose recombination distance is within the cost bound is placed into a hypergraph. Our search phase explores this hypergraph to find a protopair and a spanning history. In the search phase we test a candidate protopair by breadth-first search over the hypergraph. Edges of the hypergraph are stored on out-edge lists: for every A, we have a list of entries of the form (B, C), where (A, B, C) is an edge in the graph. During the search we maintain two lists: Reached, which is the set of sequences that have been reached from the candidate protopair, and Reachable, which is the set of sequences not in Reached that may be formed from the reached set with one recombination.
To test a candidate {A, B), the algorithm initializes Reached to the set {A, B} and Reachable to the set of C such that (A, B, C) is in the graph. The algorithm then repeatedly removes a sequence C from Reachable, adds it to Reached, and examines all out-edges of C. For each sequence D such that (B, C, D) is in the graph where B is on Reached and D is not on Reached or Reachable, the algorithm adds D to Reachable, and repeats. The process halts when Reachable becomes empty.
Testing a protopair thus takes O(m) time, where m is the number edges in the hypergraph. We again employ the heuristic of Lemma 2.2. In the worst-case this tests O(k') pairs, which gives the following. Since in this time bound we could simply test all the pairs, one might ask whether it is possible to test all pairs faster than testing each pair individually. It appears not. Testing all pairs is essentially computing the transitive closure of a directed hypergraph, and the bound of Theorem 3.1 matches the best known bound for that problem [3, 4] .
We also note that with a simple modification the algorithm will find a protopair of minimum bottleneck cost.
We can maintain list Reachable as a heap, where vertices are prioritized by the weight of the least cost in-edge that touches them from set Reached. Using a Fibonacci heap [8] , removing a vertex of minimum priority takes O(log k) time, while updating the priority of a vertex when examining an out-edge takes 0( 1) time. This adds O(k log k) time to the test for a candidate protopair, but finds a spanning history of minimum bottleneck cost for the given pair. Testing all pairs, and retaining the protopair with minimum bottleneck cost, takes a total of O(k2mfk3 log k) time. Note there may be many spanning histories that have minimum bottleneck cost. We remark that the spanning history found by this algorithm, as well as having minimum bottleneck cost, is lecicogruphically minimum for the given protopair in the following sense. A linearization of a spanning history is an ordering of its recombinations so that for any recombination (A, B, C) in the history, A and B are produced before C in the ordering. For the spanning history reported by the algorithm we take the linearization given by the order in which sequences are reached. Compare two linearizations by lexicographic order on the cost of their recombinations.
Over all spanning histories from a given protopair, and all linearizations of these spanning histories, the spanning history found by the algorithm is lexicographically minimum.
Finally, we note that an alternate approach to finding a protopair of minimum bottleneck cost is to perform a binary search on the bottleneck values. With this approach, we can run the algorithm of Theorem 3.1 at a given cost bound, which allows us to use the heuristic of Lemma 2.2. This takes a total of O(k2mlog d) time, assuming that the overall cost bound d is an integer. We suspect this will be the faster algorithm in practice.
In the next two subsections we consider the preprocessing step, namely how to compute the recombination cost of a triple (A, B, C). We consider pure recombination first, then recombination with point mutation.
Both are treated in the case of unequal crossover. I
Pure recombination
For pure recombination the problem is to determine whether sequence C can be formed from A and B solely by crossover, and if it can be formed in this manner, to determine the minimum number of crossovers. When restricted to one crossover we could test for feasibility with a simple greedy strategy: match as much of C as possible first by a prefix of A, then by a suffix of B; if this matches all of C, it can be formed from A and B with one crossover. When we allow multiple crossovers, this greedy strategy is no longer correct.
For example, sequence C = abab can be formed from A = ab and B = ba with two crossovers: take the first a from A, crossover to B to match ba, then return to A to match the final b. But greedily taking the longest initial match to A, the prefix ab, makes it impossible to pick up the final b when returning from the crossover.
We can determine the minimum number of crossovers, however, by dynamic programming. Let PA(~, j, c) be the smallest z such that Al,, and Bl,i can form Cl?j with exactly c crossovers, ending in a match to B. If there is no such c we take PA(~, j, c) to be infinite, or equivalently a value exceeding the length of A. In this definition, for a string S we use Si,j to denote the substring consisting of the ith through jth characters.
Similarly, let Pr, (i, j, c) be the smallest 1: such that Al,i and BI,, can form Ci,j with exactly c crossovers, ending in a match to A.
In terms of PA and PE, the minimum number of crossovers to form C from A and B is the smallest d such that PA(I%  ICI> 4 5 I4 or PdI-4, ICI,4 I 14.
We can compute PA and PB recursively as follows. Associated with a recombination there is a natural alignment expressing how characters of C are alternately matched to characters in A and B. Consider an alignment A corresponding to PA (i, j, c), namely an alignment ending in B that matches Ci,j against Al,, and Bl,i where 2, the length of the prefix of A, is as small as possible. We say alignment A is leftmost in A.
The useful property of leftmost alignments is that they may be constructed from smaller alignments that are also leftmost.
By definition the last match in A aligns Cj to Bi, assuming these characters agree. We remark that d is a small constant in practice, usually between 1 and 10, so the bounds of Theorem 3.2 are essentially quadratic time and linear space to determine the minimum number of crossovers. By applying the divide and conquer technique of Hirschberg
[13], one can obtain the corresponding alignment, as well as the minimum number of crossovers, within the same time and space.
3.2
Recombination with point mutation For recombination with point mutation we develop a recurrence for recombination distance in terms of the lengths of prefixes of A, B, and C.
Let DA(~, j, k) be the recombination distance of Ci,k from Al,i and Bl,j, given that the recombination ends by aligning a suffix of Al+ to a suffix Cr,k. Let DB(~, i, k) be the same for a recombination that ends by aligning a suffix of BISj to a suffix of Ci,k. Then the recombination distance of C from A and B is min {D~(IAI, PI, ICI), DBWI, I4 ICI>).
Consider DA(i, j, k). A minimum cost recombination that produces Ci,k from Al,i and Bl,j by aligning a suffix of Al,; to a suffix of Cl,k, ends in one of four ways. It either Notice we do not have to consider a crossover into A followed by deletion of A;, since crossing over to the next character in A will save the cost of the deletion.
We also do not have to consider a crossover into A followed by insertion of Ck, since the insertion will have been considered in the alignment of B to C before the crossover. In each of the four cases, the recombination leading up to the last operation must be of minimum cost. For the case of a crossover, let E~(i,j, k) be the minimum cost of a recombination that produces Cl,k from Al,i and B1.i) given that the recombination ends by aligning a s&s&s of Al,i to a suffix of Cl,k. Let EB(~, i, k) be the same for a recombination that ends by aligning a substring of Bl,j to a suffix of Cl,k.
We have the following recurrences.
of spanning history, and how it affects the complexity of the problem. We consider two generalizations.
Definition
The Generalized Bottleneck Recombination History Problem is the following.
Given a set S of sequences, a cost function 6 and x, a bottleneck bound d, and a protoset bound c, is there a protoset P c S with IPI < c such that, starting from P, there is a spanning history for S where every recombination has cost at most d? 0
The Minimum Recombination History Problem is the following.
Given a set S of sequences, a recombination cost function 6 and x, and a cost bound d, is there a protopair and associated spanning
history for S of total cosi at most d? 0
Both of these generalizations are NP-complete.
Our reductions, which we omit, are from Exact Cover E~(i,j, k)
by 3-Sets. The relevant property of a protoset that is = min { EA(i-l,j, k), D~(i,j, k)}. 
Generalizations
We make a few remarks concerning the problems. In this section we study the definition in mind however that the most frequently used cost set S of sequences, let Sli denote {Si 1 SES}, the set of characters obtained by looking at the ith position in each sequence. matrix for protein sequences, the so-called PAM matrix, is not a metric.)
For a fixed bound on the size of a protoset, Generalized Bottleneck History can be solved in polynomial time by enumerating and testing protosets, as in Section 3. On the other hand, approximating the smallest protoset when its size is unbounded appears difficult. An algorithm that in polynomial time finds a protoset whose size is at most a constant factor larger than the minimum, for an arbitrary recombination hypergraph, would give a constant-factor approximation for Set Cover. Recent non-approximability results [22, 6] show that such an algorithm would imply P = NP.
Conclusion
In this paper we have defined two new problems, Recombination Distance and Bottleneck Recombination History, and shown they can be solved in polynomial time. These are only two of the kinds of problems that arise with recombination, and even here many questions remain.
We suspect that the algorithm of Section 2 for pure, equal-length single-crossover recombination is worst-case optimal. Is s2(n + k") a lower bound on the running time?
For recombination distance, is there an O(dn) time algorithm for pure recombination on strings of length n, where d is the maximum number of crossovers that are allowed? For recombination with point mutation is there an O(dn ') time algorithm for recombination distance where d again bounds the number of crossovers? Can recombination distance be computed in less than quadratic space?
With respect to finding protopairs, can one find one protopair in less time than it takes to find all protopairs? If not, can one find all protopairs in less time than testing each pair individually?
And is the expected search time of the algorithm provably less than its worst-case time? 
