Abstract. Suppose p ≥ 1 is a computable real. We extend previous work of Clanin, Stull, and McNicholl by classifying the computable L p spaces whose underlying measure spaces are atomic but not purely atomic. In addition, we determine the degrees of categoricity of these spaces and the complexity of associated projection maps.
Introduction
We continue here the program, recently initiated by Melnikov and Nies (see [5] , [4] ), of utilizing the tools of computable analysis to investigate the effective structure theory of metric structures, in particular L p spaces where p ≥ 1 is computable. Specifically, we seek to classify the L p spaces that are computably categorical in that they have exactly one computable presentation up to computable isometric isomorphism. We also seek to determine the degrees of categoricity of those L p spaces that are not computably categorical; this is the least powerful Turing degree that computes an isometric isomorphism between any two computable presentations of the space.
Suppose p ≥ 1 is computable. It is essentially shown in [6] that every separable L 2 space is computably categorical. In [3] , the second author showed that ℓ p is computably categorical only when p = 2. Moreover, in [2] he showed that ℓ p n is computably categorical and that the degree of categoricity of ℓ p is 0". Together, these results determine the degrees of categoricity of separable spaces of the form L p (Ω) when Ω is purely atomic. In the paper preceding this, Clanin, McNicholl, and Stull showed that L p (Ω) is computably categorical when Ω is separable and nonatomic [1] . Here, we complete the picture by determining the degrees of categoricity of separable L p spaces whose underlying measure spaces are atomic but not purely atomic. Specifically, we show the following. Theorem 1.1. Suppose Ω is a separable measure space that is atomic but not purely atomic, and suppose p is a computable real so that p ≥ 1 and p = 2.
(1) If Ω has finitely many atoms, then the degree of categoricity of L p (Ω) is 0 ′ .
(2)
If Ω has infinitely many atoms, then the degree of categoricity of L p (Ω) is 0 ′′ .
Suppose Ω is a separable measure space that is atomic but not purely atomic. It follows from the Carathéodory classification of separable measure spaces that if Ω has n atoms, then L p (Ω) is isometrically isomorphic to ℓ p n ⊕ L p [0, 1]. It also follows that if Ω has infinitely many atoms, then L p (Ω) is isometrically isomorphic [1] and [2] .
The paper is organized as follows. We refer to the preceding paper by Clanin, McNicholl, and Stull for most of our terminology, notation, and preliminary results [1] ; the rest are covered in Sections 2 and 3. In Section 4, we present results on the complexity of the natural projection maps for spaces of the form ℓ
We derive lower bounds on degrees of categoricity in Section 6 and corresponding upper bounds in Section 5. These proofs utilize our results on projection maps in Section 4. Finally in Section 7 we summarize our findings and pose questions for further investigation.
Background
Here we cover pertinent notions regarding external and internal direct sums of Banach spaces and the notion of complemented subspaces of an internal direct sum of Banach spaces. Additional background material from functional analysis can be found in [1] .
When S ⊆ N * , let S ↓ denote the downset of S; i.e. the set of all ν ∈ N * so that ν ⊆ µ for some µ ∈ S.
Suppose 1 ≤ p < ∞. If B 0 , . . ., B n are Banach spaces, their L p -sum consists of the vector space B 0 × . . . × B n together with the norm
This is easily seen to be a Banach space under the norm
Suppose B is a Banach space and M and N are subspaces of B. Recall that B is the internal direct sum of M and N if M ∩ N = {0} and B = M + N . In this case, M is said to be complemented and N is said to be the complement of M. When M is a complemented subspace of B, let P M denote the associated projection map. That is, P M is the unique linear map of B onto M so that P M (f ) = f for all f ∈ M and P M (f ) = 0 for all f ∈ N .
Note that if T is an isometric isomorphism of B 0 onto B 1 , and if M is a complemented subspace of B 0 , then T [M] is a complemented subspace of B 1 and
3. Preliminaries
3.1.
Preliminaries from functional analysis. Here we establish several preliminary lemmas and theorems from classical functional analysis that will be used later to prove Theorem 1.1 and 1.2. We first establish the results needed to locate the -atoms of L p (Ω) via the use of almost norm-maximizing chains. We then conclude this section with results regarding disintegrations on complemented subspaces of
The proof of the following is essentially the same as the proof of Proposition 4.1 of [2] .
The following generalizes Theorem 3.4 of [2] .
Suppose Ω is a measure space and φ : S → L p (Ω) is a disintegration.
(1) If C ⊆ S is an almost norm-maximizing chain, then the -infimum of φ[C] exists and is either 0 or an atom of . Furthermore, inf φ[C] is the limit in the L p norm of φ(ν) as ν traverses the nodes in C in increasing order.
Proof. (1): Suppose C ⊆ S is an almost norm-maximizing chain. By Proposition 3.1, g := inf φ[C] exists and is the limit in the L p -norm of φ(ν) as ν traverses the nodes in C in increasing order.
We claim that g is an atom if it is nonzero. For, suppose h g. Let δ = min{ g − h p p , h p p }, and let ǫ > 0. Since the range of φ is linearly dense, there is a finite S 1 ⊆ S and a family of scalars {α ν } ν∈S1 so that
Thus, δ < ǫ for every ǫ > 0. Therefore, δ = 0 and so either g = h or h = 0. Thus, g is an atom.
(2): Suppose C 0 , C 1 , ... is a partition of S into almost norm-maximizing chains. By the above, inf φ([C k ]) exists for each k, and so we set
are disjointly supported vectors. Supposing that k = k ′ it suffices to prove that there are incomparable nodes ν 0 , ν 1 such that ν 0 ∈ C k and ν 1 ∈ C k ′ . We do this in two cases.
First, suppose there exist
Therefore, since |µ| = |τ k |, µ and τ k are incomparable. From this it follows that ν 0 := ν and ν 1 := ν ′ are incomparable. Now let A be an atom of Ω. If there is a -atom g in ran(φ) whose support includes A then there is nothing to show. So suppose that there is no atom in ran(φ) whose support includes A.
We claim that for each n ∈ N there is a ν ∈ S so that |ν| = n and A ⊆ supp(φ(ν)). For, suppose otherwise. Since φ is summative and separating, it follows that A ⊆ supp(φ(ν)) for all ν ∈ S. Let µ denote the measure of Ω. Then, for any g ∈ ran(φ),
whenever f belongs to the linear span of ran(φ)-a contradiction since the range of φ is linearly dense. Now let ν s denote the node of length s so that
For each s, let k s denote the k so that ν s ∈ C k = C ks . We claim that lim s k s exists. To see this, suppose otherwise. Then we may let s 0 < s 1 < ... be the increasing enumeration of all values of s so that k s = k s+1 . Since for all m, ν sm+1 ⊃ ν sm , ν sm is a nonterminal node in S. Thus since C ks m is almost norm-maximizing it must contain a child of ν sm in S; denote this child by µ m . Then, φ(µ m ) φ(ν sm ) and φ(µ m )) and φ(ν sm+1 )) are disjointly supported. Also, since µ m is an almost norm-maximizing child of ν sm , φ(ν sm+1 )
by the above inequality and the summativity of φ we have
But (1) that A is the support of inf φ[C k ]. The result now follows.
We say that subspaces M, N of L p (Ω) are disjointly supported if f , g are disjointly supported whenever f ∈ M and g ∈ N .
Lemma 3.3. Suppose φ is a disintegration of L p (Ω) and that M is a complemented subspace of L p (Ω). Suppose also that M and its complement are disjointly supported. Then, P M φ is summative and separating, and its range is linearly dense in M.
Proof. Let P = P M , and let ψ = P φ. Since P is linear, it follows that ψ is summative. Since M and its complement are disjointly supported, it also follows that ψ(ν) is a subvector of φ(ν) for each ν ∈ dom(φ). We can then infer that ψ is separating.
We now show that the range of P φ is linearly dense in M. Let ǫ > 0 and note by the linear density of φ and the disjointness of support of M and N , for any f ∈ M there is a collection of scalars {α ν } ν∈S such that
Thus we have that the range of P φ is linearly dense in M.
where M is either ℓ p or ℓ p n . Suppose {C n } n∈N is a partition of dom(φ) into almost norm-maximizing chains and that g n = inf φ[C n ] for all n. Then, for each ν ∈ dom(φ),
, and let P = P {0}⊕L p [0,1] . For each f ∈ B, let A f denote the set of all atoms g of B so that g f . Thus, P (f ) = f − g∈A f g. Suppose g ∈ A φ(ν) . Then, supp(g) is an atom. So, by Theorem 3.2, supp(g) = supp(g n ) for some n.
We claim that ν ∈ C n ↓. For, suppose ν ∈ C n ↓. Let ν 0 be the largest node in C n ↓ so that ν ′ ⊆ ν. Thus, ν ′ = ν so and ν ′ has a child in dom(φ). Therefore, ν ′ has a child ν ′′ in C n since C n is almost norm-maximizing. Thus, ν ′′ and ν are incomparable. It follows that g n and g are disjointly supported-a contradiction.
Since ν ∈ C n ↓, it follows that g, g n φ(ν) and so g = g n .
3.2.
Preliminaries from computable analysis. This subsection essentially effectivizes the notions of the previous subsection and makes explicit the computable presentations we will employ in the proofs of our main theorem and its corollary.
The following is from [6] . 
Definition 3.6. Suppose B
# is a computable presentation of a Banach space B, and suppose M is a complemented subspace of B. We say M is a computably complemented subspace of B if P M is a computable map of B # into B # .
We relativize this notion in the obvious way. Proof. This is clear from the fact that
Lemma 3.8. Let p ≥ 1 be computable. Suppose S is a tree, and suppose φ : S → L p (Ω) is summative and separating. Suppose also that ran(S) is linearly dense and that ν → φ(ν) p is computable. Let R = φh where h is a computable surjection of
Proof. Since ran(φ) is linearly dense, it follows that R is a structure on
. Now we must demonstrate that this presentation is computable. That is, we must show that the norm function is computable on the rational vectors of L p (Ω) # . So, suppose α 0 , . . . , α M ∈ Q(i) are given, and let f = j α j R(j). Compute a finite tree F ⊆ S so that R(j) ∈ F for each j ≤ M . For each ν ∈ F , let α ν = h(j)=ν α j . Thus, j α j R(j) = ν α ν φ(ν). Let β 0 , . . . , β k denote the leaf nodes of F . Thus, supp(f ) = j supp(β j ).
Since ν → φ(ν) p is computable, it follows that f p can be computed from α 0 , . . . , α M .
Complexity of projection maps
Here we establish the complexity of projection maps on the spaces ℓ
The main theorem of this section is the core of our argument yielding the upper bounds for each of the aforementioned spaces. 
, and let φ be a computable disintegration of B # . Set S = dom(φ). Abbreviate P {0}⊕L p [0,1] by P .
Let B # = (B, R). Let h be a computable surjection of N onto S, and set R ′ (j) = φ(h(j)). Let B + = (B, R ′ ). By Lemma 3.8, B + is a computable presentation of B. Furthermore, since R ′ is a computable sequence of B # , it follows that B # is computably isometrically isomorphic to B + . By Theorem 3.2, there is a partition {C j } j∈N of S into almost norm-maximizing chains. Let g j = inf φ[C j ]. By Lemma 3.4,
For, if j ∈ U ν , then g j φ(ν). Suppose j ∈ U ν and g j φ(ν). Let µ 0 be the maximal element of C n ↓ so that µ 0 ⊆ ν. Thus, µ 0 ⊂ ν, and so µ 0 has a child µ ′ in S. Therefore g j φ(µ ′ ), φ(ν). Since φ is separating, it follows that g j = 0. Now, suppose M = ℓ p n . We obtain from Theorem 3.2, that there are exactly n values of j so that g j is nonzero. So, let D = {j : g j = 0}. Then, φ(ν) − P (φ(ν)) = j∈Uν ∩D g j . It then follows from Theorem 3.2 that {g j } j∈N is a ∆ 
. Since {g j } j∈Uν is a summable sequence of disjointly supported vectors, j∈Uν g j p p < ∞. Moreover, since {g j } j∈Uν is a ∆ 0 2 -computable sequence of B # , it follows that
From this we obtains that h ν is a ∆ The sharpness of the bounds in Proposition 3.7 will be demonstrated in Section 6.
Upper bound results
Here we will use the complexity of projection maps described in the previous section to produce the upper bounds for the degree of categoricity of ℓ 
be a partition of S into almost normmaximizing chains, and let g n = inf φ[C n ]. Then, there is a ∆ 0 2 -computable oneto-one enumeration {n k } ∞ k=0 of all n so that g n is nonzero. By Theorem 3.2, for each j ∈ N, there is a unique k so that {j} = supp(g n k ). Let T 1 be the unique linear map of ℓ p into N so that T 1 (e k ) = g n k −1 p g n k for all k. Since the g n k 's are disjointly supported, it follows that T 1 is isometric. It follows from the relativization of Theorem 3.5 that T 1 is a ∆ 
The theorem now follows.
Lower bound results
In each of the following subsections we construct ill-behaved computable presen- 
We construct B # as follows. We first construct a disintegration φ of B. Let γ ∈ (0, 1) be a left-c.e. real so that the left Dedekind cut of γ has Turing degree d. Let {q n } be a computable and increasing sequence of positive rational numbers so that lim j q j = γ. Let c = 1 − γ + q 0 . Define
Assuming a(ν) and b(ν) have been defined, set a(ν
Proof. By construction, φ is summative, separating, injective, and never zero. It only remains to show that ran(φ) is linearly dense. By construction, (e 1 , 0), . . . , (e n−1 , 0) ∈ ran(φ). So, it is enough to show that (e 0 , 0) ∈ ran(φ) and that (0, χ I ) ∈ ran(φ) for every closed interval I ⊆ [0, 1]. We construct B as follows. Let m e = #W e e ∈ Fin ω e ∈ Fin
For each e ∈ N, let
Let B be the L p sum of {B e } e∈N . Let ι e be the natural injection of B e into B. We now build a presentation of B via the construction of a disintegration φ of B. Let S = ω ≤1 ∪ {(e) ⌢ α : α ∈ {0, 1} <me }.
Thus, S is c.e.. Let
−n/p j<2 n e j e ∈ F in ∧ n = #W e χ [0, 1] e ∈ F in
Let f e = ι e (g e ).
For each e we let φ((e)) = 2 −(e+1) f e . For each ν ∈ S − {λ}, we recursively define an interval I(ν) as follows. Let h be a computable surjection of N onto S, and let B # = (B, φh). We divide the verification of our construction into the following lemmas. Let U = e∈Fin ι e (B e ), and let V = e ∈Fin ι e (B e ). 
