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Abstract
In many real-world applications of data mining, datasets can be represented using matrices, where rows of
the matrix correspond to objects (or data instances) and columns to features (or attributes). Often the
datasets are in high-dimensional feature space. For example, in the vector space model of text data, the
feature dimension is the vocabulary size. If representing a social network using an adjacency matrix, the
feature dimension corresponds to the number of objects in the network. Many other datasets also fall into
this category, such as genetic datasets, images, and medical datasets. Even though the feature dimension is
enormous, a common observation is that the high-dimensional datasets may (approximately) lie in a subspace
of smaller dimensionality, due to dependency or correlation among features. This thesis studies the problem
of automatically identifying the low-dimensional space that high-dimensional datasets (approximately) lie
in based on dimension reduction models: one is low-rank estimation models and the other is embedding
learning models. For data matrices, low-rank estimation is to recover an underlying data matrix, subject
to the constraint the matrix is of reduced rank. Such analysis is also generalized to the high-dimensional
higher-order tensor data. Meanwhile, embedding learning models are to directly project the observation
data into a low-dimensional vector space.
In the first part, the theoretical analysis of low-rank estimation models is established in the regime of
high-dimensional statistics. For matrices, the low-rank structure corresponds to the sparsity of the singular
values; while for tensors, the low-rank model can be defined as the low-rankness of the unfolding matrices of
the tensor. To achieve low-rank solutions, two categories of regularization are imposed. Firstly, the problem
of robust tensor decomposition with gross corruption is considered. To recover the underlying true tensor
and corruption of large magnitude, structure assumptions of low-rankness and sparsity are imposed on the
tensor and corruption, respectively. The Schatten-1 norm is applied as convex regularization for the low-rank
structure. Secondly, the problem of matrix estimation is considered with a nonconvex penalty. Compared
with convex regularization, nonconvex penalty takes advantage of the large singular values, which leads
to faster statistical convergence rate and oracle property under a mild condition on the magnitude of the
singular values. For both problems, efficient optimization algorithms are proposed, and extensive numerical
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experiments are conducted to corroborate the efficacy of the proposed algorithms and the theoretical analysis.
In the second part, embedding learning models for real world applications are presented. The high-
dimensional data is projected into a low-dimensional vector space via preserving the proximity among objects.
Each object is represented by a low-dimensional vector, called embedding or distributed representation. In
the first application, the heterogeneity of the objects is considered. Based on the observation that several
interactions among the strongly-typed objects happen simultaneously as an event, the embeddings of objects
in each event are learned as a whole. In other words, the model preserves the proximity among all the
participating objects in each event. Experimental results provide evidence that the learned embeddings are
more effective while being robust to data sparsity and noises for various classification tasks. In the second
application, the task of expert finding is studied, which is to rank candidates with appropriate expertise
based on a given query. To capture the subtle semantic information regarding specific queries with narrow
semantic meanings, locally-trained embedding learning with concept hierarchy as guidance is proposed for
query expansion. The locally-trained embeddings preserve the proximity among terms constrained on a
sub-corpus. Compared with global embedding trained on the whole dataset, locally-trained embedding has
stronger representation power. Experimental results show that the proposed embedding learning method
achieves high precision regarding the task of expert finding.
To summarize, this thesis provides important results of low-rank estimation and embedding learning
models for high-dimensional data analysis and real-world applications.
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Chapter 1
Introduction
1.1 Background and Motivation
In many real-world applications of data mining, datasets can be represented using matrices, where rows in
the matrix correspond to objects (or data instances) and columns to features (or attributes). Often the
datasets are in high-dimensional feature space. However, a key observation is that even though the data
is of high dimension, there is likely to be dependency or correlation among features. In other words, there
is redundancy in the large feature space and the dataset may (approximately) lie in a subspace of smaller
dimensionality. Consider the following high-dimensional data examples.
Example 1.1.1 (Text Data). Given a collection of documents, it can be represented as a matrix using the
vector space model. In the matrix, each document corresponds to a row; each column a word in the vocabulary;
and values denote the frequency of the corresponding word in the corresponding document. Therefore, the
feature space is the vocabulary. Since the size of the vocabulary is gigantic, the text data is in high-dimensional
feature space. However, many words in the vocabulary share identical or similar meanings, resulting in
redundancy in the feature space.
Example 1.1.2 (Recommender System). In a recommendation system, users give ratings to items they
have purchased. Therefore, the ratings can be represented by a matrix, where rows correspond to users while
columns as items. Values in the matrix denote the ratings from users to items, accordingly. The feature
space is the set of all available items. Generally, since cardinality of the item set is huge, the rating data
is of high dimension. However, many movies belong to the same genres and share similar characteristics,
which results in redundancy in the feature space.
In the high-dimensional dataset, the redundancy in the feature space (as shown in Example 1.1.1 and
Example 1.1.2) implies that the data (approximately) lies in a lower-dimensional space. In Example 1.1.1,
topic models project the text data into a low-dimensional space, defined by distinct topics; for Example 1.1.2,
collaborative filtering methods project the rating data into a low-dimensional space, defined by latent pref-
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erence factors. Motivated by the examples, a natural question arises: how to automatically identify the
lower-dimensional space that the high-dimensional data (approximately) lie in?
This thesis seeks answers to this question with dimension reduction models. The first approach is low-
rank estimation models. Regarding matrices, the rank is defined as the dimension of the vector space
that spanned by its columns, which is the same as the dimension of the vector space that spanned by its
rows. The low-rank assumption is to reduce the dimension of the corresponding vector space. Embedding
learning is to directly project a new low-dimensional vector space via preserving the proximity among objects
in the observation dataset. Many embedding learning models can be interpreted as generalized low-rank
models [99].
1.2 Low-rank Estimation Models
Low-rank matrix estimation model is to fit the observation data with a matrix with a distance measure,
subject to the constraint that the matrix is low-rank. The rank of a matrix corresponds to the dimension of
the vector space that its columns span, which is also equivalent to the number of nonzero singular values.
Therefore, the low-rankness can be imposed as the sparsity of singular values.
Suppose the data matrix is M ∈ Rm1×m2 , Ω is a subset of entries being observed with noise, and Θ
is the low-rank matrix that approxiamtes M, Θ can be estimated via solving the following optimization
problem [17, 18]:
Θ̂ = argmin
Θ∈Rm1×m2
∥∥ZΩ(M)−ZΩ(Θ)∥∥F +Rλ(Θ), (1.2.1)
where ZΩ is the sampling operator regarding Ω, ‖ · ‖F is the Frobenius norm (i.e., the squared root of the
sum of squared singular values), and Rλ is the regularization with parameter λ to encourage the sparsity of
Θ’s singular values (i.e., low-rankness of Θ).
Estimation of low-rank matrices [86, 19, 82, 53, 18, 43, 36, 42] has received increasing interest in the past
decade. It has broad applications in many fields such as data mining and computer vision. One prominent
example of matrix estimation is matrix completion, which is to recover the underlying matrix based on
partial observations of entries in the matrix with noise. For example, in the recommendation systems, one
aims to predict the unknown preferences of a set of users over a set of items, provided a partially observed
rating matrix. Another application of low-rank matrix estimation is image inpainting, to recover missing
pixels based on a portion of pixels being observed.
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1.2.1 Low-rank Decomposition Models via Convex Regularizations
In this section, the low-rank model with convex regularization is discussed. More concretely, in (1.2.1), we
have Rλ(Θ) as a convex function. A popular choice of Rλ(Θ) is the nuclear norm [86, 19, 79, 71, 53],
Rλ(Θ) = λ‖Θ‖∗. Therefore, (1.2.1) can be written as
Θ̂ = argmin
Θ∈Rm1×m2
∥∥ZΩ(M)−ZΩ(Θ)∥∥F + λ‖Θ‖∗. (1.2.2)
It is worth noting that besides nuclear norm, there are many other rank proxy functions, such as Schatten-p
norm [82, 74], max norm [87, 15], the von Neumann entropy [52]. Nuclear norm is probably the most widely
used since it is the tightest convex relaxation of the matrix rank.
Moreover, the low-rank model via convex regularization (1.2.2) is generalized to tensor data. Tensor
data analysis has witnessed increasing applications in machine learning, data mining, and computer vision.
For example, an ensemble of face images can be modeled as a tensor, whose mode corresponds to pixels,
subjects, illumination, and viewpoint [102].
Firstly, we consider the low-rank modeling of tensor data. Traditional tensor decomposition methods
such as Tucker decomposition and CANDECOMP/PARAFAC(CP) decomposition [56, 50] aim to factor-
ize an input tensor into a number of low-rank factors. However, they are prone to local optima because
they are solving essentially non-convex optimization problems. In order to address this problem, [62] [96]
extended the nuclear norm of matrices [88] to tensors, and generalized convex matrix completion [19] [18]
and matrix decomposition [17] to convex tensor completion/decomposition. For example, the goal of tensor
decomposition aims to accurately estimate a low-rank tensor W ∈ Rn1×...×nK from the noisy observation
tensor Y ∈ Rn1×...×nK that is contaminated by dense noises, i.e., Y =W∗ + E , where W∗ ∈ Rn1×...×nK is a
low-rank tensor, E ∈ Rn1×...×nK is a noise tensor whose entries are i.i.d. Gaussian noise with zero mean and
bounded variance σ2, i.e., Ei1,...,iK ∼ N(0, σ2). [98] [97] analyzed the statistical performance of convex tensor
decomposition under different extensions of nuclear norm. They showed that, under certain conditions, the
estimation error scales with the rank of the true tensor W∗. Furthermore, they demonstrated that given a
noisy tensor, the true low-rank tensor can be recovered under restricted strong convexity assumption [73].
However, all these algorithms [62] [96] and theoretical results [98] [97] reply on the assumption that the
observation noise has a bounded variance σ2. Without this assumption, we are not able to identify the rank
of W∗, and therefore the estimated low-rank tensor Ŵ could be very far from the true tensor W∗.
On the other hand, in many practical applications such as face recognition and image/video denoising, a
portion of the observation tensor Y might be contaminated by gross error due to illumination, occlusion or
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pepper/salt noise. This scenario is not covered by finite variance noise assumption, therefore new mathemat-
ical models are demanded to address this problem. This motivates us to study convex tensor decomposition
with gross corruption. It is clear that if all the entries of a tensor are corrupted by large error, there is
no hope to recover the underlying low-rank tensor. To overcome this problem, one common assumption is
that the gross corruption is sparse. Under this assumption, together with previous low-rank assumption, we
formalize the noisy linear observation model as follows:
Y =W∗ + V∗ + E , (1.2.3)
where W∗ ∈ Rn1×...×nK is a low-rank tensor, V∗ ∈ Rn1×...×nK is a sparse corruption tensor, where the
locations of nonzero entries are unknown and the magnitudes of the nonzero entries can be arbitrarily large,
and E ∈ Rn1×...×nK is a noise tensor whose entries are i.i.d. Gaussian noise with zero mean and bounded
variance σ2, and thus dense. Our goal is to recover the low-rank tensor W∗, as well as the sparse corruption
tensor V∗. Note that in some applications, the corruption tensor is of independent interest and needs to be
recovered.
Given the observation model in (1.2.3), and the low-rank as well as sparse assumptions on W∗ and E∗
respectively, we propose the following convex minimization to estimate the unknown low-rank tensor W∗
and the sparse corruption tensor E∗ simultaneously:
arg min
W,V
|||Y −W − V|||2F + λM |||W|||S1 + µM |||E|||1 , (1.2.4)
where |||·|||S1 is tensor Schatten-1 norm [98], |||·|||1 is entry-wise `1 norm of tensors, and λM and µM are
positive regularization parameters. We call this optimization Robust Tensor Decomposition, which can been
seen as a generalization of convex tensor decomposition in [62] [96] [98]. The regularization associated with
the V encourages sparsity on the corruption tensor, where parameter µM controls the sparsity level. In
this thesis, we study various conditions for the size of the tensor, the rank of the tensor, and the fraction
(sparsity level) of the corruption, such that (1.2.4) is able to recover W∗ and V∗ with small estimator error
and (1.2.4) is able to recover the exact rank of W∗ and the support of V∗.
In Chapter 3, we focus on the following questions: under what conditions for the size of the tensor, the
rank of the tensor, and the fraction (sparsity level) of the corruption so that: (i) (1.2.4) is able to recover
W∗ and V∗ with small estimator error? (ii) (1.2.4) is able to recover the exact rank of W∗ and the support
of V∗? we present nonasymptotic error bounds in high-dimensional statistics to answer these questions.
Experiments on synthetic datasets validate our theoretical results.
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1.2.2 Low-rank Estimation Models via Nonconvex Penalty
Considering the low-rank estimation model with convex penalty, (1.2.2) is to impose the low-rank structure
via nuclear norm, which is defined as the `1 penalty on the singular values of Θ. Meanwhile, it is now
well-known that `1 penalty in Lasso [28, 120, 125] introduces a bias into the resulting estimator, which
compromises the estimation accuracy. In contrast, nonconvex penalties such as smoothly clipped absolute
deviation (SCAD) penalty [28] and minimax concave penalty (MCP) [120] are favored in terms of estimation
accuracy and variable selection consistency [110]. Due to the close connection between `1 norm and nuclear
norm (nuclear norm can be seen as an `1 norm defined on the singular values of a matrix), nonconvex penalties
for low-rank matrix estimation have recently received increasing attention for low-rank matrix estimation.
Typical examples of nonconvex approximation of the matrix rank include Schatten `p-norm (0 < p < 1) [74],
the truncated nuclear norm [39], and the MCP penalty defined on the singular values of a matrix [108, 61].
Although good empirical results have been observed in these studies [74, 39, 108, 61, 66, 117], little is
known about the theory of nonconvex penalty for low-rank matrix estimation. In this thesis, we will provide
theoretical analysis of low-rank estimation with nonconvex penalty.
Hence, a simple model for low-rank matrix completion is introduced. The estimator of a more general
observation model for matrix estimation will be discussed in Chapter 4. The low-rank estimation model
with nonconvex penalty for matrix completion is proposed as follows:
Θ̂ = argmin
Θ∈Rm1×m2
∥∥ZΩ(M)−ZΩ(Θ)∥∥F + Pλ(Θ), (1.2.5)
where Pλ(·) is a nonconvex function applied to the singular values of Θ. We look at two examples of
nonconvex penalties (e.g., SCAD and MCP) and compare them with convex regularization (`1 norm) in
Figure 1.1.
0 1 2 3 4
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λ
(γ
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Figure 1.1: Comparison of convex regularization and nonconvex penalty.
5
As shown in Figure 1.1, where γ denotes the magnitude of a singular value, `1 norm (corresponding to
nuclear norm) linearly increases when γ increases, while nonconvex penalties remain the same after γ exceeds
some threshold. Recall that both nuclear norm and nonconvex penalties serve as surrogate functions for
matrix rank. Therefore, convex penalty overpenalizes singular values with large magnitude; while nonconvex
penalty does not.
In Chapter 4, it is rigorously shown that the low-rank estimation model with nonconvex penalty, by taking
advantage of singular values with large magnitude, attains faster statistical convergence rates, compared
with the conventional estimator with nuclear norm penalty. Furthermore, under a mild assumption on the
magnitude of the singular values, the proposed estimator enjoys oracle property; that is exactly recovering
the true rank of the underlying matrix, as well as attains a faster rate.
1.3 Embedding Learning Models
In Section 1.2, the low-rank model is discussed as in (1.2.1). In this section, embedding learning is introduced
for large-scale information network analysis. Embedding learning is to directly project the objects in the
network into a low-dimensional vector space and present each object using a low-dimensional vector. The
objective of embedding learning is preserve the proximity among objects based on the observations.
Embedding learning is an important task in unsupervised learning and in data preprocessing of supervised
learning. The low-dimensional vectors, as distributed representations of the relationships among objects,
are beneficial for various downstream applications, such as exploratory data analysis, link prediction [60],
visualization [100], object clustering [76], classification [7], and recommendation [54]. The objective of
embedding techniques is mainly to preserve certain relationships among objects [30, 68, 78, 21, 33, 93, 92,
55, 4, 94].
Principal component analysis (PCA) [48, 104, 99] is a classical embedding learning model based on
the low-rank structure. PCA approximates the observation matrix M with the best rank-k matrix (k 
min{m1,m2}) via solving the optimization problem
minimize ‖M−Θ‖2F , (1.3.1)
subject to rank(Θ) ≤ k. (1.3.2)
Unlike (1.2.1), which impose the low-rankness via the regularization, the rank of Θ can be encoded via a
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factorization form such that Θ = U>V, where U ∈ Rm1×k and V ∈ Rm2×k. Thus, (1.3.1) is equivalent as
minimize ‖M−U>V‖2F . (1.3.3)
If U = [u>1 ,u
>
2 , . . . ,u
>
m1 ]
>, ui is the i-th row of U; similarly, vj is defined as j-th row of V. ui,vi ∈ Rk
correspond to the embeddings of the corresponding objects or features. Moreover, we have that (1.3.3) can
be rewritten as
minimize
(
Mi,j − u>i vj
)2
, (1.3.4)
where Mi,j is the (i, j) element of M. In the applications information network analysis, where M denotes
the weighted adjacency matrix, Mi,j denotes the edge weight between object i and j. Therefore, the learned
embeddings ui’s, uj ’s for 1 ≤ i ≤ m1, 1 ≤ j ≤ m2, are the preserve the tie strength in the network as
in (1.3.4). For large-scale information network analysis, different proximity to be preserved for embedding
learning under different scenario is explored, as we will discuss in Chapter 5 and Chapter 6 for concrete
applications.
1.3.1 Embedding Learning with Events for Classification
Embedding learning with strongly-typed interactions has broad real-world applications [92, 21]. In (1.3.4),
the embeddings are obtained via preserving the tie-strength between objects. Here, a new framework is
introduced for embedding learning in heterogeneous information networks. We use DBLP as an illustration
example.
Example 1.3.1. DBLP (http: // dblp. uni-trier. de ) is a CS bibliographical dataset, where each pub-
lication record corresponds to an event. There are three types of participating objects: authors (A), terms
(T), and venue (V), with their interactions represented at the schema level as shown in Fig. 1.2 (left). To
learn object embeddings, we need to preserve the proximity among all the participating objects (Fig. 1.2, top
right). Previous studies (e.g., [92, 21]) decompose the simultaneous interaction among all objects into sev-
eral scattered pairwise interactions (e.g., Author-Paper, Venue-Paper), as shown in Fig. 1.2 (bottom right).
Object embeddings are then learned by combing embedding learning procedures upon each set of pairwise
interactions, using existing embedding learning methodologies developed for single-typed network data. How-
ever, such pairwise interactions may miss some important information. Consider Einstein and Hawking may
publish in the same venue, using similar terms in astrophysics, but they did not coauthor a paper. Pairwise
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Figure 1.2: The interaction schema of DBLP is in the left. A publication event results in
the interactions of authors-publication, venue-publication, and terms-publication at the same.
Existing methods (in the bottom right) consider each interaction type independently. Our
method (in the top right) defines the set of interactions resulted from the same event as a
hyperedge, and model each hyperedge as a whole.
modeling cannot capture such subtle differences.
To learn object embeddings, we need to preserve the proximity among all the participating objects (Fig.
1.2, top right). Previous studies (e.g., [92, 21]) decompose the simultaneous interaction among all objects
into several scattered pairwise interactions (e.g., Author-Paper, Venue-Paper), as shown in Fig. 1.2 (bottom
right). Object embeddings are then learned by combing embedding learning procedures upon each set of
pairwise interactions, using existing embedding learning methodologies developed for single-typed network
data. However, such pairwise interactions may miss some important information. Consider Einstein and
Hawking may publish in the same venue, using similar terms in astrophysics, but they did not coauthor a
paper. Pairwise modeling cannot capture such subtle differences.
We propose a generic framework called HyperEdge Based Embedding (Hebe) that captures multiple
interactions at the same time, as illustrated in the top right of Figure 1.2. Inspired from classical hypergraph
theory [6] on hyperedges, we define the set of participating objects with interactions happening simultan-
eously as a hyperedge. It is worth noting that the hyperedge defined here is more general than it is defined
in classical hypergraph theory since we consider the participating objects might be of different types. For
each event, we model the proximity of the interaction among all participating objects in the hyperedge as a
whole. Hyperedges provide us with a more complete description of events, therefore our methods preserves
more contextual information for embedding learning in heterogeneous information networks.
We first propose two methods based on different prediction semantics to model the proximity of each
event. The first method Hebe-Predict Object (Hebe-Po) is to predict if a participating object (as target)
would be observed in an event given all the other participating objects. This method is based on the obser-
vation that all the participating objects in an event share semantic similarity. Our second Hebe-Predict
HyperEdge (Hebe-Pe) is to predict if the hyperedge can be observed given all the participating objects.
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Similar to Hebe-Po, Hebe-Pe is based on the observation of semantic similarity among participating ob-
jects. The distance measure is defined as KL divergence between empirical distribution and parameterized
conditional probability distribution.
SinceHebe is applied to high-dimensional data, we leverage recent advancement of asynchronous stochastic
optimization [80] to take advantage of the parameter sparsity in high-dimensional data. Furthermore, we
devise a new optimization technique, called Noise Pairwise Ranking, on the conditional probability of pre-
diction. In sharp comparison with the existing methods, our method is free of negative sampling hyperpara-
meter [68, 93, 69].
In Hebe, each hyperedge encapsulates more contextual information, leading to more informative and
efficient updates. Consequently, Hebe is more robust to data sparseness and noise. We apply Hebe to
real-world high-dimensional datasets to learn object embeddings and measure the quality of the learned
embeddings based on various classification tasks. We observe that Hebe produces embeddings with better
classification accuracy results while being robust to data sparseness and noise.
1.3.2 Locally-trained Embedding Learning for Expert Finding
For a project on “information extraction”, who would be able to provide guidelines for problem solving? For
a new funding proposal on “ontology alignment”, who would be able to review and make good assessment?
For the upcoming PKDD conference on “data mining”, who should be invited to give a keynote speech?
Experts.
Expert finding [3, 26, 107, 123] is defined as the problem of ranking the candidate with appropriate
expertise for a given query. The problem receives increasing attention in academia due to the TREC Expert
Finding Track [85]. Accurate candidate ranking has broad applications. However, the problem is particularly
challenging since a query can be as general as “data mining” and “planning” and as specific as “ontology
alignment” and “information extraction”. Such discrepancy among given queries poses particular challenges
for accurate expert identification.
Previous studies usually formulate the problem of expert finding as a document search problem in the
information retrieval community. Although promising results are obtained [37] by standard document search
algorithms, the returned results are documents, not candidates. We take a social website as an example.
Users actively participate in various online activities, such as posting, commenting, tagging, rating, and
reviewing. The online textual information provides evidence for users’ skills and expertise. Moreover, users
engage in online communities, collaborating, and exchanging information with each other. Each user cannot
be simply represented by her posts or comments and she has much more complicated personal, social, and
9
Computer 
Science
Theory of 
Computation
Programming 
Language Theory
Natural Language 
Processing
…
Compiler Design…Automata Theory …
Information 
Extraction
…
Local Low-dimensional Vector Space
Data Mining
Information Retrieval
Named Entity Recognition
Information Extraction
Natural Language Processing
Formal Method
Programming Language
Low-dimensional Vector Space
Natural Language Processing
Information Extraction
Named Entity Recognition
Machine Translation
Speech Recognition
Speech Segmentation
(a) (b) (c)
Figure 1.3: A toy example of locally-trained embedding learning with a concept hierarchy as
guidance.
collaborative practices [25].
Many approaches have been proposed and studied for expert finding. The most popular models are the
document-based generative probabilistic models [2, 3, 29]. The major idea of the document-based models is
that the expertise of a candidate can be estimated by aggregating textual evidence from relevant documents,
which is retrieved by statistical language models. Nevertheless, this method suffers from the following two
drawbacks. On one hand, when applying the statistical language model, there is a vocabulary gap between
terms in the query and the documents; on the other hand, such a method ignores network structure; that is
the relationships among the candidates and other objects in the heterogeneous information network.
We attempt to solve the problem of expert finding, particularly focusing on specific queries with narrow
semantic meanings without downgrading the accuracy for general ones. A novel framework based on query
expansion is proposed. It includes two different components, one is textual analysis, to provide evidence
for expertise identification, and the other is authority ranking, to rank the candidates in the heterogeneous
bibliographical networks.
Locally-trained Embedding Learning via Concept Hierarchy.
In order to address the vocabulary gap, representations [13, 68, 101] learning is proposed to project
the terms into a latent semantic space, such that terms with similar semantic meanings are close to each
other in the latent vector space. The vector representations are also known as embeddings or distributed
representations. The learned embeddings are based on the co-occurrence statistics derived from the whole
corpus, which can be (loosely) interpreted as a low-rank approximation for the observation data in the
corpus [13, 24, 58].
Nevertheless, information regarding some specific queries might be missing through the semantic match-
ing method. We have a toy example shown in Figure 1.3(a), where terms related to different domains
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Figure 1.4: An example heterogeneous bibliographical network with four types of objects:
authors, papers, venues, and terms. (a) the network schema; (b) a subnetwork where all the
documents are relevant to the given query.
form different clusters, such as “information retrieval”, “natural language processing”, “data mining”, and
“programming language”. Meanwhile, “information extraction” is close to both “natural language pro-
cessing” and “named entity recognition”. Particularly for the task of expert finding, if we expand the query
“information extraction” to “natural language processing”, there will be semantic drift.
In order to address the semantic drift discussed above, we propose to train a local embedding with concept
hierarchy as guidance, as shown in Figure 1.3(b). For the query “information extraction”, the cluster that
“information extraction” belongs to can be identified as “natural language processing”. Then the local
embeddings can be learned based on the documents that are relevant to “natural language processing”, as
shown in Figure 1.3(c). Since the locally-trained embeddings only need to preserve the information respecting
the cluster of “natural language processing”, it has stronger representation power. Consequently, the local
embeddings better capture the subtle semantic information such that “information extraction” shares closer
semantic meaning with “named entity recognition”, compared with “natural language processing”.
Ranking within Relevance Network.
Extensive online textual information is available from candidates’ activities, which serves as evidence
for expertise identification. However, the final target of expert finding is to rank candidates, not textual
information. There is a disparity.
The document-based models aggregate the relevant documents associated with each candidate and rank
the candidates accordingly. The importance of each document is approximated by a monotonic function
of the number of citations, such as logarithm functions. Such an aggregation method is inaccurate and
sensitive to the choice of the monotonic function. On the other hand, besides textual information, the
interactions among candidates and other objects (e.g., other candidates, group discussion in online social
communities, venues in academia) offer additional insights for estimating the users’ cognitive capabilities.
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The interactions among the objects of different types naturally form a heterogeneous information network [89,
91]. Bibliographical information network is a typical heterogeneous information network, which characterizes
the academic publication behaviors of researchers. In heterogeneous bibliographical networks, researchers
have various activities, including publishing, collaborating, and attending venues. In Figure 1.4(a), the
network schema of an example heterogeneous bibliographical network is depicted, with an illustration in
Figure 1.4(b).
To close the gap between textual information analysis and candidate ranking, we propose a coupled
random walk algorithm, including both inter-type random walks and intra-type random walks, to estimate
the authority of objects in the network and the rank order of candidates. More concretely, the ranking
algorithms considers the relative importance of different edge types in the heterogeneous bibliographical
network.
In Section 6, we present the framework for the problem of expert finding in heterogeneous information
networks. The new framework is called LE-expert, which is short for Locally-trained Embedding for Ex-
pert Finding. The proposed framework includes two phases; the first is locally-trained embedding learning
with concept hierarchy as guidance, based on which we obtain query expansion for the given query; the
second is the authority rank algorithm within the heterogeneous bibliographical network, which is retrieved
and constructed based on the query expansion. Such a framework is particularly designed for specific queries.
1.4 Notation
We use lowercase letters (a, b, . . .) to denote scalars, bold lower case letters (a,b, . . .) for vectors, and bold
upper case letters (A,B, . . .) for matrices, and high-order tensors by calligraphic upper case letters (A,B, . . .).
A tensor is a higher order generalization of a vector (first order tensor) and a matrix (second order tensor).
From a multi-linear algebra view, tensor is a multi-linear mapping over a set of vector spaces. For a real
number a, we denote by bac the largest integer that is no greater than a. For a vector x, define vector norm
as ‖x‖2 =
√∑
i x
2
i . Considering matrix A, we denote by λmax(A) and λmin(A) the largest and smallest
eigenvalue of A, respectively. For a pair of matrices A,B with commensurate dimensions, 〈A,B〉 denotes the
trace inner product on matrix space that 〈A,B〉 := trace(A>B). Given a matrix A ∈ Rm1×m2 , its (ordered)
singular values are denoted by γ1(A) ≥ γ2(A) ≥ · · · ≥ γm(A) ≥ 0 where m = min{m1,m2}. Moreover,
M = max{m1,m2}. We also define ‖·‖ for various norms defined on matrices, based on the singular
values, including nuclear norm ‖A‖∗ =
∑m
i=1 γi(A), spectral norm ‖A‖2 = γ1(A), and the Frobenius norm
‖A‖F =
√〈A,A〉 = √∑mi=1 γ2i (A). In addition, we define ‖A‖∞ = max1≤j≤m1,1≤k≤m2 Ajk, where Ajk
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is the element of A at row j, column k. The order of tensor A ∈ Rn1×...×n2×...×nK is K, where nk is the
dimensionality of the k-th order. Elements of A are denoted as Ai1...ik...in , 1 ≤ ik ≤ nk. We denote the
number of elements in A by N = ∏Kk=1 nk.
1.5 Organization of the Thesis
The rest of this thesis is organized as follows. In Chapter 2, the literature review is presented. In Chapter 3,
a low-rank decomposition model with convex regularization is proposed for tensor decomposition with gross
corruption, in the regime of high-dimensional statistical analysis. In Chapter 4, a unified low-rank estimation
model with nonconvex penalty is proposed, including analysis for both matrix completion and matrix sensing,
also in the regime of high-dimensional statistical analysis. In Chapter 5, embedding learning for high-
dimensional heterogeneous event data is investigated, where there are strongly typed objects interacting
in each event, and the proposed framework is based on hyper-edge modeling. In Chapter 6, regarding the
problem of expert finding, locally-trained embedding learning with concept hierarchy as guidance is proposed
to preserve the semantic information regarding specific queries with narrow semantic meanings. Chapter 7
concludes this thesis and points out some future directions.
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Chapter 2
Literature Review
2.1 Low-rank Estimation Models
In this section, existing studies on low-rank estimation models are discussed. Two different categories are
included, one is convex regularization and the other is nonconvex regularization.
2.1.1 Low-rank Estimation Models with Convex Regularization
Nuclear Norm. The problem of recovering an unknown (nearly) low-rank from limited information has
received increasing interest due to its broad applications, and in particular the famous Netflix problem. Since
it is not tractable to minimize the rank of a matrix directly, many surrogate loss functions of the matrix rank
have been proposed (e.g., nuclear norm [86, 19, 79, 71, 53], Schatten-p norm [82, 74], max norm [87, 15],
the von Neumann entropy [52]). Among those surrogate losses for rank, nuclear norm is probably the most
widely used penalty for low-rank matrix estimation [71, 53], since it is the tightest convex relaxation of the
matrix rank. In [18], Cande`s and Recht show that most of the underlying low-rank matrices can be exactly
recovered by sovling a convex problem. Their results can be stated as follows. Suppose the underlying
matrix is M ∈ Rm×m and there are n sampled entries from M that {Mij : (i, j) ∈ Ω} where Ω is the set of
cardinality n, then most matrices M of rank r can be exactly recovered by solving the minimization problem
minimization ‖Θ‖∗
subject to Θij = Mij , (i, j) ∈ Ω.
(2.1.1)
Where ‖Θ‖∗ is the nuclear norm of Θ, also kown as nuclear norm, is defined as the sum of singular values of
Θ. [14] proposes to solve (2.1.1) via a singular value thresholding algorithm. Nuclear norm regularization has
been applied to various applications, including recommender system [18], image compression [79], dimension
reduction in multivariate linear regression [95], computer vision [112].
It worth noting that there are many other surrogate loss functions of the matrix rank proposed besides
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nuclear norm [86, 19, 79, 71, 53]. Other surrogate loss functions of the matrix rank including Schatten-p
norm [82, 74], max norm [87, 15], the von Neumann entropy [52]). However, nuclear norm is probably the
most widely used penalty for low-rank matrix estimation [71, 53], since it is the tightest convex relaxation
of the matrix rank.
Gross Corruption. The problem of recovering the data under gross error has gained many attentions
recently in matrix decomposition. A large body of work have been proposed and analyzed statistically. For
example, [20] considered the problem of recovering an unknown low-rank and an unknown sparse matrix,
given the sum of the two matrices. [16] proposed a similar problem, namely robust principal component
analysis (RPCA), which studies the problem of recovering the low-rank and sparse matrices by solving
a convex program. [32] studied multi-task regression which decomposes the coefficient matrix into two
matrices, and imposes different group sparse regularization on two matrices. [115] considered more general
case, where the parameter matrix could be the superposition of more than two matrices with different
structurally constraints. This chapter extends [16] from two perspective: we extend the problem from
matrices to high-order tensors, and consider the additional noise setting. We notice that [70] extended
RPCA to tensors, which aims to recover the low-rank and sparse tensors by solving a constrained convex
program. However, our formulation departs from [70] in that we consider not only the sparse corruption,
but also the dense noise. We also note that low-rank noisy matrix completion [71] and robust matrix
decomposition [1] [38] have been studied in the high dimensional setting as well. Our model can be seen as
the high-order extension of robust matrix decomposition. This extension is nontrivial, because the treatment
of the tensor nuclear norm (Schatten-1 norm) is more complicated. More importantly, for the robust matrix
decomposition problem considered [1], only the sum of error bound of two matrices (low-rank matrix and
the sparse corruption matrix) can be obtained under the assumption of restricted strongly convexity. In
contrast, under a different condition, our analysis provides error bound for each tensor component (low-rank
tensor and the sparse corruption tensor) separately, making our results more appealing in practice and of
independent theoretical interest. Since the problem in [1] is a special case of our problem, our technical tool
can be directly applied to their problem and yields new error bounds on the low-rank matrix as well as the
sparse corruption matrix separately.
2.1.2 Low-rank Estimation Models with Nonconvex Penalty
Nonconvex penalty for matrix completion has been studied in various applications. In [74], the joint Schatten
p-norm and `p norm are used to impose the low-rank structure, which is shown to be robust to outliers and
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have better performance for real world applications, such as collaborative filter and link prediction in social
networks. [39] proposes to use truncated nuclear norm to approximate the rank of a matrix. It is observed
to have better empirical performance for both synthetic and real visual datasets. For problem of robust
principal component analysis, [108] propose to recover the underlying low-rank matrice and sparse matrix
via a nonconvex loss function and nonconvex penalty on the singular values. Empirically, the proposed
estimator gives better accuracy in recovering the matrix. Similar studies are discussed in [61, 66, 117].
However, the theoretical justification for the nonconvex surrogates of matrix rank is still an open problem.
2.2 Embedding Learning Models
Literature regarding embedding learning in real world applications is presented. There are two lines: one line
is about embedding learning in heterogeneous information netowrk and the other line is on expert finding.
2.2.1 Embedding Learning in Heterogeneous Information Networks
Heterogeneous information networks ubiquitously exist in real word and have been investigated in previous
studies [45, 89]. Quite many methods were developed towards various applications including classifica-
tion [45], clustering [89], and similarity search [106]. Recall that when the number of object types in each
event is one, the heterogeneous information networks reduce to homogeneous. However, in previous studies
of heterogeneous information networks, only binary interactions are studied. In this paper, we model the
semantic relatedness among objects based on the concept of events, in which multiple binary interactions
happen simultaneously. Via modeling heterogeneous information networks based on events, more subtle
information can be captured.
In particular for the embedding task, both [92] and [21] study the problem of object embedding in
heterogeneous information networks. But instead of modeling proximity among objects in each event as
a whole, [92, 21] decompose each event into several binary interactions and then do the pairwise modeling
separately. [59] studies the problem of a new angle by considering the multi-faceted representation of objects
in information networks. [122] learns object embedding by considering the hetergenity of both nodes and
relations, based on knowledge base, which is specifically developed for the task of recommender system. Our
model is substantially different since we directly model each hyperedge as a whole so that the proximity
among objects can be better preserved. [22] studies the problem of embedding in heterogeneous information
network, specifically for the task of anomaly detection, with each event defined as a collection of categorical
values. Our framework is more general and consider two different methods of modeling the proximity among
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objects. [119] shares similar flavor as our modeling for task of modeling people’s activities in urban space.
These two papers are tailed for particular tasks; while our framework is general, which is can be adopted for
various tasks via feeding corresponding task labels.
The hyperedge-based framework is also related to tensor analysis, with each event corresponding to an
element int the tensor. Such studies in higher-order data [51, 47] have recently emerged for some tasks, such
as recommender system [81], multi-relational learning [44], and clustering [5]. In [81], a tensor factorization
model is designed specifically for tag recommendation; while we explore a more general framework for
embedding from which two methods are designed to model the object-driven and hyperedge-driven proximity
respectively. [5] defines higher-order network structures, such as cycles and feed-forward loops, and uses
tensor to model the heterogenous event data. In sharp contrast, most of these methods cannot scale to the
datasets used in this paper and meanwhile our framework is more general in the sense that it allows multiple
event types. In addition, [5] only models the events with one type of object; while Hebe supports multiple
object types in multiple event types. However, in order to perform tensor decomposition, the tensor needs
to be materalized. Due to curse of dimension, such a method is not computationally feasible. In our case,
each time we sample an event, which is independent of the size of dimensions of the corresponding tensor.
Moreover, we adopted ASGD, which is designed for distributed computation, leading to better scability.
In addition, some dimension reduction methods can be adapted for object embedding learning in hetero-
geneous information networks, such as principal component analysis [105], singular value decomposition [105],
and non-negative matrix factorization [57]. However, these methods ignores the intrinsic event types and
fails to model the participating objects collectively, and thus cannot capture the intricate proximity in
heterogeneous information networks.
2.2.2 Embedding Learning for Expert Finding
In general, there are two major approaches [3] for the probelm of expert finding, one is profile-based [64]
and the other is document-based [2, 29] (also known as the candidate and document models). For the
profile-based models, each candidate is represented via a set of terms. Given a query, the candidates are
ranked via the ad-hoc retrieval models. In contrast, the document-based models are to firstly retrieve all
the relevant documents of the query and then the candidates are ranked via aggregating the associated
documents. Since the document-based models make use of the whole corpus, it is usually more effective
compared with the profile-based ones [3, 26]. Besides those two models, there are many other approaches
via taking advantage of additional information. For instance, Karimzadehgan et al. propose to solve the
problem of expert finding via incorporating the organizational hierarchy [49]. The problem of vocabulary gap
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is addressed via query expansion with Normalized Google Distance [116]. More recently, an unsupervised
embedding learning method is proposed, where the embeddings are learned based on the co-occurrence
between candidates and terms [101]. However, these methods mainly focus on the textual information with
the rich network structure being ignored.
Regarding the (heterogeneous) network structure, it is proposed to rank the candidates within an online
forum via a propagation-based approach [123]. Besides, the problem is formalized as searching for reliable
users and content for the task of community-based query answering in a co-training fashion [8]. For the
task of collaborative tagging recommendation, Noll et al. assess the expertise of users using a graph-based
ranking method similar to the HITS algorithm [75]. Deng et al. propose a joint optimization framework to
rank candidates based on the consistency implied by the network structureIn [25]. Moreover, there are some
other relevant studies, such as co-rank [124] where authors and their publications are ranked based on a
coupled random walk algorithm; NetClus [90] simultaneously ranks and clusters the strongly-typed objects
in the heterogeneous information network; and RankClus [45] applies similar philosophy to classification and
ranking. Nevertheless, these works are either query independent or consider the query-document relatedness
based on global semantic mapping, which loses information for specific queries. Our method not only
considers the network structure, but also captures the query expansion for specific queries based on locally-
trained embeddings.
The idea of query expansion regarding local document analysis has been previously studied for informa-
tion retrieval [114]. Global analysis and local feedback are combined for query expansion with a new weight
ranking function for query expansion. Recently, Diaz et al. propose to do query expansion based on locally-
trained embedding learning, to obtain query expansion for terms with ambiguous semantic meanings [27].
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Chapter 3
Low-rank Decomposition Models with
Convex Regularization
3.1 Notation and Background for Tensors
Before proceeding, we add more definitions on the notation and state assumptions that will appear in the
following analysis. For more details about tensor algebra, please refer to [56].
The mode-k vectors of a K order tensor A are the nk dimensional vectors obtained from A by varying
index ik while keeping the other indices fixed. The mode-k vectors are the column vectors of mode-k
flattening matrix A(k) ∈ Rnk×(n1...nk−1nk+1...nK) that results by mode-k flattening the tensorA. For example,
matrix column vectors are referred to as mode-1 vectors and matrix row vectors are referred to as mode-2
vectors.
The scalar product of two tensorsA,B ∈ Rn1...n2...nK , is defined as 〈A,B〉 = ∑i1 . . .∑iK Ai1...iKBi1...iK =
vec(A)vec(B), where vec(·) is a vectorization. The Frobenius norm of a tensor A is |||A|||F =
√〈A,A〉.
There are multiple ways to define tensor rank. In this chapter, following [98], we define the rank of a
tensor based on the mode-k rank of a tensor. More specifically, the mode-k rank of a tensor X , denoted by
rankk(X), is the rank of the mode-k unfolding X(k) (note that X(k) is a matrix, so its rank is well-defined).
Based on mode-k rank, we define the rank of tensor X as r(X ) = (r1, . . . , rk) if the mode-k rank is rk for
k = 1, . . . ,K. Note that the mode-k rank can be computed in polynomial time, because it boils down to
computing a matrix rank, whereas computing tensor rank [56] is NP complete.
Similarly, we extend the nuclear norm (a.k.a. nuclear norm) of matrices [88] to tensors. The overlapped
Schatten-1 norm is defined as |||X |||S1 = 1K
∑K
k=1 ‖X(k)‖S1 , where X(k) is the mode-k unfolding of X ,
and ‖ · ‖S1 is the Schatten-1 norm for a matrix, ‖X‖S1 =
∑r
j=1 σj(X), where σj(X) is the j-th largest
singular value of X. The dual norm of the Schatten-1 norm is Schatten-∞ norm (a.k.a., spectral norm) as
‖X‖S∞ = maxj=1,...,r σj(X).
By Ho¨lder’s inequality, we have |〈W,X〉| ≤ ‖W‖S1‖X‖S∞ . It is easy to prove a similar result for the
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overlapped Schatten-1 norm and its dual norm. We have the following Ho¨lder-like inequality [98]:
|〈W,X〉| ≤ |||W|||S1 |||X |||S∗1 ≤ |||W|||S1 |||X |||mean , (3.1.1)
where |||X |||mean := 1K
∑K
k=1 ‖X(k)‖S∞ .
Moreover, we define `1-norm and `∞-norm for tensors that |||X |||1 =
∑n1
i1=1
. . .
∑nK
iK=1
|Xi1,...,iK |, |||X |||∞ =
max1≤i1≤n1 . . .max1≤iK≤nK |Xi1,...,iK |. By Ho¨lder’s inequality, we have |〈W,X〉| ≤ |||W|||1 |||X |||∞, and the
following inequality relates the overlapped Schatten-1 norm with the Frobenius norm,
|||X |||S1 ≤
1
K
K∑
k=1
√
rk |||X |||F . (3.1.2)
Let W∗ ∈ Rn1×...×nK be the low-rank tensor that we wish to recover. We assume that W∗ is of rank
(r1, . . . , rK). Thus, for each k, we have W
∗
(k) = UkSkV
>
k , where Uk ∈ Rnk×rk and Vk ∈ Rrk×nk are
orthogonal matrices, which consist of left and right singular vectors of W∗(k), Sk ∈ Rrk×rk is a diagonal
matrix whose diagonal elements are singular values. Let ∆ ∈ Rn1×...×nK be an arbitrary tensor, we define
the mode-k orthogonal complement ∆′′k of its mode-k unfolding ∆(k) ∈ Rnk×N with respect to the true
low-rank tensor W∗ as follows
∆′′k = (Ink −UkU>k )∆(k)(IN −VkV>k ). (3.1.3)
In addition ∆′k = ∆(k) −∆′′k is the component which has overlapped row/column space with the unfolding
of the true tensor W∗(k). Note that the decomposition ∆(k) = ∆
′
k + ∆
′′
k is defined for each mode.
In [73], the concept of decomposibility and a large class of decomposable norms are discussed at length.
Of particular relevance to us is the decomposability of the Schatten-1 norm and `1-norm. We have the
following equality, i.e., mode-k decomposibility of the Schatten-1 norm that ‖W∗(k) + ∆′′k‖S1 = ‖W∗(k)‖S1 +
‖∆′′k‖S1 , k = 1, . . . ,K. To note that the decomposibility is defined on each mode. It is also easy to check the
decomposibility of the `1-norm.
Let V∗ ∈ Rn1×...×nK be the gross corruption tensor that we wish to recover. We assume the gross
corruption is sparse, in that the cardinality s = |supp(V∗)| of its support, S = supp(V∗) = {(i1, i2, . . . , iK) ∈
[n1]×. . .×[nK ]|V∗i1,...,iK 6= 0
}
. This assumption leads to the inequality between the `1 norm and the Forbenius
norm that |||V∗|||1 ≤
√
s |||V∗|||F . Moreover, we have |||V∗|||1 = |||V∗S |||1. For any D ∈ Rn1×...×nK , we have
|||D|||1 = |||DS |||1 + |||DSc |||1 .
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3.2 Main Results
To get a deep theoretical insight into the recovery property of robust tensor decomposition, we will now
present a set of estimation error bounds. Unlike the analysis in [1], where only the summation of the
estimation errors on the low-rank matrix and gross corruption matrix are analyzed, we aim at obtaining
the estimation error bounds on each tensor (the low-rank tensor and corrupted tensor) separately. All the
proofs can be found in the appendix.
Instead of considering the observation model in 1.2.3, we consider the following more general observation
model
yi = 〈W∗,Xi〉+ 〈V∗,Xi〉+ i, i = 1, . . . ,M, (3.2.1)
where Xi can be seen as an observation operator, and i’s are i.i.d. zero mean Gaussian noise with variance
σ2. Our goal is to estimate an unknown rank (r1, . . . , rk) of tensorW∗ ∈ Rn1×...×nK , as well as the unknown
support of tensor V∗, from observations yi, i = 1, . . . ,M . We propose the following convex minimization
to estimate the unknown low-rank tensor W∗ and the sparse corruption tensor V∗ simultaneously, with
composite regularizers on W and V as follows:
(Ŵ, V̂) = arg min
W,V
1
2M
‖y − X(W + V)‖22 + λM |||W|||S1 + µM |||V|||1 , (3.2.2)
where y = (y1, . . . , yM )
> is the collection of observations, X(W) is the linear observation model that X(W) =
[〈W,X1〉, . . . , 〈W,XM 〉]>. Note that (1.2.4) is a special case of (3.2.2), where the linear operator the identity
tensor, we have yi as observation of each element in the summation of tensors W∗ + V∗.
We also define y∗ = (y∗1 , . . . , y
∗
M )
>, where y∗i = 〈W∗ + V∗,Xi〉, is the true evaluation. Due to the
noise of observation model, we have y = y∗ + . In addition, we define the adjoint operator of X as
X∗ : RM → Rn1×...×nK that X∗() = ∑Mi=1 iXi.
3.2.1 Deterministic Bounds
This section is devoted to obtain the deterministic bound of the residual low-rank tensor ∆ = Ŵ −W∗ and
residual corruption tensor D = V̂ − V∗ separately, which makes our analysis unique.
We begin with a key technical lemma on residual tensors ∆ = Ŵ −W∗ and D = V̂ − V∗, obtained from
the convex problem in (3.2.2).
Lemma 3.2.1. Let Ŵ and V̂ be the solution of minimization problem (3.2.2) with λM ≥ 2 |||X∗()|||mean/M ,
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µM ≥ 2 |||X∗()|||∞/M , we have
1. rank(∆′k) ≤ 2rk.
2. There exist β1 ≥ 3 and β2 ≥ 3, such that
∑K
k=1 ‖∆′′k‖S1 ≤ β1
∑K
k=1 ‖∆′k‖S1 and |||DSc |||1 ≤ β2 |||DS |||1.
The lemma can be obtained by utilizing the optimality of Ŵ and V̂, as well as the decomposibility of
Schatten-1 norm and `1-norm of tensors.
Also, we obtain the key property of the optimal solution of (3.2.2), presented in the following theorem.
Theorem 3.2.2. Let Ŵ and V̂ be the solution of minimization problem (3.2.2) with λM ≥ 2 |||X∗()|||mean/M ,
µM ≥ 2 |||X∗()|||∞/M , we have
1
2M
‖X(∆ +D)‖22 ≤
3λM
2K
K∑
k=1
‖∆′k‖S1 +
3µM
2
|||DS |||1 . (3.2.3)
Theorem 3.2.2 provides a deterministic prediction error bound for model (3.2.2). This is a very general
result, and can be applied to any linear operator X, including the robust tensor decomposition case that we
are particularly interested in this chapter. It also covers, for example, tensor regression, tensor compressive
sensing, to mention a few.
Furthermore, we impose an assumption on the linear operator and the residual low-rank tensor and
residue sparse corruption tensor, which generalized the restricted eigenvalue assumption [9] [32].
Assumption 3.2.3. Defining Ω = {(∆,D)|∑Kk=1 ‖∆′′k‖S1 ≤ β1∑Kk=1 ‖∆′k‖S1 , |||DSc |||1 ≤ β2 |||DS |||1}, we
assume there exist positive scalars κ1, κ2 that
κ1 = min
∆,D∈Ω
‖X(∆ +D)‖2√
M |||∆|||F
> 0, κ2 = min
∆,D∈Ω
‖X(∆ +D)‖2√
M |||D|||F
> 0.
Note that Assumption 3.2.3 is also related to restricted strong convexity assumption, which is proposed
in [73] to analyze the statistical properties of general M-estimators in the high dimensional setting.
Combing the results in Theorem 3.2.2 and Assumption 3.2.3, we have the following theorem, which
summarizes our main result.
Theorem 3.2.4. Suppose Assumption 3.2.3 holds. Let Ŵ, V̂ be an optimal solution of (3.2.2), and take the
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regularization parameters λM ≥ 2 |||X∗()|||mean/M , µM ≥ 2 |||X∗()|||∞/M . Then the following results hold:
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
≤ 3
κ1
(
1
K
K∑
k=1
λM
√
2rk
κ1
+
µM
√
s
κ2
)
, (3.2.4)
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
F
≤ 3
κ2
(
1
K
K∑
k=1
λM
√
2rk
κ1
+
µM
√
s
κ2
)
. (3.2.5)
Theorem 3.2.4 provides us with the error bounds of each tensor separately. Specifically, these bounds not
only measure how well our decomposition model can approximate the observation model defined in (4.1.1),
but also measure how well the decomposition of the true low-rank tensor and gross corruption tensor is.
When s = 0, our theoretical results reduce to that proposed in [98], which is a special case of our problem,
i.e., noisy low-rank tensor decomposition without corruption.
On the other hand, the results obtained in Theorem 3.2.4 are very appealing both practically and theor-
etically. From the perspective of applications, this result is quite useful as it helps us to better understand
the behavior of each tensor separately. From the theoretical point of view, this result is novel, and is
incomparable with previous results [1][71] or simple generalization of previous results.
Though Theorem 3.2.4 has provided estimation error bounds of Ŵ and V̂, it is unclear whether the rank
of W∗ and the support of V∗ can be exactly recovered. We show that under some assumptions about the
true tensors, both of them can be exactly recovered.
Corollary 3.2.5. Under the same conditions of Theorem 3.2.4, if the following condition holds:
σrk(W
∗
(k)) >
6(1 + β1)
∑K
k=1
√
2rk
κ1MK
(
1
K
K∑
k=1
λM
√
2rk
κ1
+
µM
√
s
κ2
)
, (3.2.6)
where σrk(W
∗
(k)) is the rk-th largest singular value of W
∗
(k), then
r̂k =
{
arg max
r
σr(Ŵ(k)) >
3(1 + β1)
∑K
k=1
√
2rk
κ1MK
(
1
K
K∑
k=1
λM
√
2rk
κ1
+
µM
√
s
κ2
)}
recovers the rank of W∗(k) for all k.
Furthermore, if the following condition holds:
min
i1,...,iK
|V∗i1,...,iK | >
6(1 + β2)
√
s
κ2M
(
1
K
K∑
k=1
λM
√
2rk
κ1
+
µM
√
s
κ2
)
, (3.2.7)
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then
Ŝ =
{
(i1, i2, . . . , iK) : V̂i1,...,iK >
3(1 + β2)
√
s
κ2M
(
1
K
K∑
k=1
λM
√
2rk
κ1
+
µM
√
s
κ2
)}
recovers the true support of V∗.
Corollary 3.2.5, basically states that, under the assumption that the singular values of the low-rank
tensor W∗, and the entry values of corruption tensor V∗ are above the noise level (e.g., (3.2.6) and (3.2.7)),
we can recover the rank and the support successfully.
3.2.2 Noisy Tensor Decomposition
Now we are going back to study robust tensor decomposition with corruption in (1.2.4), which is a special
case of (3.2.2), where the linear operator is identity tensor. As the linear operator X is a vectorization such
that M = N , and ‖X(∆ + D)‖2 = |||∆ +D|||F . In addition, it is easy to show that Assumption 3.2.3 holds
with κ1 = κ2 = O(1/
√
N). It remains to bound |||X∗()|||mean and |||X∗()|||∞, as shown in the following
lemma [1] [103].
Lemma 3.2.6. Suppose that X : Rn1×···×nK → RN is a vectorization of a tensor. Then we have with
probability at least 1− 2 exp(−C(nk +N))− 1/N that
|||X∗()|||mean ≤
σ
K
K∑
k=1
(√
nk +
√
N¯\k
)
,
|||X∗()|||∞ ≤ 4σ
√
logN,
where C is a universal constant.
With Theorem 3.2.4 and Lemma 3.2.6, we immediately have the following estimation error bounds for
robust tensor decomposition.
Theorem 3.2.7. Suppose Assumption 3.2.3 holds. Then for the regularization constants
λN ≥ 2σ
K∑
k=1
(√
nk +
√
N¯\k
)
/(NK),
µN > 8σ
√
logN/N , with probability at least 1 − 2 exp(−C(nk + N¯\k)) − 1/N , any solution of (1.2.4) have
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the following error bound:
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
≤ 6
κ1
(
1
K
K∑
k=1
σ
∑K
k=1
(√
nk +
√
N¯\k
)√
2rk
κ1NK
+
4σ
√
s logN
κ2N
)
,
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
F
≤ 6
κ2
(
1
K
K∑
k=1
σ
∑K
k=1
(√
nk +
√
N¯\k
)√
2rk
κ1NK
+
4σ
√
s logN
κ2N
)
.
In the special case that n1 = . . . = nK = n and r1 = . . . = rK = r, we have
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
=
O
(
σ
√
rnK−1 +σ
√
Ks log n
)
and
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
F
= O
(
σ
√
rnK−1 +σ
√
Ks log n
)
, which matches the error bound
of robust matrix decomposition [1] when K = 2.
Note that the high probability support and rank recovery guarantee for the special case of tensor decom-
position follows immediately from Corollary 3.2.5. Due to the space limit, we omit the result here.
3.3 Algorithm
In this section, we present an algorithm to solve (1.2.4). Since (1.2.4) is a special case of (3.2.2), we consider
the more general problem (3.2.2). It is easy to show that (3.2.2) is equivalent to the following problem with
auxiliary variables Ψ,Φ:
min
W,V,Y,Z
1
2M
‖y − x>(w + v)‖22 +
λM
K
K∑
k=1
|||Ψk|||S1 +
µM
K
K∑
k=1
|||Φk|||1 ,
subject to Pkw = ψk,Pkv = φk,
where x,w,v,ψk,φk are the vectorizations of
∑M
i=1 Xi,W,V,Ψk,Φk respectively, and Pk is the transform-
ation matrix that change the order of rows and columns so that Pkw = ψk.
The augmented Lagrangian (AL) function of the above minimization problem with respect to the primal
variables (Wt,Vt) is given as follows:
Lη(W,V, {Ψk}Kk=1, {Φk}Kk=1, {αk}Kk=1, {βk}Kk=1)
=
1
2
‖y − x>(w + v)‖22 +
λMM
K
K∑
k=1
|||Ψk|||S1 +
µMM
K
K∑
k=1
|||Φk|||1
+η
(∑
k
(α>k (Pkw −ψk) +
1
2
‖Pkw −ψk‖22) +
∑
k
(β>k (Pkv − φk) +
1
2
‖Pkv − φk‖22)
)
,
where αt,βt are Lagrangian multiplier vectors, and η > 0 is a penalty parameter.
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We then apply the algorithm of Alternating Direction Method of Multipliers (ADMM) [10, 96] to solve
the above optimization problem. Starting from initial points (w0,v0, {Ψ0k}Kk=1, {Φ0k}Kk=1, {α0k}Kk=1, {β0k}Kk=1),
ADMM performs the following updates iteratively:
wt+1 =
(
(x>y − x>xvt) + η
K∑
k=1
P>k (ψ
t
k −αtk)
)
/ (1 + ηK) ,
vt+1 =
(
(x>y − x>xwt+1) + η
K∑
k=1
P>k (φ
t
k − βtk)
)
/ (1 + ηK) ,
Ψt+1k = prox
tr
λM
ηK
(Pkw
t+1 +αtk), Φ
t+1
k = prox
`1
µM
ηK
(Pkv
t+1 + βtk) k = 1, . . . ,K,
αt+1k = α
t+1
k + (Pkw
t+1 −ψt+1k ) βt+1k = βt+1k + (Pkvt+1 − φt+1k ) k = 1, . . . ,K,
where proxtrγ (·) is the soft-thresholding operator for nuclear norm, and prox`1γ (·) is the soft-thresholding
operator for `1 norm [14, 35]. The stopping criterion is that all the partial (sub)gradients are (near) zero,
under which condition we obtain the saddle point of the augmented Lagrangian function. Since (3.2.2) is
strictly convex, the saddle point is the global optima for the primal problem.
3.4 Experiments
In this section, we conduct numerical experiments to confirm our analysis in previous sections. The experi-
ments are conducted under the setting of robust noisy tensor decomposition.
We follow the procedure described in [98] for the experimental part. We randomly generate low-rank
tensors of dimensions n(1) = (50, 50, 20) ( results are shown in Figure 3.1(a, b, c)) and n(2) = (100, 100, 50)(
results are shown in Figure 3.1(d, e, f)) for various rank (r1, r2, ..., rk). Given a specific rank, we first gener-
ated the ”core tensor” with elements r1×. . .×rK from the standard normal distribution, and then multiplied
each mode of the core tensor with an orthonormal factor randomly drawn from the Haar measure. For the
gross corruption, we randomly generated the sparsity of the corruption matrix s, and then randomly selected
s elements in which we put values randomly generated from uniform distribution. The additive independent
Gaussian noise with variance σ2 was added to the observations of elements. We use the alternating direction
method of multipliers (ADMM) to solve the minimization problem (1.2.4). The whole experiments were
repeated 50 times and the averaged results are reported.
The results are shown in Figure 3.1, where Nr =
∑K
k=1
√
rk/K, and Ns =
√
s. In Figure 3.1(a, d), we first
fix Nr at different values, and then draw the value of
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
/N against Ns. Similarly, in Figure 3.1(b,
e), we first fix Ns at different values, and then draw
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
/N against Nr. In Figure 3.1(c, f), we study
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(f) κ1 against κ2 of size n(2).
Figure 3.1: Results of robust noisy tensor decomposition with corruption, under different
sizes.
the values of κ1 and κ2 at various settings. We can see that
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
/N scales linearly with both Ns
and Nr. Similar scalings of
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
F
/N can be observed, hence we omit them due to space limitation. We
can also observe from Figure 3.1(c, f) that, under various settings, κ1 ≈ κ2, this finding is consistent with
the fact that
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
/N ≈
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
F
/N. All these results are consistent with each other, validating our
theoretical analysis.
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Chapter 4
Low-Rank Estimation Models with
Nonconvex Penalty
4.1 Low-rank Matrix Estimation with Nonconvex Penalty
In this section, we present a unified framework for low-rank matrix estimation with nonconvex penalty,
followed by the theoretical analysis of the proposed estimator.
4.1.1 The Observation Model
We consider a generic observation model as follows:
yi = 〈Xi,Θ∗〉+ i for i = 1, 2, . . . , n, (4.1.1)
where {Xi}ni=1 is a sequence of observation matrices, and {i}ni=1 are i.i.d. zero mean sub-Gaussian ob-
servation noise with variance σ2. Moreover, the observation model can be rewritten in a more compact
way as y = X(Θ∗) + , where y = (y1, . . . , yn)>,  = (1, . . . , n)>, and X(·) is a linear operator that
X(Θ∗) := (〈X1,Θ∗〉 , 〈X2,Θ∗〉 , · · · , 〈Xn,Θ∗〉)>. In addition, we define the adjoint of the operator X as
X∗ : Rn → Rm1×m2 , which is defined as X∗() = ∑ni=1 iXi. It is worth noting that the observation model
presented in (4.1.1), by which many matrix estimation problems can be unified, has also been considered
before by [53, 71].
4.1.2 Examples
Low-rank matrix estimation has broad applications. We briefly review two examples: matrix completion
and matrix sensing. For more examples, please refer to [53, 71].
Example 4.1.1 (Matrix Completion). In the setting of matrix completion with noise, one uniformly
observes partial entries of the unknown matrix Θ∗ with noise. In detail, the observation matrix Xi ∈ Rm1×m2
is in the form of Xi = eji(m1)eki(m2)
>, where eji(m1) and eji(m2) are the canonical basis vectors in Rm1
and Rm2 , respectively.
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Example 4.1.2 (Matrix Sensing). In the setting of matrix sensing, one observes a set of random projections
of the unknown matrix Θ∗. More specifically, the observation matrix Xi ∈ Rm1×m2 has i.i.d. standard
normal N(0, 1) entries, so that one makes observations of the form yi = 〈Xi,Θ∗〉 + i. It is obvious that
matrix sensing is an instance of the model (4.1.1).
4.1.3 The Proposed Estimator
We now propose an estimator that is naturally designed for estimating low-rank matrices. Given a collection
of n samples Zn1 =
{
(yi,Xi)
}n
i=1
, which is assumed to be generated from the observation model (4.1.1), the
unknown low-rank matrix Θ∗ ∈ Rm1×m2 can be estimated by solving the following optimization problem
Θ̂ = argmin
Θ∈Rm1×m2
1
2n
∥∥y − X(Θ)∥∥2
2
+ Pλ(Θ), (4.1.2)
which includes two components: (i) the empirical loss function Ln(Θ) = (2n)−1‖y − X(Θ)‖22; and (ii) the
nonconvex penalty [28, 120, 121] Pλ(Θ) with regularization parameter λ, which helps to enforce the low-rank
structure constraint on the regularized M-estimator Θ̂. Considering the low rank assumption on the matrices,
we apply the nonconvex regularization on the singular values of Θ, which induces sparsity of singular values,
and therefore low-rankness of the matrix. For singular values of Θ, γ(Θ) =
(
γ1(Θ), γ2(Θ), . . . , γm(Θ)
)
,
where γ1(Θ) ≥ . . . ≥ γm(Θ) ≥ 0, we define Pλ(Θ) =
∑n
i=1 pλ
(
γi(Θ)
)
, where pλ is a univariate nonconvex
function. There is a line of research on nonconvex regularization and various nonconvex penalties have been
proposed, such as SCAD [28] and MCP [120]. We take SCAD and MCP penalties as illustrations. Hence,
for SCAD, the function pλ(·) is defined as follows
pλ(t) =

λ|t|, if |t| ≤ λ,
− t2−2bλ|t|+λ22(b−1) , if λ < |t| ≤ bλ,
(b+ 1)λ2/2, if |t| > bλ,
where b > 2 and λ > 0. The SCAD penalty corresponds to a quadratic spline function with knots at t = λ
and t = bλ. Regarding MCP, we have
pλ(t) = λ
∫ |t|
0
(
1− z
λb
)
+
dz
=
(
λ|t| − t
2
2b
)
1(|t| ≤ bλ) + bλ
2
2
1(|t| > bλ),
where b > 0 is a fix parameter.
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Algorithm 1
{
Θt
}K+1
t=1
← PGH(λ0, λtgt, opt, Lmin)
1: Input λ0 > 0, λtgt > 0, opt > 0, Lmin > 0
2: parameters η ∈ (0, 1), δ ∈ (0, 1)
3: initialize Θ0 ← 0, L0 ← Lmin,K ←
⌊
ln(λ0/λtgt)
ln(1/η)
⌋
4: for t = 0, 1, 2, . . . ,K − 1 do
5: λt+1 ← ηλt
6: t+1 ← λt/4
7: {Θt+1, Lt+1} ← ProxGrad(λt+1, t+1,Θt, Lt)
8: end for
9: {ΘK+1, LK+1} ← ProxGrad(λtgt, opt,ΘK , LK)
10: return
{
Θt
}K+1
t=1
In addition, the nonconvex penalty pλ(t) can be further decomposed as pλ(t) = λ|t|+ qλ(t), where |t| is
the `1 penalty and qλ(t) is a concave component. For the SCAD penalty, qλ(t) can be obtained as follows,
qλ(t) = −
(|t|+ λ)2/(2(b− 1))1(λ < |t| ≤ bλ) + (1/2(b+ 1)λ2 − λ|t|)1(|t| > bλ).
For MCP, the concave part is
qλ(t) = − t
2
2b
1(|t| ≤ bλ) +
(
bλ2
2
− λ|t|
)
1(|t| > bλ).
Since the regularization term Pλ(Θ) is imposed on the vector of singular values, hence, the decompos-
ability of pλ(t) is equivalent to the decomposability of Pλ(Θ) as Pλ(Θ) = λ‖Θ‖∗+Qλ(Θ), where Qλ(Θ) is
the concave component, Qλ(Θ) =
∑m
i=1 qλ
(
γi(Θ)
)
, and ‖Θ‖∗ is the nuclear norm.
4.1.4 Optimization Algorithm
In this section, we present a proximal gradient homotopy algorithm, which is adapted from [113], as shown
in Algorithm 1, to solve the optimization problem with nonconvex penalty (4.1.2).
The main idea of proximal gradient homotopy method (PGH) is to solve the optimization problem with
an initial regularization parameter λ = λ0 that is sufficiently large and then gradually decrease λ until the
target regularization parameter λtgt is attained, which will be given in Theorem 4.2.4 and Theorem 4.2.5,
respecting different conditions.
In addition, we have λt = η
tλ0, where η is an absolute constant. The number of iterations for the
homotopy algorithm is K = bln(λ0/λtgt)/ln(1/η)c. For the final stage of the proximal gradient homotopy
method, we need to solve up to high precision with opt  λtgt/4. The key component in Algorithm 1
is the function ProxGrad() (Line 6 and 8), a proximal gradient method tailored for the M-estimator with
nonconvex penalty, as shown in Algorithm 2. The details of the proximal gradient algorithm are introduced
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as follows.
Recall that Pλ(Θ) = λ‖Θ‖∗ +Qλ(Θ). We define
φλ(Θ) = Ln(Θ) + Pλ(Θ) = L˜n,λ(Θ) + λ‖Θ‖∗, (4.1.3)
where L˜n,λ(Θ) = Ln(Θ) + Qλ(Θ). For any fixed matrix M and a given regularization parameter λ, we
define a local model of φλ(Θ) around M using a simple quadratic approximation of L˜n,λ(·) as follows:
ψL,λ(Θ; M) = L˜n,λ(M) +∇L˜n,λ(M)>(Θ−M) + L
2
‖Θ−M‖2F + λ‖Θ‖∗. (4.1.4)
Suppose TL,λ(M) is the unique minimize of ψL,λ(Θ; M),
TL,λ(M) = argmin
Θ
ψL,λ(Θ; M). (4.1.5)
Via exploiting the structure of the nuclear norm regularization in (4.1.4), the optimization problem in (4.1.5)
can be easily solved by singular value thresholding method [46, 14].
Suppose Θ̂ is the global solution to the optimization problem (4.1.2). According to the optimality
condition, there exists Υ ∈ ∂‖Θ̂‖∗ such that, for all Θ ∈ Rm1×m2 ,
(Θ̂−Θ)>(∇L˜n,λ(Θ̂) + λΥ) ≤ 0. (4.1.6)
Hence, based on the optimality condition in (4.1.6), we measure the suboptimality of a Θ ∈ Rm1×m2 using
ωλ(Θ) = min
Υ′∈∂‖Θ̂‖∗
max
Θ′
{
(Θ−Θ′)>(∇L˜n,λ(Θ) + λΥ′)
‖Θ−Θ′‖∗
}
= min
Υ′∈∂‖Θ̂‖∗
{∥∥∇L˜n,λ(Θ) + λΥ′∥∥2},
where the second equality follows from the duality between ‖·‖∗ and ‖·‖2. The main idea of the suboptimality
is that, if Θ is an exact optimum, by the optimality condition (4.1.6), we have ωλ(Θ) < 0; otherwise, if Θ
is close to the optimum, ωλ(Θ) is likely to be a small positive value.
To use Algorithm 2, we need to choose an initial optimistic estimate Lmin for the Lipschitz constant
LL˜n,λ , such that 0 < Lmin ≤ LL˜n,λ . The detailed discussion on Lipschitz constant LL˜n,λ will be presented
in Section 4.2.
Line 3 in Algorithm 2 is the line search algorithm (Algorithm 3), adaptively searching for the best
quadratic coefficient Lk for the local quadratic approximation in (4.1.4).
Particularly, following the analysis in [113, 110], the iterative solution sequence
{
Θt
}K+1
t=1
, which is
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Algorithm 2 {Θ˜, L̂} ← ProxGrad(λ, ̂,Θ0, L0)
1: Input λ > 0, ̂ > 0,Θ0 ∈ Rm1×m2 , L0 > 0, k = 0
2: repeat
3: k ← k + 1
4: {Θk, Nk} ← LineSearch(λ,Θk−1, Lk−1)
5: Lk ← max{Lmin, Nk/2}
6: until ωλ
(
Θk
) ≤ ̂
7: Θ˜← Θk, L̂← Lk
8: return {Θ˜, L̂}
Algorithm 3 {Θ, N} ← LineSearch(λ,M, L)
1: Input λ > 0,Θ ∈ Rm1×m2 , L > 0
2: repeat
3: Θ← TL,λ(M)
4: if φλ(Θ) > ψL,λ(Θ; M) then
5: L← 2L
6: end if
7: until φλ(Θ) ≤ ψL,λ(Θ; M)
8: N ← L
9: return {Θ, N}
obtained by Algorithm 1, convergences at geometric rate towards Θ̂, as defined in (4.1.2).
4.2 Main Theory
In this section, we are going to present the main theoretical results for the proposed estimator in (4.1.2).
We first lay out the assumptions made on the empirical loss function and the nonconvex penalty.
Suppose the SVD of Θ∗ is Θ∗ = U∗Γ∗V∗>, where U∗ ∈ Rm1×r, V∗ ∈ Rm2×r and Γ∗ = diag(γ∗i ) ∈ Rr×r.
We can construct the subspaces F and F⊥ as follows
F(U∗,V∗) := {∆|row(∆) ⊆ V∗ and col(∆) ⊆ U∗},
F⊥(U∗,V∗) := {∆|row(∆) ⊥ V∗ and col(∆) ⊥ U∗}.
Shorthand notations F and F⊥ are used whenever U∗,V∗ are clear from context. It is worth noting that
F is the span of the row and column space of Θ∗, and Θ∗ ∈ F consequently. In addition, ΠF (·) is the
projection operator that projects matrices into the subspace F .
To begin with, we impose two conditions on the empirical loss function Ln(·) over a restricted set, known
as restricted strong convexity (RSC) and restricted strong smoothness (RSS), respectively. Those two
assumptions assume that there exist a quadratic lower bound and a quadratic upper bound, respectively, on
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the remainder of the first order Taylor expansion of Ln(·). The RSC condition has been discussed extensively
in previous work [73, 65], which guarantees the strong convexity of the loss function in the restricted set and
helps to control the estimation error ‖Θ̂ −Θ∗‖F . In particular, we define the following subset, which is a
cone of a restricted set of directions,
C = {∆ ∈ Rm1×m2∣∣‖ΠF⊥(∆)‖∗ ≤ 5‖ΠF (∆)‖∗}.
Assumption 4.2.1 (Restricted Strong Convexity). For operator X, there exists some κ(X) > 0 such that,
for all ∆ ∈ C,
Ln(Θ + ∆) ≥ Ln(Θ) + 〈∇Ln(Θ),∆〉+ κ(X)/2‖∆‖2F .
Assumption 4.2.2 (Restricted Strong Smoothness). For operator X, there exists some ∞ > ρ(X) ≥ κ(X)
such that, for all ∆ ∈ C,
Ln(Θ) + 〈∇Ln(Θ),∆〉+ ρ(X)/2‖∆‖2F ≥ Ln(Θ + ∆).
Recall that Ln(Θ) = (2n)−1‖y − X(Θ)‖2. It can be verified that with high probability Ln(Θ) satisfies
both RSC and RSS conditions for different applications, including matrix completion and matrix sensing.
We will establish the results for RSC and RSS conditions in Section 4.2.2.
Further, we impose several regularity conditions on the nonconvex penalty Pλ(·), in terms of the univari-
ate functions pλ(·) and qλ(·).
Assumption 4.2.3. (i) On the nonnegative real line, there exits a constant ν that function pλ(t) satisfies
p′λ(t) = 0,∀ t ≥ ν > 0.
(ii) On the nonnegative real line, q′λ(t) is monotone and Lipschitz continuous, i.e., for t
′ ≥ t, there exists
a constant ζ− ≥ 0 such that q′λ(t′)− q′λ(t) ≥ −ζ−(t′ − t).
(iii) Both function qλ(t) and its derivative q
′
λ(t) pass through the origin, i.e., qλ(0) = q
′
λ(0) = 0.
(iv) On the nonnegative real line, |q′λ(t)| is upper bounded by λ, i.e., |q′λ(t)| ≤ λ.
Note that condition (ii) is a type of curvature property which determines concavity level of qλ(·), and
the nonconvexity level of pλ(·) consequently. These conditions are satisfied by many widely used nonconvex
penalties, such as SCAD and MCP. For instance, it is easy to verify that SCAD penalty satisfies the conditions
in Assumption 4.2.3 with ν = bλ and ζ− = 1/(b− 1); while for MCP, we have those conditions satisfied with
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ν = bλ and ζ− = 1/b. Based on Assumption 4.2.2, if b is chosen such that κ(X) > ζ−, it can be shown that
the Lipschitz constant is LL˜n,λ = ρ(X) − ζ−, and the parameter Lmin for Algorithm 1 can be chosen such
that Lmin ≤ ρ(X)− ζ−.
4.2.1 Results for the Generic Observation Model
We first present a deterministic error bound of the estimator for the generic observation model, as stated in
Theorem 4.2.4. In particular, our results implies that matrix completion via nonconvex penalty achieves a
faster statistical convergence rate than the convex penalty, by taking advantage of large singular values.
Theorem 4.2.4 (Deterministic Bound for General Singular Values). Under Assumption 4.2.1, suppose that
∆̂ = Θ̂−Θ∗ ∈ C and the nonconvex penalty Pλ(Θ) =
∑m
i=1 pλ
(
γi(Θ)
)
satisfies Assumption 4.2.3. Under the
condition that κ(X) > ζ−, for any optimal solution Θ̂ of (4.1.2) with regularity parameter λ ≥ 2‖X∗()‖2/n,
it holds that, for r1 = |S1|, r2 = |S2|,
‖Θ̂−Θ∗‖F ≤ τ
√
r1
κ(X)− ζ−︸ ︷︷ ︸
S1:γ∗i ≥ν
+
3λ
√
r2
κ(X)− ζ−︸ ︷︷ ︸
S2:ν>γ∗i >0
, (4.2.1)
where τ =
∥∥ΠFS1 (∇Ln(Θ∗))∥∥2, where FS1 is a subspace of F associated with S1.
It is important to note that the upper bound on the Frobenius norm-based estimation error includes
two parts corresponding to different magnitudes of the singular values of the true matrix, i.e., γ∗i : (i) S1
corresponds to the set of singular values with larger magnitudes; and (ii) S2 corresponds to the set of singular
values with smaller magnitudes. By setting ζ− = κ(X)/2, we have
‖Θ̂−Θ∗‖F ≤ 2τ√r1/κ(X) + 6λ√r2/κ(X).
We can see that provided that r1 > 0, the rate of the proposed estimator is faster than the nuclear norm
based one, i.e, O(λ√r/κ(X))[71], in light of the fact that τ = ∥∥ΠFS1 (∇Ln(Θ∗))∥∥2 is order of magnitude
smaller than
∥∥∇Ln(Θ∗)∥∥2 = λ. This would be demonstrated in more detail for specific examples, i.e.,
matrix completion and matrix sensing, in Section 4.2.2. In particular, if γ∗r ≥ ν, meaning that all the
nonzero singular values are larger than ν, the proposed estimator attains the best-case convergence rate of
2τ
√
r/κ(X).
In Theorem 4.2.4, we have shown that the convergence rate of nonconvex penalty based estimator is
faster than the nuclear norm based one. In the following, we show that under certain assumptions on the
34
magnitudes of the singular values, the estimator in (4.1.2) enjoys the oracle properties, namely, the obtained
M-estimator performs as well as if the underlying model were known beforehand. Before presenting the
results on the oracle property, we first formally introduce the oracle estimator,
Θ̂O = argmin
Θ∈F(U∗,V∗)
Ln(Θ). (4.2.2)
Remark that the objective function in (4.2.2) only includes the empirical loss term because the optimization
program is constrained in the rank-r subspace F(U∗,V∗). Since it is impossible to get U∗,V∗ and the rank
r in practice, i.e., F(U∗,V∗) is unknown, the oracle estimator defined above is not a practical estimator.
We analyze the estimator in (4.1.2) when κ(X) > ζ−, under which condition L˜n,λ(Θ) = Ln(Θ) + Pλ(Θ) is
strongly convex over the restricted set C and Θ̂ is the unique global optimal solution for the optimization
problem. Moreover, the following theorem shows that under suitable conditions, the estimator in (4.1.2) is
identical to the oracle estimator.
Theorem 4.2.5 (Oracle Property). Under Assumption 4.2.1 and 4.2.2, suppose that ∆̂ = Θ̂−Θ∗ ∈ C and
Pλ(Θ) =
∑r
i=1 pλ(γi(Θ)) satisfies regularity condition (i), (ii), (iii) in Assumption 4.2.3. If κ(X) > ζ− and
γ∗ satisfies the condition that
min
i∈S
∣∣(γ∗)i∣∣ ≥ ν + 2√r‖X∗()‖2
nκ(X)
, (4.2.3)
where S = supp(γ∗). For the estimator in (4.1.2) with choice of regularization parameter λ ≥ 2n−1∥∥X∗()∥∥
2
+
2n−1
√
rρ(X)
∥∥X∗()∥∥
2
/κ(X), we have that Θ̂ = Θ̂O, indicating rank(Θ̂) = rank(Θ̂O) = rank(Θ
∗) = r.
Moreover, we have,
‖Θ̂−Θ∗‖F ≤ 2
√
rτ/κ(X), (4.2.4)
where τ =
∥∥ΠF(∇Ln(Θ∗))∥∥2.
Theorem 4.2.5 implies that, with a suitable choice of regularization parameter λ, if the magnitude of the
smallest nonzero singular value is sufficiently large, i.e., satisfying (4.2.3), the proposed estimator in (4.1.2)
is identical to the oracle estimator. This is a very strong result because we do not even know the subspace F .
The direct consequence is that the M-estimator exactly recovers the rank of the true matrix, Θ∗. Moreover,
as Theorem 4.2.5 is a specific case of Theorem 4.2.4 with r1 = r, we immediately have that the convergence
rate in Theorem 4.2.5 corresponds to the best-case convergence rate in (4.2.1), which is identical to the
statistical rate of the oracle estimator.
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4.2.2 Results for Specific Examples
The deterministic results in Theorem 4.2.4 and Theorem 4.2.5 are fairly abstract in nature. In what
follows, we consider the two specific examples of low-rank matrix estimation as in Section 4.1.2, and show
how the results obtained so far yield concrete and interpretable results. More importantly, we rigorously
demonstrate the improvement of the proposed estimator on statistical convergence rate over the traditional
one with nuclear norm penalty. More results on oracle property can be found in Appendix, Section B.5.
Matrix Completion
We first analyze the example of matrix completion, as discussed earlier in Example 4.1.1. It is worth noting
that under a suitable condition on spikiness ratio1, we can establish the restricted strongly convexity, as
stated in Assumption 4.2.1.
Corollary 4.2.6. Suppose that ∆̂ = Θ̂−Θ∗ ∈ C, the nonconvex penalty Pλ(Θ) satisfies Assumption 4.2.3,
and Θ∗ satisfies spikiness assumption, i.e., ‖Θ∗‖∞ ≤ α∗, then for any optimal solution Θ̂ to the slight
modification of (4.1.2), i.e.,
Θ̂ = argmin
Θ∈Rm1×m2
1
2n
∥∥y − X(Θ)∥∥2
2
+ Pλ(Θ),
subject to ‖Θ‖∞ ≤ α∗,
there are universal constants C1, . . . , C5, with regularity parameter λ ≥ C3σ
√
logM/(nm) and
κ = C4/(m1m2) > ζ−, it holds with probability at least 1− C5/M that
1√
m1m2
‖Θ̂−Θ∗‖F ≤ max{α∗, σ}
[
C1r1
√
logM
n
+ C2
√
r2M logM
n
]
.
Remark 4.2.7. Corollary 4.2.6 is a direct result of Theorem 4.2.4. Recall the convergence rate2 of matrix
completion with nuclear norm penalty due to [53, 34], which is as follows
‖Θ̂−Θ∗‖F√
m1m2
= O
(
max{α∗, σ}
√
rM logM
n
)
. (4.2.5)
It is evident that if r1 > 0, i.e., we have r1 singular values that are larger than ν, the convergence rate
obtained by a nonconvex penalty is faster than the one obtained with the convex penalty. In the worst case,
1It is insufficient to recover the low-rank matrices due to its infeasibility of recovering overly “spiky” matrices which has very
few large entries. Additional assumption on spikiness ratio is needed. Details on spikiness are given in Appendix, Section B.5.1.
2Similar statistical convergence rate was obtained in [72] for nonuniform sampling schema.
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when all the singular values are smaller than ν, our result reduced to (4.2.5) with r2 = r. Meanwhile, if the
magnitude of singular values satisfies the condition that mini∈S γ∗i ≥ v, i.e., r1 = r (S1 = S), the convergence
rate of our results is O(√r2 logM/n). In [53, 72], the authors proved a minimax lower bound for matrix
completion, which is O(
√
rM/n). Our result is not contradictory to the minimax lower bound, because the
lower bound is proved for the general class of low rank matrices, while our result takes advantage of the large
singular values. In other words, we consider a specific (potentially smaller) class of low rank matrices with
both large and small singular values.
Matrix Sensing With Dependent Sampling
In the example of matrix sensing, a more general model with dependence among the entries of Xi is con-
sidered. Denote vec(Xi) ∈ Rm1m2 as the vectorization of Xi. For a symmetric positive definite matrix
Σ ∈ Rm1m2×m1m2 , it is called Σ-Ensemble [71] if the elements of observation matrices Xi’s are sampled
from vec(Xi) ∼ N(0,Σ). Define pi2(Σ) = sup‖u‖2=1,‖v‖2=1 Var(u>Xv), where X ∈ Rm1×m2 is a random
matrix sampled from the Σ-Ensemble. Specifically, when Σ = I, it can be verified that pi(I) = 1, corres-
ponding to the classical matrix sensing model where the entries of Xi are independent from each other.
Corollary 4.2.8. Suppose that ∆̂ = Θ̂ − Θ∗ ∈ C and the nonconvex penalty Pλ(Θ) satisfies Assump-
tion 4.2.3, if the random design matrix Xi ∈ Rm1×m2 is sampled from the Σ-ensemble and λmin(Σ) is the
minimal eigenvalue of Σ, there are universal constants C1, . . . , C6, such that, if κ(X) = C3λmin(Σ) > ζ− for
any optimal solution Θ̂ of (4.1.2) with λ ≥ C4σpi(Σ)
(√
m1/n +
√
m2/n
)
, it holds with probability at least
1− C5 exp
(− C6(m1 +m2)) that
‖Θ̂−Θ∗‖F ≤ σpi(Σ)
λmin(Σ)
√
n
[
C1r1 + C2
√
r2M
]
.
Remark 4.2.9. Similarly, Corollary 4.2.8 is a direct consequence of Theorem 4.2.4. The problem has been
studied by [71] via convex relaxation, with the following estimator error bound
‖Θ̂−Θ∗‖F = O
(
σpi(Σ)
√
rM
λmin(Σ)
√
n
)
. (4.2.6)
When there are r1 > 0 singular values that are larger than ν, the result obtained in Corollary 4.2.8 implies
that the convergence rate of the proposed estimator is faster than (4.2.6). When r1 = r, we obtain the
best-case convergence rate of ‖Θ̂ −Θ∗‖F = O
(
σpi(Σ)r/(
√
nλmin(Σ))
)
. In the worst case, when r1 = 0 and
r2 = r, the results in Corollary 4.2.8 reduce to (4.2.6).
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Figure 4.1: Simulation Results for Matrix Completion and Matrix Sensing with SCAD penalty.
The size of matrix is m×m.
4.3 Numerical Experiments
In this section, we study the performance of the proposed estimator by various simulations and numerical
experiments on real-word datasets. It it worth noting that we study the proposed estimator with ζ− < κ(X),
which can be attained by setting b = 1 + 2/κ(X) for the SCAD penalty. Similarly, the parameter for MCP
penalty can be set that b = 2/κ(X).
4.3.1 Simulations
The simulation results demonstrate the close agreement between theoretical upper bound and the numerical
behavior of the M-estimator. Simulations are performed for both matrix completion and matrix sensing.
In both cases, we solved instances of optimization problem (4.1.2) for a square matrix Θ∗ ∈ Rm×m. For
Θ∗ with rank r, we generate Θ∗ = ABC>, where A,C ∈ Rm×m are the left and right singular vectors of
a random matrix, and set B to be a diagonal matrix with r nonzero entries, and the magnitude of each
nonzero entries is above ν = λb, i.e., r1 = r. The regularization parameter λ is chosen based on theoretical
results with σ2 assumed to be known.
In the following, we report detailed results on the estimation errors of the obtained estimators and the
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Table 4.1: Results on image recovery in terms of RMSE (×10−2, mean ± std).
Image SVP SoftImpute AltMin TNC R1MP Nuclear SCAD MCP
Lenna 3.84± 0.02 4.58± 0.02 4.43± 0.11 5.49± 0.62 3.91± 0.03 5.05± 0.17 2.79± 0.02 2.81± 0.04
Barbara 4.49± 0.04 5.23± 0.03 5.05± 0.05 6.57± 0.92 4.71± 0.06 6.48± 0.53 4.74± 0.02 4.73± 0.03
Clown 3.75± 0.03 4.43± 0.05 5.44± 0.41 6.92± 1.89 3.89± 0.05 3.70± 0.24 2.77± 0.01 2.81± 0.01
Crowd 4.49± 0.04 5.35± 0.07 4.78± 0.09 7.44± 1.23 4.88± 0.06 4.44± 0.18 3.64± 0.07 3.68± 0.09
Girl 3.35± 0.03 4.12± 0.03 5.01± 0.66 4.51± 0.52 3.06± 0.02 4.77± 0.34 2.06± 0.01 2.05± 0.02
Man 4.42± 0.04 5.17± 0.03 5.17± 0.17 6.01± 0.62 4.61± 0.03 5.44± 0.45 3.42± 0.04 3.40± 0.02
Table 4.2: Recommendation results measured in term of the averaged RMSE.
dataset SVP SoftImpute AltMin TNC R1MP Nuclear SCAD MCP
Jester1 4.7318 5.1211 4.8562 4.4803 4.3401 4.6910 4.1721 4.1719
Jester2 4.7712 5.1523 4.8712 4.4511 4.3721 4.5597 4.2002 4.1987
Jester3 8.7439 5.4532 9.5230 4.6712 4.9803 5.1231 4.6729 4.6740
probability of exactly recovering the true rank (oracle property). Due to space limitation, we include the
simulation results using MCP in the appendix.
Matrix Completion. We study the performance of estimators with both convex and nonconvex penalties
for m ∈ {40, 60, 80}, and the rank r = blog2mc. Xi’s are uniformed sampled over X , with the variance of
observation noise σ2 = 0.25. For every configuration, we repeat 100 trials and compute the averaged mean
squared Frobenius norm error ‖Θ̂−Θ∗‖2F /m2 over all trials.
Figure 4.1(a)-4.1(c) summarize the results for matrix completion. Particularly, Figure 4.1(a) plots the
mean-squared Frobenius norm error versus the raw sample size, which shows the consistency that estimation
error decreases when sample size increases, while Figure 4.1(b) plots the MSE against the rescaled sample
size N = n/(rm logm). It is clearly shown in Figure 4.1(b) that, in terms of estimation error, the proposed
estimator with SCAD penalty outperforms the one with nuclear norm, which aligns with our theoretical ana-
lysis. Finally, the probability of exactly recovering the rank of underlying matrix is plotted in Figure 4.1(c),
which indicates that with high probability the rank of underlying matrix can be exactly recovered.
Matrix Sensing. For matrix sensing, we set the rank r = 10 for all m ∈ {20, 40, 80}. Θ∗ is generated
similarly as in matrix completion. We set the observation noise variance σ2 = 1 and Σ = I, i.e., the entries
of Xi are independent. Each setting is repeated for 100 times.
Figure 4.1(d)-4.1(f) correspond to results of matrix sensing. The Frobenius norm ‖Θ̂−Θ∗‖F is reported
in log scale. Figure 4.1(d) demonstrate how the estimation errors scale with m and n, which aligns well with
our theoretical findings. Also, as observed in Figure 4.1(e), the estimator with SCAD penalty has lower error
bounds compared with the one of nuclear norm penalty. At last, it shows in Figure 4.1(f) that, empirically,
the underlying rank is perfectly recovered by the nonconvex estimator when n is sufficiently large (n ≥ 3rm).
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4.3.2 Experiments on Real World Datasets
In this section, we apply our proposed matrix completion estimator to two real-world applications, image
inpainting and collaborative filtering, and compare it with some existing methods, including singular value
projection (SVP) [41], nuclear norm Constraint (TNC) [40], alternating minimization (AltMin) [43], spec-
tral regularization algorithm (SoftImpute) [67], rank-one matrix pursuit (R1MP) [109], and nuclear norm
penalty [71].
Image Inpainting We select 6 images 3 to test the performance of different algorithms. The matrices
corresponding to selected images are of the size 512 × 512. We project the underlying matrices into the
corresponding subspaces associated with the top r = 200 singular values of each matrix, by which we can
guarantee that the problem being solved is a low-rank one. In addition, we randomly select 50% of the entries
as observations. Each trial is repeated 10 times. The performance is measured by root mean square error
(RMSE) [40, 83], summarized in Table 4.1. As shown in Table 4.1, the estimators obtained with nonconvex
penalties, including SCAD penalty and MCP, achieve the best performance, and significantly outperform the
other algorithms on all pictures, except for Barbara. It is worth noting that due to the similar properties of
MCP and SCAD, the results of SCAD and MCP are comparable. Moreover, the estimators with nonconvex
penalties have smaller RMSE for all pictures, compared with the nuclear norm based estimator, which backs
up our theoretical analysis, and the improvement is significant compared with some specific algorithms.
Collaborative Filtering Considering the matrix completion algorithms for recommendations, we demon-
strate using three datasets: Jester14, Jester2 and Jester3, which contain rating data of users on jokes, with
real-valued rating scores ranging from −10.0 to 10.0. The sizes of these matrices are {24983, 23500, 24983}×
100, containing 106, 106, 6 × 105 ratings, respectively. We randomly select 50% of the ratings as observa-
tions, and make predictions over the remaining 50%. Each run is repeated for 10 times. According to the
numerical results summarized in Table 4.2, we observe that the proposed estimators (SCAD, MCP) have the
best performance among all existing algorithms. In particular, the estimator with nonconvex penalties (i.e.,
MCP, SCAD) is better than the estimator with nuclear norm penalty, which agrees well with the results
obtained. Comparable results of MCP and SCAD are observed.
3The images can be downloaded from http://www.utdallas.edu/~cxc123730/mh_bcs_spl.html.
4The Jester dataset can be downloaded from http://eigentaste.berkeley.edu/dataset/.
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Chapter 5
Embedding Learning in
Heterogeneous Information Networks
with Events
5.1 Preliminaries
In this section, we define the problem of embedding learning with events in heterogeneous information
networks and introduce several related concepts and necessary notations.
5.1.1 Heterogeneous Information Networks and Events
Definition 5.1.1 (Information Networks). Given a set of objects belonging to T types X = {Xt}Tt=1, where
Xt represents the set of distinct objects with t-th type, a network G = 〈X , E〉 is called an information
network on objects X , where E is a set of binary interactions of objects in X . Specifically, such an
information network is called a heterogeneous information network if T ≥ 2; and homogeneous
information network if T = 1.
Regarding the binary interactions of E on objects X , we define an event as a set of objects having
interactions that happen simultaneously.
Definition 5.1.2. (Events) For a set of objects Vi ⊂ X , if a set of interactions among objects in Vi happen at
the same time, we define it as an event Qi represented by a triplet 〈qi, Vi, ωi〉, where qi is the event identifier
serving as the index of the event, Vi ⊆ X is the set of participating objects and ωi is the weight of event Qi
(e.g., the number of occurrences of this event).
In later sections we will slightly abuse notation and use Xt to indicate both the set of objects belonging to
t-th type and the name of the type as well. Besides multiple object types, we also study the general case with
multiple event types where each event type is associated with an event schema, which is a tool to visualize
relationships among the event and participating objects. The network schema of DBLP of Example 1.3.1 is
shown on the left of Figure 1.2 with one event type. Yelp data described in the following example contain
two event types. Event identifiers are marked in dashed circles.
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Figure 5.1: Event schema of Yelp with two event types, business profile (left) and review
(right).
Example 5.1.3. Yelp (http: // www. yelp. com/ ) is an online website for users to review various busi-
nesses, which can be naturally represented as a heterogeneous information network. Based on schema shown
in Figure 5.1, there are two types of events. The first event type (left) is business profile, the participating
object types of which include Terms in Name and Business; The second (right) is the review event, including
User, Business, and Term types. The business objects type participates in both event types.
5.1.2 Learning Object Embedding
Given a heterogeneous information network and the event schema, embedding algorithms learn to represent
each object of different types using a low-dimensional vector in the same space. The embedding algorithms
are to preserve the semantic similarity among objects as well as event topological structures such that objects
that are semantically similar and co-occur in the same event will be close in the space, with the distance
measured by cosine similarity, for instance.
Object embedding learning for heterogeneous information networks has broad applications [92, 21]. A
straightforward method would ignore the object types and learn the object embeddings using network
models, such as LINE [93]. In existing work, heterogeneous event data are modeled as a heterogeneous
information network, in which the objects are of mutliple types and the relations between objects are also
of multiple types [89]. [92, 21] decompose each event into multiple binary relations between objects. Object
embeddings are thus learned based on all sets of binary relations independently in a joint optimization
framework. However, as we discussed in Section ??, such a decomposition method may lose some subtle
information within the heterogeneous information networks with event property and lead to information
loss.
Instead of simply considering each event as a set of independent binary relations between individual par-
ticipating objects, we define a new structure to encapsulate all the information based on the events. Inspired
from classical analysis on hypergraphs and hyperedges [6, 84], for each event Qi, we use a corresponding
42
hyperedge Hi to model the event by viewing all the participating objects as a whole in the hyperedge, i.e.,
Hi with qi as its identifier connects the set of objects Vi with edge (event) weight ωi. When the number
of participating objects in each event is two, our model reduces to classical network model with binary
interactions. Therefore, each event corresponds to one binary interaction.
In order to model the semantic similarity among participating objects in each event, which consequently
preserves the topological structures of events, we propose two methods based on different semantics of
prediction. The first insight is that semantically related objects are more likely to participate in the same
event. For instance, in the DBLP data, it is more frequently to observe publications with author “Christos
Faloutsos” and term “Network” in the venue ICDM. Therefore, we define the object-driven proximity based
on the prediction of participating object observation given the other participating objects as context.
Definition 5.1.4. The Object-driven proximity of an event is defined as the likelihood of observing a
target object given all other participating objects on the same hyperedge corresponding to an event.
Based on Object-Driven Proximity, we aim at predicting a target object. Therefore, the corresponding
embedding algorithm is called Hebe Predict Object (Hebe-Po) where Hebe stands for hyperedge-based
embedding.
Since the Hebe-Po approach considers only the semantic proximity among participating objects on
the same event (i.e., hyperedge), we further take the event itself into consideration. The second approach
therefore is to predict the event given the set of participating objects. In other words, we additionally assign
embeddings to each hyperedge (through event identifier) so that the proximity is well-defined, as follows.
Definition 5.1.5. The hyperedge-driven proximity is defined as the likelihood of observing a hyperedge
given all the participating objects.
For example, given the set of author (Christos Faloutsos), term (Network) and venue (ICDM), we ad-
ditionally learn the embedding of the publication event record, and connect the set of participating objects
with the right publication record as an observed hyperedge. The corresponding embedding algorithm is
called Hebe Predict HyperEdge (Hebe-Pe). The underlying intuition of Hebe-Po is that the semantic
meanings of all participating objects are close to the semantic meaning of the event. Particularly, the event
embedding serves as summarization of all the participating objects, which can effectively filter out noise
information within each event if exists.
Based on the two kinds of proximity that preserves the event structures as defined above, we formally
define the task of object embedding as follows.
43
Definition 5.1.6 (Object Embedding for Heterogeneous Information Network). Given a heterogeneous in-
formation network, represented as a collection of events D = {Qi}, and the event schema, object embedding
is to learn a function M that projects each object to a vector in a d-dimension space Rd that keeps either
object-driven or hyperedge-driven proximity, where d  |X |, i.e., M : X → Rd, where X is the set of all
objects.
5.2 Hebe Framework
In this section, we introduce the Hebe framework to learn the object embeddings. The major difficulty that
lies in embedding learning in heterogeneous event data is how to model and optimize the proximity among
participating objects in each event. We will provide the details of estimating the proximity as introduced in
Section 5.1, and the optimization of which will be discussed in Section 5.3.
5.2.1 SubEvent Sampling
Before diving into the object learning, we first introduce a concept of SubEvent Sampling to simplify the
representation of heterogeneous events. Recall that for an event Qi, we represent it as 〈qi, Vi, ωi〉, where
Vi ⊂ X . Particularly, we denote V ti ⊂ Vi as the set of objects in type Xt.
In real world scenario, we have that |V ti | ≥ 1. For the case when |V ti | > 1, we need to additionally
include the multiple objects in each type. For instance, in DBLP (as discussed in Example 1.3.1), for each
publication event, we have only one venue but multiple authors and terms. Also, in Yelp (Example 5.1.3),
each review event is about one business but the review text may contain more than one hundred terms.
Therefore, there is a count imbalance problem for |V ti | with t = 1, . . . , T .
To address the imbalance problem, we propose to sample subevent from each event by uniformly sampling
one object from each object type. For instance, given an event of Qi = 〈qi, Vi, ωi〉, we have Vi = {a1, a2} ∪
{t1, t2, t3} ∪ {v1} (where a·, t· and v· stand for author, term, and venue objects, respective, as shown in
Figure 5.2), we can sample a subevent Qi,s = {a2, t2, v1} with probability of 1/(2 × 3), consequently, we
assign the weight for Qi,s as ωi/(2× 3).
For a more general case of Qi, we can sample Si =
∏T
t=1 |V ti | subevents, with the weight of each subevent
as ωi/Si. Notably, we can see for each object vi,t ∈ V ti , the aggregated weight for the object is ωi/|V ti |,
which naturally balances the number of objects in each type. In other words, the more objects are in one
type, the less important each object of that type is, vice versa. In addition, for each Qi, it can be losslessly
recovered by {Qi,s}Sis=1.
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Figure 5.2: Illustration of SubEvent Sampling. The event (on the left) has 6 subevents (on
the right). The weight of each subevent is the same regarding the event.
We denote Q˜i′ = Qi,s for i = 1, . . . , n, s = 1, . . . , Si with i
′ obtained sequentially, as one subevent w.r.t.
the event Qi. We flatten the subevent structures within events by defining Q˜ =
{
Q˜i′ = 〈q˜i′ , V˜i′ , ω˜i′〉
}N
i′=1
with N =
∑n
i=1
∏T
t=1 |V ti |, where the weight of Q˜i′ is ω˜i′ = ωi/Si, since Q˜i′ is a subevent sampled from
Qi. It is worth noting that different events could generate the same subevent. For instance, both Q1 =
{a1, a2} ∪ {t1, t2, t3} ∪ {v1} and Q2 = {a1, a3} ∪ {t1, t4, t5} ∪ {v1} have Q˜1 = {a1, t1, v1} as a subevent.
For implementation, we do not need to generate Q˜ (the set of all subevents), since |Q˜|  |Q|. Our
stragety is to do subevent sampling on the fly. Suppose event Qi is sampled with probability proportional
to ωi, we randomly sample one object from each object type and obtain a subevent Q˜i′ . Specifically, the
probability of a subevent Q˜i′ being sampled is propotional to ωi/Si as desired. The probability of subevents
from more than one event can be aggregated accordingly.
Thereafter, for the following analysis we use event and subevent interchangably and we drop ˜ for
Q˜, q˜, V˜ , ω˜ whenever the context is clear. We can also use hyperedges to encapsulate subevent topological
structures. Without loss of generality, we assume there are no duplicated subevents Q˜i′ ’s and the weight
ω˜i′ for each subevent Q˜i′ has been aggregated appropriately.
5.2.2 Hebe Object Prediction
As defined in Definition 5.1.4, Hebe-Po is to predict a target object out of all alternative objects given the
other participating objects on the same hyperedge as context. Due to the heterogeneity of the objects, we
constrain that the alternative objects are of the same type as the target object. When the target object
type Xt is given, the corresponding target object in each subevent is accordingly ut ∈ V ti where |V ti | = 1 for
each subevent. Without loss of generality, we further assume the target object is of type X1. We denote the
target object as u, context object set as C. Obviously, |C| = T −1 for subevents and u /∈ C. The conditional
45
probability of predicting the target object u is defined as
Po(u|C) =
exp
(
S(u,C)
)∑
v∈X1 exp
(
S(v, C)
) , (5.2.1)
where S(·) is a scoring function reflecting the similarity between target object u and context objects C.
Intuitively, (5.2.1) can be understood as given C selecting u from the pool of candidates X1. Suppose
C = {c2, c3, . . . , cT }, we have the scoring function defined as follows:
S(u,C) =
〈
wu,
1
T − 1
T∑
t=2
wct
〉
, (5.2.2)
where wu ∈ Rd is the embeddings of u.
We remark that the choice of scoring function is a free parameter and can be altered based on specific
applications. The Hebe framework does not depend on the choice of the scoring function.
It is worth noting that we learn one embedding for objects of each type t. However, if there are nodes
of the same type playing different roles in the event schema, we learn embeddings for the objects w.r.t.
each role. For instance, in the word occurrence event, we learn two embeddings for the set of word objects,
corresponding to context and target, as in [68, 93]. On the other hand, if one type of objects appears in two
event schemata, we only learn one embedding for each object in that type and the semantics of the shared
objects are the same in the events of different types.
Objective. Suppose the target object type t. To preserve the object-driven proximity, we can naturally
minimize Kullback-Leibler (KL) divergence between model distribution Po(·|Ct) and empirical distribution
P̂o(·|Ct) where Ct is an arbitrary choice of context. We additionally define Pt as the sample space of Ci,t
for i = 1, . . . , N , such that Pt = {Ci,t}Ni=1 is the collection of possible values of context C in the empirical
observations of Q. Therefore, the objective function is:
Lo = −
T∑
t=1
∑
Ct∈Pt
λCtKL
(
P̂o(·|Ct),Po(·|Ct)
)
,
where we use λCt is the importance of the context Ct, λCt =
∑N
i=1 ωiI{Ct=Vi\ui,t}, where ui,t ∈ Vi is the
target object in type Xt and I{·} is a binary indicator function. λCt can be intuitively understood as the
weighted number of subevent hyperedges that have Ct as context.
Note that we assign the same weight to each object type. The model can be further extended to
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distinguish the relative importance for different types, as follows:
L′o = −
T∑
t=1
γt ·
∑
Ct∈Pt
λCtKL
(
P̂o(·|Ct),Po(·|Ct)
)
,
with γt as importance parameter of object type Xt. For simplicity, we set γ1 = · · · = γT = 1. We leave the
more general cases with different γt’s for future work.
Lemma 5.2.1. Maximizing Lo is equivalent to maximizing
Lo =
T∑
t=1
N∑
i=1
ωi logPo(ui,t|Vi \ ui,t). (5.2.3)
Proof.
Lo = −
T∑
t=1
∑
Ct∈Pt
λCtKL
(
P̂o(·|Ct),Po(·|Ct)
)
= −
T∑
t=1
∑
Ct∈Pt
N∑
i=1
ωiI{Ct=Vi\ui,t} ·
N∑
i=1
P̂o(ui,t|Ct) log P̂o(ui,t|Ct)Po(ui,t|Ct)
= −Ĉo +
T∑
t=1
N∑
i=1
ωi logPo(ui,t|Vi \ ui,t),
(5.2.4)
where
Ĉo =
T∑
t=1
∑
Ct∈Pt
N∑
i=1
ωiI{Ct=Vi\ui,t} · P̂o(ui,t|Ct) log P̂o(ui,t|Ct)
is a constant and the last equation in (5.2.4) follows from the fact that
P̂o(ui,t|Ct) = wi∑N
i′=1 ωi′I{Ct=Vi′\ui′,t}
.
Threfore, we complete the proof.
Since Po(ui,t|Ci,t) is the probability of observing a subevent of with participating objects Vi with weight
ωi, by Lemma 5.2.1, we have the minimizing the KL divergence is equivalent to maximium likelihood
estimation.
5.2.3 Hebe Hyperedge Prediction
Recall that the hyperedge-driven proximity is to predict the hyperedge (through event identifier) given the
set of participating objects. Particularly, we formalize the problem as matching the event identifier with
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the given set of participating objects. Therefore, we need to estimate the corresponding scoring function
between the hyperedge (event identifier) and the set of objects. Desirably, the new scoring function S(qi, Vi)
for event Qi measures the similarity between the participating object set and the event identifier. The
scoring function is defined as follows:
S(qi, Vi) =
〈
hi,
1
T
T∑
t=1
wvi,t
〉
, (5.2.5)
where the embedding of the event identifier is hi and wvi,t is the embedding for object vi,t ∈ V ti . Note that
in Hebe-Pe the context is the set of participating objects. Therefore, the condition probability of predicting
the subevent identifier in the hyperedge is as follows
Pe(qi|Vi) = exp(S(qi, Vi))∑
qj∈Q exp(S(qj , Vi))
, (5.2.6)
where Q is the set of all event identifiers. Similarly, Pe(qi|Vi) corresponds to given Vi selecting qi from
the pool of candidates Q. To preserve the topological structure of events, we minimize the KL divergence
between the empirical distribution of P̂e(·|V ) and Pe(·|V ), which is equivalent to maximizing
Le = −
∑
V ∈V
λ′V KL
(
P̂e(·|V ),Pe(·|V )
)
,
where V is a set of participating objects, V is the sample space of V , and λ′V is the importance of V ,
λ′V =
∑N
i=1 ωiI{V=Vi}. λ
′
V is weighted number of hyperedges connecting with participating objects of V .
Since we assume there is no duplicated Vi, for subevent qi, λ
′
Vi
= ωi.
Lemma 5.2.2. Maximizing Le is equivalent to maximizing
Le =
N∑
i=1
ωiPe(qi|Vi). (5.2.7)
Proof.
Le = −
∑
V ∈V
λ′V KL
(
P̂e(·|V ),Pe(·|V )
)
= −
∑
V ∈V
n∑
i=1
ωiI{V=Vi}
n∑
i=1
P̂e(qi|V ) log P̂e(qi|V )Pe(qi|V )
= −Ĉe +
∑
V ∈V
n∑
i=1
ωiP̂e(qi|Vi) logPe(qi|Vi),
(5.2.8)
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where
Ĉe =
n∑
i=1
ωi log P̂e(qi|Vi)P̂e(qi|Vi)
is a constant and the last equation in (5.2.8) follows from the fact that
P̂e(qi|V ) = ωi∑N
i′=1 ωi′I{V=Vi′}
.
Threfore, we complete the proof.
Since Pe(qi|Vi) is the probability of observing a subevent of with participating objects Vi in subevent
qi with weight ωi, by Lemma 5.2.2, we have the minimizing the KL divergence is equivalent to maximium
likelihood estimation.
5.2.4 Multiple Event Types
In this subsection, we relax the assumption that there is only one event type in the heterogeneous information
network by considering a more general case, where there are multiple event types, such as Example 5.1.3.
As depicted in Figure 5.1, there are two event types in the event schema, i.e., business profile event type
and review event type. Assume there are K event types, considering Hebe-Po, for each event type, we have
the objective function as Lko for k = 1, . . . ,K. We treat each event type as equally important. Therefore,
the overall objective function to be minimized is:
L∗o =
K∑
k=1
Lko .
Similar analysis can be directly applied to Hebe-Pe.
5.3 Optimization
We introduce a novel general optimization procedure, called Noise Pairwise Ranking (NPR), for the Hebe
framework. Then, we apply NPR to both Hebe-Po and Hebe-Pe to derive the object embeddings.
5.3.1 Noise Pairwise Ranking
Considering the objective function of Hebe-Po in (5.2.3), direct optimizing Lo is intractable since the
conditional probability (5.2.1) requires the summation over the entire set of objects of type X1. The same
challenge exists for optimizing the objective function of Hebe-Pe in (5.2.7), which requires the summation
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over the entire set of event identifiers. In the real world applications, the size of objects and event identifiers
can be tremendous.
To address this challenge, noise contrastive estimation (NCE) [69] and negative sampling (NEG) [68]
are proposed. NCE reduces the problem of estimating the conditional probability into a probabilistic classi-
fication problem to distinguish samples from the empirical distribution and a noise distribution, where the
empirical distribution corresponds to positive samples and the noise distribution corresponds to negative
samples. Moreover, based on NCE, [68] introduces negative sampling. Negative sampling also learns the
parameters as a binary classification problem, it particularly formulates the objective as logistic regression,
which is shown to be effective in embedding learning [68, 78, 93].
As [31] shows, the hyperparameter of negative sampling value k [68] plays an important role in obtaining
the optimal embeddings. To get rid of the hyperparameter, we develop a new optimization framework,
called noise pairwise ranking (NPR), from a pairwise ranking perspective. In comparison, NCE and NEG
are discriminative models, while our model is a generative model in optimizing the conditional probability.
The developed NPR framework is applicable to both Hebe-Po and Hebe-Pe. To illustrate the underlying
idea, the conditional probability to be maximized can be abstracted as follows:
P(u|C) = exp
(
S(u,C)
)∑
u′∈U exp
(
S(u′, C)
) , (5.3.1)
where U is the set of targets (which can be instantiated to objects or event identifiers). For Hebe-Po, U
corresponds to Xt where t is the type of the target object; while for Hebe-Pe, U corresponds to {qi}Ni=1.
Therefore, we have
P(u|C) =
[
1 +
∑
u′∈U\u
exp
(
S(u′, C)− S(u,C))]−1, (5.3.2)
which follows from (5.3.1) via dividing the denominator and numerator by exp
(
S(u,C)
)
. Instead of directly
optimizing (5.3.2) over all u′ ∈ U \ u, we sample a sample un from U \ u as a negative sample; then we
update (5.3.2) using un as proxy of U \u. W.r.t. sampling un from U \u, similar to NCE and NEG [69, 68],
NPR also has a noise distribution Pn as a free parameter.
We use σ(·) to denote the sigmoid function that σ(x) = 1/(1 + exp(−x)). In order to maximize the
conditional probability defined in (5.3.1), we maximize the following noise pairwise ranking function [68]
instead,
P(u > un|C) = σ
(− S(un, C) + S(u,C)), (5.3.3)
which can be interpreted as maximizing the probability of observing the target u over the noise un, given
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the context C. Particularly, it can be verified as follows that
P(u|C) >
∏
un 6=u
P(u > un|C),
which implies that optimizing P(u > un|C) can be explained as optimizing the lower bound of P(u|C).
Remark 5.3.1. The derived noise pairwise ranking results in (5.3.3) is similar to the Bayesian Pairwise
Ranking (BPR) proposed in [81]. However, BPR is designed for the personalized ranking in a specific
recommender system with the negative samples coming from missing implicit feedback; while our NPR is
derived based on approximation from the softmax definition of the conditional probability, besides the negative
samples are sampled from a noise distribution.
Thus, for all un ∈ U \ u, (5.3.1) can be approximated by
logP(u|C) ∝ Eun∼Pn logP(u > un|C),
where Pn is the noise distribution. We set Pn ∝ d3/4u , as proposed in [68], where du is the degree of u. For
Hebe-Po, the degree du of each object is the number of hyperedges that object u involves in; while for
Hebe-Pe, the degree du is set to be the weight of the event (i.e., ωu).
5.3.2 Optimization for Hebe-Po
Based on the NPR optimization framework proposed in Section 5.3.1, we apply it to the method of Hebe-Po
in the Hebe framework. Recall that the optimization objective of Hebe-Po is defined in (5.2.3) with the
conditional probability defined in (5.2.1). By applying the NPR optimization framework to the conditional
probability in (5.2.1), we have the following new objective function
L˜o = −
N∑
i=1
ωi
T∑
t=1
Eun,t∼Pn(Xt)Po(ui,t > un,t|Ci,t).
where un,t is the sampled noise from Pn(Xt) and the latter is the noise distribution of objects of type Xt.
By applying (5.3.3), we have
Po(ui,t > un,t|Ci,t) = σ
(− S(un,t, Ci,t) + S(ui,t, Ci,t)).
To optimize L˜o, we use the asynchronous stochastic gradient algorithm (ASGD) [80]. ASGD takes advantage
of the sparsity of the optimization problem, which means that most gradient updates only modify a small
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Algorithm 4 Hebe-Po(Qi,β)
1: Sample a subevent Q˜ from Qi;
2: Uniformly sample an object type Xt from Q˜;
3: Draw a random object from Pn(Xt) as noise object;
4: Update Object Embeddings Θ of Q˜ by Gradient Descent (5.3.4) with type-wise step size β;
5: Return: Θ
portion of the variables. Define Θ = {wv}v∈X as the parameters, where wv is the embedding for object v,
we have the gradient
∂L˜o
∂Θ
= −
N∑
i=1
ωi
T∑
t=1
Eun,t∼Pn(Xt)
∂Po(ui,t > un,t|Ci,t)
∂Θ
.
We define the shorthand notation Po(>t,i,n) = Po(ui,t > un,t|Ci,t). The gradients can be written as follows:
∂ lnPo(>t,i,n)
∂wui,t
=
σ(−S∆)
∑T
t=2 wct
T − 1 ;
∂ lnPo(>t,i,n)
∂wun,t
= −σ(−S∆)
∑T
t=2 wct
T − 1 ;
∂ lnPo(>t,i,n)
∂wct
=
σ(−S∆)(wui,t −wun,t)
T − 1 .
(5.3.4)
where S∆ = −S(un,t, Ci,t) + S(ui,t, Ci,t).
Gradient coefficient. Objects in types of smaller sizes are more likely to be sampled when we sample the
events. For instance in the example of DBLP, the expected probability of a random venue being sampled
is propotional to 1/|XV |; while for objects of types author and term, the expected probabilities of being
sampled are 1/|XA| and 1/|XT |, respectively. Since |XA|  |XV | and |XT |  |XV |, the expected probability
of each venue being sampled is higher than authors and terms. Similar observations can also be made in the
Yelp network. This inevitably makes some object types better trained than others as optimization proceeds,
resulting in the learned Θ being trapped at poor local optima during the optimization procedure.
In order to balance the average step size among different object types, when applying ASGD to learn
the object embeddings (and event identifier embeddings for Hebe-Pe), we propose to adjust the global step
size using a type-wise gradient coefficient. Suppose the global step size is η, given an object type t, the step
size for each object in Xt is defined as βt = αtη, where αt is the gradient coefficient,
αt =
|Xt|
maxTt′=1
{|Xt′ |} . (5.3.5)
We define β = [βt]
T
t=1 as the vector of step size for each object type. By (5.3.5), we have that for object type
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Algorithm 5 Hebe-Pe(Qi,β)
1: Sample a subevent Q˜ from Qi;
2: Draw an event identifier from Pn(Q) as negative;
3: Update Object Embeddings Θ of Q˜ by Gradient Descent (5.3.6) with type-wise step size β;
4: Update Event Identifier Embeddings H of qi by Gradient Descent (5.3.7) with type-wise step size β.
5: Return: Θ, H
t, the smaller |Xt|, the smaller αt, corresponding to smaller step-size. Therefore, we slow down the training
process for the objects of type t where |Xt| is relatively smaller.
The updating process for a single iteration of Hebe-Po is summarized in Algorithm 4.
5.3.3 Optimization for Hebe-Pe
Similarly, we apply the NPR optimization framework to Hebe-Pe, which yields the new optimization
objective of
L˜e = −
N∑
i=1
ωiEqn∼Pn(Q)Pe(qi > qn|Vi),
where qn is the sampled noise event from Pn(Q). In addition, we have
Pe(qi > qn|Vi) = σ
(− S(qn, Vi) + S(qi, Vi)).
It is worth noting that in Hebe-Pe, we have event identifier embeddings (H = {hi}Ni=1) as parameters, in
addition to object embeddings Θ. The gradient ∂Pe(>i,n)/∂Θ can be obtained as follows, with Pe(>i,n) =
Pe(qi > qn|Vi),
∂ lnPe(>i,n)
∂wvi,t
=
σ(−S∆)(hi − hn)
T
. (5.3.6)
where S∆ = −S(qn, Vi) + S(qi, Vi).
Additionally, we have ∂Pe(>i,n)/∂H as follows:
∂ lnPe(>i,n)
∂hi
=
σ(−S∆)
∑T
t=1 wvi,t
T
;
∂ lnPe(>i,n)
∂hn
= −σ(−S∆)
∑T
t=1 wvi,t
T
.
(5.3.7)
The corresponding updating process for a single iteration of Hebe-Pe is presented in Algorithm 5.
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Algorithm 6 Hebe.
1: Initialize: randomly initialize Θ, H
2: for t = 1, . . . , T do
3: Calculate αt via (5.3.5)
4: end for
5: for i = 0 to IN − 1 do
6: η ← η0 · (IN − i)/IN
7: β ← η · [αo]o∈O
8: for k = 1, . . . ,K do
9: Sample a event Qi of event type k
10: if method is Hebe-Po then
11: Θ← Hebe-Po(Qi,β)
12: else if method is Hebe-Pe then
13: Θ,H← Hebe-Pe(Qi,β)
14: end if
15: end for
16: end for
17: Return: Θ,H
5.3.4 Unified Algorithm
The optimization procedures for Hebe-Po and Hebe-Pe introduced in the previous sections are applicable
when there is only one event type. Here, we consider the more general scenario where there are multiple
event types (i.e., K > 1). The unified algorithm is described in Algorithm 6, with η0 and R as the initial
step size and the iteration number. When learning embeddings for the objects (and the event identifiers) in
the heterogeneous information networks, we opt to use a similar procedure to that used in [92], which is to
use all event types jointly and weigh each event type equally. Accordingly, we adopt the strategy that first
uniformly samples a event type and then sample a event instance of that type, as shown in Line 8.
5.4 Experimental Study
In this section, we report experimental results of the proposed two Hebe methods, including Hebe-Po
and Hebe-Pe, corresponding to object-driven proximity and hyperedge-driven proximity, respectively. To
evaluate how well the learned embeddings preserve the proximity between objects in heterogeneous inform-
ation networks with events, we evaluate the embeddings using both classification and ranking measures.
Particularly, via a series of quantitative studies, we aim at answering the following questions:
Q1: W.r.t. classification tasks, do Hebe methods, including both Hebe-Po and Hebe-Pe, learn better
object embeddings compared with existing methods?
Q2: Are Hebe methods robust to random noisy objects included in the event schemata?
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Q3: Are Hebe methods robust to data sparseness?
Q3: W.r.t. classification tasks, under what scenarios, does Hebe-Po learn better embeddings than Hebe-
Pe, and vice versa?
5.4.1 Datasets and Compared Methods
We introduce two datasets on which we conduct experiments: DBLP and Yelp, as of Example 1.3.1 and
Example 5.1.3. The basic statistics of both datasets are summarized in Table 5.1. DBLP is a collection
of bibliographic information on major computer science journals and proceedings, from which we extracted
three types of objects and one event type, as shown in Figure 1.2. Each event corresponds to a publication,
and each publication involves authors, venue, and terms used in the paper. The Yelp dataset provides
business reviews and we extracted two event types as presented in Figure 5.1 with review and business
profile as their event identifiers. In event type I, there are three object types including user, business and
term; while in event type II, we have two object types, business and term used in its name. User type is
removed in event type I due to data sparsity that the number of reviews written by each user is typically
small. It is worth noting that we distinguish the terms in the review and terms in the business profile in
event type II.
Table 5.1: Number of objects for DBLP and Yelp.
DBLP
Author Term Venue Paper
209,679 165,657 7953 1,938,912
Yelp
Business Term (review) Term (name) Review
12,241 130,259 6,709 905,658
In order to demonstrate the efficacy of the two proposed methods, we use an extensive set of existing
methods as baselines. For the sake of convenience, we define some notations before detailing the baselines.
Recall that X is the set of objects and D is the set of events. We define the coocurrence matrix M ∈ R|X |×|X|
such that Mi,j denotes the number of events that two objects are both involved in. It is worth noting that
by constructing the coocurrence matrix, we ignore the type information associated with each object. Due
to the fact that some methods decompose the data into pairwise interactions, total degrees among different
interactions may vary significantly and compromise the embeddings. For fair comparison, we therefore can
first apply degree normalizions to these pairwise interaction sets and then merge them to get normalized
coocurrence matrix M˜ as presented in [45]. The dimensionality of object embeddings is set to be 300 for all
methods. In particular, we consider the following methods:
• Singular Value Decomposition (SVD) on M, and singular vectors are used as object representations.
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Table 5.2: Classification accuracy (%) and AUC on two datasets, respecting tasks of research
group (DBLP), research area (DBLP) and restaurant categories (Yelp).
Research Group Research Area Restaurant Type
Method Acc. AUC Acc. AUC Acc. AUC
SVD 81.03 0.7137 83.27 0.5720 74.09 0.7147
NSVD 72.41 0.6958 89.75 0.6271 66.45 0.6244
PPMI 70.69 0.7513 90.22 0.7450 82.82 0.6504
NMF 73.28 0.6210 75.69 0.5798 79.64 0.7955
NNMF 72.41 0.7223 88.31 0.7665 72.00 0.7328
LINE 78.45 0.5607 79.48 0.5565 79.82 0.6378
PTE 87.93 0.7235 90.27 0.6646 81.91 0.7195
Hebe-Po 84.48 0.7957 92.18 0.7905 88.00 0.8961
Hebe-Pe 87.07 0.8207 91.66 0.8417 87.27 0.8826
• Normalized SVD (NSVD) on M˜.
• Positive shifted PMI (PPMI). As shown in [58], the word embedding with negative sampling is equi-
valent to approximate the PPMI. Hence, we perform SVD on the PPMI matrix of M. We have k = 5
as the negative sampling parameter.
• Non-negative Matrix Factorization (NMF) on M, and matrix factor is used as object representation.
• Normalized NMF (NNMF) on M˜.
• LINE [93]: a second-order object embedding approach originally proposed for networked data. We
apply LINE to the decomposed pairwise interactions directly, ignoring the object type information.
• PTE [92]: an object embedding approach that applies pairwise modeling in a round-robin fashion
within each event, considering the type information.1
The implementation of Hebe can be found here (bitbucket.org/hgui/hebe).
5.4.2 Evaluation Metric
The goal of our experiments is to quantitatively evaluate how well our methods perform in generating
proximity-preserved embeddings.
One way to evaluate the quality of the embeddings is through proximity-related object classification
tasks. After obtaining the embeddings of the objects, we feed these embeddings into classifiers including
linear SVM and logistic regression to perform classification with five-fold cross validation. Supposing x ∈ X ,
1In the original presentation of [92], labels are provided. For fair comparison, we donot provide labels for PTE during
training.
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Table 5.3: Classification accuracy (%) and AUC on two datasets with extra noisy object types
(“year” for DBLP and “zipcode” for Yelp).
Research Group Research Area Restaurant Type
Method Acc. AUC Acc. AUC Acc. AUC
SVD 78.03 0.6846 80.10 0.5374 67.73 0.6902
NSVD 70.69 0.6668 87.48 0.6112 48.81 0.6138
PPMI 68.09 0.7175 88.99 0.7162 81.09 0.6892
NMF 72.73 0.6121 71.96 0.5635 67.00 0.7469
NNMF 71.38 0.6823 86.12 0.7411 43.45 0.6142
LINE 80.17 0.5465 78.94 0.5425 76.09 0.6035
PTE 85.34 0.6297 89.83 0.5873 75.18 0.6702
Hebe-Po 76.72 0.7582 89.11 0.7614 85.91 0.8296
Hebe-Pe 85.34 0.8214 91.26 0.8425 86.73 0.8834
we define l∗x as the true label of x while l̂x as the predicted label of x. We report the classification metric
accuracy (Acc.).
Acc. =
1
|Xl|
∑
x∈Xl
δ
(
l̂x = l
∗
x
)
,
where Xl is the set of objects that have labels and δ(·) is the indicator function. Due to the space limit, the
higher accuracy of linear svm and logistic regression for each method gets reported.
Classification relies on ground truth labels to learn mapping function between embeddings and classes.
It may not be able to exploit information underlying all dimensions. For instance, some dimensions may
be independent of the class labels. Therefore we further use a ranking metric called area under the curve
(AUC) [23] to evaluate the quality of embeddings over all dimensions.
AUC =
1
|Xl|P
(
sim(u, v) > sim(u′, v)|l∗v = l∗u, l∗v 6= l∗u′
)
,
where v, u, u′ ∈ Xl and sim(u, v) is the similarity measure between the embeddings of objects u, v. Specific-
ally, we use cosine similarity as the similarity measure [68]. The AUC measure becomes high if embeddings
are close for objects sharing the same label, and distant for objects having different labels.
Regarding the DBLP dataset, we have two types of labels of authors. The first is on the research
groups, with 116 members from four research group manually labelled. These groups are lead by Christos
Faloutsos, Dan Roth, Jiawei Han, and Michael I. Jordan, respectively. The other type of labels is on
the research area, including 4,040 researchers from four research areas including data mining, database,
machine learning, and artificial intelligence.
As for the Yelp dataset, we select eleven restaurant categories including Mexican, Chinese, Italian,
American (traditional), American (new), Mediterranean, Thai, French, Japanese, Vietnamese and Indian as
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labels. 2 For each category, we randomly select 100 restaurants that have at least 50 reviews. Restaurants
with multiple labels are excluded.
5.4.3 Experimental Results
Now we are ready to present the experimental results for the aforementioned tasks and try to answer the
three questions raised at the beginning of this section.
Classification Results
Table 5.2 summarizes the experimental results on classification (Acc.) and ranking (AUC) in DBLP and
Yelp.
Considering the results for research group classification in DBLP, we note that PTE and Hebe-Pe achieve
the best performance. PTE is slightly better than Hebe-Pe on accuracy but the latter outperforms the
former on AUC by a large margin. Hebe-Po narrowly loses to Hebe-Pe on both measures. It is interesting
to see that the normalization strategy on M has a big effect on the performance, but the trend is oppsite
between SVD and NMF respecting AUC.
For the task of research area classification in DBLP, Hebe-Po attains the best performance on classific-
ation accuracy and Hebe-Pe has the highest AUC score. The results on research area are better than the
ones on research group for all methods, which means that the research area task is easier than the former
task. It’s worth noting that two Hebe methods are better than baselines on both measures, confirming
the their effectiveness of capturing the proximity. We also observe that both NSVD and NNMF beat their
unnormalized versions, implying that the normalization trick works at least for some tasks.
With respect to the Yelp dataset, on classifying the restaurant type, we observe that both Hebe meth-
ods are significantly better than the baselines, for both measures. A tentative explanation is that Hebe
framework models both event types explicitly, the review event and the business profile event, which bet-
ter captures the proximity among objects. For PTE and the rest methods, this intricate structure will be
dropped due to the representation limits of the models.
To summarize, we positively answer Q1 on the effectiveness of Hebe methods in learning the object
embeddings. Among all the competitors, PTE works relatively well for all three tasks, showing its idea of
modeling pairwise interactions better than the rest. But compared to our framework, by modeling each
event as a whole, one can achieve even better performance.
2The labels are obtained from www.yelp.com.
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Robustness to Noisy Objects
One challenge of modelling events in heterogeneous information networks is to develop a method with anti-
interference ability. Hence, we test the robustness of the Hebe framework against artificially inserted object
noises. The added noisy objects are designed to convey little knowledge regarding the tasks on both datasets.
Consequently, for DBLP data, we include the year of the publication as an additional object type. For Yelp
data, the zip code of each restaurant is considered. The results are summarized in Table 5.3.
For all three tasks, Hebe-Pe achieves the best performance and is better than the baselines by a large
margin. In addition, Hebe-Po is bested by Hebe-Pe for all three tasks, but attain results better than PTE
and the rest methods in most cases. These observations verify our expectation that Hebe-Pe is more robust
to noise than all the rest methods including Hebe-Po. A possible explanation is that Hebe-Po explicitly
models the proximity between the noisy object and the context objects, leading to deviation of the object
embeddings from the optimal ones. In contrast, Hebe-Pe additionally learns the event identifier embeddings.
With respect to each event, the event identifier serves as a filter and summarizing the sematic information
of all participating objects. Since the noise objects have low semantic similarity with the other participating
objects, information related to the noise objects will be droped by the event identifier embedding. While
learning embeddings for other objects, information is directly propagated from the event identifier to objects.
Consequently, the object embedding learning will not be influenced by the noise objects. The experimental
results across all three tasks, we have Hebe-Po achieves the best performance. Moreover, we can observe
that by adding noise, Hebe-Po achieves good classification accuracy as when there are no noise objects. On
the other hand, we still recognize that Hebe-Po is the second best method in terms of absolute performance.
Robustness to Sparsity
In general, the sparsity of event data is defined as the average number of events each object is involved in.
Thus, if we assume the set of objects to be relatively stable, the sparsity of the heterogenous event data can be
59
#Iterations
50 100 250 500 1500 3000
AU
C
0.65
0.7
0.75
0.8
0.85
Research Group
#Iterations
50 100 250 500 1500 3000
0.6
0.65
0.7
0.75
0.8
0.85
Research Area
#Iterations
50 100 250 500 1500 3000
0.75
0.8
0.85
0.9
Restaurant Category
HEBE-PO
HEBE-PE
Figure 5.5: Performance variations in terms of AUC
verse the number of updating iterations.
#Threads
1 2 3 4 5 6 7 8 9 10
#E
ve
n
ts
/S
ec
o
n
d
0.5M
1M
1.5M
DBLP
#Threads
1 2 3 4 5 6 7 8 9 10
0.5M
1M
1.5M
Yelp
HEBE-PO
HEBE-PE
Figure 5.6: Number of events pro-
cessed per second verse the number
of threads.
altered by sampling a subset of all events. In this section, we randomly sample different percentages (1%, 5%,
10%, 20%, 30%, 50%) of the two datasets and repeat the three tasks mentioned aforehand. Experimental
results are reported in Table 5.4 for the DBLP dataset and Table 5.5 for the Yelp dataset. The density
measures are reported in the first two rows. For DBLP, since the classification is performed on authors, we
define density measure as the number of publications each author is associated with. For Yelp, because
the businesses are of interest, we define density measure as the number of reviews each restaurant receives.
The density measure increases as the sampling percentage increases, and its incremental rate is slower than
the latter due to the long-tail behavior in the event data. In other words, when more events are sampled,
the size of the object set will also increase, but having a slower rate of increment.
Across the three tasks in the two datasets, vertically we observe the two Hebe methods achieve the best
performance in general among all cases. In DBLP dataset, for both tasks, Hebe-Pe is better than Hebe-Po
for both measures in most cases. In Yelp dataset, when less than 20% of events are sampled, Hebe-Pe
attains better results than Hebe-Po; when more than 20% of events are sampled, Hebe-Po outperforms
similar to Hebe-Pe; across the different sampling percentages the margin between Hebe-Po and Hebe-Pe
is relatively small. For different percentages, we observe that PTE is still the most stable method among all
baselines while the performances of the rest fluctuate wildly for different tasks. When the density measure
is close to 1 such as 1% of events being sampled in the DBLP dataset, the AUC scores are close to random
(0.5). This is because with a density measure of 1.29, the average number of events an object is involved
in is only slightly higher than 1 and the co-occurrence observations are not sufficient to capture proximity
among objects.
Based on the vertical comparison from Table 5.3, with regard to Q2, the Hebe framework is relatively
robust to noise and data sparsity. For the scenarios (i) when there is noise objects and (ii) when the
observation data is sparse, Hebe consistently outperforms the baselines.
Horizontally, we observe that when more events are observed, the accuracies of the classification tasks in-
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creases as well.The increment rate is the largest when sampling percentage changes from 1% to 5%. Similarly,
the performance improvements from 10% to 20% are more significant than from 20% to 30%. Particularly,
we are interested in the case, when the sampled percentage of events exceeds 20%, the performance of Hebe-
Po becomes comparable with Hebe-Pe, and is even slightly better. When the density measure increases,
Hebe-Po becomes more effective in modeling the semantic relatedness. In other words, Hebe-Po is more
effective when there are enough observations. It is worth noting that even though Hebe-Po better performs
than Hebe-Pe when the sampling percentage is larger than 20%, Hebe-Pe is only surpassed by a small
margin.
Hence, we answer Q3 based under two scenarios. If the data is noisy, Hebe-Pe is more robust than
Hebe-Po. If the data is relatively sparse, Hebe-Pe is more effective than Hebe-Po; otherwise, if the data
is relatively dense, both methods are robust in preserving the proximity among objects.
5.4.4 Model Study
In this section, we study the effect of the hyperparameters. Particularly we study four aspects: the dimen-
sionality of the embedding, the type-wise gradient coefficient, the number of iterations, and the number of
threads. Based on studies in Section 5.4.3, we observe that AUC results are more stable than classification
accuracy. Our explanation is that classification needs to learn the mapping function between embeddings
and classes based on some certain assumptions, which may not agree with the embedding data. Therefore,
we opt to report AUC results for the model study.
We plot the AUC results against dimensionality of the learned embeddings in Figure 5.3. An increasing
and converging performance pattern is observed for both methods, which is a common pattern that has been
observed in previous work [93, 92].
In Section 5.3, we proposed a type-wise gradient coefficient for ASGD. We verify the effectiveness of
the proposed gradient coefficient, compared with a global gradient for all types, the results are reported in
Figure 5.4, which clearly shows the superiority of the proposed gradient coefficient for step size adjustment,
especially on the Yelp dataset.
In addition, we study how the number of iterations affects the results, as reported in Figure 5.5. With
Y-axis as AUC, the pattern of first increasing and then converging is observed. When the iteration number
is sufficiently large, the embeddings are stable.
Regarding the efficiency, we have tested the number of events processed per second against the number
of threads, which is shown in Figure 5.6. The experiments were conducted on a machine with 2 Intel(R)
Xeon(R) CPU E5-2680 v2 @ 2.80GHz (20 Cores). One can observe that the more threads we have, the
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larger the number of events processed per second. Therefore, our method can be easily scaled to extremely
large information networks. However, it is worth mentioning that the incremental speed-up of Hebe-Pe
is smaller than Hebe-Po. Our explanation is that Hebe-Pe has many more parameters than Hebe-Po
due to the embeddings of hyperedge, resulting in slower performance due to the caching mechanism among
different threads when they are accessing random objects and hypeedges.
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Chapter 6
Locally-trained Embedding Learning
For Expert Finding
6.1 Preliminary
In this section, we include preliminary and problem definition for locally-trained embedding learning for
expert finding.
6.1.1 Heterogeneous Bibliographical Networks
A heterogeneous bibliographical network is constructed from bibliographical data. Due to the heterogen-
eity of the object types, a heterogeneous bibliographical network is naturally a heterogeneous information
network [90]. The formal definition of heterogeneous information networks can be found as follows.
Definition 6.1.1 (Heterogeneous Information Network). For an information network G = (V, E) with an
object mapping function φ : V → A and an edge mapping function ψ : E → R, where A and R are the set of
object types and edge types, respectively, if the number of object types |A| > 1 or the number of edge types
|R| > 1, G is a heterogeneous information network; otherwise, it is a homogeneous information network.
DBLP 1 is a public bibliographical dataset in the Computer Science domain. We further extract semantic
phrases from the text data following the method proposed by Liu et al. [63]. Therefore, we use terms to
refer both words and phrases in the corpus. Regarding each publication entry, DBLP provides detailed
information about authors, terms, venues. Figure 1.4(a) depicts the network schema and Figure 1.4(b) is a
sub-network with a user query. We define the set of publications as D, authors as A, terms as T , and venues
as V, with ND, NA, NT , NV denoting the set sizes, accordingly.
6.1.2 The Document-based Models
The problem of expert finding has been studied extensively [3, 25, 29, 101, 123]. For completeness, we
present probably the most popular method: document-based models. The family of document-based models
1dblp.uni-trier.de
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formalizes the problem as a retrieval task. Given a query q, the ranking score of a researcher candidate a
can be calculated as
sc(a, q) ∝
∑
d∈D P(a|d)P(q|d)P(d), (6.1.1)
where D is the document corpus, P(a|d) is the probability that the candidate a is relevant to the publication
d, P(q|d) is the probability that the query q is relevant to the document d, and P(d) denotes the preference
over d.
What remains is to estimate P(d),P(q|d), and P(a|d). Following the ideas of Deng et al. [26], we estimate
P(p) via P(d) ∝ ln(e + cd), where cd is the count of citations of d and e is the mathematical constant to
guarantee that weight factor is no less than one. P(a|d) is generally estimated as 1/|Ad|, with Ad as the set
of authors for publication d. Finally, P(q|p) is calculated based on the query generation retrieval method
with Dirichlet prior smoothing [118],
P(q|p) ∝ exp
(∑
t∈q P(t|q) logP(t|θp)
)
, (6.1.2)
where P(t|q) = #(t, q)/#(q) with #(t, q) as term frequency of term t in q and #(q) as the length of q and
P(t|θp) is defined as
P(t|θp) = βP(t|p) + (1− β)Pb(t), (6.1.3)
with β = 0.5 and Pb(t) as the background language model of the text corpus D.
6.1.3 Word Embedding Learning
Word embedding learning [68, 77] is to represent the terms in a corpus into a low-dimensional latent semantic
space, where each term is represented via a low-dimensional vector, which is called embedding or distributed
representation. The semantic information regarding each term is preserved such that terms with similar
semantic meanings are close to each other in the Euclidean space. There are many off-the-shelf embedding
learning algorithms. We adopt word2vec [68] to learn the embeddings, and other embedding methods, such
as Latent Semantic Indexing and Glove [77], can also be applied to. In word2vec, for a pair of words that
co-occur in a sliding window, one term u is denoted as target and the other v as context. Based on the
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skip-gram model, the conditional probability of observing u given c is defined using the softmax function
P(u|c) = exp(v
>
u v˜c)∑
u′∈T exp(u
>
u′ v˜c)
, (6.1.4)
where vu, v˜c ∈ Rz are the embeddings for u and c, with z as the dimension of the embedding vector.
In (6.1.4), since the denominator sums over all the terms in the corpus T , it is computationally intractable.
Consequently, negative sampling is proposed [68]. For the term pair of (u, c), regarding (6.1.4), the following
objective is optimized instead,
`(u, c) = log σ(v>u v˜c) +
∑g
i=1
Eun∼Pn
[
log σ(−v>un v˜c)
]
, (6.1.5)
where σ(·) is the sigmoid function, vun ∈ Rd is the embeddings of noise un, Pn is the noise term distribution,
and g is the negative sampling parameter. Due to space limit, one may refer to word2vec [68] for technical
details.
6.2 Local Embedding via Concept Hierarchy
Word embedding learning is proposed for global embedding learning such that an embedding vector is learned
for each term regarding the whole corpus. According to Levy et al. [58], the word embedding learning with
negative sampling in (6.1.5) can be loosely interpreted as an implicit matrix factorization problem, where
the shifted positive Pointwise Mutual Information (PMI) matrix is approximated by a low-rank matrix with
rank equivalent to z (the dimension of the vector space). However, such an approximation may lead to
coarse representations of specific terms. The term “information extraction” is not only close to “information
extraction” and “named entity recognition” but also to “text mining” and “natural language processing”.
Suppose “natural language processing” was used as expansion of “information extraction”, there will be a
semantic drift. Instead of obtaining experts on “information extraction” only, we may also find experts on
“natural language processing”. However, not all of the experts on “natural language processing” are working
on “information extraction”.
6.2.1 Concept Hierarchy
In order to address the semantic drift, we relax the global low-rank assumption and propose to represent
the terms in the corpus using locally-trained embeddings. In particular, we make the following assumption.
Assumption 6.2.1. The shifted positive PMI matrix is low-rank for a sub-corpus that is relevant to the
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Table 6.1: List of terms most similar to “Information Extraction” by different embedding
methods: (i) Global embedding; (2) the method proposed by Diaz et al. [27] without a concept
hierarchy (LE wo/ CH); (3) the proposed locally-trained embedding learning with a concept
hierarchy as guidance (LE w/ CH).
Global Embedding LE wo/ CH [27] LE w/ CH
information-extraction-ie pattern-discovery information-extraction-ie
text-mining knowledge-based SystemT 2
natural-language-processing indices ontology-based-information-extraction
question-answering legal web-information-extraction
named-entity-recognition turkish relation-extraction
nlp offer named-entity-recognition
query.
The sub-corpus is constructed with guidance from a concept hierarchy (Figure 1.3(b)). In other words,
instead of learning embeddings to preserve the information in the whole corpus, we only preserve information
in the sub-corpus. The sub-corpus corresponds to the cluster that “information extraction” belongs to.
According to Figure 1.3(b), “information extraction” belongs to the cluster of “natural language processing”.
Therefore, the sub-corpus comprises publication documents constrained on “natural language processing”.
Why using a concept hierarchy as guidance? Regarding the task of expert finding, for a given query
“information extraction”, the (implicit) background information is “natural language processing”. By taking
advantage of concept hierarchy, we can identify the background information, as shown in Figure 1.3(b).
Alternatively, without a concept hierarchy, as proposed by Diaz et al. [27], the sub-corpus is constructed by
retrieving all the documents relevant to the “information extraction”. The results obtained following the idea
of Diaz et al. [27] are shown in the second column of Table 6.1. However, the top-ranked terms are random
and irrelevant to “information extraction”. This is because when learning term embeddings on sub-corpus
constrained on “information extraction”, the term “information extraction” becomes the background since
it appears in almost all the documents and (almost) co-occur with all words in the corpus, especially for
short documents. In the bibliographical data that we use, around 76% of the document entries are titles.
Therefore, “information extraction” is similar to stop words. Meanwhile, if the sub-corpus is constrained
on “natural language processing”, the term “natural language processing” becomes the background and is
distant from “information extraction”, as shown in the third column of Table 6.1.
6.2.2 Locally-trained Embedding Learning
How to use concept hierarchy as guidance for local embedding learning? For brevity, we first consider the
case where there is only one term in each query, corresponding to one concept in the concept hierarchy.
Also, we assume that terms in the query can be trivially mapped to the concept hierarchy. For queries with
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more than one concepts, we train local embeddings one by one. For each concept, we use the learned local
embeddings to expand the concept accordingly.
For a given query q in the concept hierarchy, we denote the path from root to q as C0 → C1 → . . .→ Cl = q,
where l is the level of the concept hierarchy that q lies at and C0 corresponds to the root. We use
{
vmt
}
t∈T
for m = 0, . . . , l to denote the learned embeddings for terms at level m. The idea of local embedding learning
is to find the nearest neighbors (i.e., expansions) of Cm based on the term embeddings learned constrained on
Cm−1. Therefore, the nearest neighbors of q can be found based on the embeddings learned on a sub-corpus
constrained on Cl−1. In the following, we use “information extraction” as a running example.
For the (sub-)corpus constrained on concept C0, it is straightforward that we use the whole corpus to train
terms’ embeddings (i.e., global embeddings). For the corpus constrained on concept Cm for m = 1, 2 . . .,
we first search for the k nearest neighbors of Cm, which serve as expansions to close the vocabulary gap
while constructing the sub-corpus. For the query “information extraction”, we have C1 = “natural language
processing”.
Due to the fact that we do not have features for each concept (and term), we use the embeddings learned
via a sub-corpus constrained on concept Cm−1 as features. Given
{
vm−1t
}
t∈T as the embedding learned
constrained on Cm−1, we use cosine similarity to measure the similarity between term sm−1(t1, t2). The
top k terms measured by sm−1(·, Cm) is denoted Nm, as expansion of concept Cm. Therefore, a sub-corpus
constrained on Cm can be extracted based on Nm. In other words, we use global embeddings (
{
v0t
}
t∈T ) to
firstly find the query expansions of “natural language processing”, which is denoted as N1. N1 = { “natural
language processing”, “nlp”, “natural language understanding”, “language processing”,. . .}. We interpolate
such semantic similarity into the language model with parameter γ ∈ [0, 1],
Pm(t|d) = γP(t|d) + (1− γ)sm−1(t, Cm)I(t ∈ Nm), (6.2.1)
where I(w ∈ Nm) is an indicator function. Substituting (6.2.1) into (6.1.3) and (6.1.2), we obtain Pm(q|d):
Pm(q|d) = Pm(t|d) = βPm(t|d) + (1− β)Pb(t), (6.2.2)
where query q = {t} contains only one concept, t. In order to train local embeddings on the sub-corpus
constrained on Cm−1, we sample each document with probability proportional to Pm−1(q|d). We set
P0(q|d) = 1/|D|, as the uniform sampling. While applying word2vec for embedding learning, in order
to estimate the empirical distribution of terms in the sub-corpus constrained on Cm, the sampling weights of
each document (i.e., Pm(q|d)) should be considered. The recursive embedding learning framework is detailed
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Algorithm 7 Local Embedding Learning via Concept Hierarchy.
1: Input: Document corpus D, the path to query as C0 → C1 → . . .→ Cl = q.
2: Initialize: S = D.
3: for m = 0, . . . , l − 1 do
4: Learn embeddings of t ∈ T using word2vec
5: Sample each document with probability ∝ Pm(q|d)
6: Output vmt as the embeddings of term t
7: Compute Pm+1(q|d) according to (6.2.2).
8: end for
9: Return: vmt .
in Algorithm 7.
6.3 Expert Ranking in Relevance Network
In order to rank researcher candidates for each query, we have two key insights. (i) A candidate may have
papers on many topics. For a given query, only the relevant papers can serve as textual evidence for expertise;
(ii) Citation may have time-delay factor. Papers which are published in a highly-ranked venue are likely to
be important. Therefore, venues play an important role for ranking.
6.3.1 Relevance Network Construction
For a given query q, we first retrieve all the relevant documents, the set of which is denoted as D(q); that
is D(q) = {d : ∏ti∈q maxt′∈N˜l(ti) {I(t′ ∈ d)} = 1}, where I(t′ ∈ d) = 1 if t′ is within the document d, 0
otherwise. In other words, we select all the papers that contain at least one relevant term in N˜l(ti) for each
term ti (i = 1, 2, . . . , Nq) in q.
Based on D(q), a relevance sub-network can be extracted from the heterogeneous bibliographical network
by extracting D(q) and associated authors and venues. LE-expert ranks the candidates within the relevance
sub-network.
6.3.2 Ranking in Relevance Network
To rank candidates for each query, we take advantage of the network structure and propose a ranking
algorithm to estimate the authority of objects in the sub-network based on a coupled random walk in the
relevance sub-network. We first present the ranking method in a general framework, which can be generalized
for other heterogeneous information networks.
Suppose there are M types of objects in the heterogeneous information network and the set of the type i
objects is denoted as Vi. The network is represented by a set of relation matrices R = {Rij}Mi,j=1. For each
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Rij , we define a diagonal matrix Dii such that the diagonal element at (a, a) of Dij is the sum of a-th row
of Rij . Therefore, the transition matrix of Rij is defined as Pij = D
−1
ij Rij . For the ranking score vector of
objects in type i can be updated iteratively:
rti ∝
∑M
j=1 λjir
t−1
j Pji + ηir
0
i∑M
j=1 λji + ηi
, (6.3.1)
where t is the iteration step and r0i = 1/|Vi|. The relative importance of neighbors of different types is
controlled by λij ∈ [0, 1].
Regarding the task of expert finding in heterogeneous bibliographical networks, the random rank is
designed regarding the following assumption.
Assumption 6.3.1. (a) High-quality and relevant papers will be frequently cited by many other relevant
papers;
(b) Relevant highly-ranked experts will publish many high-quality and relevant papers, and vice versa.
(c) Relevant and highly-ranked conferences attract many high-quality and relevant papers, and vice versa.
Concretely, for the task of expert ranking in the relevance network, there are the following relations for
each object type. Paper: (i) Citation relations. RPP(a, b) = 1 if the paper a cites the paper b; (ii) Write
relations. RAP(a, b) = 1 if a-th author writes b-th paper; (iii) Publish relations. RVP(a, b) = 1 if a-th author
writes b-th paper. Author: (i) Coauthor relations. RAA = RAPR
>
AP; (ii) Write
−1 relations. RPA = R>AP.
Venue: (i) Citation relations. RVV = RVPRPPR
>
VP (ii) Publish
−1 relations. RPV = R>VP.
Since terms are used to construct the relevance network and terms do not reflect authority, we do not
consider terms while ranking the candidates.
Remark 6.3.2. The underlying philosophy of the ranking module is similar to NetClus [90] and Rank-
Class [45]. However, NetClus and RankClass are primarily designed for clustering and classification in
the whole heterogeneous information network, respectively; while LE-expert is designed for authority rank-
ing within a relevance sub-network. In addition, NetClus can only be applied to star-schema heterogeneous
networks while LE-expert is independent of the network schema. Moreover, RankClass is a regularization
framework for label propagation whereas LE-expert is based on random walks.
6.4 Experimental Results
In this section, we present the experimental results as support for the effectiveness of the proposed framework.
71
6.4.1 Experimental Setup
Data. To evaluate the proposed framework, we conduct numerical experiments and case studies on the
dataset of DBLP. In the DBLP dataset, there are 2,244,018 papers, 1,274,360 authors, 8,882 venues, and
1,812,277 words and phrases. Among all the papers, 529,498 papers (24%) have abstract information. The
labelled dataset is from Deng et al. [25], which contains 20 queries in total, including both general and
specific ones. Details on the queries and the number of experts for each query can be found therein [25].
Evaluation Metrics. Regarding evaluation of the task, we employ several popular information retrieval
metrics [12], including Precision at rank n (P@n), Mean Averaged Precision (MAP), Normalized Discounted
Cumulative Gain at rank n (NDCG@n), and bpref [11]. P@n measures the percentage of relevant experts
in the top n of the retrieved candidate list, which is estimated as P@n =
∑n
i=1R(ci)/n, where R(ci) = 1
if the i-th retrieved candidate is relevant to the given query and R(ci) = 0 otherwise. Suppose there are
Rn relevant experts, Average Precision is defined as AP=
∑Rn
i=1(P@i ∗R(ci))/Rn and MAP is the averaged
AP for all queries. Since the relevance labels are binary, therefore, NDCG is defined as NDCG@n =∑n
i=1R(ci)/ log2(i+1)/
∑n
i=1
[
1/ log2(i+1)
]
. Also, we consider bpref, which is a summation based measure of
the number of relevant documents ranking before irrelevant ones, bpref= R−1n
∑Rn
r=1(1−
∑r
i=1(1−R(ci))/Rn).
Baselines. We compare LE-expert against the following baselines:
• Balog. The expert finding method based on documents [2].
• NMF. We apply nonnegative matrix factorization [13] to the author-term co-occurrence matrix. The
ranking of authors is based on the inner product of the corresponding rows and columns of authors
and queries.
• LSI. We apply latent semantic index to identify the similarity of the authors and the queries.
• Corank [124]. Co-ranking cannot be directly applied for expert finding since it is query independent.
Therefore, we first retrieve relevant documents and then apply co-ranking for each query.
• Embed [101]. A global embedding algorithm was proposed for the task of expert finding.
• JointHyp [25]. JointHyp is a regularization framework for expert finding in heterogeneous information
networks. Specifically, information is propagated through the network based on consistency in the
network.
• Exact. The relevance sub-network is extracted based on the exact match.
• RankClass. The sub-relevance sub-network is extracted based on query expansion, and rank the
candidates by RankClass with only one class.
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Table 6.2: Overall evaluation results.
measure P@5 P@10 P@20 NDCG@5 NDCG@10 NDCG@20 MAP bpref
Balog 0.4941 0.3824 0.2853 0.5068 0.4248 0.3416 0.1608 0.8536
NMF 0.3176 0.2706 0.2118 0.3525 0.3075 0.253 0.1151 0.7303
SVD 0.4353 0.3471 0.2912 0.4553 0.3871 0.3336 0.1548 0.7590
Corank 0.6941 0.5741 0.4235 0.7181 0.6386 0.5024 0.291 0.8843
Embed 0.0353 0.0294 0.0265 0.0354 0.0317 0.0289 0.005 0.6331
JointHyp 0.6235 0.4176 0.2882 0.6447 0.4913 0.3725 0.1579 0.9704
Exact 0.7059 0.5882 0.4529 0.7548 0.6549 0.5361 0.311 0.8676
RankClass 0.7529 0.6647 0.5176 0.7666 0.7026 0.5867 0.3598 0.8981
LE-expert 0.8118 0.7118 0.5559 0.8027 0.7361 0.618 0.3826 0.9451
For fair comparison, we use the same leave-one-out cross-validation dataset and report the best performance
of each model. The parameter setting of LE-expert is as follows β = γ = 0.5 in (6.2.1) and (6.2.2). We
gradually reduce the size of dimension of the local vector space and set z = d300/(5m + 1)e with m being
the hierarchy level. For the concepts Cm, the size of the query expansion (Nm) is set to be k = 30. The
final expansion for each query (N˜m) is set by cross validation. Recall that N˜m is query expansion set for
relevance sub-network construction. It is worth noting that general queries are more likely to have more
expansions and specific ones have less expansions.
6.4.2 Experimental Results
Overall Results Analysis. The experimental results of different methods are summarized in Table 6.2.
Compared with Balog, NMF, SVD, and Embed which only utilize the textual information and the overall
number of citations as the prior of each document, as shown in Table 6.2, we can see that the methods that
take advantage of the network information, including Corank, JointHyp, Exact, RankClass, and LE-
expert, achieve significantly better results regarding all the evaluation metrics. This result agrees with our
argument that the task of expert finding is different from information retrieval and the network structure
plays an important role. Moreover, we notice that the precision of Embed [101] is even worse compared with
classical embedding methods, such as NMF and SVD. It can be partially explained by the ranking score for
a candidate c and a query q can be loosely interpreted as scaling with #(c, q)/(#c#q) [58], which favors
candidates with more pure expertise. More specifically, a candidate with only one paper on q would likely
to be ranked topmost.
Now we consider the methods taking advantage of the heterogeneous network structure. Comparing Cor-
ank with Exact, we see that Exact performs slightly better than Corank considering Precisions, NDCG’s,
and MAP. This is because Exact additionally considers the venue information for ranking. Moreover, LE-
expert significantly outperforms Exact regarding all the evaluation metrics, which serves as evidence that
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Figure 6.1: The Precision@10 scales with the hyper parameter of the weight of different
relation types.
the proposed query expansion method can solve the problem of vocabulary gap. Unlike the global embedding
methods (NMF and SVD), LE-expert will not expand specific queries to more general ones thanks to the
locally-trained embeddings. LE-expert achieves better precision and NDCG results. JointHyp [26] is also
designed for heterogeneous bibliographical information networks, the main idea of which to propagate the
relevance of documents for each query to the candidates through the strongly-typed edges in the network.
However, such a method will give inaccurate estimation for documents regarding specific queries since the
relevance of documents is estimated via global embeddings. Our model is based on the coupled random
walks, where the weights for all documents are the same (as r0i = 1/|Vi|). The prediction accuracy of LE-
expert is better than JointHyp; while JointHyp slightly outperforms ours regarding the overall ranking
(bref). However, it is worth noting that for the task of expert finding, the top-ranked results are more
important. We also compare LE-expert against RankClass, which is similar w.r.t. the ranking algorithm.
RankClass is a regularization framework; while LE-expert considers the inter-type and intra-type random
walks. We can see that LE-expert performs better than RankClass on precision and NDCG results.
Hyperparameter. As shown in (6.3.1), hyperparameter λ·,· (the relative importance of different types of
edges) plays an important role for the final ranking of candidates. The sensitivities of the ranking results
with varying λ·,·’s are depicted in Figure 6.1. For simplicity, we set λi,j = λj,i for all i, j. In addition, except
for the λ of interest, all the other λ·,· = 1. The y-axis corresponds to Precision@10. Firstly, we observe
that the ranking results are more sensitive to λPA compared with λPP and λPV . This can be explained by
the fact that the ranking is based on authors. The second observation is that the precision accuracy follows
the pattern of first increasing then decreasing as the weight parameters increase. For one edge type, if the
corresponding λ goes to zero, it is equivalent of removing that edge. Such an observation indicates that all
the edge types are involved in the final ranking. Our third observation is that when λPP and λPV go to
zero, the performance remains stable; when λPA goes to zero, the performance drops significantly. This can
be explained by that λPA balances the relative importance between coauthor relations and writing relations.
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Table 6.3: Case study.
boosting support vector machine
Corank LE-expert Corank LE-expert
Robert E. Schapire Robert E. Schapire Qi Wu Bernhard Scho¨lkopf
Yoav Freund Yoav Freund Isabelle Guyon Vladimir Vapnik
Ron Kohavi Leo Breiman Jason Weston C. J. C. Burges
Thomas G. Dietterich Yoram Singer Vladimir Vapnik Thorsten Joachims
Yoram Singer David P. Helmbold Bao-Kiang Lu Chih-Jen Lin
information extraction ontology alignment
Corank LE-expert Corank LE-expert
Ralph Grishman Dayne Freitag Jerome Euzenat W. M. Schorlemmer
Andrew McCallum Ralph Grishman Patrick Lambrix Yannis Kalfoglou
Ellen Riloff Andrew McCallum Jason J. Jung Anhai Doan
Oren Etzioni Nicholas Kushmerick He Tan Jerome Euzenat
Dayne Freitag Stephen Soderland Marc Ehrig Alon Y. Halevy
When λPA goes to zero, the ranking order candidates is dominated by coauthor relations. The absence of
authority information from papers leads to fallacious ranking results. Meanwhile, when λPA goes to infinity,
the ranking model is reduced to the document retrieval model (with the relevance of each document to be
equal), since the other types of edges do not contribute to the authority scores of candidates.
Case Study. Some concrete case studies of candidate ranking are shown in Table 6.3. For general queries,
including “boosting” and “support vector machine”, the query expansions are based on the global embed-
dings. LE-expert has better precision. Particularly, for “support vector machine”, “Bernhard Scho¨lkopf”,
who makes particular contributions to “support vector machine”, and “Vladimir Vapnik”, who is a co-
inventor of the support vector machine, rank topmost. This demonstrates the power of the proposed frame-
work in general queries. For specific queries, we consider “information extraction” (as a child of “natural
language processing”) and “ontology alignment” (as a child of “ontology”). The high precision results of
specific queries indicate that the locally-trained embedding learning method provides accurate and relatively
complete expansions for the queries. Moreover, the ranking algorithm contributes to the authority ranking of
candidates. Taking “information extraction” as an example, “Dayne Freitag” whose research is focusing on
“machine learning for information extraction” ranks higher than more senior researchers “Ralph Grishman”
and “Andrew McCallum”, given that all of them work on “information extraction”.
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Chapter 7
Conclusions and Future Work
In this thesis, we studied the problem of identifying the low-dimensional space that high-dimensional data
(approximately) lies in. We studied two approaches, one is low-rank estimation models and the other is
embedding learning models.
For low-rank estimation models, we established theoretical analysis for both convex and nonconvex
regularization.
Regarding convex regularization, we analyzed the statistical performance of robust noisy tensor decom-
position with corruption. Our goal is to recover a pair of tensors, based on observing a noisy contaminated
version of their sum. It is based on solving a convex optimization with composite regularizations of Schatten-
1 norm and `1 norm defined on tensors. We provided a general nonasymptotic estimator error bounds on
the underly low-rank tensor and sparse corruption tensor. Furthermore, the error bound we obtained in this
chapter is new, and non-comparable with previous theoretical analysis.
Regarding nonconvex regularization, we proposed a unified framework for low-rank matrix estimation
with nonconvex penalty for a generic observation model. Our work serves as the bridge to connect prac-
tical applications of nonconvex penalty and theoretical analysis. Our theoretical results indicate that the
convergence rate of estimators with nonconvex penalties is faster than the one with the convex penalty by
taking advantage of the large singular values. In addition, we showed that the proposed estimator enjoys
the oracle property when a mild condition on the magnitude of singular values is imposed. Extensive experi-
ments demonstrate the close agreement between theoretical analysis and numerical behavior of the proposed
estimator.
For the second approach of embedding learning models, we studies two different applications, one is
object classification in heterogeneous information networks and the other is expert finding.
We proposed to learn object embedding in heterogeneous information networks with events. In detail,
we proposed a generic framework called Hebe, which models participant objects in each event as a whole,
resulting in more efficient information propagation. Two methods were presented based on the concept of
hyperedge: Hebe-Po, modeling the proximity among the participating objects themselves on the same hy-
76
peredge, and Hebe-Pe modeling proximity between the hyperedge and the participating objects. Within the
Hebe framework, we presented a parameter-free ranking-based method to efficiently optimize the conditional
probabilities via noise sampling. Extensive quantitative experiments have been conducted to corroborate
the efficacy of the proposed model in learning the object embeddings, particularly robustness towards noisy
observations and data sparseness. We identify some future work for the Hebe framework. Firstly, it is
general and could be adapted to many downstream applications, including recommender system and link
prediction. Secondly, Hebe prefers term entities from short text due to the operations of subevent sampling.
Some additional work needs to be done in order to adapt it to those data having longer text. Thirdly, it
could be of interest to learn the relative importance of different event types, based on specific applications.
Finally, this work focuses on learning embeddings in an unsupervised manner. Exploring how to incorporate
labels and generate predictive embeddings is a another promising direction.
For the application of expert finding, a new framework with two phases is introduced. Firstly, we pro-
posed to perform query expansion based on locally-trained embedding learning recursively with a concept
hierarchy as guidance. Secondly, we introduced a ranking algorithm on a relevance sub-network to estim-
ate the expertise of the candidates via coupling both inter-type and intra-type random walks. Numerical
experimental results on a large-scale heterogeneous bibliographical information network corroborate the ef-
fectiveness of the proposed Le-expert. The proposed framework is general and can be applied to other tasks,
such as query-answering in online communities or recruiting for open problem solving. Besides, the locally-
trained embedding learning with a concept hierarchy as guidance is of independence interest and may be
applied for other tasks, such as product recommendation given a product hierarchy. In addition, since our
framework requires a concept hierarchy as input, we leave it for future work when the data does not have
any concept hierarchy available.
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Appendix A
Proof of Chapter 3
A.1 Proof of Lemma 3.2.1
Proof. Since Ŵ, V̂ is an optimal solution of (3.2.2), the following inequality holds for anyW,V ∈ Rn1×...×nK :
1
2M
‖y − X(Ŵ + V̂)‖22 + λM
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
+ µM
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
≤ 1
2M
‖y − X(W∗ + V∗)‖22 + λM |||W∗|||S1 + µM |||V∗|||1
By substituting (4.1.1) into the above equation, and rearranging the items, we have
M∑
i=1
1
2M
‖y∗i − 〈Ŵ + V̂,Xi〉‖22
=
M∑
i=1
1
2M
‖y∗i − 〈W∗ + V∗,Xi〉‖22 + λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
−
M∑
i=1
i
M
〈W∗ + V∗,Xi〉+
M∑
i=1
i
M
〈Ŵ + V̂,Xi〉
= λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
+
M∑
i=1
i
M
〈Ŵ −W∗,Xi〉+
M∑
i=1
i
M
〈V̂ − V∗,Xi〉
≤ λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
+
|||X∗()|||mean
M
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
S1
+
|||X∗()|||∞
M
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
1
≤ λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
+
λM
2
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
S1
+
µM
2
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
1
Since
∑M
i=1
1
2M ‖y∗i − 〈Ŵ + V̂,Xi〉‖22 ≥ 0, we have
λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
+
λM
2
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
S1
+
µM
2
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
1
≥ 0
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which yields
1
K
K∑
k=1
‖∆′′k‖S1 +
∣∣∣∣∣∣∣∣∣V̂SC ∣∣∣∣∣∣∣∣∣
1
≤ 3
(
1
K
K∑
k=1
‖∆′k‖S1 +
∣∣∣∣∣∣∣∣∣V̂S∣∣∣∣∣∣∣∣∣
1
)
Therefore, there exist β1 ≥ 3 and β2 ≥ 3 such that
1
K
K∑
k=1
‖∆′′k‖S1 ≤ β1
1
K
K∑
k=1
‖∆′k‖S1
|||DSc |||1 ≤ β2 |||DS |||1
A.2 Proof of Theorem 3.2.2
Proof. Since Ŵ, V̂ is an optimal solution of (3.2.2), the following inequality holds for anyW,V ∈ Rn1×...×nK :
1
2M
‖y − X(Ŵ + V̂)‖22 + λM
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
+ µM
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
≤ 1
2M
‖y − X(W∗ + V∗)‖22 + λM |||W∗|||S1 + µM |||V∗|||1
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By substituting (4.1.1) into the above equation, and rearranging the items, we have
M∑
i=1
1
2M
‖y∗i − 〈Ŵ + V̂,Xi〉‖22
=
M∑
i=1
1
2M
‖y∗i − 〈W∗ + V∗,Xi〉‖22 + λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
−
M∑
i=1
i
M
〈W∗ + V∗,Xi〉+
M∑
i=1
i
M
〈Ŵ + V̂,Xi〉
= λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
+
M∑
i=1
i
M
〈Ŵ −W∗,Xi〉+
M∑
i=1
i
M
〈V̂ − V∗,Xi〉
≤ λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
+
|||X∗()|||mean
M
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
S1
+
|||X∗()|||∞
M
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
1
≤ λM
(
|||W∗|||S1 −
∣∣∣∣∣∣∣∣∣Ŵ∣∣∣∣∣∣∣∣∣
S1
)
+ µM
(
|||V∗|||1 −
∣∣∣∣∣∣∣∣∣V̂∣∣∣∣∣∣∣∣∣
1
)
+
λM
2
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
S1
+
µM
2
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
1
≤ 3λM
2
1
K
K∑
k=1
‖∆′k‖S1 +
3µM
2
|||DS |||1
where the second equality follows from the fact that y∗i = 〈W∗ + V∗,Xi〉, the first inequality is obtained
by Ho¨lder’s inequality and Ho¨lder-like inequality (3.1.1), the second inequality follows from the assumption,
and the last equality is obtained from Lemma ??.
As y∗i = 〈W∗ + V∗,Xi〉, we have
1
2M
‖X(∆ +D)‖22 ≤
3λM
2
1
K
K∑
k=1
‖∆′k‖S1 +
3µM
2
|||DS |||1 . (A.2.1)
This completes the proof.
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A.3 Proof of Theorem 3.2.4
Proof. Based on inequality (3.1.2) and Assumption 3.2.3, we have
1
K
K∑
k=1
‖∆′k‖S1 ≤
1
K
K∑
k=1
√
2rk‖∆′k‖F
≤ 1
K
K∑
k=1
√
2rk‖∆(k)‖F
=
1
K
K∑
k=1
√
2rk |||∆|||F
≤ 1
K
K∑
k=1
√
2rk
κ1
√
M
‖X(∆ +D)‖2 (A.3.1)
and
∣∣∣∣∣∣∣∣∣(V̂ − V∗)S∣∣∣∣∣∣∣∣∣
1
≤ √s |||DS |||F ≤
√
s |||D|||F ≤
√
s
κ2
√
M
‖X(∆ +D)‖2 (A.3.2)
Substituting these inequalities into Theorem 3.2.2,
1
2M
‖X(∆ +D)‖22 ≤
1
K
K∑
k=1
3λM
√
2rk
2κ1
√
M
‖X(∆ +D)‖2 + 3µM
√
s
2κ2
√
M
‖X(∆ +D)‖2
=
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
√
M
+
3µM
√
s
2κ2
√
M
)
‖X(∆ +D)‖2.
So that |||X(∆ +D)|||2 is bounded as follows:
‖X(∆ +D)‖2 ≤ 2
√
M
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
.
Thus, by Assumption 3.2.3, we obtain
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
F
≤ 2
κ1
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
F
≤ 2
κ2
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
This completes the proof.
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A.4 Proof of Corollary 3.2.5
Although the Frobenius norm-based estimation error bounds of Ŵ and V̂ are mostly useful, it is also
interesting to extend the results to Schatten-1 norm and `1-norm-based estimation error bounds, as stated
in the following corollary.
Corollary A.4.1. Under the same conditions of Theorem 3.2.4, we have
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
S1
≤ 2(1 + β1)
∑K
k=1
√
2rk
κ1K
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
,
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
1
≤ 2(1 + β2)
√
s
κ2
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
.
Proof. According to Assumption 3.2.3 that
∑K
k=1 |||∆′′k |||S1 ≤ β1
∑K
k=1 |||∆′k|||S1 , we have
∣∣∣∣∣∣∣∣∣Ŵ −W∗∣∣∣∣∣∣∣∣∣
S1
=
1
K
(
K∑
k=1
‖∆′k‖S1 +
K∑
k=1
‖∆′′k‖S1
)
≤ (1 + β1)
K
K∑
k=1
‖∆′k‖S1
≤ (1 + β1)
K
K∑
k=1
√
2rk |||∆|||F
≤ 2(1 + β1)
∑K
k=1
√
2rk
κ1K
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
For the second part,
|||D|||1 = |||DS |||1 + |||DSc |||1
≤ (1 + β2) |||DS |||1
≤ (1 + β2)
√
s |||D|||F
≤ 2(1 + β2)
√
s
κ2
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
Proof. (Proof of Corollary 3.2.5)
Proof of part (a): we need to show the following two parts:
a.(i) r ≤ r̂k ⇒ r ≤ rk;
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a.(ii) r ≤ rk ⇒ r ≤ r̂k;
For a.(i), assume r ≤ r̂k but r > rk, we have
σr(Ŵ(k) −W∗(k)) ≥ σr(Ŵ(k))
≥ σrk(Ŵ(k))
>
2(1 + β1)
∑K
k=1
√
2rk
κ1MK
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
,
On the other hand, we have
σr(Ŵ(k) −W∗(k)) ≤ ‖∆(k)‖S1 ≤
2(1 + β1)
∑K
k=1
√
2rk
κ1MK
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
, (A.4.1)
The above two inequalities contradict with each other, thus a.(i) holds.
For a.(ii), assume r ≤ rk but r > r̂k, we have
σr(Ŵ(k) −W∗(k)) ≥ σr(W∗(k))− σr(Ŵ(k))
≥ σrk(W(k)∗)− σrk(Ŵ(k))
>
2(1 + β1)
∑K
k=1
√
2rk
κ1MK
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
,
which contradicts with (A.4.1), thus we verify a.(ii). Therefore, we have r̂k = rk.
Proof of part (b): we need to show the following two parts:
b.(i) ∀(i1, . . . , iK) ∈ Ŝ ⇒ (i1, . . . , iK) ∈ S;
b.(ii) ∀(i1, . . . , iK) ∈ S ⇒ (i1, . . . , iK) ∈ Ŝ;
For b.(i), assume there exists a (j1, . . . , jK) ∈ Ŝ, (j1, . . . , jK) /∈ S. Based on the definition of S and Ŝ, we
have
|(V̂ − V∗)j1,...,jK | = |V̂j1,...,jK | >
2(1 + β2)
√
s
κ2
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
.
On the other hand, we have
|(V̂ − V∗)j1,...,jK | ≤
∣∣∣∣∣∣∣∣∣V̂ − V∗∣∣∣∣∣∣∣∣∣
1
≤ 2(1 + β2)
√
s
κ2M
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
. (A.4.2)
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The above two inequalities contradict with each other, thus b.(i) holds.
Similarly, we can verify b.(ii), assume there exists a (j′1, . . . , j
′
K) ∈ S, (j′1, . . . , j′K) /∈ Ŝ, we have
|(V̂ − V∗)j′1,...,j′K | ≥ |V∗j′1,...,j′K | − |V̂j′1,...,j′K | >
2(1 + β2)
√
s
κ2M
(
1
K
K∑
k=1
3λM
√
2rk
2κ1
+
3µM
√
s
2κ2
)
,
which contradicts with (A.4.2), thus we verify b.(ii). Therefore, we have Ŝ = S.
A.5 Proof of Lemma 3.2.6
Proof. For k = 1, . . . ,K, X∗()(k) is a nk × N¯\k matrix, whose entries follow distribution of N(0, σ),∣∣∣∣∣∣X∗()(k)∣∣∣∣∣∣S∞ are Lipschitz function with Lipschitz constant L = 1, so that In addition, we have |||X∗()|||mean
and |||X∗()|||∞ are Lipschitz function with Lipschitz constant L = 1. According to [103], Proposition 5.34
and Corollary 5.35, we obtain the claim.
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Appendix B
Proof of Chapter 4
B.1 Introduction
In this supplement, we first provide additional experimental results on the proposed estimator with MCP
regularization, followed by the details of technical proof for the main results, including proofs of theorems
and auxiliary lemmas.
B.2 Additional Experimental Results
Regarding matrix completion and matrix sensing, we present additional experimental results of the proposed
estimator with MCP penalty. Due to the similar properties and parameter settings of these two nonconvex
penalties, the MCP penalty and SCAD penalty, the numerical behaviour of the proposed estimator with
MCP penalty resembles the one with SCAD penalty, as shown in Figure B.1.
In detail, Figure B.1(a)- B.1(c) are the results for matrix completion. Accordingly, the size of matrix
and the rank are m × m. The results of matrix completion, with rank r = blog2mc, in Figure B.1(a)-
B.1(c) with the rescaled sample size N = n/(rm logm); while matrix sensing, for rank r = 10, is studied in
Figure B.1(d)-B.1(f) with rescaled sample size N = n/(rm). With the same settings as experiments shown
in Figure 4.1, we have that the estimator with MCP penalty, a particular case of the proposed estimator
with nonconvex penalty, behaviors in accordance with our theoretical analysis and outperforms the estimator
with nuclear norm. For the other example, i.e., matrix sensing, the results in Figure B.1(d)- B.1(f) manifest
the superiority of the estimator with MCP penalty. Particularly, for both examples, we have with with high
probability, the rank of the underlying matrix is recovered with high probability.
B.3 Background
For matrix Θ∗ ∈ Rm1×m2 , which is exactly low-rank and has rank r, we have the singular value decomposition
(SVD) form of Θ∗ = U∗Γ∗V∗>, where U∗ ∈ Rm1×r, V∗ ∈ Rm2×r are matrices consist of left and right
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Figure B.1: Simulation Results for Matrix Completion and Matrix Sensing with MCP penalty.
singular vectors, and Γ∗ = diag(γ∗1 , . . . , γ
∗
r ) ∈ Rr×r. Based on U∗,V∗, we define the following two subspaces
of Rm1×m2 :
F(U∗,V∗) := {∆|row(∆) ⊆ V∗ and col(∆) ⊆ U∗},
and
F⊥(U∗,V∗) := {∆|row(∆) ⊥ V∗ and col(∆) ⊥ U∗},
where ∆ ∈ Rm1×m2 is an arbitrary matrix, and row(∆) ⊆ Rm2 , col(∆) ⊆ Rm1 are the row space and column
space of the matrix ∆. respectively. We will use the shorthand notation of F ,F⊥, when (U∗,V∗) are clear
from the context. Define ΠF ,ΠF⊥ as the projection operator onto the subspaces F and F⊥:
ΠF (A) = U∗U∗>AV∗V∗>, (B.3.1)
ΠF⊥(A) =
(
Im1 −U∗U∗>
)
A
(
Im2 −V∗V∗>
)
.
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Thus, for all ∆ ∈ Rm1×m2 , we have its orthogonal complement ∆′′ with respect to the true low-rank matrix
Θ∗ as follows:
∆′′ =
(
Im1 −U∗U∗>
)
∆
(
Im2 −V∗V∗>
)
,
∆′ =∆−∆′′,
(B.3.2)
where ∆′ is the component which has overlapped row and column space with Θ∗. [73] gives detailed
discussion about the concept of decomposibility and a large class of decomposable norms, among which
the decomposability of the nuclear norm and Frobenius norm is relevant to our problem. For low-rank
estimation, we have the equality that ‖Θ∗ + ∆′′‖∗ = ‖Θ∗‖∗ + ‖∆′′‖∗ with ∆′′ defined above.
B.4 Proof of the Main Results
In this section, we provide detailed proof for the main results.
B.4.1 Proof of Theorem 4.2.4
We first define L˜n,λ(·) as follows,
L˜n,λ(Θ) = Ln(Θ) +Qλ(Θ).
Based on the the restrict strongly convexity of Ln, and the curvature parameter of the non-convex penalty,
if κ(X) > ζ−, we have the restrict strongly convexity of L˜n,λ(·), as stated in the following lemma.
Lemma B.4.1. Under Assumption 4.2.1, if it is assumed that Θ1 −Θ2 ∈ C, we have
L˜n,λ(Θ2) ≥ L˜n,λ(Θ1) + 〈∇L˜n,λ(Θ1),Θ2 −Θ1〉+ κ(X)− ζ−
2
‖Θ2 −Θ1‖2F .
Proof. Proof is provided in Section B.6.1.
In the following, we prove that ∆̂ = Θ̂−Θ∗ lies in the cone C, where
C = {∆ ∈ Rm1×m2∣∣‖ΠF⊥(∆)‖∗ ≤ 5‖ΠF (∆)‖∗}.
Lemma B.4.2. Under Assumption 4.2.1, the condition κ(X) > ζ−, and the regularization parameter λ ≥
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2
∥∥X∗()∥∥
2
/n, we have
∥∥ΠF (Θ̂−Θ∗)∥∥∗ ≤ 5∥∥ΠF⊥(Θ̂−Θ∗)∥∥∗.
Proof. Proof is provided in Section B.6.2.
Now we are ready to prove Theorem 4.2.4.
Proof of Theorem 4.2.4. According to Lemma B.4.1, we have
L˜n,λ(Θ̂) ≥ L˜n,λ(Θ∗) + 〈∇L˜n,λ(Θ∗), Θ̂−Θ∗〉+ κ(X)− ζ−
2
‖Θ̂−Θ∗‖2F , (B.4.1)
L˜n,λ(Θ∗) ≥ L˜n,λ(Θ̂) + 〈∇L˜n,λ(Θ̂),Θ∗ − Θ̂〉+ κ(X)− ζ−
2
‖Θ∗ − Θ̂‖2F . (B.4.2)
Meanwhile, since ‖ · ‖∗ is convex, we have
λ‖Θ̂‖∗ ≥ λ‖Θ∗‖∗ + λ〈Θ̂−Θ∗,W∗〉, (B.4.3)
λ‖Θ∗‖∗ ≥ λ‖Θ̂‖∗ + λ〈Θ∗ − Θ̂,W∗〉, (B.4.4)
where W∗ ∈ ‖Θ∗‖∗.
Adding (B.4.1) to (B.4.4), we have
0 ≥ 〈∇L˜n,λ(Θ∗) + λW∗, Θ̂−Θ∗〉+ 〈∇L˜n,λ(Θ̂) + λŴ,Θ∗ − Θ̂〉+ (κ(X)− ζ−)‖Θ̂−Θ∗‖2F .
Since Θ̂ is the solution to the SDP (4.1.2), Θ̂ satisfies the optimality condition (variational inequality), for
any Θ′ ∈ Rm1×m2 , it holds that
max
Θ′
〈∇L˜n,λ(Θ̂) + λŴ, Θ̂−Θ′〉 ≤ 0,
which implies
〈∇L˜n,λ(Θ̂) + λŴ,Θ∗ − Θ̂〉 ≥ 0.
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Hence,
(κ(X)− ζ−)‖Θ̂−Θ∗‖2F ≤
〈∇L˜n,λ(Θ∗) + λW∗,Θ∗ − Θ̂〉
≤
〈
ΠF⊥
(∇L˜n,λ(Θ∗) + λW∗),Θ∗ − Θ̂〉+ 〈ΠF(∇L˜n,λ(Θ∗) + λW∗),Θ∗ − Θ̂〉. (B.4.5)
Recall that γ∗ = γ(Θ∗) is the vector of (ordered) singular values of Θ∗. In the following, we decom-
pose (B.4.5) into three parts with regard to the magnitudes of the singular values of Θ∗.
(1) i ∈ Sc that (γ∗)i = 0;
(2) i ∈ S1 that (γ∗)i ≥ ν;
(3) i ∈ S2 that ν > (γ∗)i > 0.
Note that S1 ∪ S2 = S.
(1) For i ∈ Sc, it correspond to the projector ΠF⊥(·) since γ(ΠF⊥(Θ∗)
)
= (γ∗)Sc = 0.
Based on the regularity condition (iii) in Assumption 4.2.3 that q′λ(0) = 0, we have that ∇Qλ(Θ∗) =
U∗q′λ(Γ
∗)V∗> where Γ∗ ∈ Rr×r is the diagonal matrix with diag(Γ∗) = γ∗, we have
ΠF⊥(∇Qλ(Θ∗)) =
(
Im1 −U∗U∗>
)
U∗q′λ(Γ
∗)V∗>
(
Im2 −V∗V∗>
)
= (U∗ −U∗)q′λ(Γ∗)
(
V∗> −V∗>)
= 0.
Therefore,
ΠF⊥(∇Qλ(Θ∗)) = 0.
Meanwhile, we have
∥∥ΠF⊥(∇Ln(Θ∗))∥∥2 ≤ ∥∥∇Ln(Θ∗)∥∥2 = ‖X∗()‖2n ≤ λ.
For Z∗ = −λ−1ΠF⊥
(∇Ln(Θ∗)), we have W∗ = U∗V∗> + Z∗ ∈ ∂‖Θ∗‖∗ because ‖Z∗‖2 ≤ 1 and Z∗ ∈ F⊥,
which satisfies the condition of W∗ to be subgradient of ‖Θ∗‖∗. With this particular choice of W∗, we have
ΠF⊥
(∇Ln(Θ∗) + λW∗) = ΠF⊥(∇Ln(Θ∗))+ λZ∗ = 0,
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which implies that
〈
ΠF⊥
(∇L˜n,λ(Θ∗) + λW∗),Θ∗ − Θ̂〉 = 〈0,Θ∗ − Θ̂〉 = 0. (B.4.6)
(2) Consider i ∈ S1 that (γ∗)i ≥ ν. Let |S1| = r1. Define a subspace of F associated with S1 as follows
FS1(U∗,V∗) := {∆ ∈ Rm1×m2 |row(∆) ⊂ V∗S1 and col(∆) ⊂ U∗S1},
where U∗S1 and V
∗
S1
is the matrix with the ith row of U∗ and V∗ where i ∈ S1.
Recall that Pλ(Θ∗) = Qλ(Θ∗) + λ‖Θ∗‖∗. We have
∇Pλ(Θ∗) = ∇Qλ(Θ∗) + λ(U∗V∗> + Z∗).
Projecting ∇Pλ(Θ∗) into the subspace FS1 , we have
ΠFS1
(∇Pλ(Θ∗)) = ΠFS1 (∇Qλ(Θ∗) + λU∗V∗> + λZ∗)
= U∗S1q
′
λ(Γ
∗
S1)(V
∗
S1)
> + λU∗S1(V
∗
S1)
>
= U∗S1
(
q′λ(Γ
∗
S1) + λIS1
)
(V∗S1)
>,
where Γ∗S1 ∈ Rr1×r1 and
(
q′λ(Γ
∗
S1
) + λIS1
)
is a diagonal matrix that
(
q′λ(Γ
∗
S1
) + λIS1
)
ii
= 0 for i /∈ S1, and
for all i ∈ S1,
(
q′λ(Γ
∗
S1) + λIS1
)
ii
= q′λ
(
(γ∗)i
)
+ λ = p′λ
(
(γ∗)i
)
= 0,
where the last equality is because pλ(·) satisfies the regularity condition (i) with (γ∗)i ≥ ν for i ∈ S1. Thus,
we have q′λ(DS1) + λIS1 = 0, which indicates that ΠFS1
(∇Pλ(Θ∗)) = 0. Therefore, we have
〈
ΠFS1
(∇L˜n,λ(Θ∗) + λW∗),Θ∗ − Θ̂〉 = 〈ΠFS1 (∇Ln(Θ∗) +∇Pλ(Θ∗)),Θ∗ − Θ̂〉
=
〈
ΠFS1
(∇Ln(Θ∗)),ΠFS1 (Θ∗ − Θ̂)〉
≤ ∥∥ΠFS1 (∇Ln(Θ∗))∥∥2 · ∥∥ΠFS1 (Θ∗ − Θ̂)∥∥∗,
where the last inequality is derived from the Ho¨lder inequality. What remains is to bound
∥∥ΠFS1 (Θ∗−Θ̂)∥∥∗.
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By the properties of projection on to the subspace FS1 , we have
∥∥ΠFS1 (Θ∗ − Θ̂)∥∥∗ ≤ √r1∥∥ΠFS1 (Θ∗ − Θ̂)∥∥F ≤ √r1∥∥Θ∗ − Θ̂∥∥F ,
where the second inequality is due to the fact that rank
(
ΠFS1
(
Θ∗ − Θ̂)) ≤ r1. Therefore, we have
〈
ΠFS1
(∇L˜n,λ(Θ∗) + λW∗),Θ∗ − Θ̂〉 ≤ √r1∥∥ΠFS1 (∇Ln(Θ∗))∥∥2 · ∥∥Θ∗ − Θ̂∥∥F . (B.4.7)
(3) Finally, consider i ∈ S2 that (γ∗)i ≤ ν. Let |S2| = r2. Define a subspace of F associated with S2 as
follows
FS2(U∗,V∗) :=
{
∆ ∈ Rm1×m2 |row(∆) ⊂ V∗S2 and col(∆) ⊂ U∗S2
}
,
where U∗S2 and V
∗
S2
is the matrix with the ith row of U∗ and V∗ where i ∈ S2. It is obvious that for all
∆ ∈ Rm1×m2 , the following decomposition holds
ΠF (∆) = ΠFS1 (∆) + ΠFS2 (∆).
In addition, since U∗, V∗ are unitary matrices, we have
FS1 ⊂ F⊥S2 , and FS2 ⊂ F⊥S1 ,
where F⊥S1 ,F⊥S2 denote the complementary subspace of FS1 and FS2 , respectively. Similar to analysis in (2)
on S1, we have
ΠFS2
(∇Qλ(Θ∗)) = U∗S2q′λ(Γ∗S2)(V∗S2)>,
where q′λ(Γ
∗
S2
) is a diagonal matrix that
(
q′λ(Γ
∗
S2
)
)
ii
= 0 for i /∈ S2, and for all i ∈ S2,
(
q′λ(Γ
∗
S2
)
)
ii
=
q′λ
(
(γ∗)i
) ≤ λ, since (γ∗)i ≤ ν and qλ(·) satisfies the regularity condition (iv). Therefore
∥∥ΠFS2 (∇Qλ(Θ∗))∥∥2 = maxi∈S2 (q′λ(Γ∗S2))ii ≤ λ. (B.4.8)
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Meanwhile, we have
∥∥ΠFS2 (λW∗)∥∥2 ≤ ∥∥ΠF(λU∗V∗>)∥∥2 = λ, (B.4.9)
where the first inequality is due the fact that FS2 ∈ F , and last equality comes from the fact that∥∥U∗V∗>∥∥
2
= 1. Therefore, we have
∥∥ΠFS2 (λW∗)∥∥2 ≤ λ. (B.4.10)
In addition, we have the fact that
∥∥ΠFS2 (∇Ln(Θ∗))∥∥2 ≤ ∥∥∇Ln(Θ∗)∥∥2 ≤ λ., which indicates that
〈
ΠFS2
(∇L˜n,λ(Θ∗) + λW∗),Θ∗ − Θ̂〉 = 〈ΠFS2 (∇Ln(Θ∗) +∇Qλ(Θ∗) + λW∗),Θ∗ − Θ̂〉
=
〈
ΠFS2
(∇Ln(Θ∗)),Θ∗ − Θ̂〉+ 〈ΠFS2 (∇Qλ(Θ∗)),Θ∗ − Θ̂〉+ 〈ΠFS2 (λW∗),Θ∗ − Θ̂〉
≤
[∥∥ΠFS2 (∇Ln(Θ∗))∥∥2 + ∥∥ΠFS2 (∇Qλ(Θ∗))∥∥2 + ∥∥ΠFS2 (λW∗)∥∥2]∥∥ΠFS2 (Θ∗ − Θ̂)∥∥∗,
where the last inequality is due to Ho¨lder’s inequality. Since we have obtained the bound for each term, as
in (B.4.8), (B.4.9), (B.4.10), we have
〈
ΠFS2
(∇L˜n,λ(Θ∗) + λW∗),Θ∗ − Θ̂〉 ≤ 3λ‖ΠFS2 (Θ∗ − Θ̂)‖∗
≤ 3λ√r2‖Θ∗ − Θ̂‖F , (B.4.11)
where the last inequality utilizes the fact that rank(ΠFS2 (Θ
∗ − Θ̂)) ≤ r2.
Adding (B.4.6), (B.4.7), and (B.4.11), we have
(
κ(X)− ζ−
)‖Θ̂−Θ∗‖2F ≤ 〈∇L˜n,λ(Θ∗) + λW∗,Θ∗ − Θ̂〉
≤ √r1
∥∥ΠFS1 (∇Ln(Θ∗))∥∥2 · ∥∥Θ∗ − Θ̂∥∥F + 3λ√r2‖Θ∗ − Θ̂‖F ,
which indicate that
‖Θ̂−Θ∗‖F ≤
√
r1
κ(X)− ζ−
∥∥ΠFS1 (∇Ln(Θ∗))∥∥2 + 3λ√r2κ(X)− ζ− .
This completes the proof.
99
B.4.2 Proof of Theorem 4.2.5
Before presenting the proof of Theorem 4.2.5, we need the following lemma.
Lemma B.4.3 (Deterministic Bound). Suppose Θ∗ ∈ Rm1×m2 has rank r, X(·) satisfies RSC with respect
to C. Then the error bound between the oracle estimator Θ̂O and true Θ∗ satisfies
‖Θ̂O −Θ∗‖F ≤
2
√
r
∥∥ΠF(∇Ln(Θ∗))∥∥2
κ(X)
, (B.4.12)
Proof. Proof is provided in Section B.6.3.
Proof of Theorem 4.2.5. Suppose Ŵ ∈ ∂‖Θ̂‖∗, since Θ̂ is the solution to the SDP (4.1.2), the variational
inequality yields
max
Θ′
〈
Θ̂−Θ′,∇L˜n,λ(Θ̂) + λŴ
〉 ≤ 0. (B.4.13)
In the following, we will show that there exists some ŴO ∈ ∂‖Θ̂O‖∗ such that, for all Θ′ ∈ Rm1×m2 ,
max
Θ′
〈
Θ̂O −Θ′,∇L˜n,λ(Θ̂O) + λŴO
〉 ≤ 0. (B.4.14)
Recall that L˜n,λ(Θ) = Ln(Θ) + Qλ(Θ). By projecting the components of the inner product of the LHS
in (B.4.14) into two complementary spaces F and F⊥, we have the following decomposition
〈
Θ̂O −Θ′,∇L˜n,λ(Θ̂O) + λŴO
〉
=
〈
ΠF (Θ̂O −Θ′),∇L˜n,λ(Θ̂O) + λŴO
〉︸ ︷︷ ︸
I1
+
〈
ΠF⊥(Θ̂O −Θ′),∇L˜n,λ(Θ̂O) + λŴO
〉︸ ︷︷ ︸
I2
.
(B.4.15)
Analysis of Term I1. Let γ
∗ = γ(Θ∗), γ̂O = γ(Θ̂O) be the vector of (ordered) singular values of Θ∗ and
Θ̂O, respectively. By the perturbation bounds for singular values, the Weyl’s inequality [111], we have that
max
i
∣∣(γ∗)i − (γ̂O)i∣∣ ≤ ∥∥Θ∗ − Θ̂O∥∥2 ≤ ∥∥Θ∗ − Θ̂O∥∥F .
Since Lemma B.4.3 provides the Frobenius norm on the estimation error Θ∗ − Θ̂O, we obtain that
max
i
∣∣(γ∗)i − (γ̂O)i∣∣ ≤ 2√r
nκ(X)
‖X∗()‖2.
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If it is assumed that S = supp(σ∗), we have |S| = r. The triangle inequality yields that
min
i∈S
∣∣(γ̂O)i∣∣ = min
i∈S
∣∣(γ̂O)i − (γ∗)i + (γ∗)i∣∣ ≥ −max
i∈S
∣∣(γ̂O − γ∗)i∣∣+ min
i∈S
∣∣(γ∗)i∣∣
≥ − 2
√
r
nκ(X)
‖X∗()‖2 + ν + 2
√
r
nκ(X)
‖X∗()‖2
= ν,
where the inequality on the second line is derived based on the condition that mini∈S
∣∣(γ∗)i∣∣ ≥ ν +
2n−1
√
r‖X∗()‖∗/κ(X). Based on the definition of oracle estimator (4.2.2), Θ̂O ∈ F , which implies rank(Θ̂O) =
r. Therefore, we have
(γ̂O)1 ≥ (γ̂O)2 ≥ . . . ≥ (γ̂O)r ≥ ν > 0 = (γ̂O)r+1 = (γ̂O)m = 0. (B.4.16)
By the definition of Oracle estimator, we have Θ̂O = U
∗Γ̂OV∗>, where Γ̂O is the diagonal matrix with
diag(Γ̂O) = γ̂O. Since Pλ(Θ) = Qλ(Θ) + λ‖Θ‖∗, we have
ΠF
(∇Pλ(Θ̂O)) = ΠF(∇Qλ(Θ̂O) + λ∂‖Θ̂O‖∗)
= ΠF
(
U∗q′λ(Γ̂O)V
∗> + λU∗V∗> + λẐO
)
= U∗
(
q′λ
(
(Γ̂O)S
)
+ λIr
)
V∗>,
(B.4.17)
where ẐO ∈ F⊥, ‖ẐO‖2 ≤ 1, and (Γ̂O)S ∈ Rr×r is a diagonal matrix with diag
(
(Γ̂O)S
)
= (γ̂O)S . The first
equality in (B.4.17) is based on the definition of ∇Qλ(·) and ∂‖ · ‖∗, while the second is to simply project
each component into the subspace F . Since pλ(t) = qλ(t) + λ|t|, we have p′λ(t) = q′λ(t) + λt for all t > 0.
Consider the diagonal matrix q′λ
(
(Γ̂O)S
)
+ λIr, we have the i
th (i ∈ S) element on the diagonal that
(
q′λ
(
(Γ̂O)S
)
+ λIr
)
ii
= q′λ
(
(γ̂O)i
)
+ λ = p′λ
(
(γ̂O)i
)
.
Since pλ(·) satisfies the regularity condition (ii), that p′λ(t) = 0 for all t ≥ ν, we have p′λ
(
(γ̂O)i
)
= 0 for i ∈ S,
in light of the fact that (γ̂O)i ≥ ν > 0. Therefore, the diagonal matrix q′λ
(
(Γ̂O)S
)
+ λIr = 0, substituting
which into (B.4.17) yields
ΠF
(∇Pλ(Θ̂O)) = 0. (B.4.18)
Since Θ̂O is a minimizer of (4.2.2) over F , we have the following optimality condition that for all Θ′ ∈
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Rm1×m2 ,
max
Θ′
〈
ΠF (Θ̂O −Θ′),∇Ln(Θ̂O)
〉 ≤ 0. (B.4.19)
Substitute (B.4.18) and (B.4.19) into item I1, we have for all ŴO ∈ ∂‖Θ̂O‖∗,
max
Θ′
〈
ΠF (Θ̂O −Θ′),∇L˜n,λ(Θ̂O) + λŴO
〉
= max
Θ′
〈
ΠF (Θ̂O −Θ′),∇Ln(Θ̂O)
〉
+ max
Θ′
〈
ΠF (Θ̂O −Θ′),ΠF
(∇Pλ(Θ̂O))〉
≤ 0.
(B.4.20)
Analysis of Term I2. By definition of ∇Qλ(Θ), and the condition that q′λ(·) satisfies the regularity
condition (iii) in Assumption 4.2.3, we have the SVD of ∇Qλ(ΘO) as ∇Qλ(Θ̂O) = U∗q′λ(Γ̂O)V∗>, where
Γ̂O ∈ Rr×r is a diagonal matrix. Projecting ∇Qλ(Θ̂O) into F⊥ yields that
ΠF⊥
(∇Qλ(Θ̂O)) = (Im1 −U∗U∗>)U∗q′λ((Γ̂O))V∗>(Im1 −V∗V∗>)
=
(
U∗ −U∗)q′λ((Γ̂O)Sc)(V∗> −V∗>)
= 0.
Thus,
ΠF⊥
(∇Qλ(Θ̂O)) = 0. (B.4.21)
Therefore,
I2 =
〈
ΠF⊥(−Θ′),ΠF⊥
(∇Ln(Θ̂O) + λŴO)〉.
Moreover, the triangle inequality yields
‖∇Ln(Θ̂O)‖2 ≤ ‖∇Ln(Θ∗)‖2 + ‖∇Ln(Θ∗)−∇Ln(Θ̂O)‖2
≤ ‖∇Ln(Θ∗)‖2 + ‖∇Ln(Θ∗)−∇Ln(Θ̂O)‖F
≤ ‖∇Ln(Θ∗)‖2 + ρ(X)‖Θ∗ − Θ̂O‖F , (B.4.22)
where the second inequality comes from the fact that ‖∇Ln(Θ∗)−∇Ln(Θ̂O)‖2 ≤ ‖∇Ln(Θ∗)−∇Ln(Θ̂O)‖F ,
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while the last inequality is obtained by the restricted strong smoothness (Assumption 4.2.2), which is equi-
valent to
‖∇Ln(Θ)−∇Ln(Θ + ∆̂O)‖F ≤ ρ(X)‖∆̂O‖F ,
over the restricted set C; since ΠF⊥(∆̂O) = 0, it is evident that ∆̂O ∈ C.
Substitute (B.4.12) of Lemma B.4.3 into (B.4.22), we have
∥∥∥ΠF⊥(∇Ln(Θ̂O))∥∥∥
2
≤ ∥∥∇Ln(Θ̂O)∥∥2 ≤ ∥∥∇Ln(Θ∗)∥∥2 + 2√rρ(X)nκ(X) ∥∥X∗()∥∥2 ≤ λ,
where the last inequality follows from the choice of λ.
By setting ẐO = −λ−1ΠF⊥
(∇Ln(Θ̂O)), such that ŴO = U∗V∗> + ẐO ∈ ∂‖Θ̂O‖∗ since ẐO satisfies
the condition ẐO ∈ F⊥, ‖ẐO‖2 ≤ 1, we have
ΠF⊥
(∇Ln(Θ̂O) + λŴO) = 0,
which implies that
I2 =
〈
ΠF⊥(−Θ′),0
〉
= 0. (B.4.23)
Substitute (B.4.20) and (B.4.23) into (B.4.15), we obtain (B.4.14) that
max
Θ′
〈
Θ̂O −Θ′,∇L˜n,λ(Θ̂O) + λŴO
〉 ≤ 0.
Now we are going to prove that Θ̂O = Θ
∗.
Applying Lemma B.4.1, we have
L˜n,λ(Θ̂) ≥ L˜n,λ(Θ̂O) +
〈∇L˜n,λ(Θ̂O), Θ̂− Θ̂O〉+ κ(X)− ζ−
2
‖Θ̂O − Θ̂‖2F , (B.4.24)
L˜n,λ(Θ̂O) ≥ L˜n,λ(Θ̂) +
〈∇L˜n,λ(Θ̂), Θ̂O − Θ̂〉+ κ(X)− ζ−
2
‖Θ̂O − Θ̂‖2F . (B.4.25)
On the other hand, because of the convexity of nuclear norm ‖ · ‖∗, we obtain
λ‖Θ̂‖∗ ≥ λ‖Θ̂O‖∗ + λ〈Θ̂− Θ̂O,ŴO〉, (B.4.26)
λ‖Θ̂O‖∗ ≥ λ‖Θ̂‖∗ + λ〈Θ̂O − Θ̂,Ŵ〉. (B.4.27)
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Add (B.4.24) to (B.4.27), we obtain
0 ≥ 〈∇L˜n,λ(Θ̂) + λŴ, Θ̂O − Θ̂〉︸ ︷︷ ︸
I3
+
〈∇L˜n,λ(Θ̂O) + λŴO, Θ̂− Θ̂O〉︸ ︷︷ ︸
I4
+
(
κ(X)− ζ−
)‖Θ̂O − Θ̂‖2F . (B.4.28)
Analysis of Term I3. By (B.4.13), we have
〈∇L˜n,λ(Θ̂) + λŴ, Θ̂− Θ̂O〉 ≤ max
Θ′
〈∇L˜n,λ(Θ̂) + λŴ, Θ̂−Θ′〉 ≤ 0. (B.4.29)
Therefore I3 ≥ 0.
Analysis of Term I4. By (B.4.14), we have
〈∇L˜n,λ(Θ̂O) + λŴO, Θ̂O − Θ̂〉 ≤ max
Θ′
〈∇L˜n,λ(Θ̂O) + λŴO, Θ̂O −Θ′〉 ≤ 0. (B.4.30)
Therefore I4 ≥ 0. Substituting (B.4.29) and (B.4.30) into (B.4.28) yields that
(
κ(X)− ζ−
)‖Θ̂O − Θ̂‖2F ≤ 0,
which holds if and only if
Θ̂O = Θ̂, (B.4.31)
because κ(X) > ζ−.
By Lemma B.4.3, we obtain the error bound
‖Θ̂−Θ∗‖F = ‖Θ̂O −Θ∗‖F ≤
2
√
r
∥∥ΠF(∇Ln(Θ∗))∥∥2
κ(X)
,
which completes the proof.
B.5 Proof of the Results for Specific Examples
In this section, we provide the detailed proofs for corollaries of specific examples presented in Section 4.2.2.
We will first establish the RSC condition for both examples, followed by proofs of the corollaries and more
results on oracle property respecting two specific examples of matrix completion.
Particularly, the proofs include the following components: (i) establish the RSC condition, obtaining
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κ(X) by which Assumption 4.2.1 holds with high probability; (ii) estimate ‖∇Ln(Θ∗)‖2 for the choice of the
regularity parameter λ; (iii) establish the RSS condition, obtaining ρ(X) by which Assumption 4.2.2 holds
with high probability.
B.5.1 Matrix Completion
As shown in [18] with various examples, it is insufficient to recover the low-rank matrix, since it is infeasible
to recover overly “spiky” matrices which have very few large entries. Some existing work [18] imposes
stringent matrix incoherence conditions to preclude such matrices; these assumptions are relaxed in more
recent work [72, 34] by restricting the spikiness ratio, which is defined as follows:
αsp(Θ) =
√
m1m2‖Θ‖∞
‖Θ‖F .
Assumption B.5.1. These exists a known α∗, such that
‖Θ∗‖∞ = αsp(Θ
∗)‖Θ∗‖F√
m1m2
≤ α∗.
For the example of matrix completion, we have the following matrix concentration inequality, which
follows from Proof of Corollary 1 in [72].
Proposition B.5.2. Let Xi uniformly distributed on X , and {ξk}nk=1 be a finite sequence of independent
Gaussian variables with variance σ2. There exist constants C1, C2 that with probability at least 1 − C2/M ,
we have
∥∥∥ 1
n
n∑
i=1
ξiXi
∥∥∥
2
≤ C1σ
√
M logM
m1m2n
.
Furthermore, the following Lemma plays a key rule in obtaining faster rate for estimator with nonconvex
penalties. Particularly, the following Lemma will provide an upper bound on
∥∥ΠF(∇Ln(Θ∗))∥∥2.
Lemma B.5.3. If ξi is Gaussian noise with variance σ
2. S is a r-dimensional subspace. It holds with
probability at least 1− C2/M ,
∥∥∥ΠS( 1
n
n∑
i=1
ξiXi
)∥∥∥
2
≤ C1σ
√
r logM
m1m2n
,
where C1, C2 are universal constants.
Proof. Proof is provided in Section B.6.4.
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In addition, we have the following Lemma (Theorem 1 in [72]), which plays central role in establishing
the RSC condition.
Lemma B.5.4. There are universal constants, k1, k2, C1, . . . , C5, such that as long as n > C2M logM , if
the following condition is satisfied that
√
m1m2
‖∆‖∞
‖∆‖F
‖∆‖∗
‖∆‖F ≤
√
rn
k1r1
√
logM + k2
√
r2M logM
, (B.5.1)
we have
∣∣∣∥∥Xn(∆)∥∥2√
n
− ‖∆‖F√
m1m2
∣∣∣ ≤ 7
8
‖∆‖F√
m1m2
[
1 +
C1αsp(∆)√
n
]
, (B.5.2)
with probability greater than 1− C3 exp(−C4M logM).
Proof of Corollary 4.2.6. With regard to the example of matrix completion, we consider a partially observed
setting, i.e., only the entries over the subset X . A uniform sampling model is assumed that
∀(i, j) ∈ X , i ∼ uniform([m1]), j ∼ uniform([m2]).
Recall that ∆̂ = Θ̂−Θ∗. In this proof, we consider two cases, depending on if the condition in (B.5.1)
holds or not.
1. The condition in (B.5.1) does not hold.
2. The condition in (B.5.1) does hold.
Case 1. If the condition in (B.5.1) is violated, it implies that
‖∆̂‖2F ≤
√
m1m2‖∆̂‖∞ · ‖∆̂‖∗ k1r1
√
logM + k2
√
r2M logM√
rn
≤ √m1m2(2α∗)
(‖∆̂′‖∗ + ‖∆̂′′‖∗)k1r1√logM + k2√r2M logM√
rn
≤ 12α∗√rm1m2‖∆̂′‖F k1r1
√
logM + k2
√
r2M logM√
rn
,
where ∆̂′ = ΠF (∆̂) and ∆̂′′ = ΠF⊥(∆̂), the second inequality follows from ‖∆̂‖∞ ≤ ‖Θ̂‖∞+‖Θ∗‖∞ ≤ 2α∗,
and the decomposibility of nuclear norm that ‖∆̂‖∗ = ‖∆̂′‖∗ + ‖∆̂′′‖∗; while the third inequality is based
on the cone condition ‖∆̂′‖∗ ≤ 5‖∆̂′′‖∗ and ‖∆̂′‖∗ ≤
√
r‖∆̂′‖F .
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Moreover, since ‖∆̂′‖F ≤ ‖∆̂‖F , we obtain that
1√
m1m2
‖∆̂‖F ≤ 12α∗
(
k1r1
√
logM
n
+ k1
√
r2M logM
n
)
. (B.5.3)
Case 2. The condition in (B.5.1) is satisfied.
As implied by (B.5.2), we have
∥∥Xn(∆)∥∥2√
n
≥ 1
8
‖∆‖F√
m1m2
[
1− C
′
1αsp(∆)√
n
]
,
If C ′1αsp(∆̂)/
√
n > 1/2, we have
‖∆̂‖F ≤ 2C2√m1m2 ‖∆̂‖∞√
n
≤ 4C2α∗
√
m1m2
n
. (B.5.4)
If C ′1αsp(∆̂)/
√
n ≤ 1/2, we have
∥∥Xn(∆̂)∥∥22
n
≥ C
2
6
m1m2
‖∆̂‖2F . (B.5.5)
In order to establish the RSC condition, we need to show that (B.5.5) is equivalent to Assumption 4.2.1.
Ln(Θ∗ + ∆̂)− Ln(Θ∗)−
〈∇Ln(Θ∗), ∆̂〉
=
1
2n
n∑
i=1
(〈Θ∗ + ∆̂,Xi〉 − yi)2 + 1
2n
n∑
i=1
(〈Θ∗,Xi〉 − yi)2 − 1
n
n∑
i=1
(〈Θ∗,Xi〉 − yi)〈Xi, ∆̂〉
=
∥∥Xn(∆̂)∥∥22
n
.
Thus, we have that (B.5.5) establishes the RSC condition, and κ(X) = C26/(m1m2).
After establishing the RSC condition, what remains is to upper bound n−1
∥∥X∗()∥∥
2
and
n−1
∥∥ΠFS1 (X∗())∥∥2. By Proposition B.5.2, we have that with high probability,
1
n
∥∥X∗()∥∥
2
≤ C6σ
√
M logM
m1m2n
; (B.5.6)
By Lemma B.5.3, we have that with high probability,
1
n
∥∥ΠFS1 (X∗())∥∥2 ≤ C7σ
√
r1 logM
m1m2n
. (B.5.7)
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Substituting (B.5.6) and (B.5.7) into Theorem 4.2.4, we have that there exist positive constants C ′1, C
′
2 such
that
1√
m1m2
‖Θ̂−Θ∗‖F ≤ C ′1σr1
√
logM
n
+ C ′2σ
√
r2M logM
n
. (B.5.8)
Putting pieces (B.5.3), (B.5.4), and (B.5.8) together, we have
1√
m1m2
‖Θ̂−Θ∗‖F ≤ max{α∗, σ}
[
C3r1
√
logM
n
+ C4
√
r2M logM
n
]
,
which completes the proof.
Corollary B.5.5. Under the conditions of Theorem 4.2.5, suppose Xi uniformly distributed on X . These
exists positive constants C1, . . . , C4, for any t > 0, if κ(X) = C1/(m1m2) > ζ− and γ∗ satisfies
min
i∈S
∣∣(γ∗)i∣∣ ≥ ν + C2σ√rm1m2√M logM
n
,
where S = supp(σ∗), for estimator in (4.1.2) with regularization parameter
λ ≥ C3(1 +
√
r)σ
√
M logM
nm1m2
,
we have that with high probability, Θ̂ = Θ̂O, which yields that rank(Θ̂) = rank(Θ̂O) = rank(Θ
∗) = r. In
addition, we have
1√
m1m2
‖Θ̂−Θ∗‖F ≤ C4rσ
√
logM
n
. (B.5.9)
Proof of Corollary B.5.5. As shown in the proof of Corollary 4.2.6, we have κ(X) = C1/(m1m2), together
with (B.5.6) and (B.5.7), in order to prove Corollary B.5.5, according to Theorem 4.2.5, what remains is to
obtain ρ(X) in Assumption 4.2.2. It can be shown that Assumption 4.2.2 is equivalent as
ρ(X)
2
‖∆̂‖2F ≥
1
n
‖X(∆̂)‖22.
We consider the following cases depending on if (B.5.1) holds or not.
Case 1. If the condition in (B.5.1) is violated,
1
n
‖X(∆̂)‖2F ≤ ‖∆̂‖2∞ ≤ ‖∆̂‖2F ,
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which implies that ρ(X) = 1.
Case 2. The condition in (B.5.1) is satisfied. As implied by Lemma B.5.4, when n ≥ C25α∗ ≥ C25αsp(∆̂),
we have that with high probability, the following holds:
C6
m1m2
‖∆̂‖2F ≥
1
n
‖X(∆̂)‖22.
Thus, ρ(X) = C6/(m1m2), which completes the proof.
B.5.2 Matrix Sensing With Dependent Sampling
In this subsection, we provide the proof for the results on matrix sensing. In particular, we will first establish
the RSC condition for the application of matrix sensing, followed by the proof on faster convergence rate
and more results on the oracle property.
In order to establish the RSC condition, we need the following lemma (Proposition 1 in [71]).
Lemma B.5.6. Consider the sampling operator of Σ-ensemble, it holds with probability at least
1− 2 exp(−n/32) that
‖X(∆)‖2√
n
≥ 1
4
∥∥√Σvec(∆)∥∥
2
− 12pi(Σ)
(√m1
n
+
√
m2
n
)
‖∆‖∗.
In addition, we need the upper bound of n−1
∥∥X∗()∥∥
2
, as stated in the following Proposition (Lemma 6,
[71]).
Proposition B.5.7. With high probability, there are universal constants C1, C2 and C3 such that
P
[∥∥X∗()∥∥
2
n
≥ C1σpi(Σ)
(√
m1
n
+
√
m2
n
)]
≤ C2 exp
(− C3(m1 +m2)),
where pi(Σ)2 = sup‖u‖2=1,‖v‖2=1 Var(u
>Xv).
Proof of Corollary 4.2.8. To begin with, we need to establish the RSC condition as in Assumption 4.2.1.
According to Lemma B.5.6, we have that
∥∥X(∆̂)‖2√
n
≥
√
λmin(Σ)
4
‖∆̂‖F − 12pi(Σ)
(√m1
n
+
√
m2
n
)
‖∆̂‖∗.
By the decomposibility of nuclear norm, we have that
‖∆̂‖∗ = ‖∆̂′‖∗ + ‖∆̂′′‖∗ ≤ 6‖∆̂′‖∗ = 6
√
r‖∆̂′‖F ≤ 6
√
r‖∆̂‖F , (B.5.10)
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where ∆̂′ = ΠF (∆̂) and ∆̂′′ = ΠF⊥(∆̂).
By substituting (B.5.10) into Proposition B.5.6, we have that
∥∥X(∆̂)‖2√
n
≥
√
λmin(Σ)
4
‖∆̂‖F − 72
√
rpi(Σ)
(√m1
n
+
√
m2
n
)
‖∆̂‖F
=
[√λmin(Σ)
4
− 72√rpi(Σ)
(√m1
n
+
√
m2
n
)]
‖∆̂‖F .
Thus, for n > C1rpi
2(Σ)m1m2/λmin(Σ) where C1 is sufficiently large such that
72
√
rpi(Σ)
(√m1
n
+
√
m2
n
)
≤ λmin(Σ)
8
,
we have
∥∥X(∆̂)‖2√
n
≥
√
λmin(Σ)
8
‖∆̂‖F ,
which implies that
∥∥X(∆̂)‖22
n
≥ λmin(Σ)
64
‖∆̂‖2F .
Therefore, κ(X) = λmin(Σ)/32 such that the following holds,
∥∥X(∆̂)‖22
n
≥ κ(X)
2
‖∆̂‖2F ,
which establishes the RSC condition for matrix sensing.
On the other hand, we have
∥∥ΠFS1 (∇Ln(Θ∗))∥∥2 = ∥∥U∗S1U∗>S1 ∇Ln(Θ∗)V∗S1V∗>S1 ∥∥2 = ∥∥U∗>S1 ∇Ln(Θ∗)V∗S1∥∥2,
where the second inequality follows from the property of left and right singular vectors U∗S1 ,V
∗
S1
.
It is worth noting that U∗>S1 ∇Ln(Θ∗)V∗S1 ∈ Rr1×r1 . By Proposition B.5.7, we have that
∥∥U∗>∇Ln(Θ∗)V∗∥∥2 ≤ 2C0σpi(Σ)
√
M
n
,∥∥U∗>S1 ∇Ln(Θ∗)V∗S1∥∥2 ≤ 2C0σpi(Σ)√r1n ,
(B.5.11)
which hold with probability at lease 1− C1 exp(−C2r1).
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The upper bound is obtained directed from Theorem 4.2.4 and (B.5.11). Thus, we complete the proof.
Corollary B.5.8. Under the condition of Theorem 4.2.5, for some universal constants C1, . . . , C6 if κ(X) =
C1λmin(Σ) > ζ− and γ∗ satisfies
min
i∈S
∣∣(γ∗)i∣∣ ≥ ν + C2σpi(Σ)√r(√m1 +√m2)√
nλmin(Σ)
,
where S = supp(γ∗), for estimator in (4.1.2) with regularization parameter
λ ≥ C3
(
1 +
√
rλmax(Σ)
λmin(Σ)
)
σpi(Σ)
(√
m1
n
+
√
m2
n
)
,
we have that Θ̂ = Θ̂O, which yields that rank(Θ̂) = rank(Θ̂O) = rank(Θ
∗) = r, with probability at least
1− C4 exp(−C5(m1 +m2)
)
. In addition, we have
‖Θ̂−Θ∗‖F ≤ C6rpi(Σ)√
nλmin(Σ)
. (B.5.12)
Proof of Corollary B.5.8. The proof follows from the proof of Corollary 4.2.8 and Theorem 4.2.5. As shown
in the proof of Corollary 4.2.8, we have κ(X) = C1λmin(Σ), together with (B.5.11), in order to prove
Corollary B.5.8, according to Theorem 4.2.5, what remains is to obtain ρ(X) in Assumption 4.2.2, respecting
the example of matrix sensing.
According to Assumption 4.2.2, we have that ρ(X) = λmax(Hn), where Hn is the Hessian matrix of Ln(·).
Based on the definition of Ln(·), we have
Hn = n
−1
n∑
i=1
vec(Xi)vec(Xi)
>.
Thus E[Hn] = Σ. By concentration, we have that when n is sufficiently large, with high probability,
λmax(Hn) ≤ 2λmax(Σ), which is equivalent to ρ(X) ≤ 2λmax(Σ), holding with high probability, where n is
sufficiently large. This completes the proof.
B.6 Proof of Auxiliary Lemmas
In this section, we present the proof of auxiliary lemmas.
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B.6.1 Proof of Lemma B.4.1
Proof. By the restricted strong convexity assumption (Assumption 4.2.1), we have
Ln(Θ2) ≥ Ln(Θ1) + 〈∇Ln(Θ1),Θ2 −Θ1〉+ κ(X)
2
‖Θ2 −Θ1‖2F . (B.6.1)
In the following, we will show the strong smoothness of Qλ(·), based on the regularity condition (ii), which
imposes constraint on the level of nonconvexity of qλ(·). Assume γ1 = γ(Θ1),γ2 = γ(Θ2) are the vectors
of singular values of Θ1,Θ2, respectively, and the singular values in γ1,γ2 are nonincreasing. For Θ1, Θ2,
we have the following singular value decompositions:
Θ1 = U1Γ1V
>
1 ,
Θ2 = U2Γ2V
>
2 ,
where Γ1,Γ2 ∈ Rm×m are diagonal matrix with Γ1 = diag(γ1),Γ2 = diag(γ2). For each pair of singular
values of Θ1,Θ2:
(
(γ1)i, (γ2)i
)
where i = 1, 2, . . . ,m, we have
−ζ−
(
(γ1)i − (γ2)i
)2 ≤ [q′λ((γ1)i)− q′λ((γ2)i)]((γ1)i − (γ2)i),
which is equivalent to
〈(− q′λ(Γ1))− (− q′λ(Γ2)),Γ1 − Γ2〉 ≤ ζ−‖Γ1 − Γ2‖2F ,
which yields
〈(−∇Qλ(Θ1))− (−∇Qλ(Θ2)),Θ1 −Θ2〉 ≤ ζ−‖Θ1 −Θ2‖2F . (B.6.2)
Since (B.6.2) is the definition of strongly smoothness of −Q(·), it can be show to be equivalent to the
following inequality that
Qλ(Θ2) ≥ Qλ(Θ1) + 〈∇Q(Θ1),Θ2 −Θ1)− ζ−
2
‖Θ2 −Θ1‖2F . (B.6.3)
Adding up (B.6.1) and (B.6.3), we complete the proof.
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B.6.2 Proof of Lemma B.4.2
Proof. By Lemma B.4.1, we have that
L˜n,λ(Θ̂) + λ‖Θ̂‖∗ − L˜n,λ(Θ∗)− λ‖Θ∗‖∗ ≥ 〈∇L˜n,λ(Θ∗), Θ̂−Θ∗〉+ λ‖Θ̂‖∗ − λ‖Θ∗‖∗. (B.6.4)
For the first term on the RHS in (B.6.4), we have the following lower bound
〈∇L˜n,λ(Θ∗), Θ̂−Θ∗〉 =
〈∇L˜n,λ(Θ∗),ΠF (Θ̂−Θ∗)〉+ 〈∇L˜n,λ(Θ∗),ΠF⊥(Θ̂−Θ∗)〉
≥ −∥∥ΠF(∇L˜n,λ(Θ∗))∥∥2︸ ︷︷ ︸
I1
∥∥ΠF (Θ̂−Θ∗)∥∥∗
− ∥∥ΠF⊥(∇L˜n,λ(Θ∗))∥∥2︸ ︷︷ ︸
I2
∥∥ΠF⊥(Θ̂−Θ∗)∥∥∗, (B.6.5)
where the last inequality follows from Ho¨lder’s inequality.
Analysis of term I1. It can be shown that ∇Ln(Θ∗) = −X∗()/n. Based on the condition that
λ > 2n−1‖X∗()‖2, we have that
‖∇Ln(Θ∗)‖2 ≤ λ/2. (B.6.6)
Moreover, by condition (iv) in Assumption 4.2.3 and (B.6.6), we obtain that
∥∥ΠF(∇L˜n,λ(Θ∗))∥∥2 = ∥∥ΠF(∇Ln(Θ∗) +Qλ(Θ∗))∥∥2 ≤ 3λ/2.
Analysis of term I2. Since ΠF⊥(Θ∗) = 0, we have that
∥∥ΠF⊥(∇L˜n,λ(Θ∗))∥∥2 = ∥∥ΠF⊥(∇Ln(Θ∗))∥∥2 ≤ λ/2. (B.6.7)
Putting pieces (B.6.6) and (B.6.7) into (B.6.5), we obtain
〈∇L˜n,λ(Θ∗), Θ̂−Θ∗〉 ≥ −3λ/2
∥∥ΠF (Θ̂−Θ∗)∥∥∗ − λ/2∥∥ΠF⊥(Θ̂−Θ∗)∥∥∗. (B.6.8)
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Meanwhile, we have the lower bound on λ‖Θ̂‖∗ − λ‖Θ‖∗ that
λ‖Θ̂‖∗ − λ‖Θ‖∗ = λ
∥∥ΠF (Θ̂)∥∥∗ + λ∥∥ΠF⊥(Θ̂)∥∥∗ − λ‖Θ‖∗
≥ −λ∥∥ΠF (Θ̂−Θ∗)∥∥∗ + λ∥∥ΠF⊥(Θ̂−Θ∗)∥∥∗ (B.6.9)
Adding (B.6.8) and (B.6.9) yields that
〈∇L˜n,λ(Θ∗), Θ̂−Θ∗〉+ λ‖Θ̂‖∗ − λ‖Θ‖∗ = −5λ/2
∥∥ΠF (Θ̂−Θ∗)∥∥∗ + λ/2∥∥ΠF⊥(Θ̂−Θ∗)∥∥∗. (B.6.10)
Due to the fact that Θ̂ is the global minimizer of (4.1.2), provided the condition that κ(X) > ζ−, we have
L˜n,λ(Θ̂) + λ‖Θ̂‖∗ − L˜n,λ(Θ)− λ‖Θ∗‖∗ ≤ 0. (B.6.11)
Substituting (B.6.10) and (B.6.11) into (B.6.4), since λ > 0, we have that
∥∥ΠF⊥(Θ̂−Θ∗)∥∥∗ ≤ 5∥∥ΠF (Θ̂−Θ∗)∥∥∗,
which completes the proof.
B.6.3 Proof of Lemma B.4.3
Proof. ∆̂O = Θ̂O −Θ∗. According to observation model (4.1.1) and definition of X(·), we have
Ln(Θ̂O)− Ln(Θ∗) = 1
2n
n∑
i=1
(
yi − Xi(Θ∗ + ∆̂O)
)2 − 1
2n
n∑
i=1
(
yi − Xi(Θ∗)
)2
=
1
2n
n∑
i=1
(
i − Xi(∆̂O)
)2 − 1
2n
n∑
i=1
2i
=
1
2n
‖X(∆̂O)‖22 −
1
n
〈X∗(), ∆̂O〉,
where X∗() =
∑n
i=1 iXi is the adjoint of the operator X. Because the oracle estimator Θ̂O minimizes Ln(·)
over the subspace F , while Θ∗ ∈ F , we have Ln(Θ̂O)− Ln(Θ∗) ≤ 0, which yields
1
2n
‖X(∆̂O)‖22 ≤
1
n
〈X∗(), ∆̂O〉. (B.6.12)
114
On the other hand, recall that by the RSC condition (Assumption 4.2.1), we have
Ln(Θ + ∆) ≥ Ln(Θ) + 〈∇Ln(Θ),∆〉+ κ(X)/2‖∆‖2F ,
which implies that
1
2n
‖X(∆̂O)‖22 −
1
n
〈X∗(), ∆̂O〉 − 〈∇Ln(Θ∗),∆〉 = 1
2n
‖X(∆̂O)‖22 ≥
κ(X)
2
‖∆̂O‖2F . (B.6.13)
Substituting (B.6.13) into (B.6.12), we have
κ(X)
2
‖∆̂O‖2F ≤
1
2n
‖X(∆̂O)‖22 ≤
1
n
〈X∗(), ∆̂O〉. (B.6.14)
Therefore,
‖∆̂O‖2F ≤
2
〈
ΠF
(
X∗()
)
, ∆̂O
〉
nκ(X)
≤ 2
∥∥ΠF(X∗())∥∥2‖∆̂O‖∗
nκ(X)
,
where the last inequality is due to Ho¨lder inequality. Moreover, since the rank ∆O is r, we have the fact
that ‖∆̂O‖∗ ≤
√
r‖∆̂O‖F , which indicates that
‖∆̂O‖2F ≤
2
√
r
∥∥ΠF(X∗())∥∥2 · ‖∆̂O‖F
nκ(X)
.
Therefore, we have the following deterministic error bound
‖∆̂O‖F ≤
2
√
r
∥∥ΠF(X∗())∥∥2
nκ(X)
=
2
√
r
∥∥ΠF(∇Ln(Θ∗))∥∥2
κ(X)
,
where the last equality results from the fact that ∇Ln(Θ∗) = −X∗()/n.
Thus, we complete the proof.
B.6.4 Proof of Lemma B.5.3
In order to prove Lemma B.5.3, we need the Ahlswede-Winter Matrix Bound. To begin with, we introduce
the definition of ‖ · ‖ψ1 and ‖ · ‖ψ2 , followed by some established results on ‖ · ‖ψ1 and ‖ · ‖ψ2 .
The sub-Gaussian norm of X, denoted by ‖X‖ψ2 , is defined as follows
‖X‖ψ2 = sup
p≥1
p−1/2(E|X|p)1/p.
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It is known that if E[X] = 0, then E[exp(tX)] ≤ exp(Ct2‖X‖2ψ2) for all t ∈ R.
The sub-Exponential norm of X, denoted by ‖X‖ψ1 , is defined as follows
‖X‖ψ1 = sup
p≥1
p−1(E|X|p)1/p.
By [103], we have the following Lemma.
Lemma B.6.1. For Z1 and Z2 being two sub-Gaussian random variables, Z1Z2 is a sub-exponential random
variable with
‖Z1Z2‖ψ1 ≤ C max
{‖Z1‖2ψ2 , ‖Z2‖2ψ2},
where C > 0 is an absolute constant.
Theorem B.6.2 (Ahlswede-Winter Matrix Bound). [72] Let Z1, . . . ,Zn be random matrices of size m1 ×
m2. Let ‖Zi‖ψ1 ≤ K for all i such that ‖Zi‖ψ1 is upper bounded by K. Furthermore, we have δ2i =
max
{∥∥E[Z>i Zi]∥∥2,∥∥E[ZiZ>i ]∥∥2}, and δ2 = ∑ni=1 δ2i . Then we have
P
(∥∥∥∥ n∑
i=1
Zi
∥∥∥∥
2
≥ t
)
≤ m1m2 max
{
exp
(
− t
2
4δ2
)
, exp
(
− t
2K
)}
.
Now we are ready to prove Lemma B.5.3.
Proof of Lemma B.5.3. Since U∗ and V∗ are singular vectors, for S = F(U∗,V∗), we have
1
n
∥∥∥ΠS( n∑
i=1
ξiXi
)∥∥∥
2
=
1
n
∥∥∥U∗U∗>( n∑
i=1
ξiXi
)
V∗V∗>
∥∥∥
2
=
1
n
∥∥∥U∗>( n∑
i=1
ξiXi
)
V∗
∥∥∥
2
.
Recall that Xi = ej(i)e
>
k(i). Let Yi = iXi = iej(i)e
>
k(i). We have ‖Yi‖ψ1 ≤ Cσ2. Let Zi = U∗>YiV∗ ∈
Rr×r. We have
‖Zi‖ψ1 =
∥∥U∗>YiV∗∥∥ψ1 .
Based on the definition of Yi, we have that ‖Zi‖ψ1 < Cσ. By applying Theorem B.6.1, we have
‖Zi‖ψ1 ≤ C ′σ2.
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Thus, K = C ′σ2.
Furthermore, we have
E[ZiZ>i ] = E[U∗>YiV∗V∗>Y>i U∗] = E[2iU∗>ej(i)e>k(i)V
∗V∗>ek(i)e>j(i)U
∗]
= σ2E[U∗>ej(i)e>k(i)V
∗V∗>ek(i)e>j(i)U
∗]
Based on the definition of spectral norm, we have
∥∥U∗>ej(i)e>k(i)V∗V∗>ek(i)e>j(i)U∗∥∥2 = max‖a‖2=1 a>U∗>ej(i)e>k(i)V∗V∗>ek(i)e>j(i)U∗a
= max
‖b‖2=1
b>ej(i)e>k(i)V
∗V∗>ek(i)e>j(i)b,
where the second equality follows by setting b = U∗a ∈ Rm1 . In addition, we have
b>ej(i)e>k(i)V
∗V∗>ek(i)e>j(i)b = bj(i)v
∗
kv
∗>
k bj(i) = b
2
j(i)‖v∗k‖22,
where v∗k is the k-th row of V
∗. Thus
∥∥E[U∗>ej(i)e>k(i)V∗V∗>ek(i)e>j(i)U∗]∥∥2 = ∥∥∥ 1m1m2
m1∑
j=1
m2∑
k=2
U∗>eje>k V
∗V∗>eke>j U
∗
∥∥∥
2
=
1
m1m2
max
‖a‖2=1
a>
m1∑
j=1
m2∑
k=2
U∗>eje>k V
∗V∗>eke>j U
∗a
=
1
m1m2
max
‖b‖2=1
m1∑
j=1
m2∑
k=2
b2j‖v∗k‖22.
Since
∑m1
j=1 b
2
j = 1 and
∑m2
k=1 ‖v∗k‖22 = ‖V∗‖2F = r, we obtain that
∥∥E[U∗>ej(i)e>k(i)V∗V∗>ek(i)e>j(i)U∗]∥∥2 = rm1m2 .
Therefore, we have
∥∥E[ZiZ>i ]∥∥2 = σ2rm1m2 ,
and the same result also applies to
∥∥E[Z>i Zi]∥∥2.
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By applying Theorem B.6.2, we obtain that
P
(∥∥∥∥ n∑
i=1
ξiZi
∥∥∥∥
2
≥ t
)
≤ m1m2 max
{
exp
(
− m1m2t
2
4nσ2r
)
, exp(− t
2σ2
)
}
.
Thus, with probability at least 1− C2M−1, we have
∥∥∥∥ n∑
i=1
ξiZi
∥∥∥∥
2
≤ C1σ
√
nr logM
m1m2
where M = max(m1,m2). It immediately implies that
∥∥∥∥ 1n
n∑
i=1
ξiZi
∥∥∥∥
2
≤ C1σ
√
r logM
m1m2n
, (B.6.15)
which completes the proof.
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