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FLiER: Practical Topology Update Detection Using
Sparse PMUs
C. Ponce D. S. Bindel
Abstract—In this paper, we present a Fingerprint Linear
Estimation Routine (FLiER) to identify topology changes in
power networks using readings from sparsely-deployed phasor
measurement units (PMUs). When a power line, load, or gen-
erator trips in a network, or when a substation is reconfigured,
the event leaves a unique “voltage fingerprint” of bus voltage
changes that we can identify using only the portion of the network
directly observed by the PMUs. The naive brute-force approach
to identify a failed line from such voltage fingerprints, though
simple and accurate, is slow. We derive an approximate algorithm
based on a local linearization and a novel filtering approach that
is faster and only slightly less accurate. We present experimental
results using the IEEE 57-bus, IEEE 118-bus, and Polish 1999-
2000 winter peak networks.
Index Terms—topology changes, phasor measurement units,
voltage fingerprint, approximation, linearization, filtering
I. INTRODUCTION
A. Motivation
Detection of topology changes is an important network
monitoring function, and is a key part of the power grid
state estimation pipeline, either as a pre-processing step or
as an integrated part of a generalized state estimator. If a
topology error processing module fails to detect an error in
the model topology, poor and even dangerous control actions
may result [1], [2], as unexpected topology changes, such as
those due to failed lines, may put stress on the remaining lines
and destabilize the network. Thus, it is important to identify
topology changes quickly in order to take appropriate control
actions.
Substations and transmission lines in transmission networks
have sensors that directly report failures (or switch open/closed
status). However, if a sensor malfunctions, then finding the
topology change is again difficult. This can happen due to
normal equipment malfunctions, or because a cyber-attacker
wishes to mislead network operators. Although failure to
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correctly identify a topology error is less common in a
transmission network, the stakes are higher: state estimation
based on incorrect topology assumptions can lead to incorrect
estimates, causing operators to overlook system instability, and
in the worst case, leading to avoidable blackouts. Thus, it
is important to have more than one way to monitor network
topology.
B. Prior work
State estimation and topology detection have co-evolved
since at least the late 1970s [3]; see [4] for an overview of the
state of the art as of 2000. These industry-standard methods
use low time-resolution SCADA data about power flows and
digital status, together with a reference model, to infer system
voltages and currents as well as the current topology. Since
the turn of the century, researchers have increasingly proposed
PMU-based methods for state estimation, model calibration,
fault detection, and wide area monitoring and control [5],
[6], [7]. Some PMU-based methods yield state estimates [8],
[9], information about oscillations [10], [11], [12], [13], and
indicators of faults or contigencies [14], [15] without SCADA
data and with little or no reference to a system model during
regular operation. These “model-free” methods are attractive
because power system models are often not wholly correct.
Current PMU deployments do not provide complete observ-
ability of most of the power grids, which has lead to a broad
literature on optimally placing what PMUs are available [16],
[17], [18]. And where PMU data is available, it is much
faster than other data sources: within an operating area,
SCADA sensors typically report at most every few seconds;
and the system data exchange (SDX) model of the North
American Electric Reliability Corporation (NERC) provides
inter-area topology information only on an hourly basis [19].
According to the IEEE specification, data from a correctly
functioning PMU also satisfy tight phase and magnitude error
tolerances [20]. Hence, many methods combine PMU data,
SCADA data, and model information for state estimation [21],
[22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32],
[33] and for detection and localization of faults [34], [35],
[36], [37], [38], [14], [39], [15], [40], [41], [42], [43].
Conventional state estimators use loss functions such as
least absolute variation (LAV) or Huber loss [44], [21] for
robustness to inconsistent outlier equations caused by bad data
or by errors in the model topology. The shape of residuals
associated with the outlier equations reflects topology errors,
and a quarter century of work on topology estimators exploits
this [45], [46], [47], [48], [49], [50]. Robust regression is also
used in many hybrid state estimators [21], [22], [25], [31],
2as deployed PMUs sometimes have errors greater than those
nominally allowed by the IEEE standard [?], [?], [?], [?],
whether due to poor GPS synchronization (which may cause
persistent phase errors), deficiencies in the signal processing
algorithms (which may cause oscillations in the PMU output),
or other issues. The methods in this paper use differences
between PMU predictions, so are insensitive to absolute
phase errors; and we filter the signal to reduce sensitivity to
deficiencies in signal processing algorithms and to ambient
oscillations. Nonetheless, we also use robust regression to
defend against other types of sensor errors.
Because PMUs measure current and voltage phasors di-
rectly, PMU-assisted methods can observe topology changes
even in the sparse case when there is not a measurement
directly incident on the affected element. This is the basis for
several methods for line outage detection; the closest to our
work is [34], though other closely related work includes [35],
[36], [37]. Our work extends these prior approaches by using
PMU signals to identify not only line trips, but also load trips,
generator trips, and substation reconfigurations. As with many
SCADA topology estimation techniques, we model possible
substation reconfigurations using a breaker-level model [51],
[52], [53], [44], [54]. In the SCADA literature, one sometimes
uses expanded bus-section models only in regions where a
substation reconfiguration is suspected [55], but we use a fixed
breaker-level model and an extended system with a minimal
set of multipliers corresponding to the edges in trees associated
with each connected set of bus sections [56], [57].
C. Our work
We present here an efficient method to identify topology
changes in networks with a (possibly small) number of PMUs.
We assume that a complete state estimate is obtained shortly
before a topology change, e.g. through conventional SCADA
measurements, and we use discrepancies between this state
estimate and PMU measurements to identify failures. Our
method does not require complete observability from PMU
data; it performs well even when there are few PMUs in
the network, though having more PMUs does improve the
accuracy. Though our approach is similar in spirit to [34],
this paper makes three key novel contributions:
• We treat not only line outages, but also load trips,
generator trips, and substation reconfigurations. This is
not new for standard topology estimators, but to our
knowledge it is new for PMU-based methods.
• We describe a novel subspace-based filtering method to
rule out candidate topology changes at low cost.
• We take advantage of existing state estimation procedures
by linearizing the full AC power flow about a previously
estimated state. This increases accuracy compared to the
DC approximation used in prior work.
II. PROBLEM FORMULATION AND FINGERPRINTS
Let yik = gik + bik denote the elements of the admittance
matrix Y ∈ Cn×n in a bus-branch network model; let Pℓ and
Qℓ denote the real and reactive power injections at bus ℓ; and
let vℓ = |vℓ| exp(θℓ) denote the voltage phasor at bus ℓ. These
quantities are related by the power flow equations
H(v;Y )− s = 0 (1)
where[
Hℓ
Hn+ℓ
]
=
n∑
h=1
|vℓ||vh|
[
gℓh bℓh
−bℓh gℓh
] [
cos(θℓh)
sin(θℓh)
]
, (2)
with θℓh = θℓ − θh and
s =
[
P1 · · · Pn Q1 · · · Qn
]T
. (3)
We note that H is quadratic in v, but linear Y .
In a breaker-level model, we use a similar system in which
variables are associated with bus sections, and H represents
the power flows when all breakers are open. We then write
the power flow equations as
H(v;Y ) + Cλ − s = 0
CT v = b,
(4)
where the constraint equations CT v = b have the form
cTk v = (ei − ej)
T v = vi − vj = bk = 0,
i.e. voltage variable j for a “slave” bus section is constrained
to be the same as voltage variable i for a “master” bus section.
In addition, we include constraints of the form
cTk v = e
T
i v = bk
to assign a voltage magnitude at a PV bus or the phase angle
at a slack bus. We could trivially eliminate these constraints,
but keep them explicit for notational convenience.
Our goal is to use the power flow equations to diagnose
topology changes such as single line failures, substation re-
configurations, or load or generator trips. We assume the
network remains stable and the state shifts from one quasi-
steady state to another. In practice, of course, there may be
oscillations, whether due to ringdown after a topology change
or ambient forcing; hence we recommend applying a low-pass
filter to extract the mean behavior at each quasi-steady state.
Under a topology update, the voltage vector shifts from v
to vˆ = v + ∆v. We assume m voltage phasor components,
indicated by the rows of E ∈ {0, 1}m×n, are directly observed
by PMUs, with appropriate filtering. Assuming the loads and
generation vary slowly, modulo high-frequency fluctuations
removed by the low-pass filter, we can predict what E∆v
should be for each possible contingency. That is, we can
match the observed voltage changes E∆v to a list of voltage
fingerprints to identify simple topology changes. We note that
the same approach used to produce fingerprints for load and
generator trips can also be used to identify significant changes
in load or generation at a single source.
Multiple contingencies can have the same or practically
indistinguishable fingerprints. For example, one of two parallel
lines with equal admittance may fail, or two lines that are
distant from all PMUs but near each other may yield similar
fingerprints. But even when a contingency is not identifiable,
our method still produces valuable information. When multiple
lines have the same effect on the network, our technique can
be used to identify a small set of potential lines or breakers
to inspect more closely.
3III. APPROXIMATE FINGERPRINTS
To compute the exact fingerprint for a contingency, we
require a nonlinear power flow solve. In a large network
with many possible contingencies, this computation becomes
expensive. We approximate the changing voltage in each
contingency by linearizing the AC power flow equations about
the pre-contingency state. As in methods based on the DC
approximation, we use the structure of changes to the lin-
earized system to compute voltage change fingerprints for each
contingency with a few linear solves. By using information
about the current state, we observe better diagnostic accuracy
with our AC linearization than with the DC approximation.
We consider three different types of contingencies: bus
merging or bus splitting due to substation reconfiguration, and
line failure. In each case, we assume the pre-contingency state
is x = (v, λ) satisfying (4). We denote the post-contingency
state by primed variables x′ = (v′, λ′); we assume in general
that the power injections s are the same before and after the
contingency. The exact shift in state is ∆x′ = x′ − x, and
our approximate fingerprints are based from the approximation
δx′ ≈ ∆x to the shift in state. The computation of δx′ for each
contingency involves the pre-contingency Jacobian matrix
A =
[
∂H
∂v
(v;Y ) C
CT 0
]
.
We assume a factorization of A is available, perhaps from a
prior state estimate.
A. Bus Merging Fingerprints
In the case of two bus sections becoming electrically tied
due to a breaker closing, we augment C by two additional
constraints C′ to tie together the voltage magnitudes and phase
angles of the previously-separate bus sections. That is, the
post-contingency state satisfies the augmented system
H(v′;Y ) + Cλ′ + C′γ − s = 0
CT v′ = b
C′T v′ = 0.
(5)
We linearize (5) about the original state x (with γ = 0);
because the first two equations are satisfied at this state, we
have the approximate system[
A U
UT 0
] [
δx′
γ
]
= −
[
0
C′T v
]
, U =
[
C′
0
]
(6)
We then solve the system by block elimination to obtain
γ = (UTA−1U)−1(C′T v) (7)
δx′ = −A−1Uγ (8)
The formulas (7)–(8) only require two significant linear solves
(to evaluate A−1U ), some dot products, and a 2× 2 solve.
B. Bus Splitting Fingerprints
When a bus splits after a breaker opens, the post-
contingency state satisfies the augmented system
H(v′;Y ) + Cλ′ − s = 0
CT v′ + Fγ = b
FTλ′ = 0.
(9)
The slack variables γ let the voltage phasor for a “breakaway”
group of previously-slaved sections differ from a phasor at the
former master section. The two columns of F ∈ {0, 1}n×2
indicate rows of CT that constrain the breakaway voltage
magnitudes and the phase angles, respectively. The third
equation says no power flows across the open breaker.
We linearize (9) about the original state x (with γ = 0);
because the first two equations are satisfied at this state, we
have the approximate system
[
A U
UT 0
] [
δx′
γ
]
= −
[
0
FTλ
]
, U =
[
0
F
]
. (10)
The bordered systems (10) has the same form as (6); and, as
before, block Gaussian elimination requires only two solves
with A, some dot products, and a 2× 2 system solve.
C. Load/Generator Trip Fingerprints
When a load or generator trips offline, that bus becomes
a zero-injection PQ nodes. In the case of a PQ load tripping
offline, the network itself does not change, so we do not need
to augment the matrix A as is done in Equations (6) and
(10), but we compute the approximate fingerprint with just
A. Rather, it is the power injection vector s that changes.
In the case of a generator at a PV bus tripping offline,
we need to convert that bus into a PQ bus with zero power
injection. We write the augmented system
H(v′;Y ) + Cλ′ − s′ = 0
CT v′ + fγ = b
fTλ′ = 0.
(11)
The slack variable γ lets the voltage magnitude of the bus
of interest shift. The vector f is an indicator vector such that
the third equation constrains the reactive power injection slack
variable to zero. Note that s has also been changed to s′ to
represent the real power injection shifting to zero.
The resulting system is[
A u
uT 0
] [
δx′
γ
]
= −
[
0
fTλ
]
, u =
[
0
f
]
. (12)
The bordered system (12) has the same form as (10) and (6).
In this case, only one solve with A is required.
D. Line Failure Fingerprints
In principle, line failures can be handled in the same way as
substation reconfigurations that lead to bus splitting: explicitly
represent two nodes on a line that are normally connected
(physically corresponding to two sides of a breaker) with
a multiplier that forces them to be equal, and compute the
fingerprint by an extended system that negates the effect of
that multiplier. In practice, we may prefer to avoid the extra
variables in this model. The following formulation requires
no explicit extra variables in the base model, and can be used
with either a breaker-level model or a bus-branch model with
no breakers (i.e. C an empty matrix).
4For line failures, the admittance changes to Y ′ = Y +∆Y ′
where ∆Y ′ is a rank-one update. The post-contingency state
satisfies the system
H(v′;Y ′) + Cλ′ − s = 0
CT v′ = b,
and linearization about x gives[
∂H
∂v
(v;Y ′) C
CT 0
] [
δv′
δλ′
]
= −
[
H(v; ∆Y ′)
0
]
(13)
where H(v; ∆Y ′) = H(v;Y ′) − H(v;Y ). As we show
momentarily,
∂H
∂v
(v;Y ′)−
∂H
∂v
(v;Y ) =
∂H
∂v
(v; ∆Y ′) = U0(V 0)T .
where U0 and V 0 each have three columns. That is, the matrix
in the system (13) is a rank-three update to A. We can solve
such a system by the Sherman-Morrison-Woodbury update
formula, also widely known as the Inverse Matrix Modification
Lemma [58], [59]. We use the equivalent extended system[
A U
V T −I
] [
δx′
γ
]
= −
[
r
0
]
, (14)
where
U =
[
U0
0
]
, V =
[
V 0
0
]
, r =
[
H(v; ∆Y ′)
0
]
.
We again solve by block elimination:
γ = (I + V TA−1U)−1(V T r) (15)
δx′ = −A−1(r + Uγ). (16)
The work to evaluate (15)–(16) is three linear solves (for
A−1U ), some dot products, and a small 3× 3 solve. We will
show momentarily how to avoid the solve involving r.
We now show that the Jacobian matrix changes by a rank-3
update. For a failed line between nodes i and k, the vector
H(v,∆Y ′) has only four nonzero entries:
Pˇi ≡ Hi = Pˇik + g
′
ii|vi|
2
Qˇi ≡ Hi+n = Qˇik − b
′
ii|vi|
2
Pˇk ≡ Hk = Pˇki + g
′
kk|vk|
2
Qˇk ≡ Hk+n = Qˇki − b
′
kk|vk|
2,
where [
Pˇik
Qˇik
]
≡ |vi||vk|
[
g′ik b
′
ik
−b′ik g
′
ik
] [
cos(θik)
sin(θik)
]
,
and Pˇki, Qˇki are defined similarly. Let
Dik ≡
∂(Pˇi, Pˇk, Qˇi, Qˇk)
∂(θi, θk, |v|i, |v|k)
∈ R4×4;
by the chain rule, we can write Dik = UikV Tik where
Uik ≡
∂(Pˇi, Pˇk, Qˇi, Qˇk)
∂(θik, log |v|i, log |v|k)
∈ R4×3
V Tik ≡
∂(θik, log |v|i, log |v|k)
∂(θi, θk, |v|i, |v|k)
∈ R3×4.
More concretely, we have
Uik =

−Qˇi − b
′
ii|vi|
2 Pˇi + g
′
ii|vi|
2 Pˇi − g
′
ii|vi|
2
Qˇk + b
′
kk|vk|
2 Pˇk − g
′
kk|vk|
2 Pˇk + g
′
kk|vk|
2
Pˇi − g
′
ii|vi|
2 Qˇi − b
′
ii|vi|
2 Qˇi + b
′
ii|vi|
2
−Pˇk + g
′
kk|vk|
2 Qˇk + b
′
kk|vk|
2 Qˇk − b
′
kk|vk|
2


V Tik =

1 −1 0 00 0 |vi|−1 0
0 0 0 |vk|
−1

 .
Because H(v,∆Y ′) does not depend on any voltage phasors
other than those at nodes i and j, we may write
∂H(v; ∆Y ′)
∂v
= EikDikE
T
ik = U
0(V 0)T (17)
where
Eik =
[
ei ek
ei ek
]
∈ R2n×4. (18)
and
U0 = EikUik, V
0 = EikVik. (19)
Moreover, we note that
H(v,∆Y ′) = Eik


Pˇi
Pˇk
Qˇi
Qˇk

 = U0z, z =

 01/2
1/2

 ,
so that we may rewrite (16) as
δx′ = −A−1U(z + γ). (20)
IV. FILTERING
In Section III we discussed how to approximate voltage
shifts δv′ associated with several types of contingencies. This
approach to predicting voltage changes costs less than a
nonlinear power flow solve, but may still be costly for a large
network with many contingencies to check. In the current
section we show how to rule out contingencies without any
solves by computing a cheap lower bound on the discrepancy
between the observed voltage changes and the predicted volt-
age changes under the contingencies.
For each contingency, we define the fingerprint score
t = ‖E∆v − Eδv′‖ (21)
where ∆v is the observed voltage shift and δv′ is the voltage
shift predicted for the contingency. For the contingencies we
have described, Eδv′ has the form
Eδv′ = E¯A−1Uγ (22)
where E¯ =
[
E 0
]
simply ignores the multiplier variables λ,
and γ is some short vector of slack variables. The expression
E¯A−1 does not depend on the contingency, and can be pre-
computed at the cost of m linear solves (one per observed
phasor component). After this computation, the main cost in
evaluating (22) is the computation of γ, which involves a
contingency-dependent linear system with A as an interme-
diate step. However, we do not need γ for the filter score
τ = min
µ
‖E∆v − E¯A−1Uµ‖ ≤ t. (23)
5Algorithm 1 FLiER
Compute and store E¯A−1.
For each contingency i, compute τi via (23).
Order the contingencies in ascending order by τ .
for ℓ = 2, 3, . . . do
Compute fingerprint score tℓ
Break if tℓ < τℓ+1
end for
Return contingencies with computed tℓ
In the Euclidean norm, τ is simply the size of the residual in
a least squares fit of E∆v to the columns of E¯A−1U , which
can be computed quickly due to the sparsity of U . If U is the
augmentation matrix associated with contingency i, we refer
to E¯A−1U as its filtering subspace.
Filter score computations are cheap; and if the filter score
τi for contingency i exceeds the fingerprint score tk for
contingency k, then we know
tk < τi ≤ ti,
without ever computing ti. Exploiting this fact leads to the
FLiER method (Algorithm 1)1.
We note that PQ load trips require no filtering, as they
involve no change to the system matrix.
Filter score computations are embarrassingly parallel and
can be spread across processors. Nonetheless, for huge net-
works with many PMUs and many contingencies, the filter
computations might be deemed too expensive for very rapid
diagnosis (e.g. in less than a second). However, the concept
of a filter subspace can be adapted to these cases. First, one
can define a coarse filtering subspaces that is the sum of the
filtering subspaces for a set of contingencies. For example,
one might define a coarse filtering subspace associated with
all possible breaker reconfigurations inside a substation. The
coarse subspace filter score provides a lower bound on the
filter scores (and hence the fingerprint scores) for all contin-
gencies in the set. Hence, it may not even be necessary to
compute individual filter scores for all contingencies consid-
ered. Second, one can work with a projected filtering sub-
space WT (EA−1U) where W is a matrix with orthonormal
columns. The distance from a projected measurement vector
to the projected filtering subspace again gives a lower bound
on the full filter score. In addition to reducing the cost of filter
score computations, projections can also be used to eliminate
faulty or missing PMU measurements from consideration.
V. EXPERIMENTS
Our standard experimental setup is as follows. For each
possible topology change, we compute and pass to FLiER
both the full pre-contingency state and the subset of the post-
contingency state that would be observed by the PMUs. We
test both with no noise and with independent random Gaussian
noise with standard deviation 1.7 · 10−3 (≈ 0.1 degrees for
phase angles) added to both the initial state estimate and the
1Example Python code of this algorithm can be found at
https://github.com/cponce512/FLiER Test Suite
PMUs Single Sparse All
FLiER 55(73) 68(77) 78(78)
FLiER+noise 40(65) 66(78) 78(78)
DC Approx 17(40) 52(74) 72(77)
DC Approx+noise 5(22) 49(64) 66(68)
TABLE I
IEEE 57-BUS NETWORK ACCURACY COMPARISON FOR 78 LINE FAILURE
CONTINGENCIES. WE REPORT COUNTS OF LINE FAILURES CORRECTLY
IDENTIFIED AND THOSE SCORED IN THE TOP THREE (IN PARENTHESES).
PMU readings. In [34], 0.1 degrees of Gaussian random noise
was applied to phase angles, then smoothed by passing a
simulated time-domain signal through a low pass filter; we
apply the noise without filtering, so the effect is more drastic.
One of the possibilities FLiER checks is that there has been
no change; in this case, we use the norm of the fingerprint as
both the fingerprint score and the filter score. By including this
possibility among those checked, FLiER acts simultaneously
as a method for topology change detection and identification.
We run tests on the IEEE 57 bus and 118 bus networks,
with three different PMU arrangements on each:
• Single: Only one PMU is placed in the network, at a low-
degree node (bus 35 in the 57-bus network and 65 in the
118-bus network, providing a total of 3 and 5 bus voltage
readings, respectively). This represents a near-worst-case
deployment for our method.
• Sparse: A few PMUs are placed about the network (on
buses 4, 13, and 34 in the 57-bus network and on buses 5,
17, 37, 66, 80, and 100 in the 118-bus network, providing
a total of 15 and 40 bus voltage readings, respectively).
We consider this a realistic scenario in which sparsely-
deployed PMUs do not offer full network observability.
• All: PMUs are placed on all buses. Any error is due
purely to the linear approximation.
We did not test changes that cause convergence failure in our
power flow solver. We assume such contingencies result in
collapse without some control action.
A. Accuracy
1) Line Failures: Figure 1 shows the accuracy of FLiER in
identifying line failures in the IEEE 57-bus test network. For
each PMU deployment, we show the cumulative distribution
function of ranks, i.e. the ranks of each simulated contingency
in the ordered list produced by FLiER. We show further results
in Table I. With PMUs everywhere, the correct answer was
chosen in all 78 of 78 cases, even in the presence of noise. The
case with three PMUs is also quite robust to noise. In the test
with a single unfavorably-placed PMU, FLiER typically ranks
the correct line among the top three in the absence of noise;
with noise, the accuracy degrades, though not completely.
In Figure 2, we repeat the experiment of Figure 1, but
with the DC approximation used in [34] rather than the AC
linearization used in FLiER. We also present comparisons
in Table I. With PMUs everywhere, there is little difference
in accuracy. With fewer PMUs, FLiER is more accurate. In
the sparse case, the DC approximation without noise behaves
similarly to FLiER with noise, while in the single PMU
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Fig. 1. Cumulative distribution function showing the fraction of line failures
where FLiER assigned the correct line at most a given rank (up to 10). Top:
Noise-free case. Bottom: Entries with Gaussian noise with σ = 0.0017.
“Single BF” is the result from using a brute-force approach with a single
PMU and represents the signal-to-noise ratio in that PMU’s information.
deployment the DC results without noise are much worse than
those from FLiER even with noise.
Figure 3 shows the raw scores computed by FLiER with
three PMUs. In this plot, each column represents the fin-
gerprint scores computed for one line failure scenario. The
black crosses represent the scores of lines that get past the
filter, while the green circles and yellow triangles represent the
scores for the correct answer. If there is a green circle, then
our algorithm correctly identified the actual line that failed. If
there is a yellow triangle, the correct line was not chosen but
was among the top three lines selected by the algorithm.
In Figure 4, we show one case that FLiER misidentifies.
PMUs are deployed on buses marked with blue squares, and
lines are colored and thickened according to the FLiER score.
The best-scoring line is adjacent to the line that failed.
2) Substation Reconfigurations: Next, we show the accu-
racy of FLiER as it applies to substation reconfigurations. For
these tests, we suppose that every bus in the IEEE 57-bus
test network is a ring substation with each bus section on the
ring possessing either load, generation, or a branch. We then
suppose a substation splits when two of its circuit breakers
open. We do not consider cases that isolate a node with a
nonzero power injection. Line failures are a subset of this
scenario: if the breakers on either side of a section with a
branch open, that section becomes a zero-injection leaf bus,
which disappears in the quasi-static setting.
Figure 5 shows the accuracy of FLiER on substation re-
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Fig. 2. CDF of line failures where the DC approximation of [34] assigned
the correct line at most a given rank (up to 10). Top: Noise-free case. Bottom:
Entries with Gaussian noise with σ = 0.0017. “Single BF” is the result from
using a brute-force approach with a single PMU and represents the signal-to-
noise ratio in that PMU’s information.
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Fig. 3. Test of our algorithm on the IEEE 57-bus network with the
sparse PMU deployment. Each column represents one test. Black crosses are
fingerprint scores for incorrect lines. Green dots and yellow triangles indicate
the scores of the correct line in the case of correct diagnosis or diagnosis in
the top three, respectively.
configurations with and without noise. With three PMUs and
no noise, FLiER is right in 164 of 193 possibilities, and
ranks the correct answer among the top three scores in 160
cases. With PMUs everywhere, FLiER is right 181 times, but
gets the answer in the top three every single time. With few
PMUs, FLiER is more susceptible to noise when diagnosing
substation reconfigurations. This is expected, as there are
significantly more possibilities to choose from in this case.
Also, FLiER sometimes filters out the correct answer in the
presence of noise. One possible remedy for this would be to be
72426
27
28
Fig. 4. Line (24, 26) is the line removed in this test. Lines are colored and
thickened according to
√
t
−1
ik
. Line (26, 27) was chosen by the algorithm.
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Fig. 5. Rank CDF for substation reconfigurations without noise (top) and with
noise (bottom). “Single BF” is the result from using a brute-force approach
with a single PMU and represents the signal-to-noise ratio in that PMU’s
information.
more lenient with filtering, only throwing a possibility away
if τℓ is greater than the kth smallest tℓ, for example.
Finally, we demonstrate the effectiveness of using FLiER
for substation reconfigurations on a large-scale network by
running FLiER on the 400, 220, and 100 kV subset of
the Polish network during peak conditions of the 1999-2000
winter, taken from [60]. This is a larger network with 2,383
buses. We placed 100 PMUs randomly around the network,
and tested every substation reconfiguration contingency. We
summarize the results in Table II. We could likely further
improve the accuracy with a thoughtful deployment of PMUs.
3) Including Load and Generator Trips: Here we include
load and generator trips in our results. In Figure 6, we show
Contingency Substation
of contingency
Correct % 75.2 85.4
Top 3 % 95.4 96.5
TABLE II
ACCURACY OF FLIER WITH 100 RANDOMLY-PLACED PMUS ON THE
POLISH NETWORK. RESULTS ARE OUT OF 6283 TESTS.
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Fig. 6. Rank CDF for generator trips without noise (top) and with noise
(bottom).
the results of testing for generator trips, in Figure 7, we show
the results of testing for load trips, and in Figure 8, we show
the results of including load and generator trips in the set of
contingencies to test and check for along with substation splits.
All tests use the IEEE 57-bus network.
In the noisy case for Figure ??, we allow some extra slack
in the filtering procedure. In particular, rather than checking if
tk < τi, we check if tk < τi − σ, where σ is the standard
deviation of the included noise. We did this because the
filtering method sometimes filtered out the correct answer for
load trips. In a real-world setting one would need to choose
that slack value intelligently, but this test shows that slightly
less-stringent filtering can improve the method in some cases.
4) PMU Placement: Here we demonstrate the robustness of
FLiER to PMU placement. We tested this by sampling three
busses from the IEEE 57-bus network uniformly at random,
running FLiER for the substation reconfiguration case (as in
Figure 5) and recording the fraction of contingencies FLiER
identified correctly, and the fraction of contingencies with the
solution ranked in the top 3. We performed this test 200 times.
We show cumulative distribution functions for the fraction
correct and fraction in the top 3 in Figure 9.
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Fig. 7. Rank CDF for load trips without noise (top) and with noise (bottom).
In the noisy case, we allow a filtering slack equal to one noise standard
deviation, as otherwise the filter is too stringent. “Single BF” is the result from
using a brute-force approach with a single PMU and represents the signal-
to-noise ratio in that PMU’s information. We do not include zero-injection
busses in this test.
This figure shows that FLiER tends to be quite robust
to PMU placement. In fact, the median fraction correct and
median fraction in top 3 are only slightly below those for the
noiseless test in Figure 5, where we attempted to place the
three PMUs favorably. Furthermore, the standard deviation for
fraction correct is only 3.65%, while the standard deviation for
fraction in top 3 is 2.67%.
5) Robustness to Bad Data: Here we demonstrate how one
can easily modify FLiER for enhanced robustness to bad data
and heavy-tailed noise. In Equations (21) and (23), we use the
L2 loss function to measure the distance between an estimated
fingerprint or subspace and the actual fingerprint. The L2 loss
function, while simple and useful, is sensitive to outliers. A
single large error component drastically increases the t or τ
value, even if all other components have very small error. The
result is using the L2 loss can make FLiER sensitive to bad
data and heavy-tailed noise.
An alternative is to use a loss function that is robust to large
outliers. One popular such loss function is the Huber loss [44]:
‖e‖2H =
m∑
i=1
Lδ(ei) (24)
Lδ(ei) =
{
1
2
e2i |ei| ≤ δ
δ
(
|ei| −
1
2
δ
)
otherwise (25)
This function behaves like the L2 loss for error components
near zero, but for error components larger than δ, the loss
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Fig. 8. Rank CDF for substation reconfigurations and load/generator trips
without noise (top) and with noise (bottom). “Single BF” is the result from
using a brute-force approach with a single PMU and represents the signal-to-
noise ratio in that PMU’s information.
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Fig. 9. CDF for fraction of substation reconfiguration contingencies that
FLiER gets correct (blue) and in the top 3 (green) with random uniform
placement of three PMUs. Noise is not included in this test.
grows linearly rather than quadratically. The result is a loss
function that is robust to outliers in data.
In Figures 10 and 11 we show the usefulness of the Huber
loss in certain cases. In Figure 10, we run FLiER on the line
failures test (as in the noisy case of Figure 1), but with the
PMU reading from bus 4 given a large post-event bias, always
returning an after-event angle reading that is 5 degrees too
large. As shown in the figure, this single bad reading can
cause major problems with FLiER accuracy using L2 loss.
With Huber loss, however, that bad data is almost completely
ignored, resulting in accuracy essentially identical to that of
the noisy case in Figure 1.
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Fig. 10. CDF for line failures with a single PMU reading that systematically
gives angle readings that are too large by 5 degrees, along with Gaussian
random noise with standard deviation 0.0017. PMUs are at locations 4, 13,
and 34. Huber scale parameter δ = 1.365 · 0.0017
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Fig. 11. CDF for substation reconfigurations with Cauchy noise with a scale
parameter of 0.001.
In Figure 11, we show the utility of the Huber loss in
the presence of heavy-tailed noise. Here we test substation
reconfigurations with noise given by a Cauchy distribution
with scale parameter 0.001. As shown in the figure, the use
of the Huber loss significantly improves FLiER’s performance
under this type of noise.
It is unclear if either of these situations are likely to arise
in practice. In the former case (with a bad PMU), it is likely
that this bad data stream would be identified in an earlier state
estimation stage and already removed from the fingerprint. In
the latter case, the IEEE specification [20] requires that the
PMU noise profile not have heavy tails, so systematic heavy-
tailed noise is unlikely.
B. Filter Effectiveness and Speed
The cost of FLiER depends strongly on the effectiveness
of the filtering procedure. In Figure 12, we show how often
the filter saves us from computing fingerprint scores in ex-
periments on the IEEE 57-bus and 118-bus networks when
checking for line failures. For each PMU deployment, we
show the cumulative distribution function of the fraction of
lines for which fingerprint scores need not be computed for
each line failure. The filter performs well even for the sparse
PMU deployments; we show a typical case in Figure 13.
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Fig. 12. Cumulative distribution function of fraction of lines for which
tik need not be computed when a line in the IEEE 57-bus (top) or 118-bus
(bottom) network fails uniformly at random.
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Fig. 13. Example of effective filtering in Algorithm 1. Each column
represents a line checked. Blue dots are the lower bounds τik , while red
squares are true scores tik . Columns are sorted by τik . In this case, tik only
needs to be computed for eight lines.
Finally, we demonstrate the importance of the filter by
running FLiER on the large Polish network [60] with 100
randomly placed PMUs. Table III shows FLiER run times with
and without the filter on ten randomly selected branches. The
code is unoptimized Python, so these timings do not indicate of
how fast FLiER would run in a performance setting. However,
they give a sense of the speedup one expects from filtering.
Note also that FLiER correctly identified the failed branch
in 9 of 10 cases. In the one case in which it failed, on branch
(2346, 2341), tℓ for the correct answer was 6.25 · 10−5; this
suggests the failure had a negligible impact on the network.
We also performed this timing test for a randomly selected
10
Line FLiER (s) Solution # t’s FLiER n.f. (s)
rank computed
(1502, 917) 0.27 1 2 14.14
(1502, 1482) 0.27 1 2 15.30
(557, 556) 0.27 1 4 14.75
(2346, 2341) 2.95 14 502 14.40
(909, 1155) 0.26 1 2 14.32
(644, 629) 0.29 1 7 14.59
(591, 737) 0.29 1 6 17.27
(559, 542) 0.32 1 13 16.59
(378, 336) 0.28 1 6 16.16
(101, 94) 0.26 1 2 15.29
TABLE III
FLIER RUN TIMES FOR TEN LINE FAILURES WITH AND WITHOUT
FILTERING. ABOUT 3000 CONTINGENCIES ARE CONSIDERED.
Bus / FLiER (s) Sol. rank / # t’s FLiER n.f. (s)
Split nodes Sol. bus rank computed
86/1,2,3 4.54 1/1 2 823.0
176/1,2 4.70 3/3 4 836.9
539/7 8.11 1/1 38 829.8
702/4,5 4.66 1/1 4 820.1
754/2,3,4,5 4.97 1/1 7 829.8
994/2,3,4,5 4.86 1/1 6 835.8
1131/2 5.22 1/1 9 850.3
1513/4,5,6 6.65 4/1 23 862.3
1663/1,2,3,4 7.83 1/1 35 928.1
2164/5 4.56 1/1 3 875.3
TABLE IV
FLIER RUN TIMES FOR TEN SUBSTATION RECONFIGURATIONS WITH AND
WITHOUT FILTERING. NEARLY 7000 CONTINGENCIES ARE CONSIDERED.
set of substation reconfigurations, shown in Table IV. Again,
the results give a sense of the speedup one expects from
filtering in the substation reconfiguration case.
VI. CONCLUSION AND FUTURE WORK
We have presented FLiER, a new algorithm to identify
topology changes involving load and generator trips, line
outages, and substation reconfigurations using a sparse deploy-
ment of PMUs. Our method uses a linearization of the power
flow equations together with a novel subspace-based filtering
approach to provide fast diagnosis. Unlike prior approaches
based on DC approximation, our approach takes advantage of
a state estimate obtained shortly before the topology changes,
assuming that the network specifications remain unchanged or
change in a known way as a result of the failure.
Several extensions remain open for future work. We hope
to model noise sensitivity of our computations, so that we can
provide approximate confidence intervals for fingerprint and
filter scores; we also believe it possible to diagnose when the
linear approximation will lead to incorrect diagnosis, and do
more computation to deal just with those cases. In addition,
we plan to extend our approach to other events, such as
single-phase line failures or changes in line parameters due
to overloading.
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