Abstract. XL was first introduced to solve determined or overdetermined systems of equations over a finite field as an "algebraic attack" against multivariate cryptosystems. There has been a steady stream of announcements of cryptanalysis of primitives by such attacks, including stream ciphers (e.g. Toyocrypt), PKC's, and more controversially block ciphers (AES/Rijndael and Serpent). Prior discussions of XL are usually heavy in simulations, which are of course valuable but we would like more attention to theory, because theory and simulations must validate each other, and there are some nuances not easily discerned from simulations. More effort was made in this direction of recent, but much of it was restricted to a large base field of size ¤ , which is usually equal to ¥ ¦ . By conducting an analysis of XL variants in general, we try to derive rigorous "termination conditions", minimal degree requirements for reliable, successful operation of XL and its relatives, hence better security estimates. Our work is applicable to small ¤ , in particular the significant
Introducing the XL Family of Algorithms
XL is loosely descended from the relinearization ( [17] ) of Shamir and Kipnis. [8] implied that relinearization is superseded by XL which will always succeed if relinearization does. We will herein discuss only XL and its variants. 
Basic Procedures of XL
XL only operates on determined or over-determined systems, i.e.
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. With more variables than equations, we must guess at enough variables so as to have at least as many equations as variables. XL at degree then proceeds as follows: 
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(or any other variable). Thus the termination condition, which ensures reliable resolution of the system, is . We believe that an adjustment is needed. The best all-around elimination algorithm in the literature is [3] , where the versatile D. J. Bernstein describes GGE, or the "Generalized Gaussian Elimination", a general way to compute what he termed a quasi-inverse to a non-square matrix. Via GGE we can solve an equation (his algorithm "S") or find a suitable basis of the kernel of a matrix, essentially a reduced echelon form (algorithm "N"). If the cost of multiplying two
, and
then the time cost of GGE is given by equations will be linearly independent, because they are somehow built out of all the equations. It was also remarked that XL2 can be repeated as needed for more equations and eventually a solution. The attacker can also run XL2 using more variables, as in adding
, and so on.
Other Relatives of XL: FXL, XFL, XLF, and XSL

FXL and XFL:
The "F" here means to "fix" ( [8] ).
!
variables are guessed at random in the hope that the degree & r needed for XL will decrease. After guessing at each variable, XL is run and tested for a valid solution. In [7] , it was proposed that theë quations be generated and an elimination be run on them as far as it can go before guessing at the variables. It is named improved FXL, but we think that XFL suits better. times by repeatly squaring them, and using the equivalence of identical monomials as extra equations. The variant is called XLF, for "field" or "Frobenius equations". XSL: Not a true XL relative, this is a related linearization-based method designed to work on overdefined systems of sparse quadratic equations that characterize certain block ciphers. [9] suggested that it may be possible to break AES using XSL and thereby raised a storm of controversy. Occasionally we see amazingly low numbers given for this attack based on applying XSL to structural equations discovered by Murphy and Robshaw ([19] ) in AES, but in contrast to the general public, few researchers appear to believe that AES has been broken. We mention XSL only because its final stage or the " ¢ -method" resembles XL2. [24] for an update.
Termination Behavior for XL -a Combinatorial Study
We discuss when XL can be expected to terminate using combinatorial technique. We first prove an easy lemma about in general. The combinatorial notation
Lemma 1 (Number of Monomials up to a Given Degree
Proof. Consider the product 's forming a semi-regular sequence (see [1] for a complete definition compatible with Moh's results). [11] is likely the most rigorous of the independent derivations to date. The validity of many generating series result on XL and ¢ ¡ -¤ £ rests on the Maximum Rank Conjecture ( [15] ). This implies that (among other things, cf. [11] ) for a generic sequence q $ in a infinite field, the sum of the ideals ! # " % $ q
. We will assume that this holds in our slightly different case.
Theorem 2. The number of independent XL equations over
for all ¦ t 9 (5) where is the "degree of regularity 
Proof. Linear subspaces of
) form a partially ordered set. In fact, the intersection and the algebraic sum ( 
, then it is also equal to
which routinely simplifies to
The same Inclusion-Exclusion manuever assisted by mathematical induction shows that
To see that this is so, we apply Eq. 8 two more times in succession on
and we verify Eqs. 12 and 13 as consistent. Substituting Eq. 12, we finally get
This cannot hold if the right hand side is non-positive, which also indicates that XL will terminate. With a conjecture in commutative algebra, we can show that will only be smaller ( [11] ). ( [13, 14] ) is given (according to [1] ): , we have
(resp.
Theorem 2 carries over nicely to higher-order equations with little change.
Theorem 7 (Non-Quadratic Equations
for all ¦ D (17) assuming no extra dependencies. 
for all ¦ D
The 
. This theorem governs the behavior of XL when used for generalized or higher-order correlation attacks such as in [5, 6] , which is an application of Eq. 18 with
Looking at Earlier Claims and Results over©
Enough theory! We turn to some practical assessment of XL over 
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, and plot three r -vs.-graphs using Eq. 14: One is hard-pressed to see the difference in the three lines in Fig. 2(a) 
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, because the coefficients of generating functions are hard enough to estimate, let alone the sign-change point. We leave some for a later work ( [24] ).
XL2 (and XL') over Smaller Fields
One problem with the methods of XL' and XL2 is that they really require general and not sparse matrix methods. However, Strassen-like methods can still be used. Therefore, over That said, it is likely possible to inject some extra insight. The authors of [10] seem to consider XL' inferior to XL2, so we aim to have some meaningful discussion about XL2 for both I R Q ¥ $ (for which XL2 had originally been designed) and larger fields where formerly only heuristics are available, viz. the following observations about XL2. While we believe these to be correct (tested only for small dimensions), the discussions above may not constitute mathematically rigorous proofs. 
