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Resumo
Os sistemas auto´nomos trazem como mais valia aos cena´rios de busca e salvamento a
possibilidade de minimizar a presenc¸a de Humanos em situac¸o˜es de perigo e a capacidade
de aceder a locais de dif´ıcil acesso.
Na dissertac¸a˜o propo˜e-se enderec¸ar novos me´todos para percec¸a˜o e navegac¸a˜o de
ve´ıculos ae´reos na˜o tripulados (UAV), tendo como foco principal o planeamento de tra-
jeto´rias e detec¸a˜o de obsta´culos. No que respeita a` percec¸a˜o foi desenvolvido um me´todo
para gerar clusters tendo por base os voxels gerados pelo Octomap. Na a´rea de na-
vegac¸a˜o, foram desenvolvidos dois novos me´todos de planeamento de trajeto´rias, GPRM
(Grid Probabilistic Roadmap) e PPRM (Particle Probabilistic Roadmap), que tem como
me´todo base para o seu desenvolvimento o PRM. O primeiro me´todo desenvolvido,
GPRM, espalha as part´ıculas numa grid pre´-definida, construindo posteriormente o ro-
admap na a´rea determinada pela grid e com isto estima o trajeto mais curto ate´ ao ponto
destino. O segundo me´todo desenvolvido, PPRM, espalha as part´ıculas pelo cena´rio de
aplicac¸a˜o, gera o roadmap considerando o mapa total e atribui uma probabilidade que
ira´ permitir definir a trajeto´ria otimizada.
Para analisar a performance de cada me´todo em comparac¸a˜o com o PRM, efetua-se
a sua avaliac¸a˜o em treˆs cena´rios distintos com recurso ao simulador MORSE.
Palavras-Chave: Planeamento de Trajeto´rias, Detec¸a˜o Obsta´culos, UAV,
Clustering, Octomap, GPRM, PPRM
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Abstract
In the last years, autonomous vehicles have contribute to search and rescue scenarios
by allowing to minimize the presence of Humans in dangerous situations and also in the
capability to support operations in unstructured environments.
The present document propose to address new methods in the area of perception and
navigation to Unmanned Aerial Vehicles (UAV), having as main focus the path planning
and obstacle detection. As regards to perception was developed a new method to ge-
nerate clusters based on the voxels provided by Octomap. In the navigation area, were
developed two new methods for path planning, GPRM (Grid Probabilistic Roadmap)
and PPRM (Particle Probabilistic Roadmap), that arise from the PRM method. The
first one, GPRM propose a method that will spread particles in a pre-defined grid in
order to be able to estimate a roadmap with the shortest path to the target position.
The second one, denote by PPRM, propose a technique to spread randomly particles
by the scenario and assigns a weight for each one, based on probability of collision with
obstacles, in order to define the optimized path.
To evaluate the performance of each developed method we perform a benchmark
related to the well know path planning PRM in three different challenger scenarios
through the MORSE simulator.
Keywords: Path Planning, Obstacle Detection, UAV, Clustering, Octo-
map, GPRM, PPRM
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Cap´ıtulo 1
Introduc¸a˜o
Nos u´ltimos anos, a robo´tica tem emergido como uma a´rea de investigac¸a˜o de enorme
importaˆncia para o nosso quotidiano em a´reas como a Indu´stria, Transporte, Medicina,
Aplicac¸o˜es Militares, entre outras.
Uma das a´reas de investigac¸a˜o emergentes, prende-se com a utilizac¸a˜o de ve´ıculos
auto´nomos em operac¸o˜es de busca de salvamento [1], quer seja em cena´rio terrestres (com
Unmanned Ground Vehicle (UGVs)), ae´reos (com Unmanned Aerial Vehicles (UAVs))
ou aqua´ticos (com Autonomous Underwater Vehicles (AUVs)). Em todos estes cena´rios,
a capacidade operacional de um ve´ıculo auto´nomo para executar este tipo de operac¸o˜es
requer capacidade de percec¸a˜o a bordo e de planeamento da trajeto´ria. Os ve´ıculos
auto´nomos podem tambe´m ser aplicados em cena´rios de vigilaˆncia [2], desastres [1] e
inspec¸a˜o[3], sendo que em muitos destes cena´rios o acesso encontra-se limitado somente
a ve´ıculos ae´reos.
Na dissertac¸a˜o propo˜e-se enderec¸ar o problema de planeamento de trajeto´ria em
cena´rios de busca e salvamento com UAVs atrave´s do desenvolvimento de estrate´gias
de planeamento trajeto´rias que permitam evitar coliso˜es num trajeto de um ponto A
para o ponto B, sendo necessa´rio mapear o ambiente e planear a trajeto´ria que o ve´ıculo
necessita de seguir. Na figura 1.1 encontra-se representado um poss´ıvel ambiente onde
o UAV sera´ utilizado, podendo-se verificar que o ve´ıculo para efetuar a navegac¸a˜o no
ambiente de desastre demonstrado necessita de evitar os obsta´culos que se encontram
no seu interior e com isso planear a sua trajeto´ria.
Atualmente a comunidade cient´ıfica propo˜e algumas soluc¸o˜es de forma a ser poss´ıvel
resolver os problemas gerados pelo planeamento de trajeto´rias nos cena´rios ja´ descri-
tos. Na a´rea da percec¸a˜o de obsta´culos, necessa´ria para proceder-se ao planeamento de
trajeto´rias, uma das soluc¸o˜es e´ a apresentada por Nathan Michael em [1], que utiliza o
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me´todo de 3D Iterative Closest Point (ICP) e o me´todo SLAM (Simultaneous Localiza-
tion and Mapping) para gerar o mapa 3D do ambiente do cena´rio de busca e salvamento
e desastres. Ja´ no planeamento de trajeto´rias e para os cena´rios de vigilaˆncia e´ sugerido
por Jose Acevedo, [2], uma abordagem que utiliza mu´ltiplos ve´ıculos ae´reos em interac¸a˜o
entre si. No caso dos cena´rios de inspec¸a˜o e como e´ verificado em [3], e´ sugerido o uso
de uma implementac¸a˜o ra´pida do algoritmo Lin-Kernighan-Helsgaun Heuristic (LKH)
e do Boundary Value Solver (BVS) para determinar a trajeto´rias para inspec¸a˜o.
Neste documento ira´ ser enderec¸ado o uso de UAVs em operac¸o˜es de busca e sal-
vamento devido a` sua elevada mobilidade e acessibilidade que possui neste tipo de
cena´rios. Sendo necessa´rio tambe´m ter em considerac¸a˜o o payload de sensores que este
tipo de ve´ıculos suporta e o facto de existir ainda muito por onde investigar neste tipo
de aplicac¸a˜o.
Figura 1.1: Ambiente de aplicac¸a˜o na competic¸a˜o euRathlon 2015 [4].
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Cap´ıtulo 1 1.1. Motivac¸a˜o
1.1 Motivac¸a˜o
No Laborato´rio de Sistemas Auto´nomos (LSA), do Instituto Superior de Engenha-
ria do Porto (ISEP), sa˜o desenvolvidos sistemas auto´nomos para operar em diferentes
ambientes e aplicac¸o˜es como monitorizac¸a˜o, seguranc¸a, busca e salvamento, entre ou-
tros. Desta forma sa˜o desenvolvidos e analisados sistemas sensoriais que permitam obter
informac¸a˜o que sera´ necessa´ria para a percec¸a˜o, navegac¸a˜o e controlo dos diversos siste-
mas.
O trabalho desenvolvido enquadra-se na a´rea de ve´ıculos auto´nomos ae´reos onde o
LSA encontra-se a desenvolver um ve´ıculo ae´reo auto´nomo com capacidade de efetuar
inspec¸o˜es, busca e salvamento e vigilaˆncia, sendo desta forma necessa´rio desenvolver
novos me´todos e sistemas que permitam obter uma melhor percec¸a˜o do ambiente em
torno do ve´ıculo, bem como o processo de planeamento de trajeto´ria para navegac¸a˜o.
1.2 Objetivos
O tema da dissertac¸a˜o aborda o problema de planeamento de trajeto´ria de um UAV
num cena´rio desestruturado como e´ o caso do cena´rio de aplicac¸a˜o de busca e salvamento
apresentado na figura 1.1.
O objetivo principal deste trabalho consiste em estudar o estado da arte de algorit-
mos para planeamento de trajeto´rias e explorar a sua aplicabilidade em tempo real em
cena´rios desestruturados.
Para a sua concretizac¸a˜o , existem desafios ao n´ıvel da percec¸a˜o e ao n´ıvel do plane-
amento da trajeto´ria pelo que os objetivos para a sua concretizac¸a˜o passam por:
• Ana´lise de me´todos de percec¸a˜o e navegac¸a˜o que permita enderec¸ar o cena´rio de
busca e salvamento;
• Desenvolvimento de um me´todo de Clustering que permita a definic¸a˜o em tempo-
real da posic¸a˜o dos obsta´culos com recurso a laser;
• Desenvolvimento de me´todos de planeamento de trajeto´ria capaz de enderec¸ar o
cena´rio de busca e salvamento com ve´ıculos ae´reos.
• Efetuar a validac¸a˜o dos me´todos desenvolvidos e comparar com as soluc¸o˜es iden-
tificadas no estado de arte.
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1.3 Estrutura
Esta dissertac¸a˜o encontra-se organizada em sete cap´ıtulos. No Cap´ıtulo 1 e´ apresen-
tada uma pequena introduc¸a˜o onde e´ realizado o enquadramento do tema da dissertac¸a˜o
e detalhado as motivac¸o˜es e objetivos da mesma.
No Cap´ıtulo 2 realiza-se um estudo das abordagens, me´todos e processos ja´ desen-
volvidos pela comunidade cient´ıfica sobre percec¸a˜o de obsta´culos e planeamento de tra-
jeto´rias, para ve´ıculos ae´reos.
No Cap´ıtulo 3, ira˜o ser abordados os fundamentos teo´ricos que servira˜o de suporte
aos objetivos definidos na dissertac¸a˜o, tendo como base os me´todos de planeamento de
trajeto´rias analisados no cap´ıtulo do estado da arte. Sera´ tambe´m efetuada uma pequena
descric¸a˜o dos poss´ıveis simuladores a utilizar.
De seguida, no Cap´ıtulo 4, e´ referida a arquitetura geral do projeto que servira´ de
base para o sistema a desenvolver, bem como uma breve explicac¸a˜o de cada uma das
camadas constituintes.
No cap´ıtulo seguinte, Cap´ıtulo 5, e´ descrito o algoritmo desenvolvido para detec¸a˜o de
obsta´culos, sendo tambe´m apresentado os resultados obtidos.
O Cap´ıtulo 6, apresenta uma ana´lise de um dos me´todos do estado da arte e de dois
me´todos desenvolvidos para aplicac¸o˜es em tempo real, sendo apresentados os respetivos
resultados e comparac¸o˜es que permitam uma melhor observac¸a˜o.
Por u´ltimo e´ divulgado algumas concluso˜es, Cap´ıtulo 7, sobre os diversos me´todos
analisados e respetivos resultados, bem como o trabalho futuro a realizar.
4
Cap´ıtulo 2
Estado da Arte
Neste cap´ıtulo e´ enderec¸ado me´todos e algoritmos que se enquadrem em cena´rios de
busca e salvamento com recurso a ve´ıculos auto´nomos ae´reos.
O facto do cena´rio de aplicac¸a˜o ser busca e salvamento implica que o ve´ıculo seja
capaz de percecionar o ambiente que o rodeia de forma a poder planear manobras e
navegar de modo auto´nomo evitando os obsta´culos. No decorrer deste cap´ıtulo iremos
enderec¸ar o problema de navegac¸a˜o e de percec¸a˜o tendo por base a sua aplicabilidade.
Como estes me´todos sera˜o aplicados num UAV sera´ necessa´rio ter em considerac¸a˜o o
custo computacional de cada me´todo que deve ser reduzido e que permita uma ra´pida
resoluc¸a˜o do problema.
2.1 Planeamento de Trajeto´rias
Nesta secc¸a˜o ira˜o ser abordados alguns me´todos de navegac¸a˜o aplicados a ve´ıculos
ae´reos e que permitam que estes naveguem de forma auto´noma em ambientes 3D. Nestes
ambientes o objetivo dos algoritmos de planeamento de trajeto´rias na˜o e´ so´ encontrar
o trajeto livre de colisa˜o mas tambe´m minimizar a distaˆncia a percorrer e a energia
consumida pelo ve´ıculo. Neste documento considera-se que os me´todos de planeamento
de trajeto´rias encontram-se divididos em cinco categorias, tal como e´ apresentado por
Yang em [5], sampling-based algorithms, node-based algorithms, mathematical model ba-
sed algorithms, Bio-inspired algorithms e multi-fusion based algorithms. Sendo o fator
diviso´rio as caracter´ısticas que cada me´todo possui.
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2.1.1 Sampling-based Me´todos
Os algoritmos Sampling-based necessitam de possuir um conhecimento pre´vio da in-
formac¸a˜o do ambiente onde va˜o ser aplicados os roboˆs. Outra caracter´ıstica, e´ o facto de
normalmente ser efetuado uma amostra do ambiente com um conjunto de nodes, sendo
que de seguida pode efetuar uma amostragem do ambiente o ambiente ou enta˜o procurar
de uma forma aleato´ria um trajeto o´timo.
Mesmo os algoritmos que possuam estas caracter´ısticas podem ser divididos em duas
sub-categorias, passivos e ativos. O algoritmos passivos sa˜o aqueles que conseguem gerar
um road net map desde o node de inicio ate´ ao node target mas como existe um conjunto
de poss´ıveis trajetos necessita de algoritmos de procura para determinar o menor trajeto
ou o trajeto o´timo, ou seja, todos os algoritmos que na˜o conseguem por si so´ encontrar um
u´nico trajeto sa˜o determinados como passivos. Os algoritmos ativos conseguem gerar um
esqueleto ate´ ao target, utilizando apenas o seu pro´prio procedimento de processamento.
Nos algoritmos passivos encontram-se me´todos como o Probabilistic Roadmap (PRM)
[6], K-PRM, S-PRM, 3D Voronoi [7], Rapidly-exploring Random Graph [8], Visibility
Graphs, Corridor Map entre outros. Ja´ nos algoritmos ativos encontram-se os me´todos
Rapidly-exploring Random Trees (RRT) [9], Dynamic Domain RRT (DDRRT), RRT-
Star (RRT*), Artificial Potential Field [10] entre outros.
Os algoritmos Sampling-based sa˜o de fa´cil implementac¸a˜o e possuem estruturas sim-
ples, sendo apropriados para condic¸o˜es de planeamento esta´ticas e dinaˆmicas, permitindo
ser implementado em tempo real.
O me´todo sugerido por Kavraki em [6], PRM, e´ constitu´ıdo por duas fases learning
phase e query phase. Na primeira fase, learning phase, constro´i-se um roadmap com os
trajetos livres de colisa˜o, e na segunda fase, query phase, determina-se o trajeto desde o
ponto inicial ate´ ao final.
Shen em [9] sugere o uso do me´todo RRT para efetuar planeamento de trajeto´rias.
Este me´todo constro´i uma tree de forma incremental usando as amostras espalhadas
pelo espac¸o, sendo que cada ligac¸a˜o poss´ıvel entre duas amostras sera˜o um novo ramo
da tree.
Outra abordagem e´ a sugerida por Cho em [7], onde e´ utilizado o me´todo 3D Vo-
ronoi, que e´ uma variac¸a˜o da estrutura de dados de edge radial, capaz de lidar com as
caracter´ısticas topolo´gicas do diagrama Voronoi Euclidiano para esferas.
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2.1.2 Node-based Me´todos
Os algoritmos Node-based, como o pro´prio nome indica, geram trajetos com base num
conjunto de nodes e tal como os Sampling-Based Algorithms partilha a mesma proprie-
dade de procurar num conjunto de nodes num gra´fico ou mapa onde a pre´-informac¸a˜o
sensorial e processos de processamento ja´ se encontram executados.
Nestes algoritmos e´ poss´ıvel encontrar-se algoritmos como o algoritmo de Dijkstra
[11], A*, Lifelong Planning A* (LPA), Theta* [12], Lazy Theta*, Dynamic A* (D*), D*
Lite [13], Harmony Search entre outros me´todos.
Este tipo de algoritmos podem ser combinados com outros para alcanc¸ar uma me-
lhoria global, podendo ser utilizados em aplicac¸o˜es em tempo real.
O algoritmo de Dijkstra utilizado por Musliman em [11], permite determinar o ca-
minho mais curto de um determinado grafo. Apo´s se determinar qual o estado do grafo
que sera´ considerado como ponto inicial esta abordagem determina o menor trajeto para
todos os estados constituinte do grafo. Assim basta saber qual sera´ o estado final para
conseguir-se conhecer o menor trajeto ate´ ele.
Outra abordagem e´ o Theta*, que foi sugerido por Filippis em [12], conseguindo
refinar a procura no grafo permitindo obter trajetos com qualquer atitude. Este me´todo
pode ser aplicado a ambientes 3D e foi baseado no me´todo A*.
Um abordagem muito utilizada e´ a apresentada por Grzonka em [13] onde refere
o me´todo D* Lite, que permite determinar o trajeto da atual posic¸a˜o do roboˆ ate´ a`
posic¸a˜o que pretende chegar. Na situac¸a˜o apresentada em [13] o algoritmo e´ utilizado
para calcular a trajeto´ria no espac¸o X-Y para cada camada do mapa de mu´ltiplos n´ıveis,
sendo posteriormente gerado uma trajeto´ria 2,5D com a inclusa˜o da componente yaw.
2.1.3 Mathematical model Me´todos
Estes algoritmos permitem efetuar um modelo do ambiente como do corpo, conside-
rando as limitac¸o˜es cinema´ticas e dinaˆmicas sendo posteriormente calculada a func¸a˜o de
custo tendo em considerac¸a˜o todas as desigualdades ou equac¸o˜es para determinar uma
soluc¸a˜o o´tima, sendo apropriado para uso em modo oﬄine devido ao custo computa-
cional que possuem. Os Mathematical model based algorithms podem ser divididos em
duas sub-categorias, Linear Programming e Optimal Control, onde o Linear Program-
ming conteˆm os me´todos Mixed-Integer Linear Programming (MILP), Binary Linear
Programming, Nonlinear Programming, EKF, etc.
O me´todo EKF pode ser considerado um Mathematical model based algorithm pois
como se pode verificar em [14], Huh utiliza o me´todo em conjunto com o me´todo SLAM
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para navegac¸a˜o do roboˆ baseada no conjunto de sensores caˆmara e laser, em cena´rios
indoor. Este algoritmo numa primeira fase combina a informac¸a˜o dos sensores resultando
uma nuvem de pontos 3D das landmarks e de seguida estas sa˜o adicionadas como estados
do EKF, onde o objetivo deste filtro e´ estimar os estados do ve´ıculo e das landmarks.
Para a previsa˜o do filtro EKF necessita-se de identificar que este e´ um modelo dinaˆmico,
ou seja modelo cinema´tico na˜o linear, do ve´ıculo. Ainda segundo esta abordagem a
matriz de covariaˆncia e´ atualizada no passo de previsa˜o do filtro EKF e os estados
desta matriz e´ composto pelas seguintes secc¸o˜es: roboˆ para roboˆ, roboˆ para landmark,
landmark para roboˆ e landmark para landmark. Para permitir uma melhor gesta˜o de
marcas so´ sa˜o consideradas as landmarks que se encontrem no field of view (FOV) da
caˆmara. Para o modelo de correc¸a˜o do EKF todos os dados medidos atrave´s do laser e
da caˆmara permitem corrigir os estados e covariaˆncia do ve´ıculo e landmarks.
2.1.4 Bio-inspired Me´todos
Os Bio-inspired algorithms foram desenvolvidos para imitar o comportamento biolo´gico
de forma a lidar com os problemas. Estes me´todos deixam de fora o processo de cons-
truc¸a˜o de modelos de ambientes complexos e propo˜e um forte me´todo de procura para
convergir para o objetivo de forma esta´vel, podendo ser divididos em duas sub catego-
rias, Evolutionary Algorithm (EA) e Neural Networks (NN). Na primeira sub categoria e´
poss´ıvel encontrar-se algoritmos como genetic algorithm, memetic algorithm [15], parti-
cle swarm optimization, ant colony optimization e shuﬄed frog leaping algorithm. Estes
algoritmos comec¸am por selecionar de forma aleato´ria soluc¸o˜es via´veis como primeira
gerac¸a˜o. De seguida toma em considerac¸a˜o o ambiente, capacidade do roboˆ, objetivo, e
outras restric¸o˜es que o planeador avalia individualmente. Posteriormente e´ escolhido um
conjunto de individuais como parentes da pro´xima gerac¸a˜o de acordo com a sua aptida˜o.
Por u´ltimo e´ a etapa de mutac¸a˜o e passagem, sendo que o processo termina quando
atinge um valor pre´-definido. A sub categoria Neural Network tem como objetivo gerar
uma paisagem dinaˆmica para atividades neurais, bem como o me´todo Potencial Field.
Tal como os algoritmos Mathematical model based, os Bio-inspired requerem um
tempo computacional por iterac¸a˜o demasiadamente elevado, sendo que so´ podem funci-
onar em modo oﬄine.
Um destes me´todos, e como ja´ referido e´ Memetic algorithm apresentado por Shahidi
em [15]. Esta abordagem permite encontrar o trajeto o´timo livre de colisa˜o de um roboˆ
usando um reduzido nu´mero de populac¸a˜o e recorrendo a poucas gerac¸o˜es.
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2.1.5 Multi-fusion based Me´todos
Os algoritmos Multi-fusion based sa˜o utilizados em planeamento de trajeto´rias de
ambientes 3D e sa˜o constitu´ıdos por mu´ltiplos algoritmos simples com o objetivo de ob-
ter uma trajeto´ria o´tima. Estes manejam com problemas que um algoritmo simples na˜o
consegue alcanc¸ar individualmente um resultado o´timo. Tal como nas outras secc¸o˜es
os Multi-fusion based algorithms podem ser divididos em duas categorias, Integration
of Algorithms e Algorithms ranking. O primeiro, Integration of Algorithms, representa
os algoritmos que sa˜o formados por integrac¸a˜o de va´rios algoritmos de planeamento de
trajeto´rias de forma a trabalharem em conjunto para encontrarem um trajeto o´timo. A
segunda categoria, Algorithms ranking, o conjunto de me´todos que constituem os algo-
ritmos Multi-fusion based algorithms funcionam normalmente uns de seguida dos outros,
ou seja, quando um termina a sua parte outro comec¸a de seguida e assim sucessivamente.
Na tabela 2.1 e de acordo com [5] encontram-se representados os diversos me´todos de
planeamento de trajeto´rias, divididos pelas diversas secc¸o˜es e como os respetivos tempos
e informac¸a˜o sobre os ambiente a aplicar. Nesta tabela E corresponde a Esta´tico e D a
Dinaˆmico.
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Tabela 2.1: Propriedades de cada tipo de me´todo [5].
Me´todo Elementos do me´todo
Tempo de
Complexidade
Tipo de
Ambiente
Tempo
Real
Sampling
Based
Voronoi, RRT, PRM,
Vor K-PRM, S-PRM,
Visibility Graphs,
Corridor Map,
DDRRT, RRT*
0(n log n) ≤ T ≤ 0(n2) S e D Sim
Node Based
Dijkstra’s Algorithms,
A*, D*,
LPA, Theta*,
Lazy Theta*,
D*-Lite,
Harmony Search
0(m log n) ≤ T ≤ 0(n2) S e D Sim
Mathematic
Model Based
Optimal Control,
Mixed-Integer Linear
Programming, Binary
Linear Programming,
Non-linear
Programming, EKF
Depende da
equac¸a˜o polinomial
S e D Na˜o
Bio-inspired
NN, genetic algorithm,
memetic algorithm,
particle swarm
optimization,
ant colony
optimization,
shuﬄed frog
leaping algorithm
T ≥ 0(n2) S Na˜o
Multi-fusion
Based
VVP, PRM Node
based optimal
algorithms,
GIS-MCDA
algorithms,
visibility graph
Node based
optimal algorithms,
visibility graph
Geodesics algorithm
0(n log n) ≤ T
Depende
do
algoritmo
Sim
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2.2 Me´todos de percepc¸a˜o de obsta´culos
De forma a se poder efetuar o planeamento de trajeto´rias e percecionar obsta´culos e´
necessa´rio conseguir perceber o ambiente em redor do ve´ıculo. Nesta secc¸a˜o sa˜o expostos
alguns me´todos de percec¸a˜o para o cena´rio de busca e salvamento com UAVs em que os
poss´ıveis sensores sera˜o cameras de espetro visivel ou LIDAR, podendo ser analisados
de seguida.
2.2.1 Optical Flow
Esta abordagem e´ utilizada por Antoine Beyeler em [16] onde utiliza um conjunto de
cameras onde aplica a te´cnica de visa˜o optical flow para tentar se desviar de obsta´culos.
Ao me´todo desenvolvido foi dado o nome de optiPilot e e´ uma estrate´gia de controlo.
Esta estrate´gia foi baseada nos insetos voadores e permite interpretar diretamente as
medidas da te´cnica optical flow devido a` propriedade do movimento translacional se
encontrar alinhado com o eixo principal do ve´ıculo. Antoine divide a estrate´gia de
controlo baseado em visa˜o em treˆs etapas, extrac¸a˜o da informac¸a˜o do sistema de visa˜o,
estimac¸a˜o translacional do optical flow e uma terceira etapa que efetua a combinac¸a˜o
da informac¸a˜o previamente retirada no sistema de controlo do ve´ıculo. Com a detec¸a˜o
de optical flow e´ poss´ıvel estimar a velocidade, que e´ independente da frequeˆncia de
contraste e da intensidade da imagem. Este processo e´ obtido pela te´cnica de estimac¸a˜o
denominada de optical flow simples.
Jean-Christophe Zufferey em [17] utiliza a te´cnica optical flow para UAVs em ambi-
entes indoor, estimando a distaˆncia para os objetos envolventes do ve´ıculo, permitindo
desta forma evitar os objetos. Antoine e Jean-Christophe utilizam tambe´m a abordagem
de Optical Flow para o levantar e aterrar do ve´ıculo, [18].
2.2.2 Monocular Vision
Para o collision avoidance muitas vezes e´ utilizado em ve´ıculos ae´reos apenas uma
camera para percec¸a˜o de obsta´culos, devido ao limite de payload e capacidade de pro-
cessamento destes ve´ıculos.
Desta forma a abordagem seguida por Stephane em [20] surge como uma refereˆncia
para este projeto. A abordagem consiste numa primeira fase em retirar as features das
imagens recolhidas pela camera e de seguida utilizar estas features no controlo do UAV.
Possui tambe´m uma etapa de aprendizagem, a qual consiste em ter o UAV a fazer o
planeamento da trajeto´ria do ve´ıculo e sempre que existir atuac¸a˜o humana no joystick os
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Figura 2.1: Aplicac¸a˜o da te´cnica Optical Flow [19].
dados referentes aos sensores e trajeto´ria sera˜o guardados de forma a que numa pro´xima
vez que exista uma situac¸a˜o semelhante o ve´ıculo corresponda desta forma, para tal
recorrem ao algoritmo DAgger, [20], que permite mu´ltiplas iterac¸o˜es de aprendizagem.
Outra abordagem proposta e´ a de Inkyu Sa em [21], onde utilizam as imagens forne-
cidas pela camera para gerar um mapa utilizando o me´todo Simultaneous Localisation
and Mapping (SLAM). Como a camera utilizada na˜o se encontra num referencial fixo, e´
necessa´rio saber sempre a sua posic¸a˜o, para tal e´ utilizado o me´todo PTAM, [22], figura
2.3. Como e´ utilizado somente uma camera e´ necessa´rio conhecer a posic¸a˜o desta face
ao referencial do UAV e retirar o valor de Scale da feature detetada. Na etapa seguinte
procede-se a` estimac¸a˜o do estado onde e´ aplicado o filtro Kalman Filter (KF), para
proceder a` estimac¸a˜o da posic¸a˜o e velocidade do ve´ıculo. Por fim, na etapa de controlo,
utiliza um controlo PID tendo em considerac¸a˜o a posic¸a˜o previamente estimada.
Figura 2.2: Aplicac¸a˜o me´todo DAgger na visa˜o monocular [20].
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A soluc¸a˜o apresentada por Markus Achtelik em [23] utiliza um me´todo muito parecido
ao de Inkyu, utilizando desta forma o Visual Simultaneous Localisation and Mapping
(VSLAM) para gerar um mapa. De forma a reduzir erros do uso de uma u´nica camera
utiliza tambe´m sensores de pressa˜o de ar e acelero´metros. Os dados destes sensores sera˜o
conjugados com os dados fornecidos pela camera para o VSLAM, sendo posteriormente
utilizado um Kalman Filter para estimar a posic¸a˜o do ve´ıculo. Esta soluc¸a˜o para o
controlo de posic¸a˜o do UAV utilizou uma estrutura de controlo de dois graus.
Figura 2.3: Aplicac¸a˜o me´todo PTAM na visa˜o monocular [22].
2.2.3 Stereo Vision
Como se constata na secc¸a˜o anterior, o facto de se estar a utilizar somente uma
camera monocular, na˜o permite efetuar a estimac¸a˜o de profundidade, conseguindo-se
apenas obter um fator Scale de forma recursiva quando se tem informac¸a˜o e associac¸a˜o
de feactures entre imagens.
A utilizac¸a˜o de um par de cameras com overlap, ira´ permitir ultrapassar essa limitac¸a˜o
contudo aumenta o custo do processamento a bordo.
O me´todo sugerido por Omari, [24], estima a profundidade da imagem usando o
algoritmo area-correlation-based block-matching, gerando uma nuvem de pontos 3D que
sera´ guardada num OctoMap, podendo posteriormente ser utilizado para estimac¸a˜o da
posic¸a˜o do UAV. O me´todo de navegac¸a˜o utilizado baseia-se na estimac¸a˜o da posic¸a˜o
do UAV, utilizando para tal o mapa 3D obtido anteriormente. O UAV referente a
esta abordagem e´ tele-operado, permitindo ao utilizador controlar diretamente o mesmo
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usando um controlo remoto. Neste me´todo o objetivo consiste em ser capaz de desviar
dos obsta´culos atrave´s da alterac¸a˜o da velocidade do setpoint do ve´ıculo de forma a evitar
os obsta´culos que o rodeiam, recorrendo a` introduc¸a˜o de uma velocidade virtual contra´ria
a` originada nos objetos com alcance pro´prio, sendo que este valor pode aumentar ou
diminuir conforme a distaˆncia seja respetivamente menor ou maior.
(a) Imagem Adquirida (b) Mapa Gerado
Figura 2.4: Exemplo de Mapeamento por stereo [24].
A soluc¸a˜o exibida em [25] por Jeffrey Byrne utiliza a abordagem de collision avoidance
Visual Threat Awareness (VISTA), que e´ baseada em real time Stereo. Este sistema e´
dividido em quatro etapas, Correspondeˆncia Stereo, Foveation, Segmentac¸a˜o e Detec¸a˜o
de Obsta´culos e Tracking. Na primeira etapa e´ retirada a informac¸a˜o das cameras e
efetua-se o ca´lculo stereo. O Foveation, imagem variante do espac¸o, e´ uma representac¸a˜o
da imagem com elevada resoluc¸a˜o no centro da imagem e menor resoluc¸a˜o na periferia,
podendo ser implementada usando o log-polar mapping. Na terceira etapa, Segmen-
tation, procede-se a` ”rotulagem das features”eliminando as imagens que na˜o encontra
correspondente. Na u´ltima etapa efetua-se a detec¸a˜o dos obsta´culos nas imagens, atri-
buindo uma bounding box do tipo elipse, sendo que a cada objeto detetado sera´ aplicado
o tracking independentemente, usando um Kalman Filter, para estimac¸a˜o da posic¸a˜o de
cada obsta´culo.
C. De Wagter em [26], utiliza duas cameras no Micro UAV e para processar os
dados das imagens utiliza o algoritmo LongSeq. Este algoritmo e´ computacionalmente
leve, permitindo efetuar o Stereo das imagens num curto per´ıodo de tempo. Apo´s ter
utilizado o algoritmo LongSeq, que fornece uma imagem com pixels a preto e branco,
e´ verificado qual o conjunto de pixels com uma disparidade superior a um dado valor
para as imagens da esquerda e da direita. Posteriormente verifica-se se este conjunto
de pixels e´ inferior a um threshold e caso se verifique, o ve´ıculo continua o seu percurso
seguindo em frente, caso contra´rio verifica qual a imagem que tem menor valor destes
pixels e deste modo o ve´ıculo efetua o seu controlo virando para esse mesmo lado.
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2.2.4 Laser Scanner
Alguns UAVs utilizam somente um Laser Scanner para efetuar a percec¸a˜o de obsta´culos,
podendo-se verificar pela abordagem seguida por Grzonka em [13], onde utiliza os dados
fornecidos pelo laser scanner e guarda-os num mapa de mu´ltiplos n´ıveis, conseguindo
com isto localizar o UAV num ambiente indoor e definir a trajeto´ria de um ponto A
para um ponto B sem que ocorra uma colisa˜o. O me´todo proposto por Grzonka e´ o
SLAM (Simultaneous Localisation and Mapping) com o objetivo de navegar e efetuar
mapeamento com base em informac¸a˜o do LIDAR. No caso do mapa ser previamente
conhecido, o me´todo de Grzonka estima a posic¸a˜o 2D do roboˆ para um dado grid-map
utilizado o me´todo Monte Carlo Localization.
As abordagens de Droeschel em [27] e [28] guardam os dados do laser scanner, figura
2.5, que se encontram numa gimbal de dois eixos, num grid-map de multi resoluc¸a˜o 3D,
tendo como centro deste mapa o ve´ıculo ae´reo. No primeiro caso ale´m da informac¸a˜o
da medida 3D do sensor e´ tambe´m guardado a informac¸a˜o da ocupac¸a˜o de cada ce´lula,
as medidas de scans consecutivos sa˜o armazenados em buffers circulares de tamanho
fixo permitindo o processamento de base de dados e facilidade no acesso da consulta dos
vizinhos mais pro´ximos. No segundo caso os pontos 3D obtidos do sensor sa˜o guardados
numa ce´lula sendo esta marcada como ocupada, podendo posteriormente utilizar o mapa
para controlo de desvio de obsta´culos, utilizando para tal o me´todo de previsa˜o Potencial
Field de forma a evitar as ce´lulas ocupadas. Os pontos 3D contidos em cada ce´lula podem
ser usados tambe´m na base de pontos para processamento do scan. Com isto consegue-se
de uma forma eficiente o mapa de obsta´culos.
A abordagem apresentada por Wang em [29] divide a posic¸a˜o do UAV em duas
partes de forma a separar a localizac¸a˜o fornecida pelos 2 laser scanners. A primeira
parte, denominada de posic¸a˜o planar utiliza o algoritmo planar localization que vai usar
os dados do laser que se encontra em cima do UAV tendo como resultado a estimac¸a˜o
do plano horizontal do ve´ıculo. A segunda parte e´ denominada por medida de altura
que vai permitir obter a altitude do ve´ıculo, usando para tal um segundo laser scanner
montado ortogonalmente ao primeiro.
2.2.5 Combinac¸a˜o de Laser Scanner com Sistema de Visa˜o
Como se pode verificar nas secc¸o˜es anteriores, o facto de se utilizar somente um sensor
para efetuar a percec¸a˜o de obsta´culos, como exemplo uso do laser scanner ou somente de
uma camera de espetro vis´ıvel, faz com que na˜o se consiga recolher toda a informac¸a˜o
disponibilizada por estes. De forma a ser poss´ıvel resolver este outros problemas que
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Figura 2.5: Dados recolhidos do Laser Scanner [27].
o uso de um so´ sensor possui, existem abordagens que efetuam combinac¸o˜es do Laser
Scanner com o Sistema de Visa˜o.
No caso da soluc¸a˜o anunciada por Nieuwenhuisen em [30], necessita-se de construir
um mapa dos obsta´culos detetados pelos diversos sensores do roboˆ, caˆmaras e laser
scanner, figura 2.6, estando a reconstruc¸a˜o do mapa dividido em treˆs secc¸o˜es que sa˜o
descritas de seguida.
• Local Multiresolution Map: Este mapa de multi resoluc¸a˜o tera´ uma maior
resoluc¸a˜o nas distaˆncias mais pro´ximas do ve´ıculo e menor nas mais afastadas. A
nova informac¸a˜o recebida sera´ guardada em buffers circulares que estara˜o inseridos
em cada ce´lula do grid-map, permitindo desta forma reduzir o custo computacional.
O tamanho dos buffers circulares dependera´ do tamanho e resoluc¸a˜o do mapa. O
entrelac¸amento de diversos buffers permitem obter um mapa 3D.
• Scan Registration: De forma a compensar o movimento do laser scanner du-
rante a aquisic¸a˜o de medidas e´ tomada em considerac¸a˜o a estimac¸a˜o da odometria
visual. Os dados obtidos pelos laser sera˜o de seguida combinados com os pontos
de estat´ısticos gaussianos e guarda-se no grid-map de multi resoluc¸a˜o, utiliza-se
tambe´m o modelo GMM (Gaussian Mixture Model). Cada scan 3D e´ adicionado
no grid-map substituindo todas as medidas anteriores.
• Occupancy Mapping : Devido a todos os sensores fornecerem informac¸o˜es com-
plementares, com diferentes exatido˜es existe a necessidade de fundir as diversas
medidas de forma a poder-se gerar um u´nico mapa detalhado, para tal a informac¸a˜o
deve ser guardada numa grelha de ocupac¸a˜o onde deteˆm tambe´m a probabilidade
de uma dada ce´lula da grelha se encontrar ocupada.
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Esta abordagem de Nieuwenhuisen guarda os dados dos sensores num OctoMap con-
seguindo desta forma um mapeamento dos objetos que o rodeiam. O OctoMap permite
ter uma percec¸a˜o do mundo em formato de voxels, permitindo saber quais os pontos
do mundo em que se encontram ocupados e fornece as probabilidades dos espac¸os se
encontrarem ou na˜o ocupados, [31].
A abordagem seguida por Ferrick em [32] utiliza duas caˆmaras e um laser scanner,
sendo que as caˆmaras teˆm como principal objetivo v´ıdeo streaming, ja´ o laser scanner
e´ utilizado para criar va´rios mapas, denominados por bitmaps, sendo que um destes e´
o bitmap dos obsta´culos. Cada pixel de uma imagem bitmap indica a probabilidade do
espac¸o se encontrar livre. O me´todo para mapear o ambiente em redor, utilizado por
Ferrick e´ o algoritmo ”occupancy grid”. Este algoritmo comec¸a por uma imagem do
mundo, representada por bitmap, que usa duas imagens geradas pelo laser scanner. Na
primeira imagem e´ desenhado um c´ırculo por cada feixe do laser e representa a incerteza
da distaˆncia do objeto, na segunda imagem e´ indicado o espac¸o livre encontrado desde o
scan do laser. Com esta abordagem consegue-se obter um mapa probabil´ıstico do espac¸o
vazio e dos objetos gerados pela informac¸a˜o de cada sensor.
As soluc¸o˜es apresentadas por Huh, [14] e Jutzi, [33], tambe´m utilizam um me´todo
convencional de detec¸a˜o features que posteriormente podera´ ser utilizado para estimac¸a˜o
de posic¸a˜o ou tracking do UAV, sendo que Jutzi utiliza o me´todo SLAM para mapea-
mento do ambiente em redor. Em [10] a detec¸a˜o de obsta´culos visuais e´ baseado nos
pontos de interesse obtidos apo´s utilizac¸a˜o da ferramenta OpenCV. Com esta informac¸a˜o
e juntando os dados das medidas obtidas pelo laser scanner pode-se gerar um mapa de
obsta´culos, para tal necessita-se de guardar esta informac¸a˜o numa grid 3D, onde cada
ce´lula com uma dada medida sera´ marcada como ocupada.
A abordagem seguida por Shen em [9] utiliza o algoritmo SLAM (Simultaneous Lo-
calization and Mapping) para mapeamento em tempo real do ambiente que rodeia o
ve´ıculo, utiliza tambe´m uma otimizac¸a˜o baseada no Iterative Extended Kalman Filter
(IEKF) para poder criar uma grid 3D consistente com a posic¸a˜o global do ve´ıculo.
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(a) Imagem Adquirida (b) Dados Laser Scanner (c) Mapa Gerado
Figura 2.6: Exemplo da Combinac¸a˜o Laser Scanner com Sistema de Visa˜o [30].
2.3 Ana´lise do Estado da Arte
Para uma ra´pida ana´lise dos me´todos propostos para se conseguir efetuar o planea-
mento de trajeto´rias em ve´ıculos ae´reos dividiu-se a ana´lise em duas partes planeamento
de trajeto´rias e percec¸a˜o de obsta´culos.
No que se refere a me´todos de planeamento de trajeto´rias e´ poss´ıvel verificar que estes
se podem dividir em cinco secc¸o˜es diferentes. Destas secc¸o˜es as que maior importaˆncia
possuem por poderem ser aplicados em tempo real sa˜o Sampling-based algorithms, Node-
based algorithms e Multi-fusion based algorithms. Destas secc¸o˜es os algoritmos mais
utilizados sa˜o PRM, RRT, algoritmo de Dijkstra, D* Lite, entre outros. Como tambe´m
e´ poss´ıvel verificar existe a possibilidade de integrar diversos me´todos de forma a se
poder obter o trajeto o´timo livre de obsta´culos.
Do que se pode constatar destes me´todos apresentados, e´ necessa´rio ter um conhe-
cimento pre´vio do mapa completo do ambiente em redor do ve´ıculo, sendo para tal
necessa´rio desenvolver um me´todo que permita resolver este problema. Outra adver-
sidade e´ o custo computacional dos me´todos apresentados que pode vir a ser reduzido
caso se possua um vetor de direc¸a˜o para a posic¸a˜o de destino.
A informac¸a˜o que se pode retirar dos trabalhos existentes no me´todos de percec¸a˜o
de obsta´culos, e´ o uso de sistemas de visa˜o individualmente, ou uso de Laser Scanners
ou enta˜o uma junc¸a˜o destes dois sistemas de forma a permitir perceber e mapear o
ambiente em redor do ve´ıculo. Uma conclusa˜o que se retira do estado da arte e´ o
facto de o me´todo que mais se utiliza para mapeamento e localizac¸a˜o e´ o SLAM. Com
este algoritmo consegue-se localizar e mapear em simultaˆneo, conseguindo localizar o
UAV no ambiente, mesmo sem se ter um pre´-mapa. Outras formas encontradas para se
obter uma melhor percec¸a˜o dos obsta´culos num ambiente 3D foi o uso de mapas com
mu´ltiplos n´ıveis e uso de grid-maps. Uma poss´ıvel soluc¸a˜o para gerar o mapa e que foi
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utilizada em algumas abordagens foi o uso de Octomaps. Algumas abordagens utilizam
verso˜es modificadas do SLAM, tal como VSLAM (Visual Simulataneous Localisation
and Mapping), permitindo corrigir poss´ıveis erros, outros me´todos usam o SLAM em
conjunto com outro me´todo, tal como o Monte Carlo Localization.
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Cap´ıtulo 3
Fundamentos Teo´ricos
Neste cap´ıtulo sera´ efetuado um estudo teo´rico de algumas te´cnicas de planeamento
de trajeto´ria assim como uma descric¸a˜o da ferramenta de mapeamento Octomap e da
framework ROS (Robot Operating System) para implementac¸a˜o dos algoritmos.
Uma outra linha de trabalho que ira´ ser analisado sera´ a ana´lise de caracter´ısticas
te´cnicas dos simuladores utilizados em robo´tica com um foco para uma soluc¸a˜o de simu-
lador 3D.
3.1 Te´cnicas de Planeamento de Trajeto´ria
Existem algumas te´cnicas de planeamento de trajeto´ria sendo que de seguida sera´
dado uma pequena introduc¸a˜o teo´rica a algumas destas te´cnicas.
3.1.1 Potencial Field
O me´todo de Potencial Field e´ baseado na navegac¸a˜o utilizando um campo magne´tico
em cada obsta´culo. Este me´todo comec¸a por calcular o Potencial Atrativo, Ugoal, relativo
a` posic¸a˜o do target, goal, tendo em considerac¸a˜o o atual estado do ve´ıculo, ignorando
os obsta´culos existentes sendo o potencial de atrac¸a˜o obtido pela equac¸a˜o 3.1 onde e´
calculada a distaˆncia entre a posic¸a˜o atual do ve´ıculo e o ponto que se pretende atingir,
sendo efetuado para cada estado do ve´ıculo, q.
Ugoal = 5dist(q, goal)2 (3.1)
No que se refere ao ca´lculo do potencial repulsivo, Uobstaculos, que e´ aplicado a todos
os obsta´culos existentes no percurso, podendo ser obtido pela equac¸a˜o 3.2, em que neste
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caso e´ efetuado o ca´lculo da distaˆncia para o obsta´culo. Com o somato´rio do potencial
atrativo ao potencial repulsivo, U(q), equac¸a˜o 3.3, obte´m-se um mapa com as direc¸o˜es
dos potenciais, como demonstrado na figura 3.1.
Uobstaculos = 5dist(q, obstaculos)−1 (3.2)
U(q) = Ugoal(q) +
∑
Uobstaculos(q) (3.3)
Figura 3.1: Potencial Field - Conjunto das forc¸as atractivas e repulsivas. (* azul - atual
posic¸a˜o do ve´ıculo; * verde - posic¸a˜o do target)
Com base nesta informac¸a˜o e´ calculada a trajeto´ria que o ve´ıculo deve efetuar para
atingir a posic¸a˜o final desejada, para tal tem em considerac¸a˜o o mapa previamente obtido
repetindo os seguintes passos enquanto na˜o chegou ao ponto final.
• Calcula os vetores da forc¸a para todos os potential fields, usando a equac¸a˜o 3.3.
• Efetua a navegac¸a˜o ao longo dos campos com uma velocidade proporcional a` forc¸a
do campo em que se encontra, U(q).
Seguindo estas etapas e´ poss´ıvel obter uma trajeto´ria similar a` da figura 3.2(b) quando
aplicado ao cena´rio da figura 3.2(a).
Existem outros me´todos de calcular a forc¸a repulsiva de cada obsta´culo, tal com a
definida em [34][35][36] e [37].
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(a) Ambiente com obsta´culos (* azul - atual posic¸a˜o
do ve´ıculo; * verde - posic¸a˜o do target)
(b) Trajeto´ria obtida (* azul - atual posic¸a˜o do
ve´ıculo; * verde - posic¸a˜o do target)
Figura 3.2: Potencial Field - Ambiente para simulac¸a˜o.
3.1.2 Probabilistic Roadmap
Outra te´cnica de planeamento de trajeto´ria e´ o Probabilistic Roadmap (PRM) que
permite atrave´s de amostras aleato´rias encontrar o trajeto para o target. Este algoritmo
tem como paraˆmetros de entrada os obsta´culos, a posic¸a˜o atual e a posic¸a˜o desejada. O
me´todo comec¸a por espalhar pelo mapa o nu´mero de amostras definidas, verifica quais
destas amostras e´ que se encontram dentro dos obsta´culos e retira-as, adicionando pos-
teriormente a posic¸a˜o inicial e a final a`s amostras. De seguida, cada amostra tenta
conectar-se a um ma´ximo de amostras vizinhas com menor distaˆncia (criac¸a˜o do road-
map), posteriormente a este passo e caso exista algum tipo de conexa˜o entre todas as
amostras e´ calculado o caminho mais curto desde a posic¸a˜o inicial ate´ a` final, sendo que
os me´todos mais utilizados para esta etapa o me´todo A* e de Dijkstra, [38]. No me´todo
PRM e´ poss´ıvel indicar o nu´mero ma´ximo de amostras a serem espalhadas pelo mapa e
indicar o nu´mero ma´ximo de amostras que podem ser consideradas vizinhas, [6] e [39].
Na figura 3.3 apresenta-se o ambiente com os obsta´culos e a trajeto´ria calculada quando
utilizado este me´todo.
O me´todo PRM e´ fundamentado pelo algoritmo 4, o qual necessita de ter como
paraˆmetros de entrada a posic¸a˜o atual do ve´ıculo, xinit, a posic¸a˜o do target, xgoal, o
nu´mero de amostras a espalhar, nS, e os obsta´culos que se encontram no ambiente, WC.
Este algoritmo retorna o trajeto mais curto, P , desde o ponto inicial ate´ ao target.
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(a) Ambiente com obsta´culos (b) Trajeto´ria obtida
Figura 3.3: PRM - Ambiente de simulac¸a˜o.
3.1.3 Trapezoidal
O me´todo Trapezoidal e´ outro me´todo poss´ıvel para planeamento de trajeto´rias, para
tal esta abordagem comec¸a por decompor os espac¸os que na˜o possuam obsta´culos, espac¸o
livre, em ce´lulas trapezoidais e triangulares como pode ser verificado na figura 3.4(a).
Esta divisa˜o do espac¸o livre gera uma nova ce´lula a cada novo ve´rtice encontrado, ou no
eixo do X, como no exemplo, ou no eixo do Y. Com base nessa informac¸a˜o e´ gerado um
gra´fico representativo das ce´lulas adjacentes, figura 3.4(b), obtendo-se posteriormente,
os centroides de cada ce´lula, designado por roadmap.
Algorithm 1 (P )← PRM(xinit, xgoal, nS, WC)
eA ← Environment area(xinit, xgoal)
S ← Sampling(nS, eA, WC)
{RoadMap(S, WC)};
for each s ∈ S do
Nearest(R = (V, eA, s) := argminv∈V ‖ s− v ‖)
Near(R = (V, eA), s, r) := {v ∈ V : v ∈ ßs,r}
CollisionFree(s, sj , WC) ∈ eA
end for
P ← Shortestpath(xinit, xgoal, R)
{Dijkstra Algorithm};
return (P )
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(a) Divisa˜o do Ambiente em trape´zios e
triaˆngulos
(b) Gra´fico representativo das ce´lulas adjacentes
Figura 3.4: Me´todo Trapezoidal - Ambiente exemplo [40].
Tendo em considerac¸a˜o o roadmap e´ determinado o trajeto mais curto entre as ce´lulas
inicial e final, local onde se encontram os pontos inicial e final respetivamente, recorrendo
para isso do algoritmo Breadth-first search (BFS) que e´ um algoritmo de pesquisa em
grafos ou em dados do tipo a´rvore, [41] e [40] Na figura 3.5 e´ apresentado o resultado
obtido para o exemplo detalhado.
Figura 3.5: Me´todo Trapezoidal - Trajeto´ria Final [40].
3.1.4 Voronoi
O Diagrama de Voronoi e´ um me´todo desenvolvido para a criac¸a˜o de roadmaps, [42].
Este me´todo utiliza um conjunto de n pontos, S, (denominados de sites) num plano, para
dois sites distintos p, q ∈ S a dominaˆncia de p sobre q e´ definida como um subconjunto do
plano tendo uma distaˆncia equidistante entre p e q. Formalmente e´ descrito na equac¸a˜o
3.4, onde δ e´ a func¸a˜o da distaˆncia euclidiana, dom(p, q) e´ o semiplano fechado delimitado
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pela bissetriz perpendicular a` reta que une p a q.
dom(p, q) = x ∈ R2 | δ(x, p) ≤ δ(x, q) (3.4)
A regia˜o de um site p ∈ S e´ a porc¸a˜o de plano de assentamento em todas as do-
minaˆncias de p nos restantes sites em S, podendo ser descrito pela equac¸a˜o 3.5
reg(p) =
⋂
q∈S−{p}
dom(p, q) (3.5)
O facto de as regio˜es serem geradas pela intersec¸a˜o de n− 1 semiplanos estas tomam
a forma de pol´ıgonos convexos. Com isto, os pontos que se encontrem nas arestas ou nos
ve´rtices destas regio˜es encontram-se equidistantes entre dois sites. Como consequeˆncia
das regio˜es serem aresta/ aresta e ve´rtice/ ve´rtice, diz-se que formam uma partic¸a˜o
poligonal do plano, denominado de Diagrama de Voronoi, V (S) para um conjunto de
pontos, S, finitos.
Na figura 3.6 e´ demonstrado um exemplo do Diagrama de Voronoi com um conjunto
de pontos, S, e as respetivas regio˜es.
Figura 3.6: Me´todo Voronoi.
3.1.5 WaveFront
A abordagem seguida pelo me´todo WaveFront, [43] e [44], pretende ser uma das
poss´ıveis soluc¸o˜es no planeamento de trajeto´rias de um ve´ıculo que pretenda ir de um
ponto inicial ate´ a um ponto final. De modo a conseguir realizar tal objetivo esta
abordagem baseia-se no me´todo Cell Decomposition, sendo que inicialmente divide o
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mapa que o ve´ıculo gerou numa grid identificando o espac¸o livre, a posic¸a˜o onde o
ve´ıculo se encontra e a posic¸a˜o que pretende atingir assim como os obsta´culos que se
encontram no ambiente. Para tal, atribui-se o valor zero aos espac¸os livres, o valor um
a`s ce´lulas onde se encontram os obsta´culos, a` posic¸a˜o atual e de destino do ve´ıculo e´
atribu´ıdo os valores de zero e dois respetivamente. Na figura 3.7 encontra-se representado
um exemplo desta inicializac¸a˜o do algoritmo.
Figura 3.7: WaveFront - Exemplo inicial [44].
A etapa seguinte do me´todo implica selecionar a ce´lula do ponto final que o ve´ıculo
pretende atingir e nas suas ce´lulas adjacentes livres inserir um valor que sera´ igual ao
valor da atual ce´lula final incrementado de um, figura 3.8(a).
De seguida sera´ repetido o processo a`s ce´lulas que anteriormente foram modificadas,
como se pode verificar na sequeˆncia de imagens da figura 3.8, ate´ que se chegue a` ce´lula
do ponto inicial.
O me´todo seguido pelo algoritmo WaveFront para encontrar o menor trajeto entre
o ponto inicial e o final e´ descrito como um simples movimento no sentido decrescente
dos valores das ce´lulas, ou seja, o algoritmo comec¸a no ponto inicial, ce´lula que conte´m
o valor mais elevado, de seguida e´ escolhida a ce´lula adjacente com menor valor, sendo
indiferente a` direc¸a˜o que a ce´lula possua. Posteriormente e´ aplicado o mesmo me´todo a`
ce´lula anteriormente escolhida, sendo este processo repetido enquanto na˜o se atingir a
ce´lula do ponto final, ce´lula com o valor mais pequeno, pode-se verificar esta descric¸a˜o
na figura 3.8(f), onde neste exemplo se possui dois caminhos poss´ıveis.
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(a) Me´todo WaveFront na primeira iterac¸a˜o (b) Me´todo WaveFront na segunda iterac¸a˜o
(c) Me´todo WaveFront na terceira iterac¸a˜o (d) Me´todo WaveFront na quarta iterac¸a˜o
(e) Me´todo WaveFront na iterac¸a˜o n (f) Me´todo WaveFront - Determinac¸a˜o do trajeto.
Figura 3.8: Sequeˆncia do processo do me´todo WaveFront [44].
3.2 Octomap
A framework Octomap foi desenvolvida por Armin Hornung na Universidade de Frei-
burg na Alemanha. Esta usa uma representac¸a˜o baseada numa tree de forma a oferecer
melhor resoluc¸a˜o de uma a´rea mapeada, recorrendo a uma estimativa probabil´ıstica da
ocupac¸a˜o garantindo update das medidas e permitindo suportar o ru´ıdo dos sensores.
O Octomap assenta em cinco partes, Octrees, Fusa˜o Sensorial Probabil´ıstica, Pesquisa
Multi-Resoluc¸a˜o, Compressa˜o do Octree Map e extenso˜es.
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• Octrees: Uma octree e´ uma estrutura de dados hiera´rquica para subdivisa˜o espa-
cial 3D, onde cada node de uma octree representa um dado volume do espac¸o e e´
denominado por voxel. Estes nodes podem ser consecutivamente subdivididos em
outros oito novos voxels, ate´ se obter o voxel com o tamanho mı´nimo pre´-definido
pelo utilizador, denominado por resoluc¸a˜o da octree. A octree permite cortar a tree
em qualquer n´ıvel podendo-se com a mesma resoluc¸a˜o ma´xima definida obter ma-
pas com diferentes resoluc¸o˜es. Aplicando as octrees na sua forma ba´sica, e´ utilizada
como um modelo de propriedade Booleana, que no contexto do mapeamento na
robo´tica e´ definido como ocupado num dado volume. Sempre que um determinado
volume e´ definido como ocupado, o node correspondente na octree e´ inicializado,
sendo que os novos nodes sera˜o inicializados como livres ou ocupados. Na figura
3.9 encontra-se representado um exemplo de uma octree com uma hierarquia de
treˆs n´ıveis, obtendo-se assim a ma´xima resoluc¸a˜o da octree, onde em cada n´ıvel e´
poss´ıvel verificar os voxels que se encontram totalmente ocupados (representados
com a cor preta), os que esta˜o vazios (representados com a cor branca) e os vo-
xels mistos, ou seja que na˜o esta˜o totalmente ocupados (representados com a cor
cinzenta).
Figura 3.9: Octree - Exemplo de uma Octree (branco - voxels vazios; preto - voxels
completamente cheios; cinzento - voxels mistos) [31].
• Fusa˜o Sensorial Probabil´ıstica: A abordagem utilizada para a integrac¸a˜o dos
dados dos sensores utiliza o occupancy grid mapping de Moravec e Elfes onde a pro-
babilidade de um dado node n se encontrar ocupado, P (n|z1:t), dada uma medida
do sensor, z1:t, pode ser obtida atrave´s da equac¸a˜o 3.6, onde o update depende da
atual medida do sensor zt, da probabilidade anterior P (n) e da estimac¸a˜o anterior
P (n|z1:t−1). O termo P (n|zt) corresponde a` probabilidade do voxel n se encontrar
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ocupado tendo em considerac¸a˜o a medida zt.
P (n|z1:t) =
[
1 +
1− P (n|zt)
P (n|zt)
1− P (n|z1:t−1)
P (n|z1:t−1)
P (n)
1− P (n)
]−1
(3.6)
Considerando uma probabilidade pre´via uniforme, enta˜o P (n) = 0.5 e usando
a notac¸a˜o logaritmica pode-se reescrever a equac¸a˜o 3.6, como a apresentada na
equac¸a˜o 3.7.
L(n|z1:t) = L(n|z1:t−1) + L(n|zt) (3.7)
com,
L(n) = log
[
P (n)
1− P (n)
]
(3.8)
Quando se utiliza o mapa 3D para navegac¸a˜o e´ necessa´rio definir um threshold
na probabilidade de ocupac¸a˜o. Um voxel e´ considerado como ocupado quando e´
atingido o thresold e e´ considerado livre quando na˜o atingiu o limite, sendo desta
forma definido dois estados discretos. Desta forma e´ apresentado na equac¸a˜o 3.9
uma formulac¸a˜o de update tendo em considerac¸a˜o os limites ma´ximos, lmax, e
mı´nimos, lmin, da estimac¸a˜o.
L(n|z1:t) = max(min(L(n|z1:t−1) + L(n|zt), lmax), lmin) (3.9)
Desta forma e´ poss´ıvel verificar duas vantagens, assegura-se que a confianc¸a do
mapa manteˆm-se entre limites e como consequeˆncia o modelo pode adaptar-se
rapidamente a`s mudanc¸as do ambiente.
• Pesquisa Multi-Resoluc¸a˜o: A pesquisa em multi-resoluc¸a˜o e´ efetuada atrave´s
dos nodes interiores da tree. Para determinar a probabilidade de um node interior
e´ necessa´rio agregar as probabilidades dos seus filhos, desta forma e dependendo
aplicac¸a˜o a ocupac¸a˜o me´dia e a ocupac¸a˜o ma´xima podem ser obtidas pelas equac¸o˜es
3.10 e 3.11, onde n corresponde ao node interior e ni aos seus oito sub-volumes.
l¯ =
1
8
8∑
i=1
L (ni) (3.10)
lˆ = max
i
L (ni) (3.11)
Assumindo que o volume se encontra ocupado se alguma parte possui uma medida
ocupada, pode-se calcular trajetos livres de coliso˜es, sendo esta a principal raza˜o
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para o uso do update ma´xima de ocupac¸a˜o.
• Compressa˜o do Octree Map: A compressa˜o do mapa e´ dada pela pol´ıtica
de update dada pela equac¸a˜o 3.9. Com esta aplicac¸a˜o consegue-se obter bons
resultados devido a ser relativamente esta´vel o valor da probabilidade.
• Extenso˜es: Os nodes da Octree podem conter informac¸o˜es adicionais ale´m da
distaˆncia, tais como temperatura ou cor do ambiente, permitindo gerar mapas
mais completos. Outra extensa˜o poss´ıvel desta framework e´ a possibilidade de
gerar sub-mapas hiera´rquicos.
A ferramenta Octomap possui a capacidade de ser integrada com a framework ROS
permitindo gerar mapas face a um referencial determinado pelo utilizador, podendo se
gerar o mapa com mu´ltiplos sensores no mesmo instante, desde que se consiga fornecer
uma Point Cloud dos pontos em 3D, sendo esta uma das grandes vantagens do Octomap.
Como output o Octomap fornece o mapa num formato com tamanho reduzido, podendo
este ser no formato bina´rio ou enta˜o num formato completo, formato este que fornece
ale´m da ma´xima likelihood do mapa ocupado, contempla tambe´m as probabilidades
completas de um dado voxel se encontrar ou na˜o ocupado e outros dados adicionais.
Ale´m destes outputs, o Octomap fornece somente as ce´lulas que se encontram ocupadas,
ou seja, as ce´lulas que correspondem ao local onde existem obsta´culos, fornece tambe´m
uma Point Cloud com os centroides destas ce´lulas ocupadas. O facto de o Octomap ser
uma ferramenta Open Source, permite que o utilizador possa personalizar os inputs e
outputs como bem entender. Na figura 3.10, encontra-se representados alguns mapas
gerados pelo Octomap, podendo tambe´m se verificar a sua diferencia para diferentes
valores de resoluc¸a˜o da octree, [31].
.
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(a) Octomap - Dataset New College
(b) Octomap - Dataset Exterior Freiburg
Figura 3.10: Exemplos de Datasets usando Octomaps [31]
3.3 ROS - Robot Operating System
O ROS (Robot Operating System), [45] e [46], e´ uma framework Open Source conce-
bida para aplicac¸o˜es em robo´tica. Foi desenvolvido de forma a ser modular, inclui um
middleware de comunicac¸o˜es para diversas plataformas de hardware, existindo a pos-
sibilidade de incorporar mo´dulos (packages) de projetos ja´ existentes. Esta framework
possui uma grande comunidade cient´ıfica para apoio e desenvolvimento de novos pac-
kages e um conjunto de recursos online incluindo documentac¸a˜o destes. Esta aplicac¸a˜o
tambe´m permite a interface com mu´ltiplos sensores e atuadores utilizados pelos diversos
utilizadores da comunidade cientifica e pode ser programado em diferentes linguagens,
tais como C++, Python, Octave e LISP.
Um sistema de ROS normalmente inclui um nu´mero de processos independentes, de-
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nominados por nodes, podendo estes comunicar entre si utilizando o mecanismo publish
- subscriber, passando entre eles tipos de mensagens, topics. A comunicac¸a˜o entre nodes
e´ baseada no tipo de comunicac¸a˜o peer-to-peer. Este middleware tambe´m providencia
interrupc¸o˜es remotas s´ıncronas e ass´ıncronas, denominadas de services e actions respe-
tivamente. De forma a que os nodes possam funcionar e´ necessa´rio correr o roscore, que
estabelece a conectividade entre os nodes que esta˜o a ser executados. Outra funcionali-
dade importante do ROS e´ o agrupamento em packages dos nodes individuais, sendo que
por sua vez os packages esta˜o agrupados em meta-packages. Esta framework permite
tambe´m gerar mensagens personalizadas para cada node, sendo que as mensagens sa˜o
do tipo linguagem-neutra, ou seja, sa˜o capazes de serem interpretadas pelas diversas
linguagens de programac¸a˜o.
3.4 Simuladores
Nos dias de hoje muitos laborato´rios de investigac¸a˜o possuem mu´ltiplos roboˆs de
diversas a´reas. No caso particular dos roboˆs ae´reos, muitos dos laborato´rios podem
na˜o possuir os recursos necessa´rios para que se efetuem os testes necessa´rios utilizando
ve´ıculos reais. De forma a combater esta necessidade, existem alguns simuladores 3D que
permitem efetuar os testes sem que seja necessa´rio possu´ırem um roboˆ. Alguns desses
simuladores sera˜o abordados de seguida.
3.4.1 Gazebo
O Gazebo, [47], [48], [49], [50], [51], [52], e´ um simulador tridimensional que permite
efetuar simulac¸o˜es multi-roboˆs em ambientes indoor e outdoors em real-time. Foi de-
senvolvido pela University of Southern California para o DARPA e possui alguns roboˆs
ja´ desenvolvidos tais como PR2, Care-O-bot, TurtleBot entre outros. Os roboˆs integra-
dos neste simulador sa˜o desenvolvidos com dinaˆmica, o ambiente onde vai ser efetuada
a simulac¸a˜o tem em considerac¸a˜o a gravidade, forc¸as de contacto e de fricc¸a˜o. Nestes
roboˆs podem ser inclu´ıdos diversos sensores que tentam simular um sensor real, para
tal tem um erro associado de primeira ordem Gauss Markov. De referir que o Gazebo
diferencia os elementos Colisa˜o dos Vis´ıveis, tratando apenas os elementos Colisa˜o como
Vis´ıveis para os laser scanners e na verificac¸a˜o de colisa˜o. Os roboˆs a serem inseridos no
ambiente de simulac¸a˜o, bem como os sensores neles inclu´ıdos podem ser desenvolvidos
na ferramenta Blender ou enta˜o em ODE (Open Dynamics Engine), permitindo que o
renderizac¸a˜o dos ambientes possam ser o mais real´ısticos poss´ıveis. Ale´m desta facilidade
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de uso de mu´ltiplas ferramentas para gerar ambientes, o simulador tambe´m permite a
integrac¸a˜o com middlewares, tais como ROS (Robot Operating System) e YARP. Este
simulador partilha de muitas funcionalidades que outros simuladores, ex. Simulador
MORSE. Na figura 3.11 encontra-se representado o exemplo de um ve´ıculo no Gazebo.
Figura 3.11: Simulador Gazebo [47].
3.4.2 USARSim
O simulador USARSim (Urban Search and Rescue Simulation), [53], [54], [55], [56],
[57], e´ um simulador 3D Open-Source desenvolvido pela University of Pittsburgh para
simulac¸a˜o de cena´rios busca e salvamento destinados a` investigac¸a˜o e a` educac¸a˜o, tendo
sido ja´ utilizado na competic¸a˜o de salvamento do RoboCup. Este simulador e´ multi-
plataforma e baseia-se num motor de jogo comercial designado de Unreal Engine, o que
se torna uma vantagem para o simulador, pois sempre que existe uma atualizac¸a˜o do
motor de jogo, o simulador tambe´m ira´ melhorar. O USARSim permite o uso de multi-
roboˆs ou enta˜o o uso de um u´nico roboˆ, tais como ve´ıculos terrestres, underwater, ae´reos
e humanoides, em ambientes indoor e outdoor. Os ambientes de simulac¸a˜o podem ser
desenvolvidos com o uso da aplicac¸a˜o UnrealEd, ja´ os roboˆs e os sensores sa˜o desenvolvi-
dos na linguagem C++ ou JavaScript. Estes ve´ıculos, tais como os respetivos sensores,
podem ser facilmente adicionados aos ambientes de simulac¸a˜o usando para tal o Unre-
alscript. De referir que os sensores e o sistema de simulac¸a˜o fornecem dados semelhantes
aos reais, permite tambe´m testar e desenvolver interfaces de interac¸a˜o Humano-Roboˆ
(HRI - Human-Robot Interaction). Comparativamente a outros simuladores o facto de
na˜o conseguir interagir com a framework ROS, neste projeto e´ uma grande desvanta-
gem. Na figura 3.12 encontra-se representado um ambiente desenvolvido utilizando o
simulador USARSim.
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Figura 3.12: Simulador USARSim [53].
3.4.3 Webots
Outro simulador 3D e´ o Webots, [58], [59], [60], [61] e [62]. Este e´ um simulador
comercial criado pela Cyberbotics, spin-off da Swiss Federal Institute of Technology in
Lausanne (EPFL), com o intuito de ser utilizado por investigadores e professores in-
teressados em roboˆs mo´veis. O Webots e´ multi-plataforma, permite simular roboˆs com
rodas, pernas e roboˆs ae´reos e dete´m um GUI (Graphic User Interface) para as instruc¸o˜es
de movimentos dos roboˆs. A construc¸a˜o de novos modelos de roboˆs neste simulador e´
simples e relativamente ra´pida, sendo que a estes roboˆs e´ poss´ıvel adicionar os sensores
que se pretender com base nos sensores e atuadores ja´ existentes. Os sensores que sa˜o
adicionados aos roboˆs podem ser individualmente configurados, como por exemplo no
seu alcance, ru´ıdo, resposta, campo de visa˜o, etc. Ale´m destas caracter´ısticas o simu-
lador recorre ao ODE para uma simulac¸a˜o precisa da f´ısica, permite criar filmes das
simulac¸o˜es nos formatos AVI e MPEG e pode usar-se para programac¸a˜o a linguagem C,
C++, Java, Matlab, Python ou Urbi. Como desvantagem face aos simuladores anteri-
ormente enumerados e´ o facto na˜o poder existir interac¸a˜o do simulador com nenhuma
framework. Na figura 3.13 encontra-se demonstrado um roboˆ no ambiente de simulac¸a˜o
Webots.
3.4.4 V-REP
O V-REP (Virtual Robot Experimentation Plataform), [63], [49], e´ um simulador 3D
que foi desenvolvido pela Coppelia Robotics e possui dois tipos de licenc¸a, uma comer-
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Figura 3.13: Simulador Webots [58].
cial e uma educacional, sendo ambas multi-plataforma. Este simulador faz uso de um
motor de renderizac¸a˜o personalizado e oferece apoio para treˆs motores de f´ısica (Bullet,
ODE e Vortex), sendo estes comuta´veis durante o tempo de execuc¸a˜o. O V-REP fornece
uma API para C++ e Lua, no entanto pode-se programar os controladores em C/ C++,
Python, Java, Lua, Matlab, Octave ou Urbi. A n´ıvel de simulac¸a˜o e´ poss´ıvel simular
utilizando plugins, scripts incorporados ou nodes ROS, sendo tambe´m poss´ıvel ter ao
mesmo tempo mu´ltiplos roboˆs num u´nico ambiente de simulac¸a˜o. Os roboˆs que podem
ser adicionados ao ambiente de simulac¸a˜o podem ser ve´ıculos terrestres, ae´reos ou un-
derwater, no entanto para estes u´ltimos e´ necessa´rio estar num ambiente apropriado e
adicionar plugins ao V-REP. Estes roboˆs podem possuir mu´ltiplos sensores no entanto
o apoio fornecido pelo simulador e´ reduzido. Na figura 3.14 e´ apresentado um cena´rio
usando o simulador V-REP.
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Figura 3.14: Simulador V-REP [63].
3.4.5 MORSE
O MORSE (Modular Open Robots Simulation Engine), [64], [65], [66], [67], foi de-
senvolvido em conjunto entre os laborato´rios de pesquisa LAAS e ONERA e e´ uma
ferramenta Open-Source, multi-plataforma e completamente modular. Todos os com-
ponentes de uma simulac¸a˜o podem ser integrados com outros componentes sendo desta
forma poss´ıvel para uma simulac¸a˜o escolher um ambiente que possuira´ um ou mais roboˆs
e esses roboˆs possuira˜o sensores que sera˜o independentes e so´ pertencera˜o a um dado
roboˆ. A isto acresce o facto do simulador permitir a interac¸a˜o com diversos middlewares,
entre eles YARP, ROS, Pocolibs, etc., o que permite que em conjunto com o facto de ser
um simulador modular que num ambiente de simulac¸a˜o um roboˆ esteja a ser controlado
por um middleware, exemplo YARP, ao mesmo tempo um dos sensores esta´ a enviar da-
dos para o socket e um outro roboˆ se encontra a ser manipulado atrave´s do middleware
ROS. Toda estas vantagens so´ conseguem ser realizadas pois o simulador encontra-se de-
senvolvido em cima da aplicac¸a˜o Blender Game Engine (BGE). O BGE e´ uma aplicac¸a˜o
de modulac¸a˜o e renderizac¸a˜o 3D open-source, conseguindo a vantagem de possuir um
detalhe a n´ıvel gra´fico muito elevado em situac¸o˜es de real-time. Permite tambe´m o uso de
cameras para verificac¸a˜o da evoluc¸a˜o da simulac¸a˜o e pode ser programado em Python ou
C++. O simulador permite testar simulac¸o˜es em ambientes indoor e outdoor que podem
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ser personalizados ou gerados pelo utilizador, podendo ser adicionados aos cena´rios roboˆs
ae´reos, terrestres e aqua´ticos. A estes roboˆs e´ poss´ıvel adicionar os mu´ltiplos sensores
e atuadores ja´ desenvolvidos e que possuem caracter´ısticas semelhantes aos homo´nimos
reais. Estes sensores e atuadores sa˜o minimalistas na sua funcionalidade e fornecem
dados similares aos respetivos sensores/ atuadores reais, sendo que alguns destes tem
mu´ltiplas variantes podendo funcionar com diferentes n´ıveis de realismo e abstrac¸a˜o. E´
tambe´m adicionado a estes sensores e atuadores um ru´ıdo, ou enta˜o e´ alterados os dados
conforme necessa´rio de forma a que os dados sejam os mais reais poss´ıveis. Com estas
caracter´ısticas estes componentes moduladores conseguem ser versa´teis e configura´veis
para testes de software-in-the-loop de software de robo´tica. Na figura 3.15 e´ apresentado
um exemplo de um cena´rio do simulador MORSE.
Figura 3.15: Simulador Morse [67].
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Projeto
Um dos grandes problemas que um ve´ıculo ae´reo enfrenta em cena´rios de desastres,
semelhante ao apresentado na figura 4.1, e´ a enorme quantidade de obsta´culos presentes,
o que faz com estes ve´ıculos necessitem de ter dimenso˜es reduzidas de forma a pode-
rem passar as estreitas passagens existentes, o que de uma forma indireta vai diminuir
o limite de peso que os ve´ıculos podem suportar. Este condicionamento implica que a
quantidade de sensores a serem aplicados tem de ser o mı´nimo necessa´ria ao funciona-
mento e de dimenso˜es reduzidas. Um outro entrave que os obsta´culos criam nos UAVs
e´ na navegac¸a˜o auto´noma, o que implica que o ve´ıculo tenha uma boa percec¸a˜o dos
obsta´culos que o rodeiam, pelo que e´ necessa´rio que o ve´ıculo precisa de ter uma boa
capacidade computacional de forma a conseguir gerar um mapa dos obsta´culos.
No ve´ıculo que se encontra em desenvolvimento no laborato´rio, pretende-se utilizar
um sensor laser scanner, que permita detetar corretamente o ambiente em redor do
UAV, e que permita ser utilizado para gerar um mapa de forma a que o UAV saiba a
sua posic¸a˜o face a cada obsta´culo. Apo´s se ter conhecimento da posic¸a˜o dos obsta´culos
e´ necessa´rio proceder ao planeamento da trajeto´ria de modo a ser capaz de navegar pelo
ambiente de forma auto´noma.
Neste cap´ıtulo e´ detalhada a arquitetura geral do sistema que ira´ permitir enderec¸ar
todos os requisitos previamente enumerados tendo por base o estado da arte e os funda-
mentos teo´ricos apresentados anteriormente.
Neste projeto o sensor a aplicar no UAV sera´ o laser scanner, pois permite obter
os dados suficientes relativamente aos obsta´culos que se encontram no ambiente, como
exemplo o cena´rio apresentado na figura 4.1, ale´m de tambe´m possuir um baixo peso,
o que e´ uma caracter´ıstica importante para os UAVs. De modo a poder-se aplicar
os me´todos desenvolvidos num simulador foi escolhida a framework ROS, pois permite
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Figura 4.1: Ambiente de aplicac¸a˜o simulado.
interligar a aplicac¸a˜o desenvolvida com diversos simuladores ale´m de permitir utilizar um
package ja´ desenvolvido para laser scanners. De forma a ser poss´ıvel realizar simulac¸o˜es
das aplicac¸o˜es desenvolvidas foi utilizado o simulador MORSE, que permite utilizar
uma vasta gamas de sensores em diferentes cena´rios, sendo que estes cena´rios podem ser
gerados de raiz pelo utilizador. Outra vantagem em recorrer ao MORSE e´ a possibilidade
de integrac¸a˜o com a framework ROS a qual sera´ tambe´m ela utilizada.
4.1 Arquitetura do Sistema
De forma a ser poss´ıvel resolver o problema proposto de planeamento de trajeto´ria 3D
para UAVs, onde necessita de se deslocar de um ponto A para um B evitando coliso˜es,
estabeleceu-se uma arquitetura que e´ dividida em treˆs camadas Percec¸a˜o, Mapeamento
e Planeamento de Trajeto´rias, como detalhado na figura 4.2.
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Figura 4.2: Arquitetura geral do sistema.
De forma a se percecionar melhor os referenciais apresentados e´ exposto de seguida um
esquema detalhado e pormenorizado, figura 4.3. Neste esquema observa-se os referenciais
entre os sensores e o ve´ıculo relativo ao referencial global, podendo-se verificar que {W}
corresponde ao referencial global, {B} corresponde ao referencial do ve´ıculo, neste caso
do UAV, {I} corresponde ao referencial do sensor de posic¸a˜o e atitude do ve´ıculo e {L}
corresponde ao referencial do laser scanner.
Figura 4.3: Referenciais 3D do ve´ıculo e sensores.
Sera˜o estes os referenciais que se tera´ como base para os subsequentes cap´ıtulos e
secc¸o˜es.
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4.1.1 Sensores
Na primeira camada do sistema desenvolvido encontra-se o bloco de Sensores. Nesta
secc¸a˜o obte´m-se a informac¸a˜o recolhida pelo laser scanner 2D, BLP, que posteriormente
sera´ utilizada para se gerar um mapa dos obsta´culos do ambiente e posteriormente se
conseguir definir uma trajeto´ria que evite os obsta´culos. De referir que o laser scanner
utilizado e´ um Hokuyo e que se encontra fixo a` frame do ve´ıculo, sem qualquer gim-
bal como processo interme´dio. Nesta camada tambe´m se recolhe a informac¸a˜o relativa
a` posic¸a˜o e atitude atual do ve´ıculo, WI M, dados que sera˜o importantes para as eta-
pas seguintes. A posic¸a˜o e atitude do ve´ıculo encontra-se a ser estimada pelo autopilot
PX4 que fornece mensagens MAVLink, com posic¸o˜es e atitudes. De modo a ser poss´ıvel
integrar estas mensagens na framework ROS e´ utilizada a ferramenta MAVROS que
permite interpretar as mensagens MAVLink e transforma-las em nodes ROS. Por sua
vez o MAVLink e´ uma biblioteca, bastante leve, de mensagens header-only para peque-
nos ve´ıculos ae´reos. A posic¸a˜o tambe´m e´ estimada recorrendo a` abordagem de Visual
Odometry, [68], permitindo ter posic¸a˜o do veiculo em ambientes indoor onde o sinal de
GPS e´ inexistente, atrave´s das feactures retiradas das imagens.
4.1.2 Percepc¸a˜o e Mapeamento
A camada de mapeamento sera´ responsa´vel pela construc¸a˜o do mapa do ambiente
em redor do ve´ıculo. Para este bloco sa˜o necessa´rios os dados da posic¸a˜o e atitude do
ve´ıculo e os dados recolhidos do Hokuyo, tendo como outputs um conjunto de pontos
que representam os obsta´culos que se encontram no ambiente, WO.
Internamente encontra-se dividida em dois mo´dulos, um responsa´vel pela gerac¸a˜o
de uma mapa dos obsta´culos com voxels e outro responsa´vel pela criac¸a˜o de clusters,
denominados de Octomap e Clustering respetivamente.
O primeiro mo´dulo, Octomap, e´ uma framework que pode ser integrada com a fra-
mework ROS e que permite gerar um mapa 3D do ambiente em tempo real quando
combinadas. O Octomap quando combinado com o ROS, tem como inputs a nuvem
de pontos do varrimento atual do Hokuyo, BLP, a posic¸a˜o atual do ve´ıculo,
W
I M, e a
resoluc¸a˜o ma´xima a atribuir a` Octree. O primeiro paraˆmetro de entrada fornece uma
nuvem de pontos 3D do varrimento efetuado ao ambiente em redor do ve´ıculo no atual
instante de tempo. O segundo paraˆmetro de entrada, posic¸a˜o atual do ve´ıculo, e´ dada
pelo MAVROS e pela transformac¸a˜o que existe entre o referencial do ve´ıculo e o referen-
cial determinado pelo utilizador como sendo o referencial global. Este referencial pode
ser a posic¸a˜o em que o ve´ıculo iniciou a manobra no cena´rio de busca e salvamento ou
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enta˜o um ponto no referencial das coordenadas globais. Esta necessidade de definir um
referencial permite construir e atualizar o mapa 3D com base na informac¸a˜o retirada a
cada instante dos sensores. A resoluc¸a˜o ma´xima que a Octree deve possuir permite obter
um mapa com maior ou menor resoluc¸a˜o e deve ser ajustada conforme a aplicac¸a˜o onde
sera´ implementada a framework Octomap. Na figura 4.4 e´ poss´ıvel verificar um exemplo
do output gerado pelo Octomap tendo em considerac¸a˜o as configurac¸o˜es anteriormente
descritas e aplicado num cena´rio de busca e salvamento apresentado na figura 4.1.
O segundo mo´dulo, Clustering, sera´ apresentado no Cap´ıtulo 5 e tem como objetivo
gerar clusters, WC, dos voxels provenientes do Octomap, WO, que indicam os obsta´culos
do ambiente em redor do ve´ıculo. A existeˆncia deste mo´dulo deve-se a` necessidade que
a secc¸a˜o planeamento de trajeto´rias tem em receber os pontos extremos dos obsta´culos
e na˜o um conjunto de pontos que indicam os centroides dos diversos voxels constituin-
tes destes obsta´culos. Desta forma sera´ gerado um cluster por cada face de um dado
obsta´culo detetado no Octomap.
(a) (b)
Figura 4.4: Representac¸a˜o do Octomap para o ambiente de busca e salvamento.
4.1.3 Planeamento de Trajeto´rias
A terceira camada, denominada por Planeamento de Trajeto´ria, consiste no planea-
mento da trajeto´ria do ve´ıculo de forma a conseguir ir do ponto A para o B evitando os
obsta´culos. Nesta camada sa˜o analisados treˆs me´todos de planeamento de trajeto´rias, o
primeiro me´todo e´ o PRM (Probabilistic Roadmap) e foi descrito no Cap´ıtulo 2, os outros
dois me´todos foram desenvolvidos no aˆmbito da dissertac¸a˜o e encontram-se descritos no
Cap´ıtulo 6 e denominam-se por GPRM (Grid Probabilistic Roadmap) e PPRM (Particle
Probabilistic Roadmap).
O primeiro me´todo a ser analisado e´ o PRM e como referido anteriormente neste
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documento necessita de ter conhecimento da posic¸a˜o atual do ve´ıculo e da posic¸a˜o do
target, sendo tambe´m necessa´ria a informac¸a˜o relativa aos obsta´culos e ao nu´mero de
amostras a espalhar. Desta forma e´ poss´ıvel determinar o trajeto mais curto desde a
atual posic¸a˜o do ve´ıculo ate´ a` do target. Este me´todo servira´ de base para os dois outros
me´todos desenvolvidos de forma a ser poss´ıvel retirar algumas concluso˜es das abordagens
implementadas.
Posteriormente e´ explorado o me´todo GPRM que foi desenvolvido nesta dissertac¸a˜o.
Esta abordagem e´ baseada no me´todo PRM e recorre a uma grid para espalhar as
amostras, ao contra´rio do PRM em que efetua a amostragem em toda a a´rea do mapa.
Desta forma esta abordagem necessita como paraˆmetros de entrada a posic¸a˜o atual do
ve´ıculo, a posic¸a˜o final, o nu´mero de ce´lulas no eixo X-Y, o tamanho de cada ce´lula e o
nu´mero de amostras por ce´lula para determinar um trajeto poss´ıvel.
O terceiro me´todo desenvolvido e´ o PPRM e tambe´m ele e´ baseado no me´todo PRM
no entanto ao contra´rio dos me´todos expostos ate´ ao momento, determina mais do
que um trajeto poss´ıvel sendo de seguida atribu´ıdo uma probabilidade a cada um dos
trajetos. Posteriormente e´ verificado quais os trajetos que se encontram acima de uma
dada probabilidade e desta forma retira-se o nu´mero de amostras que constituem estes
trajetos, sendo estas amostras as que sera˜o na pro´xima iterac¸a˜o espalhadas. Caso o
nu´mero de amostras seja demasiadamente reduzido ou na˜o se encontre nenhum trajeto
com este nu´mero de amostras e´ enta˜o efetuado um resample. O me´todo PPRM de
planeamento de trajeto´rias tem um funcionamento similar ao filtro de part´ıculas.
Estes me´todos tem como paraˆmetros de entrada comuns a posic¸a˜o e atitude atual do
ve´ıculo, WI M, posic¸a˜o final e conjuntos dos pontos extremos dos clusters,
WC sendo o
output desta camada a posic¸a˜o e atitude para onde o ve´ıculo se deve deslocar, WB U. O
output produzido, posic¸a˜o e atitude do pro´xima waypoint do UAV, deve-se ao facto de o
sistema ser efetuado em tempo real, na˜o necessitando de enviar para o ve´ıculo o conjunto
de waypoints calculados para um determinado instante, permitindo desta forma que o
UAV se desvie de qualquer obsta´culo, esta´tico ou mo´vel, ou ate´ mesmo de obsta´culos
que ate´ ao momento na˜o tenha sido detetado.
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Detec¸a˜o e Clustering de
Obsta´culos
Neste cap´ıtulo ira´ ser detalhada a camada de Mapeamento apresentada no Cap´ıtulo
4 e encontra-se subdividida em dois mo´dulos, Octomap e Clustering.
O mo´dulo Octomap, e como ja´ explicado previamente, e´ onde se gera o mapa do
ambiente em redor do ve´ıculo, tendo como dados de sa´ıda os centroides dos voxels da
octree que indicam os espac¸os ocupados, ou seja, os centroides dos diversos voxels que
constituem cada obsta´culo detetado no ambiente. Esta informac¸a˜o em conjunto com a
posic¸a˜o do UAV e´ por si so´ suficiente para se proceder ao planeamento de trajeto´rias,
no entanto o me´todos de planeamento de trajeto´rias a serem analisados neste projeto
requerem como informac¸a˜o de entrada os ve´rtices de cada obsta´culo, e na˜o o conjunto de
pontos constituintes desses obsta´culos sendo necessa´rio proceder a` criac¸a˜o de clusters.
Desta forma foi desenvolvido um algoritmo que permitisse gerar um cluster por cada
face de um dado obsta´culo, correspondendo ao segundo mo´dulo, Clustering, da camada
Mapeamento.
5.1 Me´todo de Clustering
Como se pretende resolver o problema enderec¸ado pela camada de Planeamento de Tra-
jeto´rias onde e´ necessa´rio receber os pontos extremos dos obsta´culos e visto que o output
gerado pelo mo´dulo Octomap da camada Mapeamento e´ um conjunto de centroides dos
voxels constituintes dos obsta´culos torna-se necessa´rio proceder a` criac¸a˜o de clusters dos
mesmos.
Para se gerar os clusters foi necessa´rio desenvolver um algoritmo que permita recolher
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a informac¸a˜o fornecida pelo mo´dulo Octomap e de seguida identificar os obsta´culos.
Este algoritmo pretende identificar as faces dos objetos de forma independente, como
consequeˆncia cada face de um objeto correspondera´ a um obsta´culo.
Os principais paraˆmetros que o algoritmo possui sa˜o a distaˆncia ma´xima que um dado
voxel pode ser associado a um outro voxel, e o aˆngulo ma´ximo permitido de forma a que
os voxels possam ser considerados somente um cluster, ou seja se pertence a` mesma face
do obsta´culo.
O me´todo numa primeira fase vai analisar o vetor de pontos, referentes aos centroi-
des dos voxels do Octomap, WO, verificando se estes centroides se encontram dentro do
limites da distaˆncia, dist thresh, e aˆngulo, angle thresh, considerados para serem asso-
ciados ao mesmo cluster, C. Este limites sa˜o sempre calculados face ao ponto seguinte
do vetor, tal como e´ demonstrado na figura 5.1.
Figura 5.1: Ana´lise do vetor de pontos do output do Octomap.
Na situac¸a˜o em que todos os pontos do vetor de pontos do output do Octomap, WO, se
encontrem dentro dos limites, enta˜o todos os pontos do vetor sera˜o considerados como um
u´nico cluster. No caso em que os limites de associac¸a˜o deixem de ser respeitados, enta˜o
todos os pontos ate´ ao ponto em que na˜o foi respeitado os limites, sera˜o considerados
como um cluster, sendo os restantes pontos analisados numa pro´xima fase onde tambe´m
sera˜o verificados os limites de associac¸a˜o para serem constituintes de um novo cluster.
Esta validac¸a˜o dos limites e´ efetuada para a criac¸a˜o dos primeiros dois clusters que o
algoritmo gerar, ou seja e´ efetuado esta etapa duas vezes.
No fim destes dois ciclos de verificac¸a˜o e se ainda existir pontos no vetor WO, por
atribuir a um cluster, enta˜o e´ necessa´rio voltar a percorrer o vetor. No entanto a partir
deste instante e´ importante saber se a interrupc¸a˜o gerada por na˜o se encontrar nos
limites, foi efetuada pela distaˆncia ou pelo aˆngulo, pois conforme seja um ou outro
ter-se-a´ diferentes formas de abordar a criac¸a˜o de clusters.
Caso a interrupc¸a˜o anterior tenha sido efetuada pela distaˆncia, e´ verificado se o ponto
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que ainda na˜o se encontra num cluster, pode ou na˜o ser adicionado a um ja´ existente. Se
for esse o caso e´ verificado se os pro´ximos pontos do vetor tambe´m se encontram dentro
dos limites face a este ponto do vetor e adiciona os pontos que se encontram dentro
dos limites ao cluster ja´ existente. Caso o primeiro ponto do vetor de pontos, WO, na˜o
possa ser adicionado a um cluster ja´ existente e´ gerado um novo cluster onde este ponto
e todos os pro´ximos que se encontrem dentro dos limites, sera˜o adicionados.
Na situac¸a˜o em que interrupc¸a˜o anterior da validac¸a˜o dos limites de associac¸a˜o tenha
sido provocada pelo aˆngulo se encontrar fora dos limites, enta˜o verifica se os pro´ximos
pontos e adiciona todos os que se encontrarem dentro dos limites ao novo cluster. Este
processo de verificar se a interrupc¸a˜o pre´via foi gerada pela distaˆncia ou pelo aˆngulo
e consequentes ac¸o˜es sa˜o efetuadas enquanto existir pontos do WO que na˜o tenha sido
atribu´ıdo a um cluster.
De seguida elimina-se todos os clusters cujo o nu´mero de pontos constituintes seja
inferior a um valor pre´-definido, sendo posteriormente determinado para cada cluster o
respetivo centroide, CC , e pontos extremos,
WC, sendo este u´ltimo o output do algoritmo
desenvolvido.
De forma a possibilitar uma forma mais fa´cil de interpretac¸a˜o do me´todo desenvolvido
e´ apresentado no algoritmo 3 um fluxograma relativo a este me´todo, onde prev pts dist
corresponde a` verificac¸a˜o se a interrupc¸a˜o anterior se deveu a` Distaˆncia por esta se en-
contrar fora dos limites, prev pts angle corresponde a` verificac¸a˜o da interrupc¸a˜o anterior
foi gerada pelo aˆngulo se encontra fora dos limites de associac¸a˜o e next pts add e´ a veri-
ficac¸a˜o se os pro´ximos pontos do vetor de pontos, WO, podem ser adicionados ao atual
cluster.
Algorithm 2 [WO, C, num clust]← init Clustering(WO, dist thresh, angle thresh)
for num clust ← 1 to 2 do
for W o ∈ WO do
if Dist < dist thresh && Angle < angle thresh then
C(num clust)← W o
else
Sai do ciclo dos pontos
end if
end for
num clust← num clust+ 1
end for
return [WO, C, num clust]
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Algorithm 3 (WC)← Clustering(WO, dist thresh, angle thresh)
[WO, C, num clust]← init Clustering(WO, dist thresh, angle thresh)
while WO 6= ∅ do
for W o ∈ WO do
if prev pts dist then
add clust← vC(W o, C)
if add clust == 1 then
C(num clust)← W o
else
num clust← num clust+ 1
C(num clust)← W o
end if
if next pts add then
C ← add points(C(num clust))
else
Sai do ciclo dos pontos
end if
else
if prev pts angle then
num clust← num clust+ 1
C(num clust)← W o
if next pts add then
C ← add points(C(num clust))
else
Sai do ciclo dos pontos
end if
end if
end if
end for
end while
[CC ,
W C] = Centroids ExtremePoints(C)
return (WC)
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5.1.1 Detec¸a˜o de Cantos
Como referido anteriormente para os pontos serem considerados do mesmo cluster ne-
cessitam de estar de acordo com os limites de distaˆncia e aˆngulo impostos. Para verificar
o limite da distaˆncia necessita-se somente de verificar se esta se encontra abaixo de um
dado threshold de forma a poder se encontrar dentro do limite da distaˆncia. No caso
do limite do aˆngulo e´ utilizado os pontos anterior, Pointi−1, e seguinte, Pointi+1, ao
ponto que se vai analisar, Pointi. Para o ca´lculo dos aˆngulos pode-se aplicar a equac¸a˜o
5.1, onde Pointa toma o valor de Pointi−1 quando se efetua a validac¸a˜o para o ponto
anterior. Quando se pretende efetuar o calculo relativamente ao ponto seguinte Pointa
toma o valor de Pointi+1.
αβ
γ
 =

arctan
(
Pointa(Y )− Pointi(Y )
Pointa(Z)− Pointi(Z)
)
arctan
(
Pointa(Z)− Pointi(Z)
Pointa(X)− Pointi(X)
)
arctan
(
Pointa(Y )− Pointi(Y )
Pointa(X)− Pointi(X)
)

(5.1)
Uma vez obtido o aˆngulo relativo ao ponto anterior e ao seguinte, e´ validado se o
pro´ximo ponto se encontra nos limites definidos na equac¸a˜o 5.2, onde angle thresh e´
o valor ma´ximo que se considera o aˆngulo nos limites, para ser considerado da mesma
face, este valor pode ser definido pelo utilizador.
γPointi−1 − angle thresh <= γPointi+1 <= γPointi−1 + angle thresh (5.2)
Na figura 5.2(b) e´ poss´ıvel verificar uma explicac¸a˜o gra´fica, onde o ponto amarelo
corresponde ao ponto anterior, o ponto azul corresponde ao ponto atual, os pontos
vermelhos e os verdes correspondem ao ponto seguinte. Como e´ poss´ıvel verificar na
figura 5.2(b) e respeitando a equac¸a˜o 5.2, o ponto vermelho encontra-se fora dos limites
e os pontos verdes dentro dos limites. Na figura 5.2(a) encontra-se demonstrado os dados
de entrada no me´todo Clustering, WO.
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(a) Exemplo de Detec¸a˜o de Cantos. (b) Detec¸a˜o de cantos
(aˆngulo).
Figura 5.2: Detec¸a˜o de Cantos.
5.2 Casos de Estudo
Nesta secc¸a˜o ira˜o ser apresentados os casos de estudo que foram implementados para a
validac¸a˜o do mo´dulo de mapeamento de obsta´culos.
Para a sua implementac¸a˜o sera´ utilizado o simulador MORSE, onde se ira´ escolher
o cena´rio de aplicac¸a˜o e o ve´ıculo. O mo´dulo de clustering foi desenvolvido e aplicado
em Matlab com recurso a` framework ROS permitindo assim que fosse implementado em
tempo real e integrado com o simulador.
Para se proceder a` demonstrac¸a˜o pra´tica do algoritmo desenvolvido foi implementada
a arquitetura apresentada na figura 5.3.
Figura 5.3: Arquitetura implementada para simulac¸a˜o do bloco de Clustering de
obsta´culos.
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Figura 5.4: Ambiente Simulado no MORSE.
Como se pode averiguar foi utilizado o simulador MORSE, onde foi desenvolvido
um ambiente de simulac¸a˜o na aplicac¸a˜o Blender, figura 5.4. Neste ambiente e´ poss´ıvel
constatar-se a existeˆncia de pol´ıgonos a servirem de obsta´culos.
No ambiente de simulac¸a˜o foi adicionado o ve´ıculo ae´reo quadrotor, que se encontra
equipado com um sensor laser scanner Hokuyo, um IMU e um GPS. De forma a ser
poss´ıvel utilizar os dados dos sensores em tempo real, recorreu-se ao middleware ROS
como interface entre o simulador e o bloco de processamento desenvolvido em Matlab.
Numa primeira fase do processamento e´ utilizado a ferramenta Octomap, que possui
interface com o ROS permitindo desta forma obter um mapa tridimensional tendo como
entrada os dados do Hokuyo, a posic¸a˜o e atitude atual do ve´ıculo, valores estes obtidos
no simulador. Outro paraˆmetro de entrada e´ o valor que define a ma´xima resoluc¸a˜o
da Octree, que foi establecido em 10 cm. Para realizar o clustering dos objetos reco-
lhidos do ambiente de simulac¸a˜o e´ indispensa´vel ter como input os dados de sa´ıda da
framework Octomap, WO, podendo-se comprovar na figura 5.3. Esta informac¸a˜o con-
cede os centroides referente aos voxels que se encontram ocupados, assim como as suas
dimenso˜es.
Na figura 5.5 encontra-se representado nas figuras da esquerda o mapa 3D gerado
pelo Octomap usando os dados dos sensores do UAV em diversas iterac¸o˜es. Na direita
e´ apresentado os resultados da implementac¸a˜o do algoritmo de clustering e na esquerda
os dados do Octomap correspondentes. Para melhor percec¸a˜o dos clusters gerados foi
atribu´ıdo uma cor a cada um deles (ate´ cinco clusters, cyan, vermelho, magenta, amarelo
e verde), no entanto alguns casos, o nu´mero de clusters e´ elevado o que para esses casos
e´ so´ apresentado cinco clusters e os restantes correspondem a` cor azul escuro.
Como se pode comprovar atrave´s da figura 5.5, foi-se capaz de encontrar os diversos
clusters para os obsta´culos que se localizam no ambiente em redor do veiculo. Nas figuras
da direita e´ poss´ıvel constatar-se que os clusters obtidos conseguem identificar as diversas
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Figura 5.5: Mapa 3D gerado no Octomap e respetivos clusters para diferentes instantes
da posic¸a˜o do ve´ıculo.
faces dos obsta´culos correspondentes nas figuras da esquerda. Isto deve-se ao facto de
existir agregac¸a˜o dos pontos disponibilizados pela framework Octomap. Tornando-se
assim via´vel fornecer os dados necessa´rios para a camada planeamento de trajeto´rias.
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Planeamento de Trajeto´rias
Neste cap´ıtulo e´ descrito o bloco de planeamento de trajeto´rias responsa´vel por gerar
as trajeto´rias que um UAV deve efetuar de forma a conseguir ir de um ponto A ate´ um
ponto B evitando os obsta´culos que se encontrem no seu redor. O ve´ıculo deve efetuar o
planeamento de trajeto´rias em cena´rios de busca e salvamento, onde os ve´ıculos terrestres
ou os humanos na˜o conseguem ter acesso. Neste cap´ıtulo ale´m das abordagens utilizadas
sera˜o tambe´m apresentados os resultados obtidos para os diversos me´todos.
6.1 Me´todos de Planeamento de Trajeto´rias
O me´todo de planeamento de trajeto´rias PRM (Probabilistic Roadmap), que foi apre-
sentado no estado da arte e´ detalhado nesta secc¸a˜o, sendo tambe´m descrito de uma forma
aprofundada os me´todos com que esta dissertac¸a˜o contribui, o GPRM (Grid Probabilistic
Roadmap) e o PPRM (Particle Probabilistic Roadmap).
6.1.1 PRM - Probabilistic Roadmap
O me´todo PRM (Probabilistic RoadMap) foi o me´todo escolhido das diversas abor-
dagens apresentadas no estado da arte, visto ser um me´todo que permitia uma fa´cil
alterac¸a˜o, apresentando maiores potencialidades de melhoria.
Este me´todo e´ capaz de receber objetos tridimensionais e com isto fornecer uma
trajeto´ria que possibilite o movimento do ponto A para o B evitando coliso˜es. Para tal
o me´todo, que pode ser descrito pelo Algoritmo 4, necessita num primeiro instante de
determinar a a´rea em que o ve´ıculo vai efetuar a navegac¸a˜o, eA, desta forma precisa de
conhecer a posic¸a˜o atual em que o UAV se encontra e o ponto que pretende alcanc¸ar,
xinit e xgoal respetivamente.
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De seguida o me´todo efetua um sampling das part´ıculas, onde sa˜o espalhadas de
forma aleato´ria o nu´mero de part´ıculas que foram definidas, nS, pela a´rea anteriormente
calculada, eA. Posteriormente sa˜o eliminadas as part´ıculas que se encontrem dentro dos
obsta´culos, WC, obtendo-se assim as samples va´lidas para se proceder ao planeamento
de trajeto´rias, S.
Posteriormente o algoritmo constro´i um roadmap, R, com as samples anteriormente
obtidas, S, com a informac¸a˜o dos obsta´culos, WC de forma a poder verificar-se se existe
possibilidade de colisa˜o quando se tenta validar o trajeto entre duas samples aleato´rias,
sendo que uma sample pode ter n samples vizinhas, onde este valor e´ definido previa-
mente pelo utilizador. Ainda no algoritmo 4, o V e´ um conjunto de ve´rtices, onde v ∈ V
e V ⊂ S, e s e´ uma dada sample em que s, sj ∈ S e r e´ o raio para se poder considerar
os ve´rtices como vizinhos de uma sample, como apresentado em [69].
A u´ltima etapa consiste em determinar a trajeto´ria mais curta, P , entre o ponto inicial
e o final, sendo tambe´m necessa´rio para este ca´lculo o roadmap previamente calculado,
onde o segundo ponto do trajeto determinado, P (2), sera´ a pro´xima posic¸a˜o do ve´ıculo,
W
B U.
Algorithm 4 (P )← PRM(xinit, xgoal, nS, WC)
eA ← Environment area(xinit, xgoal)
S ← Sampling(nS, eA, WC)
{RoadMap(S, WC)};
for each s ∈ S do
Nearest(R = (V, eA, s) := argminv∈V ‖ s− v ‖)
Near(R = (V, eA), s, r) := {v ∈ V : v ∈ ßs,r}
CollisionFree(s, sj , WC) ∈ eA
end for
P ← Shortestpath(xinit, xgoal, R)
{Dijkstra Algorithm};
return (P )
Este me´todo e´ computacionalmente muito pesado para ser implementado em tempo
real e na˜o se encontra suficientemente otimizado. Necessita de conhecer previamente
todo o mapa do ambiente de forma a obter o melhor trajeto ate´ ao ponto destino,
requerendo para tal de conhecimento pre´vio da posic¸a˜o atual do ve´ıculo e da posic¸a˜o
final para a qual pretende deslocar. Esta abordagem na˜o permite obter bons resultados
em cena´rios como o de busca e salvamento, visto na˜o permitir uma fa´cil adaptabilidade
ao ambiente de aplicac¸a˜o. Nesse sentido e´ detalhado nas pro´ximas secc¸o˜es os me´todos
desenvolvidos contributivos desta dissertac¸a˜o, GPRM e PPRM.
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6.1.2 GPRM - Grid Probabilistic Roadmap
O me´todo detalhado nesta secc¸a˜o e´ uma contribuic¸a˜o da dissertac¸a˜o e denomina-se
por GPRM (Grid Probabilistic Roadmap). Este me´todo foi desenvolvido tendo como
base o algoritmo PRM e permite resolver alguns dos problemas que este algoritmo base
possui. O algoritmo desenvolvido recorre a grid para poder gerar a sua trajeto´ria na˜o
necessitando de conhecer previamente todo o mapa do ambiente em redor do ve´ıculo.
Este me´todo, que se encontra representado no Algoritmo 5, parte da mesma base que
o PRM, [69], e apresenta-se dividido tambe´m em quatro etapas:
• Determinac¸a˜o de a´rea de navegac¸a˜o (Environment area());
• Sampling (Grid Sampling());
• Construc¸a˜o do roadmap (RoadMap());
• Determinac¸a˜o do trajeto mais curto (Shortestpath()).
Algorithm 5 (P )← Grid PRM(xinit, xgoal, nS, sizeG, numG, WC)
eA ← Environment area(xinit, xgoal)
[S, eG] ← Grid Sampling(nS, sizeG, numG, xinit, eA, WC)
{R ← RoadMap(S, WC, eG)};
for each s ∈ S do
Nearest(R = (V, eG, s) := argminv∈V ‖ s− v ‖)
Near(R = (V, eG), s, r) := {v ∈ V : v ∈ ßs,r}
CollisionFree(s, sj , WC) ∈ eG
end for
P ← Shortestpath(xinit, xgoal, R)
{Dijkstra Algorithm};
return (P )
A primeira etapa, que consiste na determinac¸a˜o da a´rea de navegac¸a˜o, o algoritmo
necessita de saber a posic¸a˜o atual e de destino do ve´ıculo, respetivamente xinit e xgoal,
obtendo-se uma a´rea do ambiente, eA, sendo esta func¸a˜o exatamente igual a` do me´todo
PRM.
Na segunda etapa, para efetuar o sampling das part´ıculas, e´ necessa´rio recorrer a
uma grid sendo fundamental definir o seu tamanho. Para que se possa gerar esta grid
e´ indispensa´vel definir o tamanho de cada ce´lula da grid, sizeG, e o nu´mero de ce´lulas
que a grid vai ter nos eixos X e Y, numG, sendo representado na figura 6.1(a) por n e
m respetivamente. Por u´ltimo e´ essencial saber a posic¸a˜o atual do ve´ıculo de forma para
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o centro da grid corresponda com esta posic¸a˜o. Definida a grelha e´ poss´ıvel espalhar
nas ce´lulas o nu´mero de part´ıculas definidas para cada ce´lula, nS, sendo de seguida
eliminadas as part´ıculas que se encontrarem no interior de obsta´culos, obtendo-se tal
como no me´todo PRM as samples va´lidas para o pro´ximo passo, S. Ale´m destas samples,
esta etapa fornece tambe´m a a´rea em que a grid se encontra no ambiente inicialmente
determinado, eG, pode-se verificar a explicac¸a˜o desta etapa no Algoritmo 6.
Algorithm 6 [S, nG]← Grid Sampling(nS, sizeG, numG, xinit, eA, WC)
eG ← Get numCell(eA, sizeG, numG, xinit)
for eg ∈ eG(x) do
for eg ∈ eG(y) do
S ← Sampling Cell(nS, eG, WC)
end for
end for
return (S, eG)
Na terceira etapa, construc¸a˜o do roadmap, R, efetua-se os mesmos passos que no
me´todo PRM, ou seja, obter um mapa das samples que podem ser associadas sem que
ocorra coliso˜es, sendo o nu´mero de ligac¸o˜es poss´ıveis pre´-definidas, ou seja, o nu´mero
de vizinhos que cada sample pode ter com conexo˜es va´lidas e´ determinado previamente.
No entanto os obsta´culos so´ interferem na construc¸a˜o do mapa quando se encontram
na a´rea delimitada pela grid, ao contra´rio do que acontece no me´todo PRM, em que
os obsta´culos afetam em toda a a´rea de navegac¸a˜o. No algoritmo, V representa um
conjunto de ve´rtices, onde v ∈ V e V ⊂ S, e s e´ uma dada sample em que s, sj ∈ S e r
e´ o raio para se poder considerar os ve´rtices como vizinhos de uma sample.
A u´ltima etapa, encontrar a trajeto´ria mais curta, P , e´ efetuada da mesma forma
que no PRM, necessitando para tal de recorrer ao algoritmo de Dijkstra, que precisa
de conhecer o roadmap e as posic¸o˜es atual e final do ve´ıculo. De referir que o segundo
ponto do trajeto determinado, P (2), sera´ a pro´xima posic¸a˜o do ve´ıculo, WB U.
Na figura 6.1 e´ poss´ıvel verificar uma demonstrac¸a˜o gra´fica do funcionamento do
me´todo ao longo das iterac¸o˜es ate´ chegar ao ponto destino.
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(a) 1ª iterac¸a˜o. (b) 2ª iterac¸a˜o.
(c) 3ª iterac¸a˜o. (d) 4ª iterac¸a˜o.
Figura 6.1: Exemplificac¸a˜o das etapas do GPRM.
6.1.3 PPRM - Particle Probabilistic Roadmap
A segunda contribuic¸a˜o desta dissertac¸a˜o e´ o me´todo PPRM (Particle Probabilistic
Roadmap) que se encontra detalhado nesta secc¸a˜o, este me´todo foi desenvolvido tendo
como base o algoritmo PRM, permitindo resolver alguns dos problemas que este u´ltimo
possui. O PPRM foi desenvolvido tendo em considerac¸a˜o a aplicac¸a˜o em tempo real
para cena´rios que na˜o se obtinha bons resultados usando o PRM. De uma forma geral
este me´todo pode ser descrito como uma mistura entre o me´todo PRM e o filtro de
Part´ıculas.
Esta abordagem no primeiro instante de tempo funciona da mesma forma que o
me´todo PRM, no entanto ao inve´s de determinar somente o caminho mais curto, de-
termina tambe´m n outros caminhos, P , mesmo na˜o sendo o´timos. A cada um destes
trajetos sera´ atribu´ıda uma probabilidade, Pp, sendo que o trajeto mais curto tera´ a
maior probabilidade e o trajeto mais longo a menor probabilidade, sendo esta determi-
nada atrave´s da equac¸a˜o 6.1.
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Pp = 1− err
sum(err)
(6.1)
onde err e´ a matriz dos erros, que pode ser obtida pela equac¸a˜o 6.2
err = dist(Pn)− distmin (6.2)
em que Pn e´ o trajeto n, dist(Pn) e´ a distaˆncia total do trajeto n e pode ser obtida
atrave´s da equac¸a˜o 6.3 e distmin e´ a mı´nima distaˆncia entre o ponto atual do ve´ıculo e
o ponto destino sendo obtida atrave´s da equac¸a˜o 6.4.
dist(Pn) = sum(dist(Pnj)) (6.3)
onde j e´ um ponto dos que constituem o trajeto n.
distmin = xgoal − xinit (6.4)
Apo´s ser atribu´ıda a probabilidade aos trajetos, e´ retirado o nu´mero de pontos total
dos trajetos, nSP , que possuam probabilidade superior a um dado threshold, probacept,
sendo estes pontos o pro´ximo nu´mero de part´ıculas a ser considerado para a pro´xima
iterac¸a˜o do me´todo. Caso o nu´mero de part´ıculas retirado seja inferior a um dado
valor definido pelo utilizador e´ efetuado um resample, ou seja o nu´mero de part´ıculas
considerados para o me´todo sera´ o inicialmente atribu´ıdo, nSinit.
Com excec¸a˜o da primeira iterac¸a˜o, se numa primeira fase, utilizando o nu´mero de
part´ıculas anteriores, na˜o encontrar nenhum trajeto poss´ıvel entre a posic¸a˜o atual do
ve´ıculo e a de destino, e´ efetuado um resample onde ira´ novamente tentar encontrar pelo
menos um trajeto poss´ıvel.
Neste me´todo a posic¸a˜o para a qual o ve´ıculo se deve deslocar na iterac¸a˜o seguinte,
W
B U, e´ dada pelo segundo ponto da menor trajeto´ria calculada, Pp(2).
No exemplo apresentado na figura 6.2 e´ poss´ıvel verificar uma sequencia de iterac¸o˜es
do me´todo PPRM, onde na primeira iterac¸a˜o e´ espalhado o nu´mero de part´ıculas
ma´ximas e calcula-se os poss´ıveis trajetos para essa mesma iterac¸a˜o, figuras 6.2(a)
e 6.2(b) respetivamente. Na segunda iterac¸a˜o, figura 6.2(c), e´ espalhado somente as
part´ıculas que na iterac¸a˜o anterior se encontravam nos trajetos calculados, sendo pos-
teriormente determinado novamente os trajetos para esta nova iterac¸a˜o, figura 6.2(d).
Na figura 6.2(e) encontra-se representada a situac¸a˜o em que o nu´mero de part´ıculas
espalhadas na˜o permite determinar no mı´nimo um trajeto poss´ıvel, devido ao seu redu-
zido nu´mero de part´ıculas, necessitando assim de na iterac¸a˜o seguinte ser efetuado um
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resample, recomec¸ando a sequencia exemplificada nestas figuras.
(a) 1ª iterac¸a˜o. (b) 1ª iterac¸a˜o - Paths.
(c) 2ª iterac¸a˜o. (d) 2ª iterac¸a˜o - Paths.
(e) 3ª iterac¸a˜o.
(f) nª iterac¸a˜o. (g) nª iterac¸a˜o - Paths.
Figura 6.2: Etapas do PPRM.
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Algorithm 7 (Pp)← PPRM
(
xinit, xgoal, nSinit,
WC, n Paths, probacept
)
while xinit 6= xgoal do
eA ← Environment area(xinit, xgoal)
if 1ª iterac¸a˜o then
S ← Sampling(nSinit, eA)
R ← RoadMap(S, WC)
P ← n Shorthestpath(xinit, xgoal, R, S, n Paths)
Pp ← Add probability(xinit, xgoal, P )
nSP ← Get numParticles(Pp, probacept)
else
nS ← nSP
if nS < 1 then
nS ← nSinit
end if
S ← Sampling(nS, eA)
R ← RoadMap(S, WC)
P ← n Shorthestpath(xinit, xgoal, R, S, n Paths)
if P = ∅ then
[nSP , Pp]← Resampling(nS ← nSinit)
else
Pp ← Add probability(xinit, xgoal, P )
nSP ← Get numParticles(Pp, probacept)
end if
end if
xinit ← Pp(2)
end while
return Pp
6.2 Casos de Estudo
De forma a avaliar os dois me´todos desenvolvidos na dissertac¸a˜o, foram gerados treˆs
cena´rios de teste, figura 6.3. Numa primeira fase procede-se a` avaliac¸a˜o do me´todo
cla´ssico de planeamento de trajeto´rias PRM no sentido de servir de base para com-
parac¸a˜o com os me´todos desenvolvidos. Todas as simulac¸o˜es sa˜o efetuadas recorrendo
ao simulador MORSE sendo adicionado ao ambiente de simulac¸a˜o um quadrotor equi-
pado com um laser scanner Hokuyo, um IMU e um GPS. Estas sera˜o executadas num
computador com CPU Intel I7 4700HQ - 2.4Ghz, 8 Gb de RAM e com sistema operativo
Linux Ubuntu 14.04 LTS 64 bits. Os resultados obtidos destas simulac¸o˜es sa˜o avaliados
atrave´s da ferramenta Matlab.
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Para esta simulac¸a˜o em tempo real de cada me´todo apresentado e de forma a ser o
mais semelhante a` realidade, sera´ usado somente o segundo ponto do conjunto de pontos
da trajeto´ria determinada pelos me´todos, permitindo desta forma evitar poss´ıveis novos
obsta´culos que venham a ser detetados pelo UAV. Sera´ tambe´m apresentado para cada
me´todo os resultados das trajeto´rias obtidas, tempos e outras caracter´ısticas que sejam
importantes referentes a cada um.
(a) Window. (b) Maze.
(c) Rescue.
Figura 6.3: Cena´rios de aplicac¸a˜o utilizados para analisar a performance dos me´todos
de planeamento.
6.2.1 PRM - Probabilistic Roadmap
Na simulac¸a˜o do me´todo PRM, e tendo em considerac¸a˜o a parte teo´rica previa-
mente apresentada, necessita-se de ter em atenc¸a˜o os paraˆmetros referentes ao nu´mero
de part´ıculas, nS, e nu´mero de vizinhos que cada sample pode ter na criac¸a˜o do road-
map, pois estes possuem uma grande influeˆncia na forma como o me´todo vai funcionar,
bem como o tempo que vai necessitar para gerar uma trajeto´ria.
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Cena´rio Window
Para o ambiente de simulac¸a˜o Window, o me´todo PRM foi simulado com um nu´mero
de samples de 50 (nS = 50) e 10 vizinhos ma´ximos por sample para a criac¸a˜o do
roadmap. Com estes valores e com a posic¸a˜o inicial e final do ve´ıculo definidas, a si-
mulac¸a˜o necessitou de 13 iterac¸o˜es para que o UAV chegasse do ponto inicial ate´ ao
final, tendo em me´dia cada iterac¸a˜o demorado 0.164605 segundos, perfazendo um total
de 2.13987 segundos necessa´rios para este ambiente. Na figura 6.4(a) e´ apresentada a
trajeto´ria final que o ve´ıculo efetuou e na figura 6.4(b) os tempos que cada iterac¸a˜o
necessitou para calcular as trajeto´rias, sendo tambe´m apresentado o tempo me´dio por
iterac¸a˜o.
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Figura 6.4: PRM - Simulac¸a˜o em Ambiente Window.
Cena´rio Maze
O me´todo PRM quando aplicado no ambiente de simulac¸a˜o Maze, necessitou de
um nu´mero de samples nS = 50 e um nu´mero de vizinhos por sample para a cons-
truc¸a˜o do roadmap de 15. Utilizando estes dados, obteve-se uma trajeto´ria ao fim de 44
iterac¸o˜es num total de tempo de 7.453550 segundos gastando cada iterac¸a˜o uma me´dia
de 0.1693989 segundos. Na figura 6.5(a) e´ apresentado a trajeto´ria efetuada pelo ve´ıculo
para se deslocar do ponto inicial ate´ ao final, enquanto que na figura 6.5(b) e´ apresentado
os tempos que cada iterac¸a˜o necessitou para o ca´lculo da trajeto´ria bem como o valor
me´dio das mesmas.
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Figura 6.5: PRM - Simulac¸a˜o em Ambiente Maze.
Cena´rio Rescue
No ambiente de simulac¸a˜o Rescue e de forma a ser poss´ıvel encontrar um trajeto
que permitisse ao ve´ıculo ir do ponto inicial ate´ ao final, foi definido um nu´mero total
de samples, nS, igual a 400 e um nu´mero de vizinhos por sample de 15. Conseguindo
assim o UAV chegar ao ponto final ao fim de 32 iterac¸o˜es necessitando de um total
de 294.9778 segundos a uma me´dia de 9.218056 segundos por iterac¸a˜o. Na figura 6.6
encontra-se representado o trajeto efetuado pelo ve´ıculo bem como os tempos de cada
iterac¸a˜o.
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Figura 6.6: PRM - Simulac¸a˜o em Ambiente Rescue.
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6.2.2 GPRM - Grid Probabilistic Roadmap
Para o me´todo desenvolvido, GPRM (Grid Probabilistic Roadmap), e´ necessa´rio ter
em considerac¸a˜o o tamanho da grid onde vai ser aplicado o planeamento. Desta forma e´
necessa´rio definir o mais corretamente poss´ıvel o nu´mero de ce´lulas nos eixos X e Y, bem
como a dimensa˜o que cada ce´lula deve ter. Nas simulac¸o˜es efetuadas o valor atribu´ıdo
a` dimensa˜o de cada ce´lula foi sempre 1 metro, pois este valor corresponde ao diaˆmetro
do UAV utilizado. E´ tambe´m necessa´rio definir o nu´mero de samples a ser atribu´ıdo a
cada ce´lula. Tal como no me´todo PRM, o paraˆmetro de definic¸a˜o do nu´mero de vizinhos
que cada sample pode ter, e´ importante pois influencia no tempo de processamento do
me´todo.
Cena´rio Window
Para efetuar a simulac¸a˜o do me´todo Grid PRM no ambiente Window foi considerado
uma grid com 6 ce´lulas no eixo X e 8 no eixo Y, sendo o tamanho de cada ce´lula, como
referido previamente, de 1 metro e o nu´mero de samples por ce´lula de 1. O nu´mero de
vizinhos considerado foi de 10. Desta forma o ve´ıculo para chegar ao ponto de destino,
utilizando o me´todo Grid PRM necessitou de 2.283838 segundos e 27 iterac¸o˜es a um valor
me´dio por iterac¸a˜o de 0.08458659 segundos. Na figura 6.7(a) e´ apresentado o trajeto que
o ve´ıculo efetuou e na figura 6.7(b) os tempos por cada iterac¸a˜o.
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Figura 6.7: Grid PRM - Simulac¸a˜o em Ambiente Window.
Cena´rio Maze
No ambiente Maze foi considerado uma grid com 8 ce´lulas no eixo X e 24 ce´lulas no
eixo Y, sendo atribu´ıda a cada ce´lula a quantidade de samples de 1. O nu´mero de vizinhos
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considerados para a criac¸a˜o do roadmap foi de 15. Assim para percorrer o trajeto, figura
6.8(a), foram necessa´rias 68 iterac¸o˜es com um tempo total de 33.31085 segundos a uma
me´dia de 0.4898655 segundos por iterac¸a˜o, sendo poss´ıvel verificar estes dados na figura
6.8(b).
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Figura 6.8: Grid PRM - Simulac¸a˜o em Ambiente Maze.
Cena´rio Rescue
A trajeto´ria obtida, figura 6.9(a), no ambiente de simulac¸a˜o Rescue foi conseguida
ao fim de 31 iterac¸o˜es e de um tempo total de 89.17216 segundos a uma me´dia de
2.876521 segundos por iterac¸a˜o, figura 6.9(b). Para tal contribuiu o facto de ter uma
grid com 12 ce´lulas no eixo X e 24 no eixo Y, sendo que cada ce´lula possu´ıa uma sample
que por sua vez podia ter ate´ 15 samples vizinhas.
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Figura 6.9: Grid PRM - Simulac¸a˜o em Ambiente Rescue.
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6.2.3 PPRM - Particle Probabilistic Roadmap
O me´todo PPRM foi desenvolvido de forma a poder colmatar alguns dos proble-
mas que existem no me´todo tradicional PRM. Para a utilizac¸a˜o do me´todo PPRM, e´
necessa´rio ter em considerac¸a˜o um conjunto de paraˆmetros que carecem de uma inici-
alizac¸a˜o, sendo estes o nu´mero de part´ıculas iniciais a espalhar, o nu´mero de vizinhos
ma´ximo que cada sample pode possuir, o nu´mero de trajetos a calcular e a probabilidade
que um trajeto necessita de deter de forma a poder ser aceite como uma boa opc¸a˜o.
Cena´rio Window
Tendo em considerac¸a˜o os paraˆmetros necessa´rios para o me´todo PPRM, no ambiente
de simulac¸a˜o Window, foi definido um nu´mero de samples iniciais igual a 50 e o nu´mero
ma´ximo de vizinhos igual a 10. Pretende-se que o me´todo calcule 2 trajetos e que
para esses trajetos serem aceites tem de possuir uma probabilidade de 50%. Tendo em
considerac¸a˜o estas configurac¸o˜es, o tempo necessa´rio para o ve´ıculo chegar ao destino e´
de 0.5967020 segundos e de 5 iterac¸o˜es com uma me´dia de tempo de 0.1193404 segundos
cada. Na figura 6.10 e´ apresentado o trajeto final do UAV e os tempos necessa´rios por
cada iterac¸a˜o.
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Figura 6.10: PPRM - Simulac¸a˜o em Ambiente Window.
Cena´rio Maze
Para o ambiente Maze foi definido que o nu´mero de samples inicial e´ de 50, que
o ma´ximo de vizinhos por sample e´ de 15, que o me´todo necessita de determinar ate´
2 trajetos que liguem do ponto inicial ate´ ao ponto final e que a probabilidade deles
seres aceites e´ de 50%. Desta forma obteve-se o trajeto final, figura 6.11(a), ao fim de 16
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iterac¸o˜es cujo tempo total e´ de 2.331394 segundos com uma me´dia de tempo por iterac¸a˜o
de 0.1457121 segundos, figura 6.11(b).
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Figura 6.11: PPRM - Simulac¸a˜o em Ambiente Maze.
Cena´rio Rescue
Para o ambiente Rescue e forma a ser poss´ıvel encontrar pelo menos um trajeto ate´
ao ponto de destino foi utilizado uma quantidade de samples inicial de 400, com um
numero de vizinhos ma´ximos de 15, sendo que o me´todo necessita de determinar ate´
2 trajetos e a probabilidade para serem aceites e´ de 25%. Desta forma consegue-se
determinar um trajeto final, figura 6.12(a), ao fim de 43 iterac¸o˜es, com o tempo total de
405.2791 segundos com uma me´dia de tempo por iterac¸a˜o de 9.425096 segundos, figura
6.12(b).
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Figura 6.12: PPRM - Simulac¸a˜o em Ambiente Rescue.
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6.3 Comparac¸a˜o de Me´todos
Para uma melhor percec¸a˜o dos resultados obtidos por cada me´todo para os diversos
cena´rios sera´ apresentado um conjunto de comparac¸o˜es tendo como refereˆncia o me´todo
PRM, visto que os outros me´todos foram desenvolvidos baseados neste. Nestas com-
parac¸o˜es sera´ dado eˆnfase aos paraˆmetros configurados relativos aos diversos me´todos.
6.3.1 Comparac¸a˜o PRM - GPRM
A primeira comparac¸a˜o a ser efetuada e´ entre o me´todo ja´ existente PRM e o me´todo
desenvolvido Grid PRM para os diversos cena´rios.
No cena´rio Window e inicializando a comparac¸a˜o entre me´todos pode-se verificar na
figura 6.13 e na tabela 6.1 que o me´todo PRM necessitou de um menor tempo para que o
ve´ıculo conseguisse ir do ponto inicial ate´ ao final e consequentemente um menor nu´mero
de iterac¸o˜es, mesmo possuindo um nu´mero de samples semelhante, 50 samples contra as
48 do me´todo GPRM, sendo este valor obtido atrave´s da nu´mero total de ce´lulas da grid
multiplicado pelo numero de samples de cada ce´lula. No entanto como se pode verificar
na tabela, o me´todo GPRM necessita por iterac¸a˜o de um tempo me´dio inferior ao me´todo
PRM, o que faz com que o seu custo computacional seja inferior, outra vantagem deste
me´todo face ao PRM e´ o facto de produzir uma trajeto´ria com maior detalhe e mais
direcional para o ponto destino, figura 6.7(a), ou seja, o ve´ıculo vai-se mover uma menor
distaˆncia entre cada waypoint, o que num cena´rio em que possua mu´ltiplos obsta´culos
podera´ permitir efetuar um contorno mais perfeito. Na situac¸a˜o em que o valor do
tamanho da ce´lula e´ maior que o atual e mantendo os restantes paraˆmetros, o nu´mero
de iterac¸o˜es necessa´rias para calcular o trajeto final sera´ menor, consequentemente o
tempo final necessa´rio para efetuar o calculo tambe´m sera´ inferior.
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Figura 6.13: Comparac¸a˜o PRM - GPRM tempos e trajetos no ambiente window
No ambiente Maze, o me´todo GPRM possui um tempo muito superior ao me´todo
PRM, figura 6.14 e tabela 6.1, no entanto para este cena´rio necessita de 192 samples ao
contra´rio do PRM que so´ necessita de 50 samples, no entanto como pode ser comprovado
pelas figuras 6.14, 6.8(a) e 6.5(a) o trajeto efetuado pelo me´todo Grid PRM muito melhor
que o efetuado pelo me´todo PRM. Nesta situac¸a˜o e caso a dimensa˜o atribu´ıda a` ce´lula
fosse maior o tamanho da grid poderia ser reduzido, ou seja, o nu´mero de ce´lulas a
considerar para os eixos X - Y poderia ser inferior.
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Figura 6.14: Comparac¸a˜o PRM - GPRM tempos e trajetos no ambiente maze
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Comparando os me´todos no cena´rio Rescue pode-se verificar atrave´s da figura 6.15 e
da tabela 6.1 que o me´todo desenvolvido, GPRM, e´ de longe melhor que o me´todo
PRM, pois necessita de um tempo total para o trajeto final do ve´ıculo de apenas
89.17216 segundos o que para semelhante nu´mero de iterac¸o˜es verificado implica um
tempo me´dio por iterac¸a˜o de 2.876521, o que a isto se junta o facto de necessitar de me-
nor nu´mero de samples. Ale´m destes resultados e se verificar o trajeto final determinado
com o uso do me´todo Grid PRM para o atual cena´rio, figura 6.15, pode-se verificar que
a caracter´ıstica de produzir trajetos de elevados pormenores e sem grande dispersa˜o no
sentido do ponto destino.
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Figura 6.15: Comparac¸a˜o PRM - GPRM tempos e trajetos no ambiente rescue
Desta forma pode-se concluir que o me´todo GPRM para cena´rios com uma maior
complexidade necessita de um menor tempo para determinar o trajeto final, isto numa
aplicac¸a˜o em tempo real, e como consequeˆncia o tempo me´dio por iterac¸a˜o sera´ menor,
aliando-se a isto o nu´mero de samples necessa´rias sa˜o mais menores que o me´todo PRM,
no entanto em cena´rios com menor complexidade necessita de um maior nu´mero de sam-
ples total que o metodo PRM o que vai implicar um tempo maior para processamento.
Outro aspeto importante a reter e´ o facto de ser necessa´rio definir o tamanho da grid
conforme o cena´rio a aplicar, sendo que uma boa definic¸a˜o pode implicar um menor
tempo de processamento, a este paraˆmetro deve-se tambe´m ter em atenc¸a˜o nu´mero de
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Tabela 6.1: Comparac¸a˜o PRM - GPRM
PRM GPRM
Window Maze Rescue Window Maze Rescue
Tempo Me´dio (s) 0.1646054 0.1693989 9.218056 0.08458659 0.4898655 2.87651
Tempo Total (s) 2.139870 7.453550 294.9778 2.283838 33.31085 89.17216
Nº Iterac¸o˜es 13 44 32 27 68 31
Nº Samples 50 50 400 1 1 1
Nº Vizinhos 10 15 15 10 15 15
Tam. da Grid (X*Y) - - - 6*8 8*24 12*24
Tamanho Ce´lula (m) - - 1 1 1
Dist. Percorrida (m) 64.96613 143.1229 47.62949 51.73965 77.71683 44.23538
samples a aplicar a cada ce´lula, estando este valor tambe´m interligado com o tamanho
da ce´lula. Outra vantagem que este me´todo possui e´ o facto de para qualquer cena´rio
calcular trajetos de elevada qualidade e sem grande dispersa˜o no sentido do ponto destino
e percorrer um menor de metros que o me´todo PRM.
6.3.2 Comparac¸a˜o PRM - PPRM
Para se conseguir encontrar e compreender de uma melhor forma os pontos fortes e
fracos do me´todo desenvolvido PPRM e´ necessa´rio proceder a` comparac¸a˜o do mesmo
com o me´todo ja´ desenvolvido PRM para os treˆs cena´rios de simulac¸a˜o anteriormente
apresentados.
No ambiente de simulac¸a˜o Window e´ poss´ıvel verificar atrave´s da figura 6.16 e da
tabela 6.2 que o me´todo desenvolvido, PPRM, necessita de um menor tempo e de um
menor nu´mero de iterac¸o˜es para determinar o trajeto final do ve´ıculo, como consequeˆncia
o tempo me´dio das iterac¸o˜es sera´ inferior comparando com o me´todo PRM. De salientar
que estes resultados se obte´m considerando o mesmo nu´mero de samples e de vizinhos,
sendo que o me´todo desenvolvido so´ vai procurar por 2 trajetos poss´ıveis e a probabili-
dade de eles serem aceites tem de ser superior a 50%.
Quando aplicado os me´todos PPRM e PRM no ambiente de simulac¸a˜o Maze, verifica-
se que o tempo de processamento necessa´rio para que o ve´ıculo chegue ao ponto final e´
de 2.331394 segundos quando aplicado o me´todo PPRM sendo este valor muito inferior
ao apresentado pelo me´todo PRM, figura 6.17 e tabela 6.2. Ale´m do tempo total gasto,
verifica-se que o nu´mero de iterac¸o˜es necessa´rias para encontrar o trajeto apresentadas
pelo PPRM e´ muito inferior ao valor apresentado pelo me´todo PRM. Tal como a si-
mulac¸a˜o no ambiente Window, o nu´mero de trajetos que o me´todo PPRM necessita de
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Figura 6.16: Comparac¸a˜o PRM - PPRM tempos e trajetos no ambiente window
determinar e´ dois, sendo que a probabilidade deles serem aceites e´ superior a 50%.
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Figura 6.17: Comparac¸a˜o PRM - PPRM tempos e trajetos no ambiente maze
No u´ltimo cena´rio de simulac¸a˜o apresentado, ambiente Rescue, o tempo total gasto
pelo me´todo desenvolvido PPRM, e´ muito superior ao apresentado pelo me´todo PRM,
isto deve-se ao facto de o me´todo necessitar de efetuar diversas vezes resample devido
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ao facto de ser mais dif´ıcil de encontrar caminhos, mesmo apo´s se ter diminu´ıdo a
probabilidade de um dado trajeto ser aceite. Ale´m de possuir um tempo superior ao
PRM, o me´todo PPRM necessita de mais iterac¸o˜es para que o ve´ıculo chegue ao destino
tendo os dois me´todos definido o mesmo nu´mero de part´ıculas, 400. Estes dados podem
ser verificados na figura 6.18 e na tabela 6.2.
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Figura 6.18: Comparac¸a˜o PRM - PPRM tempos e trajetos no ambiente Rescue
Assim e´ poss´ıvel concluir que o me´todo desenvolvido tem um melhor comportamento
para ambientes com menor complexidades. Verifica-se tambe´m que o custo de ser efetu-
ado o resample pode compensar dependendo dos cena´rios em que o me´todo e´ aplicado,
sendo que para cada cena´rio deve ser adaptado o nu´mero de trajetos que o me´todo deve
calcular bem como o limite mı´nimo da probabilidade que cada um desses trajetos deve
possuir para que possa ser aceite. O me´todo desenvolvido, PPRM em todos os cena´rios
apresenta um valor da distaˆncia percorrida inferior ao me´todo PRM.
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Tabela 6.2: Comparac¸a˜o PRM - PPRM
PRM PPRM
Window Maze Rescue Window Maze Rescue
Tempo Me´dio(s) 0.1646054 0.1693989 9.218056 0.1193404 0.1457121 9.425096
Tempo Total (s) 2.139870 7.453550 294.9778 0.596702 2.331394 405.2791
Nº Iterac¸o˜es 13 44 32 5 16 43
Nº Samples 50 50 400 50 50 400
Nº Vizinhos 10 15 15 10 15 15
Nº Trajetos - - - 2 2 2
Probabilidade Aceitar - - 50% 50% 25%
Dist. Percorrida (m) 64.96613 143.1229 47.62949 40.76210 97.30443 40.90566
6.3.3 Comparac¸a˜o PRM - GPRM - PPRM
A u´ltima comparac¸a˜o apresentada neste documento e´ relativa aos dois me´todos desen-
volvidos, GPRM e PPRM e o me´todo onde estes foram baseados, PRM. Estes me´todos
va˜o ser comparados entre si para os treˆs cena´rios previamente apresentados.
Efetuando uma comparac¸a˜o entre os treˆs me´todos para o ambiente de simulac¸a˜o
Window e´ poss´ıvel verificar atrave´s dos dados apresentados na figura 6.19 e na tabela 6.3
que o me´todo que melhor resultados apresenta para este cena´rio e´ o me´todo desenvolvido
PPRM. Esta conclusa˜o tem como base os tempos totais necessa´rios para o ca´lculo da
trajeto´ria em conjunto com os paraˆmetros que necessitam de ser configurados.
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Figura 6.19: Comparac¸a˜o PRM - GPRM - PPRM no ambiente Window.
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Tabela 6.3: Window - Comparac¸a˜o entre me´todos PRM, GPRM e PPRM
PRM GPRM PPRM
Tempo Me´dio (s) 0.1646054 0.08458659 0.1193404
Tempo Total (s) 2.139870 2.283838 0.596702
Nº Iterac¸o˜es 13 27 5
Nº Samples 50 1 50
Nº de Vizinhos 10 10 10
Tamanho Grid (X*Y) - 6*8 -
Tamanho Ce´lula (m) - 1 -
Nº Trajetos 1 1 2
Probabilidade Aceitar - - 50%
Distancia Percorrida (m) 64.96613 51.73965 40.76210
Quando se efetua uma comparac¸a˜o dos treˆs me´todos no cena´rio Maze e´ poss´ıvel
verificar que o me´todo PPRM volta a ser o mais ra´pido a determinar uma trajeto´ria
final em tempo real para o ve´ıculo, tal como se pode comprovar a partir da figura 6.20 e
da tabela 6.4. No entanto o me´todo que percorre uma menor distaˆncia e´ o Grid PRM,
podendo-se dizer que o seu ca´lculo de planeamento de trajeto´ria e´ mais eficaz que os
restantes.
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Figura 6.20: Comparac¸a˜o PRM - GPRM - PPRM no ambiente Maze.
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Tabela 6.4: Maze - Comparac¸a˜o entre me´todos PRM, GPRM e PPRM
PRM GPRM PPRM
Tempo Me´dio (s) 0.1693989 0.4898655 0.1457121
Tempo Total (s) 7.453550 33.31085 2.331394
Nº Iterac¸o˜es 44 68 16
Nº Samples 50 1 50
Nº de Vizinhos 15 15 15
Tamanho Grid (X*Y) - 8*24 -
Tamanho Ce´lula (m) - 1 -
Nº Trajetos 1 1 2
Probabilidade Aceitar - - 50%
Distancia Percorrida (m) 143.1229 77.71683 97.30443
No u´ltimo cena´rio de simulac¸a˜o e tendo em considerac¸a˜o os dados da tabela 6.5 e da
figura 6.21 o me´todo que mais rapidamente conseguiu determinar um trajeto em tempo
real foi o Grid PRM gerando um trajeto sem muita dispersa˜o.
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Figura 6.21: Comparac¸a˜o PRM - GPRM - PPRM no ambiente Rescue.
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Tabela 6.5: Rescue - Comparac¸a˜o entre me´todos PRM, GPRM e PPRM
PRM GPRM PPRM
Tempo Me´dio (s) 9.218056 2.87651 9.425096
Tempo Total (s) 294.9778 89.17216 405.2791
Nº Iterac¸o˜es 32 31 43
Nº Samples 400 1 400
Nº de Vizinhos 15 15 15
Tamanho Grid (X*Y) - 12*24 -
Tamanho Ce´lula (m) - 1 -
Nº Trajetos 1 1 2
Probabilidade Aceitar - - 25%
Distancia Percorrida (m) 47.62949 44.23538 40.90566
Como concluso˜es finais entre os me´todos desenvolvidos, GPRM e PPRM, e o me´todo
em que estes foram baseados, PRM, pode-se verificar que o me´todo PRM pode ser subs-
titu´ıdo pelos me´todos desenvolvidos, conseguindo-se melhores resultados e performances
que o tradicional me´todo PRM. Pela ana´lise dos resultados constata-se que o me´todo
que melhor otimiza o trajeto e´ o GPRM, sendo tambe´m o me´todo que melhor se adequa
aos cena´rios mais complicados, que e´ o caso do Rescue. Para cena´rios em que a sua
complexidade seja menor ou que possua grandes espac¸os sem obsta´culos o me´todo com
melhor performance e´ o PPRM. Tambe´m ficou claro que os me´todos sa˜o sens´ıveis a` sua
parametrizac¸a˜o o que devera´ ser objeto de estudo no futuro, sendo que os paraˆmetros
de cada me´todo desenvolvido podem e devem ser ajustados a cada cena´rio permitindo
obter os melhores resultados. Tambe´m se pode verificar que os me´todos desenvolvidos
sa˜o mais eficazes no ca´lculo da trajeto´ria pois ambos conseguem ir de um ponto para
outro percorrendo uma menor distaˆncia.
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Cap´ıtulo 7
Conclusa˜o e Trabalho Futuro
Esta dissertac¸a˜o abordou as a´reas de percec¸a˜o e navegac¸a˜o para ve´ıculos ae´reos
auto´nomos em cena´rios de busca e salvamento.
Inicialmente foi efetuado um estudo com objetivo de analisar os me´todos e abordagens
existentes para a percec¸a˜o e navegac¸a˜o de ve´ıculos ae´reos que pudesse ser aplicados em
cena´rios de busca e salvamento. Esta ana´lise permitiu conhecer a melhor abordagem
para cada a´rea e definir a arquitetura do projeto, conseguindo desta forma atingir o
primeiro objetivo definido.
De forma a ser poss´ıvel aplicar a arquitetura geral do sistema foi necessa´rio desen-
volver um me´todo Clustering que permitisse obter os obsta´culos que se encontram no
cena´rio de aplicac¸a˜o. Este me´todo tinha como requisito o facto de necessitar ser apli-
cado em tempo-real, pelo que o custo computacional deveria ser reduzido, agregando
obsta´culos em clusters.
Para que o ve´ıculo ae´reo conseguisse navegar num cena´rio de busca e salvamento
recorreu-se ao me´todo PRM como base de estudo e a partir da´ı foram desenvolvidos dois
novos me´todos que permitiram obter melhores resultados que me´todo PRM.
Desenvolvidos os me´todos, foi necessa´rio efetuar uma comparac¸a˜o e validac¸a˜o destes
para diferentes cena´rios de simulac¸a˜o, tais como ambiente Window, onde o ve´ıculo neces-
sita de passar pelo interior de uma janela, ambiente Maze, onde o ve´ıculo deve encontrar
o trajeto ate´ a` sa´ıda num labirinto e por fim o ambiente Rescue, semelhante ao que se
pode encontrar numa situac¸a˜o de busca e salvamento onde o ve´ıculo tera´ de navegar no
interior de um edif´ıcio em ru´ınas.
O trabalho desenvolvido na dissertac¸a˜o resultou na publicac¸a˜o de um artigo cientifico
”Three Dimensional Probabilistic Path Planning with Aerial Vehicles for Unstructured
Environments”na confereˆncia 47th International Symposium on Robotics (ISR 2016).
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Encontra-se ainda submetido para aprovac¸a˜o o artigo ”Grid-Based Three Dimensional
Path Planning for Aerial Vehicles”na confereˆncia IEEE Multi-Conference on Systems
and Control 2016.
Como trabalho futuro pretende-se efetuar portabilidade do atual co´digo, que se en-
contra desenvolvido em Matlab, para a framework ROS, assim como avaliar o desem-
penho do UAV Octos quando aplicado os dois me´todos de planeamento de trajeto´ria
desenvolvidos para os cena´rios simulados.
Uma outra linha de trabalho consiste no desenvolvimento de um bloco dinaˆmico de
redefinic¸a˜o dos paraˆmetros utilizados no GPRM e no PPRM no sentido de permitir uma
maior adaptabilidade ao cena´rio de aplicac¸a˜o.
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