This paper is concerned with the existence of almost automorphic mild solutions to equations of the form
Introduction and notation
In this paper we deal with the existence of almost automorphic mild solutions to evolution equations of the form (1) du
where A is a (unbounded) linear operator that generates a holomorphic semigroup of linear operators on a Banach space X and f is an almost automorphic function taking values in X. This problem has been of great interest to many mathematicians for decades. Actually, it goes back to the characterization of exponential dichotomy of linear ordinary differential equations by O. Perron. The reader can find many extensions of the classical result of Perron to the infinite-dimensional case in [4, 11, 15, 17, 27] and the references therein with results concerned with almost periodic solutions and bounded solutions. Recently, the interest in finding conditions for the existence of automorphic solutions has been regained (see, e.g., [21, 26] ). Some extensions of results on almost periodic solutions have been made in [10] . In this direction, we study conditions for the existence and uniqueness of almost automorphic solutions to Eq. (1) . The idea of using the method of sums of commuting operators to study the existence of almost periodic solutions is due to Murakami, Naito and Minh [15] . This method works smoothly in the framework of evolution semigroups associated with evolution equations. However, in our problem setting, in general, the associated evolution semigroups are not strongly continuous since almost automorphic functions are not necessarily uniformly continuous. Other methods of proving the existence of bounded and uniformly continuous solutions in [23, 27] are inapplicable due to the explicit use of uniform continuity. The main task in this paper is to overcome this difficulty to prove a necessary and sufficient condition for the existence and uniqueness of almost automorphic mild solutions of the form
To this end, we introduce the notion of uniform spectrum of a function, which turns out to be appropriate for extending the method of sums of commuting operators to the case of non-uniform continuity. Our main results obtained in this paper are Theorem 4.5 and Corollary 4.6.
Notation. Throughout the paper, R, C, X stand for the sets of real, complex numbers and a complex Banach space, respectively; L(X), BC(R, X), BU C(R, X), AP (X) denote the spaces of linear bounded operators on X, all X-valued bounded continuous functions, all X-valued bounded uniformly continuous functions and almost periodic functions in Bohr's sense (see [14, p. 4] ) with sup-norm, respectively. The translation group in BC(R, X) is denoted by (S(t)) t∈R , which is strongly continuous in BU C(R, X) and whose infinitesimal generator is the differential operator d/dt. For a linear operator A, we denote by D(A), σ(A) and ρ(A) the domain, spectrum and resolvent set of A, respectively. If Y is a metric space and B is a subset of Y , thenB denotes its closure in Y . In this paper by the notion of sectorial operators is meant the one defined in [22] . The notion of closure of an operator is referred to the one defined in [6] .
2. Spectral theory of functions 2.1. Spectrum of a function in BC(R, X). In the present paper, for u ∈ BC(R, X), sp(u) stands for the Carleman spectrum, which consists of all ξ ∈ R such that the Carleman-Fourier transform of u, defined bŷ
, has no holomorphic extension to any neighborhoods of iξ (see [23, Prop. 0.5, p. 22] ). For each u ∈ BC(R, X) we denote M u := span{S(τ )u, τ ∈ R}, which is a closed subspace of BC(R, X). If u ∈ BU C(R, X), the Carleman spectrum of u coincides with its Arveson spectrum, defined by (see [2, Lemma 4.6.8] )
where D u is the infinitesimal generator of the restriction of the group of translations (S(t)| Mu ) t∈R to the closed subspace M u .
Below we list some properties of the spectra of functions which we will need in the sequel. Proposition 2.1. Let u, u n , v ∈ BC(R, X) be such that lim n→∞ u n − u = 0, and ψ ∈ S. Then
Proof. We refer the reader to [ 
, as a complex function of λ with λ = 0, has an analytic continuation into U. (ii) The set of ξ ∈ R such that ξ is not uniform regular with respect to f ∈ BC(R, X) is called the uniform spectrum of f and is denoted by sp u (f ).
If f ∈ BU C(R, X), then α ∈ R is uniformly regular if and only if it is regular with respect to f . In fact, this follows from the fact that for bounded uniformly continuous functions u we have
Next, using the identity
we get the claim. For f ∈ BC(R, X), in general, the above (2) may not hold. We now study properties of uniform spectra of functions in BC(R, X).
be such that f n → f as n → ∞, and let Λ ⊂ R be a closed subset. Then the following assertions hold:
Proof. (i) -(v) are obvious from the definitions of spectrum and uniform spectrum. Now we prove (vi). This can be done by following the proof of the similar assertion for the notion of Carleman spectrum (see for instance [ 
for sufficiently large n ≥ N , one has
Obviously, for every fixed λ such that λ = 0 we have ϕ fn (λ) → ϕ f (λ). Now applying Vitali's theorem to the sequence of complex functions {ϕ fn } we see that
As an immediate consequence of (iii) of the above proposition, we have
The following result will be needed in the sequel and is of independent interest. Lemma 2.5. Let Λ be a closed subset of R, and let D Λu be the differential operator acting on Λ u (X). Then we have
. Now we prove the converse. For β ∈ R\Λ we consider the equation
We will prove that (6) is uniquely solvable for every f ∈ Λ u (X). This equation has at most one solution. In fact, if g 1 , g 2 are two solutions, then g = g 1 − g 2 is a solution of the homogeneous equation, that is, for f = 0. Taking the Carlemann transform of both sides of the corresponding equation we may see that sp(g) ⊂ {β}.
Since g ∈ Λ u (X) we have sp(g) ⊂ Λ. Combining these facts we have sp(g) = ∅, that is, g = 0. Now we prove the existence of at least one solution to Eq. (6) . For λ = 0, Eq. (6) has a unique solution which is nothing but ϕ f (λ). So by definition,
Using a similar argument as in the proof of (iii) of Proposition 2.3 we can show that
for a certain positive constant r independent of u and λ. Since iβ is a limit point of σ(D f ), this boundedness yields, in particular, that iβ ∈ ρ(D f ). Hence, there exists a unique solution g ∈ M f ⊂ Λ u (X) to (6).
Almost automorphic functions
is said to be almost automorphic if for any sequence of real numbers (s n ), there exists a subsequence (s n ) such that
for any t ∈ R.
The limit in (7) means that
is well-defined for each t ∈ R and
for each t ∈ R. Remark 3.2. Because of pointwise convergence the function g is measurable but not necessarily continous. It is also clear from the definition above that constant functions and continuous almost periodic functions are almost automorphic.
If the limit in (8) is uniform on any compact subset K ⊂ R, we say that f is compact almost automorphic. Theorem 3.3. Assume that f , f 1 , and f 2 are almost automorphic and that λ is any scalar. Then the following hold true: 
For any closed subset Λ ⊂ R we denote by
By the basic properties of uniform spectra of functions, AA Λ (X) is a closed subspace of BC(R, X). Below we denote by D Λ the part of the differential operator d/dt in AA Λ (X). Similarly as above we can prove Lemma 3.8. Under the above notation and assumptions we have (10) σ(D Λ ) = iΛ.
Almost automorphic solutions
As a standing assumption in the remaining part of the paper we always assume that A is the infinitesimal generator of an analytic semigroup of linear operators on X. By mild solutions on R of Eq. (1) we mean continuous solutions to the following equation:
where A is the infinitesimal generator of the semigroup (T (t)) t∈R and f is in AA(X).
Operators A.
Let Λ be a closed subset of R. We first consider the operator A Λ of multiplication by A and the differential operator d/dt on the function space AA Λ (X). By definition the operator A Λ of multiplication by A is defined on
Proof. We will prove that A Λ is a sectorial operator on AA Λ (X). In fact, first we check that A Λ is densely defined. Consider the semigroup T Λ (t) of operators of multiplication by T (t) on AA Λ (X). We now show that it is strongly continuous. Indeed, suppose that g ∈ AA Λ (X). Since R(g) is relatively compact (see [21] ) we see that the map [0, 1] × R(g) (t, x) → T (t)x ∈ X is uniformly continuous. Hence, sup s∈R T (t)g(s) − g(s) → 0 as t → 0, i.e., the T Λ (t) are strongly continuous. By definition, g ∈ D(A Λ ) if and only if g(s) ∈ D(A), ∀s ∈ R and Ag(·) ∈ AA Λ (X). Thus,
Therefore,
Conversely, we can easily show that G ⊂ A Λ . Now it suffices to prove that σ(A Λ ) ⊂ σ(A) to claim that A Λ is a sectorial operator. In fact, let µ ∈ ρ(A). To prove that µ ∈ ρ(A Λ ) we show that for each h ∈ AA Λ (X) the equation µg − A Λ g = h has a unique solution in AA Λ (X). But this follows from the fact that (µ − A Λ ) −1 h(·) ∈ AA Λ (X) and that the equation µx − Ax = y has a unique solution x in X for any y ∈ X. Theorem 4.2. Let A be the generator of an analytic semigroup. Then the operator A Λ of multiplication by A and the differential operator D Λ on AA Λ (X) are commuting and satisfy condition P (for the definition see the Appendix).
Proof. By the above lemma the operator A Λ is sectorial. It suffices to show that it commutes with the differential operator D Λ . In fact, since 1 ∈ ρ(D Λ ) we will prove that
for sufficiently large real ω. Since A Λ generates the semigroup T Λ (t), using wellknown facts from the semigroup theory, the above identity for sufficiently large ω is equivalent to the following:
In turn, (12) follows from the following:
which is obvious.
So, by the spectral properties of sums of commuting operators, we have
Proof. Since A Λ and D Λ commute and satisfy Condition P, the sum A Λ + D Λ is closable (denote its closure by A Λ + D Λ ). From σ(A) ∩ iΛ = and Theorem 5.3 in the Appendix, it turns out that 0 ∈ ρ(A Λ + D Λ ). Therefore for every f ∈ AA Λ (X) there exists a unique u ∈ D(A Λ + D Λ ) such that
Now our remaining task is just to explain what the above closure means. More precisely, we will relate it with the notion of mild solutions to evolution equations. Proof. This lemma follows immediately from the following: For every u ∈ AA(X) we say it belongs to D(L) of an operator L acting on AA(X) if there is a function f ∈ AA(X) such that (14) u
By a similar argument as in the proof of [15, Lemma 3.1] we can prove that L is a closed single-valued linear operator acting on AA(X) that is an extension of A Λ + D Λ . Thus, L is an extension of A Λ + D Λ . This yields that u is a mild solution of Eq. (1).
As an immediate consequence of the above argument we have: Proof. The sufficiency follows from the above argument. The necessity can be shown as follows: for every ξ ∈ Λ, obviously the function h : R t → ae iξt is in AA Λ (X), where a ∈ X is any given element. By assumption, there is a unique g ∈ D(A Λ ) such that iξg(t) − Ag(t) = h(t) for all t ∈ R. Following the argument in [15, p. 252 ] one can easily show that g(t) is of the form be iξt . Hence, b is the unique solution of the equation iξb − Ab = a. That is, iξ ∈ σ(A Λ ), and so iΛ ∩ σ(A Λ ) = .
Corollary 4.6. Let A be the generator of an analytic semigroup such that σ(A) ∩ isp u (f ) = . Then Eq. (1) has a unique almost automorphic mild solution w such that sp u (w) ⊂ sp u (f ).
Proof. Set Λ = sp u (f ). Then by the above argument we get the theorem.
Remark 4.7. We notice that all results stated above for almost automorphic solutions hold true for compact almost automorphic solutions if the assumption on the almost automorphy of f is replaced by the compact almost automorphy of f . Details of the proofs are left to the reader.
Appendix: Sums of commuting operators
We recall now the notion of two commuting operators, which will be used in the sequel. In this paper we will use the following norm, defined by A on the space X: x TA := R(λ, A)x , where λ ∈ ρ(A). It is seen that different λ ∈ ρ(A) yield equivalent norms. We say that an operator C on X is A-closed if its graph is closed with respect to the topology induced by T A on the product X × X. It is easily seen that C is A-closable if x n → 0, x n ∈ D(C), Cx n → y with respect to T A in X implies y = 0. In this case, A-closure of C is denoted by C A . Proof. For the proof we refer the reader to [1, Theorems 7.2, 7.3] .
