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Abstract
A Twyman-Green interferometer was used to study the selective 
transport of ethanol-water mixtures of various concentration across a 
nonporous homogeneous silicone rubber membrane at 25°C. The instrument 
developed enabled the measurement of the transient concentration 
profiles within the boundary layers bathing the membrane. Measurements 
as close as 5/zm from the membrane surface were possible.
The majority of the reported interferometric studies of 
liquid/membrane transport have been limited to the observation of the 
fringes and stop short of a full theoretical analysis. Such analysis is 
complicated by the optical effects of light deflection and the 
computational burden involved in the transient solution of the 
mathematical models required to describe membrane transport. A rigorous 
treatment of light deflection was developed on the basis of Fermat's 
principle of least time. The transient numerical solution of the model 
equations was accomplished by the application of the method of lines.
To decouple the equilibrium and kinetic phenomena in membrane 
transport requires the independent measurement of the sorption isotherm. 
Traditional techniques for measuring the extent and composition of the 
imbibed phase involve removing the membrane from the liquid and are 
therefore limited by the inherent difficulties of obtaining a 'clean' 
separation. This was circumvented by measuring the excess (relative) 
sorption isotherm without removing the membrane from the liquid. The 
data was analysed in terms of Flory-Huggins thermodynamics which was 
fitted to the measured excess isotherm across the entire concentration 
range.
For a binary mixture, transport across a homogeneous membrane 
involves two simultaneous fluxes which can be coupled through kinetic
and/or equilibrium interactions. A measure of the extent of coupling 
was obtained by comparing the results from a simplified 'decoupled' flux 
model with those based on a 'coupled' flux model allowing for 
equilibrium interactions. Such interactions were found to have little 
effect on the flux of ethanol but strongly influenced the flux of water 
across silicone rubber. In particular, coupling through equilibrium 
interaction was found to be responsible for as much as 75% of the total 
flux of water. The- diffusion coefficients of both ethanol and water in 
silicone rubber were shown to decrease strongly with alcohol 
concentration.
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Nomenclature
ai Activity of component i
Mobility of component i (m.mol/s N)
ci Molar concentration of component i (gmol/cm )
Mass concentration of component i (g/cm )
Binary diffusion coefficient (cm /s)
Stefan-Maxwell diffusion coefficient (cm2/s)
Did Generalised Fick's law diffusion coefficient (cm /s)
2
Multicomponent diffusion coefficient, see Eqn. 2.16 (cm /s)
d t Thermodynamic diffusion coefficient (cm /s)
f spacing between successive fringes
AGm Free energy of mixing per mole (J/gmol)
AG—rn Free energy of mixing (J)
h Linear membrane solubility coefficient
AH* Enthalpy change of mixing per mole (J/gmol)
AH* Enthalpy change of mixing (J)
Ji Molar flux of component i (gmol/cm s)
li Mass flux of component i (g/cm s)
k Boltzmann constant (J/°K)
K Sorption equilibrium constant, see Eqn. (5.6)
K' Apparent sorption equilibrium constant, see Eqn. (5.7)
1 Cell width (mm)
Thickness of membrane (/zm)
M Mass of membrane (g)
Hc Average molecular weight of polymer between two cross links
n refractive index
V moles of i sorbed per gram of dry membrane (gmol/g dry membrane)
Ns Specific total sorption (gmol/g dry membrane)
P Optical path length (cm or mm)
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2
P Permeability coefficient (cm /s)
P' Permeability coefficient (cm/s)
Qdry Density of the dry membrane (g/cm3)
R Universal gas constant (J/gmol0K)
AScf Configurational entropy of mixing per mole (J/gmol°K)
AScf Configurational entropy of mixing (J/°K)
ASm Total entropy of mixing per mole (J/gmol°K)
t Time (s)
T Temperature (°K or °C)
U Bulk or convective velocity (cm/s)
V Specific volume membrane-penetrant mixture (cm /g dry membrane)
Vdry Specific Volume of dry membrane (cm /g dry membrane)
Vis Partial specific volume of sorbed i (cm3/g)
Vp Partial specific volume of the membrane (cm3/g)
2
Partial molar volume of liquid i (cm /gmol)
vi Partial specific volume of liquid i (cm3/g)
X Distance, see Figure (3.6) (cm)
xi mole fraction of component i
xA mass faction of component i
Y Distance in the direction of diffusion (cm)
Ws Specific sorption dry membrane (g/g dry membrane)
Greek Symbols
Ti Specific excess sorption on a molar basis (gmols/g dry membrane)
£i Specific excess sorption on a mass basis (g/g dry membrane)
7i Activity coefficient of i
Chemical potential of i (J/gmol) 
pi° Density of pure component i (g/cm3)
<f>i Volume fraction of component i
Flory-Huggins binary interaction parameter
- vii -
LSuperscripts
EQM Equilibrium value
Liquid phase 
Pure component 
Sorbed phase
Subscripts
x Ethanol (component 1)
2 Water (component 2)
3 Silicone rubber (component 3)
i Component i
b Bulk solution
Initial conditionso
„ or „ membrane
CHAPTER 1 
INTRODUCTION
1.1 BACKGROUND AND OBJECTIVES
Selective transport of water-soluble organics across homogeneous 
nonporous membranes under the influence of a concentration gradient is a 
subject of great current interest for two reasons. First, such studies 
offer an opportunity for delineating the complex phenomena occurring 
within membrane matrices. Second, such separations avoid costly phase 
changes and can operate under ambient temperatures and pressures and 
therefore offer a potential for low energy bulk separation. Selective 
transport of material can arise as a result of the differences in the 
solubility and/or diffusivity of the permeating species in the membrane. 
Consequently, the theoretical description of liquid transport across 
nonporous membranes is normally based on a solution-diffusion mechanism. 
Irrespective of the mechanism chosen, a knowledge of the diffusivity and 
solubility of the various species within the membrane is essential for 
accurate design and scale-up. Complications can arise as a result of 
(1) the coupling of fluxes caused by non-ideal permeant-permeant and 
permeant-polymer interactions and (2) the concentration and/or time 
(history) dependence of the diffusivity in polymeric membranes [Meares, 
1979; Neogi et al, 1986].
The theoretical analysis of liquid permeation across homogeneous 
membranes has been attempted with a variety of steady-state 
solution-diffusion models of varying complexity [Lee, 1975; Mulder &
Smolders, 1984]. By comparison, the development of experimental
techniques for model discrimination and the independent measurement of 
the basic equilibrium and transport parameters has received little
attention. In particular, the experimental work has largely been 
confined to the 'macroscopic' measurement of the steady state flux of 
the solute, whilst the concurrent and opposing flux of the solvent has
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not normally been recorded. Furthermore, the experimental data has 
usually been interpreted in terms of a solution-diffusion model which 
ignores the often considerable resistance in the concentration boundary 
layers adjacent to the membrane [Peters, 1968; Baker & Lonsdale, 1974; 
Lightfoot, 1974]. The development of transient models, which are 
inherently capable of a much sharper discrimination between postulated 
transport mechanisms, has largely been confined to kinetic (uptake) 
sorption/desorption studies but only with a single permeating component 
[Fujita, 1961; Fels & Huang, 1970; Neogi,1986]. More significantly, the 
development of experimental techniques for the direct measurement of the 
concentration profiles within the boundary layer and the concentration 
at the membrane/liquid interfaces has received virtually no attention.
This study is concerned with the transport of low molecular 
weight, water-soluble organics across homogeneous nonporous membranes. 
The model system chosen is the selective transport of aqueous ethanol 
across hydrophobic membranes. This system is of direct practical 
interest, particularly in areas concerned with breakage of chemical 
azeotropes, recovery of simple biological organics lacking specific 
functional groups, clean-up of industrial wastes and the production of 
de-alcoholised beer. It is also a good model system in as far as the 
thermodynamic nature of the bulk liquid is well documented. Not 
surprisingly, this model system features prominently in the literature 
on membrane separation and a brief bibliography is given in Table 1.1. 
Of the membranes examined, the cation-exchange Zeo-karb 315 membrane 
(hydrogen form) [Mackie & Meares, 1956], the composite FT-30 membrane, 
(Film Tec), the RC100 polyetherurea membrane (UOP) and a variety 
of modified silicone rubber membranes can pass ethanol selectively 
at feed concentrations similar to those found in fermentation beers 
[Schissel & Orth, 1984; Hoover & Hwang, 1982; Kimura & Nomura, 1982].
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Table 1.1 Bibliography of studies on separation of ethanol-water 
mixtures by membrane processes
AUTHOR YEAR PROCESS MEMBRANE TYPE
Heisler et al (1956) Pervaporation CP
Mackie & Meares (1956) Liq Phase Sep Z-K
Lee et al (1981) RO/UF Psf,PA-C,CA
Tealdo et al (1981) Pervaporation PTFE
Hoover & Hwang (1982) Pervaporation PDMS
Kimura & Nomura (1982) Pervaporation PDMS
Mehta (1982) RO CA-C,PA-C,PE-C, 
PBIL-C,FT30,CAB, 
AN-C,Psf-C
Mulder et al (1983) Pervaporation CA,CTA,CTP,CAB, 
PAN,PVDF,Psf,PDMS
Schissel & Orth (1984) Pervaporation FT30,RC100,CA,C
Hoffmann et al (1985) MF CA
Nguyen et al (1985) Pervaporation PAN-PVP
Wenzlaff et al (1985) Pervaporation CMV/AMV
Asaeda et al (1986a,b) Gas Phase Sep Ceramic
CP -Cellophane
Z-K -Zeo-Karb 315 Cation Exchange Resin
PA-C -Polyamide Composite
CA-C -Cellulose Acetate Composite
PTFE -Polytetrafluoro Ethylene
PDMS -Polydime thy1s i1oxane
AN-C -Acrylonitrile Composite
PE-C -Polyethyleneimine Composite
PBIL-C -Polybenzimidazalone Composite
FT30 -Polyamide Composite
CTA -Cellulose Triacetate
CAB -Cellulose Acetate Butyrate
Psf-C -Polysulfone Composite
CTP -Cellulose Tripropionate
PAN -Polyacrylonitrile
PVDF -Polyvinylidenefluoride
RC100 -Polyetherurea
C -Cellulose
PAN-PVP -Polyacrylonitrile-Polyvinylpyrrolidone Blends
CMV/AMV -Styrene/Butadiene Composite, Cation/Anion Forms
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After a brief preliminary analysis, a homogeneous silicone rubber 
(polydimethylsiloxane) membrane supplied in flat sheet form by 
Dow-Corning (Silastic 500-1) was chosen for this study.
A major objective of this research is to develop a non-intrusive 
laser interferometer to directly measure the evolution of the 
concentration profiles within the boundary layers bathing the membrane. 
Interferometry offers the following major benefits not easily realised 
with other techniques:
* NON-INTRUSIVE AND ACCURATE
* EVOLUTION OF THE CONCENTRATION PROFILES 
CAN BE MEASURED WITH TIME AND DISTANCE 
FROM THE MEMBRANE
* LIQUID CONCENTRATION AT THE 
LIQUID/MEMBRANE INTERFACES CAN BE 
MEASURED DIRECTLY
* UNDER STATIC (NO FLOW) CONDITIONS THE 
MEASUREMENTS ARE FREE OF THE 
COMPLICATIONS DUE TO HYDRODYNAMIC 
BOUNDARY LAYERS
* UNDER LAMINAR FLOW CONDITIONS THE 
CONCENTRATION POLARIZATION EFFECTS CAN 
BE OBSERVED DIRECTLY
By contrast, current methods involve the measurement of the flux 
followed by the prediction of the concentration profiles under a priori 
theoretical assumptions. Interferometric measurements can be made under 
'static' conditions without mechanical stirring of the liquid. A major 
advantage is then the absence of hydrodynamic boundary layers which 
complicate the analysis. Freedom from stirring can also be advantageous 
with physically weak membranes such as biological or bi-molecular lipid
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membranes. Alternatively, the technique can be used under laminar flow 
conditions and would then allow the direct observation of concentration 
polarization effects.
The decoupling of the equilibrium and kinetic phenomena in 
membrane transport requires the independent measurement of the sorption 
isotherm which is by no means a trivial task. The conventional method 
involves contacting the membrane with a liquid of known composition 
until equilibrium is achieved. The membrane is then removed from the 
liquid and the amount and composition of the imbibed material is 
measured either by micro-distillation [Mulder et al, 1985] or liquid 
extraction [Krigbaum & Carpenter, 1954]. However, the accuracy of 
this is limited by the inherent problem of achieving the 'clean' 
separation of the membrane from the liquid. Such difficulties are less 
pronounced for nonvolatile solutes with large uptakes but can 
severely limit the attainable accuracy for volatile solutes with small 
uptakes. A discussion of the difficulties inherent with conventional 
measurements and the development of a technique based on the excess 
isotherm which can be measured with the membrane in-situ is presented in 
Chapter 5.
Ultimately, the experimental data obtained on the evolution of 
the concentration profiles must be compared against appropriate 
transient transport models. Such models in general constitute a complex 
set of coupled non-linear partial differential equations (PDE's) which 
do not admit an analytical solution except under highly idealised 
initial and boundary conditions. A major task in this study is 
therefore to develop a suitable numerical technique for the solution of 
the describing PDE's under realistic boundary conditions. This would 
allow the comparison of a variety of solution-diffusion models against
the transient experimental profiles, thus offering a measure of 
discrimination between the various postulated mechanisms.
1.2 A LITERATURE REVIEW OF INTERFEROMETRY
Interferometry is a powerful tool for studying transport across 
mass transfer interfaces. Interferometric methods are non-intrusive, 
capable of high accuracy and are also absolute measurements in the sense 
that no calibration is required. Such methods are highly developed for 
the measurement of liquid diffusion, particularly for macromolecules 
[Gosting et al, (1949)]. By comparison, interferometric study of
liquid/membrane systems has been more limited. This is surprising 
because the experimental procedure for a liquid/membrane interface is 
relatively straight forward, whereas the difficulty obtaining a sharp 
interface between two liquids calls for elaborate boundary sharpening 
techniques [Longsworth, 1947].
A number of interferometers have been used to study transport 
processes close to liquid/membrane interfaces and these are classified 
in Chapter 3. Although the number of studies have increased over the 
years, the majority of the reported results have been confined to the 
observation of the interference fringes and stop short of a full 
analysis of the experimental data. The difficulty in theoretical 
analysis arises for two reasons. First, for reliable results the optical 
effect of light deflection has to be considered explicitly. Second, the 
effort associated with the accurate numerical solution of the model 
equations is considerable. Detailed accounts of the theoretical and 
numerical analyses are presented in Chapters 3 and 4, the following
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survey serves only to establish the range and scope of the application 
of interferometry to liquid/membrane systems.
One of the earliest liquid/membrane studies was due to Robinson 
(1950) and Crank and Robinson (1951), who used a Fabry-Perot 
interferometer to study diffusion of a number of liquids (eg chloroform, 
acetone and methyl alcohol) into a cellulose acetate membrane. The 
membrane was clamped between two partially reflecting glass plates with 
the interference pattern formed by combining the rays reflected from the 
back and front glass surfaces. The penetration depth of the liquid into 
the membrane was measured as a function of time and was found to vary 
with the square root of time in accordance with Fick's law. The 
concentration dependence of diffusivity determined by this technique was 
reported for several liquids at 25 and 40 °C and the authors also 
reported the observation of anisotropic diffusion behavior. An
interesting recent application of this technique to assess the 
compatibility of solvent-polymer systems for microlithography 
applications in the electronics industry has been reported [iPethrick and- 
Affrossman, 1987].
Spiegler et al (1965) investigated the concentration 
polarization effects in an electrodialysis cell using both 
microelectrodes and a Fabry-Perot interferometer. However, a comparison 
of the two techniques was not reported due to the preliminary nature of 
the work. Microelectrode probes were also used for the same purpose by 
Goldsmith & Lolachi, (1970), (1971). This technique is perhaps the only 
other alternative to interferometry with which concentration 
polarization can be studied directly. However, microelectrodes are 
intrusive and the tip of the probe is typically 25/im in size; moreover, 
the technique is limited to electrolytic solutions. By contrast,
interferometry is non-intrusive, is not limited to conducting solutions 
and can yield experimental data continuously with time and distance from 
the liquid/membrane interface.
Lerche and Wolf (1971) and later Lerche (1976) used a 
Mach-Zehnder interferometer to study the transport of aqueous sodium 
chloride across a cellulose membrane at atmospheric pressure. The 
membrane was clamped vertically between two halves of a glass cell and 
the concentration profiles and the thickness of the concentration 
polarization layer were determined with time. The steady state 
thickness of the polarization layer was approximately 575/zm and was 
limited by convective flow caused by density gradients between the 
boundary layer and the bulk liquid. A similar study with a biological 
epithelium membrane has also been reported by Lerche & Kott, (1971).
Using a Mach-Zehnder interferometer, Johnson in 1971 studied the 
effects of concentration polarization in reverse osmosis. Experiments 
were conducted with the membrane seated both horizontally and vertically 
in the optical cell. In the case of the vertically seated membrane, 
convective fluid motion parallel to the membrane was observed, and this 
limited the thickness of the concentration polarization layer. 
Agreement between the developed theory and the experimental results was 
found to be poor in the case of the horizontally seated membrane, 
although qualitatively the system behaved as expected. By contrast, 
good agreement was found in the case of the vertically orientated
membrane as long as the natural convective motion of the liquid remained 
laminar.
Bollenbeck (1973) used a Raleigh interferometer to study liquid 
phase diffusion of aqueous sucrose solution (1-5 wt%) through a
semi-permeable (0.4/zm diameter) Nuclepore membrane. Transient
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measurements were made, and molar fluxes and diffusivities were 
calculated on the basis of Pick's law of diffusion. The diffusivities 
agreed well with literature values with an average error of 1-2%.
Welinder in 1974 investigated the concentration polarization 
phenomena in reverse osmosis by various experimental techniques 
including holographic interferometry. The experiments were conducted at 
25 °C over a differential pressure range of 5-11 atms in a simple batch 
cell with a cellulose acetate membrane. A number of aqueous solutions 
including potassium chloride, urea and phenol were investigated. The 
interferometric results were compared to values calculated from a 
rotating disc reverse osmosis experiment and a satisfactory agreement 
was reported. Attempts were also made to measure the concentration 
profiles in the rotating disc cell with the interferometer. However, 
this proved less successful because the vibrations from the motor caused 
the blurring of the interference pattern. Belfort et al (1976) and 
later Mahlab et al (1978) also studied concentration polarization in a 
batch reverse osmosis cell. A differential cell pressure of 10 atm was 
applied to a sodium chloride solution and the concentration profile on 
the feed side of a cellulose acetate membrane was monitored with time. 
In this case however, the authors reported that the high operating 
pressures caused some buckling of the optical windows which led to a 
distortion of the fringe pattern.
In 1975 O'Brien published a short note on the concentration 
profiles within an electrodialysis membrane using a holographic 
interferometer. Two translucent ion exchange membranes were used and the 
relative movement of the interference fringes inside and outside the 
membrane were recorded. However, no theoretical analysis of the data 
was reported.
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O'Brien and Zhao (1984a) later presented work on a 
water/chloroform/Gore-Tex membrane system. Steady state measurements of 
the fringe profiles, top and bottom of the membrane, were recorded 
simultaneously. The concentration profile inside the membrane was 
obtained by simply extending these fringes into the membrane. The 
authors stated that this could be justified for a non-selective membrane 
(ie one with no partition coefficient). However, there is no 
theoretical basis for this argument and this procedure is open to 
serious objection. In part II of this work (1984b), the interferometer 
was used to observe the facilitated transport of potassium ions across a 
liquid membrane consisting of crown-ether carboxylic acid dissolved in 
chloroform. Steady state measurements of the flux of potassium ions 
were recorded but again no theoretical analysis was attempted.
Clifton in 1982 used a holographic interferometer and studied 
the effect of concentration polarization in electrodialysis and 
ultrafiltration. The procedure used in the electrodialysis studies 
differed to that usually adopted in as far as a steady state flux was 
established first and the current was then stopped. The 'relaxation' of 
the concentration profiles with time in the liquid medium was then 
observed through the interferometer. With this experimental procedure, 
the author reports the observation of a gaussian concentration profile 
with a zero concentration gradient at the liquid/membrane interface.
Using a Mach-Zehnder interferometer, Langer (1982) studied the 
concentration polarization phenomena in electrodialysis. A number of 
membranes and electrolytic solutions were studied with the membrane 
orientated both horizontally and vertically. In the case of the 
vertically seated membranes, the density gradients in the unstirred 
boundary layer caused a convective flow parallel to the membrane which
- 11 -
limited the polarization layer to about 300/zm. For the horizontally 
seated membrane the boundary layer thickness was found to increase with 
the square root of time.
Sargent and Ashbee (1982) used a Fizeau interferometer to study 
the dimensional changes in epoxy adhesives undergoing uptake and 
expulsion of water. Interference patterns were recorded during the 
swelling and shrinking of the adhesive film. It was found that repeated 
exposure of the resin to both wet and dry environments (distilled water 
and dry air at 62 °C) produced reversible dimensional changes when the 
exposure time was limited (about one day), but that prolonged exposure 
(>2 days) produced irreversible changes. No theoretical analysis or 
physical explanation of the observed phenomenon was reported.
Korthauer et al (1985) using a Mach-Zehnder micro-interferometer 
monitored the diffusion of albumin into a single gel sphere of 
sepharose. By analysing the change in the interference fringe over a 
single bead of diameter 110/im, the authors determined the radial 
concentration profiles and a diffusion coefficient of approximately 
3-6x10’7 cm2/s for albumin in sepharose.
In addition to liquid/membrane interfaces, interferometry has 
been used to study transport at other liquid/solid interfaces, notably 
in electrochemistry. Of particular significance is the work of Muller 
and co-workers who used an interferometer to study the diffusion layer 
adjacent to electrodes in working electrolysis cells [Muller, 1973; 
Beach, 1973; McLarnon et al, 1975; see also O'Brien, 1972]. Another 
area of application is the use of interferometry to study crystal growth 
in liquid solutions [Berg, 1938].
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1.3 SUMMARY
Compared to liquid/liquid interfaces, interferometric study of 
liquid/membrane interfaces has only been conducted to a limited extent. 
This is surprising because the experimental difficulties encountered 
with a liquid/solid interface are far less acute than those found with a 
liquid/liquid interface. An explanation for the lack of experimental 
work is no doubt due to the considerable difficulties encountered in 
theoretical analyses of the measured data. There are two reasons for 
this: (1) The need to account for the optical effect of light deflection 
which becomes significant close to mass transfer interfaces and (2) the 
numerical solution of the transient and steady state transport models 
which can prove computationally intensive. A serious analysis of 
interference fringes must tackle these problems directly and Chapters 3 
and 4 are devoted to the development of the appropriate techniques. The 
techniques developed are 'generic' in as far as they can be used to 
analyse the data obtained from the interferometric investigation of most 
membrane transport processes involving liquids, eg dialysis, 
pervaporation, reverse osmosis, etc.
A variety of interferometers differing in mechanical design can 
and have been used to study diffusion. These have been classified by 
Muller (1973) who has also discussed the relative merits of using one 
type over another. From a practical point of view, the two most 
important criteria are the ease of alignment and the accuracy 
attainable. The interferometer developed in this study is a 
Twyman-Green interferometer which is particularly easy to align. It is, 
however, a two-pass interferometer which requires an analysis more 
complex than that required with a single pass interferometer [Muller, 
1973]. However, the enhanced accuracy of a two-pass interferometer
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makes this extra theoretical burden worthwhile. Detailed descriptions 
of the Twyman-Green interferometer and its principle of operation are 
presented in Chapter 3.
Before presenting the experimental apparatus and the results 
obtained it is advantageous to give a general description of the 
experimental and theoretical aspects of diffusive transport across 
membranes. The purpose of the following chapter is two fold: (1) to
place this study within the context of previous experimental work 
reported in the literature, and (2) to describe the theoretical 
framework within which the experimental data will be analysed.
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CHAPTER 2 
DIFFUSIVE TRANSPORT
IN MEMBRANES
2.1 INTRODUCTION
The transport of liquids across homogeneous membranes is 
generally considered to take place by a 'solution-diffusion' mechanism. 
As this term suggests, two phenomena are involved in the transport 
process and, in general, the presence or movement of one component 
through the membrane can affect both the solubility and the diffusivity 
of a second component [Meares, 1979; Mulder et al, 1983]. Consequently, 
both the equilibrium (solubility) and kinetic interactions need to be 
considered in membrane transport processes. This chapter describes the 
theoretical and experimental background to the present study. The first 
part is concerned primarily with diffusivity and begins by considering
diffusion in a simple binary system, it then goes on to consider
multicomponent systems and the complications that can arise due to the 
kinetic coupling of fluxes.
The influence of solubility is generally measured through 
equilibrium experiments and reported in the form of an appropriate 
isotherm. It should, however, be recognised that for liquid/solid 
systems a fundamental constraint arises in the theoretical
interpretation of equilibrium data. This is because only the bulk 
liquid is open to direct measurement and the composition and properties 
ascribed to the imbibed liquid must therefore be inferred from such 
measurements under restrictive a priori theoretical assumptions. In the 
absence of detailed equilibrium data, often a permeability coefficient 
(which is the product of the diffusivity and the solubility
coefficients) is used to characterise liquid transport across membranes. 
Evidently, such a composite parameter does not allow the decoupling of 
the equilibrium and kinetic phenomena which should ideally be 
investigated independently. The various experimental methods used to
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determine diffusion, solubility and permeability coefficients will be 
presented in Section 2.5 after a brief theoretical description of the 
diffusion process.
2.2 FICKIAN DIFFUSION
Diffusion through membranes is often described 
Fick's law of diffusion. For unidirectional diffusion 
mixture this takes the form [Crank, 1975]
3ci
<J i>v -  - Dv----
3Y
where Dv is the diffusion coefficient, dcL/dY is the concentration
gradient at a fixed time, (Ji )v is the flux in the direction of
diffusion and the concentration and the flux must be expressed in
compatible units. The definition of the diffusion coefficient Dv is
completed by the choice of the reference frame relative to which the
flux is measured. In equation (2.1) the flux has been stated relative 
to a volume fixed frame of reference; there are, however, several other 
alternative frames of reference.
Often, fluxes are stated with reference to either a polymer 
fixed frame (J. )„ or a mass fixed frame (J. ) of reference and thei s  ' I ' m
associated diffusion coefficients are then denoted by D and
■J s m
respectively. The choice of reference frame is largely dictated by the 
experimental conditions employed but it is always possible to relate the 
different diffusion coefficients [Crank, 1975; Wendt 6c Gosting, 1959]. 
The volume fixed frame of reference is the most frequently used, 
particularly by the experimentalists. However, to use equation (2.1)
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in terms of 
in a binary
(2.1)
with this frame of reference it is necessary to ensure that the total
volume of the system remains essentially constant. The diffusion
coefficient determined under these circumstances is usually referred to 
as the mutual diffusion coefficient.
For systems in which there is a significant change of volume it
is advantageous to resort to another frame of reference. In many
sorption and permeation experiments the membrane swells significantly 
during the course of the diffusion and under these conditions the flux 
is best reported with respect to the polymer fixed frame of reference. 
However, such analyses are often carried out under a priori assumptions 
about the nature of swelling. In the majority of cases, it is assumed
that the partial molar volume of all the components is constant; often
at a value corresponding to that of the pure component. The extent of 
swelling is then obtained by assuming volume additivity and the increase
in the volume of the (dry) membrane is equated to the volume of the
liquid imbibed [Fujita, 1961]. However, the validity of these 
assumptions j is not easy to establish. This is because the imbibed 
liquid is not open to direct measurement and the partial molar 
properties within the membrane are not readily determined.
2.3 MULTICOMPONENT DIFFUSION
Fick's diffusion equation (2.1) is valid only for a binary 
mixture, ie a pure-liquid/polymer system. A liquid mixture and a 
nonporous polymer consists of three or more interacting components and 
should properly be treated as a multicomponent system [Lightfoot, 1974]. 
The theoretical treatment of multicomponent diffusion falls broadly into 
two approaches: the Stefan-Maxwell formulation [Curtiss & Hirschfelder,
1949] and the empirical generalisation of Fick's law [Onsager, 1945].
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The Stefan-Maxwell equation, which is based on the kinetic theory of 
gases [Bird et al, 1960], is usually expressed as
xi xj
-----  • ( Uj - u,) (2.2)
j-i
j^ ij
where xi is the mole fraction of component i, and (u^  - u±) represents 
the component velocity difference. Note that, since no reference 
velocity appears in equation (2.2), the Stefan-Maxwell diffusion 
coefficients have the theoretical advantage of being independent of the 
choice of frame of reference. This approach is particularly useful for 
ideal gaseous systems because the (multicomponent) ^ ^  values are then 
equal to their binary counterparts which can be measured from 
two-component experiments or predicted from correlations such as the
Chapman-Enskog equation [Bird et al, I960]. For liquids, the situation 
is more complex and no simple relationship between the binary and 
multicomponent diffusion coefficients is available [Lightfoot et al,
1962; Ghai et al, 1973].
The primary difficulty with the Stefan-Maxwell equation (2.2) is 
that it can rarely be used directly. This is because it is impossible 
to make experimental measurements without recourse to a frame of 
reference. In most cases, therefore, equation (2.2) must be rewritten 
in terms of a suitable reference velocity and the resulting expression 
then becomes an analogue of the generalised Fick's equation (2.3) but in 
an inverted form. Consequently, the application of the Stefan-Maxwell 
equation has been largely confined to theoretical sensitivity analyses 
rather than the interpretation of experimental results.
The empirical generalisation of Fick's law has been adopted more
frequently. For an n-component system, the generalised equation takes
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the form:
n -  1
(Ji>v I (D. • ) V c.'  1 J ' v  Y J (2.3)
. j = i
The above equation is subject to the same restriction on units and 
frames of reference discussed in section 2.1. The relationship between 
the diffusion coefficients relative to the different reference frames 
can be found in the following references [Hooyman, 1956; Kirkwood et al,
multicomponent diffusion coefficients Dij are not simply related to 
their binary counterparts and often tend to be strong functions of
explicitly in terms of the concentration gradients the values are
easier to recover from experimental measurements.
diffusing systems under various levels of detail. For uni-directional 
diffusion between two parallel planes the continuity equation takes the 
form
In the above equation, the polymer component has been chosen as the 
solvent, subscripts 1 and 2 refer to the two permeating components and, 
for simplicity, the Dij are assumed constant. The cross coefficients 
(D12 and D21) are generally taken to represent the extent of kinetic 
coupling of the fluxes. In a multicomponent liquid mixture, kinetic 
interactions can arise as a result of chemical reactions, electrostatic
1960; De Groot & Mazur, 1962]. Except for ideal gases, the
concentration [Cussler, 1984]. Since, the fluxes are expressed
The generalised Fick's equation has been applied to ternary
(2.4)
at ay2 ay2
- 20 -
coupling or from major differences in molecular weight. For liquids, 
the magnitude of the cross-term coefficients are often found to be 
significant in mixed electrolytes and partially miscible systems [Dunlop 
et al, 1972]; otherwise they are usually small and do not exceed more 
than 10% of the main diagonal coefficients [Cussler, 1984]. The 
application of equation (2.4) to binary-liquid/membrane systems to 
recover the extent of the kinetic coupling of fluxes is still very rare. 
One application of equation (2.4) has been reported in the study of 
mixture dyeing by Sekido & Morita (1962, 1963). These authors studied
both single and mixture dyeing on to a cellophane membrane over a range 
of concentrations and temperatures. The largest cross-term coefficient 
was reported to vary between 30-60% of the main diagonal term depending 
on the experimental conditions. However, some caution is required in 
considering these results. This is because, in the absence of detailed 
experimental information, Sekido & Morita equated the multicomponent 
diffusion coefficients D1X and D22 to the values determined from binary 
experiments. There is no theoretical justification for this and clearly 
much further work is required to generate sufficient experimental data 
to enable the proper application of equation (2.4) to liquid/membrane 
systems.
A simpler approach is to neglect the cross-term coefficients 
altogether and equation (2.4) then reduces to
3c.
(i-1,2) (2.5)
3Y2at
which is the form most often applied to binary-liquid/membrane systems 
[Peters, 1968, Mulder et al, 1985]. Coupling interactions can still 
arise but only as a result of equilibrium considerations which will be
discussed later.
In the case of a truly serai-permeable membrane equation (2.5) 
can be further simplified to the familiar Fickian form:
5c. 52c .
■ —  - D„ --- (2.6)
at 5Y2
However, the above equation is often used with permeable membranes when 
the diffusion of only one component is considered, for example in the 
study of controlled release of drugs [Baker & Lonsdale, 1974]. The 
justification cited for this approach is that drug release studies are 
often limited to very dilute systems and the solvent can be assumed to 
be essentially stationary.
Clearly, the more complex equation (2.4) whilst yielding greater 
insight requires more experimental information and is generally more 
difficult to solve. The less complex equation (2.5), and* where 
justified (2.6), are simpler to solve and often appear to yield useful 
results without significant loss of accuracy. Evidently, for practical 
purposes a balance must be struck between the'amount of experimental 
information available and the level of diffusion analysis attempted.
The coupling of fluxes in multicomponent diffusion has been 
rationalised through irreversible thermodynamics. Derivation of both 
the generalised Fick's law form suggested by Onsager and the 
Stefan-Maxwell equation from irreversible thermodynamics have been 
reported [Cussler, 1976]. A full treatment of irreversible 
thermodynamics is beyond the scope of this thesis and can be found in 
the following references [Fitts, 1962; De Groot & Mazur, 1962]. This 
approach is based on the observation that the 'laws' of Fourier, Ohms 
and Fick all represent linear phenomenological relationships between
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the 'flow' and the forces causing the flow. The four fundamental 
hypotheses on which irreversible thermodynamics is based are [Tyrrell, 
1961]:
(1) It is possible to define thermodynamic functions, such as the 
entropy and Gibbs free energy, for non-equilibrium systems.
(2) The rate of entropy production (known also as the dissipation 
function) is always positive or zero.
(3) A linear relationship exists between the forces and fluxes and 
the coefficients of this relationship are referred to as the 
'Onsager phenomenological coefficients' t/>l  ^.
(4) The Onsager reciprocal relationship between the cross 
coefficients xj)ij = xf>^ i is valid.
For one-dimensional diffusion in a ternary system under isobaric and 
isothermal conditions, the phenomenological equations are stated as 
[Cussler, 1976]
dn2
(Jx)v " -*11 —  “ *12 —  <2 *7a>
3Y 3Y
dfi1 dn2
<Vv - - * 2 1 ------- *21 —  (2'7b)3Y 3Y
where is the chemical potential of component i, (3/^/SY) represents 
the force causing diffusive flow and ^ik satisfy the Onsager reciprocal 
relation
*12 = *21 (2-8)
A comparison can now be made between equation (2.7) and the 
generalised Fick's law (2.3) to state the relationship between the 
multicomponent diffusion coefficients and the phenomenological
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coefficients of Onsager • Since there are only three independent 
phenomenological coefficients (V>12 = ^21)» there must also be an extra 
relationship between the four diffusion coefficients Dij . The 
derivation of this relationship has been presented by Tyrrell (1961). 
However, the detailed thermodynamic information necessary to use this 
extra relationship is hardly ever available and, by default, ternary 
systems are normally treated as having four independent diffusion 
coefficients. The irreversible thermodynamics approach has been applied 
to transport of electrolytes across membranes, in particular ion 
exchange membranes [Spiegler, 1958;Mackay & Meares, 1959; Meares, 1959
and Lakshminarayanaiah, 1969]. The application of this theory to
multicomponent gaseous diffusion has also been examined by Smit & 
Staverman (1970) and Mason et al (1972). In this thesis we describe 
the diffusion process in terms of the generalised Fick's law and do not 
consider the irreversible thermodynamic formulation any further.
2.4 THE TRUE DRIVING FORCE FOR DIFFUSION
Apart from the very brief reference to irreversible 
thermodynamics in the previous section, we have up to now assumed that 
the main driving force for diffusion is the gradient of concentration. 
However, thermodynamic considerations indicate that the true driving 
force for diffusion is the chemical potential gradient (dp/dY). 
Diffusion occurs to establish equilibrium, where the term 'equilibrium' 
is used to define a condition in which there is an absence of potential 
gradients. This potential is defined as the mean energy per mole of 
material present, and is taken to be the Gibbs chemical potential 
[Darken, 1948]. In these terms, the general form of the diffusion
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equation for a binary system becomes [Jost, 1960]
dfx£
“ - Bi ci — “
3Y
where ci is the local molar concentration, is the local chemical
potential, (3^i/3Y) is the driving force for diffusion and Bi is the 
mobility per unit force relative to a chosen frame of reference. (For 
the present purpose the volume fixed reference frame is implied.)
The chemical potential of component i in solution can be 
expressed as
p. - /z.° + R T lnai (2.10)
where /zi° is the chemical potential of component i in a chosen reference 
state and ai is its relative thermodynamic activity. Substitution of 
(2.10) into (2.9) leads to the expression
31nai
J. - -(R T B.) c.----  (2.11)
3Y
Equations (2.9), (2.10) and (2.11) are the general expressions used to
describe the diffusion process. Any factor, such as concentration, 
electric charge or pressure, which may affect the activity and hence the
diffusion process are introduced through equation (2.10). In the
present study we are primarily interested in (isothermal) transport 
under the influence of a concentration gradient and the chemical
potential is then dominated by composition. Equation (2.11) can
therefore be written as
J. = - R T B.
31nai 
Ci 3c.
3c
—  (2.12) 
3Y
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and comparison with equation (2.1) indicates that the diffusivity Di can 
be broken into two contributions
Di = Dt
31na,
3c.
- D„ 1 +
3 In 7i
3 In c.
(2.13)
where DT==(RTBi) is often referred to as the thermodynamic diffusion 
coefficient. Here we note that the influence of thermodynamic 
non-ideality is contained within the bracketed term in equation (2.12). 
However, the thermodynamic diffusion coefficient DT may still vary with 
composition if the mobility Bi is itself concentration dependent 
[Fujita, 1961]. To use equation (2.12) requires an 
activity-concentration relationship and a number of suitable models, 
such as the Flory-Huggins model [Flory, 1953], have been proposed and 
will be examined later in Chapter 5. For an ideal system, the activity 
is equal to concentration and equation (2.11) is reduced to the more 
familiar form
J. - -(R T B.)
3c,
3Y
- -(D,)
3c,
3Y
(2.14)
Thus, Fick's equation is a special form of the general diffusion 
equation (2.11) applicable to ideal solutions.
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2.4.1 Anomalous Diffusion
In this study we are concerned with transport across 'rubbery' 
membranes where the equation (2.12) is found to be adequate, all be it 
with a concentration dependent diffusivity and/or solubility 
coefficient. For many 'glassy' membranes, however, the diffusion and 
solubility coefficients are often found to be functions of time as well 
as concentration [Crank,1975]. This type of behaviour cannot be 
explained through equation (2.12) and is normally referred to as 
'anomalous' or non-Fickian diffusion. The various theoretical models 
proposed to describe anomalous diffusion are reviewed by Crank (1975) 
and Neogi et al (1986) . A promising approach which has given rise to a 
variety of stress/strain dependent models is based on the following 
basic idea [Gostoli & Sarti, 1982; Larche & Cahn, 1982; Thomas & Windle, 
1982; Neogi et al, 1986].
The diffusion of material into the membrane is assumed to cause
an internal rearrangement of the polymer chains. For a rubbery membrane
(such as silicone rubber at room temperature) the polymer chains adjust 
quickly to the presence of the penetrant. In a glassy membrane, 
however, this rearrangement is considered to take place on a time scale 
comparable to that of the accompanying diffusion process. One line of
argument is that this rearrangement of the polymer chains gives rise to
swelling (a strain) which can be related through a constitutive 
relationship to a stress which also contributes towards the chemical 
potential [Neogi et al, 1986]. To a first approximation, the chemical 
potential of the diffusing material is thus split into two parts
%  - C^ i )st“° + ' (2.15)
S t  Qwhere ) is the chemical potential in the absence of any stress
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and ( is an extra potential term dependent on the transient 
internal stress profile. The stress independent term can be
represented by a suitable equilibrium relationship such as the 
Flory-Huggins isotherm. The various models therefore differ in the 
particular form adopted to describe the stress-chemical potential 
relationship [Neogi et al, 1986]. Once a particular stress-chemical 
potential relationship has been chosen, the analysis can proceed largely 
as described before. For rubbery membranes, only the first term 
(/ii)st_0 is important and anomalous diffusion is not observed.
2.4.2 Diffusion and Convection
Another complication can arise as a result of a non-selective 
bulk flow superimposed on the diffusion process. Non-selective bulk (or 
convective) flow of material can occur if there is externally applied 
temperature, electric field or pressure gradients. In the absence of 
such external gradients, convective flow may still arise because of 
temperature and pressure gradients generated as a result of the 
diffusion process itself.
Temperature gradients generated by diffusion are small even for 
sulphuric acid diffusing into water and this affect is not considered 
further [Wendt,1962]. An internal pressure gradient caused by diffusion 
can arise for a number of reasons. For example, it can occur if the 
membrane swells or if the partial molar volumes of the components 
present are strong functions of concentration. This could occur for 
instance if there is a large difference in size or electrical charge 
between the diffusing components. Unequal diffusive (volume) flux of
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material across a membrane can also set up an internal pressure gradient 
which is relieved by a non-selective bulk flow. All of these factors 
are of course interactive and it is quite possible that one might have a 
compensating influence on another.
A complete description of the transport process under these 
conditions can be considered by separating the contributions of the 
(selective) diffusive and (non-selective) convective fluxes. For a 
binary-liquid/membrane system the overall flux can then be expressed as:
kinetic
coupling
equilibrium
coupling
- “ “ “ “ “
-Jl fin fil2 c^lna^L Cj_ 31nax dc1
_
3ci 3c 2 3Y
CM
1
f i a i ^2 2 c231na2 c231na2 dc2
. dc1 3 c 2 . . d Y  .
+ U(Y,t)
'2 J
(2.16)
where U(Y,t) is the convective flow velocity and characterizes the
mass transport in the absence of bulk flow. Here we note that the
coefficients in (2.16) only become equal to the Dij in (2.3) in the
absence of bulk flow and corrections for thermodynamic non-idealities 
[Crank, 1975].
The separate evaluation of the bulk and diffusive contributions 
to the flux is difficult and only a handful of articles have addressed 
this problem directly for non-electrolyte systems. One example is the 
work of Mackie & Meares (1956) who studied the transport of aqueous 
ethanol across a Zeo-karb 315 membrane. These authors confined the
solutions on either side of the membrane to closed compartments with
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.capillaries attached and measured the bulk flow by observing the change 
in the liquid height in the capillary tubes. Mackie and Meares, 
however, reported that the bulk flow constituted only a small fraction 
of the overall diffusive flux. A similar technique was also used by 
Meschia and Setnikar (1958) who measured the net bulk flow of solute and 
water across a collodion;membrane for a number of different solutes. The 
magnitude of the bulk flow term was found to depend on the type of 
solute under investigation. In particular, the bulk flow was found to 
be small when the molecular size of the solute and its physico-chemical 
characteristics were similar to that of the solvent.
In general, diffusion induced bulk flow will constitute some 
fraction of the diffusive flux. This non-selective contribution is 
diminished as the concentration difference between the liquids on either 
side of the membrane is reduced or as the diffusive flux across the 
membrane decreases. For low bulk flows, the separation of the 
diffusive and convective contributions to the total flow can present 
major experimental obstacles. In the procedure used in this study, the 
concentration difference between the two liquid compartments is kept 
deliberately small and the measured fluxes are also small (see Chapter 
6). To a first approximation, therefore, the convective flow term is 
assumed negligible. The validity of this assumption is examined further 
in Chapter 6.
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2.5 METHODS OF MEASUREMENT
This section briefly reviews the experimental methods for 
determining diffusivity, solubility and permeability coefficients in 
membrane systems. The latter parameter, which is the product of the 
diffusivity and solubility is often used when insufficient experimental 
information is available. The experimental methods fall into two 
categories: those which measure the combined influence of kinetics and
equilibria and those which only consider the equilibrium parameters. 
For completeness, the gas/vapour phase methods are summarized first and 
this is then followed with a more detailed review of the liquid phase 
techniques. Attention is also drawn to the particular problems 
associated with multicomponent-liquid/membrane systems.
2.5.1 Transient Uptake Experiments
An effective class of experiments for studying the combined 
influence of kinetics and equilibria is based on the direct measurement 
of uptake of material with time. In this type of experiment, the 
membrane is initially equilibrated with a medium of known composition 
and then the concentration is stepped up (down) and the amount of 
material sorbed (desorbed) is recorded with time until equilibrium is 
re-established. If the change in concentration is large the experiments 
are 'integral' and yield an average value of the diffusion coefficient. 
Differential experiments are also possible by keeping the concentration 
change sufficiently small to effectively yield point values of the 
diffusion coefficient. The experimental set-up used varies depending on 
whether a vapour or a liquid medium is under investigation.
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For a gas or vapour the uptake of material is usually measured
with a vacuum microbalance or a calibrated quartz spring [Park, 1986], a
related novel method uses a microbalance based on an oscillating 
(piezoelectric) crystal [Laatikainen & Lindstrom, 1986]. In the latter 
technique, the polymer is first deposited onto the crystal surface as a 
thin uniform layer and the uptake of material is then measured by 
following the changes in the oscillating frequency of the crystal. The 
transient uptake method is most suited to the study of pure gases 
(vapours) and its extension to binary and multicomponent mixtures is 
difficult. In the case of vapours, careful attention also needs to be 
given to capillary condensation problems which can arise at conditions 
close to saturation. Under appropriate conditions, this type of 
experiment is capable of high accuracy and is frequently used for 
studying the concentration dependency of the diffusion coefficient for 
pure components [McCall & Slichter,1958].
The measurement of uptake from the liquid phase proves to be 
more difficult primarily because the membrane has to be separated from 
the liquid before the measurement can be accomplished. Typically, the 
membrane is periodically removed from the liquid, surface dried and then 
weighed to determine the amount of liquid imbibed [Smith & 
Fisher, 1984]. The accuracy of this technique therefore relies heavily
on the 'clean' separation of the membrane from the bulk liquid. This
often proves to be difficult in practfce and errors are introduced 
because of the carry-over of free surface liquid and evaporation during 
the handling stage. Careful experimental protocol during the drying and 
weighing stages often leads to reproducible results. It should however 
be noted that reproducibility does not guarantee accuracy. Most 
significantly, the magnitude of the errors grow with diminishing uptake 
of material and for low uptakes this technique can break down
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altogether [Mulder et al, 1985; see also Chapter 5].
Further complications arise for a liquid mixture because in this
case it is necessary to measure both the total amount and the
composition of the imbibed liquid. In addition, an allowance must also 
be made for the resistance to mass transfer in the liquid film layers 
adjacent to the membrane. Although vigorous stirring of the solution 
can reduce the external resistances they can never be totally 
eliminated [Baker & Lonsdale, 1974; Lightfoot, 1974].
Often the resistance in the external film layers is ignored
altogether to simplify the analysis. An example of this arises in
mixture dyeing which has been investigated by Sekido & Morita (1962,
1963) and Peters (1968) . The technique used in mixture dyeing often
incorporates a refinement of the basic method described previously.
\
Namely, the change in the concentration distribution within the membrane 
as well as the total uptake is measured as a function of time. 
Normally, the polymer sheet is first placed into a bath of dye for a 
known period of time. The membrane is then removed, freeze-dried to 
immobilise the dye and sectioned into su_pi>. ' up^xcal density
change in each section is then determined with a microdensitometer. 
This is a substantial improvement over the basic technique in as far as 
the knowledge of the instantaneous concentration distribution within the 
membrane provides further detail about the diffusion process. The major 
experimental drawback again arises because of the need to remove the 
membrane from the liquid before measurements can be accomplished.
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2.5.2 Transient and Steady-State Permeation Experiments
Permeation experiments are most conveniently divided into 
steady-state and transient (time-lag) measurements. In time-lag 
experiments, the amount of material permeating through the membrane is 
measured as a function of time [Park, 1986]. In the simplest set-up the 
upstream surface of the membrane is kept in contact with a medium of 
constant concentration (activity) whilst the downstream surface is kept 
at zero concentration either by pulling a vacuum or by 'sweeping' with 
an inert carrier phase. For a constant diffusion coefficient, it can be 
shown that at long times the general expression for the amount of 
material 6t which has passed through the membrane reduces to the 
straight line given by [Crank, 1975]
T\ uD c
t -------
6D
(2.17)
The intercept of this line with the time axis, which is independent of 
the concentration of the permeant in the membrane, is given by
L 2
t =  --- (2.18)
6 D
where Lm is the thickness of the membrane and cm is the upstream 
concentration in the membrane. Thus, given the thickness of the 
membrane, the diffusion coefficient can be deduced directly from the 
time lag t. This can then be substituted into equation (2.17) to 
determine cm and hence the solubility. In principle therefore, it is 
possible to calculate both the solubility and diffusion coefficient of a 
pure component from a single time-lag experiment. Often difficulties 
arise with the back extrapolation of the linear portion of the curve 
which can prove subjective and can lead to unacceptable error in the
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calculated diffusivity. This problem is particularly acute with slow 
diffusing species where the time required to establish the straight line 
can be very long [McCall & Slichter, 1958; Siegel & Coughlin, 1972]. 
The 'time lag ' method is strictly limited to a single diffusing 
component. When two or more diffusing components are present the 
analysis, although feasible [Vieth & Jiang, 1988], becomes more complex 
and the method loses its attractive simplicity.
In the case of liquids, permeation experiments are generally 
conducted under time invarient conditions and involve the direct 
measurement of the steady-state flux. Such experiments can be set-up to
measure the steady transport of a liquid across a membrane to a
receiving phase which can be either a second liquid or a vapour. The 
steady-state flux of component i is usually expressed as [Kimura &
Nomura, 1982; Zonta et al, 1984; Aptel & Neel, 1986]
Ji = PA
Ac. L
(2.19)
where Pi is the permeability coefficient and AciL is the concentration 
difference between the phases on either side of the membrane. Often, 
the thickness of the membrane L is not known and in such cases it ism
customary to include Lm into a pseudo permeability coefficient P':
J. = P' AciL (2.20)
Once again, complications arise with multicomponent mixtures due to the 
resistances in the liquid film layer. Such external resistances are 
often assumed to be negligible in which case their influence is 
included implicitly in the measured permeability coefficient. A major 
drawback to steady-state permeation experiments is that, unlike 
transient time-lag experiments, they do not enable the separate
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evaluation of the diffusion and solubility coefficients. Consequently, 
the solubility coefficient must be determined from an independent 
equilibrium experiment. Liquid phase permeation experiments are 
normally interpreted on the basis of permeability and only in a few 
cases have the necessary extra equilibrium measurements been conducted 
[Mackie & Meares, 1956; Kim & Kammermeyer, 1970; Paul & Ebra-Lima, 1971; 
Tock & Cheung, 1974; Mulder et al, 1984].
2.5.3 Liquid Sorption Equilibrium Experiments
The techniques described in the previous sections are aimed at 
measuring the combined influence of kinetics and equilibria in membrane 
transport. An independent assessment of the phase equilibria between a 
single liquid and a polymer can, however, be determined by measuring 
either (1) the volume change of the polymer or (2) the ultimate mass 
uptake of liquid under equilibrium conditions. The change in the volume 
of the membrane is normally obtained from the linear dimensions of the 
swollen polymer which can be measured with a micrometer and travelling 
microscope [McCall & Slichter, 1958; Bristow, 1959]. Under suitable 
conditions this change in volume can be related to the amount of liquid 
imbibed. The assumptions most frequently used are that the swelling is 
isotropic and that volumes are additive; ie the change in the polymer 
volume is equal to the volume of the liquid imbibed. Furthermore, it is 
often assumed that the partial molar volumes of the liquid and polymer 
are equal to the molar volume of the pure component. Evidently, this 
type of measurement can only be contemplated if the extent of the 
swelling is sufficiently large. It has the principle advantage that the 
membrane does not have to be removed from the free liquid. The major
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drawbacks are the need for the assumption of isotropic swelling, 
constant partial molar volumes and volume additivity. The validity of 
such assumptions are not easy to establish because the imbibed liquid is 
not open to direct measurement. In certain cases such assumptions have 
led to unrealistic results and have been replaced by others [Neogi et 
al, 1986]. For example, the density of the polymer/penetrant mixture 
has been assumed to vary linearly with the weight fraction of the liquid 
imbibed. It should be recognised, however, that the validity of the 
inherent assumptions frequently employed cannot be a priori established 
and their full justification can only be obtained through direct 
experimental measurement of both the equilibrium swelling and uptake.
The equilibrium mass uptake of the liquid can be measured with 
techniques similar to those described in Section 2.5.1 [Doty & Zable, 
1946; Bent & Pinsky, 1955; Seeley, 1965]. Here, again we note that the 
membrane must first be removed from the free liquid before its weight 
can be determined. The accuracy of such measurements, therefore, 
depends on the inherent difficulty of obtaining a 'clean' separation of 
the membrane from the free liquid. Such difficulties are less serious 
for nonvolatile solutes with large equilibrium uptake but can become 
limiting for volatile solutes with small uptake. The interpretation of 
the equilibrium uptake measurements is usually based on polymer-solution 
isotherms which use the volume rather than the mass fraction of the 
imbibed liquid. Consequently, the measured mass fraction must be 
converted into a volume fraction before such relationships can be used. 
This is often achieved through a simple volume balance
Ws/Ps°
^.s -   (2.21) 
Ws/ps° + (1/Qd ry )
where 4>±s is the volume fraction of the imbibed solvent, Qdry is the
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density of the dry polymer, Ws is the total mass of sorbed material per 
unit weight of dry membrane and ps° is the density of the free solvent. 
The above equation utilises the pure component densities and also 
incorporates the assumption of volume additivity. Experimental 
comparison between the swelling and mass uptake measurements is often 
cited to justify this assumption. Although in many cases good agreement 
between the two methods has been found, it should be noted that 
differences of up to 100% have also been reported [Doty & Zable, 1946; 
Bent 6c Pinsky, 1965].
The measurement of the equilibria between a liquid mixture and a 
membrane introduces further difficulties. Traditionally, the 
measurement of equilibria between a binary liquid and a polymer has
followed the techniques developed for a single component. The major 
difference is that in this case it is necessary to determine both the 
total amount and the composition of the imbibed liquid. This is usually 
obtained by removing the membrane from the free liquid, weighing and 
then desorbing the imbibed liquid to determine its composition. This
can be accomplished with a micro-distillation technique where the 
membrane is heated under vacuum and the distillate collected for 
analysis [Bristow, 1959; Mulder et al, 1985]. Alternatively, the
membrane can be washed in another solvent to remove the imbibed liquid
before analysis takes place [Krigbaum 6c Carpenter, 1954; Mackie 6c 
Meares, 1955]. A major drawback to either method is that the membrane 
has to be removed from the free liquid which inevitably introduces the 
inaccuracies discussed previously. Eluting the imbibed liquid in 
another solvent has the added disadvantage that the amount recovered can 
be a function of the quantity and nature of the solvent used. Finally, 
due to the small amounts of liquid imbibed, the determination of the 
composition of the desorbed liquid can serve to introduce further
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experimental inaccuracies. To avoid these difficulties the equilibria 
must ideally be measured without removing the membrane from the free 
liquid. Clearly, this calls for an alternative strategy and a suitable 
■ experimental alternative will be described in Chapter 5.
2.6 SUMMARY
Liquid transport across homogeneous nonporous membranes is 
affected by both equilibria and kinetics, and ideally such influences 
should be measured independently. From the theoretical discussions in 
Sections (2.2-2.4) it is clear that transport across membranes can be 
analysed under various levels of detail. A binary-liquid mixture and a 
membrane should properly be considered as a ternary system and as such 
four diffusion coefficients are required to describe the transport
process. Although this can theoretically be reduced to three 
coefficients, the necessary thermodynamic information is seldom 
available. Often the kinetic coupling of fluxes in membrane transport 
is ignored to simplify the analysis. In which case, two diffusion
coefficients are sufficient and any coupling of the fluxes is assumed to 
arise only as a result of equilibrium interactions. Under certain
conditions the theoretical treatment may be further simplified by
viewing the system as a pseudo-binary mixture in which case only a 
single diffusion coefficient suffices. Clearly, from a pragmatic 
viewpoint, a balance must be struck between the amount of experimental 
information available and the level of analysis attempted.
From the discussion of the measurement techniques currently 
available, it is clear that the information necessary for a detailed
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analysis of the transport process is not readily accessible. The
principle reason for this is that the imbibed phase is not open to
direct measurement. In addition, a major practical limitation of the 
traditional techniques is that the membrane has to be separated from the 
free liquid before a measurement can be accomplished. The accuracy 
therefore relies heavily on obtaining a 'clean' separation of the
membrane from the bulk liquid. This often proves to be difficult in
practice and for volatile solutes with low uptakes such techniques can
break down altogether.
Liquid transport across membranes can be studied by either 
steady-state or transient permeation methods. Steady-state methods, 
however, only provide a limited amount of information and must either be 
interpreted in terms of a permeability coefficient or must be augmented 
with additional equilibrium measurements. Transient methods on the 
other hand yield inherently more information and thus offer the 
potential for separating the equilibrium and kinetic parameters. The
most commonly used 'time-lag' method enables both the solubility and the
diffusivity of a single permeating species to be determined from a
single experiment. However, when two or more permeating species are 
present the analysis although feasible becomes more complex and the 
method loses its attractive simplicity. A further complication arises 
in the case of a liquid mixture because an allowance must also be made 
for the resistance to mass transfer in the liquid layers adjacent to the 
membrane. Although vigorous stirring of the bulk solution can help 
reduce such resistances they can never be totally eliminated.
The interferometric technique developed in this study differs 
from the conventional methods in as far as it enables the direct 
measurement of the concentration profiles adjacent to the membrane.
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Moreover, the evolution of these profiles are measured with both time 
and distance from the membrane surface. This, as we shall see, provides 
substantially more information than the conventional methods. The 
mechanical details of the interferometer and the necessary theoretical 
and numerical analyses are presented in Chapters 3 and 4 respectively. 
This is followed in Chapter 5 by the development of a technique which 
enables the equilibrium measurement without removing the membrane from 
the free liquid. The specific results obtained for the system 
[ethanol(1)-water(2)3/silicone rubber(3) are pulled together in 
Chapter 6 and interpreted in terms of transport models of differing 
complexity. The results obtained indicate that although the simplified 
models can provide useful qualitative information, a quantitative 
analysis must be contemplated on the basis of fairly complex models.
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CHAPTER 3 
INTERFEROMETRY
3.1 INTRODUCTION
The measurement of diffusion coefficients is of crucial 
importance in any process involving interphase mass transfer, for 
instance catalysis, absorption, distillation, solvent extraction,
adsorption, membrane separation etc. In this study, a Twyman-Green 
interferometer is used to measure the concentration profile in the 
liquid solutions surrounding the membrane. Optical interferometry is a 
branch of Physics not frequently encountered in Chemical Engineering and 
this chapter begins by briefly describing the general principles of 
interferometry. This is followed in turn by a detailed description of 
the Twyman-Green apparatus, the associated experimental procedure and 
details of the theoretical analysis.
An interference pattern (interferogram) is the result of 
constructive and destructive interference of electromagnetic (light) 
waves. Optical interferometers are instruments used to produce and
observe the interference of light which can provide a range of
information about the path traversed by the light beam. Thus,
interferometers have been successfully used to study the quality of 
optical components, the determination of physical distances and the 
measurement of refractive indices. In our case each interference 
pattern contains information on the refractive index variation in the 
liquid layers adjacent to the membrane. Two procedures can be adopted 
to recover the refractive index (and hence the concentration) profile in 
the liquid. ' In the conventional method normally adopted the optical 
effect of light deflection is not accounted for. This greatly
simplifies the theoretical analysis but can lead to serious error 
particularly when large refractive index gradients are present. As we 
shall see, refractive index gradients are always greatest close to mass 
transfer interfaces and hence the conventional approach often leads to
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unacceptable error. To account for the optical 'mirage' caused by light 
deflection requires an analysis capable of tracing the path of the light 
rays irrespective of the form of the refractive index field. This 
rigorous approach complicates the theoretical analysis significantly but 
is essential if the error is to remain at an acceptable level. The 
latter half of this chapter is devoted to a comparison of the two 
methods and a detailed description of the rigorous analysis.
3.2 PRINCIPLES OF INTERFEROMETRY
The basic principle of interference is best described by 
considering the two cells shown in Figure 3.1, where cell A has a 
uniform refractive index whereas Cell B has a variable refractive index 
indicated by the shading. The refractive index, n, is defined as the 
ratio of the velocity of light in vacuum, c, to the velocity of light in 
the medium, v:
n = c/v (3.1)
the velocity, v, and therefore the refractive index, n, are both 
functions of composition. Cell A could therefore represent a liquid 
with a uniform composition while cell B contains a liquid with a 
variable concentration along the Y (direction i .  The rays of light 
entering the cells are initially in phase and have plane wave fronts. 
However, as the light rays propagate through cell B, they become 
increasingly out of phase with those traversing cell A. If the beams 
exiting from each cell are combined an interference pattern similar to 
that shown in Figure 3.1 is obtained. The dark bands represent 
positions where rays are out of phase and the bright bands positions 
where they are in phase. The basic variable associated with each ray is
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Figure 3.1 Schematic representation of a basic interference pattern
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Figure 3.2 Light pass through cells with and without a refractive index 
gradient
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the 'optical path length' P which is defined as the product of the 
geometric path taken by a ray, s, and the refractive index encountered 
along this path. It is important to recognize that the light beam 
propagating through the medium with a refractive index gradient suffers 
a tilt in its wave front. The propagation direction of the light rays 
is always normal to the wave front and the rays are therefore deflected 
towards regions of higher refractive index. Consider two rays of light 
entering cell A and B at the same position Y as shown in Figure 3.2. 
For cell A which has a uniform refractive index, nQ , the light is 
undeflected and the geometric path s corresponds to the cell width, 1. 
The optical path length is therefore simply given by
PA ( Y ) = n 0 .l (3.2)
The ray entering cell B, however, travels along a curve and encounters a 
variable refractive index. The optical path for this ray is therefore,
M Y )  = n(Y(s)) ds (3.3)
The geometric path taken in a variable refractive index field is 
'uniquely' determined by Fermat's principle of least time which will be
considered later. For the present we note that successive dark or light
bands shown in Figure 3.1 correspond to positions where the interfering 
rays exiting cells A and B have an optical path difference AP equivalent 
to one wavelength of light A.
Interferometers can be set up either to measure the change in 
the refractive index or the change in the gradient of the refractive 
index with position. Schlieren interferometers, such as the Gouy 
interferometer, which measure the change in the gradient of
refractive index are not considered in this study. The Twyman-Green
interferometer developed in this study measures the change in the
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refractive index with position. With this type of interferometer the
deflection of the light beam is often assumed to be insignificant. As
we shall see, this assumption although greatly simplifying the 
theoretical analysis can lead to substantial errors.
To fully interpret the interference pattern it is necessary to
understand coherence theory. A complete account of coherence theory is 
beyond the scope of this work but a brief description is easily 
presented. Further details can be found in the texts by Steel (1967) 
and Dyson (1970). While light rays from two separate sources produces 
no interference, that from the same source but travelling by several 
different paths may do so. Light beams which produce interference are 
termed 'coherent' while those which do not are labeled as 'incoherent'. 
Practically, a number of conditions need to be satisfied in order to 
ensure coherence. Failure to satisfy these conditions can result in 
poor fringe contrast and in the worst case may lead to the total loss of 
the fringe pattern. The two main factors which determine the quality of 
an interferogram are temporal coherence, which depends on the spectral 
characteristics of the light, and spatial coherence, which depends on 
the position, shape and dimensions of the light source.
For interference to occur the beams of light must have an 
optical path difference AP which can also be expressed as a time delay 
At = AP/c. For a uniform refractive index AP = Al.n, where Al is the 
geometric path difference. The time delay can therefore be expressed 
as:
At = (Al.n)/c (3.4)
For the two light beams shown in Figure 3.1 the interference 
pattern appears as a cosinusoidal variation of intensity which can be 
expressed as a function of the time delay At. For light of a single
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frequency v0!=c/^0 > t^e variation in intensity can be expressed as 
1+cos(2nv0Ar) which is a non decaying function of Ar. However, for a 
light source containing a frequency spectrum the total intensity is
proportional to the integral of this expression over all frequencies. 
If the source has a mean frequency vQ with a bandwidth Av distributed 
about this mean according to an arbitrary profile g(v-vQ), the total
intensity can be expressed as [Steel, 1967]
1<r) = Gc(°) + Gc (Ar)cos(27rv0Ar) (3.5)
where the exact form of Gc (Ar) depends on the profile g(v-vQ). 
Irrespective of the actual form of this profile, however, it can be 
shown that for a limited bandwidth Av the function Gc (Ar) is a decaying 
function of Ar. It is therefore evident from equation (3.5) that the 
total intensity of the light fades as the time delay increases, and in
it
the limit no interference will be observed. The time delay Ar over
which fringes can be observed is related to the bandwidth of the light
source through the uncertainty relation [Steel, 1967]
Ar*Av ==1 (3.6)
Using equation (3.4) for air (n - 1) the time delay Ar* can be expressed 
as an equivalent geometric path difference Al* above which no 
interference can be observed
Al* - cAr (3.7)
The distance Al* provides a convenient measure of temporal coherence 
and enables the calculation of a practical limit on the geometric path 
length difference between the two arms of an interferometer.
The concept of spatial coherence can be most easily illustrated 
by the classic Young's interference experiment shown schematically in 
Figure 3.3. The two pinholes Ax and A2 in screen Wx let light through
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to a second screen W2 where interference can be observed near the center 
provided the pinholes are sufficiently close. As Ax and A2 are moved 
progressively further apart a point is reached where interference is no 
longer observed. The separation AaA2 at this point defines the diameter 
of a disk whose area is referred to as the area of coherence. If Aa is 
the solid angle subtended by the light source at the first screen and 
A0 is the mean wavelength of the light, then interference fringes are 
observed provided [Steel. 1967]
(AiAj^Aa - \,2 (3.8)
A  O'
N.
w 2
Figure 3.3 Schematic of Young's Interference experiment
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Until laser light sources became available in the 1960's, the
mercury and sodium vapour lamps were the usual light source for
interferometry. With such sources, it was essential to use pinholes or 
slits to satisfy the spatial coherence criterion. In addition, because 
of the low temporal coherence (caused by the large bandwidth) it was
also essential to closely match the path lengths taken by the two
interfering beams. For example, with mercury light which has a
bandwidth of about 0.1mm, the path lengths in the interferometer must
be matched to better than 3mm [O'Brien, 1972]. To obtain this close 
match it was therefore necessary to place optically identical cells in 
each arm of the interferometer. This also reduced the effect of optical 
dispersion and light absorption at a particular frequency by balancing 
such effects in the two cells.
The advent of laser light with its high spatial and temporal
coherence has largely eliminated the above optical difficulties. For 
example, a Helium-Neon laser source with a wavelength 632.8nm has a 
bandwidth narrower than 0.003nm and allows interference to be observed 
with a path length difference as large as 13cm. Consequently, it is no 
longer necessary to closely match the two arms of an interferometer and 
the need for an identical optical cell in the reference arm is also 
eliminated. Somejcare, however, must be exercised with lasers to avoid
spurious interference patterns caused by unwanted reflected or scattered 
light.
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3.2.1 Classification of Interferometers
Interferometers can be classified in various ways, a useful 
classification is based on the manner in which the two coherent light 
beams are produced from the single source (Table 3.1). If the original 
beam is split by dividing the area of the wave front into two smaller 
areas, by slits for example, the interferometer is classed as a 
'division of wave front' type. If on the other hand a partially 
reflecting surface is used to divide the original beam into two wave 
fronts of equal area but different amplitude, the interferometer is 
classed as a 'division of amplitude' type. Within this broad 
classification, there are many interferometers differing in their 
mechanical/optical construction. As indicated in Table 3.1, most
Table 3.1 Interferometers used to study diffusion
Interferometer Classification n dn/dy R. I .
Field
Gouy Division of 
wave front
* ID
Rayleigh Division of 
wave front
•k * ID, 2D
Mach-Zehnder Division of 
amplitude
* ID, 2D
Jamin Division of 
amplitude
k ID, 2D
Michelson Division of 
amplitude
k ID, 2D
Twyman-Green Division of 
amplitude
k ID, 2D
Holographic Division of 
amplitude
k ID,2D,3D
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interferometers are capable of measuring one or two dimensional 
refractive index fields, although the majority of practical applications 
have dealt with a one dimensional field. The exception is the 
holographic interferometer which is in principle capable of measuring a 
three dimensional refractive index field. However, the theory required 
to interpret three dimensional refractive index fields is not as yet 
fully established.
3.3 THE TWYMAN-GREEN INTERFEROMETER
We now turn to a description of the Twyman-Green interferometer 
used in this study. Further practical details on the construction and 
characteristics of this interferometer can be found in Baird & Hanes 
(1967) and Dyson (1970). A photograph of the interferometer is shown in 
Figure 3.4a and a schematic of the apparatus is presented in 
Figure 3.4b. The light source is a He/Ne laser with a wavelength of 
A=632.8nm. Light from the aperture Al is collimated by lens LI and is 
then split into two beams (by division of amplitude) at the partially 
reflecting surface of the beam splitter SI. The two resultant coherent 
beams travel to the mirrors Ml and M2 respectively, and are reflected 
back so that they return to SI where they recombine. One arm of the 
interferometer, S1M1, contains the optical cell OC through which the 
light beam passes twice. The recombining beams interfere to give a 
pattern which at any given point depends on the relative phase
retardation. This retardation in turn depends on the optical path 
difference between the two arms of the interferometer S1M1 and S1M2 and
the angle at which the two beams recombine.
The Twyman-Green interferometer can be setup to produce
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different types of fringe patterns [Baird & Hanes, 1967]. For our 
purposes, the interferometer was setup so that in the absence of a 
refractive index gradient straight identical fringes, usually referred 
to as 'fringes of equal thickness', were observed. This is achieved by 
keeping mirror M2 in the reference arm perpendicular to the axial 
ray from the collimating lens LI whilst the other mirror Ml is 
maintained at a slight angle to this ray. A schematic of the fringe 
pattern produced with this arrangement is shown in Figure 3.5.
n0 n
TIME=0
Y
n
TIME=t
Figure 3.5 Schematic of fringes of equal thickness produced by the
Twyman-Green interferometer
The orientation of the fringes can be changed by tilting mirror 
Ml in the X-Z plane (see Figure 3.4b) and the fringe spacing -ie the
number of fringes observed- can be altered by tilting mirror Ml in the
- 55 -
X-Y plane. Each fringe represents a contour of constant optical path 
length. With no cell in the interferometer, the reference and the 
sample beam both traverse a medium of constant refractive index (air) 
and each fringe therefore corresponds to a contour of constant geometric 
path length. If an optical cell containing a liquid with variable 
composition (refractive index) is placed in the sample arm, the fringes 
will appear curved as shown in Figure 3.5. The variation of the 
refractive index of the liquid medium with position in the optical cell 
can be determined from the departure of a given fringe from its original 
straight line through the theoretical analysis presented in Section 3.5.
The variation of the' interference pattern with time was 
monitored continuously via a camera and recorded on a video system with 
a real time clock and an electronic reference grid superimposed on the 
image. The clock was accurate to l/100sec and the fringe pattern could 
be recorded at 25 frames/sec. A Quantimet 920 image analyser was used to 
digitize and measure the fringe deflection, the accuracy of this 
procedure will be discussed later. The continuous monitoring and 
recording of the fringe pattern offers significant advantage over the 
traditional method of using discrete photographic plates. In 
particular, the procedure adopted here enables the on-line detection of 
spurious disturbances caused by convection currents and/or leaks through 
the optical cell. With the conventional photographic technique such 
effects are detectable after the film has been developed, and then only 
if a sufficient number of sequential photographs have been taken.
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3.4 EXPERIMENTAL PROCEDURE
The optical table was mounted on a single polished stone block. 
The entire assembly was supported on a rigid steel framework mounted on 
anti-vibration pads (Tico pads). All experiments were conducted in a 
temperature controlled room maintained at 25°C to better than ±0.05°C. 
The diffusion cell was constructed by a specialist firm (Optiglass, UK) 
from a single sheet of borosilicate optical glass (refractive index 
1.4720) and is shown schematically in Figure 3.6. Each half of the cell 
was equipped with glass capillary lines to allow the independent 
introduction and withdrawal of liquid. The parallelism between the 
walls in either half of the cell was better than 0.01 degrees. A 
rectangular strip of the membrane (60x12mm) was placed between the two 
halves of the cell which were then clamped in a specially designed 
holder shown in Figure 3.4a. The entire assembly was then mounted on a 
precision translation table (Melles Griot) which enabled the positioning 
of the membrane relative to the light beam with an accuracy of ±2/nn. 
The homogeneous silicon rubber (polydimethylsiloxane) membrane used had 
a thickness of 143jiim as measured by a scanning electron microscope. The 
membrane acted as its own gasket without the need for any sealant or 
grease. Extensive tests were carried out to ensure leaks and/or 
evaporation through the membrane edges was negligible. The 
interferometer itself was used for this purpose and no leaks were 
detectable over a four day period. All ethanol/water mixtures were made 
up by weight using Anal-R grade ethanol (>99.7%) and double distilled 
di-ionized water. Liquid flow through the cell was gravity controlled 
using the valve arrangement shown in Figure 3.7.
Prior to each experiment, the membrane was soaked for a 
prolonged period in the solution to be used in the top half of the cell. 
The membrane was then placed in the optical cell and the same solution
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Membrane Cell
Holder
Membrane
2-5 cm
2*0 mm
5*0 cm
Figure 3.6 Schematic of liquid/membrane diffusion cell
SOL TSOL B
CELL T
:m m n m m m
CELL B
Figure 3.7 Flow scheme used to initiate diffusion experiments
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was flowed through both halves of the cell for a further six hours to 
ensure that equilibrium was attained. At this stage the cell contained 
a solution of uniform composition and therefore the fringes 
corresponding to either half of the cell should have appeard as straight 
equidistant lines. The interferometer was used to confirm that this was 
the case and minor adjustments were made to mirror Ml to orientate the 
straight fringes vertically. This mirror was then locked into position 
and was not touched further during the experiment.
To start an experiment, the solution in the lower half of the
cell was replaced with a mixture of lower composition. This was
achieved by diverting the bottom inlet to another reservoir to introduce
the second solution. The time taken to replace the original contents
with the second solution was monitored through the interferometer.
Evidently, this time delay must be kept to a minimum to avoid excessive
mass transfer during the filling period. The volume of the lower half
3 3of the cell was 2.5 cm and a flow rate of about 150 cm /min was used 
to minimise the filling time. Observation through the interferometer 
confirmed that in all cases the fringes re-stabilised to straight lines 
in less than 10 seconds. At this point all flows through the cell were 
stopped, the time clock was started and diffusion was allowed to proceed 
under static conditions. Typically, each run lasted for one hour and 
experiments were conducted with 0-3, 0-6, 15-20 and 25-30wt% ethanol
solutions in the bottom and top halves of the cell respectively. 
Figures 3.8a-f show selected interferograms for a typical run at 
successively longer times to highlight the fringe deflection with time. 
The detailed theoretical interpretation of these results is deferred to 
Chapter 6, after the direct measurement of the equilibria is reported. 
The next section deals with the image analysis and the quantification of 
the interference fringes.
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Figure 3.8a-f Selected experimental fringes for the system
[ethanol(l)-water(2)]/silicone rubber (3) at 25 °C:- 
top: 6wt% ethanol, bottom: Owt% ethanol 
membrane thickness: 143/xm
1mm
Membrane
(a) Time= 7sec
1mm
Membrane
(b) Time= 601sec
1mm
M em bran e
(c) T ime-756sec
r igure  j .o iconr. j
lmm
Membrane
(d) Time = 1213 sec
(e) Time = 3012 sec
Membrane
Membrane-
(f) Time = 3150 sec
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3.4.1 Image Analysis
Initially, the interference pattern consists of two sets of 
straight equidistant fringes with a dividing grey area which represents 
the membrane shadow (Figure 3.8a). As diffusion is allowed to proceed a 
concentration (and hence a refractive index) profile develops in each 
half of the cell which results in a displacement of the interference 
fringes (Figures 3.8a-f). Since each fringe represents a contour of 
constant optical path length, the fringe displacement is a measure of 
the optical path length change caused by the presence of a refractive 
index profile in the cell. Experimental data from the.interferogram is 
therefore obtained by measuring the departure of a given fringe from its 
original straight line position. Some care needs to be exercised, 
however, in the quantification of the experimental fringe displacement. 
This is because there is inevitably a variation of intensity across the 
width of each single fringe. Further problems arise due to optical 
aberrations caused by local imperfections in the glass and the presence 
of dust particles on the optical surfaces. Such effects are responsible 
for the minor local differences between the fringes presented in 
Figures 3.8a-f. To reduce the error it is advantageous to consider a 
number of fringes to arrive at an 'average' fringe. This is made 
possible since for a one dimensional refractive index field the fringes 
corresponding to each half of the cell are nominally identical. For our 
analysis, the fringe displacement was established by averaging over 5-10 
individual fringes.
Direct visual measurement of the fringe displacement is prone to 
error; the best visual resolution attainable is O.Lf, where f is the 
distance between successive fringes. The resolution can be improved 
through a variety of sophisticated photographic methods and it is 
reported that such methods can at best produce a resolution of O.OOLf
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[Muller, 1973]. Photographic techniques are, however, extremely time 
consuming and set a practical limit on the number of fringes which can 
be analysed. Fortunately, with recent advances in automated 
photoelectric image analysis this practical limitation is largely 
circumvented. The Quantimet 920 image analyser used in this study was 
capable of a routine resolution of 0.02f and for good quality 
interferograms this resolution improved to 0.005f.
The image analysis was performed in the following steps. A 
recorded instantaneous interferogram, which typically contained 5-10 
individual fringes and covered a distance of 2mm from the membrane edge, 
was transferred to the image analyser. This picture was automatically 
digitized into a series of horizontal rectangular strips of equal width. 
The width of the rectangular strip could be adjusted and generally 
between 150-300 strips were employed. The spatial resolution of the 
digitized fringe pattern was therefore between 5-10jzm. A typical fringe 
pattern and its digitized equivalent is shown in Figures 3.9a-b. The 
instrument was capable of recognizing 100 different grey levels on a 
digitized black and white picture. The fringe profile was automatically 
sharpened by first subtracting out the dark areas below a certain 
predetermined grey level. The resultant picture was then adjusted 
through a process of dilation (expanding to fill out the fringe profile) 
and eroding (shrinking back to the original picture) to give the 
final picture from which measurements were automatically taken. The 
instrument also allowed the automatic removal of any visible 
imperfections due to dust particles or optical aberrations, although 
this facility was seldom necessary. The entire image analysis procedure 
for a single interferogram containing 5-10 fringes could be achieved in 
under 20 minutes.
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3.5 INTERPRETATION OF THE FRINGE PATTERN
To begin the theoretical analysis it is necessary to relate the 
relative displacement of a fringe to the optical path difference AP 
between the two arms of the interferometer. For the present we need 
only consider the light path through the cell liquid; contributions from 
the path through air and the glass cell walls will be considered 
subsequently. Consider Figure 3.10 which compares the idealised fringe 
pattern corresponding to one half of the optical cell at the start of
the experiment t=0 with that at time t. Let us concentrate on the
fringe labelled zero and examine the change in AP with position Y 
measured from the edge of the membrane shadow on the interferogram.
For a one-dimensional refractive index field, the optical path 
difference AP is simply related to the local fringe displacement. For 
example, AP at position Yx on Figure 3.10 is related to the fraction 
M1/f, where f is the distance between successive fringes. If we compare 
the relative fringe displacement at positions Yb and Yx it is clear that 
light arriving at Yx has travelled an extra optical distance equal to 
one wavelength of light A, ie M1/f=l. Similarly, light arriving at Y2
has travelled an extra distance of 2A, ie M2/f=2. The light arriving at
positions higher than Yb has travelled through a region of constant 
refractive index. Consequently, no optical path difference is observed 
for rays arriving at Y>Yb and the fringe remains vertical. Position Yb 
therefore corresponds to the depth of penetration of the diffusion front 
in the cell liquid at time t. To determine the optical path at any 
position Y we first note that for Y>Yb the light rays remain undeflected 
and pass through the cell in a horizontal line. The geometrical path of 
such rays which traverse the cell twice is therefore 21 and, since the 
refractive index in the bulk liquid is constant at nb , the corresponding 
optical path for Y>Yb is equal to 21nb . The optical path at position Yx
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Figure U J )  Optical path difference between vertical fringes at t-0 and 
deflected fringes at time t
and Y2 can now be found relative to 21nb and are given by:
at Y>Y.
at Y,
at Y-
OPTICAL PATH LENGTH 
P(Y) - 21nb 
P(Y) - 21^ + A 
P(Y) - 21^ + 2A
Similarly, for any arbitrary position
at Y<Y. P(Y) - 21nb + M A 
f
(3.9)
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where M/f is the relative fringe displacement at Y. This argument is 
only valid for a one dimensional refractive index field. For a two 
dimensional refractive index field, the interpretation becomes 
substantially more complex and the analysis of three dimensional 
refractive index fields is yet to be developed [Muller, 1973]. The 
experiments in this study were carried out with a homogeneous membrane 
under static conditions in the absence of hydrodynamic boundary layers. 
Under such conditions the assumption of a one dimensional refractive 
index profile in the 2mm wide cell used is well justified.
It now remains to recover the refractive index profile in the 
liquid n(Y) from the variation of the experimentally measured optical 
path lengths P(Y). In the conventional method of interpreting 
interferograms, the optical effect of light deflection is not considered 
and the change in the optical path length of the light is then a direct 
measure of the local refractive index change. This procedure which is 
described in the next section, however, can lead to substantial errors; 
particularly in the presence of sharp refractive index gradients. To 
avoid such errors, it is necessary to adopt a rigorous analysis allowing 
for light deflection which will be described in Section 3.5.2.
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3.5.1 Conventional Analysis: No Light Deflection
With a few exceptions, in the majority of the reported 
interferometric studies of diffusive phenomena the deflection of light 
is assumed negligible. That is, each light ray is assumed to pass 
through the liquid in a straight line irrespective of any refractive 
index gradient which may be present. Under this assumption, the 
geometric path length of each ray is identical and for a two-pass 
interferometer the value of 21. The refractive index profile in the 
cell can then be found from the following simple expression
P(Y) 1 M
n ( Y )    ^  + —  —  A (3.10)
21 21 f
Hence any change in the optical path length becomes a direct measure of 
the local change in the refractive index. The above equation can be 
used to estimate the accuracy of the Twyman-Green interferometer. As 
stated in Section 3.4.1, the experimental fringe displacement can be 
resolved to 0.005-0.02f, where f is the spacing between successive 
fringes. Substituting this value for M in equation (3.10) provides an
_ c
equivalent resolvable refractive index variation of =*1.0x10 for a 
2mm wide optical cell. Equation (3.10) is, however, only applicable 
when the refractive index gradient in the medium is sufficiently small. 
Its application in the presence of sharp refractive index gradients can 
lead to substantial errors [Howes & Buchele, 1966; Beach, 1973; 
Bollenbeck, 1973; Muller, 1973; Clifton, 1982]. Such sharp gradients 
commonly develop at the interface between diffusing media and a thorough 
study of the diffusion close to the interface must therefore account for 
light deflection.
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3.5.2 Rigorous Analysis: Light Deflection
In a variable refractive index field light will always be
deflected in the direction of increasing refractive index. Consider a
medium in which the index of refraction varies from point to point as
shown below
light path
*
ds= dX 1 + fdY)1 
dX .
Figure 3.11 Geometric path of a light ray through a medium with a 
varying refractive index profile
According to Fermat's principle of least time [Born & Wolf, 1965], the 
path of a light ray is uniquely determined by the extremum of .the 
integral
POO - n(Y) ds (3.11)
Making the substitution for ds in terms of the cell coordinates 
ds-[1+(dY/dX)2 ]17 2 leads to
r21
POO - n(Y) [1 + (dY/dX)2]1/2 dX (3.12)
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From calculus of variation it can be shown that the extremum of the
above integral corresponds to a geometrical path which must satisfy the
following non-linear second order differential equation
d2 Y 1 f dY
—  -   1 + ( —  )
dX2 n(Y) |_ dX
The mathematical derivation of equation (3.13) is relatively involved 
and is presented in Appendix I.
For a known refractive index profile, equation (3.13) can be
integrated forward to determine the geometric path of each ray through 
the liquid. This can then be substituted into integral (3.12) to 
calculate the corresponding optical path length P(Y). However, the
reverse problem of recovering an unknown refractive index profile n(Y) 
from the measured optical path length variations P(Y) presents a 
dilemma. This is because to solve equation (3.13) one must first know 
the refractive index profile n(Y). We shall return to this dilemma 
subsequently. The following section considers a quantitative error 
analysis of ignoring light deflection based on a known refractive index 
profile.
3.5.3 A Simplified Error Analysis For Light Deflection
For the simplest case of a constant refractive index, dn/dy=0, 
the solution to equation (3.13) is trivial and integral (3.12) then 
simply reduces to equation (3.10). More information is obtained by 
considering a semi-infinite medium with a linear refractive index 
gradient, n(Y) = kY. Such profiles are seldom encountered in practice 
but are useful in as far as they enable a generalized error analysis. 
The fringe pattern obtained in this case consists of a set of straight
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dn(Y)
— —  (3.13)
dY
lines whose slope depends on the tCell width and the refractive index 
gradient k. For a given cell width, 1, and a known value of the 
gradient k, equations (3.13) and (3.12) can be integrated to generate 
the relationship between the optical path length P(Y) and the distance 
Y. This can then be compared with the results obtained through equation 
(3.10) which ignores light deflection.
To perform the above calculations it is also necessary to 
consider the path of each ray through the cell wall and the air 
separating the various optical components. This is depicted 
schematically in Figure 3.12 where the dashed line represents the 
hypothetical path in the absence of light deflection. With no light 
deflection, contributions from the cell wall and air are identically 
constant for each ray and can be simply subtracted out; the only 
equation required is then (3.10). With light deflection, however, the 
path length through the cell wall and air become dependent on Y and must 
be accounted for explicitly. For example, each ray must be traced 
through the liquid and Snell's law of refraction used at the 
liquid/glass and air/glass interfaces to establish the direction of the 
ray. It is interesting to note that with light deflection a knowledge 
of the refractive index of the cell wall material is essential, whereas 
with no light deflection only the properties of the liquid enter the 
calculations.
The results of the above calculations are generalized in 
Figure 3.13 which compares the discrepancy between the two cases for 
various cell widths as a function of the refractive index gradient. The 
ordinate on this graph is simply the difference between the optical 
paths calculated for each case relative to the fringe spacing f . It is 
evident that the magnitude of the error grows substantially both with an 
increase in the refractive index gradient and an increase
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Figure 3.12 Geometric path of a light ray through the optical cell 
( --- light deflection,   no light deflection )
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Figure 3.13 Generalized plot of the error caused by ignoring light 
deflection in a cell with a linear index profile
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in the cell width.
The generalized error plot presented in Figure 3.13 does not, 
however, convey the full implication of ignoring light deflection which 
can only be brought out by considering a more realistic (curved) 
refractive index profile. This is depicted schematically in Figure 3.14 
for a liquid/membrane interface where for simplicity only a single pass 
through one half of the cell is considered. The hypothetical path of an 
undeflected ray close to the interface is shown by the dashed line 
whereas the solid line represents the true path taken by this ray. The 
theoretical fringes corresponding to these rays now show two distinct 
types of error. The first, as already explained, is an error in the 
calculated optical path length which depends on the local gradient of 
the refractive index profile. This gradient increases as the membrane 
is approached and therefore this type of error becomes more prominent 
close to the interface.
The second error is an apparent displacement of the position of 
the liquid/membrane interface on the interferogram. Consider an 
observer sitting on the right hand side of the cell. With no light 
deflection, the rays pass through in a straight line and the entire area 
close to the interface is illuminated. Next consider the true path of 
the ray entering at the liquid/membrane interface. This ray will be 
deflected towards regions of higher refractive index and exits at some
level above the membrane. Consequently, the region of the liquid below 
this level will be in darkness and the shadow of the membrane will 
appear thicker. The fringe corresponding to no light deflection will 
therefore start at a position lower than that observed in reality as 
depicted in Figure 3.14. The important practical consequence of this
type of error is that the edge of the membrane shadow on the
interferogram does not simply correspond to the position of the
- 73 -
Yn
Y*
FRINGE PATTERNMEMBRANE
Figure 3.14 Path of a light ray through the top half of the cell showing 
the apparent displacement of the membrane interface
n(Y)‘
m e m b r a n e
LiaUID
Figure 3.15 Path of a light ray through the bottom half of the cell 
showing absorption and reflection of the light at the 
membrane interface
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membrane. This fact must be taken into account in the measurement of 
the fringe displacement P(Y) versus Y and failure to account for this 
optical displacement can lead to error.
The displacement error clearly depends on the variation of the 
refractive index close to the interface. For the experimental procedure 
described in Section 3.4, the refractive index profile varies with time 
as diffusion is allowed to proceed. Accordingly, the grey area shown on 
the experimental interferogram representing the apparent membrane 
thickness first expands and then recedes back to its original size (see 
Figures 3.8a-f). During the early part of the experiment, the presence 
of a high refractive index gradient causes the light in the top half of 
the cell to be deflected away from the membrane. This introduces a 
'mirage' effect and the top surface of the membrane appears to be 
displaced on the interferogram. As the refractive index gradient begins 
to diminish with time, the light becomes less deflected and the top edge 
of the membrane shadow gradually recedes back to its original position. 
The behaviour in the lower half of the cell is slightly different. In 
this half the refractive index increases as the membrane is approached, 
and the rays entering below the membrane are therefore deflected towards 
the lower membrane surface. The rays hitting the lower membrane surface 
could either be absorbed and lost or they may be reflected back into the 
liquid (see Figure 3.15). In the latter case we would expect to see a 
diffuse shadow of the lower membrane edge caused by anomalous
interference between transmitted and reflected rays. However, close
examination of the experimental interferograms indicates a sharp lower 
edge to the grey area (see Figure 3.8f); any light striking the membrane
surface can therefore be assumed to be lost. In contrast to the top
half of the cell, the bottom surface of the membrane is always
illuminated since there is always a ray which just clears the bottom
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edge of the membrane. Consequently, the position of the lower edge of 
the membrane shadow remains virtually constant throughout the 
experiment.
Another optical feature, which was not prominent in the 
liquid/membrane experiments but was clearly observed for the 
liquid/liquid experiments described in Section 3.6, arises as a result 
of 'ray cross - over'. In the presence of large refractive index 
gradients it is possible for light rays to cross each other 
(Figure 3.16) and this leads to a severe distortion of the interference 
pattern. This optical effect will be considered in more detail in 
Section 3.6.
LIQUID
RAY
CROSS-OVERn(Y)
Figure 3.16 Ray cross-over caused by the presence of a sharp refractive 
index gradient
Clearly, information from an interferogram can be recovered in 
one of two ways. A simplified treatment based on equation (3.10) which 
does not take light deflection into account, or a more rigorous analysis 
using equations (3.12) and (3.13). The available literature on
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interferometric investigation of liquid/membrane diffusion presented 
in Table 3.2 indicates that in most cases the simplified treatment with 
its attendant errors has been adopted. Undoubtedly, this is because the
rigorous treatment of the interferogram requires the solution of
equations (3.12) and (3.13) which complicates the analysis considerably.
For a known refractive index profile n(Y) equation (3.13) can be 
integrated forward to determine the geometric path of a light ray and 
this can then be substituted into integral (3.12) to calculate the 
corresponding optical path length P(Y). In practice, however, we face 
the reverse problem of recovering an unknown refractive index profile 
from the measured variations in P(Y). This presents a mathematical 
dilemma because to solve equation (3.13) one must first know the desired 
refractive index profile n(Y) . This type of problem is referred to as 
the 'Fredholm integral of the first kind' and its solution without a 
priori assumptions about the form of the refractive index field n(Y) is 
extremely complex. In particular, the numerical inversion of such 
integrals is known to be inherently unstable [Twomey, 1963]. Two
approaches can be adopted to circumvent this difficulty.
The simplest approach is to adopt an a priori empirical 
expression for the profile n(Y) and use a data fitting exercise to 
recover the parameters giving the best fit to the experimental optical 
path lengths P(Y). The serious objection to this approach is that the 
empirical expression used has no theoretical basis and cannot shed any 
light on the possible diffusion mechanisms. Despite this limitation, 
this has been the approach invariably adopted by the few authors who 
have considered light deflection (see Table 3.3). Most probably because 
this empirical approach avoids the numerical solution of transient 
diffusion models.
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Table 3.2 Analyses used in interferometric studies of liquid/membrane 
diffusion
Author(s) Light
Deflection
No Light 
Deflection
Robinson (1950) •k
Spiegler et al (1965) *
Johnson (1971) *
Bollenbeck (1973) *b
Welinder (1974) *
O'Brien (1975) *
Belfort et al (1976)a *
Lerche (1976) *
Mahlab et al (1978)a *
Clifton (1982) *
Langer (1982) *
O'Brien & Zhao (1984) *
Korthauer (1985) *
a same authors
b under a simplifying condition
Table 3.3 Empirical expressions used to characterise one dimensional 
refractive index fields in liquid/membrane transport
n(Y) = ao + axY + a 2 Y 2 Lerche (1976)
n(Y) - ao + axY + a2Y2 + a3Y3 + Langer (1982)
n(Y) = ao + a l.(- a 2 Y2) Mahlab et al (1978)
Clifton (1982)
n(Y) = a0 + ax erf(a2Y) Bollenbeck (1973)
0 (Y) = ao + aiY Bollenbeck (1973)
Y ’az
where 9(Y) =
20n(Y)
log
_log(100-n(Y))
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A more logical but complex alternative is to adopt a particular 
(transient) diffusion model and then use an optimisation procedure to 
recover the model parameters which fit the experimental data best. The 
major advantage of this approach is that the parameters recovered have a 
well defined physical meaning. For homogeneous liquid/membrane systems, 
there are a variety of solution-diffusion models of varying complexity 
to choose from. In all cases, however, the model equations consists of 
a set of coupled non-linear partial differential equations (PDE's). 
Except for the most trivial initial and boundary conditions, such 
equations do not admit an analytical solution and must be solved 
numerically. Presumably, it is the difficulty inherent in the numerical 
solution of complex PDE's which has prevented the application of this 
more logical approach. A suitable general method for the numerical 
solution of the model PDE's is presented in the next chapter along with 
example applications and a detailed error analysis. We should, however, 
note that the proposed models of liquid diffusion across synthetic 
membranes are in themselves controversial and a single well accepted 
model is not available. To conclude this chapter therefore we depart 
from the general theme and examine a binary liquid/liquid system for 
which a universally accepted diffusion model is available. This serves 
to establish the accuracy of the interferometric technique.
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3.6 LIQUID/LIQUID DIFFUSION STUDY
The accurate measurement of liquid diffusion coefficients is by 
no means a simple matter and a limited number of experimental techniques 
have been developed for this purpose. These include Taylor dispersion, 
Stoke's diaphragm cell, capillary cell using radio-tracer analysis and 
various forms of optical interferometry. Critical reviews on these and 
other techniques have been reported by Dunlop et al (1972), Ertl et al 
(1974) and Cussler (1976). Liquid/liquid diffusion has been 
successfully studied with interferometry as well as by other methods and 
this section therefore serves to establish the accuracy of the 
interferometric technique. In particular, the material presented offers 
an opportunity to compare the diffusion coefficients recovered by the 
Twyman-Green interferometer with those measured by other well 
established techniques.
The optical glass cell used for the liquid/liquid diffusion 
experiments was constructed from borosilicate glass (refractive index 
1.4720) and is shown schematically in Figure 3.17. Liquid was 
introduced through the top and bottom capillary inlets and was removed 
through two outlets placed slightly off-centre at opposite ends of the 
cell. The experiments were conducted with a 6wt% ethanol solution in 
the top half and double distilled di-ionized water in the bottom half of 
the cell. The flows were gravity controlled and the experiments were 
conducted in a temperature controlled room at 25 ±0.05 °C.
At the start of each experiment the optical cell was completely 
filled with water through the bottom capillary inlet. The flow of water 
was then gradually reduced and the ethanol solution was allowed to enter 
through the top capillary inlet. By carefully controlling the flow 
rates of the water and ethanol solution, the level of the liquid/liquid
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Figure 3,17 Schematic of liquid/liquid diffusion cell
TIME =0 sec LJQ-UQ INTERFACE
TIME = 0- 180sec - : *Vr- j -  -1
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TIME =3600 sec
Figure 3.18 Schematic of fringe pattern observed in 
liquid/liquid diffusion experiments
typical
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interface was gradually lowered to the centre of the cell. The 
interface was sharpened by withdrawing the liquid through the central 
outlets at a sufficient rate to prevent appreciable diffusion. During 
the sharpening process, the interface was viewed through the 
interferometer and the flow adjusted until straight equidistant fringes 
with a sharp dividing shadow was observed. The flows into and out of 
the cell were then stopped simultaneously, the time clock was started
and the fringe displacement was recorded on a video system.
\
Figures 3.18a-c show schematically the interferograms observed at 
various times during the experiment. The interference pattern observed 
had the shape expected for diffusion between two semi-infinite liquids 
at the start and towards the end of the experiment. However, at early 
times the thin grey shadow, which represents the apparent position of 
the interface, rapidly expanded to cover a distance of about 4mm. This 
shadow then receded back slowly until it disappeared and left the normal 
diffusion profile. As will be shown, this behaviour at early times is 
due largely to ray cross-over.
The above experiment can be analysed on the basis of binary 
diffusion between two semi-infinite columns of liquids. Assuming 
constant diffusivity, the continuity equation for this system is (see 
Chapter 2)
dc d2 c
—  = D —  (3.14)
at ay2
which must be solved for the following initial and boundary conditions 
c = c , for Y < 0 at t = 0
o '
c = 0, for Y > 0 at t = 0
c = cQ , for t > 0 at Y = -co
c = 0, for t > 0 at Y = +«
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The analytical solution to this problem is given by Crank (1975) and 
takes the form
c(Y, t) = —  erfc
2 2 J(Dt)
(3.15)
Over a limited range in concentration we may assume [Appendix II
n(Y,t) = n + A[c(Y,t) - c ] (3.16)
where nQ represents the refractive index corresponding to the initial 
uniform concentration co in the less concentrated liquid phase.
Equation (3.15) can now be expressed in terms of refractive index rather 
than concentration
dn c0
n(Y, t) - n +  erfc
dc 2 . 2 7(d c ) .
(3.17)
For a given value of the diffusion coefficient D and time t, 
equation (3.17) can be substituted into (3.13) to establish the 
geometric path of a given ray. This can then be used to evaluate the 
integral (3.12) to give the corresponding optical path length. 
Repeating this exercise for a large number of rays leads to a 
theoretically generated fringe at time t with light deflection taken 
into account. This can then be compared with a fringe developed on the 
basis of equations (3.10) and (3.17) which ignore light deflection.
“5 2The theoretical fringes for D=1.0xl0 cm /sec at various times 
are compared in Figure 3.19. The ordinate on this diagram refers to the 
distance from the interface and the abscissa is a measure of the fringe 
deflection relative to the fringe spacing. In each case, the dashed 
line refers to the theoretical fringe with no light deflection whilst 
the solid line is that with light deflection taken into account. The
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Figure lUfe-d Comparison of theoretical fringes generated for binary
liquid/liquid diffusion with and without light deflection
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relative error at a position Y between these fringes is therefore the 
difference in the horizontal deflection from the original vertical 
fringe at time t=0 as indicated in Figure 3.19b.
From Figure 3.19 it is evident that errors due to ignoring light 
deflection diminish with time. After one hour the error is a function 
of position and diminishes monotonically with distance from the 
interface. After three hours the error is practically eliminated and 
only a small difference between the two fringes remains (see 
Figures 3.19c-d). The behaviour at early times, however, is radically 
different due to the optical effect of ray cross-over. At very early 
times (t=lmin) a very high (near discontinuous) refractive index 
gradient is present in the vicinity of the interface and many of the 
rays entering close to the interface cross those entering at higher 
positions (see Figure 3.16). This in turn results in a severe 
distortion of the fringe as shown in Figure 3.19a. After 10 minutes, 
the concentration gradient is reduced substantially and the distortion 
of the fringe is barely apparent in Figure 3.19b. However, close 
examination of this figure reveals that at this time the relative error 
does not diminish monotonically with distance from the interface. The 
initial expansion and subsequent contraction of the grey shadow in the 
interference pattern can now be easily explained. The experimentally 
observed pattern consists of several rather than a single fringe; 
superimposing several theoretical fringes at early times results in 
Figure 3.20 which clearly shows the observed grey area.
At this point we should note that the fringes generated without 
light deflection do not show this transient grey area. More 
significantly, this grey area is a direct optical consequence of ray 
cross-over and is not necessarily caused by hydrodynamic instability of 
the interface. This enforces our previous assertion that ignoring light
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Figure 3.20 Theoretical prediction of the expanded membrane shadow
observed experimentally for liquid/liquid diffusion
(t-lmin)
deflection can lead to substantial error. This is particularly true at 
early times and close to mass transfer interfaces where the 
concentration and hence the refractive index gradients are greatest.
We are now in a position to recover the diffusion coefficient 
for ethanol/water by matching the theoretical fringe with those measured 
experimentally. Here we note that there are two practical limits on the 
times at which the fringe pattern could be analysed. At early times, 
the experimental fringes are ill defined due to ray cross-over. At much
later times, the diffusion front^penetrates]beyond the area observable
with the interferometer and the straight tail end of the fringe j cannot 
be accurately established. In our case we were able to analyse the
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fringes recorded between 800 to 2400 seconds. The values of the 
diffusion coefficient determined at various times are compared in 
Table 3.4
The diffusion coefficient based on the analysis with no light 
deflection decreased from an initially high value of 1,45x10"5 cm2/s
“ 5 2towards the value measured by the Stokes cell, D=l.143x10 cm /s
[Hammond & Stokes, 1953]. This is to be expected since errors due to
ignoring light deflection diminish with time. Had we been able to
analyse fringes at much later times we would have expected " a limiting
value close to that reported in the literature. With light deflection
taken into account, however, the diffusion coefficient recovered has a
value of 1.130x10"5cm2/s and is also independent of time. This is in
* 5 2excellent agreement with the literature value of 1.143x10 cm /s which 
is subject to 0.5-1% error [Hammond and Stokes, 1953]. The present 
analysis therefore serves to establish the accuracy of the 
interferometric technique and illustrates the serious errors that can 
arise if light deflection is ignored.
Table 3.4 Diffusion Coefficient for 6(wt%) ethanol/water at 25°C
Time
s
No deflection 
of light 
cm2/s
Deflection 
of light 
cm2 /s
Literature 
value a 
cm2/s
820 1.45E-5 1.130E-5 1.143E-5
1202 1.42E-5 1.132E-5
1515 1.41E-5 1.131E-5
1814 1.36E-5 1.130E-5
2114 1.27E-5 1.129E-5
a Data from Hammond and Stokes (1953)
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3.7 SUMMARY
The interference pattern generated by the interferometer, 
contains information on the development of the concentration profiles 
present in the liquid phases surrounding the membrane. This information 
can be extracted under two levels of detail: a rigorous approach which
takes light deflection into account and a simplified method which is 
only applicable under certain conditions. Summarising, we can state 
that light deflection errors are small whenever refractive index 
gradients are small and this is generally true if we are looking away 
from interfaces. Light deflection must, however, be considered whenever 
sharp refractive index gradients are present, such as within diffusional 
boundary layers in the liquid. Failure to account for light deflection 
can result in serious errors in both the position of the mass transfer 
interface and the concentration profile recovered.
The interpretation of any interferogram poses a difficult 
mathematical problem referred to as the 'Fredholm integral of the first 
kind.' This problem can be circumvented by adopting a particular mass 
transport model and using an optimisation procedure to recover the model 
parameters which give the best fit to the experimental optical path 
lengths P(Y). The difficulty in this approach lies in finding transient 
solutions to the transport model adopted. For liquid/membrane systems 
these generally consist of a complex set of non-linear coupled partial 
differential equations (PDE's) which do not admit an analytical solution 
except under highly idealised boundary and initial conditions. To 
tackle this problem a numerical technique for solving PDE's is required 
and details of the method used in this study is presented in the 
following chapter.
In comparison to liquid/membrane systems, there is little
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controversy surrounding binary-liquid diffusion for which an accepted 
theoretical model exists. Therefore, to establish the accuracy of the 
present interferometric technique a simple binary liquid/liquid 
experiment was conducted and analysed. The diffusion coefficient based 
on the analysis with no light deflection decreased with time from an 
initially high value towards the value reported in the literature
" 5  2(D=l.143x10 cm /s). By comparison, the diffusion coefficient recovered 
with light deflection taken into account is independent of time 
(D—1.130x10"5 cm2/s) and is in very good agreement with the literature 
value. This result establishes the accuracy of the present 
interferometric technique and illustrates the serious errors that can 
arise if light deflection is ignored.
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CHAPTER 4 
NUMERICAL SOLUTION OF
MODEL TRANSPORT EQUATIONS
4.1 INTRODUCTION
The interference pattern generated with the Twyman-Green 
interferometer contains information on the evolution of the 
concentration profiles within the liquid layers adjacent to the 
membrane. The primary objective of this study is to critically assess 
the validity of the proposed models of liquid/membrane transport by 
comparing the measured transient concentration profiles with those 
predicted theoretically. Such models usually consist of a complex set 
of non-linear partial differential equations (PDE's) which do not admit 
an analytical solution except under highly idealised initial and 
boundary conditions. To overcome such restrictions requires the 
accurate numerical solution of the coupled PDE's constituting the model 
equations under realistic boundary conditions. The application of a 
suitable numerical technique referred to as 'the method of lines' is 
examined in the next section of this chapter.
The Twyman-Green interferometer is capable of making 
measurements to a high degree of accuracy and to utilize its full 
potential the numerical technique used must also deliver solutions to 
the same accuracy. The quantitative assessment of the accuracy of the 
'method of lines' for the solution of the coupled PDE's generally 
encountered in liquid/membrane systems is discussed in Section 4.3. 
This is followed by a brief review of the errors introduced as a result 
of neglecting light deflection in a particular liquid/membrane system.
The final section of this chapter deals with the more complex 
task of parameter estimation. As discussed in Chapter 3, the analysis 
of an experimental interferogram requires the adoption of a particular 
parametric mass transport model followed by the use of an optimisation 
procedure to recover those parameter values which give the closest match
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to the experimental interferograms. The purpose of this last section is 
to establish the performance of the optimisation procedure. As we shall 
see, provided light deflection is taken into account, each instantaneous 
interference pattern contains sufficient information to allow the 
accurate recovery of both the diffusion and the solubility coefficients.
4.2 NUMERICAL SOLUTION OF DIFFUSIVE EQUATIONS
The equations describing diffusive phenomena under static 
conditions take the general parabolic form
3c 3
3t 3Y
3c 
D —  
3Y
(4.1)
which must be solved subject to the boundary and initial conditions 
pertinent to the physical situation at hand. Except for the most simple 
boundary conditions, the above equation does not admit an analytical 
solution and must be solved by a suitable numerical technique. One such 
technique normally referred to as "the method of lines" involves the 
discretization of the spatial derivatives [Schiesser, 1976] . Each 
partial differential equation is then transformed into a set of coupled 
ordinary differential equations (ODE's) in the time domain which must be 
integrated simultaneously. The basic idea behind the method of lines is 
best illustrated by considering the dimensionless form of equation (4.1) 
which with a constant diffusion coefficient can be expressed as:
3U 32u
—  (4.2)
3r 3Z2
where U = c/cQ , r = Dt/YQ2 and Z = Y/YQ .
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Consider the square grid shown in Figure 4.1 and let us assume 
that the dependent variable U(i,m) is known at all grid points at time 
level m. Further, let us assume that the dependent variable U and its 
derivatives are also specified at all times at boundary points i-1 and 
i-n. The initial step is to replace the continuous spatial derivatives 
dV/dZ and 52U/3Z2 at each grid point with a suitable algebraic finite 
difference approximation.
Ji >
t
A r
U(i,m) U(Km)
i-1 i i+1 i=n
Figure 4.1 Typical finite difference grid used in the method of lines
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Consider the expansion of U(Z) about a point ZQ in terras of a 
polynomial of arbitrary order,
U(Z) = A0 + A l(Z-Z„) + Aj(Z-Z0)2 + A3(Z-Z0)3 ... (4.3)
The coefficients AQ , Ax, . . . can be found by successive substitution and 
differentiation. Putting Z=Z0 immediately gives A0=U(Z0). 
Differentiating equation (4.3) with respect to Z yields,
dU
 U.'(z) - Aj + ZAg (Z-Z0 ) + 3Ag (Z-ZQ )2 ... . (4.4)
dZ
and setting Z=ZQ leads to A± = U'(Zo). Continuing this process we 
arrive at:
1 dU(ZQ) 1 d2U(Zo)
D(Z) = U(Z ) + -------- (Z-Z0) + ---------- (Z-Z0)2
1!dZ 2!dZ
1 d3 U ( Z_ )
+ -------   (Z-ZQ)3 ... (4.5)
3! dZ3
The similarity between equation (4.5) and the well known Taylor series 
expansion is self evident. The function U(Z) near a point ZQ can 
therefore be approximated by expanding U(Z) around ZQ in terms of U and 
its derivatives U', U' ' , . . . all evaluated at Z — ZQ . Consider for
simplicity the derivation of three point finite difference
approximations for dU/dZ at the boundary point Z1, the interior points 
ZL ,i=2, . . . ,n-l, and the boundary point Zn . For the left hand boundary 
U2=U(Z2) and U3=U(Z3) can be expanded about the point Z1 to give:
1 dU. 1 d2U, „ 1 d3U1
U, = U. +  AZ + -----  AZ + ----- AZ +. . . (4.6)
1! dZ 2 ! dZ 3 ! dZ3
and
1 dU. 1 d2U. 1 d3U.
U, = U. +  (2AZ) + -----  (2AZ)-+ ------ (2AZ) . . . (4.7)
1! dZ 2 !dZ2 3 ! dZ3
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We can now form a linear combination by multiplying (4.6) and (4.7) by
two arbitrary constants A and B respectively:
dUx d2Ux
AIL +BU, = (A+B)U, + (A+2B) —  AZ + 2(A+4B) — - AZ ... (4.8)
dZ dZ2
To arrive at a finite difference approximation of high accuracy we can 
now choose A and B such that the coefficient of the desired dl^/dZ is 
unity and that of as many of the higher derivatives as possible is zero. 
We thus have:
A + 2B = 1 
A + 4B - 0
which yields A = 2 and B = -1/2. Back substitution of these values into 
equation (4.8) gives
dU- -3U. + 4U„ - U„
U '  - -----------    —  + 0(AZ2) (4.9)
dZ 2AZ
For the interior point i, the values of and Ui + 1 can be expanded in
a similar manner about the point Zi to give:
dU. U. , - U.+1
U. ' ____1 --— --------—  +0(AZ2), i = 2, . . . ,n-l (4.10)
1 dZ 2AZ
Finally for the right boundary, expansion of Un_2 and U about the 
point Zn leads to the following expression:
dU 3U - 4U _. + U 7n n n i n z . m2 » > § «■ ** v
U ' -   -   + 0(AZ ) (4.11)
n dZ 2AZ
To derive the second and higher order derivatives we need only consider
n n
•the Taylor expansion of dU/dZ, dU /dZ etc. in an analogous manner. The 
above finite difference approximations are three point formula accurate
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to 0(AZ ). The same procedure can also be employed to derive 
multi-point formula of higher accuracy. The basic idea is to drop out
the contributions from as many of the higher derivatives as possible in
the Taylor series expansion beyond the derivative of interest. In this 
study we have used seven-point finite difference approximations to 
obtain the desired accuracy and the relevant formulae are given in 
Subroutine DSS006, listed in Appendix III (page A.25).
The finite difference approximation of the spatial derivatives
can now be used to reduce the single PDE (4.2) to a set of n ODE's at
the grid point Zi in the discretized space domain:
dU
dr
13U, 13U2 - U3 + UA
4AZZ
i - 1
dU
dr
Ui-2 - 2U, - Ui+2
4AZ"
2,...,n-l (4.12)
dU
dr
l 3 U n - 1 3 P , - !  ' P . -2 +  U n-3
4AZ2
i = n
The set of differential equations (4.12) must now be integrated in time 
and a variety of algorithms can be considered for this purpose. These 
range from the simple Euler's method to the more powerful variable step 
Runge-Kutta and predictor-corrector techniques. We should, however, 
emphasize here that the choice of the algorithm requires careful 
attention. This is because the resultant set of ODE's (4.12) is 
invariably stiff. The expression 'stiff' is used here to describe a 
solution which contains transient terms with a wide range of time 
constants (ie events which occur on radically different time scales). 
The numerical difficulty inherent in the solution of stiff ODE's is
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discussed below.
Consider the single linear differential equation
dU
—  = -100(U - 1), U(0) - UD (4.13)
dt
which has the exact solution
U(t) - 1 + (UQ-1) exp(-lOOt) (4.14)
Next consider the numerical solution of (4.13) by a simple forward
(explicit) Euler algorithm,
(4.15)
This is an explicit method because U(tm+1) is found in terms of the
known values of U and its derivative at the previous time level t . 
Application of (4.15) to differential equation (4.13) leads to the 
following difference equation,
um+i " 1 + (Um -l)(l-100At) (4.16)
The general solution obtained by the successive application of (4.16) 
from m = 0 to m therefore takes the form,
um = (Uo-l)(l-100At)m + 1  (4.17)
We can now compare the analytical and numerical solutions for a given 
value of UQ = 2,
U(t) = 1 + exp(-lOOt) (4.18)
Um - 1 + (l-100At)m (4.19)
From the analytical solution (4.18) we see that U(t) decreases rapidly
with time from an initial value of 2 towards its limiting value of 1.
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For example, U(0.l)-l+5xl0~5 . Evidently, beyond t = 0.1 the term 
exp(-lOOt) contributes little to the solution which is essentially time 
invariant at its limiting value of 1. Intuitively, therefore, we would 
expect to be able to use a large step size At in (4.19) for t>0.1 
without significant loss of accuracy. However, this is not the case 
since the step size At is limited by stability rather than accuracy. 
This becomes clear on inspection of the term (l-100At)m in (4.19) which 
is the numerical approximation to exp(-lOOt): for values of At>0.02
this term grows rather than diminishes with time, ie as m -> «>. Thus, 
even at large times we are forced to take small steps sizes to ensure 
the stability of the term (l-100At)m . This, then, is the inherent 
problem of stiff equations where we are forced to follow the numerical 
solution on the smallest time scale because of stability rather than 
accuracy considerations.
The simple remedy for solving stiff ODE's is to resort to 
implicit rather than explicit algorithms, an example of which is the 
backward (implicit) Euler formula
UCtm-n) - U(tJ + U'(tm+1)At (4.20)
This is an implicit method because the derivative U' is now evaluated at 
the time level tm+1. Application of (4.20) to differential equation 
(4.13) gives the general solution
1
Um -------------- + 1 (4.21)
(l+100At)ra
which unlike the explicit expression (4.19) is stable regardless of the 
step size At. In particular, as At -> «, the solution approaches unity 
which is the correct limiting value. The implicit scheme is therefore 
inherently stable and for a linear system has the correct limiting (ie
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steady state) solution.
The superior stability characteristics of implicit algorithms 
also carries over to non-linear ODE's. The application of the implicit 
Euler scheme (4.20) to the non-linear differential equation
U' = f(t,U)
leads to
Um+1 = Um + At f(tm+1.,Um+1)
(4.22)
(4.23)
Unlike the linear difference equation (4.20), the above non-linear 
difference equation has to be solved iteratively at each time step. 
Usually it is sufficient to consider the locally linearized version of 
(4.23),
* “
Um+1 = u_ + Atm t l m f(tm , u j  + S£ (Um+1- U J (4.24)
dU Um
which provides a 'semi-implicit' formula. Although such formulae do not 
have a guaranteed stability, they are found to be stable in most 
applications [Ortega and Poole, 1981].
The semi-implicit Euler algorithm considered above is only first 
order accurate. The analysis can, however, be extended in a straight 
forward manner to more accurate higher order methods but the algebra 
becomes substantially more complex. In this study we have employed a 
variable order, variable step size implicit Gear-Hindmarsh algorithm 
details of which can be found in the following references [Gear, 
1971a-b; Hindmarsh, 1974].
The discussion up to this point has been confined to the 
numerical solution of a PDE defined over a single spatial domain or 
phase. In general, however, we need to consider diffusion across
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'connected' phases [e.g. liquid(l)/membrane(2)/liquid(3)]. In such 
cases, a PDE similar to equation (4.2) will be used to describe the 
diffusion in each phase. The connection between the phases is then 
determined through boundary conditions describing the behaviour at the 
phase interfaces. Such boundary conditions are discretized into a set 
of algebraic equations which must then be solved along with the 
resultant ODE's in each phase (see Appendix III).
4.3 ACCURACY OF NUMERICAL SOLUTION
The Twyman-Green interferometer developed in this study is 
capable of making measurements to a high degree of accuracy. As shown 
iii Chapter 3, the interferometer can measure a refractive index change 
of the order 10’6 which corresponds to a very small change in
concentration. Consequently, to realize the full potential of this 
instrument the numerical method must deliver the transient solution to 
the same high level of accuracy. This section is devoted to a critical 
assessment of the accuracy of the method of lines for the solution of 
the coupled non-linear PDE's generally encountered in liquid/liquid and 
liquid/membrane transport. This is achieved with reference to a 
particular model liquid/membrane system for which an analytical solution 
exists and can therefore be used for comparison purposes.
Recalling the discussion in Chapter 3, the path of a light ray
is influenced by both the concentration and the concentration gradient
in the liquid. It is therefore necessary to quantify the numerical
error in both of these terms which together determine the accuracy with 
which a theoretical interference fringe can be generated. The most 
important point is to ensure that the numerical discrepancy in the
- 1 0 0  -
theoretical fringe is sufficiently smaller than the experimental 
resolution of 0.005/ (see Section 3.4.1).
Consider a rigid membrane of thickness 1^ initially in 
equilibrium with a semi-infinite liquid of uniform composition cQ (see 
Figure 4.2). Assuming linear equilibria, the concentration everywhere 
inside the membrane is hc0 , where h is the membrane solubility
LIQUID, C,(Y,t)
MEMBRANE, UV)
Figure 4.2 Schematic of the model liquid/membrane system used to assess 
the accuracy of the numerical solution
coefficient. We are interested in the evolution of the transient 
profiles when the liquid concentration at the lower surface of the 
membrane is suddenly dropped from cQ and held constant at zero. The set 
of equations describing this system are
3c. 32 c .
—  = D1   Y > 0, t> 0 (4.25)
3t 3Y2
and
101
dc2
—  = D,
at
32a c.
azY
- L < Y < 0, t > 0 (4.26)
which must be solved subject to the following boundary conditions
c^a^t) = cQ for t > 0 (4.27)
dc1 dc2
Di —  - D2 —
d t dY
at Y = 0 for t > 0 (4.28)
c2 (0,t) - hc1(0,t) for t > 0
for t > 0
(4.29)
(4.30)
Here, for simplicity, the diffusion coefficients in the liquid and 
membrane phases have been assumed constant at Dx and D2 respectively. 
Boundary condition (4.28) arises from the assumption of no accumulation 
of material at the interface, whilst condition (4.29) assumes that 
equilibrium is instantaneously established at the liquid/membrane 
interface. The analytical solution of the above problem which can be 
used to check the numerical results is given below [Carslaw and 
Jaeger, 1959]
1 - —---- 2 anerfc
1 + a L
(2n+l)I* +/3Y
2(D-t) 1/2
(4.31)
where
and
c2 - he,
' (21*1)1*, +Y '
1 - 2 a11 erfc
i 2(D2t)1/2
- a erfc
(211+1)1^ +Y
2(D,t)1/2
a = h" 1x( D^D,, )x'2 
/3 -  ( D 2 / D , ) 172  
a = (a - 1)/(a + 1)
(4.32)
(4.33)
(4.34)
(4.35)
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The numerical solution of equations (4.25-4.30) was determined 
for a 143jzm thick membrane for the following wide range of values of Dx, 
D2 and h:
8.0x10'6 < Dx < 3.0x10"5
1.0x10'10 < D2 < 1.0x10'5
4.0x10'4 < h <1.0
For convenience, the following discussion is limited to the results 
obtained for Dx=1.13x10 5cm2/sec, D2=2.0x10"5cm2/sec, h=0.03 with 30 
discretized points in both the membrane and the liquid phases, similar 
results were obtained for all other cases considered in the above range. 
The excellent agreement between the analytical and the numerical 
solutions in the liquid and membrane phases is shown in Figures 4.3a and 
4.3b respectively. Note that different concentration and time scales 
are used in these two figures to highlight the development of the 
profiles in each phase more clearly. The curvature in the liquid 
profile progressively increases with time as the diffusion front 
advances into the liquid phase. By contrast, the concentration profile 
in the membrane after an initial rapid development over the first 
30 seconds becomes practically linear and thereafter changes 
comparatively little with time. Figures 4.4a-b show a more detailed 
comparison of the analytical and numerical concentration gradients in 
the liquid phase. These diagrams only cover the region very close to 
the liquid/membrane interface where we expect the errors to be greatest. 
As expected, the accuracy of the numerical solution increases both with 
time and distance from the membrane. The average relative error at the 
interface in the concentration is 5x10 6 % and in the concentration 
gradient 0.6%. To establish the influence of these errors it is 
necessary to compare a theoretical fringe generated on the basis of the
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V
K
D.-1.13x10 cm /s
h -0.03 
L -143 pm
Increasing t
0
1.00.9
ci/c,
Figure 4.3a Comparison of analytical ( --- ) and numerical (o )
concentration profiles in the liquid at various times 
(1:30s, 2:300s, 3:600s, 4:900s, 5:1500s, 6:2700s, 7:3600s)
-1
D. -1.13x10
D2-2.00x10
h -0.03 
1*-U3
increasing t
c2/hct 1.0
Figure 4. 3b Comparison of analytical ( ---  ) and numerical ( □ )
concentration profiles in the membrane at various times 
(1:1s, 2:2s, 3:5s, 4:15s, 5:30s, 6:900s, 7:3600s)
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0% errorxlO55 5
Figure 4.4a Error in the numerically calculated concentration relative 
to the analytical solution (legend as in Figure 4.3a, 
1:300s, 2:600s, 3:900s, 4:3600s)
2
0
2 2% error
Figure 4.4b Error in the numerically calculated concentration gradient 
relative to the analytical solution (legend as in 
Figure 4.3b, 1:300s, 2:600s, 3:900s, 4:3600s)
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numerical and analytical solutions. As described in Chapter 3, this 
involves the substitution of the concentration and hence the refractive 
index profiles into:
d2 Y 1
dX2 n(Y)
d Y 2 1 + ( —  )2
dX
dn(Y)
— (4.36) 
dY
and
P(Y) - n(Y) [ 1 + (dY/dX)2 ]1/2 dX (4.37)
which must then be solved to generate the theoretical fringe. The 
results obtained are compared in Figure 4.5a; where the abscissa 
represents the fringe displacement relative to the fringe spacing f and 
the ordinate is a measure of the vertical distance from the top surface 
of the membrane at time zero. Here we note that the fringes have been 
vertically shifted upwards by about 0.3mm due to the optical effect of 
light deflection (see Chapter 3). Clearly, on this scale there is no 
observable difference between the fringes calculated on the basis of the 
analytical and numerical solutions.
The discrepancy between the analytical and the numerical results 
can now be compared to the experimental inaccuracies reported in Chapter 
3, Section 3.4.1. As described, two types of experimental error must be 
considered: (1) The error in the measurement of the fringe deflection
(0.005-0.02f) and (2) the accuracy to which the distance Y on the
interferogram can be discretized (5/im). Figure 4.5b shows the
difference between the numerical and analytical fringe deflection with
position Y. These differences are generally scattered with the largest
error occurring near the liquid/membrane interface. On average this 
error is below 1.0x10"4f which is well within the experimental accuracy 
of 0.005-0.02£. Figure 4.5c shows a plot of the starting position of a 
light ray (as it first enters the cell) against the difference in the
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final position on the interferogram when using the analytical and 
numerical solutions. This difference is generally well below 1/xm 
which again compares favourably with the experimental discretization 
accuracy of 5/xm.
From the above results we can conclude that the numerical method 
described above and detailed in Appendix III can be used to accurately 
solve the coupled PDE's encountered in liquid/membrane diffusion 
systems. In particular, the technique employed can deliver an accuracy 
comparable to that obtained with the Twyman-Green interferometer.
4.3.1 The Influence of Light Deflection
It is useful at this point to briefly review the influence of 
light deflection for the above model liquid/membrane system . A more 
general discussion of the errors introduced as a result of ignoring 
light deflection can be found in Chapter 3. Figure 4.6a compares the 
fringes generated with light deflection taken into account (equations 
3.12 and 3.13) against those obtained on the basis of no light 
deflection (equation 3.10). There is a marked difference between the 
two sets of fringes and a striking feature is the extension of the 
fringes generated on the basis of no light deflection to the 
liquid/membrane interface. A more detailed examination of the errors 
caused by the neglect of light deflection is shown in Figures 4.6b-c. 
As expected, the errors grow as the membrane is approached because of 
the increasing concentration gradient. Most significantly, the errors 
are an order of magnitude greater than the accuracy attainable with the 
Twyman-Green interferometer and the importance of accounting for light 
deflection is therefore firmly confirmed.
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4.4 PARAMETER ESTIMATION
Having established the accuracy of the proposed numerical 
technique for the solution of PDE's, we now turn to the more complex 
task of recovering the unknown liquid concentration profile from the 
experimentally measured optical path lengths P(Y). The general approach 
to this problem, which was discussed at length in Chapter 3, requires 
the adoption of a particular parametric mass transport model followed 
by the use of an optimisation procedure to recover the parameters which 
give the best fit to the experimental optical path lengths P(Y). The 
purpose of this section is to establish the performance of the 
optimisation procedure. With this in mind we adopt the model 
liquid/membrane system described by equations (4.25-4.30) and treat the 
fringes generated with known values of Dx , D2 and h as 'experimental' 
interferograms. The optimisation procedure can then be tested by its 
ability to recover the a priori known model parameters.
The problem here is therefore to minimise the deviations between 
the 'experimental' and theoretically calculated interferograms. 
Generally, the model used to calculate the theoretical interferogram 
contains more than one parameter, and these parameters have to be 
systematically varied (with a new interferogram calculated each time) 
until the best fit to the experimental results is obtained. Thus, the 
diffusion model has to be solved many times and it is clear that this 
calls for an efficient optimisation method. A standard but well proven 
multi-dimensional optimisation technique was used for this purpose; the 
details of the particular routine used can be found in the following 
references [Gill & Murray, 1974; Murray, 1974; NAG library documentation 
(E04UAF),1983].
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The flow sheet of the parameter estimation procedure is shown in
Figure 4.7. The objective function F to be minimised is the sum of the 
square of the difference between the experimental P(Y)e and the 
calculated P(Y)C optical path lengths:
where Y. refers to the vertical position on the interferogram and the 
value of P(Yj)c depends on the model parameters.
The 'experimental' fringe P(Y^)e was generated using the model 
liquid/membrane system described by equations (4.25-4.30) with the known 
values of Dx=1.13x10"5cm2/s, D2=2.0xl0"6cm2/s andh=0.03. These fringes 
were generated at the various times listed in Table 4.1. Both a single 
and a two parameter search was attempted. In the single parameter 
search the values of D2 and h were maintained at their known values and 
an attempt was made to recover the membrane diffusion coefficient D2 . 
This was then extended to a two parameter search to establish if the 
interference pattern contained sufficient information to allow the 
recovery of both the diffusion coefficient D2 and the solubility 
coefficient h of the membrane.
An independent search was conducted for each of the fringes 
generated for a 2mm wide optical cell at the various times shown in 
Table 4.1. The recovery of D2 was excellent in all cases; in particular 
the error in D2 was less than l.xl0"2% irrespective of the fringe time.
It is instructive to compare the above excellent recovery of D2 
with that obtained on the basis of no light deflection. The results
j
l
(4.38)
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Figure 4,7 Flow sheet of parameter estimation procedure
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Table 4.1 Recovery of the membrane diffusion coefficient for a 2mm wide 
optical cell
Time
(sec) b(cm /sec)
Rel. % 
Error a
300 2.00020E-6 0.0100
600 2.00010E-6 0.0050
900 2.00008E-6 0.0040
3600 2.00003E-6 0.0015
a true value of D2 = 2.0E-6 cm2/sec
Table 4.2 Recovery of the membrane diffusion coefficient, assuming no 
light deflection.
2mm cell 5mm cell 10 mm cell
Time
sec
300
600
900
3600
D2 Error 
cm2/sec %a
2.31E-6 15.5
2.24E-6 12.0
2.19E-6 9.6
2.10E-6 5.0
D2 Error 
cm2/sec %
2.96E-6 47.5
2.71E-6 35.3
2.58E-6 29.0
2.27E-6 13.5
D2 Error 
cm2/sec %
2.42E-6 21.0
3.08E-6 54.0
3.04E-6 52.0
2.54E-6 27.0
a true D2 = 2.0E-6cm2/sec
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presented in Table 4.2 for 2, 5 and 10mm wide optical cells confirm 
that the assumption of no light deflection introduces a significant 
and unacceptable error in the D2 values recovered. The magnitude of 
this error, which gradually diminishes with time, ranges between 5-15% 
for the 2mm cell; 13-47% for the 5mm cell and 21-54% for the 10mm cell. 
The erratic trend in the D2 values for the 10mm cell is due to ray 
cross-over which was described in Chapter 3.
We now turn to a two parameter search to recover both the 
diffusion coefficient D2 and the solubility coefficient h in the 
membrane. The results of this analysis are presented in Table 4.3 and 
not surprisingly it is more difficult to recover two rather than one 
parameter. In this instance the average relative error in D2 is 0.5% 
and that in h is 0.6%. This indicates that each interference pattern 
at a given instant in time contains sufficient information to allow the 
recovery of both the diffusion and the solubility coefficient of the 
membrane.
Table 4.3 Recovery of the membrane diffusion coefficient and solubility 
coefficient for a 2mm wide optical cell.
Time
(sec)
D2
(cm /sec)
Rel. % 
Error a
h Rel. % 
Errorb
300 2.014E-6 0.71 2.987E-2 -0.75
600 2.012E-6 0.6 2.976E-2 -0.8
900 1.994E-6 -0.3 3.015E-2 0.5
3600 2.010E-6 0.5 2.985E-2 -0.5
2
true value of D2 = 2.0E-6 cm /sec 
b true value of h = 3.0E-2
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The above analyses were conducted with theoretically generated 
interferograms; experimentally measured interferograms will inevitably 
suffer from random errors due to optical aberrations and electrical 
noise. As a final exercise, random errors (of the order of ±0.02f) 
were superimposed onto the theoretical interferograms and the 
parameter estimation was repeated as before. For all cases examined, 
the presence of noise at this level had no significant impact on the 
model parameters recovered. We therefore conclude that the optimisation 
procedure can be confidently used to recover the 'optimum' values of the 
model parameters provided light deflection is taken into account.
4.5 SUMMARY
The transient mass transport models generally encountered in 
liquid/membrane studies invariably consist of a complex set of coupled 
non-linear PDE's which cannot be solved analytically except under highly 
idealised initial and boundary conditions. Numerical solutions to the 
model equations must therefore be found and a robust yet highly accurate 
method was established for this purpose. In particular, the technique 
employed can deliver an accuracy comparable to that obtained with the 
Twyman-Green interferometer.
The concentration profile in the liquid phase can be recovered 
from the experimentally measured optical path length P(Y) by adopting a 
particular parametric mass transport model and using an optimisation 
routine to recover the parameters values which fit the experimental 
data best. From a critical assessment of this approach it can be 
concluded that reliable values of the model parameters can be recovered 
provided light deflection is taken into account.
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The numerical technique developed in this chapter can therefore 
be applied to experimental interferograms to assess the validity of 
proposed theoretical models. However, before this is attempted one 
aspect of the transport process remains to be considered. Selective 
transport of material across a homogeneous membrane generally arises as 
a result of the differences in the solubility and diffusivity of the 
permeating components within the membrane. Ideally, the sorption and 
kinetic effects in membrane transport should be decoupled by the 
independent measurement of the sorption equilibria. To this end, the 
following chapter examines the equilibrium relationship between aqueous 
ethanol and silicone rubber.
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CHAPTER 5 
PHASE EQUILIBRIUM 
STUDIES
5.1 INTRODUCTION
The decoupling of equilibrium and kinetic effects in 
multicomponent membrane transport calls for the independent measurement 
of the sorption isotherm. Traditionally, such measurements have been 
made by equilibrating a known weight of membrane with a liquid of known 
initial composition. The membrane is then removed and the amount and 
composition of the imbibed phase is measured either by 
micro-distillation [Mulder et al, 1985] or by liquid extraction 
[Krigbaum & Carpenter, 1954]. This approach suffers from the inherent 
difficulties associated with obtaining a 'clean' separation of the 
membrane from the free liquid. Although this problem is less acute with 
non-volatile solutes with large uptake, it can severely limit the 
accuracy attainable for volatile solutes with small uptake. Evidently, 
to avoid this problem the equilibria should ideally be measured without 
removing the membrane from the liquid.
Consider contacting a known weight of membrane M with NQ moles Jof 
liquid with initial mole fraction xio, and let xi denote the free liquid 
mole fraction at equilibrium. The easily accessible experimental 
quantity is the excess (relative) sorption I\ which is defined as 
[Kipling, 1965]
N0
I V ------------- ( xio - X i ) ( 5 . 1 )
M
with ri expressed in moles/gram of dry membrane. The excess sorption 
isotherm can be determined without removing the membrane from the free 
liquid. A simple material balance then serves to relate the easily 
measurable quantity I\ to the amount and composition of the sorbed phase 
[Kipling, 1965]
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ri - NS(xiS - xi> (5.2)
where Ns is the total moles sorbed per gram of dry membrane and xis is 
the sorbed phase mole fraction. For an n component mixture, only 
(n-1) of the Tlt r2 ,...rn are independent as one I\ is fixed by the 
requirement that 21^=0. Consequently, a second independent relationship 
for the total sorption Ns is required to enable the unambiguous 
calculation of the sorbed phase composition xis . This second 
relationship .can by obtained either through a priori theoretical 
assumptions about the nature of the sorbed phase or preferably through a 
second experimental measurement. Traditionally, the total amount sorbed 
is obtained be removing the membrane from the free liquid and weighing 
it to determine the amount of liquid imbibed. However, this procedure 
again suffers from the practical difficulties mentioned above and for 
volatile solutes with low uptakes (such as the system considered in this 
study) leads to Jnonsensical' results. In such cases, it is therefore 
necessary to resort to a priori assumptions and use a suitable model 
isotherm to provide the necessary second relationship. There are 
numerous isotherms to choose from, eg Langmuir, Freundlich, 
Flory-Huggins isotherms [Kipling, 1965; Flory, 1953], whose application 
will be considered in Sections 5.3 and 5.4.
To define the multicomponent equilibrium relationship between a 
liquid mixture and a membrane requires careful consideration of two 
basic questions. First, the boundary between the free liquid and the 
sorbed phase should be clearly defined. In the case of sorption by 
nonporous homogeneous membranes the boundary may be conveniently drawn 
at the physical membrane/liquid interface. In the case of porous 
membranes, however, the definition of the boundary is less 
straightforward and will depend on the relative size of the sorbed 
molecule compared to the membrane pore size. The silicone rubber used
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in this study is nonporous and the boundary can therefore be drawn 
without ambiguity.
The second question is more subtle and concerns the fraction of 
the internal volume of the membrane which is accessible to the sorbed 
molecules. In the case of 'rigid' matrices, such as molecular sieve 
crystals, the accessible volume is relatively easy to establish 
[Farhadpour & Bono, 1988]. Polymer membranes, however, are not 'rigid' 
bodies and during the sorption process the polymer matrix can either 
expand or contract. This, in turn, can lead to a change in the free 
volume within the matrix which is accessible to the sorbed molecules. 
Consequently, in addition to the excess and total sorption isotherms, it 
is also necessary to measure the equilibrium swelling of the polymer 
matrix. However, as described in Chapter 2, it is difficult to conduct 
accurate swelling measurements in membrane-diluent systems unless the 
extent of swelling is considerable. A practical alternative, therefore, 
is to resort to a priori assumptions about the nature of swelling and 
often volume additivity and constant partial molar volumes are used to 
this end. In the case of silicone rubber and aqueous ethanol, the 
extent of swelling is so small as to prevent direct measurement by 
conventional techniques. With the above preliminaries, we now turn to 
the experimental results obtained for the system 
[ethanol(1)-water(2)]/silicone rubber(3).
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5.2 EXPERIMENTAL PROCEDURE AND RESULTS
The nonporous hydrophobic silicone rubber membrane was a
commercial product supplied by Dow Corning (silastic 500-1) with a
measured density of 1.03 grams/cm . Prior to use, all membrane samples
were repeatedly washed with solutions of ethanol/water over a prolonged
period to remove unwanted material, such as sodium bicarbonate, used
during the manufacturing stage. The washing procedure was continued
until no refractive index change of the wash liquid was detected within
the accuracy of the measuring instrument at our disposal (Waters R400
* 6series, with a refractive index resolution of 10 ).
Immediately prior to each experiment, the membrane sample was 
dried under vacuum and its dry weight measured with a Sartorius R300S 
microbalance accurate to 0.0002 grams. Ethanol/water solutions were 
made up by weight (±2xl0~4 grams) with Anal-R grade ethanol (>99.7%) and 
double distilled di-ionised water. Gas tight syringes were used for the 
transfer of all solutions, and duplicate and in some cases triplicate 
experiments were carried out to establish reproducibility. Separate 
experimental measurements were conducted to determine the excess and the 
total sorption isotherms and these are described in the following two 
sections.
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5.2.1 Excess Sorption Isotherm
Initially, a conventional batch technique was used to determine 
the excess sorption isotherm. An ethanol(1)-water(2) solution of known 
weight and composition was contacted with a known weight of the silicone 
rubber membrane(3) in a closed vessel. The vessel was placed in a 
shaker bath controlled at 25 °C ±0.05 °C and allowed to equilibrate for 
a minimum of one week. After this time, a sample of the free liquid was 
withdrawn with a gas tight syringe and its equilibrium composition 
determined with a differential refractometer (Waters R400 series).
Despite the precautions taken to minimise errors, the accuracy 
attained with the conventional batch experiments proved unacceptable. 
This was primarily due to the small change in the free liquid 
concentration caused by the low uptake and the low membrane to liquid 
weight ratio attainable (typically 3grams of membrane to 20-30 grams of 
solution). In addition, the batch technique required many separate
operations, including the separate calibration of the refractometer 
which involved the excessive weighing, handling and transferring of 
numerous reference solutions.
To improve the accuracy, a 'continuous' method, shown
schematically in Figure 5.1, was developed for the measurement of the 
excess sorption isotherm. This arrangement is a version of a method
first proposed by Ash et al (1973) and later modified by Nunn and
Everett (1983). The dry membrane was placed in the closed sorption 
vessel and a known weight of pure water W2 was added with a gas tight 
syringe through the septum. The liquid was then circulated through the 
sample arm of the differential refractometer using a specially designed 
mercury pump and the instrument was zeroed against water in the 
reference arm. The reference solution was then replaced with a solution
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of known composition xlref to produce a fixed offset reading on the 
refractometer. A measured weight of ethanol Wx was then injected 
through the septum to bring the refractometer reading back to the zero 
or null position. The ethanol injections were made with a gas tight 
syringe and the mass of ethanol added was obtained by weighing the 
syringe. Sufficient time was allowed after each incremental injection' 
for the membrane to equilibrate with the surrounding solution. 
Typically, the refractometer reading practically stabilized after four 
to six hours. However, to ensure equilibrium conditions all experiments 
were continued for a further 8 hours before a measurement was recorded.
At the null position, the free liquid in equilibrium with the 
membrane has the same composition as the liquid in the reference arm:
X 1 - x lr.f (5 -3 >
The 'starting ' composition xlo of the free liquid is obtained from the 
known initial weight of water W2 and the cumulative amount of ethanol Wx 
added:
W, /46.07
x 1o - ------------------  (5.4)
Wj/46.07 + W2/18.015
Substitution of xlQ and Xj^ into equation (5.1) then leads to a single 
point on the excess sorption isotherm at composition xx ,
N o
r . -------- ( xio - Xt) cf. (5 .1)
M
To determine another point on the sorption isotherm, the reference 
solution was changed and the above procedure repeated as before. This 
technique, therefore, enabled the continuous measurement of the excess 
sorption isotherm across the desired composition range without removing
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the membrane from the free liquid. The continuous method offers several 
inherent advantages over the batch technique:
(a) The sorption vessel is self enclosed (except for the injection 
of pure ethanol) and the excess sorption isotherm can be 
measured across the desired concentration range in a 
single experiment.
(b) The change in the free liquid composition can be determined on 
line without sampling.
(c) Only a local calibration of the differential refractometer is 
required which as well as increasing the accuracy leads to a 
substantial reduction in the number ethanol/water reference 
solutions required.
The accuracy of the continuous method is particularly dependent 
on the accuracy with which the amount of ethanol injected can be 
measured. This was determined by repeating the above procedure in a 
blank run without the membrane in place. A simple mass balance then 
serves to establish the accuracy of the injections. The results of
_ g
these blank runs indicated that an injection accuracy of ±1.5x10 
grams was routinely attainable.
Figures 5. 2a and 5 . 2b show the excess sorption isotherm for 
the system [ethanol(1)-water(2)]/silicone rubber(3) on a mass and mole 
basis respectively. The error bars shown are based on the maximum 
impact of the injection error and do not reflect the reproducibility of 
the results (eg standard deviation) which was substantially smaller.
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Figure
1mass fraction x
5.2a Excess (mass) sorption isotherm for the system
[ethanol(l)-water(2)]/silicone rubber(3) at 25 °C 
(-*- experimental points)
5.0
1mole fraction x
5 .2b Excess (molar) sorption isotherm for the system 
[ethanol(l)-water(2)]/silicone rubber(3) at 25 °C
(-*- experimental points)
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5.2.2 Total Isotherm
The total sorption isotherm was measured by contacting a weighed 
strip of membrane (*lgram) with a large volume («100cra3) of 
ethanol(l)/water(2) solution of known composition in a closed vessel. 
The vessel was placed in a thermostated shaker bath controlled at 25 °C 
for a minimum of one week. After this time, the membrane was removed, 
surface dried between two sheets of filter paper and then weighed in a 
closed vessel to determine the total uptake of ethanol and water. 
Figure 5.2c shows the measured total uptake of liquid against free 
liquid concentration. With careful experimental protocol, the 
reproducibility obtained with these measurements ranged from 3x10*3
• 3grams/gram dry membrane at low concentrations to 7x10 grams/gram dry 
membrane at high concentrations.
<u
C<du
•i<u
E
>>u
•o
E
uW)
NW
E«duto
No
<u
X
u
Pu
3
Mass fraction xx
Figure 5.2c Total sorption isotherm for the
[ethanol(l)-water(2)]/silicone rubber(3) at 25 °C
system
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In theory, the combination of the total and the excess sorption 
isotherms enables the calculation of the sorbed phase composition x1s 
through equation (5.2).
ri - Ns(XiS - Xi) cf.(5.2)
In practice, however, using the above procedure with the data presented 
in Figures 5.2a and 5.2c led to non-sensical values of xxs greater 
than 1.
The above discrepancy can be traced to the inaccuracies inherent 
in the measurement of the total uptake. The accuracy of the total 
isotherm measurement is limited by the difficulties of obtaining a 
'clean' separation of the membrane from the free liquid. In particular, 
errors are introduced because of the carry-over of free surface liquid 
and differential evaporation from the membrane during the drying and 
weighing stages. Most significantly, such errors are larger with 
volatile solutes with low uptakes which is the situation faced here. A 
similar conclusion was also arrived at by Mulder et al (1985) , for the 
system [ethanol-water]/polysulfone. Furthermore, Barrie (1968), who 
measured the total isotherm for uptake of water vapour by silicone 
rubber with a vacuum microbalance also concluded that the uptake was so 
small as to prevent an accurate measurement of this kind.
Faced with the experimental difficulties in the measurement of 
the total sorption, we must resort to a theoretical model isotherm to 
provide the necessary'second relationship. The following two sections 
examine the application of the pseudo-ideal Langmuir and Flory-Huggins 
isotherms for this purpose.
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5.3 PSEUDO-IDEAL LANGMUIR ISOTHERM
The sorption equilibria can be analysed under various levels of 
theoretical detail. On the simplest level, binary sorption can be 
viewed as an exchange reaction between the sorbed and bulk phases, 
[Everett, 1964]
(1)L + (2)s - (l)s + (2)1 (5.5)
Assuming further that the total number of moles in the sorbed phase is 
independent of composition and that the sorption space is always fully 
occupied, the equilibrium constant for the above reaction is given by 
[Everett, 1964]
x,
K -
x„
Jfi 2i
V  7i J
(5.6)
where xis and xi are the mole fractions of component i in the membrane
and free liquid phases respectively, and yis and yi denote the
corresponding activity coefficients. Now, if the bracketed term in 
equation (5.6) remains constant, the sorption equilibria can be
expressed in terms of a pseudo equilibrium constant:
x, x„
K' - (5.7)
The bracketed term in equation (5.6) will remain constant if both the
bulk and sorbed phases are ideal or if the quantities (7^ /7i) an<i
(72/72S) have a fixed ratio at all compositions. In either case,
equations (5.7) and (5.2) can be combined and expressed in the
following linear form
xi +
(K' - 1)
(5.8)
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which can be tested against the experimental excess sorption data to 
determine K' and Ns . The excess sorption and the composition of the 
sorbed phase can then be calculated from
K' xx
x *  = ---------------  (5.9)
1 + (K' - 1) xa
Ns (K' - 1) xx (1 - x,)
r. = ------------------------ (5.10)
1 + (K' - l)Xj_
Equation (5.8) was fitted to the experimental data using a 
non-linear regression routine and the results are shown in Figure 5.3.
The optimum values of the parameters and their uncertainties are given
below. These parameters give an adequate fit of the experimental 
sorption data as shown in Figure 5.4. The sorbed phase composition 
calculated through equation (5.9) is shown in Figure 5.5 and suggests 
that ethanol is sorbed preferentially across the entire concentration 
range and that the sorbed phase does not exhibit azeotropic behaviour. 
The influence of the uncertainty in Ns and K' is shown in Figure 5.6 
which presents the excess isotherm calculated on the basis of extreme 
values of the parameters.
Table 5.2 Parameters for the pseudo-ideal Langmuir isotherm
1/NS
(moles/g dry memb.)"1
1/(K'-1)
optimum 2.02xl03 1.06x10'1
uncertainty ±4.53xl02 ±4.82x10"2
range
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liq mole fraction xx
1 Apparent conformity (#) of the system
[ethanol(l)-water(2)]/silicone rubber(3) to the idealised 
Langmuir sorption at 25 °C —
1mole fraction x
5. A Comparison of the excess sorption for
[ethanol(l)-water(2)]/silicone rubber(3) system with 
predicted idealised Langmuir curves
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5.5 Distribution diagram for the system
[ethanol(1)-water(2)]/silicone rubber(3) predicted 
by pseudo-ideal Langmuir sorption at 25°C
— (upper) Ns-6.4xl0" 
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6. Sensitivity of the excess sorption isotherm to the parameters 
in the pseudo-ideal Langmuir isotherm (-*- experimental 
points, —— best parameters, —  extreme parameters)
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Despite the simplistic nature of the pseudo-ideal Langmuir 
model, the fit to the experimental excess sorption data is surprisingly 
good. It should, however, be recognised that this approach is 
essentially a two parameter curve fitting exercise. Hence, the
'goodness' of fit cannot be interpreted as a verification of the
a priori assumptions inherent in the model isotherm. For example, 
equation (5.7) is applicable either when the bulk liquid and sorbed 
phases are ideal, or when the ratios of the activity coefficients in
both phases is constant. Such assumptions are difficult to justify and
can only be verified through direct experimental measurement. 
Unfortunately, the low uptake of ethanol/water by silicone rubber 
precludes such measurements by conventional techniques. Nevertheless, 
the fit to the experimental excess sorption data is good and this simple 
model provides a convenient means of correlating the data for the 
present system.
5.4 The FLORY-HUGGINS ISOTHERM
An alternative model of sorption by polymers is provided by the 
Flory-Huggins isotherm which accounts for the large difference in the 
size of the polymer and sorbed species. For molecules of similar size, 
an ideal solution can be defined as one in which the activity of each 
species is equal to its mole fraction [Smith & Van Ness, 1975]. This 
definition, however, . is inappropriate when the molecular size of
the species differ significantly. This is because for such systems the 
configuration entropy of mixing is not simply related to the mole 
fraction of the various species. Flory and Huggins [Flory, 1953] used a 
lattice model and argued that in such cases the appropriate composition 
variable is the volume rather than mole fraction.
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With reference to the lattice shown in Figure 5.7, the
configurational entropy of mixing A2cf is given by the number of
distinct arrangements of the polymer and solvent molecules within the 
lattice. To this end, each long polymer chain is divided into Z 
segments each with a volume comparable to that of a solvent molecule.
Evidently, the Z segments of the polymer chain must occupy adjacent
Figure 5.7 Segments of a chain polymer molecule located in the liquid 
lattice [Flory, 1953]
sites in the lattice which restricts the number of possible 
configurations. For a binary mixture, the configurational entropy of 
mixing can be expressed as [Flory, 1953]
ASc£ - - k[Nxln(^x) + Npln(^p) ] (5.11)
Here, Nj and Np are the number of solvent and polymer molecules
respectively, k is the Boltzmann constant and the volume fractions <f>1 
and <£p are given by
<f>1 - Nx/(Nj^  + ZNp) (5.12)
<j>p - ZNp/(N1 + ZNp) (5.13)
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where Z is by definition the ratio of the partial molar volumes of the 
polymer and the solvent. Equation (5.11) reduces to the familiar 
expression for the entropy of mixing of an ideal solution 
(ASideal=-k(N1lnx1 + Nplnxp) when the solvent and polymer molecules are 
of equal volume.
In his derivation, Flory (1953) initially assumed that the 
entropy of mixing was equal to the configurational contribution alone, 
ie AS(n=AScf. Interactions between the polymer and solvent molecules 
were therefore assumed to lead only to an enthalpy change of mixing Ab^ 
which was accounted for by an expression analogous to the van Laar 
formula used in vapour-liquid equilibria:
AB» - kTxlpN ^ p (5.14)
where xlp is a binary interaction parameter characterizing the strength 
of interactions between the polymer and solvent. Defined in this 
manner, the term 'kTxlp' represents the difference in energy of a 
solvent molecule immersed in pure polymer compared with one surrounded 
by molecules of its own kind. This binary interaction parameter is 
.therefore, by definition independent of composition. An approximation 
to the free energy of mixing is obtained by combining equations (5.11) 
and (5.14) to give
AG„ - AH„ - TASo£ (5.15)
A ^  . kKNjln^ + Npln^p + XipN^p) (5.16)
The activity of the various species can now be obtained by 
differentiating the above expression. Flory also recognised that the 
interactions between polymer and solvent molecules could make an extra 
contribution to the entropy of mixing. Under such circumstances, the 
physical meaning of the quantity ' kTxx p <£p ' must be reappraised. Flory
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(1953) suggested that this quantity, which must now account for the 
additional contribution to the entropy of mixing, should properly be 
regarded as a change in the free energy of mixing rather than a change 
in the heat of mixing alone. The main consequence of this argument is 
that despite the new and possibly less well defined physical meaning of 
'kTxipNi<£p ' the form of equation (5.16) is preserved.
The activity of the various species can be obtained by 
expressing equation (5.16) on a molar basis
AGm - RT(x1ln^1 + xpln<£p + Xlpxl(£p) (5.17)
and differentiating with respect to the solvent to give
Xn(ai) - ln(l-*p) + (1-1/Z)*p + xlp*pz (5.18)
The above derivation is strictly applicable to solutions in 
which the polymer is free to move. In the case of a polymer network, 
such as a membrane, the movement of the polymer chains is restricted and 
it is therefore necessary to include an additional term to account for 
the 'elastic' deformation of the network. Flory (1953) gives a full 
account of the development of this additional term which results in the 
following expression for the activity of the solvent imbibed within the 
network
lnCa,*) - ln(l-*p) + <1-1/Z)*p +.xlp*p2 
v.s
+  --------- « p 1/3 - 0.5* ) (5.19)
C — p
Here, Mc denotes the average molecular weight of the polymer between 
successive cross links, Vp is the specific volume of the polymer and vxs 
is the partial molar volume of the solvent. The contribution of the
'elastic' deformation term depends on the magnitude of Mc which is
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proportional to the molecular weight of the polymer. For polymers with 
a high molecular weight, the contribution of this term is small and it 
may be neglected altogether. Silicone rubber can be manufactured with a 
range of molecular weights, the commercial product used in this study 
has a reported molecular weight of 5x10s . Calculations based on this 
value indicate that the contribution of the last term in (5.19) is « 1 %  
and this term can therefore be safely ignored.
The extension of the above theory for a ternary system 
consisting of a single polymer and a binary liquid mixture has also been 
considered by Flory (1953). The expression for the molar Gibbs free 
energy of mixing now takes the form
AGm ix  =  R T  [x!Sln <f>!S +  x2sln^2s +  x3 s ln^3 s
■*" ^12X1 2^ + ^13X1 3^ + ^23X2 3^ J (5.20)
Differentiating the above equation with respect to each species yields 
the following expressions for the desired activities:
lna,s = l n ^ s + (1 - 0  - O V / V >  - O vi W >
+  ^ 1 2 ^ 2 *  +  ^ 1 3 ^ 3 S ) ^ 2 S +  ^ 3 S )
- X z a K V v z 8) ^ 8^ 5 (5.21)
lna2s - ln02s + (1 * 0  - O V / V )  - 03s(v2s/v3s)
+ (Xia^i’CV/V) + X 2 3<t>3S )(<f>iS + O
- Xi3< V / V > W  (5-22)
lna3s = ln<^3 s + (1-<£3S) - ^1s(v3s/v iS) - <f>2 s (v3 s /v2 3 )
+ (X13^i8(v38/v18) + O z ^ ^ O O
- ^ ( V / v ,8) ^ 8^ 8 (5 -23>
These equations can be further simplified by noting that for the system 
at hand the molar volume of the polymer is much larger than that of 
either ethanol or water. Equations (5.21) and (5.22) can therefore be
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simplified by dropping terms such as (v1s/v3s) and (v2s/v3s).
At equilibrium, the activity of components 1 and 2 in the
membrane must be equal to the corresponding values in the liquid. 
Consequently, given the liquid phase activities and the interaction 
parameters X12 > *13 an<i X23 t i^e sorbed phase composition can be
calculated. Alternatively, with the appropriate sorption data 
available, the values of the interaction parameters can be recovered 
through equations (5.21)-(5.23) which will be considered next.
membrane and the individual sorbates is accounted for by Xiz anc* X23 
respectively. The term X12 > which characterizes the interactions 
between ethanol (1) and water (2) within the membrane, is by definition 
independent of the choice of polymer. We shall discuss the validity 
of this assumption subsequently, accepting this premise for the moment 
it follows that X12 can be obtained from a knowledge of the Gibbs free 
energy of the liquid. For a binary mixture, equation (5.20) reduces to
where AGm is the molar Gibbs free energy of the sorbed phase which can 
be equated to that of the liquid. Experimental data derived from
vapour-liquid equilibria is normally expressed in terms of the excess 
Gibbs free energy AGE . This can be related to the molar Gibbs free 
energy of mixing of the liquid by adding the ideal contribution
Within the above formulation, the interaction between the
1
(x1sln^1s+x2sln<?i2s) + — m (5.24)
RT
AG,m AG,E
+ [x1lnx1 + x2lnx2 ] (5.25)
RT RT
Substituting the above expression into equation (5.24) leads to
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*12  “
^18^2 *
- (x1aln^1*+x2“ln^2B)
+ (xxslnx1*+x2*lnx2*) + —
RT
(5.26)
The above relationship can be further simplified if the molar volumes of 
components 1 and 2 are assumed to be equal [Dondos & Patterson, 1967]
AG.
Xiz “
x 1 8x 2 * RT
(5.27)
Equation (5.26) was fitted to the experimental Gibbs free energy 
of mixing data for ethanol-water presented by of Hansen & Miller (1954) 
using a non-linear regression routine which gave an optimum value of 
X12~3.65. The fit of equation (5.26) to the experimental data is shown 
in Figure 5.8. Although the fit is not particularly good, as we shall 
see this contribution to the activity is very small.
0
-1600
mole fracclon xx*
Figure 5.8 Comparison of the (---) experimental Gibbs free energy of
mixing for ethanol-water mixtures [Hansen & Miller, 1954] 
with (-•--) values predicted by the Flory-Huggins model
(*12-3.65)
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It now remains to determine the parameters X13 and *23 . The 
simplest procedure is obtained by noting that for a single liquid in 
contact with a membrane, equations (5.21) and (5.22) reduce to
XL3 - - (ln^i s - W W 35)2 , i-1.2 (5.28)
In principle, therefore, given the amount of pure ethanol and pure water 
sorbed by the membrane the parameters *13 and x23 can be calculated 
directly. Unfortunately, the practical utility- of this simple procedure 
is severely limited by the inaccuracies in the measurement of the total 
uptake which leads to erroneous prediction. This is confirmed by the
results presented in Table 5.3 and Figure 5.9 for the aqueous 
ethanol-silicone rubber system. From Figure 5.9 it is evident that the
parameters obtained through equations (5.28) fail to give an adequate
fit of the experimental sorption data. To establish that this is 
primarily due to the inaccuracies in the total uptake measurements, it 
is necessary to rule out other factors which can also contribute towards 
the mismatch.
Table 5.3 Binary Interaction Parameters Xiz and X23 based on
equation (5.28)
Ethanol(1) Water(2)
Solubility a 
g/g dry memb.
*13
0.021 0.003 
2.8 4.8
a see Figure 5.2c
One shortcoming of the Flory-Huggins model lies in the calculation of 
X12 • The theory implies that X12 independent of composition, but as 
seen from Figure 5.8 a constant X12 does not give a very good fit of
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0.0
mole fraction xx 1
Figure 5.9 Comparison of the experimental sorption isotherm (-*-) and
the predicted curve (---) based on the Flory-Huggins model
using x13-2.8, x23"4-8 and x12-3.65
Table 5.4 Composition dependent ethanol(1)-water(2) interaction 
parameters required to fit the experimental Gibbs free energy 
of mixing exactly.
AGEa X12
X1 J/mole eq(5.26) eq(5.27)
0.01 0.27 299.04 2.80 1.34
0.20 0.45 522.68 3.14 1.32
0.30 0.58 664.58 3.43 1.28
0.40 0.68 729.49 3.68 1.23
0.50 0.76 725.52 3.88 1.17
0.60 0.83 661.83 4.05 1.11
0.70 0.88 547.87 4.19 1.05
0.80 0.93 393.20 4.29 0.99
0.90 0.97 207.38 4.36 0.93
a Hansen & Miller (1954)
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the vapour-liquid equilibrium data. An almost perfect fit can be 
obtained by allowing x12 to become composition dependent. Such 
calculations were performed using both equations (5.26) and its 
simplified form (5.27) and the results are given in Table 5.4 on the 
previous page. A striking feature of these results is that the 
simplified equation of Dondos & Patterson (5.27) predicts a decrease in 
X12 with increasing volume fraction of ethanol, whereas the full 
equation (5.26) shows the opposite trend. More significantly, in both 
cases the composition dependence of Xiz -^s strong which is not supported 
by the theory. Here we should note that the validity of the theoretical 
expression for the heat of mixing (cf. equation 5.14) can be judged 
by the constancy of the binary interaction parameter over an 
extended concentration range. Clearly, the suitability of the proposed 
expression to represent interactions between ethanol and water is 
open to question. Adopting a purely empirical approach, the excess 
sorption isotherm was recalculatedusing the concentration dependent 
values of Xiz presented in Table 5.4. The results presented in 
Figure 5.10 show that allowing for a variation of Xiz with composition 
has virtually no impact on the fit of the experimental excess sorption 
isotherm. It therefore appears that interaction between ethanol and 
water within the membrane makes an insignificant contribution to the 
(overall) activity. According to the Flory model, the J  dominating 
contributions arise as a result of the ethanol/polymer and water/polymer 
interactions. This is easy to explain since the values of and 02s
are much smaller than 03s and therefore, irrespective of the exact 
value of Xiz > ethanol-water interaction term plays a minor role.
Another fundamental difficulty arises because in the basic 
theory x12 is independent of the nature of the polymer. There is in 
fact no theoretical or experimental justification for this. Indeed it
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Figure 5.10 Improvement obtained in the fit of excess sorption isotherm 
by the Flory-Huggins model with concentration dependent xi2
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Figure 5.11 Influence of the partial molar volume of the sorbed 
on
ethanol
the fit of the experimental excess sorption isotherm by 
the Flory-Huggins model (v1°-50-70cm3/mole)
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is likely that within the hydrophobic confines of the polymer matrix, 
the interaction between ethanol-water is radically different from that 
in the free liquid. Such differences have recently been proven in the 
case of sorption of aqueous ethanol on to a rigid hydrophobic matrix 
[Farhadpour & Bono, 1988]. The characterization of the ethanol-water 
interactions on the basis of the free liquid could therefore be in 
conceptual error and it is perhaps fortunate that for the system at hand 
X12 does not appear to play a significant part in the sorption process.
Another practical difficulty in the application of the 
Flory-Huggins- model arises in the choice of the numerical values for the 
partial molar volumes of the imbibed liquid. In common with the usual 
practice in the literature, all of the above calculations were performed 
with values corresponding to those of the pure liquid at the same 
temperature (at 25 °C, v1° = 58.7 and v2° = 18.2 cm3/mole). To explore 
the sensitivity of the predicted excess isotherm to the values adopted, 
a series of calculations was performed with v1° ranging from 
50-70cm3/mole. The results presented in Figure 5.11 indicate that 
although the predicted excess isotherm is sensitive to the chosen value 
of v1° , the large discrepancy observed can not be entirely due to this 
factor.
We are therefore led to the conclusion that the main discrepancy 
between the predicted and experimental results is due to the errors in 
X13 and X23 • This is not surprising since the measurement of the total 
uptake is subject to large error. As an alternative, the values of Xiz 
and X23 can be obtained by curve fitting against the experimental excess 
sorption isotherm which has been measured with confidence. The result 
of this analysis is shown in Figure 5.12 which indicates that a very 
good fit of the excess sorption isotherm can be obtained with constant 
values of X13 an^ x23 • Further confidence in the above procedure for
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5.12 Comparison of the experimental excess sorption isotherm
(-S-) and the predicted curve (-- ) based on the
Flory-Huggins model using polymer-permeant interaction 
parameters derived from the excess sorption data
[1+2]
liq. mass fraction ^
Figure 5.13 Individual and total sorption isotherms predicted by the 
Flory-Huggins model using x13-2.19, *23-4.89 and *12-3.65
(ethanol (1), water(2), expt. total isotherm • )
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extracting x13 and *23 is obtained by comparing the predicted values of 
the total uptake of the pure components with those measured directly. 
The predicted values are not unrealistic and in the case of water match 
the experimental results surprisingly accurately.
Table 5.5 Total uptake of pure ethanol(l) and pure water(2) using 
X13 and X23 derived from the excess isotherm
Predicted8 Measured
(g/g dry memb.) (g/g dry memb.)
Ethanol(1) 0.045 0.021
Water(2) 0.0027 0.003
* 1 2 = 3 -6 5 ’ X i a ^ 2 -1 9 ’ X 2 3 = 4 *8 9
The predicted total uptake of binary ethanol-water mixtures is compared 
against the experimental data in Figure 5.13. Interestingly, the amount 
of water sorbed by the membrane is predicted to remain essentially 
constant over a wide concentration range at a value close to the 
experimental total uptake. Thus, it appears that the discrepancy 
between the predicted and the total uptake predominantly arises as a 
result of loss of ethanol from the membrane. Although this remains to 
be proven conclusively, there may well have been differential 
evaporation of ethanol from the membrane during the drying and weighing 
stages .
The above detailed analysis indicates that for solutes with low 
uptake, the interaction parameters X13 an<i X23 can obtained from a 
fit to the excess sorption isotherm. A word of caution is, however, 
necessary. The good fit of the excess sorption is effectively obtained 
through a 'curve fitting' exercise. As such, these results cannot be
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taken as a conclusive proof of the a priori assumptions inherent in the 
Flory-Huggins isotherm. Such proof can only be obtained by overcoming 
the major obstacles preventing the accurate measurement of the total 
uptake. The Flory-Huggins model has been successfully fitted to the 
measured excess isotherm data with the constant interaction parameters 
demanded by the theory. Clearly, this model, which addresses the 
sorption process in a fundamental manner, offers a valuable measure of 
predictive insight into the sorption process.
5.5 SUMMARY
To define the equilibrium relationship between a binary liquid 
mixture and a polymer requires three independent experimental 
measurements across the entire concentration range: The total amount of
liquid imbibed, the composition of the sorbed phase and the volume of 
the swollen polymer. It is, however, difficult to conduct accurate 
swelling measurements in membrane-diluent systems unless the extent of 
swelling is considerable. A practical alternative, therefore, is to 
resort to a priori assumptions about the nature of the swelling and 
volume additivity and constant partial molar volumes are used to this 
end.
Traditionally, the techniques for measuring the total amount and 
composition of the imbibed phase involve removing the membrane from the 
free liquid. However, such techniques suffer from the inherent 
difficulties associated with obtaining a 'clean' separation of the 
membrane from the liquid. Such difficulties are less acute for
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non-volatile solutes with large uptake but severely limit the accuracy 
for volatile solutes with small uptake, such as the 
ethanol-water/silicone rubber system considered in this study. To avoid 
such difficulties, it is advantageous to measure the excess sorption 
isotherm which can be determined accurately without removing the 
membrane from the free liquid. The second necessary relationship can 
then be obtained from a suitable equilibrium model and the pseudo-ideal 
Langmuir and Flory-Huggins isotherms were applied to this end. Whilst 
this approach cannot be used as conclusive justification of the a priori 
assumptions inherent in the model isotherms, it provides a valuable 
alternative when a second experimental measurement is either unavailable 
or impractical. In the next chapter, the semi-theoretical prediction of 
the sorption equilibria on the basis of the Flory-Huggins isotherm will 
be used to help interpret the interferometric permeation experiments 
reported earlier in Chapter 3.
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CHAPTER 6
THE TRANSPORT OF AQUEOUS ETHANOL 
ACROSS SILICONE RUBBER
6.1 INTRODUCTION
Interferometry offers an accurate and non-intrusive alternative 
to the traditional methods for investigating membrane transport. In 
particular, the evolution of the concentration profiles in the liquid 
layers bathing the membrane can be measured with both time and distance. 
The instrument developed during the course of this investigation allowed 
measurements to be made as close as 5/im from the membrane. The primary 
aim of this chapter is to bring together the various experimental and 
theoretical concepts discussed so far in order to compare the proposed 
models of transport across synthetic membranes.
A general model for transport of a binary solution across a 
homogeneous nonporous membrane is presented and briefly discussed in 
Section 6.2. The kinetic experiments were conducted with two static 
liquids separated by the membrane thus avoiding the problem associated 
with hydrodynamic boundary layers. The experimental set-up described in 
Section 6.3 was arranged so that the interferometer could record changes 
in the entire concentration boundary layer. The relevant aspects of the 
theoretical analysis of the interference patterns are reviewed in 
Section 6.4. The transport model is then applied in a simplified form 
which ignores coupling of fluxes altogether and then in a more complete 
form which takes equilibrium interactions into account. The results 
presented in Section 6.5 indicate that for the 
[ethanol(l)-water(2)]/silicone rubber(3) system, the flux of ethanol is 
unaffected by that of water. In contrast, the flux of water is strongly 
coupled to that of ethanol.
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6.2 MASS TRANSPORT EQUATIONS
The various equations used to describe transport across 
membranes were discussed in Chapter 2. For a binary-liquid mixture and 
a nonporous membrane, a general set of equations allowing for both 
equilibrium and kinetic coupling of fluxes takes the following form:
kinetic
coupling
equilibrium
coupling
- " * “
-Jl —1 1 212 c1s dlna^ c ^  aina^ dc^
S=
a^ 5 ac2s dY
-J2 22 1 —22 c2S dlna2s c2s 31na2s ac2s
. . 3ciS 3c2s J . 5 Y
bulk flow
+ U(Y,t)
'2 J
(6 .1)
The cross term diffusion coefficients (D12 and D21) allow for coupling 
of fluxes as a result of kinetic interactions whilst equilibrium 
interactions are described by terms such as cxs (31na1s/3c2s) and 
c2s(31na2s/3c1s). The last term in equation (6.1) accounts for 
non-selective (convective) bulk flow which may arise either as a result 
of externally imposed gradients or as a result of the diffusion process 
itself. The model equations must be solved subject to boundary 
conditions pertinent to the experimental set-up. The experiments 
described in this chapter were carried out with two stagnant liquids 
bathing the membrane, as shown in Figure 6.1. One set of boundary 
conditions was obtained by assuming that there is no accumulation of 
material at the liquid/membrane interfaces. The other set of boundary 
conditions was obtained by assuming that interfacial equilibrium is
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FIGURE 6.1 Model equations describing multicomponent transport between 
two static liquids separated by a homogeneous membrane
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established instantaneously. The latter assumption is normally 
reasonable for rubbery membranes but may not hold true for glassy 
membranes which often exhibit time (history) dependent solubility and 
diffusivity parameters. The model is completed by a suitable
equilibrium isotherm which relates the interfacial composition in the 
liquid to that in the membrane.
In general, the sorption isotherm is non-linear and the
diffusion coefficients are concentration dependent. Consequently,
the model equations must be solved numerically employing a suitable 
technique such as the one described and tested in Chapter 4 which can 
handle the model equations in their full complexity. In practice
however, the detailed experimental information necessary to enable the 
unambiguous recovery of all the basic model parameters is not normally 
available. Consequently, a transient solution of the full set of model 
equations is rarely warranted. The major difficulties arise with the 
bulk flow term and the kinetic coupling of the fluxes which are 
discussed below.
A non-selective bulk flow can arise and make a significant 
contribution to the overall flux if there is an 'externally' applied 
temperature, electric field or pressure gradient. In the experimental 
set-up used in this study, no such external gradients are present. 
Non-selective bulk flow can also arise as a result of the diffusion 
process itself for a variety of reasons detailed in Chapter 2. For 
instance, a non-selective flow can occur if the membrane swells 
significantly, if the partial molar volumes of the components present 
are strong functions of concentration or if the volumetric flux of the
permeating species is significantly different. Such influences are
however, of minor importance for the system examined in this study. 
There is no evidence to suggest significant swelling of the silicone
- 153 -
rubber membrane in the presence of aqueous ethanol. Variations of 
partial molar volumes can also be safely ignored because: (1) the
initial concentration difference across the membrane is kept 
deliberately small and (2) during the course of an experiment the 
observed change in the concentration of the liquid is also very small. 
The occurrence of a bulk flow term due to unequal volumetric flux of 
ethanol and water across the membrane is more difficult to dismiss. 
However, the analysis described below indicates that for the system in 
hand the total volumetric flux is of the order of 3x10 (cm )/(cm s). 
This indicates that any bulk flow present would be extremely difficult 
to measure experimentally and under such conditions the bulk flow term 
is accordingly ignored.
Kinetic coupling of fluxes is present to varying degrees in all 
multicomponent diffusion systems. The magnitude of such coupling 
depends on many factors such as the extent of electrostatic 
interactions, the presence of any chemical reactions and differences in 
molecular weight between the species present [Dunlop et al, 1972]. For 
liquid mixtures of non-electrolytes, the cross term diffusion 
coefficients rarely exceed more than 10% of the main diagonal terms and 
kinetic coupling is usually small enough to be neglected [Cussler, 
1984]. For many binary-liquid/membrane systems however, the nature of 
the diffusing species is radically different from that of the polymer 
and kinetic coupling may well play a more significant role. In practice 
the separate evaluation of the extent of kinetic coupling proves 
extremely difficult because the detailed experimental data necessary for 
this purpose is not readily obtained. As a result, direct experimental 
information on the influence of kinetic coupling is very scarce.
Any serious attempt to study of kinetic coupling must
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include the measurement of the concentration distribution within the 
membrane itself. One rare example is the work of Sekido & Morita (1962, 
1963), who examined the diffusion of mixed dyes in a cellophane membrane 
over a range of concentration and temperature. These authors were able 
to measure the concentration distribution of the dyes within the 
membrane with a microdensitometry technique. However, even with the 
'internal' concentration profiles available, the accurate recovery of 
the four diffusion coefficients (Di;l, D12, D21 and D22) can still prove 
difficult. Indeed, such difficulties arose in the study of Sekido & 
Morita (1962, 1963) and was only overcome by equating the main term
diffusion coefficients DZ1 and D22 to values determined from 
single-dye/membrane experiments. This left the two cross-term 
coefficients, D12 and D21, which were recovered from the multicomponent 
results. The larger cross-term coefficient recovered by Sekido & Morita 
was found to be between 30-60% of the main term coefficient depending on 
the experimental conditions. This would indicate that for this 
particular system the influence of kinetic coupling is substantially 
greater than that normally found in liquids. However, the results of 
Sekido & Morita must be treated with some caution because except for 
ideal gases, there is no theoretical justification for equating the 
multicomponent diffusion coefficients D1;l and D22 to their binary 
counterparts.
To conclude, detailed information about the internal condition 
within the membrane is not usually available. Under such circumstances, 
the normal procedure is to arbitrarily assume that the kinetic coupling 
of the fluxes is negligible and set the cross-term coefficients to zero 
[Peters, 1968; Mulder et al, 1985]. Coupling of fluxes can still arise 
but as far as the model is concerned, only as a result of equilibrium 
interactions which are allowed for through a suitable isotherm. The
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analysis procedure then involves the recovery of two diffusion 
coefficients (D11 and D22) and the values reported in this chapter were 
obtained in this manner. Evidently, this procedure does not guarantee 
the absence of kinetic coupling, and any such influences will therefore 
be implicitly incorporated in the numerical values of the parameters 
recovered.
6.3 EXPERIMENTAL PROCEDURE
A detailed description of the interferometric permeation 
experiments was given in Chapter 3 and only the main points are restated 
here. The optical diffusion cell shown schematically in Figure 6.2 
consists of two halves which are separated by a 143/zm thick nonporous, 
homogeneous silicone rubber membrane. Prior to each experiment the 
membrane was equilibrated with the more concentrated solution which was 
passed through both halves of the cell for a minimum of six hours. At 
the start of an experiment, the content of the bottom half of the cell 
was replaced with a mixture of lower composition. The interferometer 
was used to establish the time taken to completely replace the original 
solution in the bottom half. In all cases, the fringes re-stabilised to 
straight lines indicating a solution of uniform composition in less than 
10 seconds. At this point, all flows through the cell were stopped, 
the time clock started and diffusion allowed to proceed between the two 
'static' liquids of different composition separated by the membrane. 
All experiments were conducted in a temperature controlled environment 
maintained at 25 ±0.05 °C, and all mixtures were made up by weight using 
Anal-R grade ethanol (>99.7%) and double distilled di-ionised water.
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Figure 6.2 Liquid/membrane cell and flow scheme used to initiate 
diffusion experiments
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2*5 cm
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The transient variation of the interference pattern was 
monitored continuously via a camera and recorded on to a video system. 
An image analyser (Quantimet 920) was used to digitize and measure the 
fringe deflection. This instrument allowed a spatial resolution of 
5-10/zm and fringe deflections could be measured with an accuracy of 
0.02f, where f denotes the separation between two successive fringes.
The choice of the concentration difference between the two 
halves of the cell presents a dilemma. On the one hand, the 
concentration difference has to be minimised to justify the assumption 
of negligible bulk flow. On the other hand, the concentration 
difference must be large enough to produce a measurable deflection of 
the interference fringes within a practical time limit (eg 10-60mins). 
A number of preliminary experiments were conducted and a suitable 
compromise was found with a concentration difference of 3-5wt%. A 
series of experiments was then conducted at the various concentrations 
shown below to enable an examination of the concentration dependency of 
the diffusivity and solubility parameters.
Table 6.1 Concentration ranges studied by interferometry
Bottom compartment Top compartment
liq wt frac liq wt frac
0 3
0 • 6 
15 20
25 30
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6.4 ANALYTICAL PROCEDURE
The ultimate aim of the analysis procedure is to recover the
basic parameters of the postulated transport model from the experimental 
interferogram. The first step in this process is the numerical solution 
of the model transport equations to provide the theoretical
concentration profiles in the liquid phase. The second step is to
translate this information into an associated interferogram which can 
then be tested against the experimental fringes. This was accomplished 
by computer tracing the paths of a large number of light rays (=300)
through the optical cell and the various components of the
interferometer to build up the theoretical fringes associated with a 
given set of model parameters. The final step in the analysis is to 
adjust the model parameters to obtain the best match between the 
theoretical and experimental interferograms. This was achieved through 
a multivariable optimisation procedure detailed in Chapter 4.
Before presenting the results it is worth examining the
assumptions under which interference fringes are interpreted. 
Conventionally, theoretical fringes are generated under the assumption 
that light travels undeflected through the optical cell [Crank & 
Robinson, 1951; Johnson, 1971; O'Brien & Zhao, 1984]. This simplifies 
the theoretical analysis significantly but can introduce unacceptable 
errors. This is because in the presence of a refractive index gradient 
light is deflected towards regions of higher refractive index and 
therefore travels a curved path through the liquid medium [Muller, 
1973]. Failure to account for this effect can result in two types of 
optical error. The first, a geometric distortion, introduces an error 
in the measured thickness of the diffusional boundary layer. The
second, a phase distortion, introduces an error in the measured value of 
the local refractive index and hence the concentration of the liquid.
- 159 -
These optical errors in turn manifest themselves in the recovered values 
of the model parameters. The magnitude of such errors grow 
substantially with two factors: (i) an increase in the refractive index
gradient in the liquid and (ii) an increase in the cell width. From 
the detailed sensitivity analyses presented in Chapter 4, we can 
conclude that even with an optical cell as thin as 2mm, failure to
account for light deflection can result in 10-15% error in the recovered 
value of the diffusion coefficient. To avoid such errors it is necessary 
to account for the deflection of light explicitly and the results 
presented below were all obtained in this manner.
6.5 RESULTS AND DISCUSSION
In general, the transport of a binary mixture across a polymeric 
membrane involves two simultaneous fluxes which can be coupled through 
either kinetic or equilibrium interactions or both. In the majority of
investigations however, only the flux of the more permeable species is
reported and the concurrent and opposing flux of the second component 
has rarely been considered [Meares, 1979]. Evidently, such an approach 
can only be justified for a truly semi-permeable membrane. For a 
permeable membrane, the flux of one component may or may not 
significantly affect the flux of the other component. The extent of 
such coupling depends on intermolecular forces which are poorly 
understood and are not open to a priori prediction or generalisation. 
Consequently, each liquid/membrane system has to be treated individually 
and coupling of fluxes must be recovered by analysing the measured 
fluxes of both components. One approach to such analysis is to assume a 
suitable transport model and compare the results obtained under the 
a priori assumption of no coupling with those which allow for the
- 1 6 0  -
coupling of fluxes. To this end, the experimental data for the 
[ethanol(l)-water(2)]/silicone rubber(3) system will first be analysed 
through a simplified model which decouples the fluxes of ethanol and 
water. The results will then be compared with those obtained from a 
more detailed model which allows for the coupling interactions. As we 
shall see, the coupling interactions have little influence on the flux 
of ethanol but strongly affect the flux of water across the membrane.
6.5.1 Analysis Based on Decoupled Fluxes
The transport equations (6.1) can be greatly simplified by 
assuming that both kinetic and equilibrium interactions are negligible. 
The flux equations are then effectively decoupled into the following 
forms
- D,
and
J2 ~ - D.
31na.
3c.
31na,
3c,
3c.
3Y
(6 .2)
3Y
(6.3)
which implies that the activity of component i is a function of its 
composition only. A further simplification is obtained by equating the 
activity to concentration which leads to the following familiar Fickian 
expressions,
3c.
3Y
(6.4)
J 2 " ^2
3 C,
3Y
(6.5)
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in which the flux of component i depends only on its own concentration 
gradient.
To retain the decoupled nature of the above equations it is also 
necessary to choose a model isotherm which precludes any interactions 
between the permeating species. This is because coupling of the fluxes 
may otherwise arise through the boundary conditions. The simplest 
approach here is to express the equilibria in terms of linear and 
independent isotherms. At first, this may appear to be a severe 
restriction but an examination of the individual isotherms (Figure-6.3) 
predicted through Flory-Huggins thermodynamics shows that this is a 
reasonable first order approximation over the liquid concentration range 
of interest (0-30wt% ethanol). This analysis will be followed in the 
next section by a more detailed model which uses the Flory-Huggins 
isotherm to account for equilibrium interactions between ethanol and 
water.
oH
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■80)
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Figure 6.3 Individual isotherm for the system
[ethanol(l)-water(2)]/silicone rubber(3) based on
the Flory-Huggins model using *13-2.19, x23«4.89 and
Xi2-3.65
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With these gross approximations, the continuity equations in the 
liquid and membrane phase take the following form:
3c,
at
3
3Y
3c,
3Y
(LIQUID: PHASES I,III) ( 6 . 6 )
3c.
at
3
3Y
D,
3c.
3Y
(MEMBRANE: PHASE II) (6.7)
The equilibria are expressed by linear and independent relationships
V ci
= c. h2 (c2
Lo
C,L)
(6.8)
(6.9)
L owhere c2 denotes the molar density of pure water and c2 is the
saturation uptake of pure water by silicone rubber. The relevant 
equilibrium parameters were obtained from a straight line fit to the 
relevant portion of Flory-Huggins individual isotherms (shown in 
Figure 6.3) and take on the following numerical values
hx =0.05
c2 = 1.579x10
c„Lo = 5.535xl0"2
h2 = 2.0x10'
mole/cm
mole/cm2
The interfacial boundary conditions required for the numerical solution 
of the model were obtained as follows. One set of boundary conditions 
was obtained by assuming instantaneous equilibrium at the 
liquid/membrane interfaces (equations 6.8 and 6.9). The other set was 
based on the assumption of no accumulation of material at the interface- 
ie J.s = J,1 .
The above simplified model contains three diffusion 
coefficients: the diffusion coefficient of ethanol in aqueous solution
163 -
D1l , and the diffusion coefficients of ethanol and water in the 
membrane, Dxs and D2S respectively. The liquid diffusion coefficient 
D1l was obtained from the data of Hammond and Stokes (1953). This 
leaves two adjustable parameters Dxs and D2S which were determined from 
a best fit to the experimental interference fringes. For each 
individual experiment, the values of Dxs and D2S were assumed constant 
and the recovered diffusion coefficients therefore represent average 
values over the initial concentration difference across the membrane.
To establish the reproducibility of the recovered parameters, 
the instantaneous interferograms for each individual run were analysed 
independently at five different times . The results presented in Tables
6.2 and 6.3 confirm that for any given experimental run, the same 
parameters are obtained irrespective of the duration of the diffusion 
process. For a fixed concentration difference across the membrane, the 
uncertainty in the membrane phase diffusion coefficients ranged between 
1.3-5.0-%. The variations of the recovered diffusion coefficients Dxs 
and D2s with ethanol concentration are shown in Figures 6.4a and 6.4b 
respectively. For ethanol, decreases with increasing ethanol
concentration which is in keeping with the reported trend for other low 
molecular weight species in silicone rubber [Barrie, 1966]. Barrie 
measured the sorption and permeation of methanol vapour in silicone 
rubber by a gravimetric technique and found that the diffusion
— 5 2coefficient in the membrane decreased from 1.6x10 cm /s at infinite
—  6 2dilution to a value of 2x10 cm /s at 80% saturation- ie P/Po-0.8. As 
far as we are aware, direct measurement of the diffusion coefficients of 
binary ethanol/water mixtures across silicone rubber has not been 
previously reported. Whilst a direct comparison with the pure vapour 
results of Barrie is somewhat tenuous, in the absence of other reported 
data, it is worth noting that the magnitude of obtained here which
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Table 6.2 Diffusion coefficient of ethanol in silicone rubber recovered 
from the instantaneous fringe patterns at various times 
(T=25°C, 'decoupled' flux model with linear isotherm)
0-3wt% 0-6wt% 15-20wt% 25-30wt%
Time
s
D, sxl06 
cm2 /s
D. sxl06 
cm2/s
D. sxl06 
cm2/s
D, sxl06 
cm2 /s
600 2.05 1.31 0.52 0.43
900 1.92 1.34 0.52 0.42
1200 1.96 1.37 0.54 0.58
1500 2.01 1.37 . 0.49 0.41
1800 1.97 1.36 0,51 0.45
mean 1.98 1.35 0.52 0.44
STD 0.04 0.02 0.02 0.02
%err 2.24 1.69 3.15 4.94
Table 6.3 Diffusion coefficient of water in silicone rubber recovered 
from the instantaneous fringe patterns at various times 
(T=25°C, 'decoupled' flux model with linear isotherm)
0-3wt% 0-6wt% 15-20wt% 25-30wt%
Time
s
D,sxl04
L 2/s
D2sx 104
cm2/s
D/xl04
cm2/s
D/xl04
cm2/s
600 6.71 4.62 1.29 0.95
900 6.42 4.59 1.21 0.97
1200 6.93 4.76 1.28 1.02
1500 6.85 4.65 1.26 0.98 '
1800 6.80 4.70 1.26 1.03
mean 6.74 4.67 1.26 0.99
STD 0.18 0.06 0.03 0.03
%err 2.61 1.29 2.18 3.06
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Figure _6,4a-b Concentration dependency of the diffusion coefficient of 
(a) ethanol and (b) water in silicone rubber at 25°C 
('decoupled' flux model)
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ranges between 1.98x10 6cm2/s and 0.44x10"6cm2/s, is in keeping with 
those of Barrie.
The diffusion coefficient of water in silicone rubber D2S is two 
orders of magnitude greater than that of ethanol. This can be explained 
on the grounds that inside the hydrophobic silicone rubber matrix, the 
interaction of water molecules with the polymer chains is much smaller 
than that of ethanol and therefore water diffuses faster. This argument 
is also supported by the results of Barrie (1966) and Barrie & Machin 
(1969) who measured the single component sorption and permeation of 
water and methanol vapour in silicone rubber at low concentration. 
Barrie reported a diffusion coefficient of 4.9xl0"5cm2/s for water which 
was substantially larger than that for methanol 1.6x10"5cm2/s.
The diffusion coefficients recovered in this section are open to 
question for two basic reasons. First, the simplified model used 
decouples the fluxes of ethanol and water arbitrarily. Second, the 
equilibria are'expressed in terms of linear and independent isotherms. 
To quantify the influence of such assumptions it is necessary to adopt a 
more detailed model which allows for the coupling of fluxes through a 
more realistic isotherm.
6.5.2 Analysis Based on Coupled Fluxes
The simplified analysis of the previous section was based on the 
assumption that the driving force for diffusion is the concentration
gradient. Moreover, the fluxes were decoupled in as far as the flux of
each component was assumed to be directly proportional to its
concentration gradient alone. In reality however, the true driving 
force for diffusion is the activity rather than the concentration
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gradient. Moreover, activity is a function of the concentration of all 
species present and the fluxes may therefore exhibit considerable 
coupling. In other words, the flux of one component may be 
significantly affected by the gradient in concentration of another 
component. The more detailed analysis presented in this section is an 
attempt to quantify the influences of such factors on the transient flux 
of water and ethanol across a silicone rubber membrane. Comparison of 
these results with those of the previous section should therefore serve 
to quantify the influence of coupling on the magnitude of the membrane 
phase diffusion coefficients recovered.
According to the Flory-Huggins thermodynamic model, which was 
described in detail in Chapter 5, the activities of ethanol(l) and 
water(2) in silicone rubber(3) are given by:
lna,5 - l n ^ s +. (l-^s) - ^ “( V / V )  - *38< V / V >
+ (^ 12^2 + ^ 13^3 )($2 + ^3 )
- *2 3(V1 /V2 )^ 2 ^3 ,(6 .10)
lna2s = ln^2s + (1-<£2S) - s (v2 s s  ) - <£3 s (v2s/V3 s )
+ <X12*18< V / V ) - +  X z a O C *!8 + 0
- X13(v 28/v 18)^1s ^3s j(6.11)
The equilibrium parameter x12=3.65 was determined from the 
vapour/liquid equilibrium data of Hansen & Miller (1954), whilst 
X13=2.19 and x23 =4.89 were obtained by fitting the Flory-Huggins theory 
to the independently measured excess sorption isotherm (see 
Section 5.4).
The continuity equation for the liquid phase remains the same as 
before (see equation (6.6) whereas that for the membrane phase must now 
be expressed as:
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equilibrium
matrix
dcj
3t
3c,
3t"
3_
3Y
V cls51nfls c ^  Slna^ 3cis
dc^ 3c2s 3Y
V c2s31na2s c2s 31na2s 3c2s
3cis 3c2s . . 5Y
( 6 . 1 2 )
where the cross terms cxs(31na1s/3c2s) and c2s(31na2s/3c1s) allow for 
equilibrium interactions. Essentially the same boundary conditions as 
those in the previous section were used to solve the above model except 
that in this case, the relationship between the liquid and membrane 
phase interfacial concentrations were derived from the condition of 
continuous activity at the interface- ie a.Ls = aiL . The activities in 
the liquid phase were calculated from the vapour/liquid equilibrium data 
of Hansen & Miller (1954) at 25 °C. The membrane interfacial
concentrations cis=^is/vis were then determined through an iterative 
solution of equations (6.10) and 1(6.11) to match the liquid phase 
activities. Evidently, the present model is substantially more complex 
than the simplified one presented in the previous section and this is 
reflected in the computational effort required.
Before presenting the numerical results, it is 
instructive to consider the relative influence of the thermodynamic 
interaction terms. The main and cross elements of the equilibrium 
matrix are presented in Figure 6.5 for ethanol and water. Here we note 
that the abscissa on these figures is the concentration in the membrane 
phase, but the corresponding composition in the bulk liquid is also 
shown for clarity. Let us consider the behaviour of these curves at low 
liquid ethanol concentrations. From Figure 6.5, the cross
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Figure 6.5 Magnitude of equilibrium interaction terms for the system 
[ethanol(1)-water(2)]/silicone rubber(3) at 25°C
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term (31na1s/3c2s) tends to zero as the ethanol concentration
diminishes whilst the main term cxs(31na1s/5c1s) approaches unity. 
Consequently, at low concentrations, the continuity equation for ethanol 
effectively reduces to the familiar Fickian form
and this implies that the flux of ethanol is largely unaffected by the 
concurrent flux of water. Incidentally, the above expression is 
identical to the simplified equation (6.7) used for ethanol previously. 
In contrast, the cross term for water c2s(61na2s/3c1s) does not tend 
to zero at low liquid ethanol concentrations but assumes a finite value 
comparable to the main term c2s(31na2s/3c2s) (see Figure 6.5). This 
would imply that the flux of water may be strongly coupled to that of 
ethanol and that a gradient in concentration of ethanol may induce an 
additional flux of water.
liquid phase diffusion coefficient was obtained from the data of Hammond 
and Stokes (1953), and in the membrane phase and D2S were assumed 
constant for each experimental run and therefore reflect average values. 
This leaves two adjustable parameters D1s and D2S which were recovered 
by a match to the experimental fringes through the optimisation 
procedure described in Chapter 4.
different times and the reproducibility of the recovered parameters was 
equivalent to that for the simplified model, (see Tables 6.4 and 6.5). 
The concentration dependency of and D2S are shown in Figures 6.6a
and 6.6b where they are also compared with the results of the
3t
dc^ 3
(6.13)
The transport model still contains three diffusion
coefficients: , Dxs and D2S . As in the previous section, the
As before, the instantaneous interferograms were analysed at
171
Table 6.4 Diffusion coefficient of ethanol in silicone rubber recovered 
from the instantaneous fringe patterns at various times 
(T=25°C, ' c.oupled' flux model with Flory-Huggins isotherm)
0-3wt% 0-6wt% 15-20wt% 25-30wt%
Time
s
D, s xlO6 
cm2/s
D. sxl06 
cm2/s
D. sxl06 
cm2 /s
D, sxl06 
cm2/s
600 2.08 1.34 0.56 0.53
900 1.94 1.34 0.57 0.54
1200 2.06 1.41 0.56 0.54
1500 1.98 1.40 0.59 0.55
1800 1.97 1.39 0.61 0.50
mean 2.01 1.38 0.58 0.53
STD 0.05 0.03 0.02 0.02
%err 2.70 2.18 3.35 3.23
Table 6.5 Diffusion coefficient of water in silicone rubber recovered 
from the instantaneous fringe patterns at various times 
(T=25°C, ' coupled' flux model with Flory-Huggins isotherm)
0-3wt% 0-6wt% 15-20wt% 25-30wt%
Time
s
D2sx 10a
cm2/s
D2sx 104
cm2/s
D2sx 104
cm2/s
D?sxl04
cm2/s
600 1.10 0.685 0.278 0.184
900 1.07 0.687 0.263 0.186
1200 1.09 0.680 0.265 0.187
1500 1.06 0.691 0.261 0.180
1800 1.10 0.680 0.264 0.188
mean 1.08 0.685 0.266 0.185
STD 0.02 0.004 0.006 0.003
%err 1.50 0.62 2.17 1.53
- 172 -
s u
10
OH
XH
a
oc
oa
rS4J
0)
0-24
liquid mass fraction ^
30
liquid mass fraction x.
Figure 6.6a-b Comparison of the diffusion coefficient of 
(a) ethanol and (b) water in silicone rubber based on 
the 'coupled' (----) and 'decoupled' flux models( )
- 173 -
simplified model. The most striking feature of Figure 6.6a is the close 
agreement between the ethanol diffusion coefficients recovered 
through the 'coupled' and 'decoupled' transport models. This 
confirms the conclusion reached on purely thermodynamic grounds that at 
low concentrations the flux of ethanol is unaffected by the presence of 
water. The close agreement in the magnitude of the ethanol diffusion 
coefficients is also to be expected since the linear relationships used 
in the simplified model provide close empirical approximations to the 
Flory-Huggins individual isotherms over the 0-30wt% liquid ethanol 
concentration range.
Unlike ethanol, the diffusion coefficient D2S recovered for 
water through the simplified 'decoupled' model is significantly higher 
than that obtained through the 'coupled' model. This can be explained 
by noting that the flux of each species is determined by the product of 
a thermodynamic matrix and the concentration gradients of all the 
species present. The relevant contributions for ethanol and water 
are shown separately in Table 6.6 for a given experimental run. For 
water, the cross term c2s(31na2s/3c1s) does not vanish and assumes a 
value which is approximately 4% of the main term c2s(31na2s/3c2s). This 
cross term is however, multiplied by the gradient of ethanol whereas the 
main term is multiplied by the gradient of water. Consequently, since 
the gradient of ethanol is much larger than that of water, the product 
c2s(31na2s/3c1s)(3c1s/3Y) makes a significant contribution to the flux 
of water. For instance in the 0-3wt% experimental run, this term 
accounts for as much as 75% of the total flux of water. Similar results 
are also obtained for water at other concentration ranges. A higher 
diffusion coefficient for water is therefore recovered with the 
simplified model to compensate for the lack of the c2s(31na2s/3c1s) 
coupling term.
- 174 -
Table 6.6 Individual contributions to the total diffusive flux of 
(1) ethanol and (2) water calculated at 600 seconds after 
the start of the 0-3wt% run (D1s = 2.08x10 6 cm2/s and 
D2s = 1.10x10 A cm2/s)
(1)ETHANOL
Main term Cross term
Ya c ^  31na1s5c1s c1saina1sac„s 3 c ;lS 3 c 2 s
3^* 3Y 3c 2 s 3Y 3Y 3Y
0 2.03x10"3 2.83x10"7 2.05x10"3 -2.88x10“5
■L/7 2.03x10"3 2.46x10“7 2.05x10"3 -2.88x10"5
-2L/7 2.03x10"3 2.09x10"7 2.05x10"3 -2.88x10"5
-3L/2 2.03x10"3 1.73x10"7 2.04x10"3 -2.89x10"5
-4L/7 2.03x10"3 1.36x10"7 2.04x10"3 -2.90x10"5
-5L/7 2.03x10"3 9.97x10"8 2.04x10"3 -2.91x10“5
-6L/7 2.03x10"3 5.37x10"8 2.03x10"3 -2.92x10"5
-L 2.03x10"3 1.66x10"8 2.03x10"3 -2.93x10“5
a See Figure 6.1
(2)WATER
Main term Cross term
Y c„s31na„s3c„s c„s 31na„s 3c1s dcxS 4 S3c2
3 c 2 s 3Y dc1s 3Y 3Y 3Y
0 -8.92x10"5 -2.84x10"5 2.05x10"3 -2.88x10"5
-L/7 -8.93x10"5 -2.83x10"5 2.05x10"3 -2.88x10"5
-2L/7 -8.94x10"5 -2.82x10"5 2.05x10"3 -2.88x10"5
-3L/7 -8.95x10"5 -2.81x10"5 2.04x10"3 -2.89x10“5
-4L/7 -8.96x10"5 -2.80x10"5 2.04x10"3 -2.90x10"5
-5L/7 -8.96x10"5 -2.79x10"5 2.04x10"3 -2.91x10"5
-6L/7 -8.96x10"5 -2.79x10"5 2.03x10"3 -2.92x10"5
-L -8.96x10"5 -2.79x10"5 2.03x10"3 -2.93x10"5
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6.5.3 Discussion
The above theoretical analyses could possibly be improved by
including the influence of non-selective bulk flow and kinetic
coupling of fluxes. A consequence of ignoring the bulk flow term is
that the volumetric flux of water across the membrane is inherently
assumed equal and opposite to that of ethanol (see Table 6.7).
Notwithstanding this, an indication of the possible magnitude of the
bulk flow can be obtained by noting that for the system considered here
*7 3 2the calculated diffusive volumetric flux is as small as 3x10 cm /cm s.
Table 6.7 Volumetric flux of ethanol and water across silicone 
rubber at 1800 seconds after the start of each run
Expt run 
wt% EtOH
J. .v. sxl07
3 / 2 cm /cm s
J2 -y25xio7
cm /cm s
0-3 2.29 2.30
0-6 2.91 2.90
15-20 1.09 1.09
25-30 0.85 0.85
Any bulk flow present will constitute some fraction of the 
diffusive flux and the measurement of such low fluxes presents major 
experimental obstacles. The situation is further complicated since the 
experimental and theoretical procedure developed here requires the 
transient measurement of the bulk flow contribution. In the face of 
such difficulties, the separation of the bulk flow contribution from the 
diffusive flux was not attempted. In view of the small diffusive fluxes 
encountered in this study, this does not appear to be a major 
shortcoming. We should, however, note that for other liquid/membrane
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systems or other experimental geometries the bulk flow can become 
significant, particularly in the presence of external gradients.
A serious consequence of ignoring kinetic coupling of fluxes is 
that such effects, if present, will be reflected in the recovered values 
of the membrane diffusion coefficients and D2S . This could, for 
example, be used to explain the fall in the diffusion coefficient of 
ethanol with increasing concentration. Alternatively, this fall could 
be the result of a decrease in the intrinsic mobility of ethanol within 
the polymer matrix with increasing concentration. Some support for the 
latter mechanism can be found in the results of Barrie (1966) . Barrie 
measured the sorption and permeation of methanol vapour in silicone
rubber and found a decreasing diffusion coefficient with increasing 
methanol concentration. Clearly, kinetic coupling in the manner 
described here cannot be used to explain the results obtained with a 
single permeating species. Barrie suggested that 'clustering' of the 
methanol molecules within silicone rubber could be an explanation for 
this trend. This may well be true, however, in the absence of a more
detailed level of experimental information both in respect to equilibria
and kinetics this remains to be proven.
Another mathematical consequence of ignoring the kinetic 
coupling of fluxes is that the concentration profiles within the 
membrane eventually become linear. A typical example of such a linear 
profile is shown in Table 6.6. For a 'thin' membrane, a linear 
concentration profile is in fact established fairly rapidly (by the
first 30-60 seconds in the present system) and thereafter changes 
relatively slowly over the duration of an experiment. In the presence 
of kinetic coupling, however, this need not necessarily be the case and 
with four diffusion coefficients (D1XS , D12s , D21s and D22s) the 
concentration profiles in the membrane could possibly deviate
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significantly from the straight lines predicted with the present model. 
Clearly, a measurement of the concentration distribution within the 
membrane would prove to be very useful in this respect. This was not 
possible with the large beam interferometer used in this study but 
significant recent advances in the development of micro-interferometers 
[Korthauer et al, 1985] may provide a potential technique. 
Korthauer et al used a Mach-Zehnder micro-interferometer to provide a 
qualitative picture of the concentration profiles within a 110/im sphere 
of sepharose. The same technique could be applied to transparent 
membranes but much remains to be done in the theoretical interpretation 
of the internal interference fringes before a quantitative instrument is 
arrived at.
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS
- 179 -
7.1 CONCLUSIONS AND RECOMMENDATIONS
Interferometry offers a highly accurate and non-intrusive 
technique for investigating transport across mass transfer interfaces. 
With the advent of laser light, the number of interferometric studies of 
transport across liquid/membrane interfaces has increased over the 
years. Most application, however, have been confined to the observation 
of the fringes and stop short of a full theoretical analysis. Such an 
analysis is complicated by the optical effects of light deflection and 
the computational burden involved in the transient solution of the 
complex models required to describe membrane transport phenomena. The 
primary objectives of this work were twofold. First, to develop a 
Twyman-Green laser interferometer/ capable of making accurate 
measurements close to membrane interfaces. Second, and more 
significantly, to develop a solid foundation for the theoretical 
interpretation of the experimental interference pattern.
The Twyman-Green interferometer was successfully used to measure 
the selective transport of ethanol-water mixtures across a homogeneous 
nonporous silicone rubber membrane. The instrument developed enabled 
the transient concentration profiles in the boundary layers bathing the 
membrane to be measured with both time and distance. Measurements as 
close as 5/xm from the membrane interface were possible. This distance 
is limited by the wavelength of the laser light used (A=0.6328/zm) and 
the inevitable diffraction of light from the edges of the optical cell. 
A shorter wavelength and/or an improved cell design could, in principle, 
enable a closer approach to the interface. With shorter wavelengths, 
however, the heating of the fluid may be significant and may necessitate 
elaborate temperature control of the cell.
Errors incurred by neglecting light deflection grow with both
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increasing concentration (refractive index) gradient and the width of 
the optical cell. In general, concentration gradients are largest close 
to mass transfer interfaces and ignoring light deflection can then 
result in serious error. For instance with a liquid/liquid interface 
between ethanol/water solutions, ignoring light deflection in a 2mm 
wide cell results in a 30% over estimation of the diffusion coefficient* 
The concentration gradient observed at a liquid/membrane interface is 
normally smaller than that at a liquid/liquid interface. Even- so, 
ignoring light deflection for the [ethanol-water]/silicone rubber system 
can result in an error in the membrane diffusion coefficient ranging 
from 50% in a 10mm cell to 15% in a 2mm cell. We can therefore conclude 
that the interpretation of the experimental interference fringes in 
interphase transport must account for the optical effects of light 
deflection explicitly. This was achieved through the rigorous 
application of Fermat's principle of least time, which determines the 
unique geometric path of a light ray through a medium with a varying 
refractive index.
The experimental interference fringes must ultimately be matched 
against the theoretical predictions based on appropriate transport 
mechanisms. For homogenous nonporous membranes, the theoretical 
description is usually based on a solution-diffusion mechanism which 
constitutes a set of highly coupled non-linear PDEs. Such equations do 
not admit an analytical solution, except under highly idealised boundary 
conditions, and their numerical solution presents a major computational 
obstacle. This problem was tackled through the development of a 
numerical technique based on 'the method of lines'. This method 
enables the transient solution of a multicomponent solution-diffusion 
model accounting for bulk flow as well as kinetic and equilibrium 
coupling of the fluxes. As such, the modular suite of programs
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developed should prove a valuable tool in future investigations. The
performance and stability of the numerical technique was critically
appraised by comparison with model systems admitting analytical
solutions. The Twyman-Green interferometer is capable of measuring
concentration changes corresponding to a refractive index change as 
—  6small as 10 . Consequently, to use the full potential of this
instrument the numerical solution must also deliver the same accuracy. 
Sensitivity analyses carried out over a wide range of parameters 
confirmed that this was true in all cases examined.
The description of membrane transport in terms of a 
solution-diffusion model implies that both equilibria and kinetic 
interactions make significant contributions. Separate evaluation of 
these contributions should ideally be based on the independent 
measurement of the sorption equilibria. To establish the equilibria 
between a multicomponent liquid and a nonporous polymer matrix requires 
three basic measurements at each concentration: the total amount of the
liquid imbibed , the composition of the imbibed mixture and the volume 
of the swollen polymer. For membrane-diluent systems, however, this 
proves a major experimental task and provides a fertile ground for 
future investigations.
Conventional techniques for measuring the amount and composition 
of the imbibed phase involve removing the membrane from the free liquid. 
Such techniques suffer from the inherent problem of obtaining a 'clean' 
separation,' and errors are introduced by the carry-over of free 
surface liquid and differential evaporation during the handling stages. 
Such errors are less pronounced with non-volatile solutes with large 
uptake but severely limit the accuracy attainable for volatile solutes 
with small uptake. This was circumvented by measuring the excess 
(relative) sorption isotherm which can be determined without removing
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the membrane from the liquid. With such measurements, however, a second 
relationship is necessary to establish the sorbed phase composition. 
This can be obtained either through the direct measurement of the total 
uptake or by making a priori assumptions about the nature of the sorbed 
phase. Due to the low uptakes for the [ethanol-water]/silicone rubber 
system, direct experimental measurement led to nonsensical results. 
Consequently, the second relationship was obtained by adopting a 
suitable model, eg the Flory-Huggins isotherm, which was fitted to the 
accurately measured excess isotherm across the entire concentration 
range. Whilst such an approach cannot be used to justify the a priori 
assumptions inherent in the model isotherm chosen, it provides a 
valuable alternative when a second measurement is either unavailable or 
impractical.
The extent, composition and the thermodynamic properties ascribed 
to the imbibed phase must be determined from experimental measurements 
alone. This can be accomplished by the independent and simultaneous 
measurement of the total uptake, the excess isotherm and the volume of 
the swollen polymer. Such measurements enable a direct test of the 
validity of the frequently adopted molecular models of the sorbed phase, 
such as the lattice model of Flory-Huggins. A convenient and accurate 
method for measuring the excess isotherm was developed in this study. 
Future work should therefore be directed towards the development of 
suitable techniques for measuring the total uptake and swelling of the 
polymer without removing the membrane from the free liquid. A 
pycnometric technique recently developed in connection with microporous 
adsorbents [Farhadpour & Bono, 1988] could perhaps be adapted for the 
total uptake measurement. Conventional techniques for measuring the 
swelling of the polymer matrix are not accurate enough and new methods 
need to be developed. A potential alternative is to use a holographic
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interferometer to construct a three dimensional map of the swollen 
membrane surface [Muller, 1973; Sargent & Ashbee,1982]. With such 
interferometers, it is theoretically possible to measure the swelling of 
the membrane to within a few wavelengths of the laser light used.
In general the transport of a binary mixture across a 
homogeneous polymeric membrane involves two simultaneous fluxes which 
can be coupled through either equilibria or kinetic interactions, or 
both. In cases where the components show large and unequal volumetric 
fluxes, the transport may be further complicated by the presence of a 
diffusion induced non-selective bulk flow. The observed fluxes for the 
[ethanol-water]/silicone rubber system were so small as to make the
direct measurement of the bulk flow impractical. Accordingly, the bulk
flow was assumed negligible. The analysis was further simplified by 
ignoring the possible kinetic coupling of the fluxes of water and 
ethanol.
A measure of the extent of coupling was obtained by comparing 
the results from a simplified 'decoupled' flux model with those based 
on a 'coupled' flux model which allowed for equilibrium interactions 
through the independently determined Flory-Huggins isotherm. Such 
interactions were found to have little effect on the flux of ethanol but 
strongly influenced the flux of water across silicone rubber. In 
particular, coupling through equilibrium interactions was found to be 
responsible for as much as 75% of the total flux of water. The 
diffusion coefficients of both ethanol and water in silicone rubber were 
shown to decrease strongly with alcohol concentration.
The theoretical model used to describe transport across the
nonporous membrane can be improved by including the influence of
non-selective bulk flow and kinetic coupling of fluxes. The numerical
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technique developed in this study can handle the resultant equations in 
their full complexity. Future work should therefore be directed towards 
obtaining the detailed experimental information necessary to enable the 
unambiguous recovery of all the basic model parameters. Any serious
attempt at the study of kinetic coupling must include the measurement of 
the concentration distribution within the membrane itself. The 
interferometric technique developed to date can only measure the 
concentration profiles in the liquid phases surrounding the membrane. 
The profiles within the membrane are then predicted on the basis of an 
adopted transport model. The measurement of the profiles within the 
membrane would at the very least provide a direct comparison between the 
predicted and measured 'internal' concentration profiles. The recent 
development of a micro-interferometer capable of measuring the 
concentration distribution within a 110/im sphere of sepharose offers 
some promise in this area [Korthauer et al, 1985]. In principle, the 
same technique could be applied to transparent membranes; though much
theoretical work remains to be done before a quantitative analysis of
the 'internal' fringes can be attempted.
The extent and influence of the non-selective bulk flow on the 
basic model parameters recovered is another difficult task which remains 
for future work. A potential technique suited to this problem has been 
used earlier by Mackie and Meares (1956). This technique essentially 
involves confining the solutions on either side of the membrane to 
closed compartments with capillaries attached. The bulk flow can then 
be determined by observing the change in the liquid height in the 
capillary tubes. Such a technique, however, may not be sufficiently
accurate especially if the extent of bulk flow is small. A possible
alternative in such cases is to regulate the pressure in each capillary 
tube to ensure that the liquid heights remain constant during the course
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of diffusion. The results obtained could then be compared with those 
from an experiment where the liquid levels are free to change.
The present work has been limited to measurements taken in a 
batch cell with the membrane seated horizontally between two 'static' 
liquid phases without mechanical stirring of the liquid. A major 
advantage of this arrangement is the absence of hydrodynamic boundary 
layers which complicate the analysis. The interferometric technique can 
also be applied with other experimental geometries. For example, 
experiments can be conducted under flowing liquid conditions. 
Preliminary investigations have indicated that under laminar flow 
conditions the build-up of concentration polarization can be studied 
directly. To conclude, interferometry is an accurate and non-intrusive 
technique for studying transport across mass transfer interfaces. The 
technique as applied to liquid/membrane interfaces is still in its 
infancy and future developments will no doubt open new areas of 
application.
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APPENDICES
APPENDIX I Geometric Path of a Light Ray Through a Medium with a 
Varying Refractive Index nCY*)
Fermat's principle of least time asserts that the optical path 
length P(Y) of an actual ray between any two points sx and s2 is shorter 
than the optical length of any other 'neighbouring' path which joins 
these points [Born & Wolf, 1965]. In other words, a light ray always 
travels an 'extremum' path between the points s1 and s2 . This principle 
can be used through calculus of variation [Bryson & Ho, 1969] to 
determine the 'unique' geometric path Y(X) of a light ray travelling 
through a medium with a known but variable refractive index n(Y).
In a variable refractive index field, light will always be 
deflected in the direction of increasing refractive index. Consider a 
medium in which the index of refraction varies from point to point as 
shown below.
Y l  light pathn(Y>1
 I
ds= dX 1*(dY) 
dX J
Vi.
Figure A. 1 Geometric path of a light ray through a medium with a 
varying refractive index profile
According to Fermat's principle of least time, the path of a light ray 
is uniquely determined by the extremum of the integral
rS2
P(Y) n(Y) ds (A. 1)
s l
- A.2 -
Making the substitution for ds in terms of X-Y coordinates leads to
rS 2
P(Y) - n(Y) [1+ (dY/dX)2 ]17 2 dX (A.2)
s 1
Let Y =Y (X) denote the path corresponding to the extremum of (A.2) and 
consider a small first order displacement e(X) about this optimal path:
Y(X) - Y (X) + e (X) (A.3)
dY
dX
dY de
dX dX
and
n(Y) = n(Y + e) = n(Y> ) + (dn/dY ).e 
Substituting (A.4) and (A.5) into (A. 2) leads to
(A.4)
(A.5)
to
P(Y +e) =
dn dY de 11/2
n(Y* ) + — 1 + ( —  + —  )2 dX (A.6)
dY - dX dX
(A.6) and retaining the first order terms only leads
*
dn r dY n dY de 1
P + SP - ■ n(Y) + —  e 1 +( —  ) + 2 -----
dY dX dX dX
4
1/2
dX (A. 7)
where the star notation (Y ) has been dropped for convenience and 5P is 
the first order variation in P(Y*). This equation may be rearranged to 
give
%
dn r d y
P + 5P - n(Y) + —  e i + ( — )
dY dX
*
1/2
+ 1 +
2 (dY/dX) (de/dX) 
1 + (dY/dX)2
1/2
dX (A.8)
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The last term in (A. 8) can be first expanded through the binomial
theorem and then simplified by dropping the second order terms:
P + 6P =
dn r d y
n(Y) + —  e i +c —  )2
dY dX
ni/2
1 +
(dY/dX) (de/dX) 
1 + (dY/dX)2
dX (A.9)
Multiplying the brackets through and retaining only the first order 
terms, results in the following expression
P + SP n(Y)
dY
1 + (  —  ) ; 
dX
1/2
dX
+ n(Y)
dn
dY
dY
1 + ( —  ): 
dX
dY , 
1 +  (  —  ) ‘ 
dX
'112 dY de
dX dX
dX
11/2
dX (A.10)
Here, we note that the first integral in (A.10) is the extremal path of 
the light ray; the first order change in the optical path can therefore 
be stated as
5 P =
+
n(Y)
dn
dY
dY 
1 +  —  
dX
21 ‘ 1'2 dY de
dX dX
dX
dY , 
! + (  —  )* 
dX
1/2
dX (A.11)
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The first integral in (A.11) can be integrated by-
parts to give
dY
n  / \ 2 -j ~ l / 2n [1 +( —  ) J e
dX
d
dX
n[l + ( —  T] 
dX
dY dY2 i~l/2 _
dX
e dX (A.12)
The first term in (A.12) vanishes because all rays must begin at sx and 
end at s2 . The second term in (A.12) can be expressed as
dn
dY
(1 + Z2)'1/2 Z2
+ n (1+Z2)'1/2 - Z2(l+Z2)'3/2
dZ
—  . (€dX) 
dX
(A.13)
where Z=(dY/dX). Simplifying the above expression and adding it to the 
remaining second term in equation (A.11) results in the following:
8P -
dn dn „ , , „
—  (1+Z2)1/2 ---  Z2(l+Z ) /2
dY dY
dZ
- n
(1+Z2)3/2 dX
€ dX (A.14)
A necessary condition for an 'extremum' is that its first order 
variation is zero for any arbitrary variation. From (A.14) it is 
evident that this will be the case if and only if the bracketed term in 
the integrand is identically zero. The geometric path of the light ray 
is therefore described by the solution of the following differential
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equation:
dn
—  (1+Z2)"172 - n
dY (1+Z*)2s-3/2
dZ
dX
- 0 (A.15)
which on back substitution for Z = dY/dX leads to Eq.(3.13) stated 
without proof in Chapter 3:
d2Y 1 dn
dX n(Y)dY
dY , 
1 +  ( —  )'  
dX
(3.13)
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APPENDIX II Refractive Index and Composition
The Twyman-Green interferometer measures the refractive index 
profile of a binary solution which must be converted to a concentration 
profile. This requires an experimental relationship between the 
refractive index and concentration over the range of interest and at the 
wavelength of the light source used. Reliable data for ethanol-water 
solutions are only available at the wavelength of sodium light (589.2nm) 
[International Critical Tables 1930]. To use this data at the 
wavelength of He/Ne laser (632.8nm) only a point correction is 
necessary. This is because • the slope of the refractive 
index/composition curve is practically the same at all wavelengths 
within the visible spectrum [Muller,1973]. Over small ranges in 
concentration cL < c < cH , the relationship between the refractive 
index and concentration is linear:
c - cL
n(c) = n(cL) + b {-------- } , cL < c < cH
CH •  CL
The parameters obtained by fitting the experimental data to the above 
relationship are shown below for 0-3, 0-6, 15-20 and 25-30 wt% ethanol:
Table A. 1 Refractive index-concentration relationship for 
ethanol/water solutions at 25 °C (corrected to 632 nm) .
cT
Cone. Range Constants
gmoles/cm
cH n(ck) b
0.000E0 6.427E-4 1.33320 1.923E-3
0.000E0 1.285E-3 1.33320 3.846E-3
3.169E-3 4.195E-3 1.34325 3.468E-3
5.204E-3 6.191E-3 1.34998 2.871E-3
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APPENDIX III Computer Programs
Listing of program PFIND used to trace the optical path of up 
to 300 light rays through the diffusion cell
00001 :C k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k
00002 :C k PFIND: This routine is the heart of the interferometric *
00003:C k simulation program. It evaluates the pathlength and deflection*
00004:C k of a beam of light passing through the optical cell. The *
00005:C k incoming beam can be split up into a maximum of 300 rays *
00006:C k rays. *
00007:C k *
00008:C k The routine is called twice. On the first pass through the cell*
00009:C k and once again after the light rays have been reflected off the*
00010:C k the mirror Ml. k
00011:C k k
00012:C k All light rays are traced through the refracting liquid k
00013:C k with a fourth-order Runge-Kutta integrating routine.
00014:C k *
00015:C k Curve fitting and first derivative evaluation is undertaken *
00016:C k by a (NAG) cubic spline fitting program. *
00017:C k *
00018:C k Double precision is used throughout. *
00019:C k *
00020:C k Main arguments are: k
00021 :C *1.A k
00022:C * N Number of rays. k
00023:C * NTRY A vector of size N holding the R.I. data k
00024:C k DYDXIN A vector of size N holding the slope of the incoming k
00025:C k rays. k
00026:C k YIN A vector of size N holding the entrance position k
00027:C k of each ray into the glass cell. k
00028:C k LTOT A vector of size N. On exit this contains the total k
00029:C k optical pathlength taken by each ray. k
00030:C k STOT A vector of size N. On exit this contains the k
00031:C k geometrical pathlengths through the liquid. k
00032:C k DYDXOT A vector of size N. On exit this contains the slopes k
00033:C k of the out going rays. k
00034:C k YOUT A vector of size N. On exit this, contains the exit k
00035:C k positions of the out going rays. k
00036:C k i k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k k
00037: SUBROUTINE PFIND0(N, NTRY, DYDXIN,YIN, TET1, TET2, LTOT, DYDXOT,YOUT)
00038: IMPLICIT DOUBLE PRECISION (A-Z)
00039: INTEGER N ,IL,I,IHLF,NDIM ,JR
00040: DIMENSION DYDXIN(300),YIN(300),NTRY(300),YOUT(300),
00041: 1LTOT(300),DYDXOT(300),DYDX(1000),Y(1000),
00042: 3H(3),DERH(3), PRMT(5),AUX(8,3)
00043: REAL*4 FTIME,STIME
00044: COMMON /SYSP/ GLASSW,NAIR,NGLASS,XINT,IL,D1,D2,D3
00045: COMMON /ANGLE/ DTET1,DTET2,HO,DO
00046: EXTERNAL FCT,OUT,DTAN
00047:C
00048:C
00049:C EVALUATE PATH AND OPTICAL PATH FOR EACH OF THE N RAYS IN TURN
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00050:
00051:
00052:
00053:
00054:
00055:
00056:
00057:
00058:
00059:
00060:
00061:
00062:
00063:
00064:
00065:
00066:
00067:
00068:
00069:
00070:
00071:
00072:
00073:
00074:
00075:
00076:
00077:
00078:
00079:
00080:
00081:
00082:
00083:
00084:
00085:
00086:
00087:
00088:
00089:
00090:
00091:
00092:
00093:
00094:
00095:
00096:
00097:
00098:
00099:
00100:
00101:
00102:
00103:
00104:
00105:
00106:
00107:
00108:
NDIM=3
DTET1=TET1
DTET2=TET2
TET1 AND TET2 USED DURING A TESTING PROCEDURE TO DETERMINE THE 
INFLUENCE OF NON-PARALLEL CELL W A L L S D E F A U L T  SET AT PARALLEL
CLOCKWISE TILT TET= +ve,ANTICLOCKWISE TILT TET=-ve 
DYDX IN '/'=+ve,OTHERWISE -ve
DO 100 1=1,N 
: WRITE(9,1234) (PRMT(JR),JR=1,4)
1234 FORMAT(1H ,'PFINDO',4(IX,1PD16.9))
C
900
C
10
C
901
C
WRITE(*,900)YIN(I),DYDXIN(I),H(3)
FORMAT(1H ,'1',3(1X,1PD15.7))
H(3)=(2.0DO+(HO-YIN(I))*DTAN(-TET1))*NAIR 
IF(H(3).LE.0.0D0)WRITE(*,10)
FORMAT(1H /ERROR IN H(3)')
DH=DABS(DATAN(DYDXIN(I))+TET1) 
H(1)=DTAN(DH)
WRITE(*,901)YIN(I),H(1),H(3)
FORMAT(1H ,' 2',3(IX,1PD20.7))
FIND CHANGES ON ENTRY INTO GLASS WALL 
Cl SIN ANGLE IN GLASS 
C2 VERTICAL SHIFT IN GLASS 
C3 OPTICAL PATH LENGTH IN GLASS
C1=NAIR*(H(1)/DSQRT(1.DO+H(1)**2))/NGLASS 
C1=C1**2
C2=DSQRT(Cl/(1.DO-Cl))*GLASSW 
IF(Cl.NE.O.DO) C3=NGLASS*C2/DSQRT(C1)
IF(Cl.EQ.O.DO) C3=NGLASS*GLASSW 
IF(TET1.GT.0.0D0)H(2)=YIN(I)-C2 
IF ( TET1. LE. 0. ODO.) H (2 ) =YIN (I) +C2 
Note:when TET1=0.0D0 H(2)=YIN(I)+C2 
EVALUATE REFRACTION AT INNER GLASS WALL/LIQUID INTERFACE 
LIQUID REFRACTIVE INDEX VALUES ARE LOADED INTO SUBROUTINE FORMD ONCE 
THE DSS2 ROUTINE HAS NUMERICALLY SOLVED THE CURRENT SET OF PARTIAL 
DIFFERENTIAL EQUATIONS
CALL FORMD(H(2),NSP,NDOT) 
C4=NGLASS*DSQRT(Cl)/NSP 
H (1)=DSQRT(C4**2/(1.DO-C4**2)) 
DIN1=DYDXIN(I)
DT1=H(1)
WRITE(*,902)H(2),H(1)
FORMAT(1H ,'3',2(1PD20.7))
CALL ROTATE(DIN1,DTI,TET1.SLT1)
H(1)=SLT1
H(3)=H(3)+C3
WRITE(*,903)H(2),H(1),H(3) 
FORMAT(1H ,'4',3(IX,1PD20.7))
C
902
C
903
C
C
C
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00109 PRMT(1)=0.DO
00110 PRMT(2)-2.D0*(30.D0-H(2))*DTAN(0.5D0*(TET1+TET2))+2.D0
00111 PRMT(3)=PRMT(2)/I.DO
00112 PRMT(4)=1.D-12
00113 C
00114 C
00115 C
00116 WEIGHT=1.DO/FLOAT(NDIM)
00117 DERH(1)=WEIGHT
00118 DERH(2)=WEIGHT
00119 DERH(3)=WEIGHT
00120 G
00121 CALL DRKGS(PRMT,H ,DERH,NDIM,IHLF,FCT,OUT,AUX)
00122 C
00123 IF(IHLF.LE.IO) GO TO 555
00124 WRITE(*,1222)
00125 WRITE(9,1222)
00126 1222 FORMAT(1H /PROBLEM INTEGRATING,TRY A DIFFERENT STEP LENGTH')
00127 STOP
00128 555 CONTINUE
00129 C
00130 C STORE THE VALUES OF Y,DYDX,OPTICAL PATH LENGTH FOR EACH
00131 C RAY ON EXIT FROM CELL IN TURN
00132 C
00133 Y(I)-H(2)
00134 DYDX(I)-H(1)
00135 LTOT(I)-H(3)
00136 C WRITE(*,904)H(2),H(1),H(3)
00137 904 FORMAT(1H /5' ,3(1PD20.7))
00138 C
00139 C WORK OUT REFRACTION AT EXIT FROM LIQUID/GLASS INTERFACE
00140 C
00141 DHL=DABS(DATAN(H(1))+TET2)
00142 H (1)=DTAN(DHL)
00143 SIN1-H(1)/DSQRT(1.D0+H(1)**2)
00144 CALL FORMD(H(2),NSP,NDOT)
00145 SIN2=NSP*SINI/NGLASS
00146 C5=GLASSW*DSQRT(SIN2**2/(1.DO-SIN2**2))
00147 IF( SIN2. NE. 0. DO) LTOT (I) =LTOT (I) +NGLAS S*C5/SIN2
00148 IF(SIN2.EQ.0.DO) LTOT(I)-LTOT(I)+NGLASS*GLASSW
00149 IF(TET2.GT.0.ODO)YOUT(I)=Y(I)-C5
00150 IF(TET2.LE.0.ODO)YOUT(I)=Y(I)+C5
00151 SIN1=NGLAS S*SIN2/NAIR
00152 DYDXOT(I)=SIN1/DSQRT(1.DO-SIN1**2)
00153 DIN2=DYDX(I)
00154 DT2=DYDXOT(I)
00155 C WRITE(*,905) YOUT(I),DYDXOT(I),LTOT(I)
00156 905 FORMAT(1H ,'6',3(1X,1PD20.7))
00157 CALL ROTATE(DIN2,DT2,TET2,SLT2)
00158 DYDXOT(I)=SLT2
00159 DOUT=2.0D0+(HO-YOUT(I))*DTAN(TET2)
00160 IF(DOUT.LE.0.0D0)WRITE(*,45)
00161 45 FORMAT(1H /ERROR IN DOUT')
00162 YOUT(I)=YOUT(I)+DYDXOT(I)*DOUT
00163 LTOT(I)=LTOT(I)+NAIR*(DOUT^DSQRT(1+DYDXOT(I)**2))
00164 C
00165 C WRITE(*,906)YOUT(I),DYDXOT(I),LTOT(I),DOUT
00166 906 FORMAT(1H ,'7',4(IX,1PD15.7))
00167 100 CONTINUE
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00168
00169
00170
00171
00172
00173
00174
00175
00176
00177
00178
00179
00180 
00181 
00182
00183
00184
00185
00186
00187
00188
00189
00190
00191
00192
00193
00194
00195
00196
00197
00198
00199
00200 
00201 
00202
00203
00204
00205
00206
00207
00208
00209
00210 
00211 
00212
00213
00214
00215
00216
00217
00218
00219
00220 
00221 
00222
00223
00224
00225
00226
C
49
9
10
WRITE(*,49)(I,YOUT(I),DYDXOT(I),LTOT(I),1=1,N)
FORMAT(1H /SLANT CH,I ,YOUT,DYDXOT,LTOT',4(IX,1PD12.5))
RETURN
END
LISTING OF INTEGRATING ROUTINE (STANDARD PROCEDURE USED HERE)
SUBROUTINE DRKGS(PRMT,Y ,DERY,NDIM,IHLF,FCT,OUT,AUX)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION Y(NDIM),DERY(NDIM),AUX(8,NDIM),PRMT(5),A(4),B(4),C(4)
INTEGER*4 ISTEP
COMMON /BLK1/ TOTAL
DO 1 1=1,NDIM
AUX(8,I)=DERY(I)/15 DO
X=PRMT(1)
XEND=PRMT(2)
TOTAL=PRMT(2)
H=PRMT(3)
PRMT(5)=0.DO
CALL FCT(PRMT,X,Y,DERY,NDIM,H)
IF(H*(XEND-X)) 38,37,2 
A(1)=0.5D0
A(2)=l.D0-DSQRT(2.D0)/2.DO
A(3)=l.D0+DSQRT(2.D0)/2.DO
A(4)=l.DO/6.DO
B(l)=2.DO
B(2)=l.DO
B(3)=l.DO
B(4)=2.DO
C(1)=0.5D0
C(2)=A(2)
C(3)=A(3)
C(4)=0.5D0 
DO 3 1=1,NDIM 
AUX(1,I)=Y(I)
AUX(2,I)=DERY(I)
AUX(3,I)=0.D0
AUX(6,I)=0.DO
IREC=0
H=H+H
IHLF=-1
ISTEP=0
IEND=0
IF((X+H-TOTAL)*H) 7,6,5
XEND=TOTAL
H=XEND -X
IEND=1
CALL OUT(PRMT,X ,Y ,DERY,NDIM,IHLF,AUX)
IF(PRMT(5)) 40,8,40 
ITEST=0 
ISTEP=ISTEP+1 
J=1
AJ=A(J)
BJ=B(J)
CJ=C(J)
DO 11 1=1,NDIM 
R1=DERY(I)*H
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00227 R2=AJ*(R1-BJ*AUX(6,I))
00228 Y(I)=Y(I)+R2
00229 R2=R2+R2+R2
00230 11 AUX(6,I)=AUX(6,I)+R2-CJ*R1
00231 IF(J-4) 12,15,15'
00232 12 J=J+1
00233 IF(J-3) 13,14,13
00234 13 X=X+0.5D0*H
00235 14 CALL FCT(PRMT,X ,Y ,DERY,NDIM,H)
00236 GO TO 10
00237 15 IF(ITEST) 16,16,20
00238 16 DO 17 1=1,NDIM
00239 17 AUX(4,I)=Y(I)
00240 ITEST=1
00241 ISTEP=ISTEP+ISTEP-2
00242 18 IHLF=IHLF+1
00243 X=X-H
00244 H=0.5D0*H
00245 DO 19 1=1,NDIM
00246 Y(I)=AUX(1,I)
00247 DERY(I)=AUX(2,I)
00248 19 AUX(6,I)=AUX(3,1)
00249 GO TO 9
00250 20 IMOD=ISTEP/2
00251 IF(ISTEP-IMOD-IMOD) 21,23,21
00252 21 CALL FCT(PRMT,X,Y,DERY,NDIM,H)
00253 DO 22 1=1,NDIM
00254 AUX(5,I)=Y(I)
00255 22 AUX(7,I)=DERY(I)
00256 GO TO 9
00257 23 DELT=0.DO
00258 DO 24 1=1,NDIM
00259 24 DELT=DELT+AUX(8,1)*DABS(AUX(4,1)-Y(I))
00260 IF(DELT-PRMT(4))28,28,25
00261 25 IF(IHLF-50) 26,36,36
00262 26 DO 27 1=1,NDIM
00263 27 AUX(4,I)=AUX(5,I)
00264 ISTEP=ISTEP+ISTEP-4
00265 X=X-H
00266 IEND=0
00267 GO TO 18
00268 28 CALL FCT(PRMT,X,Y,DERY,NDIM,H)
00269 DO 29 1=1,NDIM
00270 AUX(1,I)=Y(I)
00271 AUX(2,I)=DERY(I)
00272 AUX(3,I)=AUX(6,I)
00273 Y(I)=AUX(5,I)
00274 29 DERY(I)=AUX(7,I)
00275
00276
00277
CALL OUT(PRMT,X -H ,Y ,DERY,NDIM,IHLF,AUX)
00278 IF(PRMT(5)) 40,30,40
00279 30 DO 31 1=1,NDIM
00280 Y (I)=AUX(1,1)
00281 31 DERY(I)=AUX(2,I)
00282 IREC=IHLF
00283 IF(IEND) 32,32,39
00284 32 IHLF=IHLF-1
00285 ISTEP=ISTEP/2
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00286 H=H+H
00287 IF(IHLF) 4,33,33
00288 33 IM0D=ISTEP/2
00289 IF(ISTEP-IMOD-IMOD) 4,34,4
00290 34 IF(DELT-0.02D0*PRMT(4)) 35,35,4
00291 35 IHLF=IHLF-1
00292 ISTEP=ISTEP/2
00293 H=H+H
00294 GO TO 4
00295 36 IHLF=11
00296 CALL FCT(PRMT,X,Y,DERY,NDIM,H)
00297 GO TO 39
00298 37 IHLF-12
00299 GO TO 39
00300 38 IHLF=13
00301 39 CALL OUT(PRMT,X,Y,DERY,NDIM, IHLF,AUX)
00302 40 CONTINUE
00303 RETURN
00304 END
00305 SUBROUTINE FCT(PRMT,X ,H ,DERH,NDIM,STEP)
00306 IMPLICIT REAL*8 (A-H.O-Z)
00307 DIMENSION PRMT(5),H(NDIM),DERH(NDIM)
00308 REAL*8 NSP,NDOT
00309 CALL FORMD(H(2),NSP,NDOT)
00310 DERH(1)=(1.DO+H(1)**2)*NDOT/NSP
00311 DERH ( 2 ) =»H (1)
00312 DERH(3)=NSP*DSQRT(1.DO+H(1)**2)
00313 C IF(H(2).LT.10.0D0) GO TO 5555
00314 C WRITE(*,25) X,H(2),H(1),H(3),STEP
00315 25 FORMAT(1H ,'....... '/1H ,F6. 3 , IX, 1PD16 . 9 , IX, 1PD13 . 6 , IX, 1PD16 . 9 ,
00316 ? 1PD13.6)
00317 5555 CONTINUE
00318 RETURN
00319 END
00320 SUBROUTINE OUT(PRMT,X,H,DERH,NDIM,IHLF,AUX)
00321 IMPLICIT REAL*8 (A-H,0-Z)
00322 DIMENSION PRMT(5),H(NDIM),DERH(NDIM),AUX(8,NDIM)
00323 COMMON /BLK1/ TOTAL
00324 C WRITE(9,2222) X,H(2),H(1),DERH(1),H (3),IHLF
00325 2222 FORMAT(1H ,'OUT',5(IX,1PD14.6),IX,12)
00326 TY=H(2)
00327 CALL TOT(TY,TT)
00328 TOTAL=TT
00329 C PARTAL=X-H (2)*DTAN(TET1)
00330 C IF(PARTAL.LT.TOTAL) GO TO 100
00331 C PRMT(5)=*1 .DO
00332 100 CONTINUE
00333 C
00334 RETURN
00335 END
00336 SUBROUTINE TOT(Y ,TOTAL)
00337 IMPLICIT DOUBLE PRECISION (A-H,0-Z)
00338 COMMON /ANGLE/TET1,TET2,HO,DO
00339 EXTERNAL DTAN
00340 C
00341 C
00342 C THIS ROUTINE IS USED WHEN CALCULATING THE INFLUENCE OF NON-PARALLE
00343 C CELL WALLS..... CURRENT DEFAULT SET TO PARALLEL
00344 C
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00345: AT ET1=DAB S(TET1)
00346: ATET2=DABS(TET2)
00347: DT=DABS(DTAN(ATETl)-DTAN(ATET2))
00348: IF(TET1.EQ.0.0D0.AND.TET2.EQ.0.ODO)GOTO 85
00349: IF(TET1.EQ.TET2)G0T0 85
00350: HS1=D0/(DTAN(ATET1)+DTAN(ATET2))
00351: HS 23=DO/DABS(DTAN(ATET1)-DTAN(ATET2))
00352: IF(TET1.LE.0.0D0.AND.TET2.LE.0.0D0)GOTO 105
00353: IF(TET1.GE.0.0D0.AND.TET2.GE.0.0D0)GOTO 125
00354:C TET1*TET2<0.0
00355: TOTAL=(DTAN(ATET1)+DTAN(ATET2))*(HS1+HO-Y)
00356: GOTO 200
00357:85 TOTAL=DO
00358: GOTO 200
00359:105 IF(ATET1.GT.ATET2)TOTAL=DT*(HS 2 3-HO+Y)
00360: IF(ATET2.GT.ATETl)TOTAL=DT*(HO+HS 23 -Y)
00361: GOTO 200
00362:125 IF(ATETl.GT.ATET2)TOTAL=DT*(HO+HS23-Y)
00363: IF(ATET2.GT.ATET1)TOTAL=DT*(HS23-HO+Y)
00364:200 IF(TOTAL.LE.0.0D0)WRITE(*,201)TOTAL
00365:201 FORMAT(1H ,'ERROR IN TOTAL',1PD12.6)
00366: RETURN
00367: END
00368:C 
00369:C 
00370:C
00371: SUBROUTINE ROTATE(DYDXIN,DYDX,TET,DYDXOT)
00372: IMPLICIT DOUBLE PRECISION (A-H,0-Z)
00373: EXTERNAL DTAN
00374:C 
00375:C
00376:C THIS ROUTINE IS USED WHEN CALCULATING THE INFLUENCE OF NON-PARALLE
00377:C CELL WALLS.  CURRENT DEFAULT SET TO PARALLEL
00378:C
00379: DIN=DATAN(DYDXIN)
00380: DDS=DATAN(DYDX)
00381: IF(DYDXIN.LE.0.0D0)GOTO 100
00382: T=DABS(DIN)-DABS(TET)
00383: IF(TET.GE.O.ODO)GOTO 10
00384: IF(TET.LT.0.0D0.AND.T .LE.0.0D0)GOTO 20
00385: IF(TET.LT.O.ODO.AND.T.GT.O.ODO)GOTO 30
00386: WRITE(*,9)
00387:9 FORMAT(1H ,'ROTATE ERROR')
00388: GOTO 180
00389:10 IF(DDS.LT.DABS(TET))SS=(DABS(TET)-DDS)*(-1.0D0)
00390: IF(DDS.GE.DABS(TET))SS=DDS-DABS(TET)
00391: GOTO 200
00392:20 IF(DDS.LT.DABS(TET))SS-DABS(TET)-DDS
00393: IF(DDS.GE.DABS(TET))SS=(DDS-DABS(TET))*(-1.0D0)
00394: GOTO 200
00395:30 SS=DABS(TET)+DDS
00396: GOTO 200
00397:100 CONTINUE
00398: T=DABS(DIN)-DABS(TET)
00399: IF(TET.LE.0.0D0)GOTO 110
00400: IF(TET.GT.0.0D0.AND.T .GT.0.ODO)GOTO 120
00401: IF(TET.GT.0.0D0.AND.T .LE.0.0D0)GOTO 130
00402: WRITE(*,109)
00403:109 FORMAT(1H ,'ROTATE ERROR2')
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00404 GOTO 180
00405 110 IF(DDS.GE.DABS(TET))SS=(DDS-DABS(TET))*(-1.0D0)
00406 IF(DDS.LT.DABS(TET))SS=DABS(TET)-DDS
00407 GOTO 200
00408 120 SS-(DABS(TET)+DDS)*(-1.0D0)
00409 GOTO 200
00410 130 IF(DDS.LT.DABS(TET))SS=(DABS(TET)-DDS)*(-1.0D0)
00411 IF(DDS.GE.DABS(TET))SS=DDS-DABS(TET)
00412 GOTO 200
00413 180 STOP
00414 200 CONTINUE
00415 DYDXOT=DTAN(S S)
00416 RETURN
00417 END
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Listing of subroutines used in conjunction with DSS2 package
[Schiesser, 1976] to solve the model equations.
Description of differential equations
INITIAL initialisation routine
DERV model description
PRINT print routine
DSS006 7 point finite difference routine
Flory-Huggins model routines
INTFL interfacial concentrations
FLORYA membrane phase activities and assoc, derivatives
FL12 ethanol-water binary interaction parameter
Liquid phase property routines
GAMMAL activity coefficient of ethanol-water mixtures
DCON concentration-diffusivity relationship
CRHOL concentration-density relationship
FORMD concentration-refractive index inversion routine
Others
CUBIC2 NAG cubic spline routine
ROUTE/FCN NAG multidimensional route finding routines
00001
00002 C. . .
00003 C. . .
00004 C
00005 C
00006
00007
00008 1
00009 2
00010 3
00011 3
00012 3
00013 4
00014 5
00015 C. . .
00016
00017
00018
SUBROUTINE INITAL
THIS ROUTINE SETS THE INITIAL CONDITIONS FOR THE PDE'S
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
COMMON/T/T,NFIN,NRUN
/Y/U1(30),U2(30),U3(30),U1W(30),U2W(30),U3W(30)
. /F/U1T(30),U2T(30),U3T(30),U1WT(30),U2WT(30),U3WT(30) 
/UX/U1X(30),U1XX(30),U2X(30),U2XX(30)
,U3X(30),U3XX(30)
,U1WX(30) ,U1WXX(30) ,U2WX(30) ,U2WXX(30) ,U3WX(30) ,U3WXX(30) 
/PRAM/NP1, N.P2, NP3 , RYBl, RYB2 , RYB3 , CO 
/DPRAM/YB1,YB2,YB3,DT,RLO
COMMON /V0L/U1S,U2S
COMMON /DSS3/D2,DO,D2W,TEND
COMMON /DSS5/CUP,CLOW,RNUP,RNLOW
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00019
00020 
00021 
00022
00023
00024
00025
00026
00027
00028
00029
00030
00031
00032
00033
00034
00035
00036
00037
00038
00039
00040
00041
00042
00043
00044
00045
00046
00047
00048
00049
00050
00051
00052
00053
00054
00055
00056
00057
00058
00059
00060 
00061 
00062
00063
00064
00065
00066
00067
00068
00069
00070
00071
00072
00073
00074
00075
00076
00077
C DSS3 COMES FORM FUNCT AND IS ONLY NECESSARY WITH
C THIS MODEL. OTHERWISTHESOLD VERSION OF DSS3 MUST BE USED
C COMMON/DS S 3 -5/ COME FROM FUNCT1
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
C SYSTEM DIAGRAM 
C ..............
c
C X x
C
C »  ! ! »
C
c 
c
C 0
c
C -1
c 
c
C «  ! ! «
C 
C 
C
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
c 
c 
c SET PARAMETERS 
RYB1=0.7D0 
RYB2=-0.0143D0 
RYB3=-0.7D0 
U1S=58.683D0 
U2S=18.067D0 
NP1=30 
NP2=30 
NP3=30 
CUP
/*CM
/*CM
/*CM
/*CM3PERMOLE
/*GMOLES PER CM3 
SET INITIAL CONDITIONS (T=0)
C 
C 
C 
C
C...
C. . .
C RCl=GMOLES/CM3
RC1=CUP /* ONLY IF MEMB EQUILIB. WITH UPPER SOLN.
DO 1 1=1,NP1
U1W(I)=(1.0D0/U2S)*(1.0D0-U1S*RC1)
1 U1(I)=RC1
C CALL INTFL TO OBTAIN CONC. IN MEMB
C BY PUTTING CO-l.ODO WE DEAL IN REAL CONC. UNITS
CALL INTFL(1,1.0D0,RC1,U1W(1),C1M,C2M)
DO 2 1=1,NP2 
U2W(I)=C2M
2 U2(I)=C1M
DO 3 1=1,NP3
U3W(I)=(1.0D0/U2S)*(1.0D0-U1S*CL0W)
3 U3(I)=CLOW
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
C THIS SECTION CONVERTS EVERYTHING INTO DIMENSIONLESS FORM 
C VARIABLES ARE:
C DT=DO*T/RLO**2, X=X/RLO AND C=C/CO
C
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00078 C DO =MEMBRANE COEFF. CM2/SEC PASSED FROM FUNCT1
00079 C USING THE ETHANOL VALUE
00080 C RLO=THICKNESS OF MEMB. IN CM
00081 C CO =MAX CONC. GMOLES/CM3 IN LIQ. PHASE
00082 C
00083 CO=CUP
00084 RLO=0.0143D0
00085 C CONVERT
00086 DT=DO*TEND/RLO**2
00087 YB1“RYB1/RLO
00088 YB 2=RYB 2/RLO
00089 YB 3=RYB 3/RLO
00090 C
00091 DO 10 1=1,NP1
00092 U1W(I)=U1W(I)/C0
00093 10 U1(I)=U1(I)/C0
00094 DO 20 1=1,NP2
00095 U2W(I)=U2W(I)/CO
00096 20 U2(I)=U2(I)/CO
00097 DO 30 1=1,NP3
00098 U3W(I)=U3W(I)/CO
00099 30 U3(I)=U3(I)/CO
00100 cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
00101 RETURN
00102 END
00103 c . .
00104 c . .
00105 c . .
00106 SUBROUTINE DERV
00107 IMPLICIT DOUBLE PRECISION (A-H,0-Z)
00108 COMMON/T/T,NFIN,NRUN
00109 1 /Y/U1(30),U2(30),U3(30),U1W(30),U2W(30),U3W(30)
00110 2 /F/U1T(30),U2T(30),U3T(30),U1WT(30),U2WT(30),U3WT(30)
00111 3 /UX/U1X(30),U1XX(30),U2X(30),U2XX(30)
00112 3 ,U3X(30),U3XX(30)
00113 3 ,U1WX(30) ,U1WXX(30) ,U2WX(30) ,U2WXX(30) ,U3WX(30) ,U3WXX(30)
00114 4 /PRAM/NP1,NP2,NP3,RYB1,RYB2,RYB3,CO
00115 5 /DPRAM/YB1,YB2,YB3,DT,RLO
00116 c . .
00117 COMMON /VOL/U1S,U2S
00118 COMMON /DS S 3/D2,DO,D2W,TEND
00119 COMMON /DSS5/CUP,CLOW,RNUP,RNLOW
00120 COMMON /DUMP/STOT
00121 SAVE IIX,ST
00122 c . .
00123 DIMENSION PDEV(2,2)
00124 DIMENSION PPDEV(30,2,2),PAT1(30),PAT2(30),PAT3(30),PAT4(30)
00125 !,GRAD(30),GRADW(30)
00126 COMMON/PTABLE/PPDEV,PAT1,PAT2,PAT3,PAT4,
00127 !FTM1,FTM2,FBM1,FBM2,FTL1,FTL2,FBL1,FBL2,GRAD,GRADW
00128 c
00129 c
00130 c U1S=58.683D0
00131 c U2S=18.067D0 /*CM3PERMOLE
00132 c
00133 c
00134 c . . EVALUATE THE TIME DERIVATIVES BY TWO SUCCESSIVE CALLS TO SUBROU­
00135 c . . TINE DSS006. THE FIRST CALL COMPUTES THE FIRST-ORDER PARTIAL
00136 c . . DERIVATIVE PU/PX WHICH IS STORED IN ARRAY UX
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00137 C. . .
00138 C. . . APPLY BOUNDARY CONDITIONS AS CONSTRAINTS
00139 C. . .
00140 IIX-IIX+1
00141 IF(IIX.LT.1)IIX=0
00142 IF(IIX.GT.20000)IIX-1
00143 STOT-IIX*1.0D0
00144 IF(ST.LT.1.OD-4)ST=0.0D0
00145 CALL INTFL(1,C0,U1(1),U1W(1),C1M,C2M)
00146 U2(NP2)=C1M
00147 U2W(NP2)=C2M
00148 CALL INTFL(2,CO,U3(NP3),U3W(NP3),C1M,C2M)
00149 U2(1)-C1M
00150 U2W(1)=C2M
00151 C. . .
00152 C. . . COMPUTE SPATIAL DERIVATIVES OF U1 AND U2
00153 C. . .
00154 CALL DSS006(YB3,YB2,NP3,U3,U3X)
00155 CALL DSS006(YB2,0.0D0,NP2,U2,U2X)
00156 CALL DSS006(0.0D0,YB1,NP1,U1,U1X)
00157 CALL DSS006(YB3,YB2,NP3,U3W,U3WX)
00158 CALL DSS006(YB2,0.0D0,NP2,U2W,U2WX)
00159 CALL DSS006(0.0D0,YB1,NP1,U1W,U1WX)
00160 C. . .
00161 C APPLY BOUNDARY CONSTRAINTS ON FLUX
00162 C LIQUID PHASE DIFF. COEFF IS A FUNCTION OF CONC.
00163 CALL DCONC(U3(NP3),CO,D3)
00164 CALL DCONC(U1(1),CO,Dl)
00165 C
00166 G FLUX INSIDE THE MEMBRANE IS DESCRIBED BY
00167 C J2 = DO*[(ClM*dLN(Al)/dClM)*dClM/dX +(ClM*dLN(Al)/dC2M)*dC2M/dX]
00168 C J2W - D2W*[(C2M*dLN(A2)/dClM)*dClM/dX +(C2M*dLN(A2)/dC2M)*dC2M/dX]
00169 C
00170 cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
00171 c LOWER LIQUID FIRST
00172 ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
00173 c FLORYA NEEDS REAL CONCENTRATIONS
00174 C1M=U2(1)*C0
00175 C2M=U2W(l)*CO
00176 c IF(C1M.LE.0.0D0)WRITE(*,711)
00177 c IF(C2M.LE.0.0D0)WRITE(*,711)
00178 711 FORMAT(1H /111')
00179 CALL FLORYA(C1M,C2M,DUM1,DUM2,PDEV)
00180 c
00181 c
00182 AA1-C1M*PDEV(1,1)
00183 AA2-C1M*PDEV(1,2)
00184 AA3=C2M*PDEV(2,1)
00185 AA4=C2M*PDEV(2,2)
00186 c
00187 c
00188 ATEMP1=C1M*PDEV(1,1)*U2X(1)
00189 ATEMP2=C1M*PDEV(1,2)*U2WX(1)
00190 ATEMP 3-C 2M*PDEV(2,1)*U2X(1)
00191 ATEMP4=C2M*PDEV(2,2)*U2WX(1)
00192 c
00193 c LIMITING CASES FOR ClMdLN(Al)/dCl___
00194 c
00195 IF(U2(1).LE.0.0D0)THEN
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00196: ATEMP1=U2X(1)
00197: ATEMP2-0. 0D0
00198: ELSE
00199: CONTINUE
00200: END IF
00201: IF (U 2W (1). LE.0 . ODO)THEN
00202: ATEMP3=0. ODO
00203: ATEMP4=U2WX(1)
00204: ELSE
00205: CONTINUE
00206: . END IF
00207:C C$ OPTIONS USED DEPENDING ON BOUNDARY CONDITIONS UNDER TEST
00208:CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
00209:709 CONTINUE
00210: U3X(NP3) - ( 1 . 0D0/D3) *D 2 *(ATEMP1+ATEMP2)
00211: GG1=D2*(ATEMP1+ATEMP2)
00212: GG2=D2W*(ATEMP3+ATEMP4)
00213: FBM1=GG1*C0/RL0
00214: FBM2=GG2*CO/RLO
00215:C# U3X(NP3)=(1.0D0/D3)*(U2S/(U2S-U1S))*(GG1+GG2)
00216:C IF(IIX .EQ .403)W RITE(*,560)U3X(NP3),G G 1,G G 2
00217:560 FORMAT( 1H , 'U3X(NP3),GG1,GG2',3 (2X,1PD17.6 ) )
00218:C.. U3X(NP3)=(D2/D3)*U2X(1) -----  AS BEFORE EXAMPLE
00219: U3WX(NP3) = ( 1 .0D0/D3) *D2W*(ATEMP3+ATEMP4)
00220:C# U3W X(NP3)-(U1S/U2S)*U3X(NP3)*(-1.0D0)
00221: FBLl=D3*U3X(NP3)*CO/RLO
00222: FBL2=D3*U3WX(NP3)*CO/RLO
00223:C WRITE( * , 2 ) PDEV(1, 1 ) ,P D E V (1 ,2 ),ATEMP1,ATEMP2, PDEV(2 ,1 )
00224:C ! , PDEV( 2 , 2 ) , ATEMP3,ATEMP4
00225:2 FORMAT( 8 ( IX , F 9 .3 ) )
00226:809 CONTINUE
00227:cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
00228:C TOP LIQUID
00229:cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
00230: C1M=U2(NP2)*C0
00231: C2M=U2W(NP2)*CO
00232:C IF (C 1M .L E .0 . ODO) WRITE(* ,8 1 1 )
00233:C IF(C2M.LE.0.ODO)WRITE(* ,8 1 1 )
00234:811 FORMAT( 1H , '2 2 2 ')
00235: CALL FLORYA(C1M, C2M,DUM1,DUM2, PDEV)
00236:C
00237:C
00238:C
00239: AA1=C1M*PDEV(1 ,1 )
00240: AA2=C1M*PDEV(1 ,2 )
00241: AA3=C2M*PDEV(2 ,1 )
00242: AA4=C2M*PDEV(2 ,2 )
00243:C
00244:C
00245: ATEMP1=C1M*PDEV(1, 1)*U2X(NP2)
00246: ATEMP2-C1M*PDEV(1 ,2 ) *U2WX(NP2)
00247: ATEMP3=C2M*PDEV(2, 1)*U2X(NP2)
00248: ATEMP4=C2M*PDEV( 2 ,2 ) *U2WX(NP2)
00249:C
00250:C LIMITING CASES FOR C lM d L N (A l)/d C l.. . .
00251:C
00252: IF(U2(NP2).LE.O.ODO)THEN
00253: ATEMP1=U2X(NP2)
00254: ATEMP2=0. ODO
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00255 ELSE
00256 CONTINUE
00257 END IF
00258 IF(U2W(NP2).LE.0.0D0)THEN
00259 ATEMP3=0. 0D0
00260 ATEMP4=U2WX(NP2)
00261 ELSE
00262 CONTINUE
00263 END IF
00264 908 CONTINUE
00265 U1X(1 ) - ( 1 . ODO/Dl)*D2*(ATEMP1+ATEMP2)
00266 GG1=D2*(ATEMP1+ATEMP2)
00267 GG2=D2W*(ATEMP3+ATEMP4)
00268 FTM1=GG1*C0/RL0
00269 FTM2=GG2*CO/RLO
00270 C# U1X(1)=(1.0D0/D1)*(U2S/(U2S-U1S))*(G G1+GG2)
00271 c IF ( I IX .E Q .403)WRITE( * , 660)U1X(1),GG1,GG2
00272 660 F0RMAT(1H , 'U lX (l),G G 1 ,G G 2 ',3 (2X,1PD17.6 ) )
00273 C U1X(1)=U2X(NP2)*(D2/D1) ........ AS BEFORE
00274 U1W X(1)=(1. 0D0/D1)*D2W*(ATEMP3+ATEMP4)
00275 C# U1W X(1)=(U1S/U2S)*U1X(1)*(- 1 . ODO)
00276 FTL1=D1*U1X(1)*C0/RL0
00277 FTL2=D1*U1WX(1)*C0/RL0
00278 909 CONTINUE
00279 U1X(NP1)=0. ODO
00280 U 3X (1)=0. ODO
00281 U1WX(NP1)=0. ODO
00282 U3WX(1)=0. ODO
00283 C. . .
00284 C
00285 C CHANGE MADE HERE TO INCLUDE DLIQ(CONC)
00286 C
00287 C 1) U1X=D(C)*DC/DX AND U3X=D( C) *DC/DX
00288 C HENCE DC/DT -  D/DX [D(C)*DC/DX]
00289 C 2) BECAUSE D3 AND Dl HAVE BEEN INCORPERATED
00290 C INTO UXX THEY DO NOT NOW APPEAR IN  THE ASSEMBLED
00291 C PDE -MARKED
00292 C 3) FOR THE MEMBRANE: dC2/dT = DO*d/dX[ClM*PDEV(l, 1)+C1M*PDEV(1,2 )
00293 C SO LOAD INTO U2X
00294 C U 2 X (I) =ATEMP1+ATEM2
00295 C AND U2WX( I ) =ATEMP 3+ATEMP4
00296 C
00297 c
00298 DO 3 1=1 ,NP3
00299 CALL DCONC(U3(I),CO,D3)
00300 c# U 3X (I)=U 3X (I)*D 3
00301 U 3W X (I)= (U 1S /U 2S )*U 3X (I)*(- 1 . ODO)
00302 U 3X (I)=U 3X (I)*D 3
00303 U3WX(I)=U3WX(I)*D3
00304 3 CONTINUE
00305 DO 4 1=1 ,NP1
00306 CALL DCONC(U1( I ) , CO, D l)
00307 c# U 1X (I)=U 1X (I)*D 1
00308 U 1W X (I)= (U 1S /U 2S )*U 1X (I)*(-1 .0D 0)
00309 U1X( I ) =U1X( I ) *D1
00310 U1WX( I ) =U1WX( I ) *D1
00311 4 CONTINUE
00312 DO 23 1=1,NP2
00313 C1M=U2(I)*C0
00314 C2M=U2W(I)*CO
00315 C IF(C1M .LE. 0 . ODO)WRITE( * ,9 1 1 ) I ,U 2 (2 )
00316 C IF (C 2M .L E .0 .0D 0)W R IT E (*,912)I,U 2W (I)
00317 911 FORMAT( 1H , '3 3 3 - - I ,C lM ',1 1 0 ,1PD20.6 )
00318 912 FORMAT( 1H , '3 3 3 - -  I , C2M',1 1 0 ,1PD20.6 )
00319 CALL FLORYA(ClM,C2M,DUM1, DUM2, PDEV)
00320 ATEMP1=C1M*PDEV( 1 , 1 )*U 2 X (I)
00321 ATEMP2=C1M*PDEV( 1 ,2 ) *U2WX(I)
00322 ATEMP3=C2M*PDEV(2, 1 )*U 2 X (I)
00323 ATEMP4=C2M*PDEV( 2 ,2 ) *U2WX( I )
00324 C IF ( I IX .E Q .15263)WRITE( * ,2 6 ) PDEV(1, 1 ) , PDEV(1, 2 ) , ATEMP1,
00325 C !A TEM P2,U2X(I),PDEV(2,1), PDEV( 2 , 2 ) , ATEMP3,ATEMP4,U2WX(I)
00326 26 FORMAT(1 0 ( IX , 1PD11.3 ) )
00327 PPDEV(I, 1 , 1)=PDEV(1,1 )
00328 PPDEV(I, 1 , 2)=PDEV(1,2 )
00329 PPDEV(I, 2 , 1)=PDEV(2,1 )
00330 PPDEV( I , 2 , 2)=PDEV(2,2 )
00331 PAT1( I ) =ATEMPl*CO/RLO
00332 PAT2 ( I ) =ATEMP2*CO/RLO
00333 PAT3( I ) =ATEMP3*CO/RLO
00334 PAT4( I ) =ATEMP4*CO/RLO
00335 GRAD( I ) =U2X( I ) *CO/RLO
00336 GRADW( I ) =U2WX( I ) *CO/RLO
00337 C
00338 C
00339 C ALTERNATIVE LOADING OF PAT
00340 C
00341 C PAT1( I ) =C1M*PDEV(1 ,1 )
00342 C PAT2 ( I ) =C1M*PDEV(1 ,2 )
00343 C PAT3 ( I ) =C2M*PDEV(2 ,1 )
00344 C PAT4( I ) =C2M*PDEV(2 ,2 )
00345 C
00346 C LIMITING CASES FOR C lM dLN (A l)/dC l__
00347 C
00348 IF (U 2 ( I ) . LE. 0 . ODO) THEN
00349 ATEMP1=U2X(I)
00350 ATEMP2=0. ODO
00351 ELSE
00352 CONTINUE
00353 END IF
00354 IF(U2W( I ) . LE. 0 . ODO) THEN
00355 ATEMP3=0. ODO
00356 ATEMP4=U2WX(I)
00357 ELSE
00358 CONTINUE
00359 END IF
00360 U2X(I)=(ATEMP1+ATEMP2)
00361 U2WX(I)=(ATEMP3+ATEMP4)
00362 23 CONTINUE
00363 1000 CONTINUE
00364 C ST=ST+ST1+SE1+SE2+SE3+SE4
00365 C WRITE( * ,9 9 ) IIX ,S T ,S E 1 , SE2, SE3, SE4, ST1
00366 99 FORMAT( 1H , ' I IX ,S T ' ,1 1 0 ,6 ( IX ,F 8 .4 ) )
00367 C ST1=0. ODO
00368 C. . . COMPUTE SECOND DERIVATIVES..
00369 C. . .
00370 CALL DSS006(YB3,YB2,NP3,U3X,U3XX)
00371 CALL DSS006(YB2,0 . ODO,NP2,U2X,U2XX)
00372 CALL DSS006( 0 .ODO,YB1,NP1,U1X,U1XX)
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00373 CALL DSS006(YB3,YB2,NP3,U3WX,U3WXX)
00374 CALL DSS006(YB2, 0 . ODO,NP2,U2WX,U2WXX)
00375 CALL DSS006( 0 .ODO,YB1,NP1,U1WX,U1WXX)
00376 C. . .
00377 C. . . ASSEMBLE PDE'S
00378 C. . .
00379 DO 5 1=1 ,NP3
00380 C --- U 3 T (I) = (D3/DO)*U3XX(I)
00381 U3WT( I ) = ( 1 .ODO/DO) *U3WXX( I )
00382 U 3T (I)= (1 .0D 0/D O )*U 3X X (I)
00383 5 CONTINUE
00384 DO 10 1=1 ,NP2
00385 U2WT( I ) = ( D2W/DO) *U2WXX( I )
00386 U 2T (I)= (D 2/D O )*U 2X X (I)
00387 C# U 2W T(I)= (-U 1S /U 2S )*U 2T(I)
00388 10 CONTINUE
00389 DO 20 1=1,NP1
00390 c - - - U 1T (I)= (D 1 /D 0 )*U 1X X (I)
00391 U 1W T (I)= (1 . ODO/DO)*U1WXX(I)
00392 U 1T(I)= (1 .0D O /D O )*U 1X X (I)
00393 20 CONTINUE
00394 C. . . ADD FURTHER CONSTRAINT ON U1T AT X=-0.0143D0
00395 C U 2T (1)= 0 . ODO
00396 C U2T(NP2)= 0 .ODO
00397 C. . .
00398 RETURN
00399 END
00400 C. . .
00401 C. . .
00402 C. . .
00403 SUBROUTINE PRINT(NI,NO)
00404 IMPLICIT DOUBLE PRECISION (A -H ,0 -Z )
00405 DIMENSION X l(2 0 0 ),X 2 (2 0 0 ),X 3 (2 0 0 )
00406 DIMENSION U1SP(200),U2SP(200),UD1(200),UD2(200)
00407 *,U 3SP(200),U D 3(200)
00408 COMMON/T/T,NFIN,NRUN
00409 1 /Y /U 1(30 ),U 2(30 ),U 3(30 ),U 1W (30),U 2W (30),U 3W (30)
00410 2 /F /U 1T (30),U 2T(30),U 3T(30),U 1W T(30),U 2W T(30),U 3W T(30)
00411 3 /U X /U 1X(30),U 1XX(30),U 2X (30),U 2XX(30)
00412 3 ,U3X(30),U3XX(30)
00413 3 ,U1WX(30) ,U1WXX(30) ,U2WX(30) ,U2WXX(30) ,U3WX(30) ,U3WXX(30)
00414 4 /PRAM/NP1,NP2,NP3,RYB1,RYB2,RYB3, CO
00415 5 /DPRAM/YB1>YB2,YB3,DT,RL0
00416 c . . .
00417 COMMON /DSS3/D2,DO, D2W,TEND
00418 COMMON /DSS5/CUP,CLOW,RNUP,RNLOW
00419 COMMON /DUMP/STOT
00420 c
00421 DIMENSION PPDEV(30, 2 , 2 ) , PAT1( 3 0 ) ,PAT2( 3 0 ) ,PAT3( 3 0 ) ,PAT4(30)
00422 ! , GRAD( 3 0 ) ,GRADW(30)
00423 COMMON/PTABLE/PPDEV, PAT1, PAT2 ,PAT3 ,PAT4,
00424 !FTM1, FTM2, FBM1, FBM2, FTL1, FTL2, FBL1, FBL2, GRAD, GRADW
00425 c GOTO 321
00426 GOTO 3211
00427 TREAL=T*RLO**2/DO
00428 WRITE(1 ,1000 ) T,TREAL,STOT
00429 1000 FORMAT( 1H ,7 5 ( lH .) / ,3 (1 P D 1 4 .6 , 4 X ))
00430 WRITE(1 ,1010 )
00431 1010 FORMAT(1H , 'TOP ETOH')
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00432
00433 1001
00434
00435 1006
00436
00437 1011
00438
00439
00440
00441 1012
00442
00443 C
00444 C
00445 C
00446
00447 3010
00448
00449
00450
00451 3011
00452
00453
00454
00455 3012
00456
00457
00458
00459
00460
00461 26
00462 320
00463 3211
00464
00465 301
00466
00467 23
00468
00469 22
00470
00471 302
00472 321
00473
00474
00475 66
00476 C
00477 C
00478 C
00479 C
00480 C
00481
00482
00483
00484
00485 368
00486 C
00487 C
00488 C
00489 C
00490
WRITE(1,1001) (U1(I),I=NP1,1,-1) 
FORMAT(5(1PD14.6,IX))
WRITE(1,1006)
FORMAT(1H /)
WRITE(1,1011)
FORMAT(1H ,'MEMB. ETOH')
WRITE(1,1001) (U2(I),I=NP2,1,-1) 
WRITE(1,1006)
WRITE(1,1012)
FORMAT(1H ,'BOTTOM ETOH')
WRITE(1,1001)(U3(I),I=NP3,1,-1)
WRITE(1,3010)
FORMAT( 1H , ' TOP WATER' )
WRITE(1 ,1 0 01 ) (U 1W (I), I=NP1,1 , - 1 )
WRITE(1 ,1006 )
WRITE(1 ,3011 )
FORMAT( 1H , ' MEMB. WATER' )
WRITE(1,1001) (U2W( I ) , I=NP2,1 , - 1 )
WRITE(1 ,1006 )
WRITE(1 ,3012 )
FORMAT(1H , 'BOTTOM WATER')
WRITE(1 ,1 0 0 1 )(U3W( I ) , I=NP3,1 , - 1 )
IF(TREAL.LT.l.ODO)GOTO 321 
DO 320 1=1,30
WRITE( * , 26)PPDEV(I, 1 , 1 ) , PPDEV(I, 1 , 2 ) , P A T 1 (I) ,
! PAT2( I ) , GRAD( I ) , PPDEV( 1 , 2 , 1 ) , PPDEV( 1 , 2 , 2 ) , PAT3( I ) , PAT4( I ) ,GRADW(I) 
FORMAT(1 0 ( IX , 1PD11.3 ) )
CONTINUE
CONTINUE
WRITE( * ,3 0 1 )FTL1, FTL2
FORMAT(1H' /FLU X  TOP LIQ=' , 2 ( IX , 1PD20. 6 ))
WRITE( * ,2 3 ) FTM1, FTM2
FORMAT( 1H , ' FLUX TOP ET0H,H20=',2 (IX ,1P D 20 .6 ) )
WRITE( * ,2 2 ) FBM1, FBM2
FORMAT( 1H , ' FLUX BOT ET0H,H20=', 2(1X,1PD20.6 ) )
WRITE( * ,3  0 2 )FBL1,FBL2
FORMAT( 1H , ' FLUX BOT L IQ = ',2 ( IX , 1PD20.6 ) )
CONTINUE
IF (T .G T .(D T -0 . 1*DT))GOTO 66
GOTO 77
CONTINUE
CALL TO CUBIC TO LOAD UP COMMON BLOCKS FOR FORMD 
DISTANCES ARE SPECIFIED IN  REAL UNITS CM 
CONC BETWEEN 0 AND 1
X3(NP3)=RYB2
X3(1)=RYB3
DO 368 1 = 2 ,(NP3-1)
X 3 (I)= R Y B 3-((R Y B 3-R Y B 2)/(N P 3 -1 ))*(I-1 )
CONTINUE
MAKE CORRECTION TO THE CONC. TO FIT  WITH FORMD 
ie  C=(C-CLOW)/(CUP-CLOW)
NOTE: IN DSS2 C=C/CUP -
TW=CUP- CLOW
- A.24 -
00491:
00492:
00493:
00494:C
00495:3192
00496:3193
00497:C
00498:C
00499:
00500:C
00501:C
00502:
00503:
00504:
00505:68
00506:
00507:
00508:
00509:C
00510:192
00511:193
00512:
00513:
00514:
00515:
00516:
00517:71
00518:
00519:
00520:
00521:C
00522:196
00523:197
00524:C
00525:C
00526:
00527:C
00528:C
00529:C
00530:77
00531:
00532:
00533:C
00534:C
00535:C
00536:
00537:
00538:C ...
00539:C ...
00540:C...
00541:C ...
00542:C ...
00543:C...
00544:C...
00545:C...
00546:C...
00547:C...
00548:C...
00549:C ...
DO 3193 1=1,NP3 
TW3=U3(I)*CUP-CLOW 
UD3(I)=TW3/TW 
W R IT E (*,3 1 9 2 )X 3 (I),U D 3 (I)
FORMAT( 1H , 'X 3 ,U D 3 ', 2(1PD20. 7 , 2X ))
CONTINUE
THE CONC. UD3 MUST VARY BETWEEN 0 AND 1
THIS FITS THE FORMAT IN  FORMD WHEN CALCULATING THE R . I .
CALL CUBIC2(NP3,X3,UD3,X3,U3SP,3)
X2(1)=RYB2 
X2(NP2)=0.ODO 
DO 68 1=2,(NP2-1)
X2(I)=RYB2+((0.0D0-RYB2)/(NP2-1))*(I-1)
DO 193 1=1,NP2
TW2=U2(I)*CUP-CLOW
UD2(I)=TW2/TW
WRITE(*,192)X2(I),UD2(I)
FORMAT(1H ,'X2,UD2' , 2 (1PD20.7,2X))
CONTINUE
CALL CUBIC2(NP2,X2,UD2,X2,U2SP,2)
X1(1)=0.ODO 
X1(NP1)=RYB1 
DO 71 1=2,(NP1-1)
X1(I)=0.0D0+(RYB1/(NP1-1))*(I-1)
CONTINUE 
DO 197 1=1,NP1 
TW1=U1(I)*CUP-CL0W 
UD1(I)=TW1/TW 
WRITE(*,196)X1(I),UD1(I)
FORMAT(1H ,'X1,UD1',2(1PD20.7,2X))
CONTINUE
UD1 MUST VARY BETWEEN 0 1
THIS FITS THE FORMAT IN FORMD WHEN CALCULATING THE R.I. 
CALL CUBIC2(NP1,XI,UD1,XI,U1SP,1)
COMMON BLOCKS FOR FORMD ARE NOW LOADED
CONTINUE
RETURN
END
SUBROUTINE DSS006(XL,XU,N,U,UX)
IMPLICIT DOUBLE PRECISION (A -H ,0 -Z )
SUBROUTINE DSS006 COMPUTES THE FIRST DERIVATIVE, U , OF A
X
VARIABLE U OVER THE SPATIAL DOMAIN XL LE X LE XU FROM CLASSICAL 
SEVEN-POINT, SIXTH-ORDER FINITE DIFFERENCE APPROXIMATIONS
ARGUMENT LIST
XL LOWER BOUNDARY VALUE OF X (INPUT)
XU UPPER BOUNDARY VALUE OF X (INPUT)
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00550:C . 
00551:C . 
00552:C . 
00553:C . 
00554:C. 
00555:C . 
00556:C . 
00557:C. 
00558:C . 
00559:G . 
00560:C . 
00561:C. 
00562:C. 
00563:C. 
00564:C. 
00565:C. 
00566:C. 
00567:C. 
00568:C. 
00569:C. 
00570:C . 
00571:C . 
00572:C. 
00573:C . 
00574:C . 
00575:C . 
00576:C. 
00577:C. 
00578:C. 
00579:C . 
00580:C . 
00581:C . 
00582:C . 
00583:C . 
00584:C. 
00585:C . 
00586:C . 
00587:C . 
00588:C . 
00589:C . 
00590:C . 
00591:C . 
00592:C . 
00593:C. 
00594:C . 
00595:C . 
00596:C . 
00597:C . 
00598:C . 
00599:C . 
00600:C. 
00601:C . 
00602:C. 
00603:C. 
00604:C. 
00605:C. 
00606:C . 
00607:C . 
00608:C.
N NUMBER OF GRID POINTS IN THE X DOMAIN INCLUDING THE
BOUNDARY POINTS (INPUT)
U ONE-DIMENSIONAL ARRAY CONTAINING THE VALUES OF U AT
THE N GRID POINT POINTS FOR WHICH THE DERIVATIVE IS 
TO BE COMPUTED (INPUT)
UX ONE-DIMENSIONAL ARRAY CONTAINING THE NUMERICAL
VALUES OF THE DERIVATIVES OF U AT THE N GRID POINTS 
(OUTPUT)
SEVEN-POINT FORMULAS
(1 ) LEFT END, POINT 1 = 1
2 3 4
A(U2 -  U1 + U1 ( DX) + U1 ( DX) + U1 ( DX) + U1 ( DX)
X IF  2X 2F 3X 3F 4X 4F
5 6 7
+ U1 ( DX) + U1 ( DX) + U1 ( DX) + . . . )
5X 5F 6X 6F 7X 7F
2 3 4
B(U3 = U1 + U1 (2DX) + U1 (2DX) + U1 (2DX) + U1 (2DX)
X IF  2X 2F 3X 3F 4X 4F
5 6 7
+ U1 (2DX) + U1 (2DX) + U1 (2DX) + . . . )
5X 5F 6X 6F 7X 7F
2 3 4
C(U4 = U1 + U1 (3DX) + U1 (3DX) + U1 (3DX) + U1 (3DX)
X IF  2X 2F 3X 3F 4X 4F
5 6 7
+ U1 (3DX) + U1 (3DX) + U1 (3DX) + . . . )
5X 5F 6X 6F 7X 7F
2 3 4
D(U5 = U1 + U1 (4DX) + U1 (4DX) + U1 (4DX) + U1 (4DX)
X IF  2X 2F 3X 3F 4X 4F
5 6 7
+ U1 (4DX) + U1 (4DX) + U1 (4DX) + . . . )
5X 5F 6X 6F 7X 7F
2 3 4
E(U6 = U1 + U1 (5DX) + U1 (5DX) + U1 (5DX) + U1 (5DX)
X IF  2X 2F 3X 3F 4X 4F
5 6 7
+ U1 (5DX) + U1 (5DX) + U1 (5DX) + . . . )
5X 5F 6X 6F 7X 7F
2 3 4
F(U7 = U1 + U1 (6DX) + U1 (6DX) + U1 (6DX) + U1 (6DX)
X IF  2X 2F 3X 3F 4X 4F
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00609:C. .
00610:C . . 5 6 7
00611:C. . + U1 (6DX) + U1 (6DX) + U1 (6DX) + . . . )
00612:C . . 5X 5F 6X 6F 7X 7F
00613:C. .
0 0 6 1 4 :C .. CONSTANTS A, B, C, D, E AND F ARE SELECTED SO THAT THE COEFFI-
00615:C. . CIENTS OF THE U1 TERMS SUM TO ONE AND THE COEFFICIENTS OF
00616:C. . X
00617:C . . THE U1 , U1 , U1 , U1 AND U1 TERMS SUM TO ZERO.
00618:C . . 2X 3X 4X 5X 6X
00619:C . .
00620:C. . 1 1 1  1 1
0 0 6 2 1 :C .. A + 2 B + 3 C + 4 D +  5 E + 6 F = 1
0 0 6 2 2 :C ..
00623:C . . 2 2 2 2 2
00624:C . . A + 2 B + 3 C +  4 D +  5 E + 6 F = 0
0 0 6 2 5 :C ..
00626: C . . 3 3 3 3 3
00627:C. . A + 2 B  + 3 C +  4 D +  5 E + 6 F = 0
00628:C. .
00629:C. . 4 4 4 4 4
00630:C. . A + 2 B + 3 C  + 4 D +  5 E + 6 F = 0
00631:C. .
00632:C. . 5 5 5 5 5
00633:C. . A + 2 B + 3 C + 4 D +  5 E + 6 F = 0
0 0 6 3 4 :C ..
0 0 6 3 5 :C .. 6 6 6 6 6
00636:C. . A + 2 B + 3 C + 4 D +  5 E  + 6 F = 0
00637:C . .
00638:C. . SIMULTANEOUS SOLUTION FOR A, B, C, D, E AND F FOLLOWED BY THE
00639:C. . SOLUTION OF THE PRECEDING TAYLOR SERIES, TRUNCATED AFTER THE
00640:C.. U TERMS, FOR U1 GIVES THE FOLLOWING SEVEN-POINT APPROXI-
00641:C.. 6X X
00642:C.. TION
00643:C..
00644:C. . U1 = ( 1 /6 F )(-1764*U1 + 4320U2 - 5400U3 + 4800U4
00645:C.. X 6 (1 )
00646:C.. + 2700U5 + 864U6 - 120U7) + 0(DX )
00647:C..
00648:C.. (2 ) INTERIOR POINT, 1 = 2
00649:C..
00650:C.. THE PRECEDING TAYLOR SERIES CAN BE SUMMARIZED FOR POINT 1 = 2
00651: C . . AS
00652:G . .
00653: C . . A(U1 = U2 +
00654:C..
00655:C.. B(U3 = U2 +
00656:C..
00657:C.. C(U4 = U2 +
00658:C..
00659:C.. D(U5 = U2 +
00660:C..
00661:C.. E(U6 = U2 +
00662:C..
00663:C.. F(U7 = U2 +
00664:C..
00665:C.. THE CORRESPONDING ALGEBRAIC EQUATIONS ARE
00666:C..
00667:C.. 1 1 1 1 1 1
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00668:C. . -1 A + 1 B + 2 0 + 3 D + 4 E + 5 F = 1
00669:C. .
0 0 6 7 0 :C .. 2 2 2 2 2 2
00671:C. . -1  A + 1 B + 2 0 + 3 D + 4 E + 5 F = 0
0 0 6 7 2 :0 .. •
0 0 6 7 3 :0 .. 3 3 3 3 3 3
0 0 6 7 4 :0 .. -1  A + 1 B  + 2 0 + 3 D + 4 E + 5 F = 0
0 0 6 7 5 :0 ..
0 0 6 7 6 :0 .. 4 4 4 4 4 4
0 0 6 7 7 :0 .. -1 A + 1 B + 2 0 + 3 D + 4 E + 5 F = 0
0 0 6 7 8 :0 ..
0 0 6 7 9 :0 .. 5 5 5 5 5 5
0 0 6 8 0 :0 .. -1 A + 1 B + 2 0 + 3 D + 4 E + 5 F = 0
0 0 6 8 1 :0 ..
0 0 6 8 2 :0 .. 6 6 6 6 6 6
0 0 6 8 3 :0 .. -1 A + 1 B + 2 0 + 3 D + 4 E + 5 F = 0
0 0 6 8 4 :0 ..
0 0 6 8 5 :0 .. SIMULTANEOUS SOLUTION FOR A, B, C, D, E AND F FOLLOWED BY THE
0 0 6 8 6 :0 .. SOLUTION OF THE PRECEDING TAYLOR SERIES, TRUNCATED AFTER THE
0 0 6 8 7 :0 .. U TERMS, FOR U2 GIVES THE FOLLOWING SEVEN-POINT APPROXI-
0 0 6 8 8 :0 .. 6X X
0 0 6 8 9 :0 .. TION
0 0 6 9 0 :0 ..
0 0 6 9 1 :0 .. U2 - (1 /6 F ) (- 120U1 - 924U2 + 1800U3 - 1200U4
0 0 6 9 2 :0 .. X 6 (2 )
0 0 6 9 3 :0 .. + 600U5 - 180U6 + 24U7) + 0(DX )
0 0 6 9 4 :0 ..
0 0 6 9 5 :0 .. (3 ) INTERIOR POINT, 1 = 3
0 0 6 9 6 :0 ..
0 0 6 9 7 :0 .. THE PRECEDING TAYLOR SERIES CAN BE SUMMARIZED FOR POINT 1 = 3
0 0 6 9 8 :0 .. AS
0 0 6 9 9 :0 ..
0 0 7 0 0 :0 .. A(U1 = U3 + . .
0 0 7 0 1 :0 ..
0 0 7 0 2 :0 .. B(U2 - U3 + . . . )
0 0 7 0 3 :0 ..
0 0 7 0 4 :0 .. C(U4 - U3 + . .
0 0 7 0 5 :0 ..
0 0 7 0 6 :0 .. D(U5 - U3 + . .
0 0 7 0 7 :0 ..
0 0 7 0 8 :0 .. E(U6 - U3 + . .
0 0 7 0 9 :0 ..
0 0 7 1 0 :0 .. F(U7 - U3 + . .
0 0 7 1 1 :0 ..
0 0 7 1 2 :0 .. THE CORRESPONDING ALGEBRAIC EQUATIONS ARE
0 0 7 1 3 :0 ..
0 0 7 1 4 :0 .. 1 1 1 1 1 1
0 0 7 1 5 :0 .. - 2 A + - 1 B  + 1 0  + 2 D + 3 E + 4 F = 1
0 0 7 1 6 :0 ..
0 0 7 1 7 :0 .. 2 2 2 2 2 2
0 0 7 1 8 :0 .. - 2 A + -1 B + 1 0  + 2 D + 3 E + 4 F = 0
0 0 7 1 9 :0 ..
0 0 7 2 0 :0 .. 3 3 3 3 3 3
0 0 7 2 1 :0 .. -2 A + • 1 B  + 1 0  + 2 D + 3 E + 4 F = 0
0 0 7 2 2 :0 ..
0 0 7 2 3 :0 .. 4 4 4 4 4 4
0 0 7 2 4 :0 .. -2 A + ■ 1B  + 1 0  + 2 D + 3 E + 4 F = 0
0 0 7 2 5 :0 ..
0 0 7 2 6 :0 .. 5 5 5 5 5 5
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00727:C.. - 2 A + - 1 B +  1 0  + 2 D + 3 E + 4 F = 0
00728:C..
00729:C. . 6 6 6 6 6 6
00730:C. . -2 A + -1 B + 1 C + 2 D + 3 E + 4 F = 0
00731:C. .
00732:C . . SIMULTANEOUS SOLUTION FOR A, B, C, D, E AND F FOLLOWED BY THE
00733:C . . SOLUTION OF THE PRECEDING TAYLOR SERIES, TRUNCATED AFTER THE
0 0 7 3 4 :0 .. U TERMS, FOR U3 GIVES THE FOLLOWING SEVEN-POINT APPROXI-
00735:C.. 6X X
00736:C.. TION
00737:C. .
00738:C . . U3 = (1 /6F )(24U 1  - 288U2 - 420U3 + 960U4
0 0 7 3 9 :C .. X 6 (3 )
00740:C.. - 360U5 + 96U6 - 12U7) + 0(DX )
00741:C..
00742:C.. (4 ) INTERIOR POINT, I  NE 2, 3, N -2 , N-1
00743:C..
00 74 4 :C .. THE PRECEDING TAYLOR SERIES CAN BE SUMMARIZED FOR POINT 1 = 1
00745:C.. AS
0 0 7 4 6 :0 ..
00747:C.. A (U I-3  = U I + . . . )
00748:C..
00749:C.. B (U I-2  -  U I + . . . )
00750:C . .
00751:C . . C (U I-1  -  U I + . . . )
00752:C . .
00753:C.. D(UI+1 = U I + . . . )
0 0 7 5 4 :C ..
0 0 7 5 5 :0 .. E(UI+2 -  U I + . . . )
00756:C . .
0 0 7 5 7 :0 .. F(U I+3 -  U I + . . . )
0 0 7 5 8 :0 ..
0 0 7 5 9 :0 .. THE CORRESPONDING ALGEBRAIC EQUATIONS ARE
0 0 7 6 0 :0 ..
0 0 7 6 1 :0 .. 1 1 1 1 1 1
0 0 7 6 2 :0 .. -3 A + -2 B + -1 C + 1 D + 2 E + 3 F = 1
0 0 7 6 3 :0 ..
0 0 7 6 4 :0 .. 2 2 2 2 2 2
0 0 7 6 5 :0 .. -3 A + -2 B + -1 C + 1 D + 2 E + 3 F = 0
0 0 7 6 6 :0 ..
0 0 7 6 7 :0 .. 3 3 3 3 3 3
0 0 7 6 8 :0 .. - 3 A + - 2 B + - 1 C + 1 D + 2 E + 3 F = 0
0 0 7 6 9 :0 ..
0 0 7 7 0 :0 .. 4 4 4 4 4 4
0 0 7 7 1 :0 .. -3 A + -2 B + -1 C + 1 D + 2 E + 3 F = 0
0 0 7 7 2 :0 ..
0 0 7 7 3 :0 .. 5 5 5 5 5 5
0 0 7 7 4 :0 .. -3 A + -2 B + -1 C + 1 D + 2 E + 3 F = 0
0 0 7 7 5 :0 ..
0 0 7 7 6 :0 .. 6 6 6 6 6 6
0 0 7 7 7 :0 .. -3 A + -2 B + -1 C + 1 D + 2 E + 3 F = 0
0 0 7 7 8 :0 ..
0 0 7 7 9 :0 .. SIMULTANEOUS SOLUTION FOR A, B, C, D, E AND F FOLLOWED BY THE
0 0 7 8 0 :0 .. SOLUTION OF THE PRECEDING TAYLOR SERIES, rRUNCATED AFTER THE
0 0 7 8 1 :0 .. U TERMS, FOR U I GIVES THE FOLLOWING SEVEN-POINT APPROXI-
00782:0.. . 6X X
0 0 7 8 3 :0 .. TION
0 0 7 8 4 :0 ..
0 0 7 8 5 :0 .. U I -  (1 /6 F ) ( -12U I-3 + 108UI -2 - 540U I-1  + OUI
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00786:C. . X 6 (4 )
00787:C. . + 540UI+1 - 108UI+2 + 12UI+3) + 0(DX )
00788:C. .
00789:C. . (5 ) INTERIOR POINT, I  - N-2
0 0 7 9 0 :0 ..
0 0 7 9 1 :0 .. THE PRECEDING TAYLOR SERIES CAN BE SUMMARIZED FOR POINT I  -  N-2
0 0 7 9 2 :0 .. AS
0 0 7 9 3 :0 ..
0 0 7 9 4 :0 .. A(UN-6 -  UN-2 + . . . )
0 0 7 9 5 :0 ..
0 0 7 9 6 :0 .. B(UN-5 -  UN-2 + . . . )
0 0 7 9 7 :0 ..
0 0 7 9 8 :0 .. C(UN-4 = UN-2 + . . . )
0 0 7 9 9 :0 ..
0 0 8 0 0 :0 .. D(UN-3 -  UN-2 + . . . )
0 0 8 0 1 :0 ..
0 0 8 0 2 :0 .. E(UN-1 = UN-2 + . . . )
0 0 8 0 3 :0 ..
0 0 8 0 4 :0 .. F(UN -  UN-2 + . . . )
0 0 8 0 5 :0 ..
0 0 8 0 6 :0 .. THE CORRESPONDING ALGEBRAIC EQUATIONS ARE
0 0 8 0 7 :0 ..
0 0 8 0 8 :0 .. 1 1 1 1 1 1
0 0 8 0 9 :0 .. -4  A + -3 B + -2 C + -1  D + 1 E + 2 F = 1
0 0 8 1 0 :0 ..
0 0 8 1 1 :0 .. 2 2 2 2 2 2
0 0 8 1 2 :0 .. -4  A + -3 B + -2 C + -1 D + 1 E + 2 F = 0
0 0 8 1 3 :0 ..
0 0 8 1 4 :0 .. 3 3 3 3 3 3
0 0 8 1 5 :0 .. -4 A + -3 B + -2 C + -1 D + 1 E + 2 F = 0
0 0 8 1 6 :0 ..
0 0 8 1 7 :0 .. 4 4 4 4 4 4
0 0 8 1 8 :0 .. -4  A + -3 B + -2 C + -1 D + 1 E + 2 F -  0
0 0 8 1 9 :0 ..
0 0 8 2 0 :0 .. 5 5 5 5 5 5
0 0 8 2 1 :0 .. -4  A + -3 B + -2 C + -1 D + 1 E + 2 F = 0
0 0 8 2 2 :0 ..
0 0 8 2 3 :0 .. 6 6 6 6 6 6
0 0 8 2 4 :0 .. - 4 A + - 3 B + - 2 C + - 1 D + 1 E + 2 F = 0
0 0 8 2 5 :0 ..
0 0 8 2 6 :0 .. SIMULTANEOUS SOLUTION FOR A, B, C, D, E AND F FOLLOWED BY THE
0 0 8 2 7 :0 .. SOLUTION OF THE PRECEDING TAYLOR SERIES, TRUNCATED AFTER THE
00 8 2 8 :0 .. U TERMS, FOR UN-2 GIVES THE FOLLOWING SEVEN-POINT APPROXI-
00 8 2 9 :0 .. 6X X
0 0 8 3 0 :0 .. TION
0 0 8 3 1 :0 ..
00 8 3 2 :0 .. UN-2 = (1 /6F )(12U N -6 - 96UN-5 + 360UN-4 - 960UN-3
0 0 8 3 3 :0 .. X 6 (5 )
0 0 8 3 4 :0 .. + 420UN-2 + 288UN-1 - 24UN) + 0(DX )
0 0 8 3 5 :0 ..
0 0 8 3 6 :0 .. (6 ) INTERIOR POINT, I  - N - l
0 0 8 3 7 :0 ..
0 0 8 3 8 :0 .. THE PRECEDING TAYLOR SERIES CAN BE SUMMARIZED FOR POINT I  -  N - l
0 0 8 3 9 :0 .. AS
0 0 84 0 :0 ..
0 0 84 1 :0 .. A(UN-6 = UN-1 + . . . )
0 0 84 2 :0 ..
0 0 84 3 :0 .. B(UN-5 -  UN-1 + . . . )
0 0 8 4 4 :0 ..
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00845: C . . C(UN-4 = UN-1 + . . . )
00846:C . .
00847: C . . D(UN-3 -  UN-1 + . . . )
00848: C . .
00849:C . . E(UN-2 -  UN-1 + . . . )
00850:C. .
00851:C. . F (UN = UN -1 + . . . )
00852:C. .
00853:C. . THE CORRESPONDING ALGEBRAIC EQUATIONS ARE
00854:C. .
00855:C. . 1 1 1 1 1 1
0 0 8 5 6 :0 .. -5 A + -4  B + -3 C + . - 2 D +  - 1 E +  1 F -  1
0 0 8 5 7 :0 ..
0 0 8 5 8 :0 .. 2 2 2 2 2 2
0 0 8 5 9 :0 .. -5 A + -4  B + - 3 C + - 2 D + - 1 E +  1 F = 0
0 0 8 6 0 :0 ..
0 0 8 6 1 :0 .. 3 3 3 3 3 3
0 0 8 6 2 :0 .. -5 A + -4  B + - 3 C + - 2 D + - 1 E +  1 F = 0
0 0 8 6 3 :0 ..
0 0 8 6 4 :0 .. 4 4 4 4 4 4
0 0 8 6 5 :0 .. -5 A + -4  B + - 3 C + - 2 D + - 1 E +  1 F = 0
0 0 8 6 6 :0 ..
0 0 8 6 7 :0 .. 5 5 5 5 5 5
0 0 8 6 8 :0 .. -5 A + -4  B + - 3 C + - 2 D + - 1 E +  1 F -  0
0 0 8 6 9 :0 ..
0 0 8 7 0 :0 .. 6 6 6 6 6 6
0 0 8 7 1 :0 .. -5 A + -4  B + -3 C + -2 D + -1 E + 1 F = 0
0 0 8 7 2 :0 ..
0 0 8 7 3 :0 .. SIMULTANEOUS SOLUTION FOR A, B, C, D, E AND F FOLLOWED BY THE
0 0 8 7 4 :0 .. SOLUTION OF THE PRECEDING TAYLOR SERIES, TRUNCATED AFTER THE
0 0 8 7 5 :0 .. U TERMS, FOR UN-1 GIVES THE FOLLOWING SEVEN-POINT APPROXI-
0 0 8 7 6 :0 .. 6X X
0 0 8 7 7 :0 .. TION
0 0 8 7 8 :0 ..
0 0 8 7 9 :0 .. UN-1 = (1 /6 F ) ( -24UN-6 + 180UN-5 - 600UN-4 + 1200UN-3
0 0 8 8 0 :0 .. X 6 (6 )
0 0 8 8 1 :0 .. - 1800UN-2 + 924UN-1 + 120UN) + 0(DX )
0 0 8 8 2 :0 ..
0 0 8 8 3 :0 .. (7 ) RIGHT END, POINT I  = N
0 0 8 8 4 :0 ..
0 0 8 8 5 :0 .. THE PRECEDING TAYLOR SERIES CAN BE SUMMARIZED FOR POINT I  -  N
0 0 8 8 6 :0 .. AS
0 0 8 8 7 :0 ..
0 0 8 8 8 :0 .. A(UN-6 -  UN + . . . )
0 0 8 8 9 :0 ..
0 0 8 9 0 :0 .. B(UN-5 = UN + . . . )
0 0 8 9 1 :0 ..
0 0 8 9 2 :0 .. C(UN-4 -  UN + . . . )
0 0 8 9 3 :0 ..
0 0 8 9 4 :0 .. D(UN-3 = UN + . . . )
0 0 8 9 5 :0 ..
0 0 8 9 6 :0 .. E(UN- 2 -  UN + . . . )
00 8 9 7 :0 ..
00 8 9 8 :0 .. F(UN-1 = UN + . . . )
00 8 9 9 :0 ..
0 0 9 0 0 :0 .. THE CORRESPONDING ALGEBRAIC EQUATIONS ARE
0 0 9 0 1 :0 ..
00 9 0 2 :0 .. 1 1 1 1 1 1
00 9 0 3 :0 .. -6 A + -5 B + -4 C +  -3 D l  -2  E +  -1 F =  1
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00904:C.. 
00905:C.. 
00906:C.. 
00907:C.. 
00908:C .. 
00909:C.. 
00910:C .. 
00911:C.. 
00912:C.. 
00913:C.. 
00914:C.. 
00915:C.. 
00916:C.. 
00917:C.. 
00918:C.. 
00919:C.. 
00920:C.. 
00921:C.. 
00922:C .. 
00923:C.. 
00924:C.. 
00925:C .. 
00926:C.. 
00927:C .. 
00928:C .. 
00929:C.. 
00930:C .. 
00931:C.. 
00932:C ..
2 2 2 2 2 2
-6 A + -5 B + -4 C + -3 D + -2 E + -1 F = 0
3 3 3 3 3 3
-6 A + -5 B + -4 C + -3 D + -2 E + -1 F - 0
4 4 4 4 4 4
-6 A + - 5 B + -4 C + -3 D + -2 E + -1 F - 0
5 5 5 5 . 5 5
-6 A + -5 B + -4 C + -3 D + -2 E + -1 F - 0
6 6 6 6 6 6
-6 A + -5 B + -4 C + -3 D + -2 E + -1 F * 0
SIMULTANEOUS SOLUTION FOR A, B, C, D, E AND F FOLLOWED BY THE 
SOLUTION OF THE PRECEDING TAYLOR SERIES, TRUNCATED AFTER THE 
U TERMS, FOR UN GIVES THE FOLLOWING SEVEN-POINT APPROXI- 
6X X
TION
UN = (1 /6F)(120U N -6 - 864UN-5 + 2700UN-4 - 4800UN-3 
X 6
+ 5400UN-2 - 4320UN-1 +1764UN) + 0(DX )
THE WEIGHTING COEFFICIENTS FOR EQUATIONS (1 ) TO (7 ) CAN BE 
SUMMARIZED AS
(7 )
00933:C . ., 
0 0 9 3 4 :C ..,
-1764 4320 -5400 4800 - 2700 864 -120
00935: C . ., 
00 93 6 :C ..,
-120 -924 1800 -1200 600 -180 24
00937:C. . .  
00938:C . .,
24 -288 -420 960 -360 96 -12
00939:C . .. 
00940:C. . ,
1 /6F  -12 108 -540 0 540 -108 12
00941:C . .. 
00942:C . ..
12 -96 360 -960 420 288 -24
00943: C . .. 
00944:C . ..
-24 180 -600 1200 - 1800 924 120
00945:C. . .  
00946:C. . .
120 -864 2700 -4800 5400 -4320 1764
00947:C . .. WHICH ARE THE COEFFICIENTS REPORTED BY BICKLEY FOR N = 6, M =
00948:C. . .  
00949:C . . .
1, P -  0 TO 6 (BICKLEY, 
ENTIATION, MATH. GAZ.,
W. G ., FORMULAE 
VOL. 25, 1941).
I FOR NUMERICAL DIFFER-
00950:C ... 
00951:C ... 
00952:C ... 
00953:C ... 
00954:C... 
00955:C ... 
00956: 
00957:C ... 
00958:C ... 
00959: 
00960: 
00961: 
00962:C ...
EQUATIONS (1 ) TO (7 ) CAN NOW BE PROGRAMMED TO GENERATE THE 
DERIVATIVE U (X) OF FUNCTION U(X) (ARGUMENTS U AND UX OF SUB- 
X
ROUTINE DSS006, RESPECTIVELY).
DIMENSION U(N),UX(N)
COMPUTE THE SPATIAL INCREMENT 
DX=(XU-XL)/(N -1)
R6FDX=1. DO/(7 2 0 .D0*DX)
NM3=N-3
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00963
00964
00965
00966
00967
00968
00969
00970
00971
00972
00973
00974
00975
00976
00977
00978
00979
00980
00981
00982
00983
00984
00985
00986
00987
00988
00989
00990
00991
00992
00993
00994
00995
00996
00997
00998
00999
01000 
01001 
01002
01003
01004
01005
01006
01007
01008
01009
01010 
01011 
01012
01013
01014
01015
01016
01017
01018
01019
01020 
01021
C.
C.
C.
C.
C.
C.
EQUATION (1) 
UX( 1)=R6FDX* 
1( -1764.D0*U(
*  +4800.D0*U(4) 
2 -2700.D0*U(
EQUATION (2 ) 
UX( 2)=R6FDX* 
1( -120.D0*U(
*-1200 .D 0*U (4 )
2 +600.D0*U(
EQUATION (3 ) 
UX( 3)=R6FDX* 
1( +24.D0*U(
*  +960.0D0*U(4) 
2 -3 6 0 .D0*U(
1) +4320.D0*U( 2) -5 4 00 .D0*U( 3) 
5) +864.D0*U( .6) -120.D 0*U ( 7 ))
1) -924.D 0*U ( 2) +1800.D0*U( 3)
5) -180.D 0*U ( 6) +24.D0*U( 7 ))
1) -288.D 0*U ( 2) -4 2 0 .D0*U( 3)
5) +96.D0*U( 6) - 1 2 .D0*U( 7 ) )
EQUATION (4 )
DO 1 1=4 ,NM3 
UX( I)=R6FDX*
l( -1 2 .D 0 * U ( I -3 )  +108.D 0 *U (I-2 ) -5 4 0 .D 0 *U (I- l)+ 0 .D 0 *U (  
2 +540 .D0*U(1+1) -10 8 .D 0 *U (I+ 2 ) + 1 2 .D 0 *U (I+ 3 ))
CONTINUE
I)
EQUATION (5 ) 
UX(N-2)=R6FDX* 
l(+ 1 2 .D 0 *U (N -6 ) -9 6 .D 0*U (N -5)+ 360 .D 0*U (N -4)-9 6 0 .D 0*U(N -3)
+ 420 .D0*U(N-2) +288.D0*U(N-1) -24 .D 0*U ( N ))
EQUATION (6 )
UX(N- 1 )=R6 FDX*
1 ( -2 4 .D 0*U (N -6)+180.D 0*U (N -5)-6 0 0 .D 0*U (N -4)+1200.D 0*U (N -3)
2 -1800 .D0*U(N-2) +924.D0*U (N-1) +120.D0*U( N ))
EQUATION (7 )
UX( N)=R6FDX*
l(+ 1 2 0 .D 0 *U (N -6 )-8 6 4 .D 0*U (N -5 )+2700.D 0*U (N -4)-4 8 0 0 .D0*U(N-3)
2 +5400 .D0*U(N-2) -4320.D 0*U (N -1) +1764.D0*U( N ))
RETURN
END
C
C
C
C
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
C GIVEN C1L AND C2L (GMOLES/CM3) THIS ROUTINE RETURNS
C C1M AND C2M GMOLES/CM3(POLY+PENETRANT) ACCORDING TO
C THE FLORY-HUGGINS SOLUTION ISOTHERM
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
SUBROUTINE IN T F L ( I I , CO, CDUM1, CDUM2, C1M,C2M)
IMPLICIT DOUBLE PRECISION(A-H, O-Z)
COMMON/CHECKX/ XMOLL,ISIDE 
COMMON/CHECKC/C1L, C2L
C
IS ID E - I I
C CONC MUST BE IN GMOLES/CM3 -CL
C CO CONC USED TO MAKE CURRENT CONC DIMENSONLESS
C1L=CDUM1*C0
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01022: C2L=CDUM2*C0
01023: IF (C 2L .L E .0 . 0D0)C2L=1. 0D-8
01024: IF (C 1 L .L E .0 .0D0)C1L=1. 0D-8
01025: X1L=C1L/(C1L+C2L)
01026: XMOLL-X1L
01027: IF (X 1L .LE .1 .0D -10 )W R ITE (*,3 )X 1L
01028:3 FORMAT(1H , 'X1L LIM IT FOR GAMMAL,X1L=' , 1PD20.6 )
01029:C
01030:C
01031:C
01032:C W R ITE(*,1)
01033:1 FORMAT(1H , 'GAMMAL CALL INTFL' )
01034: CALL GAMMAL(X1L, G1,G2,RLAC1,RLAC2)
01035: RA1L=RLAC1
01036: RA2L=RLAC2
01037:C
01038:C CALL ROUTE TO FIND C1M AND C2M
01039:C
01040: CALL ROUTE(RAIL,RA2L,CC1M,CC2M)
01041: C1M=CC1M/C0
01042: C2M=CC2M/CO
01043:C WRITE( * , 100)CC1M,CC2M,C1M,C2M,CO
01044:100 FORMAT(1H , 'RETURNED VALUES', / ,
01045: ! 5 X ,' C1M gmol/cm3 = ' , 1PD20. 6 , / ,
01046: !5 X ,' C2M "  = ' .1 P D 2 0 .6 ,/,
01047: ! 5X, ' C1M/CO « ' ,1 P D 2 0 .6 ,/,
01048: !5 X ,' C2M/CO = ' ,1 P D 2 0 .6 ,/,
01049: !5X,'CO = ' , 1PD20.6 )
01050:C
01051:C
01052: RETURN
01053: END
01054:C
01055:C
01056:C
01057:cccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
01058:C THIS ROUTINE CALCULATES THE ACTIVITIES FOR
01059:C THE SORBED PHASE LN(Al) AND LN(A2) AND THE
01060:C FOUR PARTIAL DERIVATIVES OF THE ACTIVITIES
01061:cccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
01062:C
01063:C
01064: SUBROUTINE FL0RYA(CD1, CD2,RA1M,RA2M,PDEV)
01065: IMPLICIT DOUBLE PRECISION (A -H .O -Z)
01066: DIMENSION PDEV(2 ,2 )
01067:C
01068:C WRITE(*,1)CD1,CD2
01069:1 FORMAT( 1H ,'FLORYA Cl AND C2' , 2 (3X,1PD20.6 ) )
01070: C1-CD1
01071: C2-CD2
01072: IF (C D l.L E .0 .0 D 0 )C l-1 .0 D -8
01073: IF (C D 2. LE. 0 . 0D0)C2=1. OD-8
01074: U l= 58 . 683D0
01075: U2=18. 067D0
01076: Q-1.03D0
01077: FH13=2. 19D0
01078: FH23=4. 89D0
01079:C
01080:C CALCULATE SORBED PHASE:
- A.34 -
01081:C 
01082:C 
01083:C 
01084:C 
01085:C 
01086: 
01087: 
01088:C 
01089:C 
01090:C 
01091:C 
01092:C 
01093:C 
01094:C 
01095:C 
01096:C 
01097: 
01098:C 
01099: 
01100:C 
01101:30  
01102:C 
01103:C 
01104:C 
01105:C 
01106:C 
01107:C 
01108:C 
01109:C 
O H IO : C 
01111:C 
01112:C 
01113:C 
01114: .
01115: 
01116: 
01117: 
01118: 
01119: 
01120: 
01121: 
01122: 
01123: 
01124: 
01125: 
01126: 
01127: 
01128:C 
01129:111  
01130:C 
01131:C 
01132: 
01133: 
01134: 
01135: 
01136: C 
01137:C 
01138:C 
01139:0
VOLUME FRACTION(1 )=C1*U1
V1S=C1*U1
V2S=C2*U2
V3S=1. 0D0-V1S-V2S
VOLUME FRACTION (TERNARY VALUES)
X1S=C1/(C1+C2)
X2S=1. 0D0-X1S
PSEUDO BINARY MOLE FRACTION
CALL FLORY12 TO OBTAIN THE VALUE OF FH12
FLORY12 TAKES THE BINARY (X1S + X2S) AND CALCULATES
THE BINARY VOLUME FRACTION TERMS__
TT CAN BE VARIED IN  ORDER TO TREAT THE SORBED 
PHASE AS IDEAL(TT=0) OR NON- IDEAL(TT=1.0 )
TT=1. ODO
CALL FL12(TT,X1S,X2S, FH12)
WRITE(*,30)X1S,FH12
FORMAT(1H /RETURNED VALUE OF FH12 FROM FLORY12' , 2F10.6 )
AT EQUILIBRIUM LIQUID AND MEMBRANE PHASE ACTIVITIES ARE EQUAL 
REARRANGING FLORY'S EQUATION (V3S=1-V1S-V2S) AND V1S=U1*C1 
TO COMPUTE THE ACTIVITIES IN  THE SORBED PHASE
NOTE THAT THE RATIO (U l/U 3 )=0  
IS  ASSUMED, AND SO ONE TERM IS MISSING 
THIS HAS LITTLE EFFECT ON RESULTS
Q1-DLQG(C1*U1)
Q 2= l. ODO- C1*U1 
Q3=C2*U1
Q4-FH12*C2*U2+FH13*( 1 .ODO- C1*U1- C2*U2) 
Q5=1.0D0-C1*U1
Q6=FH23*U1*C2*( 1 .ODO- C1*U1- C2*U2) 
TTA1=Q1+Q2-Q3+(Q4*Q5)-Q6 
QQ1==DL0G ( C2*U2)
QQ2-1.0D0-C2*U2
QQ3=C1*U2
QQ4=FH12*U2*C1+FH2 3 * ( 1 .ODO- C1*U1- C2*U2)
QQ5=1. ODO- C2*U2
QQ6-FH13*U2*C1*( 1 .ODO- C1*U1- C2*U2)
TTA2=QQ1+QQ2-QQ3+(QQ4*QQ5) -QQ6 
WRITE( * , 111)TTA l,TTA2
FORMAT( 1H , ' LN(A1) AND LN (A 2)' , / , 2 (IX ,1P D 20 .7 ) )
LOAD UP THE RETURN PARAMETERS
RA1M-TTA1
RA2M=TTA2
ACC1=TTA1
ACC2=TTA2
CALCULATE THE FOUR PARTIAL DERIVATIVES 
PDEV( 1 ,1 ) =dLN(A l) /d C l
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01140:C 
01141: 
01142: 
01143: 
01144: 
01145:C 
01146:0  
01147:C 
01148: 
01149: 
01150:C 
01151: 
01152:C 
01153:C 
01154:C 
01155: 
01156: 
01157: 
01158:C 
01159: 
01160:C 
01161:C  
01162:C 
01163: 
01164: 
01165: 
01166:C 
01167: 
01168:C 
01169:C 
01170:C 
01171:C 
01172:200  
01173: 
01174: 
01175: 
01176: 
01177:C 
01178: 
01179: 
01180: 
01181: 
01182: 
01183:C 
01184:C 
01185:C 
01186:0  
01187:C 
01188:0  
01189: 
01190: 
01191:0  
01192: 
01193: 
01194:0  
01195: 
01196: 
01197: 
01198:0
Wl=( 1 .0 D 0 /C 1 )-U I- ( 2 . 0D0*U1*FH13)+(C2*U2*U1*( FH13- FH12) )
! + ( 2 .0D0*FH13*C1*U1*U1) + ( FH23*C2*U1*U1)
PDEV(1,1)=W1
P11=PDEV(1., 1)
PD EV(l,2)=dLN (A l)/dC 2
PDEV( 1 ,2 )= -U 1+(U 2*( FH12- FH13) ) +(U 1*C 1*U 2*( FH13- FH12) )
! - (F H 2 3 *U l)+ (F H 2 3 *U l*U l*C l)+ (2 . 0D0*FH23*C2*U1*U2)
P12=PDEV(1,2 )
PDEV( 2 ,1 ) =dLN(A2) /d C l
PDEV( 2 , 1)=-U2+(U 2*(FH12-FH 13))+(C 2*U 2*U2*(FH 13-FH 12))
! +(2.0D0*U2*C1*U1*FH13)-(FH23*U1)
! +(FH23*C2*U1*U2)
P21=PDEV(2,1 )
PDEV( 2 ,2 ) =dLN(A2) /dC2
PDEV(2, 2 )= (1 . 0D 0 /C 2)-U 2-( 2 .0D0*FH23*U2)
! + ( 2 .0D0*FH23*U2*U2*C2)+(FH23*C1*U1*U2)
! +(C1*U2*U2*(FH13-FH12))
P22=PDEV(2,2 )
WRITE(*,200)RA1M,RA2M,PDEV(1,1),PDEV(1,2)
!,PDEV(2,1),PDEV(2,2)
FORMAT(1H ,'LN(Al)=',1PD20,6,/,'LN(A2)=',1PD20.6,/, 
!'dLN(Al)dCl=',1PD20.6,/,
!'dLN(Al)dC2=',1PD20.6,/,
!'dLN(A2)dCl=',1PD20.6,/,
!'dLN(A2)dC2='.1PD20.6)
RETURN
END
SUBROUTINE FL12(TT,X1,X2, FH12) 
IMPLICIT DOUBLE PRECISION (A -H .O -Z)
IF  FH12 IS ALLOWED TO VARY WITH COMPOSITION 
AMEND THE TWO FOLLOWING DATA LINE
FH12=3. 65D0 
GOTO 2000
PURE COMPONENT PARTIAL MOLAR VOLUMES 
U l= 58 . 683D0 
U2=18. 067D0
X 2 = l. 0D0-X1 
V1-X1*U1/(X1*U1+X2*U2)
V 2 = l. 0D0-V1 
WRITE( * ,1 )
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01199
01200 
01201 
01202
01203
01204
01205
01206
01207
01208
01209
01210 
01211 
01212
01213
01214
01215
01216 
01217 
01218: 
01219: 
01220: 
01221: 
01222: 
01223: 
01224: 
01225: 
01226: 
01227: 
01228: 
01229: 
01230: 
01231: 
01232: 
01233: 
01234: 
01235: 
01236: 
01237: 
01238: 
01239: 
01240: 
01241: 
01242: 
01243: 
01244: 
01245: 
01246: 
01247: 
01248: 
01249: 
01250: 
01251: 
01252: 
01253: 
01254: 
01255: 
01256: 
01257:
: 1
: C 
:C 
: C
10
:C
:C
:C
:C 
:C 
:C
C 
C 
C
FORMAT(1H , ' GAMMAL CALL FL12 ')
CALL GAMMAL(XI,GIL,G2L,RLAC1,RLAC2)
CHECK FOR ZERO GAMMA
IF (G IL . EQ. 0 . ODO. OR. G2L. EQ.0 .0 ) THEN 
W RITE(*,10)
FORMAT(1H ,'**FLO R Y ** ACTIVITY COEFF. EQ TO ZERO, CANNOT LOG')
STOP
ELSE
CONTINUE 
END IF
APPLY LANE'S MODEL
RLNS l=*TT*DLOG (G IL)
RLNS 2=TT*DLOG( G2L)
CALCULATE (GIBB'S EXCESS PER MOLE ( l+ 2 ) ) /R T  
GE=X1*RLNS1+X2*RLNS2 
APPLY F-H THERMODYNAMICS
C =1.0D0/(X1*V2)
D=X1*DL0G(Xl/Vl)
E=X2*DLOG(X2/V2)
FH12=C*(D+E+GE)
FH21=FH12*(U2/U1)
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
C OTHER EXPRESSIONS FOR FH12:
C MUNK AND PATTERSON
C
FH12N=GE/(X1*X2)
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c
11
160
c
2000
WRITE( * , 11 )X 1 ,V I , FH12, FH21 
FORMAT( 1H , 4(1PD14. 5 , 2X )) 
CONTINUE 
STOP
CONTINUE
RETURN
END
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
THIS SUBROUTINE CALCULATES LIQUID PHASE ACTIVITY COEFFICIENTS 
FOR THE BINARY SYSTEM ETHANOL(l)-WATER(2)
AT 25 C
C 
C 
C 
C
C DATA OF HANSEN AND MILLER -J . PHYS. CHEM. 58, P193, 1954
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
c
SUBROUTINE GAMMAL(XI, G1, G2,RLAC1,RLAC2) 
IMPLICIT DOUBLE PRECISION (A -H ,0 -Z ) 
REAL*4 S I , SE1, ST 
SAVE ST
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01258 C
01259
01260 C
01261 1
01262 C
01263 C
01264 C
01265
01266
01267
01268
01269
01270
01271
01272
01273
01274
01275
01276
01277
01278
01279 C
01280 75
01281 C
01282
01283
01284 76
01285 C
01286 C
01287
01288
01289 C
01290
01291
01292
01293
01294
01295
01296
01297
01298 85
01299
01300
01301
01302
01303
01304
01305 86
01306
01307
01308 10<
01309 C
01310 10
01311 C
01312
01313
01314 C
01315 C
01316 C
X2-1.0D0-X1
W RITE(*,1)X1,X2
FORMAT( 1H , 'X 1 ,X 2 = ', 2 (4X ,1PD 20.6 ))
CALCULATE THE ACTIVITY COEFF. FOR ETHANOL(l)-WATER(2)
IF (X 1 .L T .1 .0D-10)THEN
X 1-1 .0D -10
X 2 -1 . ODO
GOTO 75
ELSE
CONTINUE 
END IF  
TT=X2*X2 
TTT=X1*X1
A =TT*(0 . 665D0-0. 5 6D 0*X l-0 . 09D0*DEXP(-1 1 .0D0*X1))
B=TTT* ( O'. 945D0-0 .5 6D0*X1 - 0 . 09D0*DEXP ( -11 . 0D0*X1) - 
! ( 0 . 00818D 0/TTT )*(1 . ODO-DEXP(-1 1 .0 D 0 *X 1 )*(1 . ODO+11. 0D0*X1)) )  
IF (B .L E .1 .0D-10)B=1. 0D-10 
GOTO 76
CONTINUE
X l-0
A =1.0D 0*(0 .665D 0-0 . 09D0)
B=0. ODO
CONTINUE
AA=10. ODO**A
BB=10. ODO**B
AA=DEXP(A*DL0G(1 0 .ODO))
BB=DEXP(B*DLOG(10.0D0))
AA=GAMMA(1), BB=GAMMA(2)
G1=AA
G2=BB
AC1=AA*X1
AC2=BB*X2
I F (AC1.NE. 0 . ODO) THEN 
RLAC1=DL0G(AC1)
ELSE
W RITE(*,85)
FORMAT(1H , '**A C T ** X l-O .O , CANNOT TAKE LOGS')
STOP 
END IF
IF (AC2.NE. 0 . ODO) THEN 
RLAC2=DL0G(AC2)
ELSE
W RITE(*,86)
FORMAT(1H , '**A C T ** X2=0.0 , CANNOT TAKE LOGS')
STOP 
END IF  
CONTINUE
W RITE(*f1 0 )X l,G l,G 2  
FORMAT( 1H ,3 (1PD18. 6 , 2X ))
STOP
RETURN
END
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01317:C
01318:
01319:
01320:C
01321:C
01322:C
01323:C'
01324:C
01325:0
01326 :C
01327:
01328:C
01329:
01330:C
01331 :C
01332: C
01333:C
01334:C
01335:
01336:
01337:
01338:C
01339:
01340:
01341:
01342:50
01343:C
01344:
01345:
01346:
01347:60
01348 :C
01349:
01350:1000
01351:
01352:C
01353:800
01354:
01355:2000
01356:7
01357:
01358:C
01359:
01360:C
01361:C
01362: C
01363:
01364:
01365:C
01366:C
01367: C
01368:C
01369: C
01370:C
01371:C
01372:
01373:
01374:
01375:
SUBROUTINE DC0NC(C, CO, DC)
IMPLICIT DOUBLE PRECISION (A -H ,0 -Z )
THIS SUBROUTINE CALCULATES THE LIQUID DIFFUSION COEFFICIENT 
(CM2/SEC) FOR A GIVEN CONC. OF AQ. ETOH
DATA FROM HAMMOND AND STOKES (TRANS. FARADAY SOC. 49, P890- ,1953
CONVERT BACK INTO GMOLES/CM3 
CT=DABS( C*CO)
CONVERT FROM C(GMOLES/CM3) TO CNEW(GRAMS/100CM3)
CNEW=CT*46. 07D0*100. ODO
DC=0. 8D-5
RETURN
RANGE CHECKS
I F ( CNEW. LT.0 . ODO .OR.CNEW.GT.7 8 .51DO)GOTO 2000 
IF(CNEW.GT.65.0DO)GOTO 60 
IF(CNEW.GT.3 5 .ODO)GOTO 50 
RANGE 0-35
DC=1. 24D0+2*( -0 .0 1 702D0) *CNEW+3*(1 .2  3ID - 4 ) *CNEW**2 
*+  4*(-4 .0D -7)*C N EW **3
GOTO 1000 
CONTINUE 
RANGE 35-65
DC=0.482D0+2*(- 0 . 007775D0)*(CNEW-30. 0D0)+3*
1 (0.0001671D0)*(CNEW -30.0D0)**2
GOTO 1000 
CONTINUE 
RANGE 65-78 .51
DC=1. 132D0+2*(0. 02149D0)*(CNEW-78. 51D0)
CONTINUE
DC=DC*1.0D-5
WRITE( * ,8 0 0 ) C, CNEW,DC
FORMAT( 1H , 'DCONC C, CNEW(GR/100CM3),DC', / , 3 (1PD20. 8 , 2X) )
RETURN
WRITE( * ,  7-)C,CNEW,DC
FORMAT(1H /ERROR IN CONC. -FROM DCONC', / , 3(1PD20.8 , 2 X ))
RETURN
STOP
END
SUBROUTINE CRHOL(C,RHOL)
IMPLICIT DOUBLE PRECISION (A -H ,0 -Z )
THIS ROUTINE TAKES THE CONCENTRATION (GMOLES/CM3) AND 
RETURNS THE DENSITY IN GRAMS/CM3
EQUATIONS OBTAINED FROM LEAST SQ. F IT  TO LITERATURE DATA 
RANGE CHECK
IF (C . LT. 0 . ODO .OR. C. GT.1 7 .1DO)GOTO 2000 
IF(C.GT.1.44313D-2)GOTO 80 
IF (C . GT. 9 . 70087D-3)G0TO 70 
IF(C.GT.4.3985D-3)GOTO 60
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01376: IF(C.GT.2.3374D-3)GOTO 50
01377: IF(C.GT.1.072466D-3)GOTO 40
01378:C RANGE 0-1.072466D-3 ERROR IN 5 P.D.
01379: RH0L=9.9708366D-1-(8.8584365D0)*C+(5.064028D2)*C**2
01380: GOTO 1000
01381:40 CONTINUE
01382:C RANGE 1.072466D-3 - 2.3374D-3 ERROR 5 P.D.
01383: RHOL=9.9657106D-1-(8.0945797D0)*C+(2.411427D2)*C**2
01384: GOTO 1000
01385:50 CONTINUE
01386:C RANGE 2.334D-3-4.3985D-3 ERROR 5 P.D.
01387: RHOL=9.947743D-1-(6.7616329D0)*C
01388: GOTO 1000
01389:60 CONTINUE
01390:C RANGE 4.3985D-3 - 9.70087D-3 ERROR 5 P.D.
01391: RHOL= 9.844532D-1-(1.9302749D0)*C-(5.70651D2)*C**2
01392: GOTO 1000
01393:70 CONTINUE
01394:C RANGE 9.77087D-3 - 1.443126D-02 ERROR 5 P.D.
01395: RHOL=9.877033D-1-(3.0711708D0)*C-(4.885137D2)*C**2
01396: GOTO 1000
01397:80 CONTINUE
01398:C RANGE 1.443126D-2 - 100 % ETOH ERROR 4 P.D. !!!
01399: RHOL=3.539143D-1+(8.0176758D1)*C-(3.218285D+3)*C**2
01400:1000 CONTINUE
01401:C WRITE(*,1001)C fRHOL
01402:1001 FORMAT(1H ,'CRHOL C(GMOLE PER CM3)RHOL',/,2(1PD20.8,2X)) 
01403: RETURN
01404:2000 CONTINUE 
01405: WRITE(*,99)
01406:99 FORMAT(1H ,'ERROR IN RHOL CONC.********')
01407: STOP
01408: END
01409:C 
01410:C 
01411:C
01412: SUBROUTINE FORMD(YY,RNSP,RNDOT)
01413: IMPLICIT DOUBLE PRECISION (A-H.O-Z)
01414: COMMON/ZFIT1/R1K(200),Cl(200),N1CAP7
01415: COMMON/ZFIT2/R2K(200),C2(200),N2CAP7
01416: COMMON/ZFIT3/R3K(200),C3(200),N3CAP7
01417: COMMON /DSS5/CUP,CLOW,RNUP,RNLOW
01418:C
01419: DIMENSION S(4)
01420:C
01421: INTEGER I,IFAIL
01422: COMMON /COEFF/ A(10)
01423: COMMON /COND/CON,T
01424: COMMON /REUSE/YB,RNB,RNW,YOBS1,YOUT1,CTEST,FEXP, FTH
01425: C........................... ....................................
01426:C DATA FOR R.I. (CORRECTED FOR WAVELENGTH 632.8 run) '
01427:C
01428:C N(H20)=1.3332D0
01429:C N(3wt%)=l.335123
01430:C N(6wt%)=l.3370464D0
01431:C N(15WT%)=1.343252D0
01432:C N(20WT%)=1.346721D0
01433:C N(25WT%)=1.349976D0
01434:C N(30WT%)=1.352851D0
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01435
01436
01437
01438
01439
01440
01441
01442
01443
01444
01445
01446
01447
01448
01449
01450
01451
01452 
01453: 
01454: 
01455: 
01456: 
01457: 
01458: 
01459: 
01460: 
01461: 
01462: 
01463: 
01464: 
01465: 
01466: 
01467: 
01468: 
01469: 
01470: 
01471: 
01472: 
01473: 
01474: 
01475: 
01476: 
01477: 
01478: 
01479: 
01480: 
01481: 
01482: 
01483: 
01484: 
01485: 
01486: 
01487: 
01488: 
01489: 
01490: 
01491: 
01492: 
01493:
D cra2/sec 
T sec 
Y cm
NOTE THIS ROUTINE WORKS IN CM.
Y=YY/10.ODO 
WRITE(*,121)Y
FORMAT(1H , 'FORMD Y=',1PD15.7)
: C- - 
: C 
:C 
: C 
: C 
:C 
:C
: C 
: 121 
:C 
: C
: I F (T .NE. 0 . ODO) GOTO 40
: RNSP=RNB
: RNDOT=0. ODO
: RETURN
:40 CONTINUE
:C LEFT=1 MEANS LEFT HAND DERIVATIVES ARE CALCULATED
:C LEFT=2 MEANS RIGHT HAND DERIVATIVES ARE CALCULATED
:C AT THE LEFT HAND EDGE (Y( 1 + 4 ))THE RIGHT HAND DERIVATIVES
:C ARE CALCULATED, AND AT THE RIGHT HAND EDGE (Y (N -4 ))  THE
:C LEFT HAND DERIVATIVES ARE CALCULATED.
LEFT=1
: IF(Y.GE.O.ODO)GOTO 50
: IF (Y . GT. - 0 . 0143D0.AND.Y . LT. 0 . ODO) GOTO 75
: CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
:C PHASE 3
:CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC 
: IFAIL=1
: CALL E02BCF(N3CAP7,R3K,C3,Y ,LEFT,S , IF A IL )
: I F ( IFAIL.NE.O)THEN
: W R IT E (*,3 8 0 )IF A IL ,Y ,S (1 ), S(2 )
:380 FORMAT( 1H , ' PHASE3 E02BCF IF A IL = ',1 5 ,2 (1PD16. 7 , 2X) )
: STOP
: ELSE
:C W RITE(*,385)
:385 FORMAT( 1H , '  Y, S I , S2,S 3 ')
:C W R IT E (*,3 0 0 )Y ,S (1 ), S( 2 ) , S(3 )
:300 FORMAT( 1H ,4(1PD15. 7 , 2X ))
: C=S(1)
: CDOT=S(2)
RNSP=RNLOW+(RNUP- RNLOW) *C 
: RNDOT=(RNUP- RNLOW) *CDOT
: RNDOT=RNDOT/10. ODO
I F ( CON. EQ.1 . ODO) RNDOT=0. ODO 
C WRITE(9, 3000)YY,RNSP,RNDOT,C, CDOT
3000 FORMAT( 1H , ' FORMD YY,NSP,NDOT' , 5 ( 1PD15.7 ) )
END IF  
RETURN
cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc 
C PHASE 2
ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
75 CONTINUE
IF A IL -1
CALL E02BCF(N2CAP7,R2K, C2,Y,LEFT, S, IF A IL )
IF(IFAIL.NE.O)THEN  
WRITE( * ,2 0 ) IFA IL  
20 FORMAT( 1H , ' PHASE2 E02BCF IF A IL = ', I5 )
ELSE
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01494:C W RITE(*,25)
01495:25 FORMAT( 1H , ' PHASE2 Y ,S 1 ,S 2 ,S 3 ')
01496:C WRITE( * ,3 0 )Y ,S (1 ) ,S (2 ) ,S (3 )
01497:30 FORMAT( 1H ,4(1PD15. 7 , 2X ))
01498: C=S(1)
01499: CDOT=S(2 )
01500: RETURN
01501: END IF
01502:50 CONTINUE
01503:cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
01504:C PHASE 1
01505:cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
01506: IFAIL=1
01507: CALL E02BCF(N1CAP7,R1K,Cl,Y,LEFT,S,IFAIL)
01508: IF(IFA IL.NE.O)THEN
01509: W R ITE(*,8 0 )IF A IL ,Y ,S (1 ) , S(2 )
01510:80 FORMAT(1H , 'PHASE! E02BCF IF A IL = ',1 5 ,3 (1PD16. 7 , 2 X ))
01511: STOP
01512: ELSE
01513:C W RITE(*,85)
01514:85 FORMAT( 1H , 'Y ,S 1 ,S 2 ,S 3 ')
01515:C W RITE(*, 100)Y ,S ( 1 ) ,S (2 ) ,S (3 )
01516:100 FORMAT( 1H ,4(1PD15. 7 , 2X ))
01517: C=S(1)
01518: CDOT=S(2)
01519: RN S PHRNLOW+ ( RNUP - RNLOW ) *C
01520: RNDOT=(RNUP- RNLOW) *CDOT
01521: RNDOT=RNDOT/10. ODO
01522: I F ( CON. EQ. 1 . ODO) RNDOT=0. ODO
01523:C WRITE(* ,2 0 0 0 )YY,RNSP,RNDOT, C, CDOT
01524:2000 FORMAT( 1H , ' FORMD YY,NSP,NDOT' , 5 ( 1PD15.7 ) )
01525: RETURN
01526: END IF
01527: RETURN
01528: END
01529:C
01530:C
01531:C
01532: SUBROUTINE CUBIC2(IRAY,XD,YD,XN,YSP,NMODE)
01533:C
01534:C
01535: C
01536: IMPLICIT DOUBLE PRECISION (A -H ,0 -Z )
01537: INTEGER M,NCAP, IWGHT,NCAP2,NCAP3,NCAP7,J
01538: * , IF A IL ,J 2 ,M2,R,R2
01539:C
01540: DIMENSION X (2 0 0 ),Y (2 0 0 ),W (2 0 0 ), C(200),W ORK1(200),
01541: *W ORK2(4,50),RK(200),XD(200),YD(200)
01542:C
01543: DIMENSION YSP(200),XN(200)
01544:C
01545:C
01546:C NMODE =1 PHASE1 LOAD UP COMMON/ZFIT1/
01547:C NMODE =2 PHASE2 LOAD UP COMMON/ZFIT2/
01548:C NMODE =3 PHASE3 LOAD UP COMMON/ZFIT3/
01549:C
01550: COMMON/ZFIT1/R1K(200),C1(200),N1CAP7
01551: COMMON/ZFIT2/R2K(200),C2(200),N2CAP7
01552: COMMON/ZFIT3/R3K(200),C3(200),N3CAP7
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01553:C 
01554:C 
01555:C 
01556:C 
01557:C 
01558:C 
01559:C 
01560:C 
01561:G 
01562:C 
01563: 
01564: 
01565: 
01566:323  
01567:20 
01568: 
01569:C 
01570:327  
01571:329  
01572:C 
01573: 
01574:C 
01575: 
01576:C 
01577:C 
01578:C 
01579:C 
01580:C 
01581: 
01582: 
01583: 
01584:777  
01585:C 
01586: 
01587: 
01588: 
01589: 
01590: 
01591: 
01592:C 
01593: 
01594:543  
01595:40  
01596: 
01597:C 
01598: 
01599: 
01600:60  
01601:C60 
01602:80  
01603:C 
01604:C 
01605: 
01606 :C 
01607: 
01608:100  
01609:120  
01610:C 
01611:C
WORKING SPACE FOR E02BAF. IN THE ABOVE STATEMENT 
REPLACE 200 BY AN INTEGER CONSTANT NOT SMALLER THAN M AND 
50 BY AN INTEGER CONSTANT NOT SMALLER THAN NCAP7=NCAP+7
LOAD UP ARRAY 'X AND Y SO THAT THE FIRST AND LAST POINTS 
( ie  XD(1),XD(IRAY) CORRESPOND TO X ( l )  AND X (IR A Y +8). . . )  
PLACING.XD(1) INTO X ( l ) ,X ( 2 ) ,X ( 3 )  AND X ( 4 ) . . .
AND . . . YD(IRAY) INTO Y (IR A Y +4+ l),Y (IR A Y +4+2). . Y(IRAY(+4+4)
DO 323 J= 1 , IRAY 
X(J)=XD (J)
Y (J)=YD (J)
CONTINUE
M=IRAY
DO 329 1=1,M
WRITE( * ,3 2 7 ) I , X ( I ) , Y ( I )
FORMAT( 1H , ' I , X , Y ' ,1 5 ,2(1PD15. 7 , 2X ))
CONTINUE 
W R ITE (*,99994)
IF(M.LE.0)STOP
11=1
BY CHANGING THE LAST FIGURE IN  THE 'DO' STATEMENT 
BELOW YOU CAN INCREASE(LOWER NUMBER)/DECREASE(HIGER)
THE NUMBER OF INTERIOR KNOT POINTS.
DO 777 J=5 , (M -4 ),2  
R K (II+ 4 )= X (J -3 )
11=11+1
CONTINUE
NCAP=II
IWGHT=1
NCAP2=NCAP+2
NCAP3=NCAP+3
NCAP7=NCAP+7
IF(NCAP.EQ.l)GOTO 40
READ(1, * ) (R K (J ),J=5,NCAP3)
IF(NCAP3.GT.200)W RITE(*,543)
FORMAT(1H , ' ONLY 200 INTERIOR POINTS ALLOWED')
DO 80 R=1,M
I F ( IWGHT.NE.1 ) GOTO 60
R E A D (1,*)X (R ),Y (R )
W(R)=1.0  
GOTO 80 
CONTINUE
R E A D (1 ,*)X (R ),Y(R),W (R)
CONTINUE 
WRITE(*,9 9 99 3  )M 
WRITE(* ,9 9 9 9 2 )NCAP 
I F ( IWGHT.NE.l)GOTO 100 
W RITE(*,99991)
GOTO 120 
W RITE(*,99990)
IF(NCAP. EQ.l)GOTO 140 
W RITE(*,99989)
WRITE( * ,9 9 9 8 8 ) (J ,R K(J),J=5,N A P3)
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01612 140 I F ( IWGHT.NE.l)GOTO 160
01613 C W RITE(*,99987)
01614 GOTO 180
01615 160 W R ITE (*,99986)
01616 180 DO 220 R=1,M
01617 IF(IWGHT.NE.l)GOTO 200
01618 C W R ITE (*,99985)R ,X (R ),Y (R )
01619 GOTO 220
01620 200 CONTINUE
01621 C W R ITE (*,99985)R ,X (R ),Y (R ),W (R )
01622 220 CONTINUE
01623 IFAIL=1
01624 CALL E02BAF(M,NCAP7,X ,Y ,W,RK,WORK1,WORK2, C, SS, IF A IL )
01625 IF(IFAIL.NE.O)GOTO 360
01626 IF(NMODE.EQ.1)THEN
01627 C LIQ1
01628 C
01629 N1CAP7=NCAP7
01630 DO 515 J=1,NCAP7
01631 515 R1K(J)=RK(J)
01632 DO 516 J=1,NCAP3
01633 516 C1(J)=C (J)
01634 RETURN
01635 ELSE
01636 END IF
01637 IF (NMODE.EQ.2 )THEN
01638 C LIQ 2
01639 C
01640 N2CAP7=NCAP7
01641 DO 523 J=1,NCAP7
01642 523 R2K(J)=RK(J)
01643 DO 526 J=1,NCAP3
01644 526 C 2(J)=C (J)
01645 RETURN
01646 ELSE
01647 END IF
01648 IF(NMODE. EQ.3 ) THEN
01649 C LIQ3
01650 C
01651 N3CAP7=NCAP7
01652 DO 915 J=1,NCAP7
01653 915 R3K(J)=RK(J)
01654 DO 916 J-1.NCAP3
01655 916 C 3(J)=C (J)
01656 RETURN
01657 ELSE
01658 W RITE(*,527)
01659 527 FORMAT(1H /ERROR IN NMODE')
01660 STOP
01661 END IF
01662 WRITE(*,9 9 9 8 4 )
01663 J=1
01664 C WRITE( * ,99983 )J ,C (1 )
01665 DO 240 J=2,NCAP2
01666 J2=J+2
01667 C WRITE( * , 99985)J ,R K (J2 ),C (J )
01668 240 CONTINUE
01669 C WRITE(*,99983)NCAP3,C(NCAP3)
01670 C WRITE( * ,99982)SS
01671: RETURN
01672:360 WRITE( * , 9 ) NMODE
01673:9 FORMAT(1H /FAILURE IN PHASE',1 4 )
01674: GOTO(3 8 0 ,4 0 0 ,4 2 0 ,4 4 0 ,4 6 0 )IFA IL
01675:380 W R ITE(*,99978)
01676: STOP
01677:400 W R ITE(*,99977)
01678: STOP
01679:420 WRITE(* ,9 9 9 7 6 )
01680: STOP
01681:440 W R ITE(*,99975)
01682: ' STOP
01683:460 W R ITE(*,99974)
01684: STOP
01685:C
01686:99994 FORMAT( 1H , '  ' )
01687:99993 FORMAT(1H /C U BIC  SPLINE F IT  TO ARBITRARY DATA P O IN T S ',/,
01688: *  '   ' , / / ,
01689: * '  INPUT DATA' , / ,  ' .................. - ' , / / /  NUMBER OF DATA POINTS
01690: . * - ' , I 4 )
01691:99992 FORMAT( 1H /NUMBER OF INTERVALS - ' , 1 4 )
01692:99991 FORMAT( 1H /U N IT  WEIGHTING FACTORS')
01693:99990 FORMAT( 1H /USER SUPPLIED WEIGHTING FACTORS')
01694:99989 FORMAT( 1H , '  J KNOT K( J ) ' )
01695:99988 FORMAT( 1H ,I3 ,1 P D 2 0 .8 )
ABSCISSA X(R) 
ABSCISSA X(R)
01696:99987 FORMAT( 1H , / , '  R
01697:99986 FORMAT( 1H , '  R
01698: *ORDINATE Y(R)
01699: *  WEIGHT W( R) ' )
01700:99985 FORMAT( 1H ,1 3 ,3 (1PD20.8 ) )
01701:99984 FORMAT( 1H /R E S U L T S ', / / /
01702: *K (J+2)
01703: *  B-SPLINE COEFF C( J ) ' )
01704:99983 FORMAT( 1H ,1 3 ,20X,1PD20.8 )
01705:99982 FORMAT( 1H /RESIDUAL SUM OF SQUARES = ' , 1PD20. 8 , / ,  
01706: * ' CUBIC SPLINE APPROXIMATION AND RESIDUALS'//,
ORDINATE Y ( R ) ' )
' / ' > / * KNOT
01707 *< R RESIDUAL')ABSCISSA APPROXIMATION
01708:99981 FORMAT( 1H ,5X ,2 (1P D 20.8 ))
01709:99980 FORMAT ( 1H , 1PD20. 8./ARGUMENT OUTSIDE RANGE')
01710:99979 FORMAT( 1H ,1 3 ,1PD20. 8 , 20X,'ARGUMENT OUTSIDE RANGE') 
01711:99978 FORMAT( 1H /KNOTS DISORDERED OR NOT INTERIOR TO 
01712: *DATA INTERVAL')
01713:99977 FORMAT( 1H ,'NON-POSITIVE WEIGHT')
01714:99976 FORMAT( 1H /DISORDERED VALUES OF THE INDEPENDENT 
01715: ^VARIABLE' )
01716:99975 FORMAT( 1H /TOO MANY KNOTS FOR THE NUMBER OF DISTINCT 
01717: *VALUES OF THE INDEPENDENT VARIABLE')
01718:99974 FORMAT( 1H ,'NO UNIQUE SOLUTION SINCE SCHOENBERG-WHITNEY 
01719: ^CONDITION VIOLATED')
01720: END
01721:C 
01722 : C
01723:C
01724:
01725:
01726:
01727:
01728:
01729:
SUBROUTINE TO CALCULATE THE CONCENTRATION 
AND ITS FIRST DERIVATIVE
DATA LOADED UP IN THE ZFIT COMMON BLOCKS THROUGH CUBIC SPLINE
NOTE THAT THE SAME COMMON BLOCKS ARE ALSO USED WHEN INTEGRATING 
THE CONCENTRATION PROFILES TO FIND THE TOTAL AMOUNT OF MATERIAL 
TRANSPORTED ACROSS THE MEMBRANE
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01730 C
01731 C
01732 cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
01733 c ROUTE IS A ROUTINE WHICH, GIVEN THE LIQUID PHASE
01734 c ACTIVITIES (LNA1+LNA2), WILL CALCULATE THE SORBED PHASE
01735 c CONCENTRATION (GMOLES/CM3[POLYMER+PENETRANT] MIX)
01736 c IT USES A MINPACK ROUTINE WITH STEP CORRECTION
01737 c NAG LIB C05PBF
01738 c THE ROOTS OF THE TWO(N) FOLLOWING EQUATIONS ARE FOUND
01739 c
01740 c LNAl(LIQ)=LNA1(MEM) AND LNA2(LIQ)=LNA2(MEM)
01741 c WHERE AIM AND A2M ARE FUNCTIONS OF CM1 AND CM2 (J*=2)
01742 c
01743 c FLORY-HUGGINS SOLUTION ISOTHERM USED TO CALCULATE LNA(MEM)
01744 c DATA OF HANSEN AND MILLER USED FOR LNA(LIQ)
01745 ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
01746 SUBROUTINE ROUTE(RAIL,RA2L,CM1,CM2)
01747 IMPLICIT DOUBLE PRECISION (A-H,0-Z)
01748 DIMENSION FJAC(2,2),FVEC(2),WA(100),C(2)
01749 COMMON /DATAW/ DRAlL,DRA2L
01750 COMMON/CHECKX/ XMOLL,ISIDE
01751 EXTERNAL FCN
01752 SAVE C1TOP, C2TOP,C1BOT,C2BOT,ICOUNT
01753 c
01754 c
01755 ICOUNT=ICOUNT+l
01756 IF(ICOUNT.LT.1)ICOUNT=0
01757 IF(ICOUNT.GT.1.0D4)ICOUNT=l
01758 c
01759 DRA1L=RA1L
01760 DRA2L=RA2L
01761 N=2
01762 LFJAC=2
01763 LWA=100
01764 Ul=58.683D0
01765 U2=18.067D0
01766 c STARTING VALUES OF CM1 AND CM2
01767 c IF(ICOUNT.GT.3)GOTO 33
01768 C(l)=1.0D-6/Ul
01769 C(2)=l.0D-5/U2
01770 GOTO 44
01771 33 CONTINUE
01772 IF(ISIDE.EQ.1)THEN
01773 C(1)=C1T0P
01774 C(2)=C2TOP
01775 ELSE
01776 C(1)=C1B0T
01777 C(2)*=*C2BOT
01778 END IF
01779 44 CONTINUE
01780 IF(XMOLL.LE.1.0D0)THEN
01781 C(l)=l. OD-11
01782 C(2)=l.579D-4
01783 ELSE
01784 CONTINUE
01785 END IF
01786 IF(XMOLL.LE.8.OD-3)THEN
01787 C(l)=3.33457137D-8+2.75846943D-3*XMOLL
01788 C(2)=l.57934526D-4-3.14609133D-5*XMOLL
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01789
01790
01791
01792
01793
01794
01795
01796
01797 299
01798
01799
01800 C
01801 105
01802 C
01803 C
01804
01805
01806 C
01807 C
01808 100
01809
01810
01811
01812
01813
01814
01815
01816
01817
01818
01819
01820
01821
01822
01823 C
01824 C
0.1825 C
01826
01827
01828
01829
01830
01831 C
01832
01833 C
01834 C
01835 C
01836 C
01837 C
01838 C
01839
01840
01841
01842
01843 C
01844 C
01845 C
01846 188
01847 C
CMl-C(l)
CM2=C(2)
RETURN
ELSE
CONTINUE 
END IF
IF(XMOLL.EQ.1.0D0)C(2)=1.OD-IO 
IF(XMOLL.EQ.1.0DO)WRITE(*,299)
FORMAT(1H ,'XMOLL EQ 1')
XTOL=5. OD-7 
IFAIL=0
WRITE(*,105)C(l),C(2)
FORMAT(1H /STARTING GUESS AT C1M AND C2M',2(2X,1PD20.6))
CALL C05PBF(FCN,N ,C ,FVEC,FJAC,LFJAC,XTOL,WA 
! ,LWA,IFAIL)
FNORM=FO5ABF(FVEC,2)
.WRITE(*,100)FNORM,IFAIL,C(l),C(2)
FORMAT(5X/ FINAL L2 NORM OF RESIDUALS=',1PD20.7,/, 
! 5X/ EXIT IFAIL VALUE =',110,/,
!5X,'FINAL SOL. VALUE OF CM1 =',1PD20.7,/,
!5X,'FINAL SOL. VALUE OF CM2 =',1PD20.8)
CM1=C(1)
CM2=C(2)
IF(ISIDE.EQ.1)THEN
C1T0P=C(1)
C2TOP=C(2)
ELSE
C1B0T=C(1)
C2BOT=C(2)
END IF 
RETURN 
END
SUBROUTINE FCN(N,C ,FVEC,FJAC,LFJAC,IFLAG)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION C(N),FVEC(N),FJAC(2,2),PDEV(2,2)
COMMON /DATAW/ DRA1L,DRA2L 
COMMON/CHECKC/C1L,C2L
SAVE IIX,ST
N = No. OF EQU. J=N=No. OF UNKNOWNS 
FVEC : LNA(MEM)-LNA(LIQ)=0
PDEV(1,1)=DLNA1/DLNC1, PDEV(1,2)=DLNA1/DLNC2
PDEV(2,1)=DLNA2/DLNC1, PDEV(2,2)=DLNA2/DLNC2 (MEMBRANE PHASE)
RA1L= LIQUID PHASE LNA1
RA1L=DRA1L
IIX=IIX+1
IF(IIX.EQ.201)IIX=0 
RA2L=DRA2L
IF(IIX.EQ.200)WRITE(11,188)IIX 
FORMAT(I10)
IF(IIX.GT.800)WRITE(11,10)C(1),C(2)
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01848:C WRITE(*,10)C(1),C(2)
01849:10 FORMAT(1H /CURRENT GUESS AT C1-',1PD20.6,/,
01850: !' CURRENT GUESS AT C2=',1PD20.6)
01851:C IFLAG=2 CALCULATE PARTIAL DIFFERENTIALS ONLY
01852:C
01853: CTl-C(l)
01854: CT2=C(2)
01855: IF(C(l).LE.0.0D0)CT1=1.OD- 9
01856: IF(C(2).LE.0.0D0)CT2=1.OD-9
01857:C
01858:C IF(C(1).LE.0.0D0)WRITE(*,387)C1L,C2L
01859:C IF(C(2).LE.0.0D0)WRITE(*,388)C1L,C2L
01860:387 FORMAT (1H /C(l),, C1L, C2L' , 2 (IX, 1PD20. 6) )
01861:388 FORMAT(1H ,'C(2),, C1L,C2L',2(IX,1PD20.6))
01862: CALL FLORYA(CT1,CT2,RA1M,RA2M,PDEV)
01863:cccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
01864:C WRITE(*,15)
01865:15 FORMAT(1H /BACK FROM FLORYA')
01866:C IF(IFLAG.EQ.2)WRITE(*,25)
01867:25 FORMAT(1H /CALCULATING THE PARTIAL DIFFS.')
01868:C IF(IFLAG.EQ.1)WRITE(*,26)
01869:26 FORMAT(1H /CALCULATING THE FUNCTION VALUES')
01870:CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCi
01871: IF(IFLAG.EQ.2) GOTO 40
01872:C CALCULATE THE CURRENT VALUE OF THE N EQUATIONS ONLY
01873:C
01874: FVEC(1)=RA1M-RAIL
01875: FVEC(2)=RA2M-RA2L
01876: GOTO 100
01877:40 CONTINUE
01878:C CALCULATE THE PARTIAL DIFFERENTIALS OF FVEC
01879: FJAC(1,1)=PDEV(1,1)
01880: FJAC(1,2)=PDEV(1,2)
01881: FJAC(2,1)=PDEV(2,1)
01882: FJAC(2,2)=PDEV(2,2)
01883:C
01884:100 CONTINUE
01885:C WRITE/*, 200) IFLAG
01886:200 FORMAT(1H ,'IFLAG=',110)
01887:C IF(IFLAG.EQ.1)WRITE(11,210)FVEC(1),FVEC(2)
01888:C WRITE(*,210)FVEC(1),FVEC(2)
01889:210 FORMAT(1H /  RETURNED FUNCTION VALUES',/ /  Fl=',1PD20.6,
01890: !/,'F2=',1PD20.6)
01891:C IF(IFLAG.EQ.2)WRITE(*,220)FJAC(1,1),FJAC(1,2)
01892:C ! ,FJAC(2,1),FJAC(2,2)
01893:220 FORMAT(1H ,'dLN(Al)/dCl...',4(1X,1PD20.6,/))
01894:C
01895: RETURN
01896: END
01897:C
01898:C
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