Abstract: Vibrating targets cause phase modulation of the azimuth phase history for a SAR system. The phase modulation may be seen as a time-dependent micro-Doppler frequency. It is useful to analyse such signals with Cohen's class time -frequency methods due to their superior resolution potential. The method must be chosen with care, as the effective time integration window of the kernel should not be longer than about a cycle of the modulation signal. Using the adaptive optimal kernel method (AOK), the authors obtained good results from a controlled experiment where two oscillating corner reflectors were placed within a SAR scene collected by the US Navy APY-6 radar. The oscillation frequency and amplitude were calculated from the time -frequency distributions and the results agree well with available ground truth. To resolve the instantaneous frequencies, the kernel time extent had to be sufficiently short.
Introduction
Synthetic aperture radar (SAR) is a well established and useful technique to acquire high-resolution images of an area of interest from airborne or space sensors [1, 2] . The SAR uses a moving antenna platform to synthesise a much larger antenna along the flight direction. Much effort has been put into designing accurate and fast SAR processors, and real-time systems with impressive performance are now available. As a consequence, SAR image exploitation is a growing field of research, with automatic target recognition the prime example [3] . A particular class of targets that pose a difficult challenge for target recognition is the class of moving targets. SAR processors are generally made with stationary targets in mind. As a result, images of moving targets are distorted compared to images of the target at rest. A well known example is the azimuth shift of a target with moderate constant range rate in SAR images [4] . More complicated target motion can be used to form an image of the moving target alone using inverse SAR (ISAR) mode. ISAR methods are particularly useful for ground-based radars [5, 6] , but are also relevant for airborne systems. ISAR imaging of ships at sea is a well known example [7] .
Some targets contain parts that move relative to the target itself. Examples are rotating and vibrating parts, such as wheels or engines. The resulting class of motions may aid target characterisation and recognition. Vibrations and oscillations can be observed by radar when the conditions are right. The phenomenon as observed by radar is termed micro-Doppler [8] . In addition to the micro-Doppler, there may be a Doppler shift corresponding to the target bulk motion. We examine the case of an oscillating point target. The micro-Doppler for such targets may be seen as a sinusoidal phase modulation of the SAR azimuth phase history. Phase modulation signals may be analysed with quadratic time -frequency methods. The methods are useful due to the high time -frequency resolution that may be obtained. We show that the method must be chosen with care if the aim is to reveal the time-dependent Doppler frequency caused by the phase modulation. Generally, the method must not use a time window longer than about one cycle of the modulation. With these considerations in mind, the adaptive optimal kernel (AOK) method has been applied to an APY-6 SAR collection containing two oscillating corner reflectors. The oscillations, although being only millimetres in amplitude, are clearly seen in the resulting time -frequency distributions. The results agree well with ground truth.
Theory
A stationary point target within a SAR scene will trace out a unique phase history as the SAR antenna is moved relative to the scene [2] . The phase history is related to the position of the point target, and the SAR processor estimates the position and complex amplitude from the given phase history. If the position of the point target changes during the time of data collection for the SAR image, a target motionrelated phase term is introduced into the phase history. In this paper we consider the case of small sinusoidal motions.
Oscillating point targets in SAR images
We consider an oscillating point target at the origin, with the co-ordinate system oriented such that the oscillation occurs along the x-axis as shown in Fig. 1 . The oscillation may then be described by the position with time as
where d is the oscillation amplitude and ! m the angular oscillation frequency. With spherical co-ordinates as indicated, the range from the radar to the target is r 0 ; with the radar located at polar angles ; as seen from the target. The distance r 0 is the range from the radar reference point for the SAR scene (essentially the phase centre of the synthetic aperture) to the origin. But, since the SAR processor uses a certain integration time, the point target will move during the collection, and the actual range will be a function of time. The SAR reference point is given by We note that if the radar is in the yz-plane, d r ¼ 0 and no effect of the oscillation is observed to the order of the approximation we made in (4). The range modification changes the phase of the SAR phase history in the azimuth direction. The phase change is given by 'ðtÞ ¼ 2kDrðtÞ; with k ¼ 2=l and l the radar carrier wavelength. Using (5), we get 'ðtÞ ¼ 2kd r sinð! m tÞ ¼ sinð! m tÞ ð 6Þ
with ¼ 4d r =l: We recognise the form of a sinusoidal phase modulation with the modulation index and ! m the angular modulation frequency [9] . The effect of the oscillating point target on the SAR phase history may also be described in terms of the instantaneous Doppler frequency defined by
with ! m ¼ 2f m : We note that the peak-to-peak deviation of the instantaneous Doppler frequency becomes 2f m :
Cohen's class
Equation (7) makes it clear that oscillating targets cause time-dependent Doppler frequencies or micro-Doppler. Our basic problem becomes the estimation of the instantaneous frequencies of the signal as accurately as possible. The problem stated this way is not consistent. We may think of the problem in terms of a few point reflectors that oscillate, and where the aim is to estimate the Doppler frequencies corresponding to each reflector. It is particularly simple in the case of just one reflector with good signal-to-noise and signal-to-clutter ratio. Time -frequency methods are useful tools to estimate time-dependent Doppler frequencies.
There are many methods to choose from. We use the Cohen's class of time -frequency distributions due to their superior resolution potential. The Cohen's class distributions of a given signal sðtÞ are all given by [10] 
Here, Wðt; f d Þ is the baseline Wigner -Ville distribution
The asterisk denotes complex conjugation. The instances of Cohen's class are generated by selecting various forms of the kernel function C in (8), and many forms have been used. Most rely on the fact that for signals whose frequency content is not changing too rapidly, a kernel in the form of a low-pass filter will smooth out interference terms. The convolution operation (8) For the present study, we considered two methods, the smoothed pseudo Wigner -Ville (SPWV) [11] and the adaptive optimal kernel method (AOK) [12] . Both methods make use of the fact that for signals with reasonable frequency content, the signal energy will be concentrated near the origin in the ambiguity function domain, while the interference terms will be further out. The kernel functions are essentially low-pass filters. In the case of the SPWV, the kernel is a simple separable filter. In contrast, the AOK adapts the kernel to the underlying signal so that interference is suppressed while retaining as much as possible of the time -frequency resolution. A radially Gaussian kernel is then chosen to match the signal energy around the origin. Both the SPWV and the AOK methods compare favourably in terms of resolution and dynamic range with many others [13] . We used the SPWV because it is simple to understand the properties of the kernel. We choose the AOK because it is an adaptive method that we expect to be optimum within the constraints of the method.
Quadratic time-frequency analysis of phase modulated signals
As discussed in Section 2.1, oscillating targets cause sinusoidal phase modulation of the received signal with time. Phase modulation is well known from communication theory [9] . But, in contrast to communications applications, we may be faced with phase modulated signals that are short in the sense that there are a few cycles or less of the phase modulation over the entire available integration time. As a result, the signal should be analysed as a non-stationary signal, and quadratic time -frequency methods are particularly useful.
The phase modulated signal [9] of finite duration t 2 f0; Tg
is representative of what we will get from an oscillating reflector. The constant frequency ! 0 gives the azimuth position of the reflector, and the sinð! m tÞ part corresponds to the oscillation. There are two extremes in the description of the phase modulation. At one side is the signal instantaneous frequency, at the other side is the signal power spectrum. The signal instantaneous frequency is a meaningful quantity that is straightforward to calculate for a signal such as (10) . However, if the signal is a sum of phase modulated signals, or a sum of different 'components', the instantaneous frequency becomes useless [14] . The power spectrum is always a meaningful quantity for a finite duration signal. However, the power spectrum does not contain any time information, as its interpretation is based on a sum of stationary sinusoids. Between the two extremes are the time -frequency methods that allow for nonstationary signals, while still retaining an element of time integration. As an example of the various ways to analyse the frequency content of a signal, consider Fig. 2 . Here, the real part of the signal shows the variation of the frequency quite clearly. The modulation index is given by ¼ 30 and the modulation frequency is f m ¼ ! m =ð2Þ ¼ 0:5 Hz: The constant frequency is f 0 ¼ ! 0 =ð2Þ ¼ 7:9 Hz: As a result of the parameter settings, the peak-to-peak frequency deviation will be 30 Hz. Accordingly, the instantaneous frequency will cross zero at times, something that is clearly seen in the real part time series. The power spectrum is a typical phase modulation spectrum with sidebands at multiples of the modulation frequency. The amplitudes are given by the modulation index. The condition for weak phase modulation ð ( 1Þ is clearly not fulfilled, hence the spectrum is much wider than f m :
Comparing with the time -frequency distribution, we see that the power spectrum width corresponds to the maximum peak-to-peak deviation in instantaneous frequency. The time -frequency distribution is in this case calculated with the smoothed pseudo Wigner -Ville method (SPWV). For comparison, the theoretical instantaneous frequency is given as a white line, and we see that the SPWV gives a meaningful picture of the time-dependent frequency content of the signal. Figure 2b shows the time window (dashed) used in the SPWV and the corresponding part of the phase modulation signal (solid). In this case we have used a Hamming window, and we see that the window is so short that only a small part of a cycle of the phase modulation oscillation is within the analysis window.
By comparison, Fig. 3 shows the result when the time Hamming window is extended to two cycles of the phase modulation (see Fig. 3b ), all other parameters being equal. We see that the time -frequency distribution becomes essentially time-independent. The information we find is mainly the same as from the power spectrum, and not much can be learned about the instantaneous frequency. The reason is that the time smoothing is longer than one cycle so that the components are drawn out. Furthermore, we may understand the effect in terms of the Wigner -Ville distribution of a finite duration signal. If the signal is a linear chirp with reasonable amplitude modulation (such as Gaussian or rectangular), the Wigner -Ville distribution gives perfect time -frequency localisation [10] . In other words, the distribution has energy only on the instantaneous frequency of the chirp. For all other possible signals we will see the cross-term interference phenomenon. Conceptually, we get results that agree with the instantaneous frequency only when the analysis window is so short that the signal is well approximated by a linear chirp over the window. When the analysis window is long enough that there are significant deviations from a linear phase modulation within it, we get a sliding spectrum. In the case of sinusoidal phase modulation the sliding spectrum becomes stationary. All Cohen's class methods will show the dependence on the effective time window length since they can be seen as A linear chirp is a linear chirp both in the time -frequency distribution domain and in the ambiguity function domain. Accordingly, the simple separable shape of the kernel for the SPWV method works well, while the change to a stationary spectrum occurs when the ambiguity function becomes more complicated. The AOK method is of particular interest for us, since we have found that it performs well in relevant applications [13, 15] . In this method, the kernel is adapted to the signal ambiguity function. The ambiguity function is calculated locally using a sliding time window similar to the SPWV. The adaptive kernel makes it more difficult than for the SPWV to determine the exact properties of the method. The AOK method makes use of a much more complicated kernel shape that adapts rather better to phase modulated signals. Furthermore, the kernel will in general be time-dependent. An example of the results obtained using different analysis window lengths is given in Fig. 4 . The time -frequency distributions have been calculated for a phase modulated signal with modulation frequency f m ¼ 5 Hz and modulation index ¼ 3:5: Using the SPWV on this signal, it is difficult to see the instantaneous frequency at any parameter settings with the sampling frequency of f s ¼ 100 Hz: For the AOK, going from Fig. 4a to Fig. 4d , we see that the timefrequency energy gets steadily more concentrated along the instantaneous frequency. The length of the sliding analysis window used is shown as a horizontal bar in each plot. We see that the lengths of 0.16 s (Fig. 4c) and 0.08 s (Fig. 4d) both give reasonable time -frequency localisation of the signal. When we know the frequency, we can also see the frequency variation in the two upper plots, but the crossterm interference is problematic for 0.32 s (Fig. 4c) , and the time -frequency distribution for 0.64 s (Fig. 4a) is almost stationary like the SPWV given in Fig. 3 . We conclude that, for the given signal, an analysis window somewhere between a half and a whole cycle gives adequate performance in terms of time -frequency localisation for the AOK method.
Experimental results

Description of data set
For the present study we used a SAR image collected by the APY-6 radar of the US Navy [16] . The APY-6 is a flexible X-band (3 cm wavelength) radar mounted on a NP3-C aircraft. The image is shown in Fig. 5 . The SAR image shows Point Lookout, a peninsula near the place where the Potomac River meets the Chesapeake Bay, not far from Washington DC. Within the SAR scene there are two oscillating corner reflectors. They are both close to 330 m in range and 310 m in azimuth. Figure 6 gives azimuth cuts through the test reflectors. Both reflectors were trihedral corner reflectors. The reflectors were made from three plates that could be set to move together or independently. Reflector 1 vibrated at 2.0 Hz with amplitude of 8 mm at the edge of the reflector plates, the plates moving together. According to ground truth information, the bottom plate stopped vibrating during the test. It is not known whether this happened before the data was collected. The angle between the corner reflector axis and the radar range direction was approximately 268. Reflector 2 vibrated in such a manner that the three reflector plates were uncorrelated. The amplitude was still 8 mm at the edges, and it faced in the same direction as reflector 1. Reflector 1 is seen to have sidebands about 15 dB below the peak. Sidebands of this magnitude may result from a fairly weak phase modulation < 1; but this is difficult to tell from the spectrum, as the sidebands might just as well be weaker stationary reflectors. In comparison, reflector 2 shows signs of stronger modulation, as there are several sidebands. Also, compared to reflector 1, the power is lower. For stronger modulation, the power will be spread over many sidebands. But it is still difficult to know since stationary points may cause the sidebands in the same manner as for reflector 1.
Time-frequency signatures
We now turn to the time -frequency signatures of the two point targets. Examining first reflector 1 with the AOK method, we got the result shown in Fig. 7 . Here, we have zoomed in on the relevant feature which is found between 70 Hz and 85 Hz of Doppler shift. The oscillation is clearly seen. We see from the time -frequency distribution that the period of oscillation is about 0.5 s and its amplitude is about 2.5 Hz peak-to-peak. Using this information we find the modulation frequency as 2 Hz in agreement with ground truth. From (6) we find
where a is the measured peak-to-peak deviation. With the value 2.5 Hz, we find d r ¼ 1:5 mm; which is lower than the ground truth value of 8 mm. Note that the corresponding modulation index is found as ¼ 0:6; which is a fairly weak modulation. Taking into account the look angle of 268 and the possibility that the bottom plate could have stopped moving, 1.5 mm seems a reasonable value, but it is difficult to be certain. Turning now to reflector 2, the results of using the AOK method are given in Fig. 8 . Two distributions are given. The upper shows the result using a time window length of 256 samples. This is the same as the length used for producing Fig. 7 . The lower plot shows the result when using the much shorter length of 16 samples. Comparing the two, we see that the longer length produces a more-or-less stationary spectrum which is quite messy, while the lower produces a single instantaneous frequency with complicated time variation. As in the discussion in Section 2.3, we see that the time analysis window must be sufficiently short in order to reveal the time-varying frequency. The oscillation is fairly irregular, but we may make a coarse eyeball estimate of the oscillation period, since there seems to be some periodicity in the time -frequency distribution. The result is a modulation period of 0.05 s, with a peak-to-peak deviation of around 120 Hz. This corresponds to the modulation frequency f m ¼ 20 Hz with amplitude d r ¼ 7 mm: The modulation period is not known, since three uncorrelated frequencies where used. The amplitude value does, however, agree very well with ground truth. Considering the look angle, we get a value for the amplitude of 7.8 mm measured from the radar data. This is close to the ground truth value of 8 mm.
Conclusions
Moving targets affect the phase history of a SAR collection in a manner dependent on the particular motion. A special case is oscillating point targets. Such targets cause sinusoidal phase modulation of the azimuth phase history of the SAR collection. The phase modulation may equivalently be seen as a time-varying Doppler frequency. Quite small oscillations can cause large modulation as the peak-to-peak Doppler deviation is given by two times the product of the modulation index and the modulation frequency. The modulation index is proportional to the line-of-sight oscillation displacement measured in carrier wavelengths. Time -frequency methods are useful tools to analyse such signals as they use time integration while still allowing for non-stationary signals. Also, multicomponent signals may be analysed. The method must be chosen carefully if we want to reproduce the instantaneous Doppler frequencies, as the time integration window cannot be longer than about one cycle of the modulation frequency.
A data set from the APY-6 radar was analysed using the adaptive optimal kernel method (AOK). We obtained the time -frequency signatures of two oscillating corner reflectors that were placed within the scene. The two reflectors had to be analysed with different time window lengths in the AOK to properly resolve the frequency content. We demonstrated that it is important to choose the time analysis window to be sufficiently short. We were able to obtain the oscillation parameters from the distributions. Such parameters may be useful for describing the target, or serve as inputs to automatic target recognition algorithms.
Acknowledgments
The present study was funded by a grant from the Office of Naval Research (ONR) through the 'Naval International 
