The focus of our work is the verification of tight functional properties of numerical programs, such as showing that a floating-point implementation of Riemann integration computes a close approximation of the exact integral. Programmers and engineers writing such programs will benefit from verification tools that support an expressive specification language and that are highly automated. Our work provides a new method for verification of numerical software, supporting a substantially more expressive language for specifications than other publicly available automated tools. The additional expressivity in the specification language is provided by two constructs. First, the specification can feature inclusions between interval arithmetic expressions. Second, the integral operator from classical analysis can be used in the specifications, where the integration bounds can be arbitrary expressions over real variables. To support our claim of expressivity, we outline the verification of four example programs, including the integration example mentioned earlier. A key component of our method is an algorithm for proving numerical theorems. This algorithm is based on automatic polynomial approximation of non-linear real and real-interval functions defined by expressions. The PolyPaver tool is our implementation of the algorithm and its source code is publicly available. In this paper we report on experiments using PolyPaver that indicate that the additional expressivity does not come at a performance cost when comparing with other publicly available state-of-the-art provers. We also include a scalability study that explores the limits of PolyPaver in proving tight functional specifications of progressively larger randomly generated programs.
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Introduction
The capability to efficiently specify and write useful programs and automatically prove them correct is one of the holy grails of applied computer science. Tools for formal methods, such as SPARK Ada [6] , go some way to achieving this goal. There is some evidence [4] that developers of safety-critical systems benefit from employing formal methods when obtaining the required high-level certifications for their software. These certifications could be obtained without formal methods, instead based on extensive and rigorous testing, but in some cases such testing costs substantially more than the application of formal methods [4] . The Tokeneer experiment conducted by the NSA [7] gives strong evidence that formal methods can bring substantial savings also to the development process due to its emphasis on thorough specification and early detection of defects. This work focuses on methods and tools for formal verification of floating-point (FP) software, an area where there is currently demand for improvement.
As an example, consider the Ada function erfRiemann and its specification shown in Fig. 1 . The Ada code and the specification are both hand-written. The function is intended to compute an approximation of the integral that appears in the Gaussian error function (erf), using an upper Riemann sum over a uniform partition of size n. The specification ties the FP result of the function with the intended exact real meaning by bounding the absolute error within an interval that depends on the values of x and n. Note that the bound can be made arbitrarily tight by increasing the parameter n while decreasing the positive constant δ closer to zero at a high enough rate. The minimum δ for which the contract holds depends on the overall magnitude of the compound rounding error incurred during one execution of the loop. The specification reflects the fact that, for very large n, the accumulated rounding error outweighs the improvement in precision gained by refining the partition.
Most of the paper is devoted to our method of automatically proving that programs such as erfRiemann meet tight functional specifications. Section 5.3 explores in more detail how we have verified erfRiemann against the specification in Fig. 1 . The remainder of this section clarifies how our approach advances the state-of-the-art and outlines its technical content.
Related work
Published approaches to FP program verification can be classified by the level of specification they aim to verify. Let us consider the following levels of specification for FP programs:
-Exception freedom: No overflow, division by zero, illegal parameter to square root, etc.
-Rough functional specification: Bounding the computed values with expressions, but not attempting to describe the values exactly. The gap between the bounds is typically so large that one cannot determine more than a few (if any) significant digits of the computed FP values. This usually happens when using constant or linear bounds for a nonlinear computation. -Tight functional specification: As above, but the gap between the bounds is typically small enough to ensure accuracy of some of the significant digits of the computed FP numbers or to closely express the model error in the computation. The expressions often relate the computation to its intuitive meaning, which tends to be a non-linear expression featuring operators such as root, exponential, logarithm, sine, cosine, arctan, absolute value, or integral. -Very tight functional specification: The computed FP values are expressed exactly as expressions in terms of the input FP values. The specifications need to take precise account of rounding and typically depend on specific details of the FP arithmetic such as rounding mode.
The above levels are progressively harder to specify and verify, besides that establishing exception freedom is usually equivalent to establishing rough functional specification. Note that in the process of verifying a tight functional specification, one usually verifies exception freedom too. How much can verification of various levels of specification be automated with current technology? Exception freedom and rough functional specification can be automatically derived and verified, even for industrial-scale programs, using tools such as Astreé [12] . Tight and very tight properties of human-authored programs typically cannot be automatically derived. Tight properties can be automatically verified only for relatively short and simple programs, and it is often necessary to manually add loop invariants. Very tight specification can be automatically verified only for the simplest of programs. Verifying a non-trivial program to this level usually requires significant human expert effort and represents a significant achievement [8, 9] .
To our best knowledge, no other published tools can automatically verify erfRiemann with its tight specification in Fig. 1 , even after adding a suitable loop invariant. We will now explain why this is the case, focusing on some of the better known tools.
Abstract interpretation tools such as Astreé [12] or Fluctuat [15, 22, 32] do not address tight functional specification.
Verification of a functional specification such as ours is typically performed in two steps. First, one derives verification conditions (VCs), which are mathematical theorems that imply the correctness of the programs. 1 Second, one proves the VCs using a theorem prover. This approach is common to SPARK Ada [5] , Frama-C [13] , and Why [20] , and we adopt it too. We therefore need to ask whether some of the available theorem provers can automatically prove the VCs obtained for our example verification problem. These VCs will contain variations of the formula in Fig. 1 , including the integral operator and interval inclusion. For example, one of the VCs produced for the program in Fig. 1 Automated numerical provers such as RealPaver [23] , Gappa [14] and MetiTarski [3] cannot at present deal with the integral operator. Also, while some of these provers support interval expressions, none are general enough to express the interval in our specification.
The VCs can be expressed in full-featured interactive theorem provers such as Coq [10, 11] or PVS [30] . With suitable tactics one could perhaps automate their proof. Nevertheless, we have not found a tactic that could automatically prove theorems that feature an integral similar to the one in our example.
Inspired by our verification example, we identify the following two challenges:
Challenge 1 (Automation). Find a way to prove tight functional specifications of FP programs automatically and efficiently, i.e. in a push-button manner accessible to programmers and engineers. Challenge 2 (Expressivity). Automatically verify specifications involving parametrised interval inclusions and the integral operator. This should happen with a comparable efficiency as when verifying specifications not involving these constructs.
We consider RealPaver, MetiTarski, and Gappa to be the state of art in addressing Challenge 1 and we are not aware of any tool, beside ours, that addresses Challenge 2.
Contributions
-We present the essence of the algorithm in PolyPaver, our constraint-based numerical theorem prover. This algorithm overcomes Challenge 2 and thus significantly extends the state-of-the-art of automatic verification of FP programs. Our benchmarks in Section 6 indicate that, despite the boost in expressivity, the algorithm performs comparably to publicly available state-of-the-art provers in terms of its ability to prove numerical theorems automatically and efficiently (Challenge 1). The following points outline how the algorithm overcomes Challenge 2:
-Inequalities are decided using automatically computed polynomial approximations of the functions given by the left-and right-hand-side expressions. -Polynomial approximations are also computed for expressions with the integral operator. PolyPaver can thus decide some tight properties featuring integrals. -Our polynomial approximation approach naturally extends to approximating interval expressions and thus deciding interval inclusions.
-We provide four FP programs with tight specifications, whose verification is challenging relative to the state-of-the-art as of April, 2013 (Section 5). These are suitable for inclusion in FP program verification and numerical theorem proving benchmarks.
Overview of our proof method
In essence, a polynomial interval (PI) is a pair of polynomials [p L , p R ] in variables x 1 , . . . , x m ranging over some intervals x 1 , . . . , x m , respectively. A PI usually represents some information about a specific function f , namely that the graph of f lies between the graphs of p L and p R on the whole domain Figure 2 illustrates how an interval inclusion statement ∀x ∈ x : f (x) ⊆ g(x) can be proved using PIs. The left-hand-side real or interval expression f is "outwards" approximated by a PI f ↓ , indicated by dotted lines, and the right-hand-side interval expression g is "inwards" approximated by a PI g ↑ , indicated by dashed lines. The inclusion is derived
. An inequality is proved similarly but using outer approximations for both sides of the inequality. This approach relies on a separation between the boundaries of the regions defined by f and g. As long as the boundaries are separated over a compact rectangular domain x, and the expressions f and g contain only operators supported by our PI arithmetic, the arithmetic can be used to automatically produce PI approximations f ↓ and g ↑ tight enough to separate the boundaries.
The following example gives an inclusion where such separation is not possible due to touching of the boundaries of the regions.
(outer approximation) (inner approximation) Fig. 3 ). We have a theorem ϕ ≡ D 1 ⊆ D 2 . There is touching in ϕ because the boundaries of the discs D 1 and D 2 share the point (0, 0).
Our method does not prove inclusions or inequalities with touching except in rare cases such as when the touching boundaries are polynomials of the same kind as used in the PIs. Our method does not attempt to detect touching. If touching occurs only on a small part of the domain, such as a single point, our method proves the theorem is true on all parts of the domain except in an arbitrarily small neighbourhood of the area where touching occurs.
In numerical theorems without touching, we sometimes discuss an informal degree of tightness which indicates the minimum distance between the supports of two constituent predicates. The tighter a theorem is, the harder it is to find the separating approximations f ↓ , g ↑ .
As explored in [18] , a non-trivial complication arises when approximating an interval expression such as 
is typically not inverted. Thus, we have to account for inverted intervals, and define an arithmetic of PIs that works for a mixture of normal and inverted intervals. Moreover, there can be PIs that are normal on a part of the domain and inverted on another part of their domain. For example, an inner PI approximation of the function interval [0, sin(x)] over x ∈ [0, 1] is typically inverted at x = 0 but normal at x = 1. The approximation is likely to be inverted at x = 0 because the
is a singleton at x = 0. We adopt the name generalised intervals for pairs [α, β] without any restriction on the relative order of the endpoints α, β. When defining operations for generalised function intervals, one of the hardest cases is multiplication. Kaucher [24] defined a multiplication of generalised real intervals that is suitable for our purposes. Nevertheless, it is defined in 16 distinct cases when the operands are different combinations of normal, reversed, covering zero or entirely positive or negative intervals. This definition cannot be directly applied to function intervals, because, at different parts of the function domain, the operand values can be at a different one of the 16 cases, possibly covering all 16 cases in one pair of interval operands. The details of our solution to this problem, as well as other issues related to the definition of PI arithmetic, are in Section 3.
The recurring issue when defining basic PI operations is the need for rounding consistently over the whole domain of the PIs. Another perpetual concern is the growth of size of the polynomials. Such growth is controlled by an operator for polynomial size reduction. These issues makes the design and implementation of PI arithmetic fairly challenging.
An important feature of our PI arithmetic is that it is well suited for proving theorems that involve indefinite integrals, thanks to the simplicity of integrating polynomials.
Polynomials have been used previously to approximate sets of functions but they all differ substantially from our PIs. Taylor models (TMs) [25, 27] are essentially function intervals of constant width, centred around one polynomial. The TM approach has been proposed as a general solution to the precision loss problem, but the merit of this approach has been disputed in [28] . We believe that our PI approach is more promising than TMs for reducing the dependency problem in constraint solving. PI multiplication is more accurate than TM multiplication, thanks to using two different polynomials as bounds, as discussed in Section 3.3. Another improvement of our PIs over TMs is in the use of the Chebyshev basis, which leads to a much improved rounding, as discussed in Section 3.1.
Outline of sections
Sections 2-4 give a formal account of the most important concepts of our numerical theorem proving algorithm, while Sections 5-7 focus on practical applications of our method.
Section 2 starts the formal account by defining a general approach to proving inequalities and interval inclusions by validated numerical approximation. Section 2.1 introduces generalised intervals over partially ordered sets and the approximation order on these intervals. Section 2.2 extends the concept of generalised interval to the concept of generalised interval function and some operations and constructions involving interval functions. Section 2.3 formalises an extension of common order and inclusion predicates for intervals and interval functions. Section 2.4 discusses how interval functions are used to approximate the values of numerical expressions and predicates. Section 2.5 introduces domain subdivision as a technique to improve approximations of numerical expressions in the context of deciding numerical predicates.
Section 3 provides some detail of our novel polynomial interval arithmetic. Section 3.1 specifies how multivariate polynomials are represented and defines a safe "rounding" of polynomials to polynomials that can be represented in a bounded space. The remaining subsections are dedicated to various approximate operations over polynomial intervals, covering addition, multiplication, pointwise maximum and minimum, division, exponentiation and square root, and integration, respectively. Section 4 describes PolyPaver's algorithm for deciding formulas using domain subdivision, the language of formulas supported by PolyPaver (Section 4.1), how these formulas are approximately evaluated using polynomial intervals (Section 4.2), giving specific attention to the evaluation of integrals (Section 4.3).
A formal treatment of the derivation of a correctness theorem (i.e. verification conditions) from a program-specification pair is outside the scope of this paper. Such treatment can be found in [16] .
The use of PolyPaver in program verification is illustrated in Section 5, where we discuss how several programs are proved correct with respect to their formal functional specification. The examples cover the computation of the error function (erf) using a rational approximation (Section 5.1), computation of the square root using Newton's iterative method (Section 5.2), computation of the error function using a Riemann sum as introduced in this section (Section 5.3), a selection of verified programs from the ProVal project (Section 5.4), and a program for computing the maximum of a quadratic interpolation of three points, comprising several cooperating procedures (Section 5.5).
Section 6 considers PolyPaver as a general numerical prover, and compares it with other such provers using several benchmarks. The first benchmark is based on a verification condition from the square root verification example (Section 6.1). Section 6.2 compares the provers based on several hand-crafted sequences of progressively more complex formulas.
Section 7 concludes the experimental part of the paper by reporting on a scalability study, based on randomly generated formulas, studying the effect of arity, expression depth and expression sizes on PolyPaver's proof success rate and proving duration. Section 8 concludes the paper and discusses possible avenues of further work.
Background
We take the same high-level approach to automated numerical theorem proving as RealPaver [23] . This approach is based on safe numerical approximation and domain subdivision. The main point of departure from RealPaver and other similar solvers is that we employ a more precise interval arithmetic, namely the PI arithmetic introduced in Section 1.3 and outlined in Section 3. To prepare the ground for a presentation of our arithmetic, the remainder of this section formalises the general approach to safe approximation of numerical theorems, as well as of the expressions, relations, and predicates from which the theorems are built up.
Approximation in posets
Let (R, ≤ R ) be a partially ordered set (poset) [29] . The poset of generalised intervals over
equipped with the refinement relation R , defined by: 
We shall often refer to generalised intervals simply as intervals. We often omit the subscript R in ≤ R and R .
With a b, we say that a is an outer approximation of b, and conversely, b is an inner approximation of a.
, for all x, y ∈ R. Functions with multiple arguments are called isotonic and antitonic if they are isotonic and antitonic in each argument, respectively. Functions on intervals that are isotonic in the refinement order are of particular interest. Such functions preserve the outer approximations in the following sense: If x is an outer approximation of y (i.e. x y) and g is an refinement-isotonic function, that also provides an outer approximation of f (z) for every z, then g(x) is an outer approximation of f (y), because g(x) g(y) f (y). Dually, refinement-antitonic functions preserve inner approximations.
Note that in our context inverted intervals occur only when computing inner approximations, which occurs only while proving or disproving an interval inclusion as discussed in Section 1.3. For deciding inequalities and other predicates, we compute only outer approximations and thus always obtain order intervals.
Due to reflexivity of partial orderings, I(R) is only empty if R is the empty set. There is a canonical singleton map R → I(R), mapping elements x ∈ R to singleton intervals [x, x] ∈ I(R). We shall often identify poset elements with their corresponding singleton intervals, and generally say that R is approximated by I(R) or J(R) through this identification.
Approximation of functions
Poset-valued functions form posets under pointwise ordering. Let X be a set and f, g : X → R, then the pointwise order ≤ X→R is defined by:
We may thus consider the poset of function intervals J(X → R) ordered under pointwise refinement X→R .
The approximation terminology transfers from ordinary intervals to function intervals as follows. Given f , g, h ∈ J(X → R) such that f g h, we say that f is an outer approximation of g over X, and that h is an inner approximation of g over X.
The map J(R) → J(X → R) taking an interval [l, r] to the singleton function interval [λx.l, λx.r] is called the constant map, and function interval approximations using only constant bound functions are called constant interval approximations.
A free variable in an n-ary expression can be approximated with no loss of precision using a projection function in the following sense:
, where x i is the ith component of x ∈ x, is called the ith projection over x, and denoted by proj i x.
When one is restricted to constant interval approximations, it is impossible to approximate variables using projections. In such cases, one uses the constant interval approximation with the domain whose value is the domain of the variable.
Refinement-isotonic function interval operations may be used to build up interval approximations of functions given by expressions with operators. The following example specifies two simple function interval operations.
Example 2 (Interval operations) Consider the poset X → R of real-valued functions with point-wise ordering and arithmetic operations, and the associated interval poset J(X → R). Addition of intervals and scaling of intervals by real numbers are given by:
and
for a ∈ R.
See Kaucher [24] for a more complete set of refinement-isotonic arithmetic operations on J(R), which can be point-wise extended to operations on J(X → R).
Next, we determine the form of outer interval approximations of elementary FP functions, which we will need when such functions are used in the programs we attempt to verify. The error of a function depends on its implementation. We adopt the method used to specify FP elementary functions in the Ada language standard [1] . There, a FP function fun is expressed in terms of the exact real function f that fun is indented to compute and a maximum relative error ε fun as follows:
(2) where ε rel = β p−1 and ε abs = β e min , with β, p and e min being the base, precision, and minimum exponent of the FP format, respectively. In the above, the scaling factor (1 + [−ε fun , ε fun ]) encloses the truncation error of the implementation and the remaining terms account for one final rounding of the result into the respective FP format.
Thus, (2) tells us that the total approximation error made when computing with a standard-compliant implementation fun of an elementary function f can be bounded in terms of an interval expression. For each choice of input values x 1 , . . . , x n to the function the error-bounding expression is given by the right-hand side of (2) which, for each floating point format, varies only in the function f and the real number ε fun . We can therefore write (2) in a more succinct form by introducing the generalised outward-rounding operator S out below. The operator is an interval function defined by:
for real numbers e and y, representing the maximal relative error ε fun and function value f (x 1 , . . . , x n ), respectively. We may now write (2) in the more succinct form:
or even more succintly by lifting S out to functions:
Interval approximation of predicates
Let B denote the set {t, f} of Boolean truth values, with t denoting true and f denoting false. Relations ρ ⊆ X n on some set X may then be viewed as B-valued functions ρ : X n → B. We extend B with the bottom value ⊥, denoting undecidedness, write B ⊥ for the set {t, f, ⊥}, and define the flat Boolean poset (B ⊥ , ), where the partial order relation is determined by ⊥ t and ⊥ f.
Relations ρ on posets R may be lifted to B ⊥ -valued functions ρ I on the associated interval poset I(R) in a canonical fashion. We define:
t if for all x ∈ x, y ∈ y it holds x ρ y = t f if for all x ∈ x, y ∈ y it holds x ρ y = f ⊥ otherwise (5) for x, y ∈ I(R). A solution of a predicate p : X → B is an x ∈ X such that p(x) = t and a counterexample to p is an x ∈ X such that p(x) = f. To prove p over A ⊆ X is to show that A is contained in the set of solutions of p, i.e. A ⊆ p −1 (t), 2 and to disprove p over A is to show that A contains a counterexample to p.
From now on we switch from general subsets A ⊆ X to order intervals A ∈ I(R), seen as subsets of R. A predicate p is safely approximated over A ∈ I(R) by a function
If A p is a safe approximation over each A ∈ I(R), we call A p a safe interval approximation of p. In particular, safe interval approximations satisfy the following property:
e. safe interval approximations allow us to prove or disprove predicates.
Equation (5) above defines suitable safe interval approximations for most binary relations.
Safe numerical approximation
Safe interval approximations for atomic formulas such as f (x) ≤ g(x) are usually computed using so-called natural interval approximations. Natural interval approximations are obtained by interpreting the real number functions, operators, and the relation in the atomic formula with corresponding interval extensions.
The simplest natural interval approximation is the one provided by constant interval extensions. The following example illustrates its use. The undecided result of Example 3 shows that safe approximations may severely overapproximate, and often fail to decide seemingly trivial predicates. By dividing the decision problem over the initial domain into decision problems over subsets, tighter approximations of numerical expressions are obtained, leading to better approximations of the predicate over the sub-domains. The following section describes this approach. 2 We use the notation p −1 to denote the inverse image of p, i.e. 16 , 1 = t. We have proved that p is true over sets covering [0, 1], and thus true over all of [0, 1], using the same approximation A p as in Example 3, but because the reduction in domain size led to an improvement in the approximation of p, we managed to decide the predicate, paying the cost of evaluating p twice. The fact that iterated subdivision creates an exponential number of sub-problems means that the improvements in approximation come at an exponential computational cost. It follows that many predicates become practically undecidable with this approach. One such predicate is given in the following example.
Example 4 (Tight inequality)
Consider the real predicate p : R → B given by x → x ≤ x+2 −n and its natural constant interval approximation A p . Clearly, p holds over all of R and therefore over any subset, however evaluating The order in which the sub-problems are processed (such as breadth-or depth-first) has an effect on the number of subdivisions that need to be made to decide a predicate using constant interval approximations. Deciding predicate p from Example 4 over the interval [0, 1] requires splitting [0, 1] into sub-intervals of width ≤ 2 −n . Thus there will be at least 2 n sub-problems, regardless of search strategy. The following example shows that the choice of a search strategy can reduce the complexity class of a decision problem.
Example 5 (Search strategy affects complexity) Consider deciding the real predicate p given by x → x > 2 −n over the interval [0, 1]. As in Example 4, sub-problems with domain width larger than 2 −n yield the undecided value ⊥. Using breadth-first search generates a best-case exponential number of sub-problems before identifying a counterexample. On the other hand, a left-biased depth-first search descends directly towards 0 and decides p by returning f for the interval [0, 2 −n ], thus having proved the predicate false by exhibiting a nonempty set of counterexamples, while generating a linear number of sub-problems.
While the predicates in Examples 3, 4, and 5 can be decided using constant approximations and bisection, those with touching cannot, as is illustrated by the following example. We have seen that the choice of search strategy can have a dramatic effect on the performance of a decision procedure. Consider a variation on Example 6 where the predicate p is given by
If left-biased depth-first strategy is chosen, then the decision problem will not be decided within a finite number of subdivisions. Any other search strategy will decide the predicate as soon as the strategy deviates from left-biased depth-first, thus encountering an interval of counterexamples within a finite number of splits.
For predicates with more than one variable, there is another strategy choice beyond subproblem processing order. All variable domains may be subdivided at once, but this leads to a rapid increase in the size of the sub-problem set, potentially exhausting the available space resources. Usually, one variable domain is subdivided at a time, which introduces the choice of a subdivision direction selection strategy.
A subdivision direction selection strategy determines the shape of the domain of subproblems. As an illustration, consider a decision problem with two variables
The domain of the problem is clearly a unit square, but the domains of its immediate subproblems are non-square. Clearly, if x 1 is split more often than x 2 , then the generated subproblems will have domains that are thin and long while if x 2 is split more often than x 1 , then sub-problems with wide and short domains are generated.
When deciding a formula in which there is a variable that does not influence the validity of the formula, it is a waste of time to split that variable. A poor subdivision direction selection strategy could lead to splitting only this variable, resulting in failing to decide a formula that could possibly be easily decided with another strategy. To avoid this issue, we use a subdivision strategy that revisits each variable within a finite number of iterations, such as the round-robin or the largest-first splitting strategy. The round-robin strategy maintains the proportions of the initial domain while the largest-first splitting strategy chooses the variable with greatest domain width to split. As a consequence, largest-first splitting leads to sub-problem domains with roughly the same width for each variable.
Polynomial interval arithmetic
As previously noted, constant interval approximations can be very inefficient. Often the problem is that the chosen approximations are too coarse, meaning they over-approximate ranges for expressions over a domain, forcing an exponentially costly subdivision loop. We propose to alleviate this problem by making the accuracy of the numerical approximation variable. With this variability, failing to decide does not immediately induce subdivision. Instead the accuracy of the approximation is increased and the approximation re-computed, now standing a better chance of deciding a Boolean value for the problem. This approach will be computationally less costly than subdivision, provided that increasing the accuracy has sub-exponential cost. The experiments reported in Section 5.2 support this thesis.
We increase the accuracy of approximations by using polynomial intervals (PIs), as briefly introduced in Section 1.3. PIs are intervals of the form [p L , p R ] where p L and p R are polynomials of a certain degree over a certain domain I ∈ I(R) n . Constant intervals considered so far are a special case of PIs, namely those of degree zero. To construct safe polynomial bounds for expressions, we use our polynomial arithmetic to compute upper and lower approximations of the results of pointwise application of common arithmetic operators to polynomials. In some sense, the polynomial arithmetic approximates pointwise functional arithmetic in a way analogous to how FP arithmetic with directed rounding approximates real number arithmetic. A bound on the degree and term size of all polynomials involved in a computation is analogous to the FP precision used in an FP computation in the way it implies a certain level of rounding.
The polynomial coefficients are taken from F g , which is the set of all binary FP numbers with g-bits long mantissas and g-bits long exponents. We call the number g the granularity 4 of the FP number. The granularity of the polynomial coefficients is determined from the granularity used to express the endpoints of its domain I . Thus, when the domain becomes very small, the polynomials gain more flexibility thanks to higher coefficient granularity and the rounding errors for the associated polynomial arithmetic become smaller. In the experiments reported in this paper, one does not need to exceed the granularity and exponent range of the standard machine double FP format and therefore it is used in order to improve speed. Nevertheless, our implementation of polynomial interval arithmetic supports arbitrary granularity, should it be required.
To keep the polynomials within the specified limits, one often needs to reduce the degree and/or term count of a polynomial while rounding upwards or downwards consistently over the whole domain. We describe this operation first.
Degree and term-size reduction
We represent the polynomials by coefficients in the basis of the Chebyshev polynomials of the first kind, denoted T i (x) [26] , instead of the more common power basis x i , in order to facilitate size reduction that is both relatively efficient and relatively accurate.
Most of the useful properties of Chebyshev polynomials apply only when restricted to the domain [−1, 1]. Therefore, from now on, instead of I ∈ I(R) n , the domain of p L and p R will be the unit cube [−1, 1] n . We use the canonical affine transformation to translate between I and the unit domain. For operations that are not point-wise, e.g. when defining a projection x → x i or when integrating, we take care to take the domain translation into account. For example, variables in the original expression are translated to certain affine polynomials over the unit domain and not to projections in the sense of Definition 1.
The general format used for a polynomial of degree (at most) m is:
Sometimes we refer to such a polynomial using the short-cut notation P m {a j }.
A reduction of the above polynomial to degree m < m rounding upwards is performed as follows:
where ⊕ R and R refer to an upwards rounded addition and |j | = j 1 + . . . + j n . The above additions contribute to the coefficient of the constant term since T 0 (x) = 1. When rounding downwards, the last sum in the formula will be subtracted rounding downwards (denoted L ) instead of added rounding upwards (i.e. ⊕ R ).
The reduction (6) is majoring p thanks to the fact that T i (x) maps the unit domain to [−1, 1]. If reducing by one degree only, this reduction is the nearest-best in the minimax norm (L ∞ ) according to [26, Corollary 3 .4A, page 49]. More precisely, this corollary states that without the sum term on the right, formula (6) gives the best reduction possible without the requirement of being upwards rounded. It follows that if the sum on the right and the addition operator are exact, we get the best possible upwards-rounded reduction. Rounding spoils this property, so we have in fact only a near-best reduction. When reducing by more than one degree, a more substantial departure from the best upwards-rounded approximation is made but still substantially better than when doing the same in the power basis. As we do not currently have a compatible version of PI arithmetic in the power basis, we cannot conduct a robust test to measure the difference between the bases. In Fig. 4 we illustrate the difference between reductions in Taylor and power bases on an example polynomial.
Reduction in number of terms is performed analogously to degree reduction, except the choice of terms to eliminate is guided by the absolute value of the coefficients -the smallest ones are eliminated and their coefficients added to (or subtracted from) the constant term.
Addition
Adding two PIs with outwards rounding (denoted ⊕ ↓ ) is fairly simple-it amounts to adding the upper bound polynomials rounding upwards and adding the lower bound polynomials rounding downwards:
An addition of polynomials that is correctly rounding upwards across the whole domain is performed as follows:
where ⊕ L refers to a downwards rounded addition and ⊕ E is the following upper bound on the rounding error when performing addition:
Later, we will need similar error estimates for multiplication and sum, denoted E and E , respectively. These are defined analogously. This polynomial addition is correctly rounded upwards because the error in each nonconstant term is compensated for by a small increase in the constant term. The difference of upwards and downwards rounded sum is an upper bound on the absolute value of the error in the coefficient. This error estimate should be multiplied by the size of the basic Chebyshev polynomials in the term but due to the restriction to the unit domain, this value is always within [−1, 1].
To round downwards, all we need to change is the addition symbol preceding the summation operator. Instead of an upwards rounded plus, it should be a downwards rounded minus. Everything else can stay the same, except that a better bound is usually obtained when the coefficients are summed rounding upwards instead of downwards.
Multiplication
PI multiplication is much more complicated than addition even before any coefficient rounding errors are considered. This is caused by the fact that, unlike with addition, we need to consider both upper and lower bounds of both operands to determine the upper bound of the product. This is illustrated using a simple example in Fig. 5 . Notice that with multiplication it is important that we use independent polynomials for lower and upper bounds. If we were to use a single polynomial with a radius, we would need to use a much worse function interval in Fig. 5 , most likely the constant interval [−2, 2]. In this example the difference in the two bounds is magnified due to the fact that both operand enclosures cross zero. Even when they do not cross zero, there is an advantage to separated bounds. For example, multiplying
gives us a trapezoid enclosure [x, 2x + 2], which is much better than a parallelogram enclosure such as 1.5x
Formally, we define outwards-rounded generalised interval multiplication (denoted ↓ ) as follows:
upper polynomial approximation exact interval product lower polynomial approximation and note that as multiplication increases the degree of the polynomials, we usually apply appropriate degree reduction for both bounds of the above interval. To complete the definition, we need to say how individual polynomials are multiplied, rounding point-wise upwards or downwards and, more crucially, how we estimate the minimum and maximum of multiplied polynomials as a polynomial. Let us start with the easier part, i.e. correctly rounded multiplication of polynomials. Polynomial multiplication is worked out in a similar way as addition of polynomials, except that it turns out to be a bit more complex as one has to pairwise multiply all terms using the rule:
An upwards rounded multiplication of polynomials is derived from the formula for polynomial multiplication in exact arithmetic, shown in Fig. 6 . We use a rounded version of this formula to work out the coefficients of the rounded polynomial product P m (a j ) R P m (b j ). Analogously to Fig. 6 , the coefficients c j of this product are computed as:
The constant term coefficient c (0,...,0) is first computed using the same formula as above, which turns into:
(by equation (7)) (distributive law, grouping pairs of indices that yield the same index vector j by some combination of addition or difference)
Fig. 6 Multiplication of multivariate polynomials in Chebyshev basis
when specialised for j = (0, . . . , 0). To compensate for the rounding during the computation of each term j , we add to the constant term a number e j for each j :
where each e j is computed as follows:
This concludes the description of how a safe upper bound on the product of two polynomials in the Chebyshev basis is obtained. The lower bound is obtained dually, i.e. all imprecise operations round upwards instead of downwards, the error term is calculated almost identically but is subtracted from the constant term instead of adding it to it.
Maximum and minimum
Both maximisation and minimisation are reduced to a maximisation of the type max R (0, p) or max L (0, p) as follows: 
To safely evaluate p C (p), one needs interval multiplication, which, in turn, requires maximisation. To break this cycle, we use for p C (p) a crude version of multiplication, denoted * . Instead of maximisation, this multiplication wraps the result with a cheap upper bound on the width of the exact enclosure multiplication q · [p L , p R ]. This upper bound is:
where |q| is an upper bound on the absolute value of the values of the polynomial q on its domain. Using w, the crude multiplication is defined as follows:
Division
Division is treated as a composition of a product and a reciprocal. 
It remains to find a way to approximate the reciprocal of a polynomial from above and from below by a polynomial of a bounded degree. We first show how to do this without consideration of rounding errors.
Assume we want to approximate 1 /p for a n-degree polynomial p by a m degree polynomial q. Clearly we cannot find an approximation q with p · q = 1, i.e. there is no perfect approximation. Our approach is to take a good polynomial approximation g of 1 /x and substitute p into it and reduce its degree. 5 We transform the equation to x · g = 1 and relax it to
or down. Finally, we perform these operations with the appropriate rounding mode to obtain a safe approximation despite using a rounded arithmetic.
Exponentiation and square root
In essence, exponentiation of a PI is performed by carefully applying the polynomial bounds to the standard Taylor expansion of e x up to a certain degree, as well as an appropriate estimate of the remainder. To reduce the size of the remainder, the polynomial is first transformed using a linear transformation of the form ( x /2 k ) + c so that its range lies in an area where the Taylor series converges relatively fast, i.e. near 0. The result of the Taylor expansion is then transformed back using the exponentiated inverse x 2 k /e c .
One important aspect of this algorithm is in the choice of the size of the Taylor expansion. As is the case with ordinary imprecise arithmetic, when raising the size, at some point the rounding errors start dominating the extra precision gained by the extra terms. It is a subject of further work to conduct a detailed analysis to determine optimal Taylor degrees for various situations. Currently, the degree has to be passed as an additional parameter to the PI exponentiation operator.
The square root is computed in a similar manner, except that instead of terms of the Taylor expansion we use a number of iterations of the Newton method for the equation 1 /s 2 − p = 0 to compute s = 1 / √ p and then invert it. The advantage of this method is that the iterations do not involve polynomial division. Nevertheless, we need to carefully transform the PI to make it fit into the stable range of this Newton iteration.
Integration
Integration of PIs is fairly straightforward using the standard equation:
which is an analogy in Chebyshev basis of the standard formula x 0 t n dt = x n+1 /(n + 1). As with the other operations, extra care has been taken to ensure that rounding is always uniformly upwards or uniformly downwards on the whole domain of the function.
Numerical prover algorithm
Pseudo-code for the main loop of our prover is shown in Fig. 7 . The algorithm is based on domain subdivision and safe numeric approximation, implementing a straightforward translation of the semantics of interval expressions and relations that has been developed in the preceding sections. The domains are subdivided using the largest-first splitting strategy we introduced at the end of Section 2.5. The algorithm takes as input a formula ϕ and a domain x init = (x 1 , . . . , x n ) over which it is to decide the formula. We equate interval tuples such as x init with their Cartesian products, so that they can be seen as hyper-rectangles within R n . We use the term box for such a hyper-rectangle.
The formal grammar for formulas is presented in Section 4.1 and the valuation, or semantics, ϕ x of a formula ϕ over the box x is defined in Section 4.2.
Correctness theorem language
In [18, 19] we outlined an approach to the specification of FP programs using interval expressions to approximate the FP values computed by the program. An annotated language based on WHILE with procedures [29] and a predicate transformer type logical semantics were given in [16] . The semantics translates the annotated program to a correctness theorem, which is a set of verification conditions (VCs). A proof that the generated VCs imply an intuitive notion of correctness given in terms of operational semantics was also provided in [16] . We will not address the proving of formulas with nested quantifiers, rather we will be proving propositional formulas closed by outermost universal quantification. We also restrict our attention to the functions and relations appearing in the example programs erf and sqrt given in Sections 5.1 and 5.2, respectively. Thus, the grammars for numeric terms τ and formulas ϕ are given by: 
where x = (x 1 , . . . , x n ) is the domain box of the theorem and all the free variables in ϕ are among {x 1 , . . . , x m }. We call the language of formulas of the form (8) the correctness theorem (CT) language. The following section describes how the framework for safe approximation of exact numerical, FP, and Boolean expressions described previously is applied to obtain safe approximations for CT formulas.
Exact and approximate semantics for CT
The exact semantics of the grammar given on the preceding page is expressed in terms of safe function interval approximations of predicates. The exact semantics, used to approximate FP expressions, is in turn approximated in the prover by means of safe PI approximations, as defined in the preceding section. Formally, the exact interpretation of a formula ϕ is given by the map · : CT → B ⊥ :
where x = (x 1 , . . . , x m ), and ϕ x is defined recursively over the grammar of CT as follows:
for Boolean connectives c ∈ {∧, ∨, →} with B ¬ and B c given by safe approximations of ¬ and c, respectively. The inclusion relation ⊆ and the membership relation ∈ both have exact semantics B ⊆ = B ∈ given by the reverse refinement relation on function intervals:
and are approximated in terms of PIs by:
where the inner and outer PI semantics τ PI↑ x and τ PI↓ x of terms are described below, and PI and PI are safe PI approximations of and , respectively. Order relations r ∈ {< , ≤, =, ≥, >} and Boolean literals have exact semantics B r , B ⊥ , and B given by:
where the interval relation r I corresponding to r is approximated by:
where r PI I is a safe PI approximation of the interval relation r I and ¬r is the strict opposite version of the exact relation r, with e.g. ¬(≤) being >.
The refinement and interval order relation approximations in (12) and (14) 
where ∈ {⊕, , , }, ε ∈ {ε abs , ε rel } and ε ∈ {ε abs , ε rel }. B PI↓ and B PI↓ exp are given in terms of the natural outer PI extension S PI↓ out of the exact operator S out :
where • ∈ {+, −, * , /} is the exact operation corresponding to and • PI↓ is an isotonic outer PI extension of • in the sense of Sections 2 and 3 and:
where B PI↓ e is an isotonic outer interval extension of the extended real exponential function. In particular, the exact outer semantics approximates FP functions over an interval box x with a function interval in J x → R ±∞ , where R ±∞ ) denotes the poset of two-point extended reals R ∪ {−∞, +∞}, with the ordering on R extended in the obvious way.
The exact interpretation B γ of exact functions γ is given by the corresponding interval function and approximated in terms of PI extensions as follows:
where 
Note that the above is compatible with the semantics for FP epsilons given in (15 
-and replacing the outward rounding S out by the following inward rounding variant:
Note on the approximation of b a f (x)dx
Equation (18) describes how outer PI approximations of definite integrals are obtained. First, the integration variable domain is approximated by an outer interval approximation of the ranges of the integration bound expressions, as described by (19) . that a correct PI approximation of the primitive function is obtained. The domain box x is then extended by adding the integration variable and its domain, denoting the new box x , and an outer PI approximation of the primitive function of the integrand expression is constructed over x . Finally, in the resulting PI the integration variable is substituted with outer approximations of the two bound expressions, yielding two PIs over x and these two are subtracted rounding outwards.
For an inner approximation of the integral most operations are computed rounding inwards. Note though that there is one exception, namely that the approximation of the domain of the integration variable is computed with outer rounding so that the box x certainly covers the range of the integral bound expressions.
Currently, the implementation only supports integration of expressions that lead to monotone primitive functions, due to a restriction on the substitution operator. We plan to remove this restriction in the future.
The implementation also provides a parameter for the integration operation, called integration depth, intended to provide a means of increasing approximation precision for computational effort. If the integration depth is set to n, then the integration variable domain is bisected n times and approximations of the integrand expression are computed over each sub-interval, effectively yielding a piece-wise PI approximation over the original domain. The piece-wise approximations are then safely combined over the range of each integration bound expression separately, potentially resulting in tighter approximations of the bounds with increasing depth.
In the following section we investigate how solving times for a particular theorem are affected by the polynomial degree and integration depth parameters. The expectation is that increasing either parameter should initially decrease solving times as improved precision facilitates earlier decisions, and then increase as redundant precision no longer facilitates earlier decisions while incurring additional cost.
Examples
This section shows in some detail how our method can be applied on specific verification problems. First, Sections 5.1 and 5.2 focus on two small examples, namely erf given in Fig. 8 and sqrt given in 11. One example has an integral operator and the other has an interval inclusion in its specification. Thus each of these two examples focuses on one of the two points of extended expressivity in contracts.
Section 5.3 provides some detail of solving the erfRiemann example from Fig. 1 in Section 1. This example is somewhat more involved than the first two as it features both an integral and an inclusion in its specification and a loop in its code. Therefore, we do not document it to the same level of detail as the other two examples. We restrict the discussion to the choice of its loop invariant and state the most difficult VC generated for this program.
Section 5.4 provides details of how we tackled one of the more challenging examples from the ProVal project in order to facilitate a comparison with the state-of-the-art methods employed in this project.
Finally, Section 5.5 details a verification of a program that comprises multiple dependent sub-programs.
When proving some of the harder VCs, we probe the conjecture that proof obligations for FP properties benefit from higher-degree enclosures to reduce approximation error during solving. An informal argument for this conjecture is that since precision loss in the arithmetic may force subdivision, it follows that precision enhancement at sub-exponential cost may delay subdivision and yield overall reduced solving effort.
Along with VCs for tight functional properties, exception freedom VCs are also generated and checked.
PolyPaver attempts to decide a formula over the prescribed domain, meaning that it aims to either prove or disprove it. PolyPaver disproves a formula by identifying a counterexample in the shape of a box where the formula is false. To test this functionality, we simulate a specification error in Section 5.1.3.
The experiments in this section were conducted on an Intel Core2 Duo 1.86 GHz machine with 3 GB RAM and 6 MB cache, running Kubuntu 10.10, and timeouts were set to between one and 24 h. Proving would also be halted when attempting to split an interval with neighbouring maximum granularity numbers as endpoints. PolyPaver was compiled with the Glasgow Haskell Compiler (GHC) version 6.12.3.
Verification of erf
The Gaussian error function is often used to evaluate the cumulative density function of a normally distributed random variable. It is given by the integral:
dt.
It is well known that this integral has no closed form solution.
Rather than computing the integral directly, the program erf, shown in Fig. 8 , uses a rational approximation. According to [2] , this approximation has a maximal absolute error of less than 2.5 · 10 −5 . When taking rounding into account, the approximation's error could increase. Therefore we specified the accuracy to be ±5 · 10 −5 .
Correctness theorem
The correctness theorem for erf is shown as separate VCs (23)- (36) 
T 0.0958798 (T T ) ⊕ 0.7478556 (T (T T )) ∈ F (33)
exp(−x x) S ∈ F (34) 
.0958798 (T T ) ⊕ 0.7478556 (T (T T ))
and 
Proof
The exception freedom VCs (23)- (35) were all proved within 10 s for all polynomial degrees. Minimal solving times were obtained for degree 0 intervals, for which all exception freedom VCs were proved within 10 ms. Higher degrees yielded monotonically increasing solving times, indicating that the additional precision and computational cost of higher-degree polynomials was wasted. The solving times for the functional correctness VC (36) are presented in Fig. 9a and b on page 28. Figure 9a shows how solving times depend on the chosen polynomial degree and integration depth. Integration depth is explained in the fourth paragraph of Section 4.3.
The missing data points in Fig. 9a , for integration depths 0 and 1, correspond to solving being terminated due to an attempted splitting of an interval whose endpoints are neighbouring FP numbers, indicating that a prohibitive number of sub-problems may have to be evaluated to decide the formula over the initial domain. We conclude that, for the given parameters, the approximation precision is insufficient, forcing excessive splitting and leading to an exponential growth of the sub-problem queue. As expected, the proving durations shown in Fig. 9a first decrease and then increase as the polynomial degree increases. The shape is explained in terms of two main sources of computational cost: average evaluation time per sub-problem and the number of computed sub-problems. Increasing the degree leads to increased computational effort and, at least initially, to improved precision. Improved precision leads to earlier decisions, reducing the total amount of generated sub-problems. As long as the number of generated sub-problems decreases faster than the average per-problem computation time, as functions of degree, then the solving time graph should decrease as maximum degree increases. Eventually, an optimal degree should be reached, after which additional degrees add comparatively little precision, while incurring additional computational cost, meaning the graph should level off and then start increasing. We also see that increasing the integration depth can have a beneficial effect, reducing the minimum polynomial degree for which the minimum solving time is achieved.
The conclusion drawn from the above example is that higher-degree polynomial enclosures can improve the overall performance of a bisection search algorithm, at least when compared to interval arithmetic using constant or low-degree polynomial bounds.
Counterexample discovery
To evaluate how PolyPaver performs at counterexample discovery, the postcondition was changed to model what was felt as a reasonable implementation mistake, namely the reversal of signs in a formula. The resulting false version of (36) is shown below. The effect of polynomial degree on the fraction of problem domain for which proof was completed, for different integration depths.
Fig. 9
Performance of PolyPaver depending on polynomial degree and integration depth. Proving VC (36), derived from a correctly specified erf program to be expected, since a counterexample can be identified anywhere, while proving requires searching the entire domain. The shapes of the graphs are again roughly convex, reflecting the characteristics of the PolyPaver algorithm as described in the preceding section.
The number of computed sub-problems until counterexample identification are plotted in Fig. 10b . Since the number of generated sub-problems depends on the approximation (a)
The effect of polynomial degree on counterexample discovery time for different integration depths. The effect of polynomial degree on the number of subproblems generated during counterexample discovery, for different integration depths.
Fig. 10
Performance of PolyPaver depending on polynomial degree and integration depth. Counterexample discovery for VC (37), derived from an incorrectly specified erf program precision, we can interpret the graphs as showing the initial benefit of increasing approximation effort and with it precision. As approximation effort is increased further, there is a decrease in the improvement. At this point, added approximation effort yields little or no improvement and the additional effort translates to computational overhead.
Verification of sqrt
In this section we describe a program that features interval terms and interval inclusions in its specification. The chosen algorithm is an instance of Newton's algorithm generating a sequence of values converging to the square root of a real number x 0 > 0. The sequence is defined inductively as:
for non-negative integers n. Figure 11 contains an implementation of the algorithm we just described and its specification. We have chosen to restrict the range for x in the precondition to eliminate the troublesome case for x near 0. This is perfectly reasonable, since any call to sqrt may be preceded with a conditioning step, where the values in the original range for x are multiplied with an appropriate power of 4, resulting in a call to sqrt with 2 2k x rather than x, for some integer k. The result will then lie near 2 k √ x, which is multiplied with 2 −k to obtain the sought approximation of √ x. Note that when using FP arithmetic in base β, multiplication and division with powers of β is exact, given that no overflow or underflow occurs. Therefore the conditioning and normalisation steps introduce the least possible error.
Implementation
Changing the input range for the program eliminates potential denormalised values for x, which makes it possible to have a postcondition without an absolute error term.
In order to propagate the positivity property for r through successive iterations of the loop, we need to provide a loop invariant encoding this information. As a first idea we may choose r > 0, but this choice does not help to rule out overflows during division. Another choice is r ∈ [x, 2] which introduces a less obvious problem, namely that of placing the fixpoint of the loop body, occurring for x = 1 and r = 1, on the boundary of the loop invariant. The problem with this is that VCs covering computation in the loop require us to show that states satisfying the loop invariant are mapped to states that satisfy the loop invariant. With a fixpoint on the boundary, this statement leads to a formula with touching, which our approximation method cannot prove. The solution is to use a loop invariant that has no fixpoints on its boundary. A sufficient condition is that the support of the invariant is mapped properly into itself by the loop body. One such region is given by numbers r that are bounded from above by Our final concern is to ensure that the initial values of r and s validate the post condition whenever they satisfy the loop exit condition, and that they otherwise validate the loop invariant. This is achieved by setting the initial value of s to x and that of r to 0.5 x ⊕ 0.5, effectively unrolling the first iteration of the loop.
Termination
The program in Fig. 11 typically terminates because the exit condition of the loop is an equality that eventually holds thanks to the fact that the algorithm is stable and the numbers are rounded to a finite set of FP values. Nevertheless, our method currently does not verify termination as we target partial rather than total correctness. Instead, we assume termination, and seek to specify accuracy properties of the returned value.
It is possible to extend our method so that it can verify termination of loops. In such an extension it would be quite hard to deal with the exit condition from Fig. 11 because an equality of FP expressions is very hard to prove using approximations.
The identification of classes of programs for which termination proofs may be tractable is an interesting and important research direction. Progress in this area could make it safe to employ natural expressions of algorithms, such as the one in Fig. 11 , in safety-critical applications.
Correctness theorem
The correctness theorem Vcs for sqrt are presented below:
Note that boundedness checks appearing as conclusions for the exception freedom VCs (41)-(43) also appear as hypotheses in each following VC in conjunction with the hypothesis r ∈ −
4 + 1 of (41). We therefore omit these checks from the hypotheses of (42)-(45) to improve readability. 3] . PolyPaver successfully discharged (39)-(44) in well under a second using degree 0 intervals. Using higher degrees decided (39), corresponding to computation from start to the loop invariant, without performing splitting and slightly outperforming solving with constant intervals. Affine intervals did show consistently lower solving times for (41)-(43), however the difference was within measurement error. With the exception of (45), the remaining cases showed higher degrees leading to monotonically increasing solving times, which was expected from reasoning analogous to that in Section 5.1.2.
Proof
The remaining VC (45), corresponding to computation from the loop invariant to termination, is the one requiring the most from the approximations used in PolyPaver. It states that on exit from the loop, i.e. when the loop action makes a negligible change to the value of r, the value is very near √ x. This statement is formalised in the postcondition constraint and we expected its proof to show the most benefits of using higher degrees.
Solving with degree 0 intervals either timed out after several hours, or given 24 h timeout ran out of memory. To obtain data for analysis we simulated lower precision FP types by increasing ε rel to reflect a smaller mantissa bit size than the 23 bits of single precision IEEE-754 FP numbers. Proofs were attempted for precisions 6 to 23 and degrees 0 to 8 and the results for the highest and even and precisions are summarised in Fig. 12a and b . The missing data points in the graphs denote that the proof was terminated prematurely as subdivision had generated a domain box with intervals whose endpoints are double precision FP neighbours. Figure 12a shows the graphs of solving time, as a function of FP precision, for each degree. The final graph, labelled "optimal", chooses the minimum solving time for the given precision. Clearly, it is possible to choose a positive degree for each precision for which PolyPaver performs better than when using constant intervals. This validates our expectations that the (45) requires very precise approximation and that higher degrees give an overall benefit to the prover algorithm. The improvement in solving time is due to the ability of higher-degree enclosures to decide the VC over larger sub-domains, leading to less splitting and thus less computation. Since the additional cost of computing with higherdegree polynomials is lesser than the exponential cost of splitting, the overall performance was improved. Figure 12b shows the number of computed sub-problems for each precision, as a function of degree. Since this number is proportional to the space complexity of the proof, the graph gives a picture of the asymptotic cost of precision and the ability of higher degree enclosures to mitigate it. We see that, for each precision, using higher degrees leads to significantly smaller numbers of sub-problems, with improvements ranging between one and three orders of magnitude. As precision is increased, higher degrees are required for successful completion of the proof, with the full 23 bit precision proof only succeeding when using degree 8 enclosures. The effect of polynomial degree on the number of computed sub-problems, for different FP precisions. Fig. 12 Performance of PolyPaver depending on polynomial degree and problem tightness. Proving VC (45) derived from the sqrt program with various FP precisions. The higher is the precision, the tighter is the VC
Verification of erfRiemann
Here we return to the program given in Fig. 1 in Section 1. To be able to apply PolyPaver on this program, we need to supply a loop invariant and determine domains for its parameters. These are shown in the version of the program in Fig. 13 . The padding by (n + 1) · δ around the model error terms in the right-hand-side of the postcondition is used to model the accumulation of rounding errors with increasing n. To control the tightness of the constraint, we scale the padding with a small positive δ. The minimum δ for which the contract holds depends on the precision of the FP format used to execute the program.
The loop invariant includes a version of the postcondition where n is replaced by i and x by y in one instance and by ix/n in another. The remainder of the loop invariant specifies ranges for the local variables as PolyPaver cannot determine them automatically.
Verifying this program entailed proving 19 VCs. Only two of these VCs are not proved within 1 s, namely those associated with the path from the loop invariant around the loop back to itself and the path that leads from the loop invariant to the end of the program. The relevant parts of these VCs are the following:
With δ = 0.1, PolyPaver took less than 2 h to prove the second conclusion in the above VC and it took less than 2 days to prove the first one, after splitting the domain into 2,670,879 boxes.
Selected ProVal verified programs
We borrow two examples from the ProVal project[31] to facilitate a comparison of our verification method with theirs. Figure 14 shows an adapted source code of the example programs. These two examples are among three of the most complex verified FP programs published on the ProVal portal. The third one is concerned with very precise details of rounding (the Veltkamp/Dekker algorithm for computing the exact error of FP multiplication) and thus is a very different kind of problem than those we target. Both original programs can be verified automatically using a combination of the Why VC generator, the Gappa prover and the Coq interval tactic. Our version has fewer auxiliary annotations, while still featuring the main postconditions. Using our method we get 4 VCs for proval cosine and 28 VCs for proval sqrt. PolyPaver proves each of the 4 proval cosine VCs in less than 1 s. We have thus shown that our annotation method and 
PolyPaver proves sqrt-1 in less than 2 s but runs out of time when attempting to decide the other three statements. It is not feasible for PolyPaver to decide these statements because the supporting sets where the hypothesis and conclusion hold are both very thin. In order to prove that one is inside the other the domain has to be split finely enough so that the boundaries of the boxes separate the two thin sets. An improved arithmetic such as ours cannot prevent this kind of splitting. In the case of sqrt-2 the minimal depth of the tree of split boxes is over 22, requiring approximately 2 22 boxes to be investigated. The actual depth is usually over 30 due to the approximation errors of the arithmetic, making an exhaustive search over all boxes infeasible. Among the VCs generated by the ProVal tools for the cosine example is one that is in essence as follows:
This VC is very tight in the same way as the above square root VCs (i.e. close to being as strong as possible). Nevertheless, it is significantly simpler than the square root VC. PolyPaver times out on this VC in the standard mode described in this paper but it can prove it in 10 s with an experimental extension that, while splitting, rotates and skews the boxes, ensuring coverage of the original domain while allowing for thin boxes that better fit in the thin gaps between the supporting sets of the hypothesis and the conclusion. This VC is representative of properties near the boundary of what our numerical proving approach can manage to prove automatically in reasonable time. We believe that the best way to address this limitation is to combine our numerical proving approach with symbolic manipulations such as those employed in Gappa or MetiTarski.
Checking interpolated values
Next, we show how our method applies on a slightly larger example, which is shown in Fig. 15 and whose full implementation in SPARK and VCs generated by SPARK tools are available on the PolyPaver portal [17] . It is an adaptation of code present in a commercial safety-critical project. Its task is to compute a bound on the maximum of a quadratic polynomial interpolating three consecutive data points in a time-series of non-negative FP values with uniform time step. For simplicity, we set the time step to 1 and thus interpolate the points (−1, y 1 ), (0, y 2 ), and (1, y 3 ) , yielding the coefficients a = 4a . This value is computed by the procedure max quad. When a is negative, this value . The postcondition needs a universally quantified variable x. Since we do not support explicit quantification, we had to make x a dummy program variable. Note that, instead of a < 0, we used the stronger precondition a < −0.05 to make the VCs less tight and feasibly provable by the current PolyPaver technique.
The procedure max unit is returns a number that is close to the maximum of the interpolated polynomial over the unit interval [−1, 1]. One undesirable consequence of strengthening the precondition of max quad was the need to correspondingly strengthen the test in the body of max unit that guards the call to max quad. This complicates the specification of max unit because it ignores potential peaks near 0 with a ∈ [−0.05, 0]. The postcondition includes a buffer to accommodate for the peaks that the program ignores, effectively providing a bound on how high such peaks could be. The postcondition is also somewhat weakened so that the VCs are sufficiently loose to be proved by PolyPaver in a reasonable time. There were only 3 non-trivial VCs. The hardest VC has 8 variables and PolyPaver proved it in around 10 min after splitting the domain into 507911 segments.
All exception freedom VCs were trivial for PolyPaver-no splitting was required to prove them with degree 0. If we are interested in exception freedom only, we can drop all postconditions from the program except those that give explicit numerical ranges for output values.
Having verified this specification, we attempted to verify a tighter specification. While we were not successful in this goal, PolyPaver was still useful in discovering subtle errors in our attempts at a much tighter specification such as swapped polynomial coefficients or an inverted branching condition. When it disproved a specification, it provided a counterexample in the form of values for the parameters for which the buggy program deviates from the specification. Thus we have experienced PolyPaver as an effective tool for early detection of numerical programming bugs that are outside the scope of other currently available static analyses.
Comparison with other numerical provers
In the previous section there are examples for which PolyPaver proves non-linear error bounds for numerical programs, in some cases fairly tight ones. PolyPaver and our method of deriving verification conditions match in several aspects. Nevertheless, in many cases it is possible to apply other automated theorem provers on the verification conditions generated by our method, sometimes with some level of symbolic manipulation to circumvent the limitations of various provers. The goal of this section is to compare PolyPaver with RealPaver 0.4, RSolver 3.01, Gappa 0.14.1 and MetiTarski 1.9 in terms of ability to prove numerical theorems, in particular theorems arising as VCs for numerical programs using our method or other similar methods. Section 6.1 reports on how the provers compare when solving one of the hardest VCs encountered in Section 5. To enable comparison on a numerical scale, Section 6.2 reports on solving some parametrised benchmark problems that do not arise as VCs.
RealPaver [23] is similar to PolyPaver in its basic concept but uses plain interval arithmetic together with an array of interval computation and constraint propagation techniques. RealPaver's expression language features a limited set of real functions and has no explicit interval operators. The same is true for RSolver, Gappa and MetiTarski, but the set of real functions is different for each prover. Moreover, RealPaver formulae are limited to conjunctions of inequalities over real expressions.
RealPaver computes outer approximations of the set of solutions of a given constraint system, i.e. a union of boxes containing the solution set. For our purposes we need to know that a theorem is true everywhere in its domain and therefore apply RealPaver to the negation of the theorem. If an empty outer approximation is computed, it has been proved that the negation completely lacks solutions, or equivalently, that the theorem is true over the entire domain.
RSolver [34] is also similar to PolyPaver in its basic concept but its focus is on proving first-order formulae with existential and universal quantifiers.
Gappa [10] uses a combination of symbolic and numerical proving, treating interval evaluation and domain splitting as some of the available proof rules. It natively supports the FP rounding operator but is poor on common numerical functions, covering only field operations and the square root.
MetiTarski [3] also uses a combination of symbolic and numerical proving, but its numerical axiom base includes a fixed selection of tight polynomial and rational approximations of elementary functions. It is therefore quite different from the other provers in that it does not perform any interval evaluation. On the other hand, it is similar to PolyPaver in its use of tight polynomial bounds for numerical expressions that appear in theorems.
Square root VC
The first property we benchmark the provers on is the VC in equation (45) on page 31. Due to the lack of support for interval literals in the provers, we had the choice of either 1. eliminating interval literals symbolically by translating an interval expression to a pair of bounds, leading us to translate problem (45) to:
2. or replacing each occurrence of an interval literal with a fresh variable whose bounds correspond to the interval endpoints, leading us to translate problem (45) to:
The issue with choice 1 is that this translation is generally nontrivial and difficult to automate. The translation involves monotonicity analysis and when the operators in the expressions are not monotone, the number of cases to consider grows exponentially with expression size. In our example we were lucky because all functions involved are monotone over the given domain. (An expression for which the number of cases grows can be found in [18] .) The issue with choice 2 is that the dimension of the problem domain increases considerably, normally leading to an exponential slowdown. If we could tell the provers not to split the domain of the newly introduced variables, the splittable domain dimension would stay unchanged and we could make a better comparison. Unfortunately, only RSolver gives such an option. However, as RSolver does not support the square root we cannot apply it to this problem. As stated earlier, the RealPaver theorem language also lacks disjunction and implication and thus we have to modify the problems further for RealPaver. The solution pointed to in the RealPaver manual is to use the minimum function as follows:
Also having to negate the original VC (45), we end up giving RealPaver the following problem when using choice 1
for x ∈ [0.5, 2] and r ∈ [0, 3], and using choice 2:
, and ε a1 , ε a2 , ε a3 ∈ [−ε abs , ε abs ]. Figure 16 shows how well the three provers that we could apply on the VC did. On the 2-variable translation (47) MetiTarski clearly wins for higher precisions, probably because it has a good enough bound for square root and all other necessary rules to solve the problem using more or less the same proof irrespective of precision up to a certain, fairly high precision. RealPaver also outperforms PolyPaver in this test. Nevertheless, the inequalitybased approach to expressing inclusions used to obtain (47) does not scale well when the functions are not monotone on the domain of interest. Using the 8-variable translation (48), which is easier to obtain, RealPaver was clearly lagging behind PolyPaver and MetiTarski gave up even for precision 6.
Parametrised numerical benchmarks
For the purpose of further comparing the performance of the provers, we use two families of benchmarks parametrised by dimension and tightness. As such benchmarks, we chose familiar identities between real expressions that are invariant under permutation of variables, yielding benchmarks that scale uniformly with dimension. Then, the chosen identity 
RSolver and Gappa were unable to prove these properties even for d = 2, p = 0. The timings for RealPaver, MetiTarski, and PolyPaver are shown in Figs. 17 and 18 for benchmark (51) and (52), respectively. MetiTarski does not score well in these tests because it relies on a finite set of axioms, mainly polynomial bounds, that suffice to prove properties only up to a certain precision. If the two identities that are embedded in these properties would be among MetiTarski's axioms, MetiTarski would certainly outperform the other provers. This illustrates the fact that it is hard to engineer a set of axioms that do not overwhelm the reasoning engine with too much choice and also cover most problems in the target application domain.
As both PolyPaver and RealPaver are based on domain subdivision, they necessarily suffer from an exponential cost in the number of variables in a given theorem. (MetiTarski is sensitive to the number of variables even more due to using QEPCAD-B to compare polynomials.) Thus, the dimension parameter d allows for a uniform scaling of the toughness of a proof as a function of dimension. Both these provers decide inequalities by finding boxes The effect of 3D exponential benchmark tightness on solving time for different provers. . Any missing data points correspond to solving time exceeding 1 h. Graphs show how long it took to prove a problem as a function of its p parameter separating the surfaces given by the expressions in the relation. Thus, the precision parameter p allows for a uniform scaling of the toughness of a proof as a function of tightness. In these benchmarks PolyPaver outperforms RealPaver on tighter problems and RealPaver outperforms PolyPaver on looser problems. It is also worth noting the complicated and The effect of 3D square root benchmark tightness on solving time for different provers. . Any missing data points correspond to solving time exceeding 1 h. Graphs show how long it took to prove a problem as a function of its p parameter less predicable behaviour of RealPaver, which we attribute to the number and complexity of the different techniques inside it. PolyPaver, on the other hand, is relatively simple and predictable.
Scalability
To study the current limits of our method, we conducted tests on randomly generated programs and specifications. Each of the programs is a single FP expression built using variables and binary operators. The derived specification is a tight functional specification that links the values of the FP expression with the intended exact interpretation of the expression.
In each test, the generated expressions increase in size or complexity in some way. We focus our study on the impact of each of the following parameters: -Expression dimension, i.e. the number of free variables -Expression depth, i.e. the length of the longest chain of nested operations -Expression size, i.e. the overall number of binary operations Another parameter that strongly impacts the performance of PolyPaver is the specification tightness. We study the impact of changing tightness in Section 6.2. Here we only conduct a small number of tightness tests to determine a reasonable tightness to use in the remaining tests.
Benchmark generation
While random generation of expressions is simple, it is highly nontrivial to randomly generate tight specifications for the generated programs, which have a good chance of being both correct and feasibly provable. To keep the task manageable, we generate single-expression programs. An analogous investigation of a richer class of programs is beyond the scope of this work.
In summary, a specification for an expression is generated by sampling various tuples of input values and executing the program in different precision arithmetics, from which an estimate of the actual absolute error of the program is obtained. We could try to prove that the estimate is a correct error bound, but it is very unlikely that this would be true. Instead, we scale the estimate by a tightness parameter and then try to prove that this is a correct error bound.
The parameters for generating an expression are its arity n, its depth d and whether the expression should be a balanced binary tree such as ((y * x) + (y + z)) * ((x + x) + (y + z)) (depth 3), or a deep non-branching binary tree such as x + (y * (z + (x * z))) (depth 4). Further parameters τ > 1 and N ∈ N will be introduced later.
An expression e is obtained by random sampling of variables and binary operations while constructing a tree of the selected shape and size. The variables are drawn from the set {x 1 , . . . , x n }. We take care to exclude expressions where some variable happens not to occur, to guarantee that the expression will have the specified arity. Binary operations are drawn from the set comprising the operations x + y, x − y, x * y, 1 + x 2 + y 2 . Note that these real operations are total and relatively stable.
The idealised meaning e R of an expression e is defined by interpreting the values of the variables as real numbers and operations as real functions. The actual meaning e F of e is obtained by interpreting the values of variables as values in the FP format F, and the operations as rounded to fit into F.
The specification for a program obtained from expression e with free variables x 1 , . . . , x n is where τ > 1 is the tightness parameter, δ = max{|δ 1 |, . . . , |δ N |} and each value δ i is obtained using the following steps: Figure 19 shows the outcome of our three tests, organised in three groups of two plots. The plots on the left show the proportions of different types of overall result. The result "stopped" means that the prover has reached a bisection depth beyond a threshold of 1000 or the depth-first queue reached a threshold of 50, implying that the proof, if successful could take over a year to complete. The plots on the right show averages and standard deviations of proof durations for those programs that were successfully proved. We conjecture that in a majority of the cases where the prover stopped, the chosen tightness was too high for PolyPaver. When the same happens in practice, the programmer loosens the specification until PolyPaver succeeds in reasonable time.
As may be observed from Fig. 19 , we found that arity matters most and that PolyPaver can effectively verify most of the generated programs with arity two. This is the reason why we chose to fix arity at two for the other tests.
We set the timeout to 10 h and determined sizes for which reasonably few timeouts occurred. The duration data for tests with many timeouts is distorted by the fact that a significant proportion of the problems that could be proved are missing because their proof takes too long. This fact is clearly indicated in the plots where this applies.
The results seem to indicate that proving duration is close to linear in the size of the program. A larger sample size and much longer timeout would be needed to substantiate a confident verdict.
We conclude that arity is the biggest bottleneck. As expected, the proof duration is approximately exponential in the program arity. This is in line with results reported by all other tools based on subdivision, which is currently the dominating approach in automated non-linear real-number theorem proving. 
Conclusion
We have given a formal account of the main concepts behind our numerical theorem prover PolyPaver, which is based on a novel polynomial interval arithmetic that automatically computes tight polynomial bounds for expressions. While PolyPaver can be applied in various contexts, it was developed with verification of floating-point programs in mind. We showed that PolyPaver can facilitate an automatic verification of floating-point programs against tight functional specifications with the integral operator and interval inclusions. The ability to naturally deal with the integral operator and interval expressions and inclusions is unique to PolyPaver.
While being relatively simple and implemented in a high-level functional language with no focus on optimisation, PolyPaver performs comparably to other published state-of-the-art numerical provers.
Our experiments demonstrate that higher-degree polynomial intervals can significantly outperform lower-degree polynomials, such as affine and constant interval forms, when used to approximate numerical expressions in subdivision-based numerical constraint solving.
Finally, we have probed the extent to which PolyPaver scales to larger problems using randomly generated program-specification pairs of various sizes. It appears that PolyPaver scales well with the size of program but not well with the number of variables in the program. Other published non-linear numerical theorem provers and solvers also do not scale well with the number of variables.
PolyPaver, as described here and with extensions not mentioned here, is BSD-licensed and its sources available on its development portal at [17] .
Further work
Improved automation The parameters of PolyPaver, such as polynomial degree and splitting bounds, need to be set manually or scripted in a problem-dependent way. In order to fully automate the solving process, we need to develop heuristics for setting these parameters. This includes automatically finding close-to-optimal degrees and other effort indicators in a problem-or even box-dependant manner.
Improved power Our solver does not support quantification, which is essential for expressing and proving properties of programs with arrays. The work of Ratschan [33, 34] on first order numerical constraint solving and Fränzle et al. [21] on integrating SMT and NCSP solvers provide a direction, in which we plan to extend our approach so that it can handle programs with arrays.
Combination with symbolic reasoning We believe that the power of PolyPaver will be best utilised in combination with automated or interactive symbolic proving techniques. The symbolic provers can supply what PolyPaver lacks, such as ability to prove equalities and touching inequalities, and automatic problem decomposition. PolyPaver can aid symbolic provers by identifying counter-examples to false statements, quickly rating sub-problems in terms of their likely validity and tightness and prove small but hard non-linear inequalities.
One starting point of our future work will be to symbolically pre-process theorems to remove as much unnecessary touching as can feasibly be done.
We foresee that an integration with an SMT solver will help us not only to deal with quantifiers as mentioned earlier but also to eliminate many simple cases of touching.
Another possible avenue for combining the main aspects of our method with symbolic reasoning is to act as an oracle for MetiTarski to provide further polynomial bounds on demand.
