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Abstract-h this work, we generalize previous constructions of fuzzy set categories, introduced 
in [I], by considering L-fuzzy sets in which the values of the characteristic functions run on a com- 
pletely distributive lattice, rather than in the unit real interval. Later, these L-fuzzy sets are used 
to define the Lfuzey categories, which are proven to be rational. In the final part of the paper, the 
L-fuzzy functors given by the extension principles are provided with a structure of monad which is 
used, together with the functorial definition of the term monad, to provide monad compositions as a 
basis for a notion of genera&d terms. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-Extension principles, General&d terms, Monad compositions. 
1. INTRODUCTION 
Fuzziness is more the rule than the exception in practical problems, for usually there is no well- 
defined best solution for a given problem. l%zzy set theory is based on the idea that many 
nonmathematical properties cannot be adequately described in terms of crisp sets comprising 
those elements that fulfill a given property. Therefore, the notion of membership is conSidered 
as a gradual property for fuzzy sets. 
A lot of research is being done on fuzzy sets; we are specifically interested in the possibility 
of extending the logic programming paradigm to the fuzzy case. Several heuristic approaches 
have been suggested to extend logic programming to the fuzzy case; however, the lack of a 
foundational base is an obstacle for a wider acceptance of these models, and further, formal 
approaches typically build upon conventional terms. For instance, restricting to finitely many 
truth values, a many-valued predicate calculus was proposed in [2]. 
tSupported by the Swedish Research Council for Engineering Sciences. 
*Author to whom all correspondence should be addressed. 
The last three authors are partially supported by Spanish DGI project BFM2000-1054-C02-02. 
08981221/02/$ - see front matter @ 2002 Elsevier Science Ltd. All rights reserved. Typeset by dn,ls-W 
PII: SO898-1221(01)00314-5 
694 P. EKLUND et al. 
This paper is motivated by the introduction of L-fuzzy set categories given in [l] and in our 
interest in extending the use of categorical methods in logic programming to the many-valued 
case-our long term goal being the generalisation of the categorical unification algorithm given for 
classical logic by Rydeheard and Burstall in [3], where most general unifiers of a set of terms are 
built as coequalisers in the Kleisli category associated with the term monad. Following this idea, 
our approach to the fuzzi,fication of a “set of terms” will be considering a “‘fuzzy set’ of terms”; 
therefore, the different generalizations of the powerset functor become important, especially if the 
composition of these fuzzy powerset functors with the term monad can be extended to a monad. 
In [4], it was shown how set functors can be composed to providing monads, and some motiva- 
tion to investigate techniques for constructing new monads from given ones was presented. In this 
work, we introduce a number of set functors which extend the crisp powerset functor, together 
with their extension principle. Then, L-fuzzy set categories are defined for each of these extended 
powerset functors, and the rationality of the extension principle is proved in the categorical sense; 
i.e., the associated L-fuzzy set categories are equivalent to the category of sets and mappings. 
Finally, in the last section, each of these new set functors are given a structure of monad and, 
furthermore, are shown to be useful to build new monads when composed with the term monad. 
2. PRELIMINARY DEFINITIONS 
Recall the standard definition of the (crisp) power set of a set X by means of characteristic 
functions 
With this definition, each mapping A : X ---) {O,l} defines a subset of X as the inverse im- 
age A-‘(l). 
This definition can be relaxed by allowing each element to have a degree of membership, using 
the real unit interval as the codomain of the extended characteristic functions; that is, the fuzzy 
power set is defined as 
F(X) = {A 1 A : X --a [O,l]}. 
Goguen [5] further generalizes this construction by allowing the range of these extended char- 
acteristic functions to be a completely distributive lattice, and defining the L-fuzzy power set as 
follows 
C(X) = {A 1 A: X + L}. 
Extension Principles 
Given two sets X,Y and a mapping f : X + Y, it is possible to define a mapping between 
the corresponding power sets f^ : PX + PY by means of the direct image of f; that is, given 
A E P(X), then f(A) = f(A) E P(Y). 
The extension of f given above admits different generalizations when we are working in the 
fuzzy case according to an optimistic or pessimistic interpretation of the fuzziness degree. 
(1) Maximal extension principle: f~ : 3(X) + F(Y) is defined such that given A E F(X) 
and y E Y, then f~(A)(y) = sup{A(s) ] z E f-‘(y) and A(z) > 0) if the set is nonempty 
and f~(A)(y) = 0 0therwise.l 
(2) Minimal extension principle: f,,, : T(X) + F(Y) is defined such that given A E F(X) 
and y E Y, then fm(A)(y) = inf{A(z) ] z E f-‘(y) and A(z) > 0) if the set is nonempty 
and fm(A)(y) = 0 otherwise. 
‘The condition A(r) > 0 can be neglected in the maximal extension principles, but not in the minimal ones. For 
uniformity, we have used a similar representation for both. 
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It is straightforward to show that both extensions f~ and f,.,, coincide with the direct image 
extension in the case of crisp subsets; that is, given A E P(X) c F(X), then EM = fm(A) = 
f(A) E P(Y) c F(Y). 
The maximal and minimal extension principles just introduced can be further generalized to 
the L-fuzzy power sets, just changing the calculations of suprema and infima by the lattice join 
and meet operators. In the following, we will use the following set 
I = {z E x ] Z E f-i(y) and A(x) ’ 01 
(1) maximal L-fuzzy extensjon principle: $M : C(X) + C(Y) is defined in such a way that 
given A E C(X), then f~(A)(y) = VI A(z) if the set I is nonempty and JIM(A)(~) = 0 
otherwise; 
(2) minimal L-fuzzy extension principle: Jm : C(X) -+ /Z(Y) is defined in such a way that 
given A E C(X), then fm(A)(y) = /jr A(z) if the set I is nonempty and fm(A)(y) = 0 
otherwise. 
3. CATEGORIES OF L-FUZZY SETS 
The extension principles just stated suggest the possibility of extending the definition of L: 
to be a functor between Set, the category of crisp sets and mappings, and L-fuzzy sets but, 
obviously, the first step should be to define the appropriate concept of L-fuzzy set category. 
The natural way to build a categorical structure on the classes of L-fuzzy sets is to consider the 
arrows between C(X) and It(Y) as those given by any of the extension principles introduced 
above. Choosing the mappings given by the maximal extension principle, we get to the following 
definition. 
DEFINITION 1. CATEGORY OF L-FUZZY SETS. Let L be a completely distributive lattice. The 
category of L-fuzzy sets has ss objects the class {C(X) 1 X E Set}. The set of morphkms 
between two objects C(X) and ,C(Y) is defined as 
{ 
f~ : C(X) + C(Y) ( f : X -+ Y is a mapping in Set 
1 
. 
It is straightforward to check that the previous construction is indeed a category, denoted 
L-Set, which has been previously used in [4,6]. 
Now that we have a category of fuzzy sets, we can attempt the definition of a functor between 
Set and C-Set. 
DEFINITION 2. Let L be a completely distributive lattice. The covariant L-fuzzy power-set 
functor C is obtained by defining C(X) = Lx, i.e., the L-fuzzy sets A : X + L, and following 151, 
for a mapping f : X -+ Y in Set, by defining the morphism .Cf : C(X) + C(Y) as 
W-~(Y) = v 4~). 
fb)=ll 
The functoriality of the previous construction can be seen in [5]. Also, note that the above 
definition of Cf is the same than that given by the extension principle, f~. 
When working with the minimal extension principle, that is, changing f~ into fm, some 
problems arise when checking the axioms of category. This is mainly due to the fact that the 
minimal extension principle is not exactly the dual of the maximal one: in the case that the set I 
in the definition is empty, then both f~(A)(y) and fm(A)(y) yield the minimum element in the 
lattice; this is natural in the maximal extension principle, for V 8 = 0, but A 0 # 0. This is why 
it is interesting to consider, in analogy with the results in [l], the o-upper L-fuzzy set categories 
and the o-lower L-fuzzy set categories. 
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DEFINITION 3. For all CY E L, the classes of the a-upper L-fuzzy sets and the a-lower L-fuzzy 
sets, denoted C,(X) and La(X) respectively, are defined as follows 
t,(X) = {A 1 A E l(X), A(Z) 2 cr or A(z) = 0, for all CC E X}, 
C(X) = {A 1 A E L(X), A(s) I Q or A(z) = 1, for all 2 E X}. 
DEFINITION 4. CATEGORY OF La-Fuzzy SETS. Let L be a completely distributive lattice and 
a: E L with Q: > 0. The category of La-fuzzy sets, denoted &Set, has as objects the class 
{C,(X) 1 X E Set}. The set of morphisms between two objects C,(X) and L,(Y) is defined as 
{ 
f* : L,(X) + L,(Y) 1 f : X + Y is a mapping in Set 
> 
, 
where f;n is the restriction of the mapping given by the minimal extension principle to the L-fuzzy 
set C,(X). 
In the theorem below, we check that this construction verifies the axioms of a category. 
THEOREM 1. &-Set is a category. 
PROOF. To begin with, let us show that &, o fm = (gy&, where jm : C,(X) + L,(Y) 
and & : L,(Y) -+ C,(Z) are given by applying the minimal extension principle to mappings 
f :X-+Yandg:Y+Z. 
We will proceed by csses (l),(2). 
(1) Assuming that &(fm(A))(z) = 0, then we have two cases. 
(a) g-‘(z) = 0. 
In this case (go f)-‘(z) = 0 and then (gyf)m(A)(z) = 0. 
(b) fm(A)(y) = 0 for all y E g-l(z). 
Here, for all y E g-‘(z) we have either f-l(y) = 0 or A(x) = 0 for all 2 E f-l(y). 
Assuming that f-‘(y) = 0 for all y E g-‘(z), then (go f)-‘(z) = 0 and, therefore, 
(gyf)m(A)(z) = 0. Otherwise, we would have (g 0 f)-‘(z) # 0, but also A(z) = 0 for all 
IC E (go f)-‘(z) and we would also have (go f)m(A)(z) = 0 in this case. 
Therefore, if &&(A))(z) = 0, then (gyf)f)m(A)(z) = 0. 
(2) Now, assume &(fm(A))(z) > 0 an consider the following equalities: d 
jrn (&(A)) (2) = A {&(A)(Y) I Y E g-‘(z), &4)(y) > O} 
=A{M ()I A z 5 E f-‘(y), A(z) > 0} I Y E g-‘(z), ~,,(A)(Y) > O} 
u f-‘(y), A(x) > O 
&m-‘(z) 
kCW/)>O I 
(2) 4x1 I x E u f-‘(y)> A(x) > O 
YEg-‘b) 
= /\ ($4 I x E (gof)-‘(4 A(x) > O} 
= gyf m(A)(z). ( > 
The equality (*) holds because of the hypothesis a > 0, for in this case if fm(A)(y) = 0, 
then f-l(y) = 8. Thus, we have that if ijm(fm(A))(z) > 0, then &(fm(A))(z) = 
(gdf )m(A)(z). 
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The two cases altogether show that &,, o Jm = (Ff),, and this fact allows us easily to obtain 
the axioms of category. I 
REMARK 1. It is important to note that if Q! = 0, we do not get a category. This is due to the 
fact that if fm(A)(y) = 0, then f-‘(y) is not necessarily empty. A counterexample can be found 
in [l]. 
Now, the definition of the L, functor between Set and &Set is straightforward. 
DEFINITION 5. Let L be a completely distributive lattice and Q E L, 0: > 0. The covariant 
a-upper L-fuzzy power-set functor, L, : Set + &Set, is obtained by defining L,(X) as in 
Definition 3 and by defining .C, f = f,,, for each morphism f : X --t Y in Set. 
Now, it is easy to check that the above definition is really a functor, for we have already proved 
that &(f 0 g) = L(f) 0 L(g) in the proof of Theorem 1 above. It follows immediately from 
the definition that &(1x) = l~_x. 
The process above can be almost literally dualised, when considering the a-lower sets and the 
maximal extension principle. 
DEFINITION 6. CATEGORY OF L”-FUZZY SETS. Let L be a completely distributive lattice and 
Q E L. The category of La-fuzzy sets, denoted La-Set, has as objects the class {f?(X) 1 X E 
Set}. The set of morphisms between two objects L”(X) and La(Y) is defined as 
{ 
f~ : Ca(X) + L”(Y) 1 f : X --) Y is a mapping in Set 
> 
. 
THEOREM 2. La-Set is a category. 
PROOF. The proof follows the steps of Theorem 1. I 
REMARK 2. Note that in this case, no problem arises when 0 = 1. Actually, the category Cl-Set 
is equal to C-Set. 
DEFINITION 7. Let L be a completely distributive lattice and Q E L. The covariant a-lower 
L-fuzzy power-set functor, P : Set --+ La-Set, is defined for objects as in Definition 3, and for 
a morphism f : X --t Y in Set is defined as Pf = SM. 
It is easy to check that the above definition is really a functor. 
The Rationality of Extension Principles 
Regarding extension principles for fuzzy sets, it is important to check the rationality of the 
extension. In a categorical context, this amounts to showing that the extended categories are 
essentially the category of sets, or in more technical words, that the extended category is cate- 
gorically equivalent to the category of sets and mappings. 
To begin with, we recall the following characterisation of equivalent categories; see (71 for a 
proof. 
LEMMA 1. Two categories Cl and C2 are equivalent if and only if there exists a functor 
@ : Cl -+ C2 such that 
(1) for all pairs A,B in Cl, we have a bijection between the sets HomC1(A, B) and 
Homc,(W% W)); 
(2) for all object A’ in C2, there exists an object A in Cl, such that Q(A) and A’ are isomorphic 
objects in ~2. 
THEOREM 3. The categories Set, &Set, and La-Set are equivalent. 
PROOF. The definition of the category &Set suggests to consider Q as the functor L, in 
Definition 5. In addition, the hypotheses of Lemma 1 follow directly from the definition of 
L,-Set. Therefore, Set and C,-Set are equivalent categories. 
The equivalence between Set and La-Set is proved in a similar way. I 
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The rationality of these categories allows the definition of a structure of monad on the cor- 
responding set functors, modulo the equivalence of categories; in other words, the fact that L, 
and La are endofunctors raises the question whether they can be extended to monads. 
4. L-FUZZY POWERSET FUNCTORS AS MONADS 
A monad can be seen as the abstraction of the concept of adjoint functors and, in a sense, an 
abstraction of universal algebra. It is interesting to note that monads are useful not only in uni- 
versal algebra, but it is also an important tool in topology when handling regularity, iteratedness, 
and compactifications, and also in the study of toposes and related topics. 
DEFINITION 8. Let C be a category. A monad (or triple, or algebraic theory) over C is written 
as*=(@,r],p), where@:: + C is a (covarjant) fun&or, and r] : id --) @ and ,u : @ o cf, + Q are 
natural transformations for which 1-1 o @p = ,LL o PQ! and p o @q = p o r]@ = ida hold. 
In the particular case of the functor L, Manes proved in [8] that (L, q, p) with unit qx : X + 
LX defined by 
and px : LCX + LX by 
px(A)(z) = v A(z) A d(A) 
AEfX 
is a monad. This result can be easily shifted to the case of (L”, va, pa). 
Functors L, are more interesting to study and can also be provided with a monad structure 
(L,, qa, pL,) where the unit qax : X + L,X is defined as in the case @“, by 
and the multiplication pax : L,L,X + L,X is defined by 
if I = {A E C,X 1 A(Z) A d(A) > 0) # 0, 
otherwise. 
Let us show that we have two natural transformations. 
LEMMA 2. T]~ : 1 + C, and per : C,L, + L, are natural transformations. 
PROOF. In the following, we will drop the subscript QI in L, p, and r]. 
We have only to prove p is a natural transformation, that is 
PY ((LWW) (Y) = Lfbx(d))b). 
Consider J = {B i LY I B(y) > 0, LLj(d)(B) > 0); then /\ WY) A LLfWW, if J # 0, 
PLY (@W(d)) (Y) = BEJ 
0, otherwise. 
That is, py( (LLf)(d))(y) = 0 iff one of the following conditions hold: 
0 B(y) = 0 for all B, 
l CLf(d)(B) = 0 for all B satisfying that B(y) > 0. 
Under these conditions, it is easy to check that L+f(px(d))(y) = 0. 
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Now, assume that there exists B such that B(y) > 0 and LLf(d)(B) > 0; specifically, by the 
definition of C, there exists A E L(X) such that Cf(A) = B and d(A) > 0; in this case, we also 
have that B(y) = Lf(A)(y) > 0 and, by definition of C, there exists z E X satisfying A(z) > 0 
and f(z) = y; therefore, we have px(d(s)) > 0. 
PY ((LWW) (Y) = A B(U) A ~QW(B) 
BELY 
B(v)>0 
LLfW(B)>O 
= A B(Y) A d(A) 
= A 
AELX 
WA)(ar)>O 
d(A)>0 
= A 4) A 44) 
AECX 
IEf-‘(Y) 
d(A)AA(z)>O 
As stated previously, the difference between P and C, is not only a matter of duality; therefore, 
it is worthwhile to give a detailed proof that (&, qa, ,u~) is a monad. 
THEOREM 4. (C,,Q,,~~) isamonad. 
PROOF. The left unit identity requires us to prove that px(v~x(A))(z) = A(z), for all z E X 
and A E LX. 
Consider I = {B E LX 1 B(s) A vex(A)(B) > 0); then 
~x(rlrx(-4)(~) = BEI 
{ 
r\ B(z) A rl~xW(B), ifI # 0, 
0, otherwise, 
(*) A(z), if A(z) > 0, 
= 
1 0, if A(x) = 0, 
= A(x). 
The equality (*) follows from the definition of 7, for vex(A)(B) > 0 if and only if A = B. 
For the right unit identity, we have to prove that px(L~,~x(A))(x) = A(x), for all x E X and 
A E LX. Given I = {B E LX 1 B(x) A Lvx(A)(B) > 0), we have 
B(x) A ~vxbW% ifI # 0, 
~x(QxW)(x) = 
otherwise. 
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Thus, px(Lqx(A))(z) > 0 iff there exist B E LX and y E n;l(B) with B(z) and A(y) > 0; in 
this case, 
BECX 
B(x)>0 
Lvx (A)(B)>0 
= A B(x) A /‘j A(Y) 
BECX 
B(x)>0 u-~;l@) 
LvxL-WB)>O A(u)>0 
= A B(x) AA(y) = A(x). 
BECX 
B(x)>0 
uE~);~(B) 
NuWJ 
For the last equality, notice that for each B with B(x) > 0 and y E vi’(B), we have that 
B(z) = qx(y)(o) > 0; thus, necessarily y = z and B(z) = 1. 
For the associativity of ~1, we have to prove that 
PXWPX(~))(X) = PX(PCX(W)(X)~ 
for all x E X and U E CCLX. 
Consider the set I = {A E L(X) ) A(z) A Q.Lx(U)(A) > 0) 
4x1 A ~JX(WV, if I# 0, 
otherwise. 
Therefore, ,!Lx(&.Lx @l))(x) = 0 if and only if the following condition holds. 
For all A E LX such that A(x) > 0 and all A E pxl(A), we have that %(A) = 0. 
Now, if ~x{L~x(U))(x) > 0, then there exists A E LX such that 
l A(s) > 0; 
l there exists A E @xl(A) such that Q(d) > 0. 
Specifically, since px(d) = A, we have fix(d)(x) = A(x) > 0, and therefore, by definition of px, 
there exists B such that B(s) > 0 and d(B) > 0 and ,uLx(U)(B) > 0. As a result, the subscripts 
used in the following calculations of meets are all nonempty (which allows us to use just the 
associativity of meets): 
AELCX 
fix(d)(~)>0 
‘Z(d)>0 
= A 
AC&LX 
px(d)(r)>O 
B(d)>0 i 
A B(x) A W: 
BELX 
B(x)>0 
d(B)>0 
I AU(d) 
1 
Set Functors 701 
= A B(z) A d(B) A B(d) 
AELLX, BELX 
B(s)Ad(B)AZl(d)>O 
= A B(z) A A d(B) ~%4 
BELX 
B(z)>0 gf)% 
PCX W(J-v>O d(B)>0 
= A ~(~)~ILLXW(~) =PxhcxwN~). 
BELX 
B(z)>0 
~cxW(B)>o 
Therefore, we have proved that, if px(&x(U))(~) > 0, then 
PX(4JX(Qf))(~) = Px(P~x(Q4)(z)* 
To finish the proof, it suffices to prove that 
if PX(P.CX(~))(Z) > 0, then px(@x(U))(~) > 0. 
Consider J = {B E LX 1 B(z) > 0, pLx(%)(d) > 0) 
1 
/j B(z) A PAX, if J # 0, 
Px(Wx(~))(z) = BEJ 
0, otherwise. 
Thus, if ~x(,u~x(%))(z) > 0, then there exists B E LX and A E LCX, such that B(z) > 0, 
d(B) > 0, and B(d) > 0. Now, if we consider A = px(d), then the following conditions are 
satisfied: 
l 0 < A(z) = px(d)(z), b ecause B(z) > 0, and d(B) > 0. 
l A E p;l(A) and U(d) > 0. 
Therefore, we can conclude that ~x(f$x(U))(z) > 0 as well. I 
5. COMPOSING L-FUZZY POWERSET 
MONADS AND THE TERM MONAD 
As stated in the introduction, the use of categorical tools in logic programming leads naturally 
to the problem of categorically expressing fuzzy sets of generalized terms, in order to achieve a 
categorical paradigm of fuzzy logic programming. 
There are different possibilities to get a fuzzy set of generalized terms. Extending the idea 
by Rydeheard and Burstall in [3] which considered most general unifiers of a set of terms as 
coequalisers in the Kleisli category associated with the term monad, one naturally has to consider 
the composition of the L-fuzzy powerset monads and the term monad. Specifically, we have to 
check whether the composition of these fuzzy powerset monads with the term monad can be 
extended to a monad. 
To begin with, we will briefly introduce the functorial presentation of the set of terms on a 
signature. 
5.1. The Term Monad 
Regarding the set of terms, it is useful to adopt a more functorial presentation of it, as opposed 
to using the conventional inductive definition of terms, where we bind ourselves to certain styles 
of proofs. Even if a purely functorial presentation might seem complicated, there are advantages 
when we define corresponding monads, and further, a functorial presentation simplifies efforts to 
prove results concerning compositions of monads. 
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In this work, we adopt an intermediate approach, for our main emphasis is not focused on the 
categorical extension of the term algebra, but on the results concerning composition of monads. 
The completely categorical approach can be found in [9], which was used also in [4]. 
Let R = ~~=“=, 52, be an operator domain, where each f12, is intended to contain operators of 
arity n. The definition of the term functor 7o : Set + Set is given as In(X) = lJp&=O$(X), 
where 
(I) G(X) = X; 
(2) G+l(X) = {( n,w (z&J I w E %, n E N, xi E T&X)). 
The notation (n,w, (zi)iln), standing for the term ~(21,. . . , zn), is due to the fact that the 
operator domain is defined as a coproduct indexed by n. 
Note that (7aX, (gU)wen) is an R-algebra, simply defining aU((mi)il,) to be the tuple (n, w, 
(mi)i5n) for w E R, and rni E IoX. Actually, this algebra is a freely generated algebra in the 
category of Q-algebras; that is, for an R-algebra B = (Y, (tw),,,eo), a morphism f : X --) Y in 
Set can be extended to an f&homomorphism f : G~X,(~~LE~) --) (Y,(L),E~), called the 
a-extension of f associated to B, given by 
fb;x = f and f* (n, w, (mi)isn) = tU ((f*(mi))+) , 
for all n E N and (n, w, (m&J E 7kX. 
A morphism X 1, Y in Set can also be extended to the corresponding a-homomorphism 
(%X, (%J)we.n) Inf (7?lY, (7 W ) wE~), where In f is defined to be the Q-extension of X f, Y c-t 
7oY associated to (7oY, (r,)(w)Eo). 
Now, To = (IQ, r]G’“, ~~a’“> is a monad, as shown in [8], with the following definition for the 
unit q?(z) = z and, regarding the multiplication, ,u? = id& is the R-extension of idT,x with 
respect to (%2X, (Q,),ES& 
5.2. The Composition of an L-Fussy Powerset Monad 
and the Term Monad is a Monad 
According to the results in [4,10], it is useful to have a swapper transformation in order to 
make the composition ,& o 7 a monad. 
Let us define recursively a mapping ux : 7&X -+ &IX. 
(1) For the base case IO(C,X) = J&X, if e E L,X, then ax(e) = !. 
(2) For the inductive step, consider I = (n,w, (ei)i+); then ax(e) : 7X +. L is defined as 
{ 
A gx(e,)(mi), if n = n’ and w = w’, 
ox(e) (n’, w’, (m&+1) = i<n 
0, otherwise; 
that is, (n’, w’, (rni)il,) is in ax(e) if w’ = w and each rni is in g(&). 
As a consequence of the definition, it is easy to check that if L = 2, then ux(n,w, (ai),<,,) = 
{(n,w, (mi)i<,) I mi E 0x(ei)). 
In the following, we will drop the subscript (Y, and write t instead of C,. We have to show 
that 0 is a natural transformation. 
LEMMA 3. u : 7 o C -+ t o 7 is a natural transformation. 
PROOF. Given 1 E ICX, and X 2 Y in Set we will show, by structural induction, that C7f o 
ax(l) = cry 0 7Cf (I). 
If 1 E IOCX, then it is immediate. 
If k > 0, then we may write 1 = (n, w, (li)iln), where li E IkiLX, ki < Ic, for all i 5 n. Let us 
check that (L7f o ux(l))(s) = (uy o 7Lf (l))(s), for all s E 7Y. 
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For the base case in which s E Y, it is straightforward, and in the general case we can assume 
s = (n,w, (s~)~+) E 7Y. Recall that 
1 
A ax(W), if I# 0, 
c~f(~XQ))(S) = ta 
0, otherwise, 
I 
// A ax(Zi)(ti), if 1i # 0 for all i 5 72, 
= tEI i<n 
0, otherwise, 
where I = {t = (n,w,(ti)i<,) E 7X ] (If)(t) = s and ox(l)(t) > 0) and 1i = {ti E 7X 1 
(7f)(ti) = si and ox > 0). 
Now, we have the following chain of equalities: 
aY(Icf(I))(s) = A OY(7U(4))(%) (2 /j L7f(ax(4))(4 
i<n i<n 
{ 
A A Ox(li)(ti), if1i # 0 for all i < 71, 
= i<n &El, 
0, otherwise, 
1 
A A ~X(b)(ti)3 if I # 0, 
= tEI iln 
0, otherwise, 
1 
/“\ cx(l)(t), if I# 0, 
= t.EI = L7f(ax(U)(s), 
O, otherwise, 
where the equality (*) follows by the induction hypothesis. I 
The just defined swapper transformation allows us to define natural nominates for the unit 
and multiplication of the composed monad 
@O1=&o& 
PX ~OT=cp&L&x OCU~X =p~XOqL~Ocu~x. 
By using Theorem 2 in (lo], we have just to check the following three properties of c w.r.t. the 
unit and the multiplication defined above. 
(lo) QL= 0 a7 0 I/.&7 0 7ta = #7 0 La 0 cgc 0 Ul‘C. 
(2u) u 0 q=L: = L$. 
(3u) u 0 7+ = vL7. 
LEMMA 4. The swapper u satisfies equation (2~); that is, u 0 qz = 13~~. 
PROOF. Just recall the definitions: 77 in the base case is n$ = 7’X = X, and nzx = loLX = 
LX in the recursive step, and ux on LX is LX. I 
LEMMA 5. The swapper u satisfies equation (30); that is, u o 7qL = r&. 
PROOF. We have only to prove that, for m E IX, we have 0x(77&(m)) = vgx(m). 
(1) If m E X, then 7&(m) = &(m) E I’LX; therefore, ux(77&(m)) = &(m) = 7gx(m). 
(2) If m = (n,w, (m&l,), then ux(7&(m)) : 7X + L; consider m’ E 7X. The only case 
in which ux(7&(m))(m’) can be nonzero arises when m’ = (n, w, (m:)i<,), 
ux (77&(m)) (m’) Deffi7f Ux (7% WV (7& (mi))is*) (m’) 
Defg7f A ux (7&(mi)) (ml) 
i$n 
In*. A 7&x(??li) (m:) = Qgx(rn) (m’). 
i$n 
For the proof of Property (la), we will use the following technical lemma. 
I 
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LEMMA 6. Consider the mappings &x, and LOX : L’irLX, elements R E L7LX, m E IX, and 
the set I = {T E 7LX 1 R(r) A (q(r))(m) > 0); then 
(p$X(LuX(R))) (m) = 
{ 
/JR@) * (ux(r))(m), jf 1 f 0, 
0, otherwise. 
PROOF. Assume that there exists A E LIX such that (Lax(R))(A) and A(m) are nonzero (and 
thus the left-hand side of the equation is also nonzero). 
(pgx (Lux(R))) (m) Defg’L’: /\ W~xW))(A)~A(m) 
AA~?f~~ 
Lux(R)(A)>O 
Defn. c. = 
A 
AELTX 
A(m)>0 
Lox(R)(A)>0 
i /j R(r) 
\ 
r-El-LX 
R(r)>0 
~,y(r)=A 
A 4-4 
ASSOC. 
= A (R(r) A A(m)) 
AELTX,rE7LX 
A(m)>O,R(r)>O 
ox(r)=A 
= /\ Wr)Aax(r)(m)) 
rElLX 
R(r)>0 
ox(r)(m)>0 
for the last equality just note that the elements in A E L7X for which there is T satisfying 
ax(r) = A are exactly those in the image of UX. 
Conversely, let us prove that if there exists an element r E 7LX such that R(r) > 0 and 
ox(r)(m) > 0, then (&iX(Lux(R)))(m) > 0. This is not difficult, since we have only to find an 
A E L’TX with A(m) > 0 and Lux(R)(A) > 0, simply consider A = ax(r). I 
LEMMA 7. The swapper u satisfies equation (lo) LpT ou~o7p~o7Lu =p~OLaoLp~ou~~. 
PROOF. According to the definition of the multiplication p*, we have only to prove that for 
d E 7L7LX and m E 7X, 
m-x ((7 (&x 0 -Cc)) (4) (ml = 
Assume that u~x((ir(&~ o La))(d))(m) > 0. 
( &X 0 LUX) (wcx(d))(m). 
By induction, if d E L7LX and m E X, the 
equation trivially holds; now consider d = (n,w, (di)i$,) and m = (n,w, (mi)il,) 
left-hand side of the equation is zero), 
(otherwise the 
wx ((7 (L&X 0 Cc)> (4) (ml De2 o A wx ((7 (I&X 0 Lo)) (4)) (mi) 
i<n 
In*. A (&fx 
0 LUX) (mcx(di))(m) 
i<n 
kg.6 A // ( wcx(dd(d A ux(r4(md) 
iln r;ETTLX 
m-u(di)(Ti)>O 
ax(r;)(m;)>O 
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= A (~?-fX(d)(T) A ox) 
TE7&X 
CTTIcx (d)(r)>0 
ox (r)(m)>0 
Lem. 6 
= 
( I&x o Lox) (07cx Cd)) cm>, 
where in (*) associativity, commutativity, and idempotence of the infimum is used. 
Conversely, if (&, o Lux)(c~~x(~))(~) > 0, then it is easy to check that qr~((‘T(&~ o 
La))(d))(m) > 0; for given T E 7LX satisfying a~rx(d)(r) > 0 and ox > 0, there exists 
A E C7X (namely, ax(r)) with A(m) > 0 and Lox(a7~.x(d))(A) > 0. I 
6. CONCLUSIONS 
We have generalized previous constructions of fuzzy set categories by considering L-fuzzy sets 
in which the values of the characteristic functions run on a completely distributive lattice. In 
addition, L-fuzzy categories have been defined, using L-fuzzy sets, and proved to be rational. 
The final part of the paper has been devoted to providing monad compositions as a basis for 
a notion of generalised terms; specifically, we have proven that the L-fuzzy functors given by 
the extension principles can be extended to a monad as well as the composition of the L-fuzzy 
functors with the term monad. 
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