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Elektroencefalografija (EEG) in funkcijska magnetna resonanca (fMR) sta neinva-
zivni metodi za merjenje mozˇganske aktivnosti. EEG ima v nasprotju s fMR zelo
visoko cˇasovno locˇljivost (vecˇ kHz), medtem ko ima fMR viˇsjo prostorsko locˇljivost.
Socˇasno snemanje EEG in fMR tako omogocˇa natancˇnejˇsi vpogled v funkcije mozˇganov.
Najvecˇja slabost socˇasnega snemanja EEG in fMR je mocˇna interakcija med njima, saj
se v EEG signalih inducirajo mocˇni artefakti zaradi sprememb magnetnega pretoka.
Predstavili smo robusten postopek in algoritme za odstranjevanje tovrstnih artefaktov
iz EEG signalov. Z analizo ucˇinkovitosti algoritmov smo dokazali ustrezno odstranitev






Robust procedure for artifact removal from electroencepha-
lographic (EEG) measurements acquired during simultaneous








Electroencephalography (EEG) and functional magnetic resonance imaging (fMRI) are
noninvasive methods for measuring brain activity. EEG provides a very high temporal
resolution, whereas fMRI provides high spatial resolution. A deeper insight into brain
functions can be achieved by scanning the brain activity with simultaneous EEG-fMRI.
The main downside of simultaneous EEG-fMRI scanning is a high EEG signal conta-
mination caused by electromagnetic induction due to changes in magnetic flux. We
presented a robust procedure and algorithms for artifact removal from EEG signal. We
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Kazalo preglednic





a / vektor koeficientov filtra
A µV, dB amplituda signala
AL m
2 povrsˇina zanke
A⃗ m2 vektor povrsˇine
A / seznam oznacˇevalcev zacˇetka zajema fMR slik
b / vektor koeficientov filtra
B T jakost magnetnega polja
B⃗ T vektor magnetnega polja
B / seznam oznacˇevalcev zacˇetka zajema fMR slik
C F, fF kapacitivnost
d / zakasnitev signala (ang. group delay)
D / sˇtevilo vzorcev cˇasovnega zamika
f kHz, Hz frekvenca
F / faktor
F / diskretna Fourierjeva transformacija (DFT)
G T jakost gradientnega magnetnega polja
h µV impulzni odziv filtra v cˇasovnem prostoru
H / faktor normalizacije jedra filtra
H µV impulzni odziv filtra v frekvencˇnem prostoru
i A, mA elektricˇni tok
K / sˇtevilo EEG kanalov
L / sˇtevilo referencˇnih kanalov oz. regresorjev
M / sˇtevilo
MB / (ang. Multiband Factor - MB)
n⃗ m normalni vektor
N / sˇtevilo
P / sˇtevilo
PR(X) / projekcijska matrika EEG signala na prostor regresorjev
Q µV locˇljivost ADC
r / razmerje frekvenc
R Ω, / upornost, sˇtevilo
R(X) / stolpicˇni prostor matrike X (ang. column space)
Rn / n-dimenzionalni prostor
R / matrika referencˇnih signalov oz. regresorjev
s / okno oz. odsek signala
t s cˇas
T / sˇtevilo cˇasovnih vzorcev v EEG signalu
TGA s perioda GA
T / povprecˇni gradientni artefakt
TR s (ang. Repetition Time)
V V, mV, µV elektricˇna napetost
xxi
w / okenska funkcija
x[n] µV vhodni signal filtra v cˇasovnem prostoru
X / matrika EEG signala, matrika deterministicˇnih spremenljivk
X[k] / vhodni signal filtra v frekvencˇnem prostoru
y[n] µV izhodni signal filtra v cˇasovnem prostoru
Y / vektor odvisnih spremenljivk sistema linearnih enacˇb
Yˆ / vektor aproksimiranih odvisnih spremenljivk
Y n / odsek EEG signala
Y [k] / izhodni signal iz filtra v frekvencˇnem prostoru
z−k / cˇasovni zamik za k vzorcev
Z Ω impedanca
α rad kot
β / vektor parametrov sistema linearnih enacˇb
βˆ / vektor aproksimiranih parametrov sistema linearnih enacˇb
δ[n] / Kroneckerjeva delta funkcija
∆Ft Hz sˇirina prehodnega pasu
∆RMS / RMS razlika
∆s / sˇtevilo vzorcev med zacˇetnimi indeksi sosednjih oken
ϵ / vektor razlike med eksaktno in aproksimativno resˇitvijo
ϵp / odstopanje v amplitudi v prepustnem pasu
















AAS (ang. Average Artifact Subtraction)
c mejna
CWL (ang. Carbon Wire Loops)
d po kodiranju zamikov
dB v dB
F prilegajocˇi (ang. fitted)
GA po odstranitvi gradientnega artefakta
H Hannovo okno














rv rezin na volumen
s vzorcˇenje (ang. sampling)
vh vhodni
vib vibracijska
w po mnozˇenju z okensko funkcijo
x v smeri x
y v smeri y





AAS (ang. Average Artifact Subtraction)
ADC analogno digitalni pretvornik (ang. Analog Digital Converter)
BCG balistokardiogram
BOLD (ang. Blood Oxygen Level Dependent)
CMRR slabljenje sofazne napetosti (ang. Common-Mode Rejection Ratio)
CWL (ang. Carbon Wire Loops)




EPSP ekscitatorni postsinapticˇni potencial (ang. Excitatory Postsynaptic
Potential)
fMR funkcijska magnetna resonanca
FFR hitra Fourierjeva transformacija (ang. Fast Fourier Transform)
FIR koncˇen impulzni odziv (ang. Finite Impulse Response)
GA gradientni artefakt
IIR neskoncˇen impulzni odziv (ang. Infinite Impulse Response)
IPSP inhibitorni postsinapticˇni potencial (ang. Inhibitory Postsynaptic Po-
tential)
MR magnetna resonanca / magnetnoresonancˇni
RMS kvadratni koren aritmeticˇne sredine kvadratov (ang. Root Mean
Square)
SNR razmerje med signalom in sˇumom (ang. Signal-to-noise Ratio)





Elektroencefalografija (EEG) in funkcijska magnetna resonanca (fMR) sta neinvazivni
metodi, ki omogocˇata merjenje aktivnosti mozˇganov. EEG deluje na principu merje-
nja elektricˇnih potencialov, katere generira socˇasna aktivnost vecˇjih skupkov nevronov,
medtem ko se iz analize podatkov fMR dolocˇa aktivnost mozˇganskih centrov na pod-
lagi hemodinamicˇnega odziva. Slednji se odrazˇa kot razlika v intenziteti volumskih
elementov slike mozˇganov zaradi razlicˇne magnetne susceptibilnosti oksigeniranega in
deoksigeniranega hemoglobina v krvi.
EEG ima v nasprotju s fMR zelo visoko cˇasovno locˇljivost (vecˇ kHz), medtem ko ima
fMR viˇsjo prostorsko locˇljivost. Socˇasno snemanje EEG in fMR tako omogocˇa na-
tancˇnejˇsi vpogled v funkcije mozˇganov z zdruzˇitvijo prednosti obeh sistemov. Metoda
se lahko uporablja za nacˇrtovanje mozˇganskih operacij pri hujˇsih oblikah epilepsije, saj
omogocˇa neinvazivno in natancˇno dolocˇanje lokacije epilepticˇnega fokusa [1]. Najpo-
gosteje se v ta namen uporablja intrakranialni EEG (elektrokortikografija) [1], ki pa je
zelo invazivna metoda, saj zahteva nevrokirursˇki poseg.
Socˇasno snemanje EEG in fMR se pogosto uporablja v kognitivni znanosti, saj se s
korelacijo rezultatov obeh metod lahko bolje preucˇuje funkcije mozˇganskih podrocˇij,
povezanih z razlicˇnimi kognitivnimi procesi, kot so odlocˇanje, spomin in pozornost.
Motnje v kognitivnih sposobnostih so pogosto simptomi razlicˇnih psihiatricˇnih in ne-
vrolosˇkih bolezni, zato je dobro razumevanje delovanja mozˇganov in metod za njihovo
preucˇevanje kljucˇno pri postavitvi diagnoze, spremljanju in zdravljenju tovrstnih bole-
zni.
Najvecˇja slabost socˇasnega snemanja EEG in fMR je mocˇna interakcija med njima,
saj EEG meri spremembe elektricˇnega polja v glavi, medtem ko udelezˇenec1 lezˇi v
variabilnem in mocˇnem magnetnem polju. Iz Faradayevega zakona je znano, da je
inducirana napetost v prevodni zanki premo sorazmerna spremembam magnetnega
pretoka skozi njo. Ker so glava in EEG elektrode prevodniki, se v njih inducira napetost
zaradi sprememb magnetnega polja med zajemom slik z magnetno resonanco (MR)
in zaradi premikov glave. Amplituda induciranih napetosti je lahko vecˇ velikostnih




razredov viˇsja od napetosti iz mozˇganske aktivnosti, zato je potrebno iz EEG signala
tovrstne motnje odstraniti s kompleksnejˇsimi metodami procesiranja signalov.
1.2 Cilji naloge
V nalogi bodo najprej predstavljene elektrofiziolosˇke osnove mozˇganske aktivnosti in
princip delovanja EEG sistema in MR tomografa. V nadaljevanju bodo opisani izvori
signalov, ki jih meri EEG sistem. Ti so bodisi fiziolosˇkega bodisi zunanjega izvora.
Podrobneje bodo opisani in opredeljeni artefakti, to so nezˇelena in motecˇa popacˇenja
izmerjenih EEG signalov. Najvecˇji poudarek bo na artefaktih, ki so posledica spre-
memb magnetnega pretoka in so prisotni izkljucˇno v EEG eksperimentih, ki vkljucˇujejo
socˇasno snemanje s fMR. Predstavljena bo zasnova eksperimenta za zajem EEG signa-
lov pri socˇasnem snemanju s fMR, kjer bodo opisani uporabljeni sistemi, postopek in
kljucˇni parametri. Nato bo sledil metodolosˇki del, kjer bodo najprej podrobno opisane
osnove digitalnega filtriranja EEG signalov, ki predstavljajo zelo pomemben korak pri
odstranjevanju EEG artefaktov. Sledil bo temeljit opis algoritma za odstranjevanje
gradientnega artefakta ter analiza ucˇinkovitosti odstranitve le-tega. V zadnjem po-
glavju bo predstavljen sistem za zajem referencˇnih signalov oziroma artefaktov, ki so
posledica premikov glave v magnetnem polju, ter podroben opis algoritma za odstra-
njevanje tovrstnih artefaktov. Nazadnje bodo prikazani rezultati analize ucˇinkovitosti
odstranitve artefaktov zaradi premikov v magnetnem polju.
Glavna zˇelja je razviti robusten postopek za odstranjevanje artefaktov v EEG signa-
lih, ki so posledica sprememb magnetnega pretoka zaradi socˇasnega snemanja s fMR.
Postopek je prvi korak pri preprocesiranju EEG signalov, saj surove EEG podatke
pripravi za potrebe nadaljnjih analiz. Postopek vsebuje natancˇno nacˇrtovane algo-
ritme in digitalne filtre, ki ustrezajo sˇirokemu podrocˇju EEG analiz, in je primeren
za implementacijo v odprtokodnem (ang. open source) paketu za procesiranje EEG
signalov.
2
2 Osnove merjenja mozˇganske ak-
tivnosti s socˇasnim snemanjem EEG
in fMR
V poglavju bodo opisane osnove merjenja mozˇganske aktivnosti z elektroencefalografijo
(EEG) in s funkcijsko magnetno resonanco (fMR). Najprej bodo na kratko predsta-
vljene fiziolosˇke osnove mozˇganske elektricˇne aktivnosti, nato princip delovanja EEG
sistema in nazadnje kratek opis osnov snemanja fMR slik z magnetnoresonancˇnim (MR)
tomografom.
2.1 Elektrofiziolosˇke osnove mozˇganske aktivnosti
Zˇivcˇne celice (nevroni) so glavni gradniki zˇivcˇnega sistema pri vretencˇarjih. Povezani
so v kompleksna omrezˇja in sluzˇijo prenosu informacij po telesu in med razlicˇnimi
mozˇganskimi centri [2].
V splosˇnem so nevroni zgrajeni iz telesa celice in dveh nizov posebnih izrastkov, aksonov
in dendritov. Prvi sluzˇijo za prenos informacije iz nevrona na ostale nevrone, s katerimi
je ta povezan, naloga dendritov pa je, da sprejemajo informacije iz ostalih nevronov.
Stiki med aksoni in dendriti razlicˇnih nevronov se imenujejo sinapse. Slika 2.1 prikazuje
shematski prikaz zgradbe nevrona.
Slika 2.1: Shematski prikaz zgradbe nevrona.
Glavna lastnost nevronov je, da se lahko spreminjajo, tako da dendriti tvorijo nove
in izgubljajo stare povezave, iz aksonov pa rastejo novi koncˇicˇi. Izmenjava informa-
cij med nevroni poteka preko sinapse, tesne sˇpranje med dendritom presinapticˇnega
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nevrona (posˇiljatelja) in aksona postsinapticˇnega nevrona (prejemnika). Prenos infor-
macije med nevroni je kemicˇni proces (sinapticˇni prenos) [2]. Pri prihodu kemicˇnega
prenasˇalca informacije (nevrotransmitorja) se na dendritu ustvari elektricˇni tok, ki se
nato razsˇiri do telesa nevrona. Elektricˇni tok je lahko pozitiven (ekscitatoren) ali ne-
gativen (inhibitoren). Vsota vseh generiranih elektricˇnih tokov se zbere v telesu celice,
in cˇe presezˇe dolocˇen prag, nevron posreduje informacijo naprej do ostalih nevronov
preko aksona [2].
Informacije znotraj nevronov potujejo v obliki elektricˇnega pulza, ki ga nevron ustvarja
s pomocˇjo ionskih kanalcˇkov, ki kontrolirajo izmenjavo natrijevih (Na+) in kalijevih
(K+) ionov med celico in medcelicˇnino. V mirovnem stanju, ko nevron ne prejema
ali posˇilja informacij, znasˇa razlika v napetosti med zunanjostjo in notranjostjo celice
priblizˇno −70 mV [2]. Akcijski potencial se ustvari tako, da se najprej odprejo Na+
kanalcˇki, preko katerih v celico vdrejo Na+ ioni, ki zviˇsajo potencial v notranjosti
celice na priblizˇno +30 mV [2]. Takoj za tem se zaradi poviˇsane napetosti odprejo
K+ kanalcˇki, iz katerih se iz nevrona sprostijo K+ ioni, ki celicˇni potencial ponovno
znizˇajo na mirovno vrednost [2]. Slika 2.2 prikazuje priblizˇno spremembo potenciala
med notranjostjo in zunanjostjo aksona med generiranjem akcijskega potenciala.
Slika 2.2: Graf napetosti pri akcijskem potencialu v aksonu.
Iz slike 2.2 je razvidno, da se pri akcijskem potencialu napetost spremeni za nekaj 10 mV
v zgolj eni milisekundi [2]. Akcijski potencial v enem samem nevronu je mozˇno izmeriti
s tako imenovanimi mikroelektrodami, kjer je ena vstavljena v notranjost aksona, druga
pa v raztopino, v kateri se nahaja nevron.
V glavnem locˇimo dva mehanizma, ki vplivata na spremembe potencialov na membra-
nah nevronov, in sicer zelo hitri akcijski potenciali in pocˇasnejˇsi membranski potenciali,
povezani s sinapticˇnim prenosom nevrotransmitorjev med nevroni (postsinapticˇni po-
tenciali). Kot zˇe omenjeno, se postsinapticˇni potenciali delijo na ekscitatorne (EPSP)
in inhibitorne (IPSP). Med EPSP se po prejemu nevrotransmitorja v dendritu nevrona
odprejo kanalcˇki, ki v celico prepustijo pozitivne natrijeve in/ali kalcijeve (Ca2+) ione
ter posledicˇno ustvarijo pozitiven, ekscitatorni tok [1]. Med ISPS nevrotransmitor
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povzrocˇi pretok negativno nabitih klorovih ionov (Cl−) v celico ali pozitivno nabitih
kalijevih ionov iz celice, kar posledicˇno ustvari negativen, inhibitorni tok [1]. Zaradi
ohranitve elektricˇnega naboja in izmenjave nabitih ionov med celico in medcelicˇnino
se vzdolzˇ nevronov ustvari elektricˇna polarnost. Ta se jasno odrazˇa pri piramidnih
nevronih v mozˇganski skorji, saj so orientirani pravokotno na mozˇgansko skorjo in se
v primeru aktivacije vecˇjih skupkov njihova polarnost sesˇteva [1]. Sinhrono delova-
nje piramidnih nevronov ustvari mocˇne elektricˇne dipole, ki v veliki meri vplivajo na
distribucijo elektricˇnega polja na povrsˇini glave. Orientacija piramidnih nevronov v
mozˇganski skorji je prikazana na sliki 2.3. Slika oznacˇuje tudi razlicˇne predele glave in
mozˇganske ovojnice ter EEG elektrodo.
Slika 2.3: Orientacija piramidnih nevronov v mozˇganski skorji.
Meritev elektricˇnega polja na povrsˇini glave, ki izvira iz mozˇganov, se imenuje elek-
troencefalogram (EEG). Ta odrazˇa mozˇgansko aktivnost iz vseh mozˇganskih podrocˇij,
vendar imajo prozˇenja vecˇjih skupkov (priblizˇno 50.000 [1]) piramidnih nevronov pri
tem najvecˇji vpliv. Zaradi te lastnosti je elektroencefalogram v veliki uporabi pri
preucˇevanju viˇsjih mozˇganskih funkcij, ki izvirajo iz mozˇganske skorje, kot so na pri-
mer razumevanje jezikov, govorjenje, razmiˇsljanje in pomnjenje [2].
2.2 Princip zajema EEG signalov
V tem poglavju bo natancˇneje opisan princip delovanja elektroencefalografa (EEG).
Najprej bo na splosˇno opisana celotna merilna veriga, nato pa sˇe posamezni gradniki
in pomembni parametri. Slika 2.4 prikazuje merilno verigo za zajem EEG signalov.
Prvi gradnik v merilni verigi so elektrode za zajem potencialov, katere generirajo fizi-
olosˇki procesi, kot je na primer mozˇganska aktivnost, ki je bila opisana v poglavju 2.1
Elektrofiziolosˇke osnove mozˇganske aktivnosti. Za razliko od zajema signalov iz ostalih
fizikalnih procesov, kjer je potrebno neelektricˇne fizikalne velicˇine (temperatura, tlak,
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Slika 2.4: Merilna veriga za zajem EEG signalov.
itd.) najprej pretvoriti v elektricˇni signal, je pri zajemu biopotencialov te potrebno
zgolj ojacˇati na delovno obmocˇje analogno digitalnega pretvornika (ang. Analog Digi-
tal Converter - ADC ).
2.2.1 Medsebojni vpliv med gradniki merilne verige
Za zagotovitev kvalitetne meritve je pomembno, da ima posamezen gradnik merilne
verige cˇim nizˇji vpliv na predhodni proces v merilni verigi. To se zagotovi tako, da
ima gradnik zelo visoko vhodno impedanco. Ta omeji prevod elektricˇnega toka iz
predhodnega gradnika. V primeru EEG elektrod je pomembno, da izmerimo elektricˇni
potencial s cˇim nizˇjim medsebojnim vplivom gradnikov v merilni verigi. Zato mora
imeti drugi gradnik v merilni verigi, instrumentacijski ojacˇevalnik, zelo visoko vhodno
impedanco (Zvh), medtem ko mora biti izhodna impedanca elektrod (Ziz) cˇim nizˇja.
Za poenostavitev razlage bo predpostavljeno, da so signali v sistemu neoscilatorni, da
lahko impedance zamenjamo z upornostmi R. Slika 2.5 prikazuje povezavo med dvema
splosˇnima gradnikoma merilne verige.
Slika 2.5: Poenostavljena shema dveh splosˇnih gradnikov merilne verige.
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Gradnik 2 na sliki 2.5 bo imel najnizˇji vpliv na gradnik 1, ko bo tok i1 najnizˇji. Enacˇba
(2.1) je bila izpeljana z uporabo drugega Kirchhoffovega zakona na tokokrogu med gra-
dnikoma 1 in 2. Gradnik 2 zazna napetost oziroma signal v obliki napetosti iz gradnika
1 (V1) kot padec napetosti preko vhodnega upora (Rvh2). Za analizo medsebojnih vpli-
vov gradnikov se lahko z uporabo drugega Kirchhoffovega zakona na tokokrogu med





Iz enacˇbe (2.1) je razvidno, da bo napetost v gradniku 2 (V2) priblizˇno enaka napetosti
v gradniku 1 (V1) samo v primeru, ko bo cˇlen
Rvh2
Riz1+Rvh2
≈ 1. To se lahko zagotovi s
tem, da je Rvh2 >> Riz1, torej da je vhodna impedanca gradnika 2 bistveno vecˇja od
izhodne impedance gradnika 1 [3].
2.2.2 Zajem biopotencialov
Elektrode so lahko po povrsˇini glave razporejene na razlicˇne nacˇine, najpogosteje je
v uporabi International 10-20 sistem [4]. V vecˇini primerov so elektrode namesˇcˇene
s pomocˇjo elasticˇne kape. Primer kape s 128 elektrodami, postavljenimi na podlagi
International 10-20 sistema, je prikazan na sliki 2.6.
Slika 2.6: Elasticˇna kapa z EEG elektrodami.
Najpogosteje se uporablja srebrne elektrode, prevlecˇene s srebrovim kloridom (Ag/AgCl).
Za dober stik med skalpom in elektrodami se uporablja prevodni (elektrolitski) gel z vi-
soko vsebnostjo kloridnih ionov (Cl−). Elektrode iz razlicˇnih materialov imajo razlicˇne
frekvencˇne odzive, ki so odvisni od upornosti in kapacitivnosti stika [4]. Srebrne elek-
trode so primerne na zelo sˇirokem podrocˇju meritev [4].
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Srebrna elektroda in njena ekvivalentna elektricˇna shema sta prikazani na sliki 2.7 [3,5].
Iz ekvivalentne elektricˇne sheme je razvidno, da sta med skalpom in elektrodo prisotna
upornost (Rk) in kapacitivnost (Ck). Slednja lahko povzrocˇa probleme pri meritvah,
saj lahko blokira mozˇganske potenciale (Vn), ki se odrazˇajo z nizˇjimi frekvencami [3].
Prav tako je pomembno, da je tudi upornost stika med elektrodo in skalpom cˇimnizˇja.
Potrebno je uposˇtevati, da ima zˇe sama elektroda upornost (Re). Nizko upornost (Rk)
se dosezˇe tako, da se iz lasiˇscˇa v okolici elektrode odstrani masˇcˇobo in odmrle celice
povrhnjice kozˇe ter se doda prevodni elektrolitski gel.
Slika 2.7: Srebrna elektroda in ekvivalentna elektricˇna shema.
2.2.3 Ojacˇanje signalov
Za kvalitetno digitalizacijo EEG signalov je potrebno te ustrezno ojacˇati iz napetosti
nekaj mikro voltov (µV) na delovno obmocˇje ADC, ki v praksi znasˇa nekaj voltov (V).
Za zajem EEG signalov se uporablja unipolarne elektrode, kar pomeni, da so poten-
ciali iz vseh elektrod izmerjeni relativno na eno skupno, tako imenovano referencˇno
elektrodo.
Za ojacˇitev signalov se uporablja instrumentacijski ojacˇevalnik, ki je prikazan na sliki
2.8.
Slika 2.8: Shema instrumentacijskega ojacˇevalnika.
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Instrumentacijski ojacˇevalnik je vrsta diferencˇnega ojacˇevalnika, ki ima zaradi dodatne
vhodne stopnje pomembne prednosti pred navadnim diferencˇnim ojacˇevalnikom. Ena
od teh je enostavno nastavljanje faktorja ojacˇitve, saj je ta odvisen samo od upornosti
upornikov R in upornika RK iz sheme na sliki 2.8. Faktor ojacˇitve F se lahko izracˇuna
s pomocˇjo enacˇbe (2.2) [6]:




Druga pomembna prednost je ta, da ima instrumentacijski ojacˇevalnik izjemno visoko
vhodno impedanco, saj so vhodi povezani direktno z neinvertirajocˇim vhodom opera-
cijskega ojacˇevalnika [6]. Najpomembnejˇsa lastnost instrumentacijskega ojacˇevalnika
pa je zelo mocˇno slabljenje sofazne napetosti na obeh vhodih (ang. Common Mode
Rejection Ratio - CMRR) [6]. Sofazne napetosti, ki se odrazˇajo na signalih obeh vho-
dov, so pogosto posledica sˇuma oziroma ostalih elektromagnetnih interferenc. Te so
nezazˇelene, saj je glavna funkcija diferencˇnih ojacˇevalnikov, da ojacˇajo samo razliko
med vhodnima signaloma in v najviˇsji meri blokirajo sofazne napetosti.
2.2.4 Vzorcˇenje in digitalizacija
Ojacˇan izhodni signal (Viz) (slika 2.8) preide v fazo vzorcˇenja in digitalizacije. Pri
elektroencefalografiji se signale najpogosteje vzorcˇi s frekvencami vzorcˇenja v obmocˇju
od nekaj 100 Hz do nekaj 1000 Hz.
Pred vzorcˇenjem je signal potrebno ustrezno filtrirati z nizkoprepustnim filtrom, ki
preprecˇuje popacˇitve (ang. aliasing). Filter za preprecˇevanje popacˇitev (ang. anti-
aliasing filter) mora iz signala v cˇim viˇsji meri odstraniti frekvencˇno vsebino signala




Po vzorcˇenju ojacˇanih potencialov iz vseh elektrod se te zbere v multiplekser (MUX)
in nato vsakega posebej digitalizira z ADC. Locˇljivost ADC (Q) je odvisna od sˇtevila
bitov (sˇt.bitovADC) in delovnega obmocˇja ali referencˇne napetosti ADC (Vref). To se





Za kvalitetno digitalizacijo je pomembno, da analogni signal pred analogno-digitalno
pretvorbo pokriva cˇim vecˇji delezˇ delovnega obmocˇja pretvorbe, vendar ne presega
referencˇne napetosti, saj bi v tem primeru priˇslo do nasicˇenja signala in posledicˇno do
izgube informacij v signalu.
Po digitalizaciji se EEG podatke najpogosteje shranjuje v matrike dimenzij K×T , kjer
je K sˇtevilo kanalov in T sˇtevilo vzorcev, kot je prikazano na sliki 2.9. Zaradi velike
kolicˇine podatkov se te najpogosteje zapisuje v bitnem formatu s plavajocˇo vejico z
enojno natancˇnostjo (ang. single precision floating point) [8].
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Slika 2.9: Oblika matrike v kateri se shranjujejo EEG podatki.
2.3 Princip zajema fMR slik mozˇganov
Slikanje z magnetno resonanco (MR) je neinvazivna metoda za slikanje tkiv. Deluje
na principu jedrske magnetne resonance atomskih jeder. V glavnem se uporablja za
raziskovalne in klinicˇne namene v medicini, lahko pa se uporablja tudi za spektroskop-
ske analize razlicˇnih materialov. Primer magnetnoresonancˇnega (MR) tomografa je
prikazan na sliki 2.10.
2.3.1 Osnove slikanja mozˇganov z MR tomografom
Slikanje cˇlovesˇkih mozˇganov z magnetno resonanco se izvaja, ko cˇlovek lezˇi na hrbtu v
glavni cevi MR tomografa, v katerem je vedno prisotno konstantno, primarno magnetno
polje. Najpogosteje so v uporabi MR tomografi z jakostjo magnetnega polja 1,5 ali
3 T. Primarno magnetno polje ustvarjajo mocˇni tokovi v superprevodni tuljavi. Za
vzdrzˇevanje superprevodnosti tuljave je potrebno temperaturo tuljave vzdrzˇevati blizu
absolutne nicˇle [9]. V ta namen se uporablja hladilni sistem s tekocˇim helijem [9].
Za opis principa magnetne resonance vodikovih jeder (protonov) je potrebno uporabiti
nacˇela iz kvantne mehanike. Za poenostavljeno razlago bo v nalogi uporabljena ana-
logija iz klasicˇne mehanike, ki velja izkljucˇno za enostavnejˇse razumevanje delovanja
MR tomografa in je lahko iz vidika kvantne mehanika napacˇna.
Kvantna vrtilna kolicˇina (spin) jeder vodikovih atomov ustvarja blag magnetni dipol
na posameznem jedru [9]. MR tomograf ima vzdolzˇ cevi (smer z) prisotno mocˇno kon-
stantno magnetno polje (B0). Velika vecˇina jeder vodikovih atomov se zaradi svojih
magnetnih dipolov usmeri v smer magnetnega polja B0. Vecˇji skupki jeder vodikovih
atomov tako ustvarijo skupno magnetizacijo v smeri magnetnega polja B0. Ko so po-
ravnana vodikova jedra vzbujena z drugim magnetnim poljem, zacˇnejo precesirati okoli
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Slika 2.10: MR tomograf Philips Achieva 3.0T TX.
osi konstantnega magnetnega polja (vzdolzˇ cevi MR tomografa) [9]. Frekvenca prece-
sije vektorja magnetizacije se imenuje Larmorjeva frekvenca (fL) in se lahko izracˇuna
z enacˇbo (2.4) [9]:
fL = γB0, (2.4)





Larmorjeva frekvenca dolocˇa frekvenco precesije vodikovih jeder. Te se prav tako lahko
vzbudi zgolj z elektromagnetnim valovanjem oziroma radijskim signalom z Larmorjevo
frekvenco. Ko je vzbujanje prekinjeno, precesija vodikovih jeder izniha (relaksacija) [9]
oziroma se vektor magnetizacije ponovno postavi v smer osi z. Zaradi precesije vektorja
magnetizacije se v merilnih tuljavah MR tomografa inducira elektricˇni tok [9]. Zajem
slik tkiv tako temelji na jakosti tega toka pri relaksaciji vodikovih jeder.
Za prostorsko lokalizacijo izvorov induciranih tokov v merilnih tuljavah se uporablja
kodiranje s pomocˇjo treh dodatnih tuljav, ki ustvarjajo linearno se spreminjajocˇa (gra-
dientna) magnetna polja vzdolzˇ treh osi, x, y in z. Zajem slike poteka tako, da se
najprej vklopi gradientno magnetno polje vzdolzˇ osi z (Gz), ki poskrbi, da vzbujevalni
radijski pulz vzbudi samo vodikova jedra na zˇeleni precˇni rezini, kot je prikazano na
sliki 2.11.
Takoj po vzbuditvi vodikovih jeder na posamicˇni rezini se za dolocˇen cˇas vklopi gradi-
entno magnetno polje v smeri osi y (Gy). To poskrbi, da je za ta dolocˇen cˇas frekvenca
precesije vektorja magnetizacije vodikovih jeder vzdolzˇ osi razlicˇna, kar ustvari razlicˇno
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Slika 2.11: Vzbujevanje rezin s pomocˇjo gradientnega magnetnega polja Gz.
fazo precesije vektorjev magnetizacije vzdolzˇ osi y. Postopek se imenuje fazno kodira-
nje.
Za kodiranje informacije vzdolzˇ osi x poskrbi vklop gradientnega magnetnega polja Gx
med cˇasom zajema induciranega elektricˇnega toka v merilnih tuljavah. To gradientno
magnetno polje spremeni frekvenco precesije vzdolzˇ osi x. Ta postopek se imenuje
frekvencˇno kodiranje. S pomocˇjo gradientnih magnetnih polj Gy in Gx se lahko glede
na fazo in frekvenco izmerjenih induciranih tokov v merilnih tuljavah dolocˇi lokacijo
izvorov skupkov vodikovih jeder dolocˇenega vektorja magnetizacije. Slika 2.12 prikazuje
poenostavljeno shemo faznega in frekvencˇnega kodiranja na eni rezini glave.
Slika 2.12: Fazno in frekvencˇno kodiranje posamicˇne rezine slike glave.
Volumske, 3-dimenzionalne slike, zajete z MR tomografom, se kasneje rekonstruira iz
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zajetih induciranih tokov v merilnih tuljavah. Prostorsko kodiranje z gradientnimi ma-
gnetnimi polji dolocˇa pozicijo na volumski sliki, jakost tokov pa intenziteto volumskih
elementov slike (ang. voxels). Cˇas zajema enega volumna (celotnih mozˇganov) fMR
slike se oznacˇuje z oznako TR (ang. repetition time), ta lahko v praksi znasˇa manj kot
eno sekundo ali nekaj sekund, odvisno od vrste in nastavitev MR tomografa.
2.3.2 Osnove funkcijske magnetne resonance - fMR
Funkcijska magnetna resonanca (fMR) je metoda za snemanje mozˇganske aktivnosti
z MR tomografom. Metoda temelji na spremembah krvnega pretoka v aktiviranih
mozˇganskih podrocˇjih. Povecˇan krvni pretok oziroma hemodinamicˇni odziv v akti-
viranem podrocˇju mozˇganov vpliva na razmerje med paramagnetnim deoksihemoglo-
binom in diamagnetnim oksihemoglobinom [9], kar se odrazˇa kot razlicˇna intenziteta
volumskih elementov na sliki. Cˇasovne spremembe intenzitete posamicˇnih volumskih
elementov na aktiviranih mozˇganskih podrocˇjih predstavljajo tako imenovan BOLD
kontrast (ang. Blood Oxygen Level Dependent - BOLD) [9].
2.4 Socˇasno snemanje z EEG in fMR
Glavni razlog za multimodalno preucˇevanje mozˇganskih funkcij z EEG in fMR je med-
sebojno dopolnjevanje, saj ima fMR v primerjavi z EEG neprimerljivo nizˇjo cˇasovno
locˇljivost, vendar bistveno boljˇso prostorsko locˇljivost. Le-to pa dolocˇa velikost volum-
skih elementov, ki so lahko tudi manjˇsi od 1 mm3 [9]. Ker je hemodinamicˇni odziv v
aktiviranih mozˇganskih predelih zelo pocˇasen, je pogosto precej tezˇko ugotoviti zacˇetek
aktivacije dolocˇenega predela mozˇganov [10]. Prav tako je tezˇko dolocˇiti vrstni red, v
katerem se aktivirajo razlicˇni predeli mozˇganov [10]. S pomocˇjo EEG meritev se lahko
razlicˇne aktivacije natancˇneje cˇasovno opredeli.
Socˇasno EEG-fMR snemanje tako omogocˇa natancˇnejˇsi vpogled v funkcije mozˇganov
z zdruzˇitvijo prednosti obeh sistemov. Nekateri odzivi oziroma dogodki v mozˇganih
so lazˇje zaznavni z eno metodo, nekateri pa z drugo. Obe metodi sta neinvazivni,
kar omogocˇa sˇiroko uporabo za preucˇevanje mozˇganov tudi pri zdravi populaciji. V
uporabi je ogromno razlicˇnih metod za analizo podatkov, zajetih z EEG in fMR.
Socˇasna uporaba obeh metod se je najprej uveljavila za natancˇnejˇse dolocˇevanje loka-
cije epilepticˇnega fokusa za nacˇrtovanje nevrokirursˇkih posegov pri pacientih s hujˇsimi
oblikami epilepsij [11]. Metoda je pripomogla k pojasnitvi mnogih pojavov, katerih
izvori so bili predhodno neznani. Na primer negativna korelacija med fMR aktivacijo
v vidni skorji in pojavom valovanja α (8-12 Hz oscilacije) v okcipitalnih EEG kanalih
je potrdila hipotezo, da je valovanje α posledica nedejavnosti vidne skorje [12]. Z ra-
zvojem naprednih metod analize signalov so EEG-fMR eksperimenti postali pogosta
praksa tudi v kognitivni nevroznanosti in nevroznanosti psihopatologije.
Najvecˇja slabost socˇasnega snemanja EEG in fMR je mocˇna interakcija med siste-
moma, saj EEG meri spremembe elektricˇnega polja v glavi, medtem ko udelezˇenec lezˇi
v variabilnem, mocˇnem magnetnem polju. Iz Faradayevega zakona je znano, da je in-
ducirana napetost v prevodni zanki premo sorazmerna spremembi magnetnega pretoka
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skozi njo. Ker so glava in EEG elektrode prevodniki, se v njih inducirajo napetosti kot
posledica sprememb magnetnega polja med snemanjem fMR slik in zaradi premikov
glave. Ker je amplituda induciranih napetosti lahko za vecˇ velikostnih razredov viˇsja
od napetosti iz mozˇganske aktivnosti, je potrebno iz EEG signala tovrstne artefakte
odstraniti z naprednejˇsimi metodami procesiranja signalov.
Vse komponente EEG sistema za socˇasno snemanje s fMR, ki so med snemanjem
postavljene v sobi z MR tomografom, morajo biti prilagojene za delovanje v mocˇnem
magnetnem polju.
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3 Artefakti v EEG signalih
Artefakti v EEG signalih se delijo na fiziolosˇke in nefiziolosˇke artefakte. Fiziolosˇki
izvirajo iz ostalih organov in vplivajo na elektricˇno polje, ki ga zajema EEG, nefiziolosˇki
pa izvirajo iz okolice. Slika 3.1 prikazuje najpomembnejˇse artefakte v EEG signalih.
Slika 3.1: Vrste artefaktov v EEG signalih.
3.1 Fiziolosˇki EEG artefakti
Na elektricˇne signale, ki jih lahko izmerimo na povrsˇini glave, imajo poleg mozˇganov
mocˇan vpliv tudi ostali deli telesa. Med temi so najvplivnejˇsi mezˇiki in premiki ocˇi,
saj ima vsako oko svoje elektricˇno polje, ki pri spremembi orientacije vpliva na celotno
elektricˇno polje v glavi. Elektricˇni signal, povezan z ocˇesno aktivnostjo, se imenuje
elektrookulogram (EOG). Drugi pomemben signal, elektromiogram (EMG), izvira iz
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aktivacije vratnih in obraznih miˇsic ter se odrazˇa z visokofrekvencˇnimi oscilacijami.
Zadnji pomembnejˇsi fiziolosˇki artefakt, elektrokardiogram (EKG), izvira iz aktivnosti
srcˇne miˇsice. Vsi tovrstni pojavi lahko na elektricˇno polje v glavi vplivajo mocˇneje
kot sama mozˇganska aktivnost, zato je pri meritvah le-te zelo pomembno, da se vpliv
EOG, EMG in EKG v cˇim vecˇji meri znizˇa.
3.2 Nefiziolosˇki EEG artefakti
Pri socˇasnih EEG-fMR snemanjih je MR tomograf najvecˇji povzrocˇitelj artefaktov v
EEG signalu. Ti predstavljajo glavno temo naloge in bodo podrobneje opisani v po-
glavju 3.3 MR artefakti. V tem poglavju je opisan artefakt, ki izvira iz elektricˇne
napeljave ali naprav, ki delujejo na izmenicˇni elektricˇni tok. Napetost elektricˇne na-
peljave v Sloveniji znasˇa 220 V s frekvenco 50 Hz. Artefakti, ki jih ta povzrocˇa, se v
EEG signalu inducirajo na dva nacˇina, in sicer z elektromagnetnim ali elektrostaticˇnim
efektom [3].
Elektromagnetni efekt je posledica spreminjajocˇega se toka v elektricˇni napeljavi. Ta
v svoji okolici ustvari magnetno polje, ki inducira napetost v blizˇnjih prevodnikih, kot
sta na primer cˇlovesˇka glava in EEG sistem. Artefakti zaradi elektromagnetnega vpliva
elektricˇne napeljave so ponavadi zelo sˇibki, saj se v EEG signalih odrazˇajo z amplitudo
pod 1 µV [3].
Elektrostaticˇni efekt ima na EEG signal mocˇnejˇsi vpliv kot elektromagnetni efekt. Za-
radi ozemljitve EEG opreme se elektrostaticˇni efekt na EEG signal prenasˇa preko zanke
s parazitno kapacitivnostjo Cp med EEG opremo in elektricˇno napeljavo. Parazitna
kapacitivnost znasˇa v praksi nekaj 10 fF (10−15 F) [3]. Artefakt, ki ga povzrocˇa elek-
trostaticˇni efekt elektricˇne napeljave, se v EEG signalih odrazˇa z amplitudo do nekaj
µV [3]. Slika 3.2 prikazuje model elektromagnetnega in elektrostaticˇnega efekta na
EEG sistem [3].
Tovrsten artefakt je pogosto prisoten pri EEG eksperimentih, ki ne vkljucˇujejo sne-
manja z magnetno resonanco, saj se MR tomograf nahaja v Faradayevi kletki, kjer je
vpliv elektricˇne napeljave in ostalih elektricˇnih naprav na izmenicˇni tok zanemarljivo
majhen.
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Slika 3.2: Model elektromagnetnega in elektrostaticˇnega efekta [3].
3.3 MR artefakti
MR artefakti se inducirajo v EEG signalih zaradi sprememb magnetnega pretoka v
cˇlovesˇki glavi in v EEG sistemu med snemanjem z magnetno resonanco. Delijo se na
gradientni artefakt (GA), balistokardiogram (ang. ballistocardiogram - BCG) in arte-
fakt zaradi vibracij ter hotenih premikov glave. Najmocˇnejˇsi izvor vibracij je helijeva
cˇrpalka kriostata superprevodnika MR tomografa [13]. Gradientni artefakt povzrocˇajo
spremembe magnetnega polja med vklapljanjem in izklapljanjem gradientnih tuljav
v MR tomografu [14]. BCG artefakt je posledica pretoka krvi in premikov glave ter
elektrod zaradi delovanja srcˇne miˇsice [13]. Gradientni artefakt se pojavlja samo med
snemanjem fMR slik, medtem ko so ostali artefakti prisotni vedno, ko je udelezˇenec v
MR tomografu. Artefakti zaradi premikov so zelo variabilni po cˇasu, zaradi cˇesar je
njihovo odstranjevanje tezˇje od odstranjevanja gradientnega artefakta. Implementa-
cija sistema za zajemanje referencˇnih signalov, ki so posledica premikov glave, bistveno
olajˇsa odstranjevanje tovrstnih artefaktov. Pri opisanih metodah za odstranjevanje MR
artefaktov bo tekom cele naloge veljala predpostavka, da je EEG signal pred odstra-
nitvijo artefaktov linearna kombinacija signalov mozˇganskih potencialov, gradientnega
artefakta, BCG artefakta in artefaktov zaradi vibracij helijeve cˇrpalke.
EEG sistem, MR tomograf in vsi kljucˇni parametri zajema signalov, ki so prikazani v
tem poglavju, bodo podrobneje opisani v poglavju 4 Zasnova eksperimenta.
Artefakti, ki jih v EEG signalih inducira magnetno polje, temeljijo na Faradayevem
indukcijskem zakonu, ki pravi, da je inducirana napetost v zaprti zanki premo soraz-




B⃗ · dA⃗, (3.1)
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Iz enacˇb (3.1) in (3.2) je razvidno, da na inducirano napetost ε, ki se odrazˇa kot artefakt
v EEG signalih vplivata bodisi sprememba magnetnega polja B⃗, bodisi sprememba
vektorja povrsˇine zanke A⃗. Slednja se v cˇlovesˇki glavi odrazˇa z raznimi premiki glave.
3.3.1 Teoreticˇni model MR artefaktov
Teoreticˇni model MR artefaktov je bil izdelan za namene ocenjevanja maksimalne am-
plitude artefaktov, ki se inducirajo v cˇlovesˇki glavi in EEG sistemu. Izhodiˇscˇe za
teoreticˇni model je enacˇba (3.1), ker pa lahko za primer MR tomografa privzamemo,
da je magnetno polje konstantno preko povrsˇine A⃗, se enacˇba poenostavi na:
ΦB = B⃗ · A⃗, (3.3)
kjer je:
A⃗ = ALn⃗. (3.4)
V enacˇbi (3.4) je n⃗ normalni vektor povrsˇine AL, kot je prikazano na sliki 3.3, kjer je
upodobljena zanka s povrsˇino AL v magnetnem polju B⃗.
Slika 3.3: Izhodiˇscˇe za izpeljavo teoreticˇnega modela MR artefaktov.
Na sliki 3.3 os z predstavlja vzdolzˇno os cevi MR tomografa oziroma smer, v katero
so usmerjene silnice konstantnega magnetnega polja B0. Kot zˇe omenjeno, je glavni
razlog izpeljave teoreticˇnega modela pridobitev enacˇbe za oceno najviˇsje magnitude
inducirane napetosti v EEG signalu zaradi premikov v magnetnem polju in zaradi
sprememb magnetnega polja med snemanjem fMR slik. Literatura navaja, da se pri
izpeljavi modela lahko predpostavi, da prevodne zanke v cˇlovesˇki glavi med zajemom
EEG signalov tvorijo pari sosednjih EEG elektrod [14]. Za dodatno poenostavitev smo
privzeli, da je zanka v modelu ortogonalna na os x, kot je prikazano na sliki 3.4.
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Slika 3.4: Pogled na ravnino yz teoreticˇnega modela.



















kjer je ∆Bmax najviˇsja sprememba magnetnega polja pri snemanju fMR slik. Z vsta-
vitvijo obeh vektorjev v enacˇbo (3.3) pridobimo model magnetnega pretoka:
ΦB =
[
0 0 B0 +∆Bmaxt
] ⎡⎣ 0AL sin(α)
AL cos(α)
⎤⎦
= B0AL cos(α) + ∆BmaxtAL cos(α).
(3.7)
Za izpeljavo modela vibracij v magnetnem polju moramo kot α nadomestiti s produk-
tom kotne hitrosti okoli osi x (ωx) in cˇasom (t), saj vibracije modeliramo kot oscilacijo
kota α, zato se ne sme predpostaviti, da je ta konstanten. Model inducirane napetosti






B0AL cos(ωxt) + ∆BmaxtAL cos(ωxt)
)
= B0ALωx sin(ωxt)−∆BmaxAL cos(ωxt) + ∆BmaxtALωx sin(ωxt).
(3.8)
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Enacˇba (3.8) bo izhodiˇscˇe za izracˇun maksimalne inducirane napetosti v dveh razlicˇnih
pogojih, in sicer za oceno najviˇsje inducirane napetosti med snemanjem fMR slik, ko se
vklapljajo in izklapljajo gradientne tuljave, in za izpeljavo modela inducirane napetosti
zaradi premikov glave.
3.3.2 Gradientni artefakt (GA)
Gradientni artefakt se pojavlja v EEG signalih kot posledica hitrih sprememb magne-
tnega pretoka med vklapljanjem in izklapljanjem gradientnih tuljav med snemanjem
fMR slik. Te ustvarijo magnetna polja v treh razlicˇnih oseh, Gx, Gy in Gz.
Amplituda potencialov, ki izvirajo iz mozˇganske aktivnosti, lezˇi v obmocˇju od -50 µV
do +50 µV [16]. Gradientni artefakt pa se odrazˇa kot signal z mnogo viˇsjo amplitudo
od mozˇganske aktivnosti. Magnitudo gradientnega artefakta se lahko oceni z uporabo
enacˇbe (3.8), tako da se privzame, da je glava popolnoma pri miru in je normalni vektor
zanke vzporeden z osjo z (α = ωxt = 0), saj bo inducirana napetost zaradi spremembe
magnetnega polja ∆Bmax v tem primeru najviˇsja. Najviˇsjo inducirano napetost zaradi
spremembe magnetnega polja lahko tako ocenimo z enacˇbo (3.9):
εmax = | −∆BmaxAL cos(0)|
= | −∆BmaxAL|,
(3.9)
kjer je ALmax najvecˇja povrsˇina zanke, ki jo tvori par dveh najbolj oddaljenih EEG
elektrod. Zanjo literatura navaja vrednost 0,01 m2 [14]. V primeru MR tomografa
Philips Achieva 3.0T TX najviˇsja hitrost spremembe gradientnega magnetnega polja
znasˇa 200 mT
m ms
[17] in razdalja od gradientnih tuljav do izocentra cevi 0,2 m [17].
Slednja informacija je potrebna za dolocˇitev najviˇsje spremembe magnetnega polja v










Z znanimi vrednostmi najviˇsje spremembe magnetnega polja in najviˇsje povrsˇine zanke
lahko izracˇunamo, da najviˇsja inducirana napetost zaradi sprememb magnetnega polja
med snemanjem fMR slik znasˇa:






Z enacˇbo (3.11) smo prikazali, da lahko najviˇsja amplituda gradientnega artefakta
znasˇa 400 mV, ker pa se vecˇina inducirane napetosti nahaja v visokofrekvencˇnem
obmocˇju, ki ga nizkoprepustni filter za preprecˇevanje popacˇitev v veliki meri oslabi,
se gradientni artefakt v EEG signalu odrazˇa na obmocˇju ±3000 µV [18]. Levi del slike
3.5 prikazuje eno sekundo EEG signala iz ene elektrode, medtem ko udelezˇenec lezˇi v
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Slika 3.5: Prikaz gradientnega artefakta (GA).
MR tomografu brez snemanja fMR slik, desni del pa eno sekundo EEG signala med
snemanjem fMR slik.
Iz grafov na sliki 3.5 je lepo razvidno, da ima gradientni artefakt bistveno viˇsjo am-
plitudo kot sam EEG signal, zato je za uspesˇno interpretacijo in analizo le-tega po-
trebna temeljita odstranitev artefakta. Gradientni artefakt zavzema sˇiroko obmocˇje
v frekvencˇnem prostoru, ki skoraj v celoti sovpada z nevronskim signalom, zato ga je
nemogocˇe odstraniti s frekvencˇnim filtriranjem. Od vseh ostalih artefaktov, ki se v
EEG signalih pojavljajo pri socˇasnem snemanju fMR slik, je gradientni artefakt, kljub
visoki amplitudi, najenostavnejˇsi za odstranitev, saj je periodicˇen in po cˇasu zelo malo
variabilen. To je razvidno iz desnega grafa na sliki 3.5. Algoritem za odstranjevanje
gradientnega artefakta iz EEG signala bo podrobneje opisan v poglavju 6 Algoritem
za odstranjevanje gradientnega artefakta. Analiza ucˇinkovitosti odstranitve GA s pri-
merjavo med signali, ki so bili zajeti brez snemanja fMR slik in tistimi, ki so bili zajeti
med snemanjem fMR slik, bo opisana v poglavju 6.4 Rezultati odstranitve gradientnega
artefakta z AAS algoritmom.
3.3.3 Balistokardiogram (BCG)
BCG artefakt se pojavlja pri zajemu EEG v MR tomografu. Za razliko od gradientnega
artefakta, ki inducira napetosti v glavi zaradi sprememb magnetnega polja med snema-
njem fMR slik, je nastanek BCG artefakta posledica premikov glave, torej sprememb
magnetnega pretoka zaradi sprememb smeri normalnega vektorja zank, ki jih tvorijo
pari EEG elektrod n⃗. BCG artefakt se lahko modelira z enacˇbo (3.8), vendar bi za mo-
del morali poznati cˇasovni potek kotne hitrosti ωx, ki jo dolocˇajo premiki in ekspanzija
glave. BCG artefakt se v EEG signalih odrazˇa z mnogo viˇsjo amplitudo kot nevronski
signal. Amplituda je v veliki meri odvisna od jakosti konstantnega magnetnega polja
MR tomografa B0 in lokacije posamezne EEG elektrode. Slika 3.6 prikazuje BCG arte-
fakt na enem samem EEG kanalu v cˇasovnem prostoru, zajetim v MR tomografu brez
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snemanja fMR slik, v primerjavi z EKG signalom.
Slika 3.6: Prikaz BCG artefakta in EKG signala.
Za BCG artefakt je znacˇilno, da je cˇasovno usklajen s QRS kompleksom v EKG si-
gnalu in dosezˇe najviˇsjo amplitudo 100 do 200 ms od pojava najviˇsje amplitude QRS
kompleksa [18]. BCG artefakt v frekvencˇnem prostoru sovpada z nevronskim signalom
in ga zato ni mogocˇe odstraniti s frekvencˇnim filtriranjem [1]. Za odstranjevanje BCG
artefakta, so se v praksi uporabljale podobne metode kot za odstranjevanje GA, ki
privzemajo da je artefakt natancˇno cˇasovno usklajen z EKG signalom in da je njegova
oblika po cˇasu konstantna. Ker obe predpostavki nista ravno najbolj ustrezni, je taksˇen
algoritem, ki temelji na povprecˇenju, za odstranjevanje BCG artefakta neucˇinkovit. V
ta namen je bolje uporabiti sistem za zajem referencˇnih signalov, ki zajemajo samo in-
ducirane napetosti povzrocˇene zaradi premikov. Sistem za zajem referencˇnih signalov
bo natancˇneje opisan v poglavju 7 Sistem in algoritem za odstranjevanje artefaktov
zaradi premikov. V primerih, ko ni mozˇno uporabljati sistema za zajem referencˇnih
signalov, se za odstranjevanje BCG artefakta uporablja tudi razne statisticˇne metode,
kot sta metoda glavnih komponent (ang. Principal Component Analysis - PCA) in
metoda neodvisnih komponent (ang. Independent Component Analysis - ICA) [19].
3.3.4 Artefakti zaradi vibracij
Vibracije v MR tomografu izvirajo iz udarcev bata helijeve cˇrpalke kriostata superpre-
vodnika [13]. EEG artefakt, ki ga povzrocˇajo vibracije helijeve cˇrpalke, je, tako kot
BCG artefakt, posledica sprememb magnetnega pretoka zaradi premikov. Frekvencˇno
obmocˇje, na katerega se nalaga artefakt zaradi vibracij, zavisi od modela MR tomo-
grafa. Slika 3.7 prikazuje vibracijski artefakt v cˇasovnem in frekvencˇnem prostoru iz
signala zajetega v MR tomografu Philips Achieva 3.0T TX brez snemanja fMR slik.
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Slika 3.7: Prikaz artefaktov zaradi vibracij helijeve cˇrpalke kriostata.
Na levem grafu na sliki 3.7 je prikazan EEG signal z artefaktom zaradi vibracij (mo-
dre barve) v primerjavi s filtriranim (fc = 30 Hz pri -6 dB, FIR) signalom (oranzˇne
barve). Na desnem grafu pa je prikazan nefiltriran signal v frekvencˇnem prostoru, kjer
je artefakt zaradi vibracij zelo ocˇiten. V eksperimentih, ki se osredotocˇajo na nizˇje
frekvence EEG signalov (< 30 Hz), se lahko artefakt enostavno odstrani z nizkopre-
pustnim filtriranjem. V primerih, ko so raziskovalcem v interesu tudi frekvence, ki
v frekvencˇnem prostoru sovpadajo z vibracijskim artefaktom, pa je le-tega potrebno
odstraniti z uporabo referencˇnih metod, kot pri odstranjevanju BCG artefakta. Poleg
vibracijskega artefakta se zaradi enake posledice inducirajo tudi artefakti med hotenimi
premiki glave. Tovrstne artefakte se lahko v manjˇsi meri ocˇisti z uporabo referencˇnih
metod, vendar zaradi visokih hitrosti premikov glave njihova amplituda pogosto pre-
sega prag analogno digitalne pretvorbe. To privede do nasicˇenja pri digitalizaciji, s
cˇimer se izgubijo informacije v EEG signalu. Zaradi tega je pomembno, da je glava
med snemanjem kolikor se da pri miru, saj veliki premiki vplivajo tudi na kvaliteto
fMR slik.
Inducirano napetost zaradi vibracij helijeve cˇrpalke se lahko modelira z uporabo enacˇbe
(3.8), tako da se predpostavi, da je produkt ωxt enak vsoti N signalov kotov α(t), ki





Za hitrost spremembe kota (ωx(t)) je potrebo vstaviti signal, ki je enak odvodu signala










Z vstavitvijo signala iz enacˇb (3.12) in (3.13) v enacˇbo (3.8), lahko izpeljemo model, ki
modelira vpliv vibracij helijeve cˇrpalke na EEG signal. Enak postopek bi lahko ubrali
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za modeliranje BCG artefakta, cˇe bi poznali funkcijo α(t) pri premikih in ekspanziji
glave zaradi srcˇnega utripa. Po potrebi bi ta signal lahko izmerili z uporabo slikov-
nih sistemov za merjenje pomikov ali z inercialnimi merilnimi enotami (ang. Inertial
Measurement Unit - IMU ).
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4 Zasnova eksperimenta
V poglavju bodo opisani postavitev opreme, kljucˇni parametri zajema EEG in fMR
slik in razlicˇni pogoji pri zajemu socˇasnih podatkov z EEG in fMR. Glavni namen
zbiranja podatkov za nalogo je analiza ucˇinkovitosti opisanih metod za odstranjevanje
MR artefaktov iz EEG signalov. V ta namen je bilo potrebno zajeti EEG signale pri
razlicˇnih eksperimentalnih pogojih.
4.1 Postavitev eksperimentalne opreme
Zajem signalov je potekal na Centru za klinicˇno fiziologijo Medicinske fakultete Uni-
verze v Ljubljani. Slika 4.1 prikazuje postavitev glavnih sistemov za socˇasni zajem
EEG-fMR podatkov.
Pri postavitvi opreme je najprej pomembno poudariti, da so glavni sistemi razporejeni
v tri locˇene sobe. Soba z MR tomografom, kjer lezˇi udelezˇenec, je v posebni sobi z
bakrenimi stenami, kar ustvari Faradayevo kletko. Strojna oprema MR tomografa se
nahaja v locˇeni sobi. V nadzorni sobi se nahajajo vsi eksperimentatorji in racˇunalniki
za nadzor, krmiljenje in zajem MR in EEG podatkov.
EEG ojacˇevalniki se nahajajo neposredno za glavo udelezˇenca (na sliki 4.1 oznacˇena
s cˇrko G) v sobi z MR tomografom. Ojacˇevalnike je potrebno napajati preko baterij
na enosmerni tok, saj v sobi za MR ni prisotne izmenicˇne omrezˇne napeljave. Poleg
EEG ojacˇevalnikov se nahaja tudi bipolarni ojacˇevalnik za referencˇne signale (ang.
Carbon Wire Loops - CWL), ki sluzˇijo zaznavanju premikov glave v magnetnem polju
(natancˇneje opisano v poglavju 7.1 Sistem za zaznavanje premikov glave v magnetnem
polju). EEG in referencˇni signali se iz sobe z MR tomografom prenasˇajo preko opticˇnih
kablov, saj je v sobi prisotno mocˇno magnetno polje, kar zahteva minimalno uporabo
prevodnih materialov. To je sˇe posebej pomembno za vodnike, ki so povezani z zuna-
njostjo, saj bi se preko njih lahko v sobo prenasˇale radijske motnje, ki bi vplivale na
kvaliteto MR slik.
Celoten EEG sistem, ki smo ga uporabljali v eksperimentu, je sestavljala oprema proi-
zvajalca Brain Products GmbH. Na udelezˇenca je bila nastavljena 128-kanalna elasticˇna
EEG kapa s postavitvijo elektrod po sistemu International 10-20. Vsi ojacˇevalniki in ba-
terije za napajanje so bili primerni za uporabo v sobi z MR tomografom. Za ucˇinkovito
odstranjevanje gradientnega artefakta je bilo potrebno uporabiti sistem Brain Products
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Slika 4.1: Postavitev glavnih sistemov za socˇasni zajem EEG-fMR podatkov.
SyncBox, ki je skrbel za sinhronizacijo ur med MR tomografom in EEG sistemom. Do-
datno je bilo potrebno belezˇiti cˇasovne oznacˇevalce zajema vsakega volumna fMR slike.
Za zajem referencˇnih signalov je bil uporabljen dodaten bipolarni ojacˇevalnik proizva-
jalca Brain Products GmbH. Uporabljali smo MR tomograf Philips Achieva 3.0T TX.
Blokovni diagram glavnih komponent in kljucˇnih parametrov eksperimenta za socˇasni
zajem EEG-fMR podatkov je prikazan na sliki 4.2.
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Slika 4.2: Blokovni diagram eksperimentalnega sistema [14,20].
4.2 Parametri zajema EEG in CWL signalov
Glavni parametri zajema EEG in CWL signalov so prikazani v preglednici 4.1.
amplitudna natancˇnost ± 2 %
sˇt. bitov ADC 16
frekvenca vzorcˇenja fs 5 kHz
vhodna impedanca (DC) 10 MΩ
slabljenje sofazne napetosti (CMRR) ≥ 90 dB (pri 50/60 Hz)
delovno obmocˇje ± 16,384 mV
locˇljivost ADC (Q) 0,5 µV.
mejna frekvenca visokoprepustnega filtra (fc pri -3 dB) 0,016 Hz
mejna frekvenca nizkoprepustnega filtra (fc pri -3 dB) 250 Hz
Preglednica 4.1: Parametri zajema EEG in CWL signalov [20].
4.3 Parametri zajema fMR slik
Ker se naloga osredotocˇa primarno na digitalno obdelavo EEG signalov, bodo tukaj




Parameter TR oziroma cˇas za zajem enega volumna fMR slike je bil nastavljen na
1000 ms, vsak volumen pa je bil sestavljen iz 56 rezin. Rezine so bile vzbujevane z
MB faktorjem (ang. Multiband Factor - MB) 8, kar pomeni, da je bilo 8 rezin socˇasno
vzbujenih. Za obdelavo EEG podatkov so TR, sˇtevilo rezin na volumen in MB faktor
edini pomembni parametri, saj vplivajo na obliko gradientnega artefakta.
4.4 Opis zajetih podatkov
V eksperimentu s socˇasnim zajemom EEG-fMR smo posneli nekaj EEG posnetkov
izkljucˇno za namene analize ucˇinkovitosti razvitih algoritmov za odstranjevanje arte-
faktov in testiranje celotnega postopka preprocesiranja signalov. V ta namen je bilo
najprimerneje zajeti EEG signal v mirovnem stanju, ko udelezˇenec ne izvaja nobene
naloge in je zato mozˇganska aktivnost povezana samo s trenutnimi mislimi, ne vsebuje
pa odzivov na senzoricˇne drazˇljaje ali motoricˇne ukaze. Ta vrsta podatkov je zelo pri-
merna za analizo ucˇinkovitosti raznih algoritmov za procesiranje signalov, ker se lahko
privzame, da je frekvencˇna vsebina tovrstnih EEG signalov cˇasovno bolj stabilna kot
v primeru, kjer bi bili prisotni tudi senzoricˇni in motoricˇni procesi. Nizˇja variabilnost
je zazˇelena pri analizi ucˇinkovitosti, saj se tako lahko algoritme za procesiranje signa-
lov oceni s primerjavo amplitudnih spektrov signalov, zajetih pri razlicˇnih pogojih. V
eksperimentu smo zajeli EEG signale pri dveh razlicˇnih pogojih na enemu udelezˇencu,
in sicer 5 minut v mirovnem stanju z odprtimi ocˇmi in 5 minut v mirovnem stanju z
zaprtimi ocˇmi. EEG signale smo najprej posneli izven sobe z MR tomografom, nato
v sobi z MR tomografom brez zajema fMR slik ter nazadnje sˇe v MR tomografu s
socˇasnim snemanjem fMR slik. Pri posnetkih v mirovnem stanju z odprtimi ocˇmi je
moral udelezˇenec gledati v nepremicˇno tocˇko. Med tem cˇasom smo poskusˇali iz okolice
v najviˇsji meri odstraniti kakrsˇnekoli vidne ali slusˇne drazˇljaje.
Ucˇinkovitost odstranitve GA je najbolje oceniti s primerjavo spektrov med EEG si-
gnalom, zajetim v MR sobi brez zajema fMR slik, in signalom, zajetim s socˇasnim
snemanjem fMR slik po odstranitvi GA. V teoreticˇnem primeru identicˇne mozˇganske
aktivnosti in perfektne odstranitve gradientnega artefakta bi se morala signala po od-
stranitvi gradientnega artefakta popolnoma ujemati.
Podobno velja tudi pri analizi ucˇinkovitosti algoritma za odstranitev artefaktov zaradi
premikov, le da snemanje fMR slik pri tem ne igra pomembne vloge, ker so artefakti za-
radi premikov prisotni vedno, ko udelezˇenec lezˇi v MR tomografu. Analizo ucˇinkovitosti
algoritma za odstranjevanje artefaktov zaradi premikov je najprimerneje izvesti s pri-
merjavo signalov, ki so bili zajeti izven sobe z MR tomografom, s signali, zajetimi v
sobi z MR tomografom v cˇasu brez snemanja fMR slik.
Slika 4.3 prikazuje analizi, s katerima bodo analizirani vplivi razlicˇnih vhodnih para-
metrov algoritmov za odstranjevanje MR artefaktov. Analiza ucˇinkovitosti odstranitve
gradientnega artefakta bo podrobneje opisana v poglavju 6.4 Rezultati odstranitve gra-
dientnega artefakta z AAS algoritmom. Analiza ucˇinkovitosti odstranitve artefaktov
zaradi premikov pa bo opisana v poglavju 7.3 Rezultati odstranitve artefaktov zaradi
premikov. V obeh poglavjih bodo najprej prikazane in opisane razlike med signali pred
in po odstranitvi artefaktov ter nazadnje sˇe analizi vplivov kljucˇnih vhodnih parame-
trov za vsak algoritem posebej.
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Slika 4.3: Analizi za ocenjevanje ucˇinkovitosti algoritmov.
4.5 Programska oprema
EEG podatke smo zajemali s programom BrainVision Analyzer, ki pripada EEG sis-
temu podjetja Brain Products GmbH. Vse opisane metode in algoritme smo razvili v
programskem okolju MATLAB. Za uvoz EEG podatkov v MATLAB smo uporabljali




5 Osnove digitalnega filtriranja EEG
signalov
V poglavju bodo povzete osnove o digitalnem filtriranju, saj le-to igra zelo pomembno
vlogo pri procesiranju in analizi EEG signalov. Uporaba neustreznih filtrov ima na
signal lahko negativne posledice, ki privedejo do izgub informacij, v najslabsˇem primeru
pa tudi do napacˇnih zakljucˇkov raziskav [4].
5.1 Uporaba filtrov pri EEG eksperimentih
EEG sistem mora vsebovati analogne filtre, ki signal filtrirajo pred samim vzorcˇenjem.
V ta namen se najpogosteje uporabljata nizkoprepustni filter, ki oslabi frekvencˇno
vsebino signala, viˇsjo od Nyquistove frekvence, da se preprecˇi popacˇitve pri vzorcˇenju
(ang. anti-aliasing filter), in visokoprepustni filter, ki iznicˇi pocˇasno drsenje signala
ter s tem znizˇa verjetnost zasicˇenja signala v ADC.
Pri obdelavi EEG signalov pred analizo ter za ucˇinkovito odstranjevanje MR artefaktov
je priporocˇeno signale ustrezno digitalno filtrirati, da se poviˇsa razmerje med signalom
in sˇumom (ang. Signal-to-noise Ratio - SNR) [21]. V poglavju bodo opisani linearni
in cˇasovno nespremenljivi filtri. Na koncu poglavja bo podrobneje opisan postopek
sinteze FIR filtrov, ki je bil uporabljen pri nizkoprepustnem filtriranju po odstranitvi
gradientnega artefakta in pri visokoprepustnem filtriranju med izracˇunom povprecˇne
oblike gradientnega artefakta. Postopek bo prikazan na primeru v poglavju 6 Algoritem
za odstranjevanje gradientnega artefakta.
S filtri se lahko signale zgladi v cˇasovni domeni ali odstrani dolocˇeno frekvencˇno vsebino.
Pri analizi EEG signalov se najpogosteje osredotocˇa na frekvencˇno vsebino do 100
Hz [4], zato je priporocˇljivo signale filtrirati s filtri, ki odstranijo vsebino signala, ki
lezˇi izven obmocˇja interesa raziskav in najverjetneje vsebuje interferencˇne signale. Pri
vecˇini EEG eksperimentov je potrebno odstraniti tudi nizˇjo frekvencˇno vsebino signala,
ki se odrazˇa s pocˇasnim drsenjem v amplitudi (ang. drift). Pri EEG eksperimentih je to
najpogosteje posledica sprememb v prevodnosti med elektrodami in skalpom. Drsenje
signala je nezazˇeleno in se lahko odstrani s primernim visokoprepustnim filtrom z mejno
frekvenco, nizˇjo od 1 Hz [4]. Pri filtriranju signalov je potrebno paziti na artefakte,
ki so posledica filtriranja in lahko v analizi privedejo do napacˇnih ugotovitev ali izgub
koristnih informacij.
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Sinteza filtrov se najpogosteje izvaja s preucˇevanjem njihovega frekvencˇnega odziva.
Ker pa je le-ta funkcija kompleksnih sˇtevil, je pri analizi najenostavneje locˇeno ana-
lizirati magnitudo in fazni kot kompleksne funkcije odziva. Magnituda frekvencˇnega
odziva se imenuje amplitudni odziv, fazni kot pa fazni odziv [22].
5.2 Amplitudni odziv idealnega filtra
V prvem koraku sinteze filtra je potrebno dolocˇiti zˇelen amplitudni in fazni odziv filtra
v frekvencˇnem prostoru. Za ucˇinkovito slabljenje dolocˇene frekvencˇne vsebine signala
je najprimernejˇsi amplitudni odziv filtra z obliko funkcije pravokotnega okna, ki na
signal v prepustnem frekvencˇnem obmocˇju ne vpliva, signal v zapornem obmocˇju pa v
celoti odstrani. Primer idealnega nizkoprepustnega filtra je prikazan na sliki 5.1.
Slika 5.1: Amplitudni odziv idealnega nizkoprepustnega filtra.
Na primeru idealnega nizkoprepustnega filtra iz slike 5.1 sta oznacˇena prepustni in
zaporni frekvencˇni pas. V prepustnem pasu je celotna frekvencˇna vsebina pomnozˇena
z 1, oziroma nespremenjena, v zapornem pasu pa je pomnozˇena z 0, torej popolnoma
odstranjena. Pri idealnih frekvencˇnih filtrih je sˇirina prehodnega pasu (ang. transition
bandwidth) enaka 0, kar pomeni, da je pri mejni frekvenci prehod iz prepustnega v
zaporni pas nenaden.
Visokoprepustne filtre se nacˇrtuje tako, da se najprej izracˇuna nizkoprepustni filter z
zˇelenimi parametri, nato pa se tega odsˇteje od Kroneckerjeve delta funkcije:
δ[n] =
{
0, n ̸= 0
1, n = 0
. (5.1)
Kroneckerjeva delta funkcija ima amplitudni odziv enak enoti, razporejeni preko vseh
frekvenc. Cˇe od te funkcije odsˇtejemo amplitudni odziv nizkoprepustnega filtra, se
prepustni in zaporni pas prezrcalita preko mejne frekvence. Slika 5.2 prikazuje idealni
amplitudni odziv visokoprepustnega filtra.
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Slika 5.2: Amplitudni odziv idealnega visokoprepustnega filtra
5.3 Amplitudni odziv realnega filtra
Idealni amplitudni odziv filtra je v praksi nemogocˇe implementirati, saj bi zanj potre-
bovali digitalni filter neskoncˇnega reda. Vsi realni filtri so koncˇnega reda, kar se odrazˇa
z viˇsjo sˇirino prehodnega pasu in s pojavom valovanja v prepustnem in zapornem fre-
kvencˇnem pasu (ang. pass-band ripple, stop-band ripple).
Pri filtrih s koncˇnim impulznim odzivom (ang. Finite Impulse Response - FIR) so
zgoraj opisani nezˇeleni pojavi posledica konvolucije frekvencˇnega odziva uporabljenega
okna z idealnim odzivom filtra v frekvencˇni domeni. Pri filtrih z neskoncˇnim impulznim
odzivom (ang. Infinite Impulse Response - IIR) pa so nezˇeleni pojavi posledica razlicˇnih
implementacij. Obe vrsti filtrov bosta natancˇneje opisani kasneje v poglavju 5.5 IIR
in FIR filtri. S filtri koncˇnega reda je nemogocˇe zagotoviti popolno oslabitev signala
v zapornem pasu, zato se ucˇinkovitost filtrov ocenjuje z jakostjo slabljenja signala v
zapornem pasu.
Primer realnega odziva nizkoprepustnega filtra je prikazan na sliki 5.3. Pri sintezi filtrov
za odstranjevanje dolocˇene frekvencˇne vsebine je potrebno dolocˇiti mejne vrednosti
dopustnega odziva filtra. Na sliki 5.3 so v ta namen oznacˇeni glavni parametri, ki jih
mora uposˇtevati nacˇrtovalec filtra pri sintezi. To so:
– mejna frekvenca - fc,
– valovanje v prepustnem pasu - Ap,
– sˇirina prehodnega pasu - ∆Ft in
– slabljenje v zapornem pasu - Az.
Pri idealnih filtrih je prehod iz prepustnega v zaporni pas nenaden in je zato vre-
dnost mejne frekvence enostavno dolocˇljiva. Pri realnih filtrih se zaradi vecˇje sˇirine
prehodnega pasu mejno frekvenco dolocˇa na tocˇki, kjer sta magnituda ali mocˇ signala
oslabljena na pol. V praksi se frekvencˇne odzive pogosto analizira na logaritemski le-
stvici, zato se vrednosti dolocˇa kot razmerje med magnitudo izhodnega in vhodnega
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Slika 5.3: Amplitudni odziv realnega nizkoprepustnega filtra.
signala iz filtra. Enacˇba (5.2) prikazuje postopek izracˇuna magnitude v decibelih (dB)
za dolocˇeno razmerje med kvadrirano izhodno in vhodno magnitudo (V 2vh in V
2
iz) ali
mocˇjo signala (Pvh in Piz).




















AdB = −6,0206 dB ≈ −6 dB. (5.3)
V praksi se zato mejno frekvenco (fc) najpogosteje navaja kot frekvenco pri spremembi
−3 dB v mocˇi ali pri spremembi −6 dB v magnitudi signala.
Valovanje v prepustnem pasu in slabljenje v zapornem pasu se najpogosteje analizira
na logaritemski lestvici amplitudnega odziva ali odziva mocˇi. Amplitudno valovanje
v prepustnem pasu (Ap) se v filtriranem signalu odrazˇa kot ojacˇanje ali slabljenje si-
gnala v prepustnem pasu, torej signala, za katerega je zazˇeleno, da po filtriranju ostane
nespremenjen. Glede na to, da je pri realnih filtrih valovanje v prepustnem pasu ne-
izogibno, je pomembno amplitudo valovanja znizˇati do te vrednosti, da nima ocˇitnega
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vpliva na signal v interesu. V ta namen mora nacˇrtovalec filtra dolocˇiti primerno dopu-
stno obmocˇje valovanja v prepustnem pasu, ki je dolocˇeno kot razdalja od najnizˇjega do
najviˇsjega vrha (ang. peak-to-peak). Podobno mora nacˇrtovalec dolocˇiti tudi najnizˇje
dopustno slabljenje signala v zapornem pasu, ki je prav tako posledica valovanja. Oba
parametra je potrebno oceniti glede na pretekle izkusˇnje in poznavanje narave signalov,
ki bodo filtrirani.
Najviˇsje dopustno valovanje v prepustnem pasu se lahko oceni na podlagi najviˇsje
amplitude signala v prepustnem pasu (Amax) in najviˇsjega dopustnega odstopanja si-
gnala, ki je posledica valovanja (ϵp). Najviˇsje dopustno valovanje v prepustnem pasu
v decibelih se dolocˇi z enacˇbo (5.4):
Ap = 20 log10




Izracˇun najviˇsjega slabljenja signala v zapornem pasu (Az) se izvede z enacˇbo (5.5).
Zanj je potrebno oceniti najviˇsjo amplitudo nezˇelenega signala ali sˇuma (Avh) in
najnizˇjo amplitudo, do katere mora biti ta oslabljen (Aiz).





Vrednost dopustne amplitude nezˇelenih signalov je potrebno oceniti tako, da njihova
amplituda po filtriranju znasˇa manj kot nivo neodstranljivega sˇuma v signalu ali manj
kot napaka kvantizacije zaradi ADC.
Za sˇirino prehodnega pasu (∆Ft) je zazˇeleno, da je cˇim nizˇja. Pri tem pa je potrebno
uposˇtevati kompromis med najviˇsjim valovanjem v prepustnem pasu in najviˇsjim sla-
bljenjem v zapornem pasu, saj se nizˇja sˇirina prehodnega pasu odrazˇa s poviˇsanim
valovanjem v prepustnem in zapornem pasu [23].
5.4 Fazni odziv filtra
Filtriranje neizogibno vpliva na fazo signala, zato je pri sintezi potrebno analizirati
fazni odziv filtra. Glede na fazni odziv se filtre pogosto locˇi na filtre z linearnim faznim
odzivom in filtre z nelinearnim faznim odzivom. Iz faznega odziva filtra se razbere
fazo izhodnega signala glede na vhodni signal v odvisnosti od frekvence. Zakasnitev
izhodnega signala glede na vhodni signal (ang. group delay) je enaka odvodu funkcije





Iz enacˇbe (5.6) je razvidno, da bo izhodni signal iz filtra z linearno fazo pri vseh
frekvencah zakasnjen za enako vrednost zakasnitve (d), saj je odvod linearne funk-
cije konstanta. Filtri z nelinearno fazo izhodni signal fazno popacˇijo, kar je posledica
razlicˇne zakasnitve signala pri razlicˇnih frekvencah. Primer linearnega faznega odziva
filtra je prikazan na sliki 5.4.
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Slika 5.4: Fazni odziv filtra z linearno fazo.
Na fazo izhodnega signala ima zelo pomemben vpliv kavzalnost filtriranja. Pri ka-
vzalnem filtriranju so vzorci v izhodnem signalu vedno funkcija preteklih in sedanjih
vzorcev, pri nekavzalnem filtriranju pa se v izracˇunih uposˇtevajo tudi prihodnji vzorci
vhodnega signala. Slednja lastnost se lahko zagotovi samo pri signalih, ki so v celoti
shranjeni v pomnilniku, torej se med zajemom lahko signale filtrira izkljucˇno s kavzal-
nimi filtri. Nekavzalno filtriranje ima to prednost, da se lahko pri vseh vrstah filtrov,
ne glede na obliko faznega odziva, iznicˇi zakasnitev izhodnega signala. Cˇe se shranjen
signal filtrira s filtrom z linearno fazo, se izhodni signal enostavno zamakne v cˇasu za
konstantno sˇtevilo vzorcev (d). Cˇe pa se isti signal filtrira s filtrom z nelinearno fazo,
se zakasnitev lahko iznicˇi s tako imenovanim dvoprehodnim filtriranjem (ang. two-pass
filtering), kjer se signal z enakim filtrom najprej filtrira v eni in nato sˇe v obratni
smeri po cˇasu. Prvi prehod filtra z nelinearno fazo signal fazno popacˇi, med drugim
prehodom pa ustvari ravno obratne popacˇitve v fazi signala. Te se medsebojno iznicˇijo
s tistimi, ki so se pojavile med prvim prehodom filtra. Pri dvoprehodnem filtriranju je
pomembno uposˇtevati dejstvo, da se zaradi dvojnega filtriranja amplitudni odziv filtra
kvadrira, kar ima nekaj pozitivnih (ozˇje prehodno obmocˇje in viˇsja stopnja slabljenja
v zapornem obmocˇju [4]) in nekaj negativnih (viˇsje valovanje v prepustnem pasu in
podvojeno sˇtevilo racˇunskih operacij [4]) posledic.
5.5 IIR in FIR filtri
Digitalne filtre locˇimo v dve vrsti, in sicer filtre z neskoncˇnim impulznim odzivom (IIR)
in filtre s koncˇnim impulznim odzivom (FIR). Enacˇba (5.7) prikazuje diferencˇno enacˇbo
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Iz enacˇbe (5.7) je razvidno, da je pridobljen izhodni signal (y[n]) funkcija vektorja koefi-
cientov b[m] in vrednosti vhodnega signala (x[n]). Vektor koeficientov b[m] se imenuje
jedro filtra, ki je v primeru FIR filtrov enak impulznemu odzivu (h[m]). Iz njega
se z diskretno Fourierjevo transformacijo (DFT) izracˇuna frekvencˇni odziv. Enacˇba
(5.8) vkljucˇuje poleg vektorja koeficientov b[m] tudi vektor koeficientov a[m], ki mnozˇi
predhodno izracˇunane vrednosti izhodnega signala (y[n]). Slednja lastnost je razlog,
da imajo IIR filtri neskoncˇen impulzni odziv, saj zaradi povratne zanke ta teoreticˇno
nikoli ne izniha [7].
Izhodni signal (y[n]) je rezultat konvolucije (uporabljen operator za konvolucijo - ∗)
med vhodnim signalom (x[n]) in impulznim odzivom filtra (h[m]), kot je prikazano v
enacˇbi (5.9):
y[n] = x[n] ∗ h[m]. (5.9)
Neskoncˇno dolg impulzni odziv IIR filtrov (h[m]) omeji njihovo implementacijo iz-
kljucˇno na izracˇun diferencˇne enacˇbe, saj je konvolucija z neskoncˇno dolgim impulznim
odzivom prakticˇno neizvedljiva. Mozˇnost implementacije FIR filtrov z uporabo kon-
volucije predstavlja eno najpomembnejˇsih prednosti FIR filtrov, saj se pri filtriranju
s filtri z dolgimi jedri lahko racˇunske operacije filtriranja bistveno pospesˇi s pomocˇjo
hitre Fourierjeve transformacije (ang. Fast Fourier Transform - FFT ). V tem primeru
se izhodni signal izracˇuna s produktom vhodnega signala in impulznega odziva filtra v
frekvencˇni domeni. To je mozˇno izvesti zaradi matematicˇne ekvivalence konvolucije v
cˇasovni domeni z mnozˇenjem v frekvencˇni domeni (in obratno) [7], kot je prikazano v
enacˇbi (5.10):
y[n] = x[n] ∗ h[m] F−→ Y [k] =X[k]H [k], (5.10)
kjer so Y [k], X[k] in H [k] Fourierjeve transformiranke vhodnega signala, izhodnega
signala in jedra filtra.
Analiza impulznega in frekvencˇnega odziva pri sintezi FIR filtrov je v primerjavi z
IIR filtri bistveno enostavnejˇsa, saj je jedro filtra oziroma vektor koeficientov b[m]
enak impulznemu odzivu filtra, njegova Fourierjeva transformiranka pa frekvencˇnemu
odzivu. Analizo IIR filtrov je najenostavneje izvesti z izracˇunom prenosne funkcije filtra
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Prenosna funkcija IIR filtra iz enacˇbe (5.12) razkrije sˇibko tocˇko IIR filtrov, saj imajo
poleg nicˇel tudi pole, ki jih dolocˇajo koeficienti a[m]. Le-ti pa omogocˇijo, da postane
filter lahko nestabilen. Za razliko od IIR filtrov imajo FIR filtri samo pole v centru
enotske krozˇnice v z-domeni, kar pomeni, da so, ne glede na jedro (b[m]) in vhodni
signal (x[n]), vedno stabilni.
FIR filtri imajo poleg enostavnejˇse analize in zagotovljene stabilnosti sˇe dodatno pred-
nost pred IIR filtri, saj imajo FIR filtri s simetricˇnim jedrom (b[m]) linearni fazni odziv
in posledicˇno konstantno cˇasovno zakasnitev izhodnega signala d (5.6). IIR filtri imajo
vedno nesimetricˇen impulzni odziv, zato je nelinearen fazni odziv neizogiben. Faznim
popacˇitvam zaradi filtriranja z IIR filtri se lahko izognemo samo z nekavzalnim dvo-
prehodnim filtriranjem, kar pa zahteva, da je celoten vhodni signal (x[n]) shranjen v
pomnilniku.
Glavna prednost IIR filtrov je, da zahtevajo manj racˇunskih operacij, saj se dolocˇen
amplitudni odziv lahko zagotovi z IIR filtrom nizˇjega reda, kot bi ga sicer imel FIR
filter s podobnim odzivom [7]. Ta lastnost je sˇe posebej zazˇelena pri implementaciji
filtrov na manj zmogljivih krmilnikih. Druga pomembna prednost IIR filtrov je, da se
jih lahko pogosto implementira fizicˇno oziroma z analognimi komponentami [7].
EEG podatke se zelo pogosto analizira, ko so vsi podatki zˇe zbrani in shranjeni v
pomnilniku, kar omogocˇa nekavzalno filtriranje, s cˇimer se ohrani fazo nefiltriranega
signala (x[n]), kar je pri EEG eksperimentih zelo zazˇeleno. Signale se vedno procesira
z zmogljivimi racˇunalniki, zato implementacija filtrov viˇsjih redov nacˇeloma ne pred-
stavlja vecˇjega problema. Pri samem zajemu signalov so za preprecˇitev popacˇitev v
uporabi analogni filtri. Nekateri EEG sistemi imajo pred ADC implementiran tudi ana-
logni visokoprepustni filter, ki preprecˇuje nasicˇenje med analogno-digitalno pretvorbo.
Zaradi linearnega faznega odziva, uporabe visoko zmogljivih racˇunalnikov in enostav-
nejˇse sinteze so FIR filtri veliko bolj primerni za filtriranje EEG signalov in bodo zato
natancˇneje opisani.
5.6 Sinteza FIR filtrov
V poglavju bo opisan enostaven postopek za sintezo FIR filtrov, katerih jedro temelji
na produktu okenske in sinc funkcije (ang. windowed sinc). V praksi so v uporabi tudi
druge metode sinteze, na primer razne optimizacijske metode, vendar je opisana metoda
bistveno enostavnejˇsa, robustnejˇsa in v vecˇini primerov zanemarljivo manj zmogljiva
od kompleksnejˇsih optimizacijskih metod [23].
5.6.1 Dolocˇitev jedra filtra
Najprimernejˇsi FIR filtri za odstranjevanje nezˇelene frekvencˇne vsebine imajo koefici-
ente jedra (b[m]), ki temeljijo na funkciji sinc. Ta je definirana z enacˇbo (5.13) [7]:
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Kot zˇe omenjeno v poglavju 5.5 IIR in FIR filtri, se frekvencˇni odziv FIR filtra izracˇuna
z diskretno Fourierjevo transformacijo (DFT) impulznega odziva. Funkcija sinc ima to
lastnost, da ima v frekvencˇni domeni obliko funkcije pravokotnega okna, torej idealnega
filtra, kot je prikazano na sliki 5.1. Na sliki 5.5 je prikazana funkcija sinc iz enacˇbe
(5.13) v cˇasovni in frekvencˇni domeni. Funkcija je bila izracˇunana iz 51 vzorcev celih
sˇtevil M na intervalu od -25 do 25.
Slika 5.5: Sinc funkcija iz enacˇbe (5.13) v cˇasovni in frekvencˇni domeni.
Zaradi implicitnega rezanja sinc funkcije s pravokotnim oknom (ang. window trunca-
tion) se na signalu v frekvencˇni domeni na sliki 5.5 opazi, da signal ne predstavlja ide-
alne, temvecˇ rahlo popacˇeno funkcijo pravokotnega okna. Rezanje funkcije je neizbezˇno,
saj zaradi koncˇne dolzˇine sinc funkcije med izvedbo diskretne Fourierjeve transforma-
cije velja predpostavka, da so vse vrednosti pred in po izracˇunani funkciji sinc (pred
-25 in po 25) enake nicˇ. Posledice rezanja z oknom se v frekvencˇni domeni odrazˇajo kot
konvolucija med pravokotno in sinc funkcijo. Tovrstno popacˇenje privede do pojava
valovanja v prepustnem in zapornem pasu, katera sta sorazmerna s stranskimi vrhovi
sinc funkcije (ang. side lobes), ter razmazanega prehoda iz prepustnega v zaporni pas,
ki je sorazmeren s sˇirino glavnega vrha sinc funkcije (ang. main lobe). Glavni in stran-
ski vrhovi sinc funkcije so oznacˇeni na sliki 5.6. Negativni vpliv, ki ga ima glavni vrh na
frekvencˇni odziv, se imenuje frekvencˇno razmazanje (ang. frequency smearing), vpliv,
ki ga imajo stranski vrhovi, pa frekvencˇno prelivanje (ang. frequency leakage). Daljˇse,
kot je jedro filtra, nizˇje je frekvencˇno razmazanje in posledicˇno nizˇja sˇirina prehodnega
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Slika 5.6: Prikaz vrhov sinc funkcije.
pasu. Valovanje v prepustnem pasu ter slabljenje signala v zapornem pasu sta neod-
visna od dolzˇine jedra, saj se zaradi Gibbsovega efekta energija valovanja ohranja, ne
glede na dolzˇino filtra [7]. Edini nacˇin za znizˇanje valovanja v prepustnem pasu in
poviˇsanje slabljenja v zapornem pasu je eksplicitno mnozˇenje sinc funkcije iz enacˇbe
(5.13) z ustreznejˇsim oknom. V ta namen obstaja mnogo razlicˇnih okenskih funkcij,
izbira ustrezne funkcije pa temelji na kompromisu med sˇirino prehodnega obmocˇja in
jakostjo valovanja. Pravokotno okno (implicitno pomnozˇeno) zagotovi najozˇje preho-
dno obmocˇje od vseh ostalih oken, vendar ima za posledico najmocˇnejˇse valovanje.
Nekatera okna, kot so na primer Hammingovo, Blackmanovo in Hannovo, pripomorejo
k nizˇjemu valovanju, vendar imajo za posledico sˇirsˇe prehodno obmocˇje [23]. Slika 5.7
prikazuje primerjavo amplitudnih odzivov treh jeder, in sicer produkta sinc funkcije s
pravokotnim, Hammingovim in Blackmanovim oknom.
Slika 5.7: Primerjava zmogljivosti okenskih funkcij.
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Vsa tri jedra iz slike 5.7 temeljijo na 51 koeficientih. Frekvencˇni odziv je bil izracˇunan
s FFT algoritmom s 1024 vzorci. Spekter je izrisan kot zvezna funkcija v namen
lepsˇega prikaza, kljub temu da je diskreten. Iz levega grafa na sliki 5.7 je razvidno,
da ima jedro, ki je implicitno pomnozˇeno s pravokotnim oknom, najnizˇje prehodno
obmocˇje in najnizˇje slabljenje v zapornem pasu. Iz desnega grafa je razvidno, da ima
jedro, ki je pomnozˇeno z Blackmanovim oknom, najnizˇje valovanje v prepustnem pasu.
Ker se lahko sˇirino prehodnega pasu znizˇa s poviˇsanjem sˇtevila koeficientov jedra, je
z uporabo ustreznega okna in sˇtevila koeficientov mozˇno izdelati zmogljiv filter, ki
ustreza zahtevanim pogojem. Torej da amplitudni odziv filtra ne presezˇe najviˇsjega
dopustnega valovanja v prepustnem pasu, najviˇsje dopustne sˇirine prehodnega pasu in
da signal v zapornem pasu dovolj mocˇno oslabi (prikazano na sliki 5.3).
5.6.2 Dolocˇitev sˇtevila koeficientov filtra
Vpliv sˇtevila koeficientov filtra pri sinc jedru, pomnozˇenim s Hammingovim oknom,
za 5 razlicˇno dolgih filtrov je prikazan na sliki 5.8, kjer je razvidno, da daljˇse, kot je
jedro filtra, ozˇje je prehodno obmocˇje, medtem ko ostaja slabljenje priblizˇno konstan-
tno. Energija valovanja v prepustnem pasu je prav tako neodvisna od dolzˇine jedra
filtra. Da se zagotovi zahtevam amplitudnega odziva, se lahko dolzˇino filtra dolocˇa
iterativno. Obstaja tudi nekaj zelo ucˇinkovitih metod, s katerimi se glede na zahteve
izracˇuna najprimernejˇse oziroma optimalne koeficiente in dolzˇino jedra. Dve metodi,
ki sta pogosto v uporabi, sta metoda, ki temelji na minimizaciji vsote kvadratov odsto-
panj od frekvencˇnega odziva idealnega filtra (ang. least-squares FIR filter design) [23],
in metoda Parks-McClellan, ki temelji na Cˇebiˇsejevi aproksimaciji [23]. Bistveno bolj
enostavna in robustnejˇsa metoda za dolocˇanje dolzˇine filtra (M) pa je tako imenovana
fred harrisova1 metoda, ki dolzˇino jedra oceni glede na dopustno vrednost sˇirine preho-
dnega pasu (∆Ft) in slabljenja v zapornem pasu v decibelih (Az(dB)). Dolzˇina filtra







5.6.3 Cˇasovna zakasnitev in prehodno obmocˇje filtra
Pri filtriranju z M koeficientov dolgim FIR filtrom je prvih M − 1 vzorcev signala
popacˇenih, ker filter sˇe ni v celoti ”potopljen”v signal, kar pomeni, da vzorci na tem
obmocˇju temeljijo na neobstojecˇih vzorcih vhodnega signala, za katere se privzame, da
so enaki nicˇ. To obmocˇje se imenuje prehodno obmocˇje (ang. transient region) in ga v
nadaljnjih analizah ni priporocˇljivo uposˇtevati.
Simetricˇna in hkrati liha jedra FIR filtrov, kakrsˇno je sinc jedro iz lihega sˇtevila koefi-





1Avtor zahteva, da se njegovo ime in priimek piˇseta z malimi zacˇetnicami.
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Slika 5.8: Vpliv sˇtevila koeficientov filtra na frekvencˇni odziv.
Iz enacˇbe (5.16) je razvidno, da se pri nekavzalnem filtriranju lahko iznicˇi zakasnitev
zˇe s tem, da se zavrzˇe prvih M−1
2
vzorcev filtriranega signala. Iznicˇenje zakasnitve





6 Algoritem za odstranjevanje gra-
dientnega artefakta
V poglavju bodo natancˇno opisani potek, lastnosti in omejitve algoritma za odstranje-
vanje gradientnega artefakta (GA). Ker algoritem vkljucˇuje nizkoprepustno in visoko-
prepustno filtriranje, bosta dodatno predstavljena tudi postopka sinteze obeh filtrov.
Nazadnje bomo opisali sˇe analizo ucˇinkovitosti algoritma in analizo vpliva razlicˇnih
vrednosti vhodnega parametra.
6.1 Algoritem za odstranjevanje gradientnega arte-
fakta
Algoritem za odstranjevanje gradientnega artefakta je leta 1998 predstavil Philip J. Al-
len in temelji na povprecˇenju odsekov EEG signala med snemanjem fMR slik mozˇganov,
saj je inducirana napetost zaradi tocˇno dolocˇene sekvence vklapljanja in izklapljanja
gradientnih magnetnih polj pri snemanju posamicˇne fMR slike prakticˇno cˇasovno ne-
spremenljiva. Algoritem je poimenovan s kratico AAS (ang. Average Artifact Sub-
traction - AAS ). S povprecˇenjem tocˇno dolocˇenih odsekov EEG signala se izracˇuna
povprecˇno obliko artefakta, katero se kasneje iz signala odsˇteje, saj velja predpostavka,
da je signal linearna kombinacija mozˇganskih potencialov in GA.
Povprecˇno obliko GA se izracˇuna s povprecˇenjem signala preko oken, ki so definirana z
oznacˇevalci (ang. markers) zacˇetka zajema fMR slik. Vsak oznacˇevalec je shranjen kot
indeks vzorca v EEG signalu. Za ucˇinkovito delovanje algoritma je potrebno cˇasovne
oznacˇevalce zacˇetka zajema vsake fMR slike natancˇno belezˇiti. V ta namen je zelo
priporocˇljivo uporabljati sistem, ki sinhronizira uri MR tomografa in EEG sistema.
Vsi oznacˇevalci zacˇetka zajema fMR slik se shranjujejo v obliki seznama indeksov:
A = [a1, a2, ..., ap, ..., P − 1, P ], (6.1)
kjer je P sˇtevilo vseh oznacˇevalcev v seznamu A. Oznacˇevalci v seznamu A tvorijo
MAAS = P − 1 oken, saj je eno okno (sm) dolocˇeno kot interval celih sˇtevil med dvema
sosednjima elementoma seznama:
sm = ax, {x ∈ Z : p ≤ x ≤ p+ 1} (6.2)
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oziroma krajˇse zapisano:
sm = [ap..ap+1]. (6.3)
AAS algoritem se na K kanalnem EEG signalu izvaja locˇeno za vsak EEG kanal k
posebej. Seznam A ustreza signalom na vseh kanalih. V prvem koraku algoritma se
izbere signal iz prvega kanala, na katerem se bo odstranilo GA (Xk).
Literatura navaja, da se vecˇina induciranega gradientnega artefakta nahaja v fre-
kvencˇnem obmocˇju med 1 in 70 Hz [14], zato se signal najprej visokoprepustno fil-
trira z mejno frekvencno 1 Hz (pri -6 dB, FIR). Podrobnosti o visokoprepustnem filtru
bodo opisane kasneje v poglavju 6.3 Sinteza visokoprepustnega filtra. Visokoprepustno
filtriran EEG kanal (XHPk ) bo tvoril signal, na katerem se bo izvajalo povprecˇenje v
posamicˇnih oknih sm.
Sledecˇi koraki se na signalu Xk izvedejo za vsako okno sm posebej, torej algoritem
najprej odstrani povprecˇni GA iz okna s1, nato iz okna s2 in tako dalje do zadnjega
okna, sM .
Za izracˇun povprecˇne oblike GA za vsako okno sm algoritem dolocˇi R elementov dolg
podseznam Bm iz seznama A, ki je dolocˇen kot:
Bm = [b1, b2, ..., br, ..., R− 1, R], (6.4)
kjer, podobno kot v seznamuA, oznacˇevalci v podseznamuBm tvorijo NAAS oken (sn):
sn = [br..br+1]. (6.5)
Ustrezna izbira elementov v podseznamu Bm je kljucˇnega pomena za ucˇinkovito od-
stranitev GA. Povprecˇna oblika GA se izracˇuna s povprecˇenjem signalov v NAAS oknih
signala XHPk . Okna, ki se bodo uposˇtevala pri povprecˇenju, pa dolocˇa podseznam Bm.
Sˇtevilo povprecˇenj (NAAS) je vhodni parameter algoritma, saj ima pomemben vpliv na
ucˇinkovitost algoritma, in se lahko razlikuje od eksperimenta do eksperimenta.
Za ustrezno izbiro elementov v podseznamuBm je pomembno izbrati okna v neposredni
blizˇini okna, iz katerega se bo odsˇtelo povprecˇno obliko GA (sm). Razlog za to je, da
se oblike artefakta v sosednjih oknih med seboj najmanj razlikujejo, kar privede do
ucˇinkovitejˇse odstranitve GA. Pri cˇasovno bolj oddaljenih oknih obstaja zelo visoka
verjetnost, da je med snemanjem priˇslo do premika glave udelezˇenca in posledicˇno do
spremembe tokokrogov, v katerih se je induciral GA. To lahko privede do previsoke
razlike v obliki GA med signali v posameznih oknih. V primeru nekavzalne izvedbe
algoritma, ko je celoten signal shranjen v pomnilniku racˇunalnika, je sledecˇi nacˇin za
dolocˇitev podseznama Bm najprimernejˇsi:
Bm = ap
⎧⎪⎨⎪⎩
{p ∈ Z : 1 ≤ p ≤ N + 1}, m ≤ N−1
2
{p ∈ Z : (−N−1
2
+m) ≤ p ≤ (N−1
2
+m+ 1)}, M − N−1
2
≥ m > N−1
2
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Slika 6.1: Graficˇni prikaz nacˇina za dolocˇitev podseznama Bm.
Z uporabo nacˇina iz enacˇbe (6.6) bodo podseznam Bm tvorila okna, ki so od okna sm
najmanj oddaljena. Slika 6.1 prikazuje princip dolocˇitve podseznama Bm iz enacˇbe
(6.6) na primeru signala, ki ga sestavlja M = 8 oken in kjer je sˇtevilo povprecˇenj
N = 5.
Na sliki 6.1 je z modro cˇrto prikazan nakljucˇni primer signala, z rdecˇimi vertikalnimi
cˇrtami so prikazani oznacˇevalci iz seznamaA, zelena in modra okna predstavljajo okna,
ki jih tvori podseznam Bm, modro okno pa je okno sm iz seznama A, iz katerega bo
v koraku m odstranjen GA. Iz slike je razvidno, da lahko AAS algoritem odstrani GA
le na signalu, ki je obojestransko omejen z oznacˇevalci, torej da bo artefakt odstranjen
samo na obmocˇju med oznacˇevalcema a1 in a9. V splosˇnem to pomeni, da lahko
algoritem odstrani GA na intervalu signala [a1, aP ].
V naslednjem koraku sledi izracˇun sˇtevila vzorcev za potreben cˇasovni zamik signala
(Dm) v vseh oknih sn, torej signalov Y n =X
HP
k [sn]. Izracˇun potrebnega cˇasovnega za-
mika (Dm) temelji na podlagi maksimizacije krizˇne korelacije med signalom v oknu sm
z vsakim posameznim signalom Y n. S tem se zagotovi, da bo imel cˇasovno zamaknjen
signal Y n najviˇsjo vrednost krizˇne korelacije s signalom iz okna sm.
Po cˇasovnem zamiku se signale Y n med seboj sesˇteje in deli s sˇtevilom povprecˇenj
(NAAS), s cˇimer se pridobi povprecˇno obliko artefakta (ang. average artifact template)
(Tm). Zadnji korak pred odstranitvijo povprecˇne oblike GA iz signala v oknu sm je
izracˇun faktorja Fm, ki minimizira vsoto kvadratov razlik med signalom iz okna sm in









kjer je Xk[sm] signal v kanalu k na obmocˇju okna sm in T
T
m transponiran vektor
povprecˇnega artefakta (Tm). Produkt faktorja Fm in povprecˇnega artefakta (Tm) se
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nazadnje odsˇteje iz odseka signalaXk[sm], s cˇimer se pridobi ocˇiˇscˇen signal v oknu sm,
ki je oznacˇen kot XGAk . Pravkar opisani postopek se preko celotnega EEG kanala k
ponovi za vsa okna v seznamuA. Ko je GA odstranjen iz vseh oken, ki jih tvori seznam
A, se celoten kanal nizkoprepustno filtrira z mejno frekvenco 125 Hz (pri -6 dB, FIR). V
nasˇem primeru smo signale decimirali iz 5 kHz na 500 Hz. Nizkoprepustno filtriranje je
nujno potrebno, da se v signalu oslabi vse frekvence, viˇsje od nove Nyquistove frekvence,
ki jo dolocˇa frekvenca vzorcˇenja po decimaciji, torej 250 Hz. Nizkoprepustno filtriranje
dodatno odstrani ostanke viˇsjefrekvencˇnih harmonikov GA. Nizkoprepustni filter bo
natancˇneje opisan v poglavju 6.2 Sinteza nizkoprepustnega filtra. Izhodni signal (XGA)
ima na vseh kanalih in oknih med vsemi oznacˇevalci zajema fMR slik odstranjen GA.
Celoten potek AAS algoritma je prikazan na sliki 6.2.
AAS algoritem temelji na principu povprecˇenja signala z namenom, da se poviˇsa raz-
merje med signalom in sˇumom. V primeru AAS algoritma zˇelimo izracˇunati samo
obliko gradientnega artefakta in v cˇim viˇsji meri znizˇati vsebnost mozˇganskih poten-
cialov. V tem primeru je signal, ki ga zˇelimo ohraniti, induciran potencial zaradi
aktivnosti gradientnih tuljav med snemanjem fMR slik. Pri povprecˇenju signalov je
pomembno omeniti glavno predpostavko, da morajo biti signali, ki jim zˇelimo znizˇati
mocˇ - mozˇganski potenciali, med cˇasovnimi odseki, ki se povprecˇijo, nekorelirani, imeti
srednjo vrednost, enako 0, in imeti konstantno varianco [24]. Z eksperimenti je bilo
dokazano, da je med tako kratkimi odseki signala, kot so posamicˇna okna, signal
mozˇganske aktivnosti nekoreliran. Srednjo vrednost, enako 0, smo dosegli z visoko-
prepustnim filtriranjem. Z vsakim povprecˇenjem se razmerje med signalom in sˇumom
zviˇsa za faktor
√
NAAS [24], kjer je NAAS sˇtevilo povprecˇenj oziroma sˇtevilo oken v
podseznamu Bm.
Dolocˇitev primernega sˇtevila povprecˇenj (NAAS) je odvisna od mnogih faktorjev, kot
so na primer vrsta MR tomografa in EEG sistema ter dolzˇina cˇasa zajema ene fMR
slike (TR). Previsoko sˇtevilo oken se pogosto odrazˇa z neucˇinkovito odstranitvijo, saj
se s cˇasovno oddaljenostjo poviˇsuje razlika v obliki induciranih GA, prenizko sˇtevilo
oken pa prevecˇ oslabi signal v interesu. Primerno sˇtevilo oken se v praksi najpogosteje
dolocˇa iterativno, literatura pa navaja kot dobro izhodiˇscˇe 25 oken [14]. Sˇtevilo se
kasneje prilagodi glede na opravljene analize ucˇinkovitosti algoritma.
Kot zˇe omenjeno, je opisan algoritem nekavzalen in zahteva, da je celoten signal shra-
njen v pomnilniku racˇunalnika, saj izracˇun povprecˇne oblike GA temelji na signalih iz
prihodnjih oken. S spremembo nacˇina izbire indeksov oken v podseznamu Bm, tako
da tega sestavljajo le indeksi oken zˇe zajetega signala, se lahko algoritem izvaja ka-
vzalno med samim zajemom EEG signala. V tem primeru je algoritem manj ucˇinkovit,
saj vsaka povprecˇna oblika GA, ki se odsˇteje od signala, temelji na signalih iz bolj
oddaljenih oken.
Za ucˇinkovitejˇse delovanje AAS algoritma je med zajemom EEG signalov zazˇelena
frekvenca vzorcˇenja, viˇsja od 2 kHz [14], saj to bistveno izboljˇsa izracˇun povprecˇne
oblike GA s tem, da se lahko pred povprecˇenjem signale iz oken natancˇneje cˇasovno
uskladi. Slabo cˇasovno usklajevanje lahko hitro opazimo pri frekvencˇni analizi signalov,
iz katerih je bil odstranjen gradientni artefakt, saj je v teh primerih sˇe vedno prisotna
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kjer sta Nrv sˇtevilo rezin na volumen in MB multiband faktor oziroma sˇtevilo socˇasno
vzbujenih rezin. Tovrstni harmoniki bodo na konkretnem primeru prikazani v poglavju
6.4 Rezultati odstranitve gradientnega artefakta z AAS algoritmom.
Slika 6.2: Potek AAS algoritma.
47
Algoritem za odstranjevanje gradientnega artefakta
6.2 Sinteza nizkoprepustnega filtra
Nizkoprepustni filter se pri socˇasnem EEG-fMR uporablja za odstranitev visokofre-
kvencˇnega sˇuma in preostankov gradientnega artefakta po izvedbi AAS algoritma. Pri
vecˇini EEG eksperimentov so raziskovalcem v interesu samo frekvence od 0 do 100
Hz [4]. Vsebnost viˇsjefrekvencˇnega sˇuma in interferenc zato nizˇa razmerje med signa-
lom in sˇumom. Tukaj bo podrobneje opisan postopek sinteze filtra, ki se uporablja
po izvedbi AAS algoritma. Na sliki 6.2 v poglavju 6.1 Algoritem za odstranjevanje
gradientnega artefakta je obravnavan filter oznacˇen kot gradnik ”Nizkoprepustni filter
fc = 125 Hz”.
Kot omenjeno v poglavju 4.2 Parametri zajema EEG in CWL signalov, je pri zajemu
EEG signalov prisoten analogen nizkoprepustni filter z mejno frekvenco 250 Hz. Glavna
funkcija filtra je preprecˇevanje popacˇitev pri vzorcˇenju. Zaradi prisotnosti analognega
nizkoprepustnega filtra se je potrebno odlocˇiti, ali je implementacija dodatnega fil-
tra zares potreba. Pri eksperimentih s socˇasnim snemanjem EEG in fMR je vsekakor
priporocˇljivo uporabiti nizkoprepustni filter, ki odstrani viˇsjefrekvencˇne harmonike pre-
ostanka gradientnega artefakta [14]. Zaradi decimacije signala iz frekvence vzorcˇenja
5 kHz na 500 Hz je uporaba nizkoprepustnega filtra obvezna, saj se s tem izognemo
popacˇitvam zaradi spremembe frekvence vzorcˇenja.
V ta namen bo opisana sinteza digitalnega filtra z mejno frekvenco (fc) pri -6 dB 125 Hz.
Filtriranje se bo izvajalo zgolj na shranjenih podatkih. Za ohranitev relativnih cˇasovnih
razlik bo potrebno iznicˇiti cˇasovno zakasnitev, kar se lahko izvede samo z nekavzalnim
filtriranjem. Zaradi viˇsje robustnosti in zagotovljene stabilnosti smo namesto IIR filtra
izbrali FIR filter z jedrom, ki temelji na sinc funkciji.
Narava viˇsjefrekvencˇnih artefaktov v obravnavanem primeru ne zahteva filtra z zelo
ozkim prehodnim obmocˇjem (∆Ft), je pa priporocˇljivo zagotoviti cˇim nizˇje valovanje
v prepustnem pasu (Ap), da se preprecˇi popacˇitve. Zaradi vecˇje potrebe po nizˇjem
valovanju v prepustnem pasu kot po sˇirini prehodnega pasu je v ta namen bolje izbrati
jedro, ki ima nizˇje stranske vrhove in sˇirsˇi glavni vrh (5.6). Kakor je razvidno iz
slike 5.7, je od prikazanih oken za mnozˇenje sinc funkcije najprimernejˇse Blackmanovo
okno, saj ima bistveno nizˇje valovanje od Hammingovega okna, vendar sˇirsˇi prehodni
pas. Sˇirina le-tega pa ima v tem primeru nizˇjo prioriteto od valovanja v prepustnem
pasu.
Pred dolocˇitvijo dolzˇine jedra s fred harrisovo metodo je potrebno oceniti zˇeleno sla-
bljenje v zapornem pasu (Az(dB)) in sˇirino prehodnega pasu, ker pa ta ne predstavlja
stroge zahteve, smo jo grobo ocenili na 15 Hz. Preostanek gradientnega artefakta
po odstranitvi z AAS metodo je v literaturi ocenjen na amplitudo od vrha do vrha
11 µV [14]. Za popolno odstranitev preostankov gradientnega artefakta z navedeno
amplitudo je zazˇeleno le-to znizˇati pod vrednost locˇljivosti ADC (Q), ki je v nasˇem
eksperimentu znasˇala 0,5 µV. Da se to lahko zagotovi, mora slabljenje v zapornem
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pasu znasˇati vsaj:










= −27 dB ≈ −30 dB.
(6.9)












1. viˇsje liho sˇt.−−−−−−−−→ 455.
(6.10)
Na podlagi zgoraj opisanih parametrov lahko dolocˇimo nizkoprepustni filter, ki temelji
na 455 vzorcev dolgem sinc jedru, pomnozˇenim z Blackmanovim oknom. Za izracˇun












, {m ∈ Z : −MLP
2
+ 0,5 ≤ m ≤ MLP
2
+ 0,5}, (6.11)
nato le-to pomnozˇiti z Blackmanovim oknom (w[m]):
hLP[m] = h0[m] w[m], (6.12)
ki je dolocˇeno kot:











{m ∈ Z : 0 ≤ m ≤M − 1}.
(6.13)
V zadnjem koraku je potrebno jedro normalizirati, da postane vsota vseh koeficientov
jedra enaka 1. To se dosezˇe tako, da se koeficiente jedra deli z vsoto vseh koeficientov





Frekvencˇni odziv filtra iz enacˇbe (6.14) je prikazan na sliki 6.3.
Na sliki 6.3 so oznacˇene kljucˇne lastnosti odziva. Sˇirina prehodnega pasu (∆Ft) je
izmerjena od frekvence pri -6 dB do frekvence pri -30 dB, saj to predstavlja zˇeleno
vrednost slabljenja signala v zapornem pasu, ki smo jo ocenili z enacˇbo (6.9). Izmerjena
sˇirina prehodnega pasu za prikazan filter znasˇa 19 Hz, kar je sicer 4 Hz vecˇ kot zˇelena
vrednost 15 Hz, ki je bila uporabljena v enacˇbi (6.10). Zaradi nizke prioritete po
ozkem prehodnem pasu je tudi viˇsja vrednost sprejemljiva. Slabljenje v zapornem pasu
(Az) znasˇa -75 dB, kar je bistveno boljˇse od postavljene zahteve po -30 dB mocˇnem
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Slika 6.3: Frekvencˇni odziv nizkoprepustnega filtra.
slabljenju. Valovanje v prehodnem pasu (Ap) znasˇa 0,0025 dB in se v filtriranem signalu













bi na signal vplival oziroma presegel locˇljivost ADC sˇele pri ma-
gnitudah, viˇsjih od 1,737 mV, kar pa znasˇa bistveno vecˇ kot EEG signal v interesu.
Razen najmanj pomembne zahteve po sˇirini prehodnega pasu je odziv nacˇrtovanega
filtra primeren za namen nizkoprepustnega filtriranja EEG signala. Jedro filtra je se-
stavljeno iz 455 koeficientov, kar pomeni, da bo potrebno filtriran signal zamakniti za
227 vzorcev (prikazano v enacˇbi (5.16)) ali 0,454 s in uposˇtevati dejstvo, da bo prvih
227 vzorcev zamaknjenega signala predstavljalo prehodno obmocˇje filtra.
Izvedba filtriranja s filtrom dolzˇine 455 koeficientov bo najverjetneje hitrejˇsa s konvo-
lucijo jedra filtra (h[m]) z vhodnim signalom (x[m]) v frekvencˇni domeni, torej s FFT
konvolucijo. Literatura navaja, da se hitrost digitalnega filtriranja bistveno pospesˇi s
FFT konvolucijo pri filtrih, daljˇsih od 60 vzorcev [7]. Ta podatek je sicer zelo odvisen
od uporabljenega procesorja, vendar je za zelo dolga jedra, kakor v tem primeru, bolj
verjetno, da bo filtriranje hitrejˇse, cˇe bo izvedeno v frekvencˇnem prostoru z metodo
prekrivanja z dodajanjem (ang. overlap-add), kot pa s konvolucijo v cˇasovni domeni.
50
Algoritem za odstranjevanje gradientnega artefakta
6.3 Sinteza visokoprepustnega filtra
Za AAS algoritem literatura priporocˇa uporabo visokoprepustnega filtra z mejno fre-
kvenco 1 Hz [18], da se pred povprecˇenjem odsekov v oknih odstrani nizˇjefrekvencˇno
vsebino signala, kot je na primer pocˇasno drsenje signala v amplitudi. Na sliki 6.2 v
poglavju 6.1 Algoritem za odstranjevanje gradientnega artefakta je obravnavan filter
oznacˇen kot gradnik ”Visokoprepustni filter fc = 1 Hz”.
Mejna frekvenca visokoprepustnega filtra mora biti enaka 1 Hz pri -6 dB magnitudi,
ker pa je to zelo blizu nicˇle, je potrebno poskrbeti, da bo prehodni pas zelo ozek,
in sicer nizˇji od 0,5 Hz. Kakor pri nizkoprepustnem filtru iz prejˇsnjega poglavja, je
tudi tu pomembno, da visokoprepustni filter ne zakasni izhodnega signala in bo zato
implementiran kot nekavzalni filter. Zaradi enostavnejˇse sinteze in robustnosti je bil v
ta namen izbran FIR filter.
Pri visokoprepustnem filtru je potrebno poskrbeti, da ne ustvari dodatnih popacˇenj
v signalu, ki so posledica valovanja v prepustnem pasu, in da v celoti odstrani fre-
kvencˇno vsebino v zapornem pasu. Za razliko od nizkoprepustnega filtra iz prejˇsnjega
podpoglavja je tokrat potrebno zagotoviti ozek prehodni pas. Za ta namen je bolj
primerno sinc jedro, pomnozˇeno s Hammingovim oknom, saj to predstavlja dopusten
kompromis med nizkim valovanjem in sˇirino prehodnega pasu, kot je razvidno iz slike
5.7. Z uporabo Blackmanovega okna bi lahko sicer zagotovili nizˇje valovanje, vendar bi
za ozek prehodni pas morali uporabiti bistveno daljˇse jedro filtra, kot ga potrebujemo
sicer. Hammingovo okno je definirano kot [25]:






, {m ∈ Z : 0 ≤ m ≤MHP − 1}. (6.16)
Jedro visokoprepustnega filtra, ki temelji na produktu sinc funkcije in funkcije okna iz
enacˇbe (6.16), se izracˇuna tako, da se produkt funkcij odsˇteje od Kroneckerjeve delta
funkcije (5.1):
hHP[m] = δ[m]− h0[m]w[m]. (6.17)
Visokoprepustne filtre lahko dodatno normaliziramo z zagotovitvijo, da je vrednost
amplitudnega odziva pri Nyquistovi frekvenci enaka 1. To se izvede tako, da se vse
koeficiente jedra deli z magnitudo frekvencˇnega odziva jedra (HHP[k]) pri Nyquistovi
frekvenci. Le-ta pripada vzorcu k = MHP
2
v frekvencˇni domeni jedra. Faktor normali-
zacije H[MHP
2





















Za slabljenje v prepustnem pasu (Az(dB)) smo izbrali enako vrednost kot pri nizko-
prepustnem filtru, in sicer -30 dB, saj gre za filtriranje podobnega signala. Z znanimi
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1. viˇsje liho sˇt.−−−−−−−−→ 13637.
(6.20)
Filtriranje s 13637 koeficientov dolgim jedrom bo zagotovo bistveno hitrejˇse s FFT
konvolucijo z metodo prekrivanja z dodajanjem (ang. overlap-add), kot s konvolucijo v
cˇasovni domeni. Amplitudni odziv visokoprepustnega filtra iz enacˇbe (6.19) z MHP =
13637 koeficienti je prikazan na sliki 6.4.
Slika 6.4: Frekvencˇni odziv visokoprepustnega filtra.
Iz amplitudnega odziva filtra na sliki 6.4 je razvidno, da je slabljenje v zapornem pasu
bistveno boljˇse kot izbrana zahteva, ravno tako je tudi sˇirina prehodnega pasu nizˇja od
najviˇsje dopustne vrednosti. Magnituda valovanja v prepustnem pasu pa znasˇa 0,031











Ta bi se na amplitudi filtriranega signala odrazˇal z viˇsjo vrednostjo od locˇljivosti ADC
(0,5 µV) sˇele pri magnitudah nad 140 µV. Kakor pri nizkoprepustnem filtru, je tudi
v tem primeru vrednost magnitude bistveno viˇsja od EEG signalov v interesu. Iz
prikazanih lastnosti filtra lahko zakljucˇimo, da je filter primeren za svoj namen. Glede
na to, da je sestavljen iz 13637 koeficientov, bo filtriran signal potrebno zamakniti v
cˇasu za 6818 vzorcev, kar znasˇa priblizˇno 1,36 s. Prav tako bo potrebno uposˇtevati, da
je prvih 6818 vzorcev signala v prehodnem obmocˇju filtra.
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6.4 Rezultati odstranitve gradientnega artefakta z
AAS algoritmom
Odstranjevanje gradientnega artefakta z AAS algoritmom je zelo agresiven postopek,
saj se iz signala odstrani artefakt, ki je nekaj velikostnih razredov viˇsji od signala, ki
nam je v interesu in katerega zˇelimo v cˇim viˇsji meri ohraniti nespremenjenega.
Ucˇinkovitost odstranitve GA iz EEG signala lahko analiziramo na vecˇ razlicˇnih nacˇinov.
Ustrezen nacˇin se dolocˇi na podlagi nadaljnjih analiz. Cˇe se bodo analize osredotocˇale
na signale v cˇasovnem prostoru, je potemtakem najprimerneje ucˇinkovitost algoritma
analizirati v cˇasovnem prostoru. Taksˇen primer je iskanje prisotnosti epilepticˇne ak-
tivnosti v EEG signalu. V primerih analiz, ki se osredotocˇajo na cˇasovno-frekvencˇne
analize, je ucˇinkovitost odstranitve artefakta primerneje ocenjevati v frekvencˇnem pro-
storu.
V poglavju bodo najprej predstavljene glavne lastnosti artefakta, katerim je potrebno
posvetiti vecˇ pozornosti med analizo rezultatov. Nato bo prikazan in podrobneje opisan
EEG signal, zajet v MR tomografu s socˇasnim snemanjem fMR slik pred in po odstra-
nitvi GA. Nazadnje bo opravljena analiza vpliva sˇtevila povprecˇenj na ucˇinkovitost
odstranitve GA. Ta bo potekala po principu analize 1, opisane v poglavju 4.4 Opis
zajetih podatkov, s primerjavo spektrov EEG signalov, zajetih socˇasno s fMR po iz-
vedbi AAS algoritma, in spektrov EEG signala, ki je bil zajet v MR tomografu brez
snemanja fMR slik.
6.4.1 Lastnosti gradientnega artefakta
Na sliki 6.5 je prikazana prva pomembna lastnost artefakta, njegova periodicˇnost.
Slika 6.5: Periodicˇnost GA v cˇasovnem in frekvencˇnem prostoru.
Na levem grafu na sliki 6.5 je prikazan cˇasovni odsek 1 sekunde EEG signala s prisotnim
GA, kjer je periodicˇnost zelo ocˇitna. Izmerjena perioda artefakta znasˇa 0,1428 s, kar
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lahko tudi potrdimo z uporabo enacˇbe (6.8) iz poglavja 6.1 Algoritem za odstranjevanje























Osnovna frekvenca zajema ene rezine (frezine) se v amplitudnem spektru na desnem
grafu slike 6.5 odrazˇa s harmoniki, ki imajo bistveno viˇsjo magnitudo kot mozˇganski
potenciali. Harmoniki so nazorneje vidni na sliki 6.6, kjer je prikazan odsek ampli-
tudnega spektra na frekvencˇnem obmocˇju, ki je pri EEG raziskavah najpogosteje v
interesu.
Slika 6.6: Harmoniki GA z osnovno frekvenco frezine.
6.4.2 Primerjava EEG signala pred in po odstranitvi GA
Sˇtevilo oken NAAS za povprecˇenje v algoritmu AAS je bilo po priporocˇilu avtorja nasta-
vljeno na 25 [14]. V prvem koraku analize ucˇinkovitosti algoritma smo najprej opravili
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vizualni pregled EKG signala, ki smo ga zajemali z dodatno EEG elektrodo, namesˇcˇeno
na hrbet udelezˇenca. Razlog, da smo za analizo izbrali EKG signal, je bil ta, da se
EKG signal odrazˇa z zelo mocˇnim in periodicˇnim signalom (QRS kompleksom), kar
olajˇsa pregled kvalitete odstranitve artefaktov, saj je v takem signalu lazˇje opaziti, ali
je med izvedbo algoritma priˇslo do popacˇenja signala v interesu.
Primerjava EKG signala, zajetega socˇasno s fMR brez odstranjenega GA (Xk), istega
EKG signala z odstranjenim GA (XGAk ) in signala, zajetega v MR tomografu brez
snemanja fMR slik (XMRk ), je prikazana na sliki 6.7.
Slika 6.7: Primerjava EKG signalov.
Iz vizualne analize signala, prikazanega na sliki 6.7, je ocˇitno, da je v signalu brez od-
stranjenega GA (Xk) zelo tezˇko identificirati QRS kompleks. Primerjava EKG signala
z odstranjenim GA (XGAk ) in signala iz cˇasa, ko ni potekalo snemanje fMR slik (X
MR
k ),
pa kazˇe, da so si QRS kompleksi zelo podobni. Edina ocˇitna razlika je v periodi QRS
kompleksa, saj je ta odvisna od frekvence srcˇnega utripa, ki je bila med locˇenimi sne-
manji najverjetneje razlicˇna. V primeru mozˇganskih odzivov na drazˇljaje (ang. evoked
potentials), ki se odrazˇajo z mnogo nizˇjimi amplitudami kot QRS kompleks, bi bila
identifikacija le-teh pred odstranitvijo GA sˇe toliko tezˇja oziroma nemogocˇa.
Slika 6.8 prikazuje primerjavo amplitudnih spektrov EEG signala pred (Xk) in po
odstranitvi GA (XGAk ).
Iz slike 6.8 je jasno razvidno, da AAS algoritem mocˇno oslabi vse harmonike gradien-
tnega artefakta.
Slika 6.9 prikazuje signal v enem EEG kanalu pred odstranitvijo (Xk) in po odstranitvi
GA (XGAk ) v cˇasovnem prostoru. Iz slike je razvidno, da EEG signal z odstranjenim
GA sledi signalu brez odstranitve.
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Slika 6.8: Primerjava signalov Xk in X
GA
k v frekvencˇnem prostoru.
Slika 6.9: Primerjava signalov Xk in X
GA
k .
6.4.3 Optimizacija vhodnega parametra NAAS
Nazadnje smo analizirali sˇe primerjavo amplitudnih spektrov signalovXGA inXMR. Iz
vsakega kanala k smo odstranili GA s 35 razlicˇnimi sˇtevili povprecˇenj (NAAS), in sicer za
vsako liho sˇtevilo od 1 do 70 posebej. Za signale brez zajema fMR (XMR) smo izracˇunali
amplitudni spekter in spektre povprecˇili preko 15 kanalov. Tako smo pridobili pov-
precˇni amplitudni spekter XMR[k]. Na neocˇiˇscˇenem EEG signalu (X) smo najprej
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izvedli AAS algoritem s 35 razlicˇnimi nastavitvami parametra NAAS. Nato smo za vsak
ocˇiˇscˇen signal (XGA) posebej izracˇunali amplitudne spektre na 15 kanalih in spektre
med seboj povprecˇili. S tem smo izracˇunali 35 razlicˇnih povprecˇnih spektrov XGA[k].
Za vsakega od 35 povprecˇnih amplitudnih spektrov XGA[k] smo izracˇunali kvadratni
koren aritmeticˇne sredine kvadratov razlike med spektroma XGA[k] in XMR[k] (ang.








Vrednost ∆RMSMR-GA smo izracˇunali za spektre na razlicˇnih frekvencˇnih obmocˇjih,
ki smo jih dolocˇili na podlagi frekvencˇnih pasov kjer se pogosto odrazˇajo specificˇne
mozˇganske oscilacije, povezane z raznimi funkcijami mozˇganov, in so v praksi pogosto
predmet raziskav. Pasove smo razdelili na
– δ-pas: 0.8 - 4 Hz,
– θ-pas: 4 - 8 Hz,
– α-pas: 8 - 12 Hz in
– β-pas: 12- 24 Hz [14].
Rezultat enacˇbe (6.24) za vsak frekvencˇni pas posebej je prikazan na sliki 6.10. Iz grafa
je ocˇitno, da je v vseh frekvencˇnih pasovih vrednost ∆RMS med spektri najviˇsja pri
nizkem sˇtevilu povprecˇenj (NAAS). Pri sˇtevilu povprecˇenj nad 20 se vrednost ∆RMS
ustali na obmocˇju med 30 in 50% in se z viˇsanjem sˇtevila povprecˇenj ne izboljˇsuje. Pri
analizi podatkov z MR slik smo ugotovili, da je bilo med zajemom analiziranih podatkov
prisotnih zelo malo premikov, ki bi lahko popacˇili signale in posledicˇno obliko GA med
eksperimentom. Majhna prisotnost premikov se je odrazila s tem, da je bila odstranitev
GA ucˇinkovita tudi pri visokem sˇtevilu povprecˇenj (nad 50), saj bi v nasprotnem
primeru pricˇakovali viˇsjo razliko med spektri pri visokih sˇtevilih povprecˇenj. Iz tega
lahko sklepamo, da je za robustno delovanje algoritma najprimerneje izbrati sˇtevila
povprecˇenj med 25 in 35, saj se tako omejimo le na najblizˇja okna v signalu in znizˇamo
verjetnost pojava popacˇenih signalov zaradi premikov. Rezultati se torej ujemajo s
priporocˇilom iz literature [14].
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Slika 6.10: Vrednost ∆RMSMR-GA v odvisnosti od sˇtevila povprecˇenj NAAS.
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7 Sistem in algoritem za odstranje-
vanje artefaktov zaradi premikov
V poglavju bosta opisana sistem in algoritem za odstranjevanje artefaktov v EEG
signalih zaradi premikov, ki so v glavnem posledica BCG in vibracij helijeve cˇrpalke
kriostata MR tomografa. Predstavljene bodo tudi osnove splosˇnega linearnega modela,
saj ta predstavlja glavni princip delovanja algoritma. Nazadnje je opisana analiza
ucˇinkovitosti algoritma s primerjavo EEG signalov brez in z odstranjenimi artefakti
zaradi premikov ter analiza optimalnih vrednosti vhodnih parametrov algoritma.
7.1 Sistem za zaznavanje premikov glave v magne-
tnem polju
Kot zˇe omenjeno v poglavju 3.3 MR artefakti, je bilo za odstranjevanje artefaktov,
ki so posledica premikov, v preteklosti objavljenih vecˇ razlicˇnih metod. Zaradi visoke
cˇasovne variabilnosti tovrstnih artefaktov je za ucˇinkovito odstranitev zelo priporocˇljivo
v eksperiment vkljucˇiti sistem za zaznavanje referencˇnih signalov, ki v cˇim viˇsji meri za-
jamejo artefakte. Leta 2015 so David F. Abbott in sodelavci [26] objavili prvi cˇlanek na
temo uporabe sistema zank iz ogljikovih vlaken za merjenje referencˇnih signalov (ang.
Carbon Wire Loops - CWL), pritrjenih na glavo udelezˇenca med socˇasnim snemanjem
EEG-fMR. CWL sistem in algoritem so zatem nadgradili Johan van der Meer in sode-
lavci leta 2016 [13] z uporabo dveh dodatnih zank, pritrjenih na vodnike, ki povezujejo
EEG kapo z ojacˇevalniki. Tak sistem smo uporabili tudi v nasˇem eksperimentu.
Slika 7.1 prikazuje postavitev sistema CWL na glavo in vodnike [13]. Vse zanke so
povezane z bipolarnim ojacˇevalnikom, ki ojacˇa napetost, inducirano v vsaki posamezni
zanki, in jo posreduje naprej v ADC. Signali iz zank se belezˇijo kot dodatni EEG
kanali za vsako zanko posebej. Sˇtiri zanke, ki so pritrjene na EEG kapo, belezˇijo v
glavnem inducirano napetost zaradi vibracij helijeve cˇrpalke in BCG, medtem ko drugi
dve zanki, ki sta pritrjena na vodnike, belezˇita izkljucˇno inducirano napetost, ki je
posledica vibracij helijeve cˇrpalke.
Vse zanke so med seboj identicˇne, zgrajene pa so, kot je prikazano na sliki 7.2.
Iz slike 7.2 je razvidno, da ima vsaka zanka radij 50 mm in posledicˇno povrsˇino enako
0,079 m2. Radij zanke je bil izbran na podlagi ocenjenih povrsˇin zank, ki jih tvorijo
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Slika 7.1: Postavitev CWL sistema.
Slika 7.2: Sestava zanke iz ogljikovih vlaken za zajem referencˇnih signalov.
posamicˇnimi pari EEG elektrod, in sicer 0,01 m2 [14]. Premer vodnikov je 1 mm,
zgrajeni pa so izkljucˇno iz ogljikovih vlaken, saj imajo ogljikova vlakna bistveno nizˇjo
interakcijo z magnetnim poljem kot kovinski prevodniki. Upornost ogljikovih vlaken
znasˇa 160 Ω
m
[13]. Oba predela vodnika, ki vodita od konektorjev do zank, sta sukana
en okoli drugega in ovita v termoskrcˇljivo cev.
Delovanje sistema temelji na modelu elektromagnetne indukcije, ki je bil izpeljan v
poglavjih 3.3.1 Teoreticˇni model MR artefaktov in 3.3.4 Artefakti zaradi vibracij. Na
sliki 7.2 je razlika napetosti med enim in drugim konektorjem oznacˇena z εCWL, njena
vrednost pa odrazˇa izkljucˇno inducirane napetosti zaradi premikov. Signali, ki jih
zanke zajemajo, so torej le inducirane napetosti zaradi sprememb magnetnega pretoka
oziroma posledica zajemanja fMR slik in premikov v magnetnem polju. Potemtakem
ne vsebujejo mozˇganskih potencialov, saj so le-ti od skalpa izolirani.
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7.2 Algoritem za odstranjevanje artefaktov zaradi
premikov
Tako za gradientni artefakt, kot tudi za artefakte, ki so posledica premikov, velja pred-
postavka, da je EEG signal linearna kombinacija mozˇganskih potencialov in artefaktov.
Referencˇni signali zajemajo izkljucˇno artefakte, in ne mozˇganske aktivnosti, zato pred-
postavljamo, da so artefakti v posameznih EEG kanalih linearna kombinacija linearno
transformiranih referencˇnih signalov iz CWL sistema.
Z uporabo linearne regresije lahko EEG signal iz posamicˇnega kanala prilezˇemo na
linearno kombinacijo vseh sˇestih referencˇnih signalov (regresorjev), s cˇimer izracˇunamo
model artefakta za vsak kanal posebej. Izracˇunani model ima najnizˇjo vsoto kvadratov
odstopanj med EEG signalom in linearno kombinacijo referencˇnih signalov. Model se
kasneje odsˇteje iz EEG signala, s cˇimer se iz signala odstrani artefakta, ki sta posledica
premikov, torej BCG in vibracijski artefakt. [13].
Algoritem temelji na metodi najmanjˇsih kvadratov za linearne sisteme [13], zato bo ta
podrobneje opisana.
7.2.1 Osnove linearnih problemov najmanjˇsih kvadratov
Za razlago metode linearnega problema najmanjˇsih kvadratov bomo izhajali iz sistema
M linearnih enacˇb z N neznankami, in sicer:
ym = β1xm1+β2xm2+ ...+βnxmn+ ...+βNxNm+ ϵm, {m ∈ Z : 1 ≤ m ≤M}, (7.1)
ki ga lahko matricˇno zapiˇsemo kot:
Y =Xβ + ϵ, (7.2)
kjer je β stolpicˇni vektor N neznank (dimenzij (M × 1)) oz. parametrov, X matrika
deterministicˇnih oz. opazljivih spremenljivk (dimenzij (M × N)), Y stolpicˇni vektor
odvisnih spremenljivk (dimenzij (N×1)) in ϵ stolpicˇni vektor sˇuma (dimenzij (N×1)).
Ker slednjega ne poznamo, lahko resˇitev aproksimiramo na sledecˇi nacˇin:
Yˆ =Xβˆ, (7.3)
iz cˇesar sledi:
ϵ = Y − Yˆ . (7.4)
V primeru dolocˇenega sistema, ko sta sˇtevilo neznank (N) in sˇtevilo enacˇb (M) enaka
(M = N), ima sistem enacˇb iz enacˇbe (7.3) resˇitev:
βˆ =X−1Y , (7.5)
kar predstavlja eksaktno resˇitev za dolocˇen sistem, kjer je vektor sˇuma ϵ enak nicˇ.
V primeru predolocˇenih sistemov, ko je sˇtevilo enacˇb viˇsje od sˇtevila neznank (M > N),
postane matrika koeficientov X nekvadratna, torej njena inverzna matrika (X−1) ne
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obstaja, zato posledicˇno enacˇba nima eksaktne resˇitve. Resˇitev taksˇnega linearnega
sistema enacˇb se lahko aproksimira z metodo najmanjˇsih kvadratov, s cˇimer zˇelimo
dosecˇi, da je norma vektorja odstopkov (||ϵ||2) med aproksimiranim modelom (Yˆ ) in
sistemom (Y ) najnizˇja. Izhodiˇscˇe za izpeljavo enacˇbe za aproksimacijo resˇitve je:
||ϵ||2 = ϵTϵ, (7.6)
kjer je ϵ enak:




ϵT = Y T − βˆTXT. (7.8)
Ko v enacˇbo (7.6) vstavimo enacˇbi (7.7) in (7.8), pridobimo:
||ϵ||2 = (Y −Xβˆ)(Y T − βˆTXT)
= Y TY − Y TXβˆ − βˆTXTY + βˆTXTXβˆ.
(7.9)
Enacˇbo (7.9) lahko nadalje poenostavimo z uposˇtevanjem dejstva, da sta cˇlena Y TXβˆ
in βˆ
T
XTY skalarja, zato lahko enega od njiju transponiramo, saj transponacija ska-
larjev ne spremeni. Cˇe transponiramo slednjega, postane ta enak:
(βˆ
T
XTY )T = Y TXβˆ, (7.10)
kar enacˇbo (7.9) poenostavi na:
||ϵ||2 = Y TY − 2Y TXβˆ + βˆTXTXβˆ. (7.11)











= −2XTY + 2XTXβˆ. (7.13)
Iz enacˇbe (7.13) lahko dokoncˇno izpeljemo vektor parametrov (βˆ) za aproksimativno
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kjer je cˇlen (XTX)−1XT enak Moore-Penrose psevdoinverzni matriki X+, ki je defi-
nirana kot [27]:
X+ = (XTX)−1XT. (7.15)





Resˇevanje predolocˇenega sistema linearnih enacˇb z metodo najmanjˇsih kvadratov pred-
stavlja ortogonalno projekcijo vektorja Y na podprostor R(X) [27], ki je definiran kot
stolpicˇni prostor (ang. column space) matrike X [27]. Ker pa so v nasˇem konkre-
tnem primeru stolpci matrike X regresorji, se z metodo najmanjˇsih kvadratov vektor
Y preslika na prostor regresorjev. To pomeni, da je resˇitev sistema linearna kombi-
nacija regresorjev, ki se vektorju Y najbolj prilega. V enacˇbi (7.16) predstavlja cˇlen
X(XTX)−1XT projekcijsko matriko na stolpicˇni prostor matrike X (PR(X)), ki ima
dimenzije (M ×M).
Prostor, v katerem je upodobljen vektor Y z dimenzijami (M×1), jeM -dimenzionalen
(RM). Stolpicˇni prostor matrikeX pa ima dimenzije, enake sˇtevilu linearno neodvisnih
stolpcev (Ni) v matriki (rang matrike) [27], in je zato Ni-dimenzionalen (RNi).
V primerih, ki vkljucˇujejo najvecˇ tridimenzionalni prostor, lahko princip metode naj-
manjˇsih kvadratov upodobimo graficˇno. Slika 7.3 prikazuje primer ortogonalne presli-
kave tocˇke, ki je definirana z vektorjem Y , na podprostor, ki je definiran z linearno
ogrinjacˇo (ang. linear span) stolpicˇnih vektorjev matrike X. Tocˇka v vektorju Y se
nahaja v tridimenzionalnem prostoru (R3), saj ima vektor 3 vrstice, prostor regresor-
jev (R(X)) pa je definiran z dvema linearno neodvisnima trivrsticˇnima vektorjema
(stolpcema matrike X), torej njuna linearna ogrinjacˇa tvori ravnino (R2) v tridimen-
zionalnem prostoru. Iz slike je razvidno, da se projicirani vektor Yˆ lahko popiˇse z
linearno kombinacijo stolpicˇnih vektorjev matrike X.
7.2.2 Aplikacija metode najmanjˇsih kvadratov na odstranje-
vanje artefaktov s CWL
V prejˇsnjem podpoglavju je bila podrobneje opisana metoda najmanjˇsih kvadratov za
resˇevaje predolocˇenih sistemov linearnih enacˇb. V primeru odstranjevanja artefaktov z
uporabo referencˇnih signalov iz sistema CWL se z metodo najmanjˇsih kvadratov lahko
izracˇuna signal, ki je linearna kombinacija referencˇnih signalov in se z EEG signalom
v posamicˇnem kanalu najbolj ujema.
V tem primeru predstavlja vektor Y EEG signal v enem kanalu in matrika X vse
regresorske signale iz CWL sistema. Resˇitev sistema je linearna kombinacija vseh
regresorskih signalov (stolpcev v matriki X).
Nasˇ cilj je iz signala Y odstraniti linearno aproksimiran signal artefaktov na enem
kanalu (Yˆ ), zato da se tega lahko enostavno odsˇteje iz signala Y . Odstopek (ϵ)
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Slika 7.3: Graficˇna upodobitev metode najmanjˇsih kvadratov.
oziroma razlika med Y in Yˆ prestavlja EEG signal z odstranjeno linearno kombinacijo
regresorjev (Yˆ ).
Za nazornejˇsi opis delovanja algoritma in konsistenco lahko simbole v enacˇbi linearnega
modela (7.16) zamenjamo na sledecˇi nacˇin:
– vektor aproksimiranih odvisnih spremenljivk oz. prilegajocˇi se EEG signal na prostor
regresorjev, Yˆ = RwFm ,
– vektor odvisnih spremenljivk linearne enacˇbe oz. EEG signal na enem kanalu, Y =
Xwm in
– matrika deterministicˇnih spremenljivk oz. matrika regresorjev iz CWL sistema,X =
Rdwm .
Razlog za izbiro podpisov in nadpisov v zgornjem seznamu bo natancˇneje opredeljen
v naslednjem poglavju, saj bodo pred izvedbo same linearne regresije EEG signali in
signali regresorjev prestali sˇtevilne matematicˇne operacije, po katerih se bo simbolom
dodajalo razne podpise in nadpise.
Prilegajocˇi se EEG signal na prostor regresorjev oziroma linearna kombinacija regre-








Sistem in algoritem za odstranjevanje artefaktov zaradi premikov
7.2.3 Potek CWL algoritma
Algoritem za regresivno odstranjevanje artefaktov zaradi premikov (v nadaljevanju
CWL algoritem) se izvaja za vsak EEG kanal posebej. Predhodno je potrebno signa-
lom iz vseh EEG in CWL kanalov (Xk in Rl) odstraniti gradientni artefakt z AAS
algoritmom, ki je bil opisan v poglavju 6 Algoritem za odstranjevanje gradientnega
artefakta. Avtor algoritma za regresivno odstranjevanje artefaktov s CWL sistemom
navaja, da je za ucˇinkovito odstranitev artefaktov potrebno izvesti linearno regresijo
na krajˇsih odsekih EEG signala [13]. Najbolj optimalna dolzˇina odsekov je odvisna od
razlicˇnih faktorjev, kot sta na primer vrsta MR tomografa in EEG sistema. Iz tega
razloga je dolzˇina odsekov (NCWL) vhodni parameter algoritma. Najpomembnejˇsa in-
formacija pri izbiri primerne dolzˇine odsekov je, da mora en odsek v celoti zajeti vsaj en
cikel BCG artefakta [13], ki je pri povprecˇnem cˇlovesˇkem srcˇnem utripu v mirovanju (60
udarcev na minuto) dolg priblizˇno 1 sekundo. Krajˇsi odseki bi sicer natancˇneje zajeli
artefakte zaradi vibracij [13], ki se pri vecˇini MR tomografov odrazˇajo na frekvencˇnem
obmocˇju nad 30 Hz, vendar bi zajeli manj BCG artefakta. Ustrezna dolocˇitev dolzˇine
odsekov (NCWL) zato predstavlja kompromis med ucˇinkovitostjo odstranitve artefak-
tov zaradi vibracij in ucˇinkovitostjo odstranitve BCG artefakta [13]. Literatura navaja
4 sekunde dolge odseke kot dobro izhodiˇscˇe [13], saj je pri nizˇjih frekvencah srcˇnega
utripa lahko BCG artefakt bistveno daljˇsi od 1 sekunde.
V prvem koraku se glede na informacijo o dolzˇini odsekov, na katerih se bo izvajala
linearna regresija (NCWL), in informacijo o celotnem sˇtevilu vzorcev v EEG in CWL
kanalih (T ) izracˇuna okna sm, ki dolocˇajo posamicˇne odseke. Eno okno je definirano
kot:
sm[m] = cx, {x ∈ Z : ∆s(m− 1) + 1 ≤ x ≤ ∆s(m− 1) +NCWL}
= [(∆s(m− 1) + 1)..(∆s(m− 1) +NCWL)],
(7.18)
kjer je ∆s korak oziroma sˇtevilo vzorcev med zacˇetnimi robnimi indeksi sosednjih oken,





Sˇtevilo vseh oken, na katere se bo razdelilo signal, je enako:
M = 2⌊ T
NCWL
⌋. (7.20)
Nato se iz EEG signala XGAk izrezˇe prvi odsek na obmocˇju okna sm in se ga pomnozˇi
z NCWL vzorcev dolgim Hannovim oknom, ki je dolocˇeno s funkcijo [25]:
wH[n] = 0,5
(
1− cos (2π n
N
))
, 0 ≤ n ≤ N. (7.21)
Pozicija oken za izrez signala je dolocˇena tako, da se okna med seboj prekrivajo, kot
je prikazano na sliki 7.4. Graf zgoraj desno prikazuje, da je pri ustreznem prekrivanju
vsota Hannovih oken na posamicˇnih odsekih signala enaka 1, kar pomeni, da se v
sesˇtevku odsekov, ki so bili predhodno pomnozˇeni s Hannovim oknom, iznicˇi vpliv
mnozˇenja z oknom. Mnozˇenje s Hannovim oknom sluzˇi le za zviˇsanje ucˇinkovitosti
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Slika 7.4: Prikaz produktov odsekov signala s Hannovim oknom wH[n].
linearne regresije, ki se izvede za vsak odsek Xwm posebej. Da se zagotovi, da bo vsota
prekritih Hannovih oken enaka 1, mora biti dolzˇina oken (NCWL) liho sˇtevilo.
Artefakt, ki ga povzrocˇajo vibracije helijeve cˇrpalke, sˇe toliko bolj pa BCG artefakt,
se na razlicˇnih kanalih odrazˇata z razlicˇnimi cˇasovnimi zamiki [13]. Na sliki 7.5 je
prikazan primer cˇasovne zakasnitve (∆T ) med pojavom QRS kompleksa v EKG signalu
in pojavom BCG artefakta. V prikazanem primeru ta znasˇa 100 ms.
Slika 7.5: Cˇasovna zakasnitev med BCG artefaktom in QRS kompleksom.
Cˇasovna zakasnitev med QRS kompleksom in BCG artefaktom se med kanali lahko
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razlikuje, iz tega razloga je potrebno signale v matriki regresorjev (Rm) razsˇiriti s
cˇasovno zamaknjeni kopijami signalov vsakega CWL signala posebej. Pred samim
kodiranjem zamikov regresorjev se iz vseh kanalov v regresorski matriki (R) izlocˇi le
odseke, ki so dolocˇeni z oknom sm, vendar se teh sˇe ne pomnozˇi s Hannovim oknom.
Pri kodiranju zamikov je vsak signal regresorja skopiran in zamaknjen za en vzorec vse
od −Dmax do Dmax vzorcev. Slika 7.6 prikazuje primer kodiranja zamikov pri Dmax = 2
na matriki z dvema enostavnima signaloma z 12 vzorci.
Slika 7.6: Primer kodiranja zamikov.
Matrika regresorjev z L regresorji po izvedbi kodiranja zamikov (Rdm) vsebuje L(1 +
2Dmax) regresorjev. Parameter Dmax ima mocˇan vpliv na ucˇinkovitost algoritma za
odstranjevanje artefaktov in je zato vhodni parameter v algoritem. Prenizko sˇtevilo
cˇasovno zamaknjenih kopij regresorjev se odrazˇa z nizˇjo stopnjo odstranitve artefaktov
[13], pri previsokem sˇtevilu pa lahko pride do premocˇne odstranitve oziroma previsokega
prileganja signala (ang. overfitting) [13].
Po kodiranju zamikov se vsak signal v matriki Rdm pomnozˇi s Hannovim oknom iz
enacˇbe (7.21). Razsˇirjena matrika regresorjev, pomnozˇenih s Hannovim oknom (Rdwm ),
dolocˇa prostor regresorjev, na katerega zˇelimo ortogonalno projicirati signal Xwm z
uporabo enacˇbe (7.17). Ta postopek se nato na posamicˇnem kanalu k ponovi za vsa
okna m ter kumulativno priˇsteva v vektor RF, ki po izvedbi algoritma na vseh oknih
v kanalu k vsebuje le vsoto linearnih kombinacij vseh regresorjev v matrikah Rdwm , ki
se signalu Xwm najbolj prilegajo. Ta signal se nato odsˇteje iz EEG signala na kanalu k
(Xk), s cˇimer se iz kanala odstrani artefakte, ki so posledica premikov. Tako se pridobi
ocˇiˇscˇen signal XCWLk . Nazadnje se celoten postopek ponovi za vsak EEG kanal k.
Potek CWL algoritma je prikazan na sliki 7.7.
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Slika 7.7: Potek CWL algoritma.
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7.3 Rezultati odstranitve artefaktov zaradi premi-
kov
V analizi ucˇinkovitosti odstranitve artefaktov zaradi premikov bo najprej opravljena
primerjava EEG signala pred in po odstranitvi artefaktov. Nato sledita opis in prikaz
rezultatov metode za dolocˇitev optimalnega vhodnega parametra najviˇsjega cˇasovnega
zamika (Dmax). Ta se bo osredotocˇala na primerjavo EEG signalov, zajetih v MR tomo-
grafu brez snemanja fMR slik, in EEG signalov, zajetih izven sobe z MR tomografom.
7.3.1 Primerjava EEG signala pred in po odstranitvi artefak-
tov zaradi premikov
Vhodni matriki v CWL algoritem sta bili:
– matrika z EEG signali iz MR tomografa v cˇasu brez snemanja fMR slik v mirovnem
stanju z zaprtimi ocˇmi (XMR) in
– matrika sˇestih regresorskih signalov iz CWL sistema sˇestih zank (R).
Vsi signali iz vhodnih matrik so bili predhodno nizkoprepustno filtrirani (fc pri -6 dB
= 125Hz) in decimirani na frekvenco vzorcˇenja 500 Hz, zato da so se njihove lastnosti
ujemale s tistimi, ki bi jih imeli signali po izvedbi AAS algoritma.
Vhodna parametra pa sta bila:
– najviˇsja vrednost cˇasovne zakasnitve regresorjev pri kodiranju zamikov:
Dmax = ⌊(0,021 s)(500 Hz)⌋ = 10 in
– sˇtevilo vzorcev v oknu za izvedbo linearne regresije:
NCWL = (4 s)(500 Hz) = 2000
1. viˇsje liho sˇt.−−−−−−−−→ 2001.
Obe vrednosti vhodnih parametrov sta bili izbrani na podlagi priporocˇila iz literature
[13].
Na sliki 7.8 je prikazan EEG signal, ki je bil zajet v cˇasu mirovanja z zaprtimi ocˇmi
v MR tomografu brez snemanja fMR slik, pred (XMRk ) in po izvedbi algoritma CWL
(XCWLk ). Slika 7.9 prikazuje oba signala v frekvencˇnem prostoru.
Iz slike 7.8 je razvidno, da je bil iz signala v visoki meri odstranjen artefakt zaradi
vibracij helijeve cˇrpalke. V odseku signala je prisoten tudi pojav mozˇganskega valova-
nja α, ki se najpogosteje pojavlja v budnem stanju z zaprtimi ocˇmi. Ta se odrazˇa s
frekvenco med 8 in 12 Hz [14] in viˇsjo amplitudo od povprecˇne amplitude mozˇganske
aktivnosti v budnem stanju, zato se identifikacija njegove prisotnosti pogosto uporablja
kot metoda za analizo ucˇinkovitosti raznih algoritmov za filtriranje EEG signalov [13].
Iz amplitudnega spektra na sliki 7.9 se prav tako opazi, da je bil artefakt zaradi vibracij
helijeve cˇrpalke uspesˇno odstranjen iz frekvencˇnega obmocˇja med 40 in 60 Hz ter nad
80 Hz. Nizˇja magnituda v frekvencˇnem pasu pod 10 Hz pa je povezana z odstranitvijo
BCG artefakta, ki je nazorneje prikazana na sliki 7.10.
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Slika 7.8: Primerjava signalov XMRk in X
CWL
k v cˇasovnem prostoru.
Slika 7.9: Primerjava signalov XMRk in X
CWL
k v frekvencˇnem prostoru.
7.3.2 Optimizacija vhodnega parametra Dmax
Za optimizacijo algoritma je bila, podobno kot v poglavju 6.4 Rezultati odstranitve
gradientnega artefakta z AAS algoritmom, izvedena primerjava povprecˇnih amplitu-
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Slika 7.10: Primerjava signalov XMRk in X
CWL
k in prikaz odstranitve BCG.
dnih spektrov med signalom, zajetim v MR brez snemanja fMR slik po izvedbi CWL
algoritma z razlicˇnimi vrednostmi vhodnega parametra Dmax (X
CWL
k ), in signalom,
zajetim izven sobe z MR tomografom (XZk). Amplitudne spektre smo povprecˇili preko
vseh EEG kanalov ter pri izracˇunu razlike kvadratnega korena aritmeticˇne sredine kva-
dratov med spektroma (∆RMS) uposˇtevali le odsek spektrov na obmocˇju med 0 in








Slika 7.11 prikazuje ∆RMSZ-CWL vrednost v odvisnosti od najviˇsjega cˇasovnega zamika
regresorjev (Dmax) (prikazan v sekundah in ne vzorcih).
Iz slike 7.11 je razvidno, da ima vrednost Dmax visok vpliv na ucˇinkovitost algoritma.
Ta se bistveno poslabsˇa pri previsokih vrednosti Dmax, saj zaradi presˇiroke matrike
regresorjev (RwFm ) pride do previsokega prileganja, s cˇimer se pri odsˇtevanju linearne
kombinacije signalov iz razsˇirjene matrike regresorjev (RwFm ) iz EEG kanala odstrani
prevecˇ signala v interesu (ang. overfitting). V nasˇem primeru znasˇa najnizˇja vrednost
∆RMSZ-CWL 66 %, ko je Dmax enak 0,066 s, kar se ne ujema z 0,021 s dolgim cˇasovnim
zamikom, ki ga priporocˇa literatura [13]. Najverjetnejˇsi vzrok za razliko je uporaba
razlicˇnih sistemov med izvedbo eksperimenta.
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Slika 7.11: Vrednost ∆RMSZ-CWL v odvisnosti od Dmax.
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8 Zakljucˇki
V delu smo najprej predstavili elektrofiziolosˇke osnove mozˇganske aktivnosti. Sledil
je temeljit opis merilne verige elektroencefalografa (EEG), nekaj osnov o snemanju
mozˇganske aktivnosti z uporabo funkcijske magnetne resonance (fMR) in opis razlogov
ter omejitev za izvedbo eksperimentov s socˇasnim snemanjem EEG in fMR.
Opredelili in opisali smo vse pomembnejˇse vrste artefaktov, ki se pojavljajo v EEG
signalih, ob cˇemer smo najvecˇ poudarka namenili artefaktom, ki so posledica prisotnosti
magnetnega polja MR tomografa. Sledila je zasnova eksperimenta, s katerim smo zajeli
EEG signale pri razlicˇnih pogojih. Na teh smo kasneje analizirali ucˇinkovitost razvitih
metod za odstranjevanje artefaktov, ki so posledica socˇasne uporabe MR tomografa.
V jedru naloge smo podrobno opisali osnove in postopek sinteze digitalnih filtrov.
Za viˇsjo robustnost postopka smo za vse namene izbrali filtre s koncˇnim impulznim
odzivom (FIR), saj so ti, ne glede ne vhodne parametre ali signale, vedno stabilni.
Nato smo predstavili algoritem za odstranjevanje gradientnega artefakta (AAS algori-
tem). Ta je bil izpeljan iz literature in nadgrajen z zdruzˇitvijo metod razlicˇnih avtorjev.
Z novim nacˇinom izbire najustreznejˇsih oken za povprecˇenje smo poviˇsali ucˇinkovitost
in robustnost algoritma. Ucˇinkovitost algoritma smo analizirali s primerjavo signa-
lov pred in po odstranitvi gradientnega artefakta v cˇasovni in frekvencˇni domeni. Pri
odstranitvi smo zˇeleli dosecˇi cˇim viˇsjo odstranitev frekvencˇne vsebine gradientnega ar-
tefakta pri frekvencah harmonikov osnovne frekvence zajema fMR slik. Nazadnje je bila
opravljena sˇe analiza, s katero smo zˇeleli oceniti optimalno vrednost sˇtevila povprecˇenj
(NAAS). Pokazali smo, da se z viˇsanjem sˇtevila povprecˇenj ucˇinkovitost odstranitve
artefakta izboljˇsuje le do dolocˇene tocˇke, pri kateri se nato ucˇinkovitost ustali. Za viˇsjo
robustnost algoritma, tudi v primerih, ko pride med snemanjem do premikov glave,
smo na podlagi analize dolocˇili najprimernejˇso vrednost sˇtevila povprecˇenj. Izkazalo
se je, da je bila odstranitev artefakta najucˇinkovitejˇsa pri sˇtevilu povprecˇenj med 25
in 35, kar se je tudi ujemalo s priporocˇili iz literature. AAS algoritem bi lahko nadalje
nadgradili z implementacijo funkcije, ki bi pri izbiri oken za povprecˇenje uposˇtevala in-
formacijo o premikih glave, to pa je mozˇno razbrati s fMR slik. Funkcija bi na podlagi
te informacije izlocˇila okna iz obdobij, v katerih je bil zaznan premik.
Sledila sta opis sistema za zajem induciranih referencˇnih signalov, ki so posledica pre-
mikov v magnetnem polju MR tomografa, in opis algoritma za odstranjevanje tovrstnih
artefaktov (CWL algoritem). Ta temelji na linearni regresiji, in sicer prileganju EEG
signala na prostor referencˇnih signalov (regresorjev). Z analizo ucˇinkovitosti algoritma
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smo pokazali, da smo s CWL algoritmom uspesˇno odstranili vecˇino artefaktov zaradi
premikov in tako olajˇsali identifikacijo dolocˇenih mozˇganskih odzivov, kot je na primer
valovanje α. Nazadnje smo ocenili optimalno vrednost najviˇsjega cˇasovnega zamika
signalov (Dmax), pri kateri se je amplitudni spekter ocˇiˇscˇenega signala najbolj ujemal s
spektrom EEG signala, ki je bil zajet izven sobe z MR tomografom. Izkazalo se je, da
je bila odstranitev artefaktov pri prenizkih vrednostih parametra Dmax (Dmax < 0,02 s)
neucˇinkovita, medtem ko je pri previsokih vrednostih parametra (Dmax > 0,15 s) priˇslo
do premocˇne odstranitve, torej do izgube signala v interesu. Algoritem bi lahko nadalje
nadgradili z implementacijo metode, ki bi prilagajala dolzˇino oken glede na razmerje
med mocˇjo artefaktov zaradi vibracij in mocˇjo BCG artefakta.
V nalogi smo predstavili postopek za preprocesiranje surovih EEG signalov, zajetih
socˇasno s fMR. Postopek smo optimizirali do te mere, da je primeren za sˇirsˇe podrocˇje
raziskav v nevroznanosti. Razvili smo robusten in enostaven postopek, katerega zˇelimo
implementirati v odprtokodni paket za preprocesiranje in analizo EEG podatkov pri
socˇasnem snemanju s fMR.
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