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Type-II Weyl semimetals are characterized by the tilted linear dispersion in the low-energy excitations, mim-
icking Weyl fermions but with manifest violation of the Lorentz invariance, which has intriguing quantum
transport properties. The magnetoconductivity of type-II Weyl semimetals is investigated numerically based on
lattice models in parallel electric and magnetic field. We show that in the high-field regime, the sign of the mag-
netoconductivity of an inversion-symmetry-breaking type-II Weyl semimetals depends on the direction of the
magnetic field, whereas in the weak field regime, positive magnetoconductivity is always obtained regardless of
magnetic field direction. We find that the weak localization is sensitive to the spatial extent of impurity poten-
tial. In time-reversal symmetry breaking type-II Weyl semimetals, the system displays either positive or negative
magnetoconductivity along the direction of band tilting, owing to the associated effect of group velocity, Berry
curvature and the magnetic field.
I. INTRODUCTION
A Weyl semimetal [1–9] hosts linear energy dispersions
through the Weyl points in the electronic band structure and
displays interesting quantum properties, such as Fermi-arc
surface states and the chiral anomaly [10–12]. As a manifes-
tation of the chiral anomaly associated with a Weyl Fermion,
positive magnetoconductivity [13] has been observed in Weyl
semimetals [14–16]. Recently, type-II Weyl semimetals were
theoretically proposed and soon realized in experiments [17–
22]. Unlike the usual, or type-I, Weyl semimetals, the linear
band dispersion near a Weyl node in type-II Weyl semimet-
als is significantly tilted, so that the Fermi surface encloses
both electron and hole pockets. It is therefore important to
examine the consequence of tilted Weyl-type dispersion from
a microscopic viewpoint in order to understand the extraordi-
nary properties of type-II Weyl semimetals [23–25]. An aim
of the present work is to investigate theoretically the transport
properties of type-II Weyl semimetals based on tight-binding
models, with which the full extent of the band tilting in the k-
space can be accessed. Both inversion-breaking type-II Weyl
semimetals and time-reversal-breaking type-II Weyl semimet-
als are addressed in our calculations.
Indeed, as a result of the tilted dispersion, the chiral
anomaly and likewise the positive magnetoconductivity are
believed to be absent in some directions [17, 23–25]. It is also
intriguing to notice that the observed magnetoconductivity in
type-II Weyl semimetals [26, 27] shows both direction- as
well as sample-dependences. Evidently, this suggests that the
nature of impurity and localization also play crucial roles in
the transport properties of type-II Weyl semimetals, which is
also the case for type-I Weyl semimetals [28, 29]. For type-II
Weyl semimetals, the previous theoretical analyses are mainly
based on the semi-classical Boltzmann approach [17, 30]. De-
tailed analyses on the quantum transport and the effects of the
impurity potential are still lacking. Therefore, a second aim
∗ jfeng11@pku.edu.cn
of this work is then to systematically investigate the conduc-
tivity of type-II Weyl semimetals under magnetic field, com-
bining a quantum mechanical linear-response theory based on
the Kubo formula and a semi-classical approach based on the
Boltzmann equation. In this approach, the effects of the range
of impurity potentials and the quantum mechanical interfer-
ence in the transport can be quantitatively analyzed with the
tight-binding models.
We show that the Drude magnetoconductivity of the
inversion-breaking type-II Weyl semimetals is positive in the
weak magnetic field limit, while in the high field regime its
sign is dependent on the magnetic field direction. These
results are consistent with the recent experiments on WTe2
[26, 27], and may also be justified theoretically. The quantum
correction to the magnetoconductivity is found to be negative
due to weak localization effect [31, 32], and its magnitude
decreases with an increasing magnetic field, indicating the
suppression of weak localization. In particular, we demon-
strate that the weak localization in type-II Weyl semimetals
decreases with increasing spatial extent of impurity potential.
Finally, a tight-binding model without time-reversal symme-
try is analyzed. We find that the magnetoconductivity can
be either positive or negative along the band tilting direc-
tion, which depends on the combined effect of group velocity,
Berry curvature and the direction of the magnetic field.
The paper is organized as follows. Section II demonstrates
the magnetoconductivity of the inversion-breaking type-II
Weyl semimetals, where the chiral anomaly and quantum os-
cillations are discussed. This is followed by an analysis of
the quantum correction to magnetoconductivity in Section III.
The magnetoconductivity of the time-reversal breaking type-
II Weyl semimetals is studied in Section IV. The key results
are summarized with an outlook is presented in Section V.
II. DRUDE CONDUCTIVITY OF INVERSION-BREAKING
TYPE-II WEYL SEMIMETALS
Model and methods.— When either inversion or time-
reversal symmetry is broken, a Dirac node can be split into a
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2FIG. 1. Fermi surfaces and band structures of the inversion-breaking
model with parameters tx = t/2, m = 2t, γ = 2.4t, t = 0.1 eV,
k0 = pi/2 in Eq. (1) and lattice constant a0 = 6 Å. Fermi surfaces
with EF = 0 eV projected to (a) kx − kz plane and (b) kx − ky plane.
(c) Band structures with ky = 0. The Weyl points are enclosed by red
circles. (d) Energy spectrum through the Weyl nodes plotted along
kz direction (as the dashed line in (a)).
pair of Weyl nodes that carry opposite chiralities [33]. In this
Section, we analyze the Drude conductivity of type-II Weyl
fermions based on a minimal tight-binding model, which
breaks inversion symmetry but keeps time-reversal symmetry
[34]. The two-band Hamiltonian without a magnetic field is
given by
H = c†
kα
hiσiαβckβ, (1)
in which i = 0, 1, 2, 3 and repeated indices are summed over.
Here, σ0 is 2 × 2 order identity matrix and σ1, σ2, σ3 are
Pauli matrices. c†
kα(β) creates an electron with momentum k
in orbital α(β). And
h0 = γ(cos2kx − cosk0)(coskz − cosk0),
h1 = −m(1 − cos2kz − cosky) − 2tx(coskx − cosk0),
h2 = −2tsinky, h3 = −2tcoskz.
(2)
The Fermi surfaces of EF = 0 eV and the band structures
are shown in Fig. 1. At the Fermi level, there are four
electron-hole pockets corresponding to the four Weyl nodes
at (±k0, 0,±k0), with k0 = pi/2 in our calculations. Mean-
while, it is seen that there exist trivial Fermi pockets near
(0, 0, 0), (0, 0, pi), (pi, pi, 0), and (pi, pi, pi), which are far away
from the Weyl nodes. The dispersion of the Weyl node is tilted
along the z-direction, as depicted in Fig. 1 (d).
The modification of hopping amplitude by the presence of
impurities on sites Ri can be modeled by
H′ =
∑
R,Ri,α
V(R −Ri)c†RαcRα, (3)
FIG. 2. Drude conductivity under high magnetic field with B ∥ E.
σzz and σxx stand for the conductivity along z- and x-direction, re-
spectively. The red curve is the fitted result by αB2 with α =
4.046 × 10−5. σzz(τ0) and σxx(τ0) are obtained with fixed relaxation
time τ0, σ0 is the conductivity under zero magnetic field. Inset shows
the conductivity under relatively weak magnetic field using the semi-
classical Boltzmann equation.
where V(R − Ri) stands for the impurity potential at site R
produced by the impurity siteRi. In this Section, short-ranged
impurity potential V(R −Ri) = uδR,Ri is employed. In Sec-
tion III, V(R − R′) with finite spatial extent will be exam-
ined. The impurity sites are assumed to be randomly and
uniformly distributed on the lattice, with a concentration n.
The self-consistent Born approximation is used to compute
electron lifetimes. Subsequently, the Kubo formula will be
used to calculate the Drude conductivity, in which the mag-
netic field enters into the Hamiltonian in Eq. (1) via the stan-
dard Peierls substitution. In the weak magnetic field limit,
the semi-classical Boltzmann equation is used in place of the
Kubo formula, as the magnetic supercells required by the
Peierls substitution become excessively large. Further details
of the model and the computational method can be found in
Appendix A.
Drude Conductivity along x/z direction.— For the model
under scrutiny the band dispersion across the Weyl nodes
along the z-direction (tilting direction) is intrinsically differ-
ent from that along the x-direction. Correspondingly, the
responses of conductivity to magnetic field along x- and z-
direction are expected to be distinct. The magnetic field to
be considered takes the form B = (Bx, 0, Bz) with Bx = 0
or Bz = 0 corresponding to magnetic field along z- and x-
direction respectively. The corresponding vector potential
A = (−yBz, 0, yBx) breaks translational symmetry along y-
direction, which is taken into account by the Peierls substitu-
tion implemented with a 1 × Ly × 1 magnetic supercell. Ly is
related to the magnetic field by Ly = 2pi/B. The calculated
Drude conductivity always decreases with increasing B when
the magnetic field B is perpendicular to the electric field E,
owing to the deflection of electron trajectories by the Lorentz
force. We shall thus focus on the case B ∥ E in this work.
The computed conductivity in this geometry of external fields
is plotted as a function of B in Fig. 2 with u2n = 0.002 eV2 and
EF = 0 eV. The conductivity along z-direction, σzz, increases
3with increasing B in an oscillatory fashion. If we ignore the
oscillations in σzz, the calculated positive magnetoconductiv-
ity along z-direction displays a quadratic dependence on B
with αB2, as indicated by the red curve in Fig. 2. This is
expected for magnetoconductivity induced by chiral anomaly.
It is noted that this positive magnetoconductivity from chiral
anomaly is unaffected by the trivial Fermi pockets. In con-
trast to the case of σzz, the conductivity along x-direction σxx
decreases with increasing B when 25 T < B < 75 T. In the
relatively weak field limit the magnetoconductivity, obtained
using the semi-classical Boltzmann equation, appears to be
positive in both x- and z-direction, as displayed in the inset of
Fig. 2. We have also examined the case when the Fermi level
deviates slightly from half-filling, and found that the magne-
toconductivity is qualitatively similar to the half-filling case
(EF = 0 eV), as described above.
It has been demonstrated with a semi-classical approach
that the chiral anomaly of type-I Weyl fermions can lead to a
positive magnetoconductivity quadratic in B in the presence of
parallel electric and magnetic fields[13]. In contrast to type-I
Weyl fermions, the general trend of the magnetoconductiv-
ity of type-II Weyl fermions is separated into two regimes,
as indicated by our calculations. In the quantum regime (high
field), the chiral anomaly induced positive magnetoconductiv-
ity emerges only if the discrete Landau levels are formed un-
der the given magnetic field. However, in the low-field regime
the positive magnetoconductivity is shown to exist when B
is along any arbitrary direction based on the Boltzmann ap-
proach, as shown in the inset of Fig. 2. These two different
behaviors provide a microscopic reconciliation of two trans-
port experiments in WTe2, where our calculated σzz and σxx
in high field (B > 25 T) and weak field limit conform to the
two regimes, respectively[26, 27, 30].
Shubnikov-de Haas oscillations.— The oscillations in σzz
shown in Fig. 2 is attributable to the Shubnikov-de Haas (SdH)
oscillations arising from the oscillation of relaxation time,
which in turn reflects the oscillation of spectra as the magnetic
field increases. A confirmation can be obtained by computing
the magnetoconductivity with the relaxation time fixed to the
value τ0 under zero magnetic field instead of that derived from
the self-consistent Born approximation with actual magnetic
field. The results indicate that σzz(τ0) increases without any
obvious oscillations as B increases. In order to focus on the
oscillations, we remove the effect of chiral anomaly by con-
sidering a relative conductivity (σzz − σzz(τ0))/σ0zz, where σ0zz
is the conductivity under B = 0. The relative conductivity is
presented as a function of 1/B in Fig. 3 (a). According to the
Lifshitz-Kosevich formula [35], the conductivity with oscilla-
tions is periodic on 1/B with a relation of cos(2pi(F/B + φ)),
where F is the frequency and φ is the phase shift. However,
the calculated oscillations do not exhibit single periodicity to
be fitted with the Lifshitz-Kosevich formula, possibly due to
the complicated Fermi surfaces as shown in Fig. 3 (b). Indeed,
the experiments have observed the SdH oscillations with mul-
tiple frequencies in Weyl semimetals hosting multiple Fermi
pockets [15, 36, 37].
Furthermore, it is seen that the amplitude of the SdH os-
cillations in σzz becomes reduced as the impurity strength
FIG. 3. Quantum oscillations of the magnetoconductivity. (a) Quan-
tum oscillations of the relative conductivity along z-direction as func-
tion of 1/B. (b) The energy spectra along kz direction with the mag-
netic field B = 50 T and the Fermi energy EF = 0 eV. (c) Quantum
oscillations with different impurity strengths measured by u2n. The
legends σzz and σxx mark the conductivity in z- and x-direction, re-
spectively.
measured by u2n increases. For sufficiently large values of
u2n, the SdH oscillations become completely suppressed, as
demonstrated in Fig. 3 (c). This reduction and eventual disap-
pearance of the SdH oscillations arises from the decrease of
relaxation time at large u2n, which in turn leads to increasing
broadening of the Landau levels. This implies that the spectral
oscillation that causes SdH oscillation gets less sharp as the
impurity scattering is increased, resulting in weaker SdH os-
cillations. We expect that the increase of interaction range, re-
sulting in smaller relaxation time, could also suppress the SdH
oscillations. These results and analyses provide an explana-
tion to the experimental observation that the SdH oscillations
displayed sample-dependent features at the same temperature
and the same magnetic field[14]. Similarly, in experiment the
rising temperature can bring a thermal effect to broaden the
Landau levels and thus suppress the SdH oscillations, which
has already been observed in experiment[14]. Lastly, we note
that the calculated conductivity along x-direction is always re-
duced by increasing magnetic field.
III. QUANTUM CORRECTION TO CONDUCTIVITY
The Drude conductivity presented above does not include
the so-called weak (anti-)localization [31, 32], while this type
of quantum correction to the conductivity could play an im-
4FIG. 4. Computed quantum correction to the conductivity. (a) δσzz
as a function of coherent length lφ. a0 is the lattice constant. The
localized potential is applied with the impurity potential and con-
centration satisfying u2n = 0.002 eV2. (b) δσzz as a function of B,
where the values of δσzz are computed by Kubo formula employ-
ing magnetic supercell in high-field regime (red polygons) and by
using the semi-classical approximation in low-field regime (black
polygons). (c) Interaction range (D0) dependence of the quantum
correction to the conductivity with lφ = 1177a0, where the mean-
free path l = 6.99a0 is determined by relaxation time and diffusion
coefficient.
portant role in the transport especially in time-reversal invari-
ant systems at low temperatures. When scattering mechanism
is being considered, the inherent anisotropy in type-II Weyl
fermions leads to rather different symmetry classification from
the isotropic Weyl fermions[38] . Consequently, the quantum
correction to the Drude conductivity warrants careful scrutiny.
This is achieved by solving the 4-point Dyson equation corre-
sponding to the maximally-crossed diagrams [39], which is
the leading order contribution to the quantum correction from
the diagrammatic averaging of the Kubo formula over the en-
semble of disorder configurations.
In Fig. 4 (a), we present the computed quantum correction
to conductivity (δσzz) of the tight-binding model in Eq. (1)
along with a localized impurity potential, under zero mag-
netic field as a function of lφ. lφ is the coherence length
in z-direction charactering the inelastic scattering process, as
shown in Appendix A. It is clear that δσzz is negative, indi-
cating weak localization. The weak localization correction
to conductivity in anisotropic system theoretically takes the
form[40]
δσzz =
e2
hpi2
α(1/lφ − 1/l), (4)
with l denoting the mean-free path and α = σzz√
σxxσyy
. The ef-
fects of anisotropy are absorbed into the anisotropic coeffi-
cient α. Fitting the calculated δσzz versus lφ shown in Fig. 4
(a) to the formula in Eq. (4) gives the fitted values α = 0.41
and l = 5.85a0, which are quite different from α given by
σzz√
σxxσyy
= 0.43 and the mean-free path l = 8.89a0 determined
by the relaxation time and the diffusion coefficient (see Ap-
pendix).
To understand the mismatch between the fitted and the the-
oretically derived values of α and l, it is useful to analyze
q-resolved conductivity change, δσzz(q), which when inte-
grated yield the total quantum correction to conductivity. Un-
der the assumption that the diffusion coefficient is anisotropic
but q-independent, σzz(q) has −e
2
4pi3h (Dxx/Dzzq
2
x + Dyy/Dzzq
2
y +
q2z )
−1 near the diffusion pole(q = 0), where Dxx,Dyy,Dzz
are diffusion coefficients. Rescaling the momenta as q˜ ≡
(
√
σxx
σzz
qx,
√
σyy
σzz
qy, qz), we have δσzz(q˜) = −e2/(4pi3hq˜2), us-
ing the fact that the ratios of diffusion coefficients are equal
to the ratios of conductivity via the Einstein relation. It is
easy to find that the integral of σzz(q˜) exactly gives the re-
lation shown in Eq. (4). The calculated δσzz(q˜) versus q˜ is
presented in Fig. 5 (a) in logarithmic coordinates. We find
that when q˜ is small, the calculated δσzz(q˜) is almost the same
for different q with the same length and can be well fitted by
the formula δσzz(q˜) = −e2/(4pi3hq˜2) describing the correction
in the 3-dimensional isotropic systems. However, for larger
q˜ the calculated δσzz(q˜) deviates significantly from q˜−2, and
quite remarkably, are generally smaller than the correspond-
ing values obtained by δσzz(q˜) = −e2/(4pi3hq˜2). This makes
the fitted l smaller than the theoretical value. By changing
the parameters γ to 0 and tx to t in Eq. (1), a model of type-I
Weyl fermions is obtained. The anisotropy of δσzz(q˜) is also
found in type-I Weyl fermions as shown in Fig. 5 (b) with the
localized impurity potential u2n = 0.002 eV2 and EF = 0.15
eV. Thus our results and analysis indicate that the anisotropic
efficient α can only capture the anisotropy from the scattering
processes associated with the small total momentum. There-
fore, for both type-I and -II Weyl fermions with anisotropy,
the quantum correction δσzz(q) originating from the scatter-
ing processes with large total momentum, can have significant
dependence on high-orders of q; that is, the diffusion coeffi-
cients are no longer constants but now become q-dependent.
It is known that weak localization, reflecting quantum in-
terference between time-reversed paths, can be suppressed by
the application of an external magnetic field. To account for
the external magnetic field, δσzz is computed by the Kubo
formula in magnetic supercells in the high-field regime, and
with a semi-classical approximation (details in Appendix A)
in low-field regime[32], respectively. The computed values
of δσzz are shown as a function of magnetic field B in Fig. 4
(b). Indeed, as the addition of a magnetic field suppresses
the weak localization, the conductivity increases quickly with
increasing B. In fact, the quantum correction vanishes at
around B = 3 T from the semi-classical calculations, which
is consistent with the result of Kubo formula by computing
the maximally-crossed diagrams in supercells at the high-field
limit.
The spatial extent of impurity potential has an important in-
5FIG. 5. Quantum correction to conductivity δσzz(q˜) versus q˜. δσzz(q˜)
as a function of q˜ for (a) type-II Weyl fermions as EF = 0 eV with
parameters of Hamiltonian in Eq. (1) the same as in Fig. 1 and for
(b) type-I Weyl fermions as EF = 0.15 eV with parameters γ and
tx in Eq. (1) changed to 0 and t respectively. The plots are shown
in logarithmic coordinate and the red lines show the results given
by δσzz(q˜) = −e2/(4pi3hq˜2). The short-ranged impurity potential is
employed with u2n = 0.002eV2.
fluence on the quantum correction to conductivity [41], which
we now examine for the type-II Weyl fermion, by using the
scattering Hamiltonian in Eq. (3) with finite ranges of impu-
rity potential. We adopt a Gaussian-type impurity potential in
order to model the influence of spatial range on this quantum
correction. The impurity potential is independent of orbital,
and is expressed as
V(R −Ri) = u
∏
j
a0√
2piR j0
e−(R
j−R ji )2/(2R j0
2
), (5)
where R j represents the component of R along j direction (
j = x, y, z), andR0 characterizes the spatial ranges in the three
directions.
To focus on the quantum correction to conductivity con-
tributed by the Weyl fermions, in evaluating the quantum cor-
rection from the maximally-crossed diagrams we only include
the k-points close to each Weyl point (distance between the
k points to nearby Weyl point smaller than pi/4a0) so as to
exclude the contributions from the trivial Fermi pockets. In
this time-reversal invariant system, the quantum interference
is dominated by intervalley scattering between states related
by time-reversal symmetry. As shown in Fig. 1, all four Weyl
nodes are located on the ky = 0 plane and the extent of Fermi
surfaces around each Weyl point are small in the y-direction.
It is therefore expected that the quantum correction depends
more sensitively on the spatial extent of impurity potential in
the x−z plane, than on the spatial extent along the y-direction.
For this reason, it is sensible to devise the components of R0
such that Ry0 → 0 and Rx0 = Rz0 = D0 to reduce computational
cost. The computed quantum correction to conductivity with
the same lφ and l is seen to be suppressed by increasing the
range D0 of impurity potentials, and finally vanishes as soon
as D0 approaches the lattice constant a0, as shown in Fig. 4
(c). These results imply that the long-range potential could
destroy the quantum interference between the scattering paths
interrelated by time-reversal symmetry. This is expected for
a time-reversal invariant system with a pair of valleys on the
FIG. 6. Band structures and magnetoconductivity of time-reversal
breaking model when B is along the same direction of E. Panels
(a)–(b): Band structures of the Hamiltonian in Eq. (6) with ky = 0.
The Weyl points are enclosed by red circles. We chose m = 2t,
γ = 3t, t = 0.1 eV, k0 = pi/2, a0 = 6 Å, EF = 0 eV for (a) with
tx = t and for (b) with tx = −t. Magnetoconductivity shown in (c)
and (d) correspond to the band structures in (a) and (b) respectively,
where σxx and σzz represent the magnetoconductivity with the mag-
netic field applied along x- and z-direction respectively. The red lines
are the fitted results with αB. The localized impurity potential satisfy
u2n = 0.002 eV2.
Fermi surface related by time-reversal symmetry. The quan-
tum interference diminishes as the increase in spatial extent
of the impurity potential reduces intervalley scattering. The
case Ry0 = D0 (R
x
0 and R
z
0 → 0) is also computed for com-
parison, where the correction δσzz does not change over R
y
0 as
expected.
IV. DRUDE CONDUCTIVITY OF
TIME-REVERSAL-BREAKING TYPE-II WEYL
SEMIMETALS
We now turn to a brief discussion of the magnetoconduc-
tivity of time-reversal-breaking type-II Weyl semimetal. If we
consider the magnetoconductivity from a semi-classical view-
point, as given in Eq. (A3), it is seen that Berry curvature
can make a crucial contribution. If a system breaks time-
reversal symmetry, but preserves inversion symmetry, we have
Ωk = Ω−k and vk = −v−k. Upon the zone sum prescribed
in Eq. (A3), it clearly leads to a non-vanishing contribution
to the magnetoconductivity first order in B. There is, how-
ever, no further constraint that determines the sign of the mag-
netoconductivity. Indeed, our calculations confirm that we
can have a situation where the magnetoconductivity along the
band tilting direction is either positive or negative in a time-
reversal breaking type-II Weyl semimetals contrary to the con-
clusion drawn previously [30].
The minimal model of time-reversal breaking type-II Weyl
6fermions takes the following form [34]
HT = c†
kα
hiTσ
i
αβckβ, (6)
in which
h0T = γ(coskx − cosk0), h2T = −2tsinky, h3T = −2tsinkz,
h1T = −m(2 − cosky − coskz) − 2tx(coskx − cosk0).
(7)
This model hosts two Weyl nodes at (±k0, 0, 0) with k0 = pi/2.
The dispersion of the Weyl nodes tilt in the x-direction. We
shall examine two typical situations tx = t and tx = −t, where
the components of the Berry curvature around the Weyl points
have opposite signs between these two cases, featuring oppo-
site chiralities. The band structures are depicted in Fig. 6 (a)
and (b). Owing that the first-order terms of magnetoconduc-
tivity in B are dependent on the sign of the magnetic field,
both the parallel and anti-parallel electric and magnetic field
are discussed.
The Drude conductivity is calculated by Kubo formula with
magnetic field applied by Peierls substitution with the short-
ranged impurity potential u2n = 0.002eV2. The absence of
time-reversal symmetry destroys the quantum interference be-
tween the scattering paths, making the quantum correction
negligible, thus it is not included here. The Drude conductiv-
ity with EF = 0 eV is shown in Fig. 6 (c) with tx = t and Fig. 6
(d) with tx = −t, where the magnetic field is applied along the
same direction with the electric field. The oscillatory pattern
of magnetoconductivity is once again a manifestation of the
SdH oscillations. The value of σzz decreases with increasing
B for both tx = t and tx = −t. Besides, the value of σxx in-
creases linearly with B for tx = t, in accordance with previous
work based on the Boltzmann approach[30]. However, when
tx = −t the computed σxx is negative for finite value of B. In
contrast to the case that B and E are in the same direction,
the calculated σxx become decreasing for tx = t and increas-
ing for tx = −t with increasing B, when the magnetic field is
applied in the opposite direction of the electric field. Actually,
when EF = 0 eV the magnetoconductivity for tx = t with −B
exactly equals to the case for tx = −t with B according to the
form of Hamiltonian.
To understand the results of σxx from a perspective of
semi-classical theory, we investigate the first-order terms of
Eq. (A3), Bxvxnk(Ωnk · vnk), in which the signs and magni-
tudes of Ωnk , vnk and Bx are clearly all important. Ωnk · vnk
near the Weyl nodes is seen to dominate owing to the diver-
gent Ωnk, and has opposite signs for k and −k as shown in
Fig. 7. When multiplied by the factor vxnk, the resulted quan-
tity vxnk(Ωnk · vnk) is dominated by the contributions from the
Weyl nodes, which for tx = t is positive for the two Weyl
nodes in Fig. 7 (a). This results in a positive overall magneto-
conductivity along x-direction for Bx > 0. In the case tx = −t,
the dominated first-order terms vxnk(Ωnk · vnk) are negative as
shown in Fig. 7 (b), and lead to positive overall magnetocon-
ductivity along x-direction for Bx > 0. These semi-classical
expectations agree very well with our numerical results. And
it is evaluated that the sign change of Bx could also lead to
the sign change of magnetoconductivity. These results quan-
titatively demonstrate that the magnetoconductivity of time-
reversal breaking type-II Weyl fermions can be either positive
FIG. 7. Depiction of Ωnk · vnk and vxnk(Ωnk · vnk) along (kx, 0, 0),
where (a) and (b) correspond to the tx = t and tx = −t, respectively.
The lines represent Ωnk ·vnk, where the line thickness represents the
magnitude. The purple (blue) color marks that the sign of Ωnk ·vnk is
positive (negative). The corresponding vxnk(Ωnk ·vnk) are represented
by red arrows. The lengths of arrows correspond to the magnitude.
ot negative along the band tilting direction, depending on the
combined effect of group velocity, Berry curvature and the
magnetic field.
V. SUMMARY
To summarize, the magnetoconductivity of the type-II Weyl
semimetals is systematically analyzed based on tight-binding
models, in which the effects of magnetic field, spatial extent of
the impurity potential and quantum correction are taken into
account. For the inversion-breaking type-II Weyl semimetal,
the magnetoconductivity is always positive along the band tilt-
ing direction, whereas if the magnetic field is perpendicular to
the band tilting direction such that chiral Landau levels are ab-
sent, the magnetoconductivity is negative under high magnetic
field and positive under relatively weak magnetic field. The
accompanying SdH oscillations are found not to exhibit sim-
ple periodicity due to the complicated Fermi surfaces, and the
oscillations can be suppressed by increasing the impurity po-
tential or concentration. Taking into account the quantum cor-
rection to conductivity, our results indicate that weak localiza-
tion is present and it should be described by anisotropic and q-
dependent diffusion coefficients. It is found that the quantum
correction increases with increasing magnetic field or increas-
ing spatial extent of the impurity potential, either of which
suppresses weak localization. For the time-reversal-breaking
type-II Weyl semimetals, the sign of magnetoconductivity can
be either positive or negative along the band tilting direction,
which is determined by an interplay of group velocity, Berry
curvature and the magnetic field near Weyl nodes.
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7Appendix A: Computational details
Drude conductivity.— The impurities break translational
symmetry, which result in scatterings between different k
points. To restore the symmetry, we adopt the impurity config-
uration averaged Green’s function with self-consistent Born
approximation.
G¯(k) = (EF − Hk − Σ(k))−1
Σ(k)nm =
∑
k′
∑
n1,n2
〈H′nkn1k′H′n2k′mk〉G¯n1n2 (k′), (A1)
where 〈...〉 represents the average over impurity configurations
and m, n, n1, n2 are the band indices. The imaginary part of
Σ(k)nn is directly related to the inverse of relaxation time by
τnk = ~/2|ImΣ(k)nn|. In relatively high magnetic field, the for-
mal Kubo formula is employed to calculate the conductivity,
which takes the form
σµµ =
e2~
piV
Tr{vµ(ImG¯)vµImG¯}. (A2)
Here, V is the volume of the unit cell and vµ is the veloc-
ity operator along µ-direction. The magnetic field breaks the
translational symmetry in real space, which is restored by
Peierls substitution with a magnetic supercell in our calcu-
lations. When the magnetic field is weak, this Peierls substi-
tution approach requires large supercell that makes the com-
putation intractable. Therefore, in the low-field regime, the
conductivity (B ∥ E) is obtained by the semi-classical Boltz-
mann approach, given by the formula [42]
σµµ =
∑
n
e2
∫
dk
(2pi)3
Dnk(vµnk+
eBµ
~
Ωnk ·vnk)2τnkδ(nk−EF)
(A3)
with Dnk = (1 + (e/~)(B · Ωnk))−1. Ωnk, vnk, nk, τnk are,
respectively, the Berry curvature, group velocity, band energy
and relaxation time of the nth band at wave vector k. The Lan-
dau quantization is neglected in the semi-classical Boltzmann
approach.
Quantum correction to conductivity.— The maximally
crossed diagrams are known to be responsible for the quan-
tum correction[39]. According to the momentum conserva-
tion, each of the diagrams can be represented by their total
momentum q. Similar to the Drude conductivity, the quan-
tum correction to conductivity under weak magnetic field can
not be directly addressed by Peierls substitution. A semi-
classical approximation via changing the phase of Green’s
function is used to handle this situation[40], which is believed
to be valid in the classic regime (lB/l >> 1). lB =
√
~/4eB
is the magnetic length. The momentum q2 is quantized to
q2µ +
4eB
~
(n + 1/2) with a range from 1/(lµφ)
2 to 1/(lµ)2, where
µ labels the direction of the magnetic field. The mean-free
path lµ along µ-direction relates to the relaxation time by
lµ =
√
Dµµτ. Dµµ is the diffusion coefficient related to the
conductivity via the Einstein relation σµµ = e2N(EF)Dµµ, in
which N(EF) represents the density of states. The coherence
length lφ along µ-direction charactering the inelastic scatter-
ing process is determined by the inelastic relaxation time τi
and Dµµ with l
µ
φ =
√
Dµµτi.
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