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INTRODUCTION 
What is rather remarkable about the complex of flourishing mathematical 
theories currently lumped under the loose heading of “control theory” is 
that so much of it is so new. Those parts of the venerable calculus of variations 
which deal with the constraints which are such an integral part of modern 
theory date back only about 30 years [I]; the polishing of these results by 
Pontryagin and his associates, which acted as a great stimulus to the current 
development, is approximately ten years old [2]. The theory of sequential 
analysis of Wald, Girshick, Wolfowitz and others [3], both part and fore- 
runner of current stochastic decision theory, has had of the order of 2.5 birth- 
days. The “bang-bang” problem made its appearance in about 1950 [4]. 
The theory of dynamic programming had its inception in 1949 and the theory 
of multistage games concurrently [5], [6]. 
In view of the relatively unformed nature of all of these fields at the present 
time, it is meaningful to devote some time, effort, and thought to an analysis 
of possible directions for current and future research. In particular, a taxo- 
nomy of stochastic control processes would be most valuable. What follows 
is a contribution to this compendium. 
We cannot overemphasize the fact that the discussion below barely 
penetrates the boundaries of the vast uncharted domain of decisionmaking 
under uncertainty. For example, only briefly do we mention the theory of 
adaptive control processes and the closely intertwined field of intelligent 
machines. 
Let us observe in passing that two new fields that will emerge within a 
few years in response to the demands of technology are relativistic control 
theory and a theory of the control of systems subject to the laws of quantum 
mechanics. Many intriguing conceptual and analytic questions arise in this 
fashion, as we will discuss at another time. 
The paper is divided into five principal parts, apart from this Introduction. 
* This work was supported by the National Science Foundation under Grant 
No, GP-7538 and the National Institutes of Health under Grant No. GM-14633-02. 
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The first part is devoted to a brief sketch of deterministic control theory and a 
number of recent extensions. This serves as a take-off point for our excursions 
into stochastic control theory. The second part is devoted to a brief discussion 
of parts of the theory of stochastic control that have been investigated to 
some extent over recent years. The third part describes some interesting 
classes of processes that have been studied to little or no extent. In the fourth 
part, we indicate briefly how the study of large deterministic systems leads 
to various classes of stochastic processes. Finally, in the fifth part we briefly 
note some of the corresponding questions for adaptive processes and describe 
some of the connections with the theory of intelligent machines. 
1. DETERMINISTIC CONTROL PROCESSES 
1.1. Formulation 
Let us begin with a version of a control process which will serve as a 
useful benchmark in our attempt to construct realistic models of decision- 
making, despite its highly idealized structure. 
Let S be a system, an intuitive and undefined term, described at the discrete 
times, t = 0, 1, 2 ,..., by a finite-dimensional state vector p, where p belongs 
to a state space R. Let 4 be another vector, the decision or control variable, 
belonging to the decision space D, and let T(p, 4) be a family of transforma- 
tions of R into itself, defined for p E R and q E D. 
A multistage control process, or decision process, is constructed in the 
following fashion. Starting in state p, a decision ql is made, producing a new 
state, 
Pl = T(PY 41). (1.1.1) 
Following this, a decision qz is made, producing a state pa determined by the 
relation 
Pz = T(Pl 3 42). (l.J.2) 
Generally, 
P, = T(P,-1 > an>, (1.1.3) 
n = 1, 2,..., with p, = p, where ql , q2 ,..., is a set of vectors in D. 
Let us suppose that the process continued for N stages with the objective 
of minimizing an assigned criterion function 
R = R(P, ~1 YvPN; 41 3 42 >a-., qN)* (1.1.4) 
More general processes can readily be imagined in which (1.1.3) is replaced by 
P, = T(P, 3 p, s..., P,-, 3 4% , 42 >..., qn), (1.1.5) 
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and the duration itself is a function of the history of the process, 
N = N(P,Pl 7.S.T P,; 41 7 42 ,..., %v). (1.1.6) 
However, the simpler version suffices to illustrate our discussion. 
In a continuous version, we replace (1.1.3) by the differential equation 
4 
z =dP, 91, P(O) = c, 
and use as a criterion function an integral of the form 
(1.1.7) 
(1.1.8) 
The function q(t) is to be chosen to minimize the functional j(p, q). For 
more detailed discussion, see [5-71. 
1.2 Bask Characteristics 
Before discussing some of the techniques customarily employed to deter- 
mine the desired minimum value, let us examine the characteristics of the 
discrete and continuous control processes defined in the foregoing section. 
Note that we have postulated the following: 
(4 a state vector. 
(b) a control vector. 
(4 cause and effect; the set of past states and past decisions 
uniquely determines the succeeding state. 
(d) a criterion function measuring the utility of the process. (1.2.1) 
As we shall see, there are some additional implicit assumptions whose 
examination permits us to expand considerably the range of control processes. 
1.3. Analytic Treatment-I: Calculus of Variations 
There are a number of powerful approaches currently available for hand- 
ling the problem of minimizing the criterion function. We shall discuss 
two principal techniques, the calculus of variations and dynamic program- 
ming. Our reason for doing this will become clear as we proceed. Let us 
begin with the classical approach to the continuous variational problem. 
The basic idea is a straightforward extension of the method of differential 
calculus. We view the minimizing function q(t) as a point in function space 
and set the first variation of J(p, q), as defined by (1.1.8), equal to zero to 
obtain a necessary condition for the determination of q(t). This procedure 
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yields the Euler equation, together with some auxiliary conditions which 
convert the problem of minimizing the integral functional to that of solving 
a set of differential equations for p and Q, generally nonlinear, subject to a 
two-point boundary-value condition, 
A discussion of some of the various difficulties encountered in pursuing 
this path will be found in [6], [8]. Q uasilinearization can often be used to 
circumvent there obstacles; see [9]. 
1.4. Extensions 
There are many significant extensions of the continuous control process 
described in Section 1 .I. Let us cite a few of them. To begin with, we can 
consider more general functionals of the form 
(1.4.1) 
where p and Q are connected by (1.1.7), and allow the duration of the process 
to be a function of p and q as well, 
T = VP, 4). (1.4.2) 
Problems of determining minimum miss distance are of this nature. 
Secondly, we can impose constraints on the nature of allowable decisions 
and the sets of admissible states, 
4 E RdP, th P E R,(t). (1.4.3) 
Next, we can accept the existence of time lags and hereditary effects. 
Time lags arise naturally in the study of control processes as a consequence 
of the fact that control takes time. We shall discuss this in more detail below. 
In place of (1.1.7) we encounter in this fashion equations of the form 
dP 
z = g(p(t), p(t - ~1),..., P(t - TTrl), q). 
More generally, the lags or ,..., 7m are functions of time, the state, and the 
control vector, 
Tk = T&, P, 4). (1.4.5) 
Still more general functional equations can arise; see Halanay [lo], 
Oguztoreli [I I], and [12]. 
We can retain simultaneity at the expense of introducing an infinite- 
dimensional state vector. Thus, we can consider the problem of minimizing 
the functional 
k 4 = j;j:&, 4 dx dt, (1.4.6) 
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Ut = %, + 4% 4, 
u(x, 0) = c(x), O<X<l, 
u(0, t) = U(1, t) = 0, t > 0, (1.4.7) 
or where 
u(x, 0) = @), O<x<l, 
u(O, 4 = v(t), t > 0, 
U(1, t) = 0. (1.4.8) 
Clearly, the range of control theory becomes quite wide if we allow the 
defining equation to be a partial differential equation; see Butkowski [13], 
and [14]. 
The foregoing does not presume to exhaust the list of interesting and 
important extensions of the deterministic control process described in 
Section I. 1. Our aim has been to provide a minimal basis for a discussion 
of stochastic control processes. 
1.5. Stochastic Control Processes of Uninteresting Type 
As in the study of descriptive processes, we may be forced for a variety 
of reasons, some of which we will discuss below, to admit the existence of 
uncertainties. One way to proceed is to translate “uncertainty” into “random 
effect” where random is used as a synonym for stochastic. 
Consider the case where (1.1.7) is replaced by 
dP 
z = L?(Pv 4, r&N, P(0) = c, (1.5.1) 
where rl(t) represents a random process. Suppose further that the criterion 
function has the form 
(1.52) 
where r2 is also a random process. 
To define what we mean by optimal control under this setup, we form the 
new functional 
-hl.~~(h% q)) = JE(P, d, (3) 
where the left-hand side represents the average of J over the random pro- 
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cesses rl and rs . We now proceed to minimize the functional J&, Q) with 
respect to the deterministic function q(t). 
This is a perfectly sensible formulation which corresponds to a particular 
kind of feedback process (namely none), as we shall see below. It is, however, 
of limited scientific interest as far as applications to engineering, biology, 
medicine, and economics are concerned, and of little mathematical interest 
in any case. It represents a minor extension of the conventional determin- 
istic control process. 
1.6. Analytic Treatment-II: Dynamic Programming 
In order to set the stage for more interesting types of stochastic control 
processes, let us first consider an alternate approach to deterministic control 
theory. This modern approach, dynamic programming, is a mathematical 
abstraction of the fundamental scientific concept of feedback control; 
see [5-81. 
Let us begin with the discrete formulation of Section I,1 to avoid extraneous 
analytic difficulties. In place of asking for a solution in form {qn}, 
n = 1, 2,..., N, we ask for a solution of the form 
!&I = %(Pn-1). (1.6.1) 
We ask that the control variable be dependent on the state of the system at 
the time that the decision is made. This is the essence of feedback control. 
Mathematically, the emphasis is now upon “policies.” 
In the important case where the return function is separable, which is to 
say it has the form 
R, = 4~ a) + U, as) + .-. + G’,-, 9 qd + KP,), (1.6.2) 
we can replace the problem of determining a minimizing N-dimensional 
sequence [ql, q2 ,..., qN], by a sequence of N problems in each of which a 
single control variable is chosen. To accomplish this, write 
fN@) = c: RN > 
t 
(1.6.3) 
defined for N = 1,2,..., p E R. Then it is easy to see that 
fN@) = Tpk(@, q1) + fN-dTb %))I, (1.6.4) 
for N = 2, 3,..., with 
(1.6.5) 
This is an application of the principle of optimality. 
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Observe that this recurrence relation simultaneously determines the 
sequence of return functions and the sequence of policy functions pi(p), 
eh%h-. . Computational aspects of a solution of this nature are discussed 
in [8]. Here we are primarily concerned with the conceptual aspects. 
In the case of the continuous control process of (1.1.7) (1.1.8), we let 
f(~, T) = “,‘n 104 9). 
Then an easy argument yields the nonlinear partial differential equation 
af . a = m;nW, 9) + (gradf, 91, 
with f (c, 0) = K(c). For a generalization of this to infinite-dimensional state 
spaces, see [15]. 
1.7. Discussion 
Implicit in the foregoing formulation is the assumption that we can observe 
the system at any stage in the course of the multistage process. For the 
deterministic control processes we have been discussing so far, it is a matter 
of analytic convenience whether we use this prerogative or not. The two 
formulations, calculus of variations and dynamic programming, are dual 
theories, each with advantages and disadvantages in any particular situation. 
The equivalence of the two approaches for deterministic processes is a con- 
sequence of the dual nature of Euclidean geometry: a point-line formulation 
is equivalent to the line-point formulation. When, however, we turn our 
attention to control processes involving uncertainty, we observe, as might be 
expected, an enormous difference between control processes based upon a 
knowledge of the actual behavior of the system and those in which this 
information is ignored, or denied. The concept of information assumed a 
paramount role. Conversely, a meaningful information theory requires an 
imbedding within a theory of decision processes; see Marschak [16], [17]. 
2. STOCHASTIC CONTROL PROCESSES 
2.1. A Sea of Uncertainty 
Let us now consider decision processes involving uncertainty. The theme 
that we will pursue is that if we allow unknown aspects in one part of the 
system, we must be consistent and allow for it in all parts of the system. In 
order to do this in a systematic fashion, it is necessary to analyze all of the 
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operations involved in the control of a system. It is rather interesting to note 
that it is the detailed study of the operational aspects that leads to the 
theoretical advances. This, after all, is the lesson taught to us by both relativity 
theory and quantum mechanics. 
The control process is assumed to proceed in the following fashion. The 
state of the system is observed, usually imperfectly. Based upon the data 
obtained in this fashion, a decision is made. A decision is equivalent to a 
control action. The new state is determined partly by the old state, partly 
by the control variable, and partly by random effects of known probabilistic 
structure. The new state is then observed, and the process repeats for a 
number of stages. This number may itself be a random variable. Associated 
with the sequence of states and decisions is a criterion function. The decisions 
are to be made so as to minimize an expected value of this function. 
So much for the general background. Let us now examine some particular 
classes of processes. 
2.2. Distribution of Outcomes 
Perhaps the simplest case is that where we replace (1.1.3) by 
P, = T(Pn-I > Qn > rn.h PO = 6 (2.2.1) 
where the Y,, are independent random variables with known probability 
distributions which we take to be the same to simplify the notation. We 
suppose for the moment that the state p, can be precisely and instantaneously 
observed. Let the purpose of the process be to minimize the expected value of 
RN = g(P, e> + c&l 9 4 + *a. + g(P,-~~ qiv) + YP,). (2.2.2) 
Let 
IN = Fjf RN 3 (2.2.3) 
where the process proceeds in a fashion described in Section 2.1. Then the 
principle of optimality readily yields the functional equation 
IN = mjn [g(P, 4) + jkv-dT(~, 4, y)) W)] , 
for N > 2, with 
(2.2.4) 
fiti) = “6’” [&‘v q) + I W”(P, q,r)) WI] - (2.2.5) 
This is an analogue of (1.6.4) and (1.6.5). It is not difficult to extend the 
foregoing to the case where the r, are correlated and where the probability 
distributions depend upon the control variable. 
409/22:3-11 
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There are many interesting and delicate questions connected with stochastic 
control processes of continuous type; see, for example, the books by 
Kushner [ 181, Stratonovich [ 191, and Fel’dbaum [20]. A point worth noting 
is that particular processes lead to a number of significant extensions of the 
classical equations of analysis. Thus, for example, we can encounter a non- 
linear heat equation 
ut = mjn[dv) u,, i- b(u, VII; (2.2.6) 
see Fleming [21], Stratonovich [19]. 
A particularly important version of (2.2.4) arises from Markovian decision 
processes [Sj, [22], Howard [23]. The equations take the form 
i = 1, 2 ,..., N, (2.2.7) 
where bij > 0. A number of inventory, maintenance, and replacement 
processes can be described by equations of this nature. Equations of similar 
nature, involving both minimization and maximization operators, arise in 
in the theory of multistage games; see [5]. 
2.3. Distribution of States 
In the foregoing section, we supposed that observation of the state yielded 
complete information. In general, this is not the case. Analytically, this means 
that the state p is now a probability distribution, which is to say infinite- 
dimensional. The functional equation is the same as before. The difficulty, 
of course, is that of obtaining analytic and computational results. 
An important path around this roadback of dimensionality is furnished 
by the theory of sufficient statistics. In many cases the probability distribution 
for the actual state can be replaced by a finite set of parameters; see Gray [24]. 
In other cases, there exist asymptotic sufficient statistics. For processes of 
long duration this effective reduction exists. Not much has been done in this 
important area, nor, for that matter, in the study of asymptotic control in the 
deterministic case; see [25], [26]. 
Finally, let us note that the stochastic control process of Section 1.5 
corresponds to the situation in which the system is never examined after 
the intial instant. For a good discussion of these matters, see Dreyfus [27]. 
2.4. Partial Observation 
As soon as we introduce the idea that complete and perfect observation 
of the state of the system may not be possible, we must contemplate the 
consequences of partial observation. This leads to the replacement of the 
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original finite-dimensional state vector by a probability distribution, a 
situation discussed in the preceding section. We shall discuss below processes 
in which we have some control over the kind of partial observations that can 
be made. 
2.5. Search Processes 
A particularly important class of multistage processes involving partially 
unknown states is that of “search processes.” These play an important role 
in the use of a computer for numerical solution of the functional equations 
of dynamic programming [S], and are quite intriguing in general; see 
Kiefer [28]. Sequential search techniques are beginning to play a vital role in 
pattern recognition, particularly with the aid of stochastic approximation; 
see Tsypkin [29]. 
2.6. Nonlinear Filtering 
We shall discuss some of the connections between on-line control processes 
and stochastic control processes below. Here, let us note that a very elegant 
application of dynamic programming is the Bucy-Kalman linear filter which 
has distinct advantages over the Kolmogorov-Wiener filter. Perhaps the 
simplest exposition is contained in Cox [30]. For a discussion of nonlinear 
filter theory, see [31]. Much work remains to be done in this basic area. 
The ideas at the basis of multistage estimation processes and filtering 
tjeory can be used to construct a sophisticated theory of information. The 
fundamental idea, as mentioned above, is that “information” can only be 
meaningfully discussed within the context of a decision process; see 
Marschak [16], and [6]. 
2.1. Discussion 
We have passed very quickly, perhaps even too quickly, over areas to which 
many books and hundreds of pages have been devoted. Yet this has been 
precisely the reason. The interested reader will find the foregoing references 
sufficient to provide the necessary detailed discussion. We are more interested 
here in the processes described below which have been studied to a very 
slight extent, if at all. 
3. STOCHASTICCONTROLPROCESSESOFNOVELTYPE 
3.1. Interrupted Control 
Previously we considered the possibility of incomplete observation of a 
system. An important particular case of this is the situation where at each 
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stage there is a possibility that no observation will be possible. Perhaps the 
most interesting version is the case where complete observation of the state 
is allowed if any observation is permitted. This corresponds to a process 
where at any time a probability exists that the communication link will be cut. 
Furthermore, we can take the time during which the link will be cut as a 
random variable. Some preliminary results exist in this area, [32], [33]. 
3.2. Choice between Observation and Action 
Let us now consider processes where for a variety of reasons we may have 
to make a choice at each stage between observation of the system or of exerting 
an influence upon the system. Again, we can begin with the simplest case 
where we obtain complete knowledge of the state if we decide to look. Some 
preliminary models of this nature are considered in [5]. Essentially what we 
are doing is introducing a cost of observation of the system. There are many 
ways of doing this and we shall pursue the theme below. 
As an extension of processes of this nature we can consider the case where 
observation of the system exerts a significant effect upon the system. Con- 
siderations of this type arise naturally in quantum mechanics. 
3.3. Random Times for Decisions 
In the processes described above, we have taken the time to be either 
discrete or continuous and thus have supposed in the usual implicit fashion 
that decisions are made either at regular intervals or continuously. It is, 
however, also of interest to consider processes which are event-oriented in 
time. By this we mean that nothing is done unless events of a certain type 
occur. As an example of this, consider a situation in which we wish to keep 
a system in the equilibrium position. It may be quite expensive to measure 
the state of the system precisely. Therefore, we agree to exert a control 
action only when the deviation of the system from equilibrium exceeds a 
certain level, as indicated in Fig. 1. Only in the time intervals [tr , tJ and 
FIG. I 
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[ta , tJ do we explicitly observe the state of the system and carry out control 
actions. The times t, and t, are now random variables. 
Processes of this type are becoming of greater interest with the realization 
that in a number of situations it is not as easy as might be expected to deter- 
mine the exact time. It is rather inconsistent to suppose that we can always 
measure time exactly when the state is imprecise. In any case, it is certainly 
in the spirit of feedback control to be event-oriented rather than time- 
oriented. 
Connected with these processes are those which have extensively been 
studied by Robbins, involving optional stopping [34]. These, in turn, are 
connected to the gambling processes investigated by Dubins and Savage [35]; 
see also [36]. 
3.4. Control Requires Time 
In discussing possible extensions of deterministic control theory, we pointed 
out that recognition of the fact that control requires time forced us to consider 
differential-difference equations rather than ordinary differential equations. 
Further recognition of the fact that the time consumed depends both on the 
state of the system and the control action introduces still more interesting 
and complex classes of equations. 
In many cases the dependence of the time lag on the state and control 
variables is so complex that it is convenient to consider it to be a random 
variable. Very little has been done in the area of equations wi-h random 
time lags and apparently nothing in the area of control processes. See, 
however, [37]. 
3.5. Duality 
The theory of duality plays a vital part in the theory of deterministic 
descriptive and control processes. It is not known at the present whether or 
not there is a meaningful theory of duality for stochastic control processes, 
or even for ordinary stochastic processes. Possibly the “backward” and 
“forward” formulations will serve the purpose. 
4. LARGE SYSTEMS 
4.1. Statistical Mechanics 
The classical theory of statistical mechanics illustrates the fact that large 
deterministic systems can only be effectively handled by means of the 
introduction of stochastic concepts. HOW to do this in connection with the 
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control of large systems is an outstanding challenge at the present time. We 
will briefly discuss some aspects of this below. See [38] for a further discussion 
of mathematical aspects of large systems. 
4.2. On-line Control 
In the control of a system, of either deterministic or stochastic nature, we 
can take two approaches to the control process. The optimal policies can be 
determined a priori, or in the course of operation of the system. There are 
obvious advantages and disadvantages to both approaches. 
If we carry out the computations as needed, we can reduce the demands on 
rapid-access storage. On the other hand, calculations require time. Regardless 
of which method we employ in this part of the control process, we must 
face the fact that the observation of a large system takes time, and further- 
more that the processing of the measurements requires further time. Con- 
sequently, there are basic problems connected with the control of large 
systems. 
With the foregoing in mind, we can state a macroscopic principle of 
uncertainty: It is impossible to control a large system perfectly. Essentially 
the problem is the following. If we demand complete knowledge of the system 
at any stage, an appreciable time is required to accomplish this. During this 
time, the system is uncontrolled. If, however, we use incomplete knowledge 
of the system to make a decision quickly, there is a nonnegligible probability 
that a nonoptimal control action will be taken. In either case, a cost is incurred. 
We cannot have complete accuracy in both information and control. It 
would be interesting to construct various mathematical models illustrating 
this phenomenon. 
As in statistical mechanics we must reduce the dimensionality of the system 
by introducing certain lumped parameters. Secondly, we must decide which 
state variables to examine at each stage and to what degree of accuracy. 
Once again we are confronted with the question of defining what we mean by 
“information.” One fact is clear: Data is not information. 
4.3. Incommensurability and Fuzzy Sets 
As the system becomes larger and larger, with more and more outputs, 
the probability that all of the activities of the system can be evaluated in terms 
of a single unit, such as dollars or time, becomes less and less. This is the 
bugaboo of incommensurability. A promising start on a sophisticated 
approach to this familiar problem of economic and military life is the theory 
of fuzzy sets of Zadeh [39]. It would be interesting to explore the application 
of these ideas to the control of large systems, 
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5. ADAPTIVE PROCESSES 
5.1. Uncertainty Revisited 
In all of the previous pages devoted to stochastic control processes, we have 
assumed that uncertainty could be replaced by stochastic effects. The vague- 
ness of the unknown is thus supplanted by the sharply defined concept of a 
random variable with a known probability distribution. This, however. 
represents only one step in the study of decisionmaking under uncertainty. 
How do we penetrate any further ? 
A systematic procedure for the construction of more sophisticated models 
of uncertainty is furnished by the theory of adaptive control processes [6]. 
Basically, we accept the fact that certain unknown aspects of the system 
exist and that we must both learn about these unknown structural features 
of the system and make decisions for the control of the system. 
Analytically, we can formulate control processes of this nature by means of 
probability distributions for the random variables with unknown parameters 
which themselves possess probability distributions. A simple physical model 
of this phenomenon is a coin which possesses an unknown probability p of 
coming heads, where there is given an a priori probability distribution for p, 
dG(P). 
There are many fascinating questions in the theory of adaptive control 
processes centering about the theme of how we learn from the past behavior 
of the system; see Fel’dbaum [20], and [6]. The analytical and computational 
aspects of adaptive control theory are formidable. 
5.2. Hierarchies 
What the previous section hints at is the necessity for the creation of a 
hierarchy of processes concerned with decisionmaking under uncertainty. 
For example, we can suppose that dG(p) above has the form dG(p, a) where a 
has a given a priori distribution, etc. This is a difficult area which has strong 
connections with mathematical logic. For some preliminary attempts, see 
[401, [411. 
5.3. Intelligent Machines 
As soon as we enter the field of adaptive processes, we find ourselves in 
close contact with work in the fascinating areas of intelligent machines and 
artificial intelligence. These are intriguing fields with a number of significant 
potential applications. Much can be done now using the theories of stochastic 
and adaptive control processes. Unfortunately, a number of the most im- 
portant processes, such as pattern recognition, translation of languages, and 
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medical diagnosis, to mention a few, appear to require significant extensions 
of current methods and theories. 
Equally unfortunately, a number of the early workers in the field permitted 
themselves to be carried away by youthful exuberance and made some extra- 
vagant claims. Some have repented, but others unhappily persist in issuing 
misleading and false claims. For a clear discussion of the current state of the 
art, comparing predictions of ten years ago with actuality, see Dreyfus [42]. 
Gradually over time, a number of well-trained mathematicians and 
engineers have gotten into the field, with the result that respectable work is 
now being done. 
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