We revisit self-training in the context of end-to-end speech recognition. We demonstrate that training with pseudo-labels can substantially improve the accuracy of a baseline model by leveraging unlabelled data. Key to our approach are a strong baseline acoustic and language model used to generate the pseudo-labels, a robust and stable beam-search decoder, and a novel ensemble approach used to increase pseudo-label diversity. Experiments on the LibriSpeech corpus show that selftraining with a single model can yield a 21% relative WER improvement on clean data over a baseline trained on 100 hours of labelled data. We also evaluate label filtering approaches to increase pseudo-label quality. With an ensemble of six models in conjunction with label filtering, self-training yields a 26% relative improvement and bridges 55.6% of the gap between the baseline and an oracle model trained with all of the labels.
INTRODUCTION
Building automatic speech recognition (ASR) systems requires a large amount of transcribed training data. Compared with hybrid models, the performance of end-to-end models seems to more significantly degrade the amount of available training data decreases [1] . Transcribing large quantities of audio is both expensive and time-consuming, thus requiring algorithms which can learn more from abundant unpaired audio and text data. Many semi-supervised training approaches have been proposed to take advantage of this unpaired data. One such approach, self-training, uses noisy labels generated from a model trained on a much smaller labelled data set.
We revisit self-training [2, 3] in the context of sequenceto-sequence models with attention. We show relative gains from self-training on LibriSpeech, a publicly available corpus of read speech, without the use of an externally-trained language model. Using an LM trained on a large text corpus, self-training improves WER by 26% relative on the clean test set and 21% relative on the noisy test set.
Three key components to our self-training algorithm are (1) a strong baseline acoustic model trained on a small paired data set, (2) a robust and efficient beam search decoder for sequence-to-sequence models which effectively leverages the use of an externally-trained neural language model and (3) a novel ensemble approach for self-training which improves label diversity. Our baseline supervised model, trained on only 100 hours of clean data, gives 8.06% WER on the clean test set, the best reported result in the literature for an end-toend setup. Combined with self-training our model achieves a WER of 5.93% on the clean test set, only 1.7% worse than an oracle experiment trained on all of the available labels from 460 hours of clean speech.
We also evaluate two methods for pseudo-label filtering [4] tailored to the mistakes often encountered with sequence-to-sequence models and demonstrate their effect on pseudo-label and model quality. Finally, we give a comprehensive empirical evaluation on the importance of the salient components of our self-training algorithm. In particular, we study the language model used, the mechanisms in the filtering function, and the number of models in the ensemble. In practice, the text available for language model training may not match the distribution of the acoustic transcripts. We give insight into this potential mismatch by observing WER as a function of the perplexity of the language model used to generate the pseudo-labels.
MODEL
Our sequence-to-sequence model is an encoder-decoder architecture with attention [5, 6, 7] . Let X = [X 1 , . . . , X T ] be the frames of an utterance with corresponding transcription Y = [y 1 , . . . , y U ]. The encoder maps X into a key-value hidden representation:
where
are the values. We use a fully convolutional encoder with time-depth separable (TDS) blocks [8] . The decoder maps the query vectors generated from previous output tokens and the key-value pairs into summary vectors and decodes them into a sequence of predictions. The decoder is given by
The function g(·) is a GRU RNN [6] which encodes the previous token and query vector Q u−1 to produce the next query vector. The attention mechanism, attend(·), produces a summary vector S u , and h(·) computes a distribution over the output tokens. The attention mechanism is a simple innerproduct softmax attention:
where d is the is the hidden dimension of the keys (as well as queries and values).
Inference
To perform inference, we search for the most likely hypothesis according to the sequence-to-sequence model (P AM ) and an external language model (P LM ):
A candidate is considered complete when an end-of-sentence (EOS) token is proposed. We use several techniques to improve the efficiency and stability of the decoder [9, 8] . One such technique, used to discourage early stopping, is to only propose EOS when the corresponding probability satisfies
where γ is a hyper-parameter which we tune on a development set. We also use a hard attention limit, which does not allow the beam search to propose new hypotheses which attend more than t max frames away from the previous attention peak [8] .
SEMI-SUPERVISED SELF-TRAINING
In a supervised learning setting, we have access to a paired data set
We train a model on the paired data set D by maximizing the likelihood of the ground-truth transcriptions given their corresponding utterances:
In a semi-supervised setting, we have an unpaired data set which consists of unlabelled utterances X and a text data set Y in addition to the paired data set D. We assume |X | ≫ n and similarly |Y| ≫ n.
To perform self-training, we first bootstrap an acoustic model P AM on the paired data set D by maximizing the objective in Equation 8 . We also train a language model P LM on Y. We then use the acoustic model and the language model to generate a pseudo-label for each unlabelled example X ∈ X by solving Equation 6 . This gives us a pseudo paired data setD = {(X i ,Ȳ i ) | X i ∈ X }. We then train a new acoustic model on the equally-weighted concatenation of both D and D with the objective
Filtering
The pseudo-labelled data setD contains noisy transcriptions. Achieving the right balance between the size ofD (the larger the better) and the noise in the pseudo-labels can make selftraining more effective. We design a simple heuristic-based filtering function specific to sequence-to-sequence models. The filtering function removes the noisiest transcriptions with high recall while retaining the majority of the pseudo-labels. Sequence-to-sequence models are known to fail catastrophically at inference in two ways: (1) the attention can loop causing long outputs and (2) the model can predict the EOS token too early leading to an overly short output [10] .
We filter for the first failure case by removing examples which contain an n-gram repeated more than c times. Here n and c are hyper-parameters which we tune on a labelled development set. As described in Section 2.1, we attempt to deal with the second failure case by only keeping hypotheses with a EOS probability above a specified threshold. However, on occasion the beam search terminates without finding any hypotheses which end in EOS. We filter all of these examples.
Additionally, for each pseudo-label, we compute a confidence score based on the conditional likelihood assigned to the label from the acoustic model. For some pseudo-labelled utterance (X i ,Ȳ i ) ∈D, we compute the length-normalized log likelihood of that sample as
where |Ȳ i | is the number of tokens in the utterance. The above filtering methods can be combined and tuned collectively.
Ensembles
We propose and evaluate two approaches to leverage an ensemble of bootstrapped models. We first train M models with different initial weights generated by using different seeds for the random initialization process.
In the first approach, sample ensemble, we generate a pseudo-labelled data set,D m , for each model, respectively. We then combine all M sets of pseudo labels with uniform weights and optimize the following objective during training
In the implementation, we consider an epoch as a complete pass over the paired data set D and the unpaired audio X . For each X ∈ X we uniformly sample a pseudo-label from one of the M models as the target. The second approach, decode ensemble, uses all M models to generate a single pseudo-labelled data set according to the modified objective during inferencē
During the beam search we average the scores from all M acoustic models at each step. We obtain a single pseudolabelled data setD and train a model following the objective in Equation 9.
EXPERIMENTS

Data
All experiments are performed on the publicly available LibriSpeech audio book corpus [11] . We use the "train-clean-100" set as the paired data set, which consists of around 100 hours of clean speech. The unlabelled audio data set consists of 360 hours of clean speech from the utterances in "trainclean-360." We report results on the standard dev and test clean/other (noisy) sets.
The standard language model training text used with LibriSpeech is derived from 14,476 public domain books. The books were selected such that there is no overlap with the dev and test sets [11] . On the other hand, the training data set transcriptions are almost entirely contained in the LM training text which could result in an unrealistic evaluation of selftraining. To make the learning problem more realistic, we remove all books used to generate the acoustic training data from the language model training data. This results in a removal of 997 books from the LM training corpus.
We take a few simple steps to pre-process and normalize the resulting text corpus for LM training. First, we detect sentence boundaries using the "punkt" tokenizer [12] implemented in NLTK [13] . We normalize the text by converting everything to lower case and removing punctuation except for the apostrophe in contractions (we replace hyphens with a space). Unlike the original LM corpus [11] we take no steps to replace non-standard words with a canonical verbalized form. However, we find that LMs trained on this new corpus achieve comparable perplexity to LMs trained on the standard text corpus, as measured on the dev clean and other transcriptions.
Experimental Setting
Our sequence-to-sequence model consists of nine TDS blocks in groups of three. Before each group we apply a standard 1D convolution with a stride of two in order to reduce the frame-rate of the encoder. The TDS groups contain 10, 14 and 16 channels respectively all with a kernel width of 21. Table 1 . The WER for various end-to-end models trained on the "train-clean-100" subset of LibriSpeech. All numbers are reported without an external LM.
All other architectural details are the same as [8] . We predict 5,000 sub-word targets generated with the SentencePiece toolkit [14] using only "train-clean-100" as training data. During optimization we pre-train for three epochs with a soft-window (σ = 4) [8] . Other than 20% dropout, we use 1% uniform target sampling, 10% label smoothing [15] and 1% word piece sampling [16] to regularize the models, in addition to teacher-forcing. When training on "train-clean-100," we use a single GPU with a batch size of 16. We use SGD without momentum for 200 epochs with a learning rate of 5e-2 which is annealed by a factor of two every 40 epochs. For all experiments training on a larger pseudo-labelled data set, we use 8 GPUs with a batch size of 16 per GPU and anneal the learning rate by a factor of two every 80 epochs; the architecture and parameters remain the same as in the "trainclean-100" baseline. All experiments are implemented in the wav2letter++ framework [17] .
Prior to generating pseudo-labels with any new combination of acoustic and language model, we optimize the beam search hyper-parameters on the dev set including the language model weight and the EOS threshold parameter (Equation 7). We train a word piece convolutional LM (ConvLM) [18] on the text data set described in Section 4.1 using the same model architecture and training recipe as [19] . In the following experiments, unless specified, we apply our heuristic filtering with c = 2 and n = 4 (Section 3.1).
When training models on data sets consisting of both paired and pseudo-labelled data, we start from random initialization and train on the combined data set. We observe that this produces better results than starting with a model trained on paired "train-clean-100" utterances and fine-tuning it on pseudo-labelled data. While both techniques produce improvements, starting from a random initialization is consistently better.
Results
Supervised Baseline
A common setup for semi-supervised ASR is to use the "trainclean-100" subset of LibriSpeech as the labelled data set [20, 21] . Table 1 shows the WER from our supervised baseline on On the other hand, Lüscher et al. [1] use the sequence-tosequence model proposed in [22] and to our knowledge, produce the best prior result when limited to "train-clean-100." Compared with this, our TDS baseline model achieves better WER on the dev sets and has similar test WER. We believe our supervised baseline is a challenging yet practical starting point for semi-supervised experiments. This baseline enables us to more meaningfully demonstrate the improvement from adding additional unlabelled audio or text data.
Evaluating Beam Search
To study the importance of the stable beam search, we evaluate self-training in two other conditions. First, we compare to pseudo-labels generated from the greedy output of the acoustic model alone. We perform greedy decoding with the supervised baseline model on "train-clean-360" to generate the pseudo-labels. Second, we compare to pseudo-labels generated from a simple beam search with a language model but without the EOS threshold and hard attention limit described in Section 2.1.
With each setting, we train three models and report the average WER without an external LM in Table 2 . We also compare the pseudo-labels with the ground-truth transcription of "train-clean-360" and compute label WER as an indicator of the label quality. We can see in Table 2 that using an LM in a simple beam search improves the quality of the pseudolabels and hence the resulting trained model. The stable beam search further improves the pseudo-label quality and the resulting WER of a model trained with those labels.
Labelling
Label Table 2 . We show the WER from training on pseudo-labels generated using three approaches: (1) only using the acoustic model without a beam search (AM greedy), (2) using both the AM and the LM with a simple beam search (AM+LM simple) and (3) using both the AM and LM with the stable beam search described in Section 2.1 (AM+LM stable). Dev clean and other WERs are reported without an LM averaged over three models. Figure 1 compares the two ensemble approaches on the clean and other dev sets. The sample ensemble results in a larger gain in WER on both sets than the decode ensemble. One possible explanation for this is that since the sample ensemble uses different transcripts for the same sample at training time. This keeps the model from being overly confident in a noisy pseudo-label. In general, the models in the ensemble should tend to disagree more often on incorrect transcriptions and agree more often on correct transcriptions. Table 3 summarizes our best results with the strong supervised baseline, the stable beam search, and the sample ensemble.
Comparing Ensembles
Summary
We also decode each model with an LM to demonstrate the full potential of the self-training approach.
We can see from Table 3 . Results of semi-supervised self-training on the LibriSpeech dev and test sets. For each model we report WER with and without the use of a convolutional language model. Here, we use the sample ensemble with six models as it gave the best results.
decoding with an LM. With the sample ensemble approach using six models, we see a further relative improvement of 6.6% on the clean test set. To understand the limits of self-training, we also evaluate an oracle model with access to the ground-truth labels from both "train-clean-100" and "train-clean-360." Table 3 shows that the best pseudo-label model bridges 55.6% of the gap between the supervised baseline trained only on "train-clean-100" and the oracle model as measured on the clean test set. Table 4 shows the results with various filtering functions for pseudo-labels generated on "train-clean-360" by the baseline model. All WER results are the average of three models, all using the same beam-search decoding procedure with a ConvLM. We evaluate both the "no EOS + n-gram" filters and the acoustic model score threshold excluding samples in the worst 10th percentile.
Analyses
Importance of Filtering
In the clean setting, we observe that "no EOS + n-gram" filters improve WER on both the clean and other development sets. The quality of the pseudo-labels is such that removal of the worst 10th percentile of samples based on their acoustic model score improves performance, but removing the nextworst tenth of the data by this criteria removes too much data from the training set. The best-performing combination of these filtering techniques first applies the "no EOS + n-gram" filters and then removes the bottom 10th percentile of samples from the resulting set based on their score. This results in 5% and 8% relative WER reductions on the "clean" and "other" development sets, respectively.
Importance of the LM
We examine the impact of the LM by training multiple models with pseudo-labels generated from LMs with different perplexity on the dev set. We control for LM perplexity by training the model for a variable number of steps. For each pseudo-label set, we train three models and report the average WER without decoding with an LM.
In Figure 2 we show the reduction in WER from selftraining on pseudo-labels generated with varying LM perplexities. We can see a clear trend that when the LM perplexity decreases, the WER on the dev set also decreases. In other words, a better LM leads to better model performance for self-training. In Table 2 we show that without using any language model to generate pseudo-labels (AM Greedy), we get a WER of 12.27 on dev clean and 33.42 on dev other. Compared with Figure 2 , it is clear that using an LM even with higher perplexity improves the effectiveness of self-training. We see an upper bound on the LM perplexity of 180, where the quality of the pseudo-labels start to be worse than what we can obtain without an external LM, resulting in worse model performance from self-training. Table 4 . For "train-clean-360" pseudo-labels, we show the effect of the filtering mechanism on the amount of training data retained, the oracle WER of the pseudo-labels and the resulting WER on the clean and other development sets from training on the corresponding pseudo-labelled data set. The clean and other WERs are reported with an LM and beam search decoding averaged over three models. The WER on the clean and other development sets as a function of the perplexity of the LM used to generate the pseudo-labels. For each pseudo-labelled data set we train three models and report the average WER without an LM.
RELATED WORK
Self-training has been applied to tasks in natural language processing including word-sense disambiguation [2] , noun identification [23] and parsing [3] , in addition to tasks in computer vision such as object detection [24, 25] and image classification [26] . In automatic speech recognition, self-training-style approaches have seen some success in hybrid, alignmentbased speech systems. Prior work mainly focuses on different ways of data filtering to improve pseudo-label quality, e.g. confidence-based filtering [27, 28, 29] and agreementbased selection [30] that also takes advantage of outputs from multiple systems, and the data selection process can take place at different levels ranging from frames to utterances [31, 32] .
Using pseudo-labels with a hybrid system can also give an improvement to WER on a large-scale data set [33] and in another, a student-teacher approach without an external LM gives an improvement when trained on unreleased unpaired audio [34] . In both of these cases, however, the use of non-public data makes reproduction and direct comparison of methods difficult. As such, one goal of this work is to provide a reproducible recipe for improving ASR performance with pseudo labels, in addition to providing a standard, publicly-available benchmark to which other semi-supervised approaches in automatic speech recognition can compare.
Recently-proposed semi-supervised approaches for endto-end speech recognition have applied techniques similar to back-translation [35] . These use unpaired text to generate a synthetic data set, but target hidden state representations instead of acoustic features directly [21] . Alternatively, both unpaired audio and text can be used by embedding the two in a shared representation [36] . This prior work in semisupervised ASR with end-to-end models tends to build from a weak or poorly tuned supervised baseline model, a common issue with semi-supervised learning in general [37] . In contrast, we compare our self-trained models to a well tuned baseline model which outperforms prior results trained on the same data set.
DISCUSSION
We have shown that self-training can yield substantial improvements for end-to-end systems over a strong baseline model by leveraging a large unlabelled data set. Self-training has been well studied in other application domains but has not been carefully studied in end-to-end speech recognition with deep neural networks. We hypothesize that the noise-robust properties of these models coupled with a strong baseline model trained on a paired data set makes self-training more effective. Furthermore, we show that a filtering mechanism tailored to the types of mistakes encountered with sequenceto-sequence models as well as an ensemble of baseline models can further improve the accuracy gains from self-training.
One limitation of this study is that LibriSpeech, the data set we perform experiments on, consists entirely of read speech. This is not a completely practical setting as the distribution of books used to train the language model closely matches that of the transcriptions in the acoustic training data. We take considerable care to remove any exact overlap between the two data sets so as to make the problem setting more realistic. Nonetheless, future work should examine noisier and less well-matched unlabelled speech and text.
One of the main axes for improving semi-supervised learning methods is data scale. We expect that self-training could lead to even more improvements on LibriSpeech and elsewhere by continuing to grow the scale of both the unlabelled audio and text corpora. Aside from demonstrating the effectiveness of self-training on LibriSpeech, we have set forth a strong baseline model and a reproducible semisupervised learning setting for which new and existing approaches can be evaluated. We hope this contributes to the acceleration of this line of research in speech recognition moving forward.
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