Abstract. In this paper, we consider a bilevel vector optimization problem where objective and constraints are set valued maps. Our approach consists of using a support function [1, 2, 3, 14, 15, 32] together with the convex separation principle for the study of necessary optimality conditions for D.C bilevel set valued optimization problems. We give optimality conditions in terms of the strong subdifferential of a cone-convex set valued mapping introduced by Baier and Jahn [6] and the weak subdifferential of a cone-convex set valued mapping of Sawaragi and Tanino [28] . The bilevel set valued problem is transformed into a one level set valued optimization problem using a transformation originated by Ye and Zhu [34] . An example which illustrate the usefulness of our result is also given.
Introduction
A lot of research has been carried out in bilevel optimization problems [5, 7, 8, 11, 19, 25, 26, 33, 34, 35] . Ye and Zhu [34] give optimality conditions without convexity assumption on the lower level problem and without the assumption that the solution set S (x) is a singleton. They transform the bilevel problem into one level problem by using the optimal value function of the lower level. Under semi-Lipschitz property, Zhang [35] extends the classical approach to allow the nonsmooth problem data; he derives existence and optimality conditions for problems in terms of the graph of the solution multifunction to the lower-level problem. For continuous data, Gadhi and Babahadda [5] use the notion of convexificator [21] together with an appropriate regularity condition to establish necessary optimality conditions for bilevel optimization problems in terms of Lagrange-Kuhn-Tucker multipliers. However, much work remains to be done. For instance, if some of the data are not exactly known, we are entitled to replace them by a set-valued data representing fuzzy outcomes.
The problem (P ) considered in this paper is a sequence of two optimization problems in which the feasible region of the upper-level problem (P 1 ) is determined implicitly by the solution set of the lower-level problem (P 2 ) . It may be given as follows where, for each x ∈ R n1 , S (x) ⊆ R n2 is the solution set of the following parametric optimization problem (P 2 ) :
Minimize g (x, y) subject to : Γ 0 (x, y) ∩ −R s + = ∅, where C ⊆ R n1 × R n2 is a nonempty closed and convex set, g : R n1 × R n2 −→ R is a convex function, F, G : R n1 × R n2 ⇒ R q are R q + -convex set valued mappings, Γ 0 : R n1 × R n2 ⇒ R s is a R s + -convex set valued mapping and Γ, Ψ : R n1 ×R n2 ⇒ R p are R p + -convex set valued mappings; n 1 , n 2 , p, q, s ≥ 1 are integers.
Consider v ∈ F (x, y) and w ∈ G (x, y) . The point (x, y, v − w) is said to be a weak local Pareto minimal point with respect to R q + of the problem (P ) if it is a weak local Pareto minimal point with respect to R q + of the problem R q + − Minimize F (x, y) − G(x, y) subject to : (x, y) ∈ S, where S = (x, y) ∈ R n1 × R n2 : (Γ(x, y) − Ψ(x, y)) ∩ −R p + = ∅ and y ∈ S (x) .
It is well known that the convex separation principle plays a fundamental role in many aspects of nonlinear analysis and optimization. The whole convex analysis revolves around the use of separation theorems; see [27] . In fact, many crucial results with their proofs are based on separation arguments which are applied to convex sets. Our approach consists of using a support function [1, 2, 3, 14, 15, 32] together with the convex separation principle for the study of necessary optimality conditions for the bilevel optimization problem (P ) . In [14] , Dien gave a characterization of a set-valued mapping by its support function. Fortunately, the convex property of a set-valued mapping is conserved for its support function. This paper is divided into three sections. In section 2, we have three subsections. In the first subsection, we give the definition of a support function of a set valued mapping and show that the convex property of a set-valued mapping is conserved for its support function. In the second subsection, we recall the concept of a subdifferential of cone-convex set valued mappings introduced by Baier and Jahn [6] . In the last subsection, the concept of the weak subdifferential for set valued mappings introduced by Sawaragi and Tanino [28] is given. In Section 3, using intermediate set-valued optimization problem (P * ) , we give optimality conditions in terms of the strong subdifferential of Baier and Jahn [6] and the weak subdifferential of Sawaragi and Tanino [28] . In the second result, instead of using weak subdifferentials, we formulate our optimality conditions by means of the usual subdifferential of convex analysis.together with the strong subdifferential of Baier and Jahn [6] . An example which illustrate the usefulness of our result is also given. When g = 0 R and Γ 0 = 0 R s , we get a result of Gadhi [16] established for set valued optimization problems; if in addition, F, G :
+ -convex vector mappings, one can deduce a result of Taa [30] and the well known result of Hiriart-Urruty [18] ; when all data are only functions, we obtain new results for d.c. bilevel optimization problems.
Preliminaries
Let F : R n1 × R n2 ⇒ R q be a set valued mapping. In the sequel, we denote the domain and the graph of F respectively by
If V is a nonempty subset of R n1 × R n2 , then
Let A be a nonempty subset of R q and y ∈ A. The point y is said to be a Pareto (resp. a weak Pareto) minimal point of A with respect to R Since convexity plays an important role in the following investigations, recall the definition of cone-convex mappings.
Support function
Let u ∈ R n1 × R n2 and y * ∈ R q . Denoting by C F (y * , u) := inf v∈F (u) y * , v the support function of F at u, we have the following result.
) is a convex function on C.
Consequently,
Since p ∈ R q + and y * ∈ R q + , one has y * , p ≥ 0. It follows that
which means that C F (y * , .) is convex on C.
Concept of subdifferential
We shall need the following concepts. First, let us recall that of contingent epiderivatives given in [20] , which is based on the definition of contingent derivatives introduced by Aubin [4] .
Definition 3 [20] Let S be a nonempty subset of R n1 × R n2 and let F : S ⇒ R q be a set valued mapping. 1. The set
q whose epigraph equals the contingent cone to the epigraph of F at (u, v) , i.e.,
is called the contingent epiderivative of F at (u, v) .
Bear in mind that the contingent cone
Properties of the contingent epiderivative can be found in [20] .
On the basis of the concept of contingent epiderivatives, Baier and Jahn [6] introduced a subdifferential of cone-convex set valued mappings.
be a convex set and suppose that F is
is called a subgradient of F at (u, v) .
The set
Remark 5 Obviously, the subdifferential is not defined, if the contingent epiderivative does not exist. Conditions ensuring the existence of the contingent epiderivative can be found in Theorem 1 in [20] .
The subdifferential of a cone-convex set valued mapping shares all properties of the subdifferential. Let us list some of them for the sake of the reader's convenience (see [6] for proofs and details).
(1)
Remark 6 When F = f is a convex function, ∂F (u, v) reduces to the well known classical subdifferential in the sense of convex analysis
Concept of weak subdifferential
In this subsection, we introduce the concept of the weak subdifferential for set valued mappings. Properties of it are given in Sawaragi and Tanino [28] and also in Sawaragi, Nakayama and Tanino [29] . The following definition has been introduced in [28] .
Definition 7 Let S be a nonempty subset of R n1 ×R n2 and let F be a set valued mapping from S into R q . Considering u ∈ S and v ∈ F (u) , a linear mapping
The set of all weak subgradients for v of F at u is called the weak subdifferential for v of F at u and is denoted by ∂ W F (u, v) .
Proposition 8 gives a characterization of the above weak subdifferential.
Corollary 9 Let C ⊂ R n1 × R n2 be a convex set, F : C ⇒ R q be a set valued mapping and
Here, N a.c. (C, u) stands for the normal cone of convex analysis of C at u defined by
By the Moreau-Rockafellar Theorem [31] , one has
and one can deduce the result.
Optimality conditions
For all the sequel, it is assumed that the leader presupposes cooperation of the follower in the sense that the latter will choose in each time that solution in S (x) which is best suited with respect to the leader's objective function. In this case, according to [12] , (P ) can be replaced by (P * ) :
provided that (P * ) has an optimal solution [24] , where
,
consider u ∈ Ω, v ∈ F (u) and w ∈ G (u) . The point (u, v − w) is said to be a weak local Pareto minimal point with respect to R q + of the problem (P ) if there exists a neighborhood U of u such that
We shall need the definition of the polar cone K • of a cone K,
Remark 10 Under the following hypotheses (H 1 ) , (H 2 ) , (H 3 ) and (H 4 ) , the optimization problem (P ) has at least one weak Pareto optimal solution.
The problem (P * ) has at least one feasible solution and the feasible set is bounded.
Assuming that the contingent epiderivatives DG (u, w) and DK u, k exists, we have the following result. Theorem 11 provides necessary optimality conditions for the multiobjective optimization problem (P ) .
Theorem 11
Suppose that (u, v − w) is a local weak minimal solution of (P ) and that assumptions (H 1 ) , (H 2 ) , (H 3 ) and (H 4 ) are satisfied. Then,
Moreover, for all T * ∈ ∂G (u, w) and S * ∈ ∂K u, k , there exist y
Proof. Since (u, v − w) is a weak local Pareto minimal point of (P ) , there exists a neighborhood U of u such that for all
Let T * ∈ ∂G (u, w) and S * ∈ ∂K u, k . Consider the following set
The proof of this theorem consists of several steps. First, we prove two important properties of this set ∆ and then we apply a separation theorem in order to obtain the multiplier rule.
•
, h ∈ H (u) and k ∈ K (u) with u = (x, y) ∈ U ∩ C.
• 0 / ∈ ∆. By contrary, suppose that there exists u ∈ U ∩ C such that
Consequently, there exist v ∈ F (u) and h ∈ H (u) such that
Since T * ∈ ∂G (u, w) and S * ∈ ∂K u, k , one has
for all u ∈ C ∩ U, w ∈ G (u) and k ∈ K (u) .
Combining (3) and (4) , one has
We get then a contradiction with (2) .
• Let us prove that ∆ is a convex subset of
From the convexity assumption of F and H, one gets
One the one hand, there exist a 0 ∈ R q + and
On the other hand,
which means that (α, β) ∈ ∆.
• In the next step of the proof we show that ∆ is open. 
Thus ∆ is open.
• In this step, we now prove the theorem. ∆ is an open convex subset of
with 0 / ∈ ∆ ( due to (2) ). Now, using a separation theorem, there exists (0
For u = u, v = v and h = h, we have
Letting σ → +∞, we get
Similarly, letting ε → +∞, we get
Then,
Also, letting ε → 0 and σ → 0, (7) yields
Combining (8) and (9) , we deduce that
Finally, we have y
Now, reconsidering (6) , we have ( ε and σ are arbitrary )
Since z * , h = z * , k , inequality (10) becomes
for all v ∈ F (u) , h ∈ H (u) and u ∈ C. Consequently, by Corollary 9,
We can similarily deduce that
Corollary 12 Suppose that (u, v − w) is a local weak minimal solution of (P ) and that assumptions (H 1 ) , (H 2 ) , (H 3 ) and (H 4 ) are satisfied. Suppose also that Int (epi (H))∩epi (F ) = ∅. Then, for all T * ∈ ∂G (u, w) and S * ∈ ∂K u, k , there exist
Proof. The proof is direct by using the generalized Moreau-Rockafellar theorem [31] ( see also [23] ).
Corollary 13
Suppose that (u, v − w) is a local weak minimal solution of (P ) and that assumptions (
Remark 14
The generalized Moreau-Rockafellar theorem established by Taa [31] is more general than that of Lin [23] . For more details, we refer the interested reader to [31] ( Corollary 3.1 ).
Instead of using weak subdifferentials, we formulate the above mentioned result by means of the usual subdifferential of convex analysis.
Theorem 15
Suppose that (u, v − w) is a local weak minimal solution of (P ) and that assumptions (H 1 ) , (H 2 ) , (H 3 ) and (H 4 ) are satisfied. Then, for all T * ∈ ∂G (u, w) , S * 1 ∈ ∂Ψ u, k and S * 3 ∈ ∂ a.c. V (x) × {0} , there exist y * ∈ −R q +
• and z
Proof. Let T * ∈ ∂G (u, w) and S * ∈ ∂K u, k . Similarly to Theorem 11, we get y * ∈ −R q +
and inequality (11) is fulfilled. That is,
for all v ∈ F (u) and h ∈ H (u) . Consequently,
This implies
The proof is finished.
Remark 16
Suppose that g (., .) is a convex continuous function and that Γ 0 (., .) is a continuous and R s + -convex set valued mapping. Then,
. The equality will hold if Γ 0 is regular; i.e. there exists ( x, y) ∈ R n1 × R n2 such that
In case Γ 0 (., .) : 
Proof. Remarking that
. Under the nonemptiness of the set (x, y) : Γ 0 (x, y) ∈ −R s ++ , using a result of [9] (see also [17, 22] ),
Corollary 18
Under the assumtion of Theorem 15 then for all
Let f, g and g 0 : R n1 × R n2 → R + be given functionals. Then, we consider the set valued mappings F : R n ⇒ R and G : R n ⇒ R with F (x) := {p ∈ R : f (x, y) ≤ p} and G (x) := {q ∈ R : g (x, y) ≤ q} .
Under these assumptions, we investigate the optimization problem
where, for each x ∈ R n1 , S (x) ⊆ R n2 is the solution set of the following parametric optimization problem Minimize g 0 (x, y) subject to : y ∈ R n2 ,
In this example, the values of the objective function may vary between the values of two known functions. Next, let u = (x, y) , u = (x, y) and V (x) := min y {g 0 (x, y) : y ∈ R n2 } .
Assume that (u, f (u) − g (u)) is a weak local Pareto minimal point of (P ) , and that f, g and g 0 are convex and continuous at u. Consequently, F and G are R + -convex with closed graphs. Then, for all T * ∈ ∂g (u) and S * ∈ co {∂ a.c. g 0 (., y) (x) : g (x, y) = V (x)} , there exists α * , β * ∈ R + such that (α * , β * ) = (0, 0) , α * T * + β * S * ⊆ ∂ a.c. (α * f + β * g 0 ) (u) .
Special cases
3.1.1 Case where g = 0 R and Γ 0 = 0 R s .
Taking n = n 1 +n 2 and u = (x, y), our bilevel optimization problem (P ) becomes where C ⊆ R n is a nonempty closed and convex set, F, G : R n ⇒ R q are R q + -convex set valued mappings and Γ, Ψ : R n ⇒ R p are R p + -convex set valued mappings; n, p, q ≥ 1 are integers. In this case, taking e ∈ Ψ (u) and r ∈ Γ (u) , we get the following optimality conditions for D.C. set valued optimization problems.
Corollary 24 [16] Suppose that (u, v − w) is a local weak minimal solution of (P c ) . Then, there exist y * ∈ −R q +
• and z * ∈ −R p +
• such that (y * , z * ) = (0 R q , 0 R p ) , z * , r = 0, and 0 ∈ ∂ a.c. (C F (y * , .) + C Γ (z * 1 , .)) (u) + N a.c. (C, u) .
Case where all the set valued mappings are only functions
In this case, our bilevel optimization problem may be given as follows.
(P ) : Minimize F (x, y) − G(x, y) s.t. (x, y) ∈ C and Γ(x, y) − Ψ(x, y) ≤ 0, y ∈ S (x) , where, for each x ∈ R n1 , S (x) ⊆ R n2 is the solution set of the following parametric optimization problem Minimize g (x, y) subject to : Γ 0 (x, y) ≤ 0, where C ⊆ R n1 × R n2 is a nonempty closed and convex set, g, F, G, Γ 0 , Γ, Ψ : R n1 × R n2 −→ R are a convex function; n 1 , n 2 ≥ 1 are integers. Taking u = (x, y) and u = (x, y) , the point (u, F (u) − G(u)) is said to be an optimal solution of (P ) if it is an optimal solution of Minimize F (u) − G(u) subject to : u ∈ S, where S = {u ∈ R n1 × R n2 : (x, y) ∈ C, Γ(u) − Ψ(u) ≤ 0 and y ∈ S (x)} .
Corollary 25
Suppose that (u, F (u) − G(u)) is an optimal solution of (P ) and that the assumptions of Proposition 17 are satisfied. Then, for all T * ∈ ∂G (u) , S
