Abstract-Although imaging and inverse scattering problems have been thoroughly studied during the last century, there is only a partial understanding of these complex problems. Most of the efforts have been placed on the development of efficient inversion algorithms and mathematical uniqueness results. In comparison, there are very few results and a limited knowledge about the information content in the inversion data. In this paper, we provide a mathematical framework for sensitivity analysis of antenna near-field imaging problems, based on the multipole expansion of the electromagnetic field and the Fisher information to quantify the quality of data. By exploiting this framework, a fundamental relation for accuracy and resolution is formulated based on the Cramér-Rao bound (CRB). The sensitivity analysis is illustrated using a relevant example with cylindrical measurement data.
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I. INTRODUCTION

I
NVERSE scattering and imaging are topics with a variety of applications in, e.g., medicine, nondestructive testing, surveillance, quantum mechanics, and optics. These problems are in general ill posed, i.e., they are not well posed in the sense of existence, uniqueness, and the solution being a continuous function of the data [1] - [5] .
The mathematical theory is well developed concerning the uniqueness of inverse scattering problems [1] , [2] . The uniqueness theorems typically show that the solution is unique if the data is available from all possible measurements. This is very important but not sufficient from a practical point of view. Further, since the solution of ill-posed problems does not generally depend continuously on the data, the effect of noise is amplified in a way that calls for proper control. For this purpose, regularization theory [4] is often used to control the imaging error. Typically, the number of degrees of freedom (NDF) pertaining the number of significant singular values of a linear operator is a very useful tool (see, e.g., [4] , [6] , and [7] ). The NDF, which is virtually independent of the noise level, can be used to estimate the number of retrievable parameters of an object, and hence the resolution. However, these approaches are rather coarse and do not give a qualitative measure on the information content of the inversion data with respect to the accuracy and the resolution of images.
Over several decades, the Cramér-Rao bound (CRB) has been subjected to many revivals and has become the dominating tool in areas such as statistical signal processing [8] , array signal processing [9] , and systems and control theory [10] . However, we have observed that estimation theory, the CRB, and maximum-likelihood methods [11] , [12] are tools that have not been fully exploited in the traditional inverse scattering, imaging or antenna literature.
The CRB provides a lower bound on the estimation error and a fundamental physical limit on system accuracy, but it does not directly indicate the best resolution achievable by an unbiased estimator. Nevertheless, the CRB can be used to define an absolute limit on resolution. In the context of sensor array processing (such as estimation of azimuth, elevation, polarization, etc.) the statistical resolution limit is defined as the source separation that equals its own CRB, providing an algorithm-independent bound on the resolution of any high-resolution method [13] .
The purpose of this paper is to provide a mathematical framework for sensitivity analysis of antenna near-field imaging problems, based on the multipole expansion of the electromagnetic field [14] - [16] , linear estimation theory, and the Fisher information [8] to quantify the quality of data (see also [17] ). The presented framework has potential for many inverse or antenna imaging problems, e.g., in microwave tomography [3] , digital holographic microscopy [18] , nondestructive testing of wood [19] , antenna near-field imaging [20] , multimode antenna analysis [21] , [22] , or as an electromagnetic model for antenna array signal processing using vector sensors [23] - [26] .
Near-field measurements of antennas are available everywhere today due to their compact setup and reasonable price. Although they are mainly used to determine the antenna pattern after a near to far-field transformation they have also found application in characterizing the current distribution on antennas and radomes (see, e.g., [20] , [21] and [27] ). There are rules of thumb of the setup of near-field measurements when the far field is wanted. The near field to equivalent current transformation is more complex, and it is necessary to have a qualitative analysis of the associated imaging problem.
As a prototype example of antenna near-field imaging, we study the measurement setup depicted in Fig. 1 . The cylindrical data is gathered by rotating the object under test and moving the near-field probe in the vertical direction. By Fourier transforming the data over the azimuthal coordinates, the estimation problem decouples and multipoles can be determined from individual systems of linear equations, one for each azimuthal index.
By exploiting the presented framework for sensitivity analysis, we formulate a generalized uncertainty principle for accuracy and resolution based on the CRB. In contrast to [13] we retain here the classical definition of resolution and employ the maximum multipole order to quantify the tradeoff between accuracy and resolution. Hence, when increasing the accuracy (decreasing the CRB) in a given measurement setup, the corresponding resolution of the imaging system is reduced. It is noted that these features are not captured by the NDF of the related linear operator [4] , [6] , [7] . Numerical examples verify the classical Rayleigh criterion [28] , and it is illustrated that super-resolution is possible only if the sensor noise (or model errors) is very small.
The rest of the paper is outlined as follows. Section II presents a detailed description of the prototype example: the inverse problem for determining multipole expansion coefficients from near-field measurements collected on a cylindrical surface. Section III presents the sensitivity analysis, including both the near-and far-field estimation problems. In Section IV, the generalized uncertainty principle for accuracy and resolution is formulated. Section V contains numerical examples, and Section VI the summary and conclusions. An Appendix is also included defining the spherical vector waves and their azimuthal Fourier transforms.
II. INVERSE MULTIPOLE PROBLEM BASED ON CYLINDRICAL DATA
A. Wave Propagation Model and Maximum Mode Order
Throughout the paper, let and denote the spherical and cylindrical coordinates, respectively, and let and denote the corresponding unit vectors. The radius vector is denoted . Further, let denote the wavenumber, the angular frequency, and and the speed of light and the wave impedance of free space, respectively.
Assume that all sources are contained inside a sphere of radius , and let be the time convention. The transmitted electric field can then be expanded in outgoing spherical vector waves for as [14] - [16] (
where are the multipole coefficients. Here, corresponds to transverse-electric (TE) waves, and corresponds to transverse-magnetic (TM) waves. The other indexes are and , where denotes the order of the mode. It can be shown that the electric field is given by in the far field, where is the far-field amplitude given by (2) and where are the spherical vector harmonics [14] - [16] . For further details about the spherical vector mode representation, we refer to the Appendix and [14] - [16] .
In principle, the sum in (1) is infinite. However, for all practical purposes the maximum useful order is finite and can be assessed by the NDF, e.g., (cf. [4] , [6] , and [16] ). A similar approach is to consider the truncation error in the mode representation of the Greens function (cf. the fast multipole algorithm for dynamic fields [29] ). Our contribution is towards a deeper understanding about the "information content" which can be extracted from a partial knowledge of the radiated field with respect to a characterization of the source. In particular, we describe how the choice of can be assessed from a Fisher information analysis of the actual measurement setup in order to quantify the tradeoff between accuracy and resolution.
B. Measurement Equation and Inverse Problem
We consider the inverse problem of determining the multipole coefficients based on an observation of the electric nearfield as it is measured on the cylindrical surface for a given polarization . The inverse multipole problem is fundamental in the sense that it generates estimates for both the near field and the far field, based on the same set of cylindrical measurement data.
Let denote the discrete Fourier transform (DFT) of the measurement data along the azimuthal coordinate such that (3) where is the number of azimuthal points and the size of the DFT, and is assumed to be sufficiently large so that the spatial aliasing in (3) can be neglected. The spherical vector waves and their corresponding DFTs are defined so that (see the Appendix). Hence, by applying the DFT on the input measurement data, the fundamental measurement equation decouples, and we obtain the following linear system of equations for each -index of the DFT: (4) In (4), must be chosen such that is independent of . In a typical (cylindrical) measurement situation, and/or . Assuming that there are measurement positions for and polarization directions, the fundamental measurement (4) corresponds to a complex linear system of equations in the unknowns .
In order to obtain an estimate of the fields, it is assumed that the linear system (4) is overdetermined and solved in the least-squares sense. In practice, it is usually necessary to employ appropriate scaling of (4) and to regularize the inverse problem by using the singular value decomposition (SVD). Here, we analyze the sensitivity of the inverse problem and assess the maximum useful order by calculating the corresponding CRB. The physical meaning of this bound is simply the best possible estimation error for estimating the fields modulo the higher order modes (higher order modes excluded). The sensitivity analysis gives a priori information about the best estimation accuracy that is possible for any choice of and defines in that way an optimum tradeoff between the accuracy and the resolution for any spatial region.
As a fundamental case, we consider a complete vector measurement where , respectively. Denoting by , we obtain (5) III. SENSITIVITY ANALYSIS
A. Noise Model and Fisher Information
We assume that the measured electric field on the cylinder surface is corrupted by additive noise (6) where is a spatially uncorrelated complex Gaussian random process [8] with zero mean and dyadic covariance function (7) where denotes the expectation operator, the complex conjugate, the noise variance, the impulse function, and the identity dyad. Note that since the data is assumed here to be discrete, denotes the discrete impulse function with . Denoting by the DFT of the noise term, our signal model is now given by (8) where the covariance of the noise term is (9) The Fisher information matrix [8] for estimating the multipole coefficients is given by (10) where and . The Fisher information matrix is decoupled over the -index and can hence be organized as a block diagonal matrix with diagonal blocks with for where and . Note also that for the block diagonal matrix, .
B. Near-Field and Far-Field Estimation
From (1), the general CRB [8] for near-field estimation is given by (11) where denotes the estimated field and is the inverse of the Fisher information matrix. Generally, the CRB in (11) is a scalar field depending on all the three spatial coordinates . Since the Fisher information (10) is decoupled over the -index, the corresponding CRB (11) becomes (12) where we have employed . Note that the CRB in (12) is independent of the azimuthal coordinate , and depends only on . The sensitivity analysis for the far field in (2) is obtained from the previous results simply by replacing in (11) by . Hence, the general CRB for estimating is given by (13) which depends generally on both angular coordinates .
Since the Fisher information (10) is decoupled over the -index, the corresponding CRB (13) becomes (14) where we have employed . Note that the CRB in (14) is independent of the azimuthal coordinate , and depends only on the elevation .
IV. FUNDAMENTAL RELATION FOR ACCURACY AND RESOLUTION
The resolution capability associated with the antenna nearfield imaging problem is determined by the maximum useful order . At the same time, the maximum mode order gives a limit for the best possible estimation accuracy via the CRB (11) . Hence, there is a fundamental nonlinear connection between the accuracy (optimum estimation performance) and the resolution capability of an imaging system, a connection which can be interpreted as a generalized uncertainty principle for accuracy and resolution.
Consider first the resolution capability associated with the maximum useful order . Assume that we wish to image an idealized far field (2) with uncorrelated, zero mean, and unit variance multipole coefficients . The covariance dyadic of this field is readily seen to be given by (15) where the second equality follows from a multipole expansion of where is the impulse function on the unit sphere and is the unit dyad. Hence, the covariance dyadic can be interpreted as a spatial impulse at position .
We define the two-dimensional point spread function [30] as the right (or ) component of (15) truncated to order as (16) corresponding to an order multipole expansion of the impulse vector field (or ) positioned at . It can be shown that the shape of the magnitude of the two-dimensional point spread function is invariant to the choice of position (rotation) as well as of the polarization, i.e., choice of right or component of (15) (cf. [16] for a reference to the rotational properties of the spherical vector waves). Hence, the resolution capability in both and coordinates are given by the one-dimensional (1-D) point spread function (17) where (18) are the Fourier series coefficients of . The 1-D point spread function is shown in Fig. 2 , where . The classical measure of resolution is given by the width of the mainlobe of the point spread function [30] , defined here by the first zero of (cf. Fig. 2 ). The resolution is hence roughly the same as of the rectangular window, i.e., (19) where for the rectangular window and for the 1-D point spread function . For a given measurement setup, (11) and (19) implicitly define a one-to-one relation between the CRB and the resolution via the parameter . Since the CRB is a lower bound, this nonlinear and monotone relation represents a feasible region and can be interpreted as a generalized uncertainty principle for accuracy and resolution. An illustration of this principle is given in the next section.
V. NUMERICAL EXAMPLES
In order to illustrate the sensitivity analysis, we employ as a numerical example a measurement situation and data taken from an industrial measurement campaign 1 performed for an 8-GHz radar antenna ( 3.75 cm). The input data for the antenna near-field imaging problem was acquired in an anechoic chamber using a cylindrical measurement setup as depicted in Fig. 1 . The data was collected in azimuthal points and vertical positions for and (all units in [m]); see also [20] .
The inverse problem (4) was solved using normalized basis functions , maximum mode order and regularization of the least-squares problem by truncating the singular values less then unity. The spherical coordinate system was centered at , where the antenna was approximately situated. The resulting near-field estimation is shown in Fig. 3 for and ( plane). The sensitivity analysis addresses the question of how, when, and where the near-field estimation is reliable. Hence, it gives a priori information about the best estimation accuracy that is possible for any choice of in any spatial region. In the analysis below, we define the SNR as SNR (20) where is the maximum electric field strength over all measurement points and the variance of the measurement noise. In all the examples below, the CRBs are calculated for SNR 100 dB. Fig. 4 shows the CRB (12) using maximum mode order 2 . The CRB here is a two-dimensional scalar field, independent of the azimuthal coordinate due to the rotational symmetry of the problem. Note that the cylindrical shape of the measurement surface is clearly visible in Fig. 4 . Since the maximum measured field strength is about 5 dB, as can be observed in Fig. 3 , it is concluded from Fig. 4 that near-field estimation using is feasible with high or acceptable accuracy in the blue and green areas, where the estimation error is significantly less than the signal strength, whereas estimation is not feasible at all in the red areas, where the estimation error is significantly larger than the signal strength. 2 The parameter values L = 59 and SNR = 100 dB are not optimized for this measurement and are chosen merely for illustration purposes. The plots are easily scaled to any other SNR. Next, we consider the far-field estimation problem based on cylindrical data. Fig. 5 shows the far-field amplitude (2) corresponding to the multipoles which are calculated for the nearfield inverse problem at radius . The maximum far-field amplitude is about 50 dB. Fig. 6 shows the 1-D CRB (14) as a function of elevation for various maximum mode orders . The analysis shows that the far-field estimation is feasible with high accuracy using mode orders up to , provided that the elevation angles are within the range 40 to 90 . The poor estimation performance obtained outside this region is due to the finite extent of the cylinder measurement.
Finally, we conclude the examples by illustrating the generalized uncertainty principle for accuracy and resolution described in Section IV. Let CRB denote the CRB given by (12) and define the relative accuracy by CRB , where is the variance of the measurement noise (cf. also (10)). For each value of the maximum order , the expressions (12) and (19) define a one-to-one relation between the relative accuracy CRB and the resolution . The resulting mapping is illustrated in Fig. 7 , showing the normalized resolution (in units of wavelengths) as a function of relative accuracy CRB for m and . Note that the plot has been generated by using parameter values . The plot illustrates the tradeoff between accuracy and resolution. Note that the resolution (or accuracy) is very poor for , which is outside the span of the cylinder and improves systematically for the elevation angles between 10 and 80 (cf. also Fig. 6 ). The plot also illustrates that the performance is better for smaller radius since fewer modes are then needed for a certain level of the normalized resolution. Note that even though seem to approach the classical Rayleigh limit as CRB increases, super-resolution is possible, at least in principle. However, the cost of achieving super-resolution is extremely high relative accuracy CRB which may in turn require an extreme low noise condition to sustain acceptable performance (CRB). Finally, it is illustrative to compare the resolution obtained above with that given by the NDF related to a source bounded by a sphere of radius and a concentric spherical observation domain (free space Greens function), a situation where (cf. [4] , [6] , and [16] ). Hence, by using (19) , we obtain the normalized resolution limit , which is again the classical Rayleigh limit indicated in Fig. 7 .
VI. SUMMARY AND CONCLUSION
The motivation for this contribution is towards a deeper understanding about the "information content," which can be extracted from a partial knowledge of the radiated field with respect to a characterization of the source. A mathematical framework for sensitivity analysis of antenna near-field imaging problems is given based on the Fisher information, the CRB, and the multipole expansion of the electromagnetic field. The sensitivity analysis is performed using a relevant example with cylindrical near-field measurement data. Furthermore, we show that there is a fundamental connection between the CRB and the resolution capability of an imaging system, a connection that can be interpreted as a generalized uncertainty principle for accuracy and resolution. In principle, for any specific near-field measurement setup, the approach can precisely quantify the tradeoff between accuracy and resolution as well as the extreme low-noise condition that is required to achieve super-resolution below a half wavelength.
APPENDIX SPHERICAL VECTOR WAVES AND THEIR AZIMUTHAL FOURIER TRANSFORMS
The outgoing spherical vector waves are given by (21) where are the spherical vector harmonics and the spherical Hankel functions of the second kind (see [14] - [16] ). Here, the indicates differentiation with respect to the argument . The spherical vector harmonics are given by (22) where are the scalar spherical harmonics given by (23) and where are the associated Legendre functions [14] . For negative -indices, the scalar waves satisfies the symmetry , and hence (24) For convenience, we introduce also the normalized associated Legendre functions (25) so that . The following relations for are useful for numerical calculations: (26) Note also that for . Now, from (22) , the spherical vector harmonics may be derived as (27) where the Fourier transformed spherical vector harmonics are defined so that (28) The Fourier transformed outgoing spherical vector waves are derived similarly from (21) as (29) so that (30) Note that and are defined as Fourier transforms only with respect to their respective spherical components. As vector fields they still depend on the coordinate via the basis vectors .
