The paper is concerned with recursive methods for obtaining the stabilizing solution of coupled algebraic Riccati equations arising in the linear quadratic control for Markovian jump linear systems. It is shown that the new updates carried out at each iteration represent approximations of the original control problem by control problems with receding horizon, for which some sequences of stopping times define the terminal time. Unlike previous results, no initialization conditions are required to guarantee the convergence of the algorithms. The methods can be ordered in terms of number of iterations to reach convergence, and comparisons with existing methods in the current literature are also presented. Moreover, we also extend and generalize current results in the literature for the existence of the mean square stabilizing solution of the coupled algebraic Riccati equations.
Introduction
In this paper we consider the linear quadratic (LQ) control problem for Markov Jump Linear Systems (MJLS) with linear system state and Markov chain state observations. In this formulation, the mode of the linear system changes according to an underlying Markov chain, and the control has complete access to the state variables. Several results can be found nowadays in the current literature concerning stability and control of MJLS's, e.g. [ ll-[4], [6] - [8] . Using the concept of mean square stability, it has been shown that the solution of the LQ-optimal control problem for MJLS can be given in terms of the solution of an interconnected set of algebraic Riccati equations (ISARE), c.f. [ 
11,[21,[71,[81.
The main result of this paper concerns the problem of obtaining the solution for the ISARE numerically. Methods for solving the ISARE that employ recursions can be found in the literature, see [ 11 and [7] . Also, in a different approach, a LMI formulation [2] is encountered. We present in this pa- O.L.V. Costa University of SBo Paulo, USP Depto. de Engenharia Eletr8nica 05508-900 -S5o Paulo, SPY Brazil per a new approach for solving the ISARE using recursions of uncoupled standard algebraic Riccati equations, which generalizes and unifies previous results. In particular the approach adopted here shows that no initialization condition is required to guarantee convergence of the algorithms. We also set up a link between the convergence of these methods and the mean square stabilizability of a MJLS, see Theorem 3.
We compare the methods analytically and show how they can be ordered in terms of the rate of convergence, see Theorem 2. We can show that the Riccati methods will converge faster than the Lyapunov method, but this apparent advantage needs confirmation, since it is important to acknowledge that the computational effort to solve a standard Riccati equation is larger than that to solve a comparable Lyapunov equation. An outcome favorable to the Riccati method is verified in some examples in section 4. In section 4, we also describe a numerical comparision among these solutions and the convex method applied to the solution of the problem for MJLS.
Basic Definitions and Preliminary Results
We consider here the following interconnected set of algebraic Riccati equations (ISARE) in Xi, i = 1, ..., N , fori = 1, ..., N , where we set j=l and we assume that DiDi > 0, for each i = 1, ..., N . These equations arise when one considers the problem of minimizing the functional
where, in a probabilistic space (R,3,{3t},P), the minimization is over { u ( t ) ; t 2 0 ) and each u(t)is gt-measurable. The following result can be found in [6] and [8] .
Proposition 1 The following assertions are equivalent:
a) (A, B) is mean square stabilizable; b) For some K = ( 4 , ... l K~) , there exists M = (Mi,. . . ,MN), Mi > 0, such that for i = 1 , . . . , N (Ai +BiKi)'Mi +Mi(Ai + BiKi) + z ( M ) < 0; c) For some ! TC = (K1,. . . , KN), we have that E ( 11 x ( t ) 112) 5 aebt for some a> 0, b < 0,
where x ( t ) is given by (3) with = Ke(t)x(t).
We shall employ some new conditions for the existence of the mean square stabilizing solution of the ISARE. We refer to the complete version of this paper for details. One of the following hypothesis will be in force:
Clearly H1) does not imply H2) as can be immediately seen for the pure deterministic case. Conversely it can be shown that H2) does not imply H1) either.
For solving the ISARE in (1) via uncoupled algebraic Riccati equation (ARE), we need to consider the following type of equations in X:
where
ing the ISARE in (1) via uncoupled Lyapunov equation, the following type of equations in X is considered:
Later we set in (5) and (6):
We need the results in the sequel, we omit the proof. (6) . Suppose that (A^+ BKJ is stable and let 2 2 0 be the solution of (6) 
Proposition 2 (i) Suppose that (2, B ) is stabilizable and
the solutiEn X of (6) when K = K and Y = 5 F, is such that 5 X .
MainResult
Our purpose is to attain the solution of (1) by iterations on a set of decoupled Riccati equations. We start with Method I: The main results read as follows. 
. . ,PN) is the unique positive semi-definite solution of
(1).
Theorem 2 (rate of convergence) Suppose that the methods are initialized with the same value A?: (i) Method I has a larger rate of convergence than that of Method II;
(ii) Suppose thatfor some 9 = (Fp, . . . , 
Theorem 3 Suppose that condition H I ) or H2) in section 2 is satisfied. Then the sequences {Xi"} defined by Method I or I1 converges ifand only if(A, 23) is mean square stabilizable.
The proof of the Theorems requires the next two parallel Lemmas. . . , PN), 4 = (4,. . . , KN) are as is Section 2 and (4).
Lemma 1 Suppose that (A, 23) is mean square stabilizable and condition HI) or H2) in section
Lemma 4 For k = 0,1,2,, . . . , and any real vector xo and eo
The conditions (Cl) and (C2) are required in Lemmas 1 and 2, respectively. However, we can generalize the result recondition J?. As a byproduct, a form to compare the rate (14) of convergence of methods with updates (8) and (9) is also obtained. (N = 6, It was produced by augmentation of Example 1 with three more forms generated randomly.
Since the Lyapunov methods and IV) require an IEEE Trans. Automat. Control 41 (1 I), 1996, 1666-1671. ization procedure, we tried three types of comparisons: The numerical experiments indicate a significant gain in the CPU time regarding the forms of carrying new updates: Methods I attains a reduction between 1:1.66 to 1:1.88 when compared with Method 11, and Method I11 attains a reduction between 1:1.33 and 1:1.77 when compared with Method IV. In the best case, the reduction in time is 1:2.10 and in the worse is 1:1.33.
The number of iterations of the Lyapunov methods is always large or equal the number of iterations of the Riccati rnethods and this is the prevailing factor in the examples. Even coupled algebraic Lyapunov equations, Automatica 3 1 (9), 
