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Introduction
Neuroscience has always been an attractive and mysterious subject. In the last
years the studies on the brain have increased massively and mathematics has
played a key role in this research work. This thesis project is an example of how
mathematics is central to the comprehension and the modelling of biological
processes (in this specific case neuronal processes).
This work is organised into three chapters: the first about a biological de-
scription of the neuron, the second about the modelling of the mechanism with
which neurons communicate and the last about the analysis of a network of
neurons.
More specifically, in the first chapter we describe the anatomy of the neuron
and we analyse the mechanisms with which neurons receive and transmit signals
from a biological point of view.
In the second chapter we model action potentials: processes which allow
neurons to quickly transmit information. We start with the description of the
Morris-Lecar model, a deterministic mathematical system developed by Cather-
ine Morris and Harold Lecar to reproduce the transmission of signals in the giant
barnacle muscle fiber. We construct then a stochastic version of this one in or-
der to give to this base model a more realistic and random behaviour. To do
that we use the piecewise deterministic Markov processes (PDMPs), a class of
non-diffusion models introduced by Mark H. A. Davis in 1984. At the end of
the chapter we show some simulations of action potentials obtained by using
various methods such as the Gillespie method or the thinning.
In the third chapter we analyse a network of neurons. The aim of this part
is to study the behaviour of a network of neurons and the spatial propagation
of signals. We first introduce a network of interconnected neurons, with spe-
cific signal cumulation rules and show by numerical simulations how the signal
propagates. Then, in the spirit of mean field theory, we prove that an empirical
density of neurons converges to the solution of a partial differential equation
(PDE), when the number of neurons tends to infinity.
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Chapter 1
The biology of the neuron
In this chapter we describe the anatomy of the neuron and we analyse the
mechanisms with which neurons receive and transmit informations.
Neurons are the basic functional units of the nervous system. They generate
electrical signals, called action potentials, which allow them to quickly transmit
information to other neurons, muscles or glandes. All neurons have three basic
functions. These are to:
1. Receive signals from other neurons.
2. Integrate incoming signals to determine if the information should be passed
along.
3. Communicate signals to target cells.
These neuronal functions are reflected in the anatomy of the neuron.
1.1 The anatomy of the neuron
Neurons, like other cells, have a cell body called the soma. The soma deals
with the vital functions of the neuron and it is also in charge of the synthesis
of most of the neuronal proteins. Generally, in the soma takes place the second
neuronal function: integration of incoming signals.
Various processes extend from the cell body. These include many short,
branching ramifications, known as dendrites, and a separate appendage, that is
typically longer than the dendrites, known as the axon.
The function of the dendrites is to receive incoming information. Incoming
signals can be either excitatory, which means they tend to make the neuron
fire (generate an electrical impulse), or inhibitory, which means that they tend
to keep the neuron from firing. The dendrites receive signals, excitatory or
inhibitory, from other neurons and transmit them to the soma, where the infor-
mation is processed.
The axon hillock is a specialised area joining the soma to the axon. The
main function of the axon hillock is to control the firing of the neuron. Indeed,
the axon hillock sums the total inhibitory and excitatory signals and, if the
sum of these signals exceeds a certain threshold, it gives the go-ahead for the
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generation of an action potential. The action potential generated will be then
transmitted down the axon.
The axon conducts and transmits information from the cell body to different
neurons, muscles and glands. Many axons are covered with a special insulating
substance called myelin, which helps them convey the electrical impulse rapidly.
The axon ends with multiple ramifications, which make connections on target
cells.
Figure 1.1: The structure of a neuron. Image from [20].
The terminations of these branches of the axon are called terminal buttons
or axon terminal. They are responsible for sending the signal to the target cell.
The terminal buttons are separated from the dendrites of the target neuron by
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a small gap called a synapse. The synapse is the site at which information
is carried from the first neuron to the target one. At most synapses, informa-
tion is transmitted in the form of chemical messengers called neurotransmitters.
When an action potential travels down the axon and reaches the terminal but-
tons, the vesicles holding neurotransmitters merge with the cell membrane and
release their content into the synaptic gap. Neurotransmitters molecules cross
the synapse and bind to membrane receptors on the target cell, conveying an
excitatory or inhibitory signal.
1.2 The membrane potential
Before talking about what a signal is and how neurons transmit information,
let us explain the concept of membrane potential and analyse briefly the mech-
anisms that take place across the membrane in an unstimulated state.
The cell membrane is a lipid bilayer membrane that separates the interior
of the cell from the outside environment. The basic functions of the cell mem-
brane are to protect the cell from its surroundings and to control the movement
of substances in and out of the cell.
In the following two paragraphs we will explain some preliminary concepts
about ion movement and the unstimulated state of a neuron.
1.2.1 Ion movement
Ions have a major role in the transmission of signals, because of their ability to
enter or leave the cell rapidly. Because they are charged, ions cannot pass di-
rectly through the hydrophobic (“water-fearing”) lipid regions of the membrane.
For this raison, they have to use specialized channel proteins that provide a
hydrophilic (“water-loving”) tunnel across the membrane. Let us look at the
forces driving ion movement and some of the most frequent mechanisms of ion
transport.
Forces driving ion movement
If there are no differences in temperature or hydrostatic pressure between the
two sides of the cell membrane, two forces drive the movement of ions across
the membrane.
• One force results from the difference in concentration of an ion between
the inside and the outside of the cell. Ions have the tendency to move
from areas of high concentration to areas of low concentration. This force
is called concentration gradient.
• The other force results from the difference in electrical potential between
the two sides of the membrane. When a difference in electrical poten-
tial exists, positive ions tend to move toward the negative side, whereas
negative ions tend to move toward the positive side.
The sum of this two driving forces is called electrochemical gradient across
the membrane for a specific ion. It measures the tendency of that ion to cross
the membrane.
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Figure 1.2: Passive transport: the three types of ion channels. A, The non-
gated channel remains open, permetting the free movement of ions across the
membrane. B, The ligand-gated channel remains closed until the binding of a
neurotransmitter. C, The voltage-gated channel remains closed until there is a
change in membrane potential. Image from [20].
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Passive transport
Passive transport moves ions from areas of high concentration to areas of low
concentration. In the passive transport, specialised proteins move ions down
their electrochemical gradient without requiring energy. There are three different
types of channels based on passive transport:
• Non-gated or leakage ion channels, that are always open.
• Ligand-gated ion channels, that are activated by chemical neurotrans-
mitters.
• Voltage-gated ion channels, that are sensitive to the voltage difference
across the membrane. These channels open when a critical voltage level
is reached.
Active transport
Active transport requires chemical energy in order to allow the movement of
ions from areas of lower concentration to areas of higher concentration. For our
purpose, we limit ourselves to analyse the sodium-potassium pump.
Figure 1.3: Function of the sodium-potassium pump. Image from [20].
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The sodium-potassium pump (Na+/K+-ATPase) actively transports Na+
and K+ against their electrochemical gradients. The energy for this “uphill”
movement comes from ATP hydrolysis (the splitting of ATP into ADP and in-
organic phosphate). The breakdown of ATP into ADP and inorganic phosphate
liberates a lot of energy that is used for moving ions. For every molecule of ATP
that’s broke down, 3Na+ ions are moved from the inside to the outside of the
cell, and 2K+ ions are moved from the outside to the inside (NB: K+ is present
at higher concentrations inside the cell, in contrast, Na+ and Cl– are usually
present at higher concentrations outside the cell).
1.2.2 The resting membrane potential
Imagine taking two electrodes and placing one on the outside and the other on
the inside of the cell. If you did this, you would measure an electrical potential
difference, or voltage, between the electrodes. This electrical potential difference
is called the membrane potential.
In an unstimulated state, a neuron establishes and maintains a stable voltage
across its membrane. This is called the resting membrane potential. In most
resting neurons, the potential difference across the membrane is about 30 mV to
90 mV, with the inside of the cell less positive than the outside. Then neurons
have a resting membrane potential of about −30 mV to −90 mV.
Where does the resting membrane potential come from?
The resting membrane potential is determined by the uneven distribution of ions
between the inside and the outside of the cell, and by the different permeability
of the membrane to different types of ions.
In neurons and their surrounding fluid, the most abundant ions are:
+ Positively charged: sodium (Na+) and potassium (K+).
− Negatively charged: chloride (Cl–).
In most neurons, K+ is present at higher concentration inside the cell than
outside. In contrast, Na+ and Cl– are usually present at higher concentrations
outside the cell. This means there are a stable concentration gradients across
the membrane for all of the most abundant ion types (K+,Na+ and Cl–).
Each concentration gradient leads to the appearance of an electrical potential
difference across the membrane.
To better explain this concept, let us consider the easy case in which only
one type of ion can cross the membrane. For example, let us get a feeling for how
the membrane potential works by seeing what would happen in a case where
only K+ can cross the membrane.
Since K+ is present at higher concentration inside the cell, the potassium
begins to move down its concentration gradient and out of the cell. Every time
a K+ ion leaves the cell, the cell’s interior loses a positive charge. Because
of this, a slight excess of positive charge builds up on the outside of the cell
membrane, and a slight excess of negative charge builds up on the inside. That
is, the inside of the cell becomes negative relative to the outside, setting up a
difference in electrical potential across the membrane. So, the establishment of
the electrical potential difference across the membrane makes it harder for the
remaining potassium ions to leave the cell.
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Figure 1.4: The different concentrations of the most abuntant ion types
between the inside and the outside of the cell. Image from https://
fr.khanacademy.org/science/biology/membranes-and-transport/active-
transport/a/active-transport.
Eventually, the electrical potential difference across the cell membrane builds
up to a high enough level that the electrical force driving K+ back into the cell
is equal to the chemical force driving K+ out of the cell. When the potential dif-
ference across the cell membrane reaches this point, there is no net movement of
potassium in either direction, and the system is considered to be in equilibrium.
Every time one K+ leaves the cell, another K+ will enter it.
The electrical potential difference across the cell membrane that exactly
balances the concentration gradient for an ion is known as the equilibrium
potential. In this easy case the resting membrane potential will equal the
equilibrium potential for that ion.
In the neuronal case, all the most abundant ion types can cross the membrane
(by using the leakage channels). Therefore:
• K+, that is present at higher concentration inside the cell than outside,
moves down its concentration gradient out of the cell and it drags the
membrane potential toward its negative equilibrium potential.
• Na+, that is present at higher concentration outside the cell than inside,
moves into the cell, dragging the membrane potential toward its positive
equilibrium potential.
• Cl–, that is present at higher concentration outside the cell than inside,
moves into the cell and drags the membrane potential toward its negative
equilibrium potential.
In this kind of tug-of-war the resting membrane potential turns out to be a
weighted mean of the equilibrium potentials of the different permeant ions. The
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Ion [ ]i [ ]o P
K+ 120 4, 5 100
Na+ 15 145 5
Cl– 20 116 10
Table 1.1: The most abundant neuronal ion types with their concentration inside
([ ]i) and outside ([ ]o) the cell and the permeability (P) of the membrane to
these ions.
weights of this mean are based on the permeability of the membrane to different
ions: more a type of ions is permeant, higher is the weight. Since neurons
are highly permeable to K+ and lowly permeable to Na+ and Cl–, the resting
membrane potential is closer to the equilibrium potential of the K+.
As seen above, in neurons, the equilibrium potentials of K+ and Na+ are
different from the resting potential. This indicates that neither K+ ions nor
Na+ ions are at equilibrium. Consequently, these ions continue to cross the
membrane via specific non-gated channels. These passive ion movements are di-
rectly responsible for the resting membrane potential but the Na+/K+-ATPase
is equally important for maintaining it. The sodium-potassium pump sets up
the gradient of K+ and Na+ that drive passive K+ exit and Na+ entry.
We have seen that, in an unstimulated state, a neuron establishes a potential
difference across its membrane. Because of this, the cell membrane is said to be
polarized.
• If the membrane potential becomes more positive than it is at the resting
potential, the membrane is said to be depolarized.
• If the membrane potential becomes more negative than it is at the resting
potential, the membrane is said to be hyperpolarized.
All of the electrical signals that neurons use to communicate are either depolar-
izations or hyperpolarizations from the resting membrane potential.
We will see all these mechanisms with which neurons transmit signals in the
next section.
1.3 Action potentials
In neurons, action potentials play a central role in cell-to-cell communication.
An action potential is a short-lasting event in which the membrane potential
of a cell rapidly rises and then returns to the resting level, following a consistent
trajectory.
The site of action potential initiation is in the initial segment of the axon, just
adjacent to the axon hillock. This area has a very high density of voltage-gated
sodium and potassium channels. In fact, it is the presence of these channels
that allows the initiation of the action potential.
Let us explain the action potential in term of the flow of charged ions through
these selective ion channels.
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A When the neuron is at the rest, the activation gate of these voltage-gated
channels is closed. Consequently the cell is at the resting membrane po-
tential.
B When the membrane is depolarized and the depolarization goes beyond
a specific value called the threshold, these channels begin to open. The
voltage-gated Na+ channels quickly open their activation gate and allow
Na+ ions to flow into the cell. Instead, the voltage-gated K+ channels
open more slowly in response to depolarization. This increase of Na+
permeability, compared to that of K+, causes the depolarization of the
membrane. In the initial stage of the action potential, the membrane
potential actually reverses, with the inside becoming positive. This stage
is called overshoot.
C At the peak of the action potential, the voltage-gated Na+ channels close
their inactivation gate, decreasing the sodium permeability. Also more
voltage-gated K+ channels open, allowing more positively charged K+
ions to leave the neuron. The net effect of inactivating Na+ channels and
opening additional K+ channels is the repolarization of the membrane.
D As the membrane continues to repolarize, the membrane potential be-
comes more negative than its resting level. This afterhyperpolarization is
a result of K+ channels remaining open, allowing the continued eﬄux of
K+ ions. During the afterhyperpolarization the activation and the inacti-
vation gates are both closed.
Figure 1.5: The phases of an action potential. Image from https://
www.khanacademy.org/science/biology/human-biology/neuron-nervous-
system/a/depolarization-hyperpolarization-and-action-potentials.
Once an action potential is initiated, it is propagated along the neuron’s axon
toward the terminal buttons. In more detail, the diffusion of potassium ions
into the adjacent region, causes the depolarization of this area, allowing the
propagation of the action potential.
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Figure 1.6: The states of voltage-gated sodium and potassium channels corre-
lated with the course of the action potential. Image from [20].
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Refractory periods
After the start of an action potential there is a period when action potentials
cannot be initiated at all. This is called the absolute refractory periods.
The inability of a neuronal membrane to generate an action potential during
the absolute refractory period is primarily due to the state of the voltage-gated
Na+ channels. After the closing of the inactivation gate during the repolariza-
tion phase of an action potential, it remains closed for some time. Therefore,
another action potential cannot be generated no matter how much the mem-
brane is depolarized.
The importance of the absolute refractory period is that it limits the rate
of firing of action potentials and it prevents action potentials from travelling in
the wrong direction along the axon.
Figure 1.7: How neurons communicate. Image modified from http://cnx.org/
contents/GFy_h8cu@9.87:cs_Pb-GW@5/How-Neurons-Communicate.
1.4 Synaptic transmission
When the action potential reaches the axon terminal, the information is then
transmitted to the target neuron. The communication between neurons takes
place at synapses.
At this points, the firing of an action potential in one neuron (the pre-
synaptic neuron) causes the transmission of a signal to another neuron (the
post-synaptic neuron), making it either more or less likely to fire its own action
potential. There are two types of synapses: electrical and chemical.
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Electrical synapse
At electrical synapses there is a direct physical connection between the presy-
naptic neuron and the postsynaptic neuron. This connection takes the form of
channels called gap junctions, which allow ions to flow directly from one cell
into another.
When an action potential enters the end of the axon, ions flow into the
target cell using the gap junctions. Consequently the membrane potential of
the postsynaptic neuron is altered.
Electrical synapses transmit signals more rapidly than chemical synapses
do. But, electrical synapses are less flexible and versatile than the chemical
ones. For example, unlike chemical synapses, electrical synapses cannot turn an
excitatory signal in one neuron into an inhibitory signal in another.
Chemical synapses
(a) (b)
Figure 1.8: In (a) we can see the main components of a chemical synapse. In
(b) we can see the release of neurotransmitters. Images from [20].
At chemical synapses, a small gap (called synaptic cleft) separates the presy-
naptic terminal button from the postsynaptic cell. The presynaptic terminal
button is packed with vesicles containing chemical neurotransmitters that are
released into the synaptic gap when an action potential enters the end of the
axon. More specifically, the depolarization of the terminal by the action poten-
tial causes the activation of voltage-gated Ca2+ channels. The electrochemical
gradients for Ca2+ result in force that drive Ca2+ into the terminal button. The
increase of the concentration of Ca2+ causes the fusion of the vesicles with the
presynaptic membrane.
Once released, the chemical neurotransmitter diffuses across the synaptic gap
and binds the receptors on the postsynaptic cell. The binding of the transmitter
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to its receptor leads to the opening or closing of specific ion channels, which, in
turn, alter the membrane potential of the postsynaptic cell.
To conclude and complete this chapter, we explain the supplementary con-
cepts of EPSP, IPSP and spatial and temporal summation.
Excitatory and inhibitory post-synaptic potentials
When a neurotransmitter binds to its receptor on a postsynaptic cell, it causes
ion channels to open or close. This can produce a localized change in the
membrane potential of the postsynaptic cell.
• In some cases, the change makes the target cell more likely to fire its own
action potential. In this case, the shift in membrane potential is called an
excitatory post-synaptic potential (EPSP).
• In other cases, the change makes the target cell less likely to fire an action
potential and is called an inhibitory post-synaptic potential (IPSP).
An excitatory post-synaptic potential is depolarizing: it makes the inside of
the cell more positive, bringing the membrane potential closer to its threshold
for firing an action potential. Sometimes, a single EPSP is not large enough to
bring the neuron to threshold, but it can sum together with other EPSPs to
trigger an action potential.
An inhibitory post-synaptic potential have the opposite effect. That is, they
tend to keep the membrane potential of the postsynaptic neuron below threshold
for firing an action potential. IPSPs are important because they can counteract
the excitatory effect of EPSPs.
Spatial and temporal summation
Basically, a postsynaptic neuron adds together all of the excitatory and in-
hibitory inputs it receives and “decides” whether to fire an action potential.
• The integration of post-synaptic potentials that occur in different loca-
tions, but at about the same time, is known as spatial summation.
• The integration of post-synaptic potentials that occur in the same place
but at slightly different times is called temporal summation.
For instance, let us suppose that excitatory synapses are made of two differ-
ent dendrites of the same postsynaptic neuron. Neither synapse can produce an
EPSP quite large enough to bring the membrane potential to threshold at the
axon hillock. If both subthreshold EPSPs occurred at the same time, however,
they could sum to bring the membrane potential to threshold.
On the other hand, if an IPSP occurred together with the two EPSPs, it
might prevent the membrane potential from reaching threshold and keep the
neuron from firing an action potential. These are examples of spatial summa-
tion.
What about temporal summation? A key point is that post-synaptic po-
tentials are not instantaneous: instead, they last for a little while before they
dissipate. If a presynaptic neuron fires quickly twice in row, causing two EPSPs,
the second EPSP may arrive before the first one has dissipated, bumping the
membrane potential above threshold. This is an example of temporal summa-
tion.
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Figure 1.9: A model of temporal summation. The depolarization of a dendrite
by two sequential action potential. Image from [20].
Figure 1.10: A model of spatial summation. The depolarization of a dendrite
at two spatially separated synapses. Image from [20].
Chapter 2
Modelling action potentials
The purpose of this chapter is to illustrate a stochastic hybrid system that
allows us to model the neuronal action potentials. We give first a theoretical
construct of this system and we show then the numerical simulations of this
one. The stochastic hybrid system that we will illustrate is a stochastic version
of the deterministic Morris-Lecar model [16]. The Morris-Lecar model is a
mathematical model that describes how action potentials in neurons are initiated
and propagated. Let us begin to explain this neuronal model.
2.1 The Morris-Lecar model
The Morris-Lecar model is a two-dimensional system of non-linear differential
equations, which describes the complex relationship between membrane poten-
tial and the activation of ion channels within the membrane. More specifically,
this model describes the behaviour of the membrane potential by involving two
ionic currents: the current generated by the potassium ions and the current
generated by the calcium ions.
Originally, this biological neuron model was developed by Catherine Morris
and Harold Lecar to reproduce the transmission of signals in the giant barnacle
muscle fiber. This is the reason why there are Ca2+ ions instead of Na+ ions.
In fact in the giant barnacle muscle fiber the depolarization is the work of Ca2+
ions.
Both K+ and Ca2+ channels have an activation variable which manages the
activation of the channels. The activation variable of K+ channels depends on
itself and on the membrane potential. Instead the activation variable of Ca2+
channels depends only on the membrane potential because of the fast dynamic
of the calcium ions.
The equations of the model are
C
dVt
dt
= I −GK · ut · (Vt − EK)−GCa ·m∞(Vt) · (Vt − ECa)
−GL · (Vt − EL)
dut
dt
= α(Vt) · (1− ut)− β(Vt) · ut
(2.1)
(2.2)
where
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V is the membrane potential.
u is the activation variable of K+channels and it represents
the probability that the set of K+ channels is conducting.
m∞ is the activation variable of Ca2+ channels.
GK , GCa are, respectively, the K+ and the Ca2+ conductances.
GL is the conductance of leakage channels.
EK , ECa are, respectively, the equilibrium potentials of K+ and Ca2+.
EL is the equilibrium potential of leakage channels.
I is the applied current.
C is the membrane capacitance.
α means the willingness of the potassium channels
to conduct the current.
β means the willingness of the potassium channels
to prevent the flow of the current.
Quantitatively we have that
m∞(Vt) =
1
2
(
1 + tanh
Vt − V1
V2
)
α(Vt) =
u∞(Vt)
τ∞(Vt)
β(Vt) =
1− u∞(Vt)
τ∞(Vt)
where
u∞(Vt) =
1
2
(
1 + tanh
Vt − V3
V4
)
τ∞(Vt) =
1
φ cosh Vt−V32V4
V1, V2, V3, V4 are tuning parameters for steady state and time constant and φ is
the reference frequency.
The equation (2.1) describes the evolution of the membrane potential taking
into account of four electric currents: the applied current I, the current related
to potassium ions GK · ut · (EK − Vt), the current related to calcium ions GCa ·
m∞(Vt) · (ECa − Vt) and the current generated by the transition of other ions
through the membrane GL · (EL − Vt).
The equation (2.2) describes the conductance of potassium channels by con-
sidering their propensity to conduct the current or to prevent the electric flow.
In fact the evolution of u takes into account α(Vt) ·(1−ut), which represents the
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willingness that the set of non-conducting potassium channels becomes conduct-
ing, and it subtracts from this quantity β(Vt)·ut, which represents the willingness
of the set of conducting potassium channels to become non-conducting.
Parameter Value Parameter Value
GK 8 mS/cm
2 C 20 µF/cm2
GCa 4 mS/cm
2 φ 1/15 ms−1
GL 2 mS/cm
2 V1 −1, 2 mV
EK −80 mV V2 18 mV
ECa 120 mV V3 12 mV
EL −60 mV V4 17, 4 mV
Let us explain intuitively the behaviour of the equations (2.1) and (2.2). We
assume for simplicity that we do not take into account the current related to
the leakage channels.
• We start with V at the resting membrane potential and the potassium
channels non-conducting. The currents related to calcium and potassium
ions are virtually nil, therefore V , and consequently u, remain constant.
V = −60 V → u→
u = 0
• When the neuron receives an electrical impulse I, the membrane potential
increases. This happens because I prevails over the other currents (that
are very weak at this point). Consequently the potassium channels start
to conduct the current.
I ↗  V ↗  u↗
• Just after the threshold, the potassium channels are weakly conducting
while the calcium current is high. Accordingly, the calcium current takes
precedence over the potassium one and this leads membrane potential to
increase rapidly. The increase of V leads the conductance of K+ channels
to increase.
Ca2+ current↗  V ↗↗  u↗↗
• The increase of the conductance of K+ channels gets the potassium cur-
rent higher. Therefore the potassium current takes precedence over the
calcium one and V starts to decrease. Consequently the potassium chan-
nels decrease their conductance.
K+ current↗  V ↘↘  u↘↘
The dynamic goes on.
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Figure 2.1: In (a) we can see the dynamic of V and u. In (b) we can see the
calcium current −GCa ·m∞(V ) · (V − ECa).
2.1. THE MORRIS-LECAR MODEL 25
-80 -60 -40 -20 0 20 40 60 80
V
-600
-500
-400
-300
-200
-100
0
100
200
300
400
Cu
rre
nt
 K
+
Rest Threshold Peak
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Va
lu
es
 o
f u
(a)
0 0.2 0.4 0.6 0.8 1
u
-0.3
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
du
/d
t
-60
-50
-40
-30
-20
-10
0
10
20
30
40
Va
lu
es
 o
f V
(b)
Figure 2.2: In (a) we can see the potassium current −GK · u · (V − EK) for
different values of u. In (b) we can see α(V ) · (1 − u) − β(V ) · u for different
values of V .
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Figure 2.3: In (a) we can see α(V ), in (b) β(V ) and in (c) m∞(V ). In (d) and
(e) we can see the graphs of u∞(V ) and τ∞(V ) respectively.
2.2 A stochastic hybrid Morris-Lecar model
The deterministic nature of the Morris-Lecar model is a major obstacle which
limits the realism of the model. In order to make it more realistic, we build a
microscopic and random version of the Morris-Lecar system, using a piecewise-
deterministic Markov process (PDMP).
A PDMP [7] is a process whose behaviour is governed by random jumps at
different random times, but whose evolution is deterministically governed by an
ordinary differential equation between those times. The process is characterized
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by three quantities:
• The flow which describes the deterministic behavior of the system.
• The jump rate which regulates the occurrence of the jumps.
• the transition measure according to which the new location of the process
just after the jump time is chosen.
We generate a PDMP
(Xt)t≥0 = (Vt, ut)t≥0
where
V is the membrane potential.
u is the proportion of open potassium channels.
Vt is still a continuous variable which takes values in R, while ut becomes a
discrete variable. If N denotes the number of the potassium channels, ut takes
values in
{
0, 1N , . . . ,
N−1
N , 1
}
. In summary
Vt ∈ R ut ∈
{
0,
1
N
, . . . ,
N − 1
N
, 1
}
and the state-space of the process is
E =
{
(v, u) : v ∈ R, u ∈
{
0,
1
N
, . . . ,
N − 1
N
, 1
}}
.
Let us define the three quantities that specify the process
The flow. The dynamic of the continuous component Vt is defined by a family
of vector fields fu : R → R, indexed by u ∈
{
0, 1N , . . . ,
N−1
N , 1
}
. The
vector fields have the following form
fu(Vt) = I−GK ·u · (Vt−EK)−GCa ·m∞(Vt) · (Vt−ECa)−GL · (Vt−EL)
where the parameters are as in Section (2.1). For each v0 ∈ R, we denote
by φu(v0, t) the solution of C
dVt
dt
= fu(Vt)
V0 = v0
(2.3)
and we assume that for each u ∈ {0, 1N , . . . , N−1N , 1} there exists a unique
global solution for (2.3) for all initial values v0 ∈ R. The function φu(v0, t)
represents the flow of the process.
The jump rate. The time of the jump is regulated by the jump rate λu : R→
R+
λu(Vt) = N · (1− u) · α(Vt) +N · u · β(Vt).
The jump rate λu(Vt) represents the willingness of the process to change
the channel state u. In fact, N · (1−u) ·α(Vt) represents the willingness of
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the closed K+ channels to open, and N ·u ·β(Vt) represents the willingness
of the opened K+ channels to close. If we denote by
Tj the time at which the j-th jump occurs,
uj the target channel state just after the j-th jump,
vj the value of the potential at the time of the j-th jump, i.e. VTj ,
we have that Tj+1 − Tj is a random variable with hazard rate function
λuj (φuj (vj , t))
P (Tj+1 − Tj > t) = e−
∫ t
0
λuj (φuj (vj ,s))ds.
This expression defines the time of the (j+1)-th jump, Tj+1. We can also
notice that the jump rate is computed on the trajectory of the system and
that the higher λuj ◦ φuj the larger the probability to jump.
The transition measure. The target channel state is determined by the three
following expressions
P
(
uj+1 = u+
1
N
∣∣∣ uj = u) = N · (1− u) · α(vj+1)
λu(vj+1)
(2.4)
P
(
uj+1 = u− 1
N
∣∣∣ uj = u) = N · u · β(vj+1)
λu(vj+1)
(2.5)
P (uj+1 = u | uj = u) = 0 ∀u 6= u± 1
N
(2.6)
Therefore the system can open or close a single K+ channel at every jump.
The probabilities to open or close a channel are defined by (2.4) and (2.5),
respectively.
Regarding the target potential state, we consider that the potential is con-
tinuous during the jump. Therefore, we have
lim
t→T−j+1
Vt = vj+1 ∀j ≥ 0
or, alternatively
vj+1 = φuj (vj , Tj+1) ∀j ≥ 0.
More specifically, the process starts at time t = 0 from an initial state (v0, u0) ∈
R× {0, 1N , . . . , N−1N , 1}, then it begins a deterministic evolution given by
Vt = φu0(v0, t)
ut = u0
∀t ∈ [0, T1)
until a random time T1 whose hazard rate depends on Vt itself. Then at time
T1 the process jumps into another state (v1, u1) such that v1 = φu0(v0, T1) and
u1 is chosen according to the probabilities (2.4),(2.5) and (2.6). Between the
first and the second jump, the process follows again a deterministic behaviour
given by
Vt = φu1(v1, t)
ut = u1
∀t ∈ [T1, T2)
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and this dynamic goes on.
After having seen the theoretical framework, we show in the following section
the numerical methods that we use to simulate the flow, the jump rate and the
transition measure.
0 T1 T2 T3
V
0 T1 T2 T3
u0
u1
u2
u3
Figure 2.4: An example of PDMP.
2.3 Numerical simulations
Given a time interval [0, Tmax] and an initial state of the system (v0, u0), where
v0 is the value of the membrane potential at time 0 and u0 is the proportion of
open potassium channels at time 0, our goal is to simulate the changes of the
state of the system and also the times at which the channel changes happen in
this amount of time [0, Tmax]. In practical terms, setting T0 = 0, we have to
iterate (for j > 0) the following procedure until reaching Tmax:
1. Simulate the time of the (j + 1)-th jump Tj+1.
2. Compute the flow φuj (vj , t) from Tj to Tj+1 and find vj+1.
3. Simulate the target channel state uj+1.
From now on we assume that we know the time of the j-th jump Tj and the
state of the system (vj , uj) at that time.
2.3.1 Computation of the flow
As seen in Section 2.2, in order to find the flow in a time interval [Tj , Tmax]
we have to compute φuj (vj , t), which is the solution of the following differential
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equation C
dVt
dt
= fuj (Vt) t ∈ [Tj , Tmax]
V0 = vj
where
fuj (Vt) = I −GK · uj · (Vt −EK)−GCa ·m∞(Vt) · (Vt −ECa)−GL · (Vt −EL)
We solve this differential equation by using the Euler method [9]. To apply the
Euler method we take the time interval [Tj , Tmax] and we divide it into small
intervals of length ∆t. We choose ∆t such that ∆t divides Tmax − Tj and we
set kj =
Tmax−Tj
∆t . If we denote by
t0 = Tj
ti+1 = ti + ∆t 0 ≤ i < kj
we can approximate
Vti+∆t ≈ Vti + ∆t · fuj (Vti) 0 ≤ i < kj (2.7)
The expression (2.7) leads to create the recursive and finite sequence
ν0 = v0
νi+1 = νi + ∆t · fuj (νi) with νi = Vti and 0 ≤ i < kj
which defines the numerical method. The sequence of (νi)0≤i≤kj represents the
numerical computation of the flow on [Tj , Tmax]. When we have simulated the
time of the (j + 1)-th jump, Tj+1, the last one will replace Tmax.
2.3.2 Computation of the jump rate and target channel
state
The goal is to generate the time of the (j + 1)-th jump and the target channel
state just after this jump. More specifically we want to find:
• A real number Tj+1 such that Tj+1 − Tj is a realisation of a random
variable with hazard rate function λuj (φuj (vj , t)).
• A rational number uj+1 ∈
{
0, 1N , . . . ,
N−1
N , 1
}
chosen according to the
probabilities (2.4),(2.5) and (2.6).
We generate these two quantities by using four different methods:
A In the first one we use the inverse transform method to generate the jump-
ing time.
B The second consists on using the thinning to generate the jumping time.
Bˆ The third is a second version of the previous method.
C The forth is called the Gillespie method.
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Let us analyse this four methods with details.
A In this first method we compute the jumping time by using the inverse
transform method. This method consists on finding, numerically or ex-
plicitly, the inverse distribution function of the random variable that we
want to simulate and on generating a realisation of this random variable
by using the following
Theorem 2.1. If X is a random variable with cumulative distribution
function F and U ∼ Unif(0, 1). Then X and F−1(U) are identically
distributed.
Proof. If X is a continuous random variable with a strictly increasing
distribution function F , then F−1(u) is the unique real number x such
that F (x) = u. Let U ∼ Unif(0, 1), we have
P(F−1(U) ≤ x) = P(U ≤ F (x)) = F (x)
So F−1(U) has distribution function F . Hence we can simulate a realisa-
tion of X by simulating a realisation of F−1(U).
To extend this result to a general distribution function (which is not nec-
essarily strictly increasing), we need to introduce the generalised inverse
of F . It is the function defined by
F−(u)
def
= inf{y : F (y) ≥ u} 0 < u < 1
We state that
F−(u) ≤ x⇔ F (x) ≥ u (2.8)
In fact
F−(u) ≤ x⇒ inf{y : F (y) ≥ u} ≤ x⇒ F (x) ≥ u
On the other hand
F (x) ≥ u⇒ x ∈ {y : F (y) ≥ u} ⇒ inf{y : F (y) ≥ u} ≤ x⇒ F−(u) ≤ x
Therefore, using (2.8)
P(F−(U) ≤ x) = P(U ≤ F (x)) = F (x)
and so we have verified the theorem.
To implement the inverse transform method, we follow the following steps:
Step 1. We find Fˆuj , an estimation of the cumulative distribution func-
tion of a random variable with hazard rate function λuj (φuj (vj , t)).
Step 2. We find Fˆ−1uj , the inverse of Fˆuj .
Step 3. We generate the time of the (j + 1)-th jump by using Fˆ−1uj .
More specifically:
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Step 1. In this step we want to find Fˆuj such that
Fˆuj (t) ≈ 1− e−
∫ t
0
λuj (φuj (vj ,s))ds t ∈ [0, Tmax]
We proceed as follow:
. We divide the interval [0, Tmax] into small intervals of length ∆t
such that ∆t divides Tmax and we set kj = Tmax∆t . In this way we
generate the sequence
t0 = 0
ti+1 = ti + ∆t 0 ≤ i < kj .
. We apply the Euler method to compute the flow, obtaining the
sequence (ν0 = vj , ν1 · · · , νkj ), and we compute the vector
(λuj (ν0), . . . , λuj (νkj )).
. We generate a stepwise function γuj , defined as
γuj (t) = λuj (νl) ∀t ∈ [tl, tl+1)
l = 0, · · · , kj − 1.
0 Tmax
γ
u j
λ
u j
(ν0)
λ
u j
(ν1)
λ
u j
(ν2)
λ
u j
(ν3)
. We compute the quantity
Gt = 1− e−
∫ t
0
γuj (s)ds for t = t0, · · · , tkj
obtaining the sequence (Gt0 , · · · , Gtkj ).
. We link with the straight lines the points (t0, Gt0)→ (t1, Gt1)→
. . .→ (tkj , Gtkj ), obtaining the approximation Fˆuj .
Step 2. To find the inverse of Fˆuj at the point r ∈ [0, 1] we follow the
following procedure:
. We find the position of r in the vector (Gt0 , · · · , Gtkj ), i.e. we
find l such that r ∈ [Gtl , Gtl+1 ].
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. We compute Fˆ−1uj (r) = tl +
∆t
Gtl+1−Gtl
· (r −Gtl).
Step 3. In the light of the Theorem (2.1), given a uniform random num-
ber R ∈ [0, 1], we generate Tj+1 as follows:
Tj+1 = Tj + Fˆ
−1
uj (R).
After the generation of the (j+1)-th jumping time we compute the flow on
the interval [Tj , Tj+1]. If we follow the notations used in Section 2.3.1, we
have that the sequence (νi)0≤i≤kj represents the computation of the flow
on [Tj , Tj+1]. Since we consider that the membrane potential is continuous
during the jumps, we put vj+1 = νkj .
Now we have to find the target channel state. To generate uj+1 we follow
the following steps:
. We compute the quantity
p =
N · (1− uj) · α(vj+1)
λuj (vj+1)
.
. We take a uniform random number R′ ∈ [0, 1].
∗ If R′ < p, we set uj+1 = uj + 1N .
∗ Else we set uj+1 = uj − 1N .
This procedure leads us to simulate the situation in which we have prob-
ability p to open a channel and probability 1− p to close a channel.
B In this method, in order to generate the jumping time, we read the time
of the (j + 1)-th jump as the first realisation of a Poisson process with
rate function λuj (φuj (vj , t)). So the purpose of the sequel is to generate
a Poisson process with this rate. To do that we proceed as follow:
Step 1. We generate a bi-dimensional homogeneous Poisson process of
parameter 1 on a rectangle.
Step 2. We create a unidimensional inhomogeneous Poisson process with
rate function λuj (φuj (vj , t)) by using Step 1.
More specifically:
Step 1. . We take A > 0 and we consider the rectangle
[0, A]× [0,M ]
where M = sup0≤t≤Tmax λuj (φuj (vj , t)).
. Let P be a realisation of a Poisson distribution of parameter
A×M ,
P ∼ P(A×M)
if P > 0, we take P points
(X1, Y1), . . . , (XP , YP )
uniformly distributed on [0, A]× [0,M ].
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Step 2. . We keep the points (Xi, Yi) built in Step 1 that have the
following property
Yi ≤ λuj (φuj (vj , Xi)) i = 1, . . . , P
. If there exists at least one point with this property, we set
Tj+1 = Tj + min
i=1,...,P
{Xi : Yi ≤ λuj (φuj (vj , Xi))}
If there is no point with this property or P = 0, we consider the
adjacent rectangle
[A, 2A]× [0,M ]
and we apply again this procedure. More generally, if at the k-th
iteration there is still no point with this property or P = 0, we
consider the rectangle
[kA, (k + 1)A]× [0,M ]
and we apply again the procedure.
λ
u j
(φ
u j
(vj,·))
0 A
M
Figure 2.5: Computation of jumping time by using the thinning method.
Now let us show why this method works. Step 1 is based on the following
result.
Theorem 2.2. Let Ω ⊂ Rd an open set and let N a Poisson process on
Rd with rate function θ(u).
If we denote by NΩ the number of arrivals in Ω, we have that NΩ follows
a Poisson distribution of parameter
∫
Ω
θ(u)du
NΩ ∼ P
(∫
Ω
θ(u)du
)
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Moreover, conditional on NΩ = n, the n realisations are independent and
with density function such as
θ(·)1·∈Ω∫
Ω
θ(u)du
For the proof see [13].
On the other hand, the first part of Step 2 is based on the following result.
Theorem 2.3. Let R be the rectangle [0, A]× [0,M ] on R2 and let λ(t) be
a measure in ([0, A],B([0, A])) such that λ(t) ≤M for each t ∈ [0, A]. Let
N 2 be a Poisson process of parameter 1 on R and let (x1, y1), . . . , (xn, yn)
be n realisations of this process. We have that N 1 = {xi : yi ≤ λ(xi), i =
1, . . . , n} is a Poisson process with rate function λ(t) in [0, A].
Proof. Let k ∈ N∗, let I1, . . . , Ik be a partition of the segment [0, A] and
let A1, . . . , Ak such that Aj = {(x, y) ∈ R2 : x ∈ Ij , y ≤ λ(x)} for
j = 1, . . . , k.
We denote with N 2Aj the number of points of the process N 2 in Aj and
with N 1Ij the number of points of the process N 1 in Ij .
In order to prove the theorem we have to show that ∀k ∈ N∗ and ∀I1, . . . , Ik
disjunctive intervals, N 1I1 , . . . ,N 1Ik are independent and that
N 1Ij ∼ P
(∫
Ij
λ(u)du
)
for j = 1, . . . , k.
We have:
P(N 1I1 = n1, . . . ,N 1Ik = nk) = P(N 2A1 = n1, . . . ,N 2Ak = nk)
= P(N 2A1 = n1) · . . . · P(N 2Ak = nk)
= P(N 1I1 = n1) · . . . · P(N 1Ik = nk)
So we have show the independence of NI1 , . . . ,NIk .
Now we show that N 1Ij is a random variable with a Poisson distribution
of parameter
∫
Ij
λ(u)du for j = 1, . . . , k.
P(N 1Ij = nj) = P(N 2Aj = nj) =
e
− ∫
Aj
1 · (∫
Aj
1)
nj
nj !
=
=
e
− ∫
Ij
λ(t)dt · (∫
Ij
λ(t)dt)
nj
nj !
⇒ N 1Ij ∼ P
(∫
Ij
λ(u)du
)
So we have proved the theorem.
Finally we have to prove the following result to show the second part of
Step 2.
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Proposition 2.1. Using the notations of Step 1 and Step 2, we have that
Tj+1 − Tj = min
i=1,...,P
{xi : yi ≤ λuj (φuj (vj , xi))}
is a realisation of a random variable with hazard rate function
λuj (φuj (vj , t)).
Proof. For Theorem 2.3, Tj+1 − Tj is the first realisation of a Poisson
process N with rate function λuj (φuj (vj , t)) on [0, A]. For definition of
Poisson process, if we denote by S1 the time of the first arrival of N and
by N(0,t] the number of arrivals of N in (0, t], we have
P(S1 > t) = P(N(0,t] = 0) = e−
∫ t
0
λuj (φuj (vj ,s))ds
Therefore Tj+1 − Tj = S1 is a random variable with hazard rate function
λuj (φuj (vj , t)).
As in method A, after the generation of the (j + 1)-th jumping time, we
compute the flow on the interval [Tj , Tj+1] and we find vj+1. We generate
then the target channel state uj+1, following the same procedure used in
method A:
. We compute the quantity
p =
N · (1− uj) · α(vj+1)
λuj (vj+1)
.
. We take a uniform random number R′ ∈ [0, 1].
∗ If R′ < p, we set uj+1 = uj + 1N .
∗ Else we set uj+1 = uj − 1N .
Bˆ In the same way as in method B, we read the time of the (j+1)-th jump as
the first realisation of a Poisson process with rate function λuj (φuj (vj , t)).
This time we generate the Poisson process in the following way:
Step 1. We find an upper bound of λuj (φuj (vj , t)) and we generate a
unidimensional homogeneous Poisson process of parameter this upper
bound.
Step 2. We create a unidimensional inhomogeneous Poisson process with
rate function λuj (φuj (vj , t)) by using Step 1.
More specifically:
Step 1. . We consider the rectangle
[0, Tmax]× [0,M ]
where M = sup0≤t≤Tmax λuj (φuj (vj , t)).
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. We take a realisation of an exponential random variable of pa-
rameter M . Let X1 be this realisation
X1 ∼ Exp(M)
If X1 > Tmax there is no jump between Tj and Tmax.
Step 2. . We take a uniform random number Y1 in [0,M ]
Y1 ∼ Unif [0,M ]
. We look at the position of the point (X1, Y1) and we accept or
reject it.
∗ If Y1 ≤ λuj (φuj (vj , X1)), we accept the point (X1, Y1) and
we set
Tj+1 = Tj +X1 + z
where z is the sum of the abscissae of the points rejected (in
this first iteration z = 0).
∗ Else we reject the point (X1, Y1), we consider the rectangle
[X1, Tmax]× [0,M ]
and we apply again this procedure. More generally, if at the
k-th iteration the point (Xk, Yk) is rejected, we consider the
rectangle
[Xk, Tmax]× [0,M ]
and we apply again the procedure.
This method is based on the following
Theorem 2.4. Let N be a Poisson process with rate function λ(t). Sup-
pose that the number of points of N in the interval (0, t0] is n and let
x1, . . . , xn be the points of the process in this interval. Let λˆ(t) be a func-
tion such that
λˆ(t) ≤ λ(t) for t ∈ (0, t0].
If we accept the point
xi with probability
λˆ(xi)
λ(xi)
for i = 1, . . . , n
then the points accepted form a Poisson process with rate λˆ(t) in the in-
terval (0, t0].
For the proof see [15].
As in method A and B, after the generation of the (j + 1)-th jumping
time, we compute the flow on the interval [Tj , Tj+1] and we find vj+1. We
generate then the target channel state uj+1, following this procedure:
. We compute the quantity
p =
N · (1− uj) · α(vj+1)
λuj (vj+1)
.
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. We take a uniform random number R′ ∈ [0, 1].
∗ If R′ < p, we set uj+1 = uj + 1N .
∗ Else we set uj+1 = uj − 1N .
C The fourth method, which it is named the Gillespie method, allows to
determinate the time of the jump and the target channel state at the
same time. This method consists of the following steps:
Step 1. Find an upper bound of λuj (φuj (vj , t)) and generate a unidimen-
sional homogeneous Poisson process of parameter this major element.
Step 2. Create a unidimensional inhomogeneous Poisson process with
rate function λuj (φuj (vj , t)) and make at the same time the choice
of the target channel state.
More specifically:
Step 1. . We take
λ = sup
0≤t≤Tmax
{α(φuj (vj , t)) + β(φuj (vj , t))}
. We take a realisation of an exponential random variable of pa-
rameter N · λ (N is the total number of sodium channels). Let
X be this realisation
X ∼ Exp(N · λ)
Step 2. . We take a uniform random number Y in [0, λ]
Y ∼ Unif [0, λ]
. We look at the position of the point (X,Y ) and we accept or
reject it.
∗ If Y ≤ (1 − uj) · α(φuj (vj , X)), we accept the point (X,Y )
and we set
Tj+1 = Tj +X + z
uj+1 = uj +
1
N
where z is the sum of the abscissae of the points rejected (in
this first iteration z = 0).
∗ If (1 − uj) · α(φuj (vj , X)) < Y ≤ (1 − uj) · α(φuj (vj , X)) +
uj · β(φuj (vj , X)), we accept the point (X,Y ) and we set
Tj+1 = Tj +X + z
uj+1 = uj − 1
N
where z is the sum of the abscissae of the points rejected (in
this first iteration z = 0).
∗ Else we reject the point (X,Y ) and we apply again this pro-
cedure.
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We can prove this method by applying the Theorem 2.4. In fact this
method is very similar to the method Bˆ. Let us explain intuitively the
equivalence between the method Bˆ and C.
Upper bound. Let Λ(Vt) be the willingness of one channel to open or
close, i.e. Λ(Vt) = α(Vt)+β(Vt). By the definition of λ, we have that
Λ(Vt) ≤ λ for t ∈ [0, Tmax]
Moreover
λuj (Vt) = N · (1− uj) · α(Vt) +N · uj · β(Vt)
≤ N · α(Vt) +N · β(Vt)
= N · Λ(Vt)
≤ N · λ
This show that N · λ in the method C plays the same role of M in
the method Bˆ
N · λ!M.
Probability of acceptance. If we denote by w· = φuj (vj , ·), we have
that in the method Bˆ the point is accepted with a probability of
λuj (w·)
M while in the method C the probability of the acceptance of
the point is Λ(w·)
λ
. So, because of N · λ!M , we have
λuj (w·)
M
=
N · Λ(w·)
M
! N · Λ(w·)
N · λ =
Λ(w·)
λ
.
2.4 Simulations
In this section we show the simulations obtained applying the methods explained
in Section 2.3. The simulations of the four methods are very similar so for this
reason we will show only some of them. Analysing the graphs we can notice the
following things:
• When we consider a small number of K+ channels, there is an impor-
tant difference between the hybrid stochastic Morris-Lecar model and the
deterministic one. In this kind of situations, the stochastic and discrete
nature of the hybrid model is crucial. In fact, we can observe that the
action potentials obtained by using the hybrid model (Figure 2.6(a)) are
more realistic than the other ones (Figure 2.6(b)).
• When we consider a large number of K+ channels, the graphs of the two
models are almost identical. We can observe this phenomenon by com-
paring Figure 2.7(a) with Figure 2.6(b). We can conclude that, if we have
a large number of potassium channels, it is more convenient (in terms of
numerical computation) to use the deterministic method.
The graphs Figure 2.6(a), Figure 2.6(b) and Figure 2.7(a) have been obtained
by considering the presence of a constant impulse I. If we consider a sinusoidal
impulse, we obtain a diversification of the delay between two action potentials.
We can see the result of this in Figure 2.7(b).
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Figure 2.6: In (a) we can see a simulation of the hybrid stochastic model by
using the Gillespie method and taking N = 50. In (b) we can see a simulation
of the Morris-Lecar model.
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Figure 2.7: In (a) we can see a simulation of the hybrid stochastic model by
using the Gillespie method and taking N = 500. In (b) we can see a simulation
of the hybrid stochastic model by using the Gillespie method with a sinusoidal
impulse and N = 50.
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Chapter 3
Network of neurons
In this chapter we want to analyse a network of neurons in order to solve the
following problem:
Get a sense of the behaviour of a network of neurons when the
dimension of the network is on the order of 104 neurons or more.
The idea to overcome this problem is to generate one or more macroscopic
quantities of the neuronal system and to prove that these ones solve a specific
partial differential equation (PDE).
This chapter is organised into two parts. In the first one, we introduce a
network of interconnected neurons and show by numerical simulations how the
signal propagates. In the second part, by using the mean field theory, we prove
that an empirical density of neurons (our macroscopic quantity) converges to
the solution of a partial differential equation, when the number of neurons tends
to infinity.
3.1 Network of interconnected neurons
We consider a set of N neurons and we put them on a regular 3D grid. In order
to model a network of neurons, we have to address two important issues:
• The dynamic of a single neuron.
• The way neurons communicate.
Let us discuss about this two points.
Dynamic of a single neuron
We suppose that each neuron follows the deterministic model of Morris-Lecar
that we have explained in Section 2.1. In this way, the dynamic of each neuron
is described by the following system of differential equations
C
dV i,Nt
dt
= I −GK · ui,Nt · (V i,Nt − EK)−GCa ·m∞(V i,Nt ) · (V i,Nt − ECa)
−GL · (V i,Nt − EL)
dui,Nt
dt
= α(V i,Nt ) · (1− ui,Nt )− β(V i,Nt ) · ui,Nt
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where V i,N is the membrane potential of the i-th neuron and ui,N is the prob-
ability that the set of K+ channels of the i-th neuron is conducting. For the
explanation of the other constants and functions, we invite the reader to see
Section 2.1.
Communication between neurons
To describe the communication between one neuron and the others, we have to
answer this questions:
1. With who one neuron communicates?
2. How does one neuron communicate?
Let us answer to these two questions.
1. We suppose that one neuron communicates with the other ones which have
a distance from himself lower than δ.
2. From a biological standpoint, the neuron sends the information if and only
if it generates an action potential. So we can impose that one neuron sends
an electrical impulse to other ones only in the times when his membrane
potential is higher that a threshold η.
In summary, if we denote by
V i,N the membrane potential of the i-th neuron,
ui,N the probability that the set of K+ channels of the i-th neuron is
conducting,
Ij→i the electrical impulse sent from the j-th neuron to the i-th neuron,
we have that each neuron follows the following dynamic
dV i,Nt = f1(V
i,N
t , u
i,N
t )dt+ g
 1
N
N∑
j=1
1
C
· Ij→it
 dt
dui,Nt = f2(V
i,N
t , u
i,N
t )dt
where
f1(V
i,N
t , u
i,N
t ) =
1
C
(
−GK · ui,Nt · (V i,Nt − EK)
−GCa ·m∞(V i,Nt ) · (V i,Nt − ECa)−GL · (V i,Nt − EL)
)
f2(V
i,N
t , u
i,N
t ) =α(V
i,N
t ) · (1− ui,Nt )− β(V i,Nt ) · ui,Nt
g(x) =
 x if x ≤ LImax
C
otherwise
and
Ij→it =
{
M if V j,Nt ≥ η and d(i, j) ≤ δ
0 otherwise
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with L and Imax constants, d(i, j) denoting the distance between the i-th and
the j-th neuron and i = 1, . . . , N . We have introduced the function g because, if
the external impulse exceeds the threshold L, then the dynamic of the membrane
potential degenerates.
Now let us show some simulations of the previous theoretical construct.
3.1.1 Numerical simulations
In the simulations we consider a set of neurons, we inject to some of them an
electric current and we look at the propagation of the information. In order to
have a clear visual result, we put the neurons on a 2D grid.
Each neuron is coloured according to the value of his membrane potential
and the color is chosen following a scale of colors: from blue to red. Higher is
the potential, closer to red is the color; lower is the potential, closer to blue is
the color.
We give two examples of simulations. In Figure 3.2 we have a sequence of
images which show the propagation of the signal in a network of 4× 4 neurons.
We assume that each neuron communicates with four neurons: the neuron over
him, under him, on his right and on his left. The current is injected to the last
line of neurons and it is propagated from the bottom to the top of the entire set
of neurons.
Finally in Figure 3.3 we show the simulation of a network of 20×20 neurons.
In this case the current is injected to the four neurons at the center. The
information is propagated as a wave to other neurons. We always assume that
each neuron communicates with four neurons: the neuron over him, under him,
on his right and on his left.
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Figure 3.1: A frame of a simulation of a network of 20× 20 neurons.
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Figure 3.2: A sequence of frames from the simulation of a network of 4 × 4
neurons. Direction to look at the images: from the left to the right, from the
top to the bottom.
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Figure 3.3: A sequence of frames from the simulation of a network of 20 × 20
neurons. Direction to look at the images: from the left to the right, from the
top to the bottom.
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We have not analyse strictly the time of the simulations but we can say that,
the simulation of a system of 500 neurons with a computer of 64 bit, 4GB of
RAM and 2.40GHz of CPU, takes 7 hours. This prove even more the importance
of finding a macroscopic quantity which describes qualitatively the behaviour of
the system and converges to the solution of a PDE when the number of neurons
tends to infinity.
Let us now use the mean field theory to do that.
3.2 Mean field theory
We consider the same dynamic used in the previous section but we add it the
positions of the neurons. We also take g = Id in order to ease the notations. In
this way, we consider the following interacting neuron system
dXi,Nt = f(X
i,N
t )dt+
1
N
N∑
j=1
K(Xi,Nt , X
j,N
t )dt i = 1, . . . , N (3.1)
where Xi,Nt = (V
i,N
t , u
i,N
t , Y
i,N
t ) ∈ R× R× R3 and
V i,N is the membrane potential of the i-th neuron,
ui,N is the probability that the set of K+ channels of the i-th neuron is
conducting,
Y i,N is the spatial position of the i-th neuron.
The system of equations (3.1) is a deterministic system, while the initial con-
ditions are random. Therefore we assume to have a probability space (Ω,F ,P)
and a family of random variable
(
Xi,N0
)N
i=1
, with Xi,Nt ∈ R × R × R3, such
that:
1. supi,N E[|Xi,N0 |] <∞.
2. 1N
∑N
i=1 δXi,N0
is weakly convergent to a probability measure µ0 ∈ Pr1(R5).
Remark 3.1. If we consider a set
(
Xi0
)N
i=0
of independent random variables of
law µ0, then 1N
∑N
i=1 δXi,N0
is weakly convergent to µ0.
So we would point out that P and E are related to the randomness of the initial
conditions.
In the system (3.1), we can also add a brownian motion if it is relevant for
the problem considered. In this case, in addition to the previous hypothesis, we
have to set a filtration Ft and we have to assume that Xi,N0 are F0-measurable
for i = 1, . . . , N .
Let us define f and K in (3.1). f : R5 → R5
f
V i,Ntui,Nt
Y i,Nt
 =
 I(V i,Nt , ui,Nt )α(V i,Nt ) · (1− ui,Nt )− β(V i,Nt ) · ui,Nt
(0, 0, 0)
t

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where
I(V i,Nt , ui,Nt ) = −GK · ui,Nt · (V i,Nt − EK)
−GCa ·m∞(V i,Nt ) · (V i,Nt − ECa)−GL · (V i,Nt − EL)
K : R5 × R5 → R5
K
V i,Ntui,Nt
Y i,Nt
 ,
V j,Ntuj,Nt
Y j,Nt
 =
a(Y i,Nt , Y j,Nt ) · b(V j,Nt )0
0

where a : R3 × R3 → R is the bounded Lipschitz approximation of a0, with
a0 : R3 × R3 → R such that
a0(Y
i,N
t , Y
j,N
t ) =
{
1 if 0 < ||Y i,Nt − Y j,Nt || ≤ δ
0 otherwise
with δ > 0.
Moreover b : R → R is the bounded Lipschitz approximation of b0, where
b0 : R→ R such that
b0(V
j,N
t ) =

M
C
if V j,Nt ≥ η
0 otherwise
For example a bounded Lipschitz approximation of 1t≥0 can be the function
1 if t ≥ 1N
N
2 t+
1
2 if − 1N < t < 1N
0 if t ≤ − 1N
Proposition 3.1. f and K are bounded.
Proof. The boundedness of K is immediate, therefore we focus on f . We prove
first the boundedness of Vt and ut.
Let u∗ ∈ R, we consider the following system
dut
dt
= α(Vt) · (1− ut)− β(Vt) · ut
u0 = u
∗
Let ut = 0, because τ∞(Vt) > 0 and 0 < u∞(Vt) < 1 we have
dut
dt
= α(Vt) > 0.
Let ut = 1, for the same reason we have
dut
dt
= −β(Vt) < 0.
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u=0
u=1
t
This argument prove that 0 ≤ ut ≤ 1 if u∗ ∈ [0, 1].
We follow the same process for Vt. Let v∗ ∈ R, we consider the following
system
C
dVt
dt
= I −GK · ut · (Vt − EK)−GCa ·m∞(Vt) · (Vt − ECa)
−GL · (Vt − EL)
V0 = v
∗
Let Vt = vmin such that vmin − EK < 0, vmin − ECa < 0 and I −GL · (vmin −
EL) > 0. Because m∞(Vt) > 0 and u ≥ 0 we have
dVt
dt
> 0.
Let Vt = vmax such that vmax −EK > 0, vmax −ECa > 0 and I −GL · (vmax −
EL) < 0. We have
dVt
dt
< 0.
Therefore vmin ≤ Vt ≤ vmax if v∗ ∈ [vmin, vmax]. Since we suppose to take
appropriate initial values for V and u, we have that these variables are bounded.
From this we deduce that
|I(Vt, ut)| ≤ C1 and |α(Vt) · (1− ut)− β(Vt) · ut| ≤ C2
for specific constants C1 and C2. Consequently f is bounded.
We introduce the empirical measure
SNt =
1
N
N∑
i=1
δXi,Nt
as a convex combination of random delta Dirac measures. It is a random prob-
ability measure on Borel sets and it acts in this way: at the position Xi,Nt of
each single neuron it puts a pointwise mass of size 1N .
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We denote by QN the law of SN. where
SN. : Ω −→ C([0, T ], P r(R5))
ω 7−→ SN. (ω)
Our goal is to prove that SNt ⇀ µt, where µ is the solution of a specific
partial differential equation, or similarly that QN ⇀ δµ. To do that we proceed
as follow:
1. We show the relatively compactness of {QN}N∈N.
2. We figure out the PDE.
3. We show that the PDE has one and only one solution µ (we specify later
the kind of solution).
4. We conclude that QN ⇀ δµ.
Let us start with the first point.
Theorem 3.1. {QN}N∈N is relatively compact in Pr(C([0, T ], P r(R5))).
Proof. We prove an equivalent statement by using the Prokhorov’s theorem:
If (X, d) is a complete separable metric space and Γ ⊆ Pr(X) is a
family of Borel measures on X. We have Γ is relatively compact in
Pr(X) if and only if Γ is tight.
In the light of the Prokhorov’s theorem we have to prove that {QN}N∈N is
tight. Otherwise we have to show that ∀ > 0, ∃K ⊆ C([0, T ], P r(R5)) such
that QN (K) ≥ 1− , ∀N ∈ N.
We look for a set K of the form
KM(),R() = {µ ∈ C([0, T ], P r(R5)) : sup
t∈[0,T ]
∫
R5
|x|µt(dx) ≤M
and
∫ T
0
∫ T
0
W1(SNs , SNt )p
|s− t|1+αp dsdt ≤ R}
where W1 is the 1-Wasserstein distance. We recall that
W1(µ, ν) = sup
{∫
M
f(x)(µ− ν)(dx) : f ∈ C(M), Lip(f) ≤ 1
}
.
We have
QN (KcM(),R()) = P(S
N
. ∈ KcM(),R()) ≤ A+B
where
A = P
(
sup
t∈[0,T ]
∫
R5
|x|SNt (dx) ≤M
)
and
B = P
(∫ T
0
∫ T
0
W1(SNs , SNt )p
|s− t|1+αp dsdt ≤ R
)
We show that A and B are less than 2 .
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For A
P
(
sup
t∈[0,T ]
∫
R5
|x|SNt (dx) ≤M
)
≤ 1
M
E
[
sup
t∈[0,T ]
∫
R5
|x|SNt (dx)
]
=
1
M
E
[
sup
t∈[0,T ]
1
N
N∑
i=1
∫
R5
|x|δXi,Nt (dx)
]
=
1
M
E
[
sup
t∈[0,T ]
1
N
N∑
i=1
|Xi,Nt |
]
=
1
MN
N∑
i=1
E
[
sup
t∈[0,T ]
|Xi,Nt |
]
.
If we show that E
[
supt∈[0,T ] |Xi,Nt |
]
≤ C, with C a specific constant, then
P
(
supt∈[0,T ]
∫
R5 |x|SNt (dx) ≤M
)
≤ CM . So, given  > 0, we can choose
M such that CM <

2 , which prove the inequality. We have that
|Xi,Nt | ≤ |Xi,N0 |+
∫ t
0
|f(Xi,Ns )|ds+
1
N
N∑
j=1
∫ t
0
|K(Xi,Ns , Xj,Ns )|ds
≤ |Xi,N0 |+
∫ T
0
|f(Xi,Ns )|ds+
1
N
N∑
j=1
∫ T
0
|K(Xi,Ns , Xj,Ns )|ds
≤ |Xi,N0 |+
∫ T
0
sup
s∈[0,T ]
|f(Xi,Ns )|ds
+
1
N
N∑
j=1
∫ T
0
sup
s∈[0,T ]
|K(Xi,Ns , Xj,Ns )|ds
≤ |Xi,N0 |+ T · ||f ||∞ + T · ||K||∞.
So
E
[
sup
t∈[0,T ]
|Xi,Nt |
]
≤ E
[
|Xi,N0 |
]
+ T · ||f ||∞ + T · ||K||∞ ≤ C
because we assumed that supi,N E
[
|Xi,N0 |
]
< ∞ and because f and K
are bounded for the Proposition 3.1.
For B
P
(∫ T
0
∫ T
0
W1(SNs , SNt )p
|s− t|1+αp dsdt ≤ R
)
≤ 1
R
E
[∫ T
0
∫ T
0
W1(SNs , SNt )p
|s− t|1+αp dsdt
]
=
1
R
∫ T
0
∫ T
0
E
[W1(SNs , SNt )p]
|s− t|1+αp dsdt.
If we show that E
[W1(SNs , SNt )p] ≤ C˜ · |s− t|1+β and if we choose α > 0
such that β − αp > 0, we have
P
(∫ T
0
∫ T
0
W1(SNs , SNt )p
|s− t|1+αp dsdt ≤ R
)
≤ 1
R
∫ T
0
∫ T
0
|s− t|β−αpdsdt ≤ C
R
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with C˜ and C constants. So, given  > 0, we can choose R such that
C
R <

2 , which prove the inequality. In order to estimate W1(SNs , SNt ) we
first estimate | < SNt , φ > − < SNs , φ > | with Lip(φ) ≤ 1.
| 〈SNt , φ〉− 〈SNs , φ〉 | = ∣∣∣∣∫
R5
φ(x)SNt (dx)−
∫
R5
φ(x)SNs (dx)
∣∣∣∣
=
∣∣∣∣∣ 1N
N∑
i=1
φ(Xi,Nt )−
1
N
N∑
i=1
φ(Xi,Ns )
∣∣∣∣∣
≤ 1
N
N∑
i=1
|φ(Xi,Nt )− φ(Xi,Ns )|
≤ 1
N
N∑
i=1
|Xi,Nt −Xi,Ns |.
Therefore
W1(SNs , SNt ) = sup
Lip(φ)≤1
| 〈SNt , φ〉− 〈SNs , φ〉 |
≤
N∑
i=1
∣∣∣∣ 1N (Xi,Nt −Xi,Ns )
∣∣∣∣
≤
(
N∑
i=1
1
Nq
)1/q
·
(
N∑
i=1
|Xi,Nt −Xi,Ns |
p
)1/p
=
(
1
N
)1/p
·
(
N∑
i=1
|Xi,Nt −Xi,Ns |
p
)1/p
.
So
E
[
W1(SNs , SNt )
p
]
≤ E
[
1
N
N∑
i=1
|Xi,Nt −Xi,Ns |
p
]
=
1
N
N∑
i=1
E
[
|Xi,Nt −Xi,Ns |
p
]
.
We estimate |Xi,Nt −Xi,Ns |
|Xi,Nt −Xi,Ns | ≤
∫ t
s
|f(Xi,Nr )|dr +
1
N
N∑
j=1
∫ t
s
|K(Xi,Nr , Xj,Nr )|dr
≤
∫ t
s
sup
r∈[0,T ]
|f(Xi,Nr )|dr
+
1
N
N∑
j=1
∫ t
s
sup
r∈[0,T ]
|K(Xi,Nr , Xj,Nr )|dr
≤ (t− s) · ||f ||∞ + (t− s) · ||K||∞.
Finally
E
[
W1(SNs , SNt )
p
]
≤ |t− s|p · (||f ||∞ + ||K||∞)p.
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We put β = p− 1 and we have the result we want.
We proved that {QN}N∈N is relatively compact in Pr(C([0, T ], P r(R5))),
that means that for any subsequence of {QN}N∈N exists a sub-subsequence
convergent in Pr(C([0, T ], P r(R5))).
Now we want to figure out the partial differential equation whose solution will
be the weak limit point of {QN}N∈N. In order to do that we get an expression
for SNt . If we define
K ? SNt (x) =
∫
R5
K(x, y)SNt (dy) =
∫
R5
1
N
N∑
i=1
K(x, y)δXi,Nt
(dy)
=
1
N
N∑
i=1
K(x,Xi,Nt )
hence the system of the interacting particles can be rewritten as
dXi,Nt = f(X
i,N
t )dt+ (K ? S
N
t )(X
i,N
t )dt.
Let φt(x) be a test function of C1.2c ([0, T ]× R5). We have
dφt(X
i,N
t ) =
∂φt
∂t
(Xi,Nt )dt+∇φt(Xi,Nt )f(Xi,Nt )dt
+∇φt(Xi,Nt )(K ? SNt )(Xi,Nt )dt.
Therefore, being
〈
SNt , φt
〉
= 1N
∑N
i=1 φt(X
i,N
t ),
d
〈
SNt , φt
〉
=
1
N
N∑
i=1
dφt(X
i,N
t ) =
1
N
N∑
i=1
∂φt
∂t
(Xi,Nt )dt
+
1
N
N∑
i=1
∇φt(Xi,Nt )f(Xi,Nt )dt
+
1
N
N∑
i=1
∇φt(Xi,Nt )(K ? SNt )(Xi,Nt )dt
=
〈
SNt ,
∂φt
∂t
〉
dt+
〈
SNt ,∇φt · f
〉
dt+
〈
SNt ,∇φt · (K ? SNt )
〉
dt.
Therefore we proved
Lemma 3.1. The empirical measure SNt satisfies the identity
d
〈
SNt , φt
〉
=
〈
SNt ,
∂φt
∂t
〉
dt+
〈
SNt ,∇φt · f
〉
dt+
〈
SNt ,∇φt · (K ? SNt )
〉
dt.
If we assume for a second that SNt converges weakly to a limit measure µt,
we see intuitively that µt satisfies the non-linear Fokker-Planck equation
∂µt
∂t
= −div(µtf)− div(µtK ? µt) (3.2)
Before we go any further, we need the concept of measure-valued solution.
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Definition 3.1. A measured-valued solution of the Fokker-Plack equation (3.2)
is a family of Borel probability measures (µt)t∈[0,T ] on Rd (d > 0) such that
t 7→ 〈µt, φt〉 is measurable for all φ ∈ Cc([0, T ]× Rd) and
〈µt, φt〉 − 〈µ0, φ0〉 =
∫ t
0
〈
µs,
∂φs
∂s
+∇φs · f +∇φs · (K ? µs)
〉
ds.
Let us show that exists a measure-valued solution for the PDE (3.2).
Theorem 3.2. If Q is a weak limit point of a subsequence of {QN}N∈N, then
Q is supported on the measure-valued solutions of the non-linear Fokker-Planck
equation (3.2) with initial condition µ0.
Proof. For every φ ∈ C1.2c ([0, T ]× R5), consider the functional
Ψφ : C([0, T ], P r1(R5))→ R
such that
Ψφ(η.)
def
= sup
t∈[0,T ]
∣∣∣∣ 〈ηt, φt〉 − 〈µ0, φ0〉
−
∫ t
0
〈
ηs,
∂φs
∂s
+∇φs · f +∇φs · (K ? ηs)
〉
ds
∣∣∣∣
This functional is continuous on C([0, T ], P r1(R5)) (here we use the fact that K
is bounded and continuous). Hence, if {QNk}k∈N is a subsequence of {QN}N∈N
which weakly converges to Q, by Portmanteau theorem we have
Q (Ψφ(η.) > δ) ≤ lim inf
k→∞
QNk (Ψφ(η.) > δ) .
We have also
QNk (Ψφ(η.) > δ) = P
(
SNk. ∈ {η. : Ψφ(η.) > δ}
)
= P
(
Ψφ(S
Nk
. ) > δ
)
= P
(
sup
t∈[0,T ]
∣∣∣∣ 〈SNkt , φt〉− 〈µ0, φ0〉
−
∫ t
0
〈
SNks ,
∂φs
∂s
+∇φs · f +∇φs · (K ? SNks )
〉
ds
∣∣∣∣ > δ
)
= P
(
sup
t∈[0,T ]
∣∣∣〈SNk0 − µ0, φ0〉∣∣∣ > δ
)
= P
(∣∣∣〈SNk0 − µ0, φ0〉∣∣∣ > δ) .
This term goes to zero, as k → ∞, by the assumption on SN0 . Therefore
Q (Ψφ(η.) > δ) = 0. Since this is true for all δ > 0, we deduce
Q (Ψφ(η.) = 0) = 1.
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Hence, for every φ ∈ C1.2c ([0, T ] × R5), Q is supported on the set of measure-
valued functions η. such that
〈ηt, φt〉 = 〈µ0, φ0〉+
∫ t
0
〈
ηs,
∂φs
∂s
+∇φs · f +∇φs · (K ? ηs)
〉
ds. (3.3)
This implies that Q is supported on the set of measure-valued solutions of
the non-linear Fokker-Planck equation (3.2) by an argument of countable den-
sity of functions. More specifically, we take a dense countable set {φn}n∈N of
C1.2c ([0, T ]× R5). We have that
Q (Ψφn(η.) = 0) = 1 ∀φn ∈ {φn}n∈N.
That implies
Q ((∩n∈N (Ψφn(η.) = 0))c) = Q (∪n∈N (Ψφn(η.) = 0)c)
=
∑
n∈N
Q ((Ψφn(η.) = 0)
c
) = 0.
So
Q (∩n∈N (Ψφn(η.) = 0)) = 1.
i.e., for a dense countable set of C1.2c ([0, T ]× R5), Q is supported on the set of
measure-valued solutions of the non-linear Fokker-Planck equation (3.2). Be-
cause of the density of {φn}n∈N, we can claim that, for all φ ∈ C1.2c ([0, T ]×R5),
Q is supported on the set of measure-valued solutions of the non-linear Fokker-
Planck equation (3.2).
Theorem 3.3. The non-linear Fokker-Planck equation (3.2), with initial con-
dition µ0 ∈ Pr1(R5), has one and only one measure-valued solution.
Before starting with the proof, we do a preliminary analysis. Given the
probability measure µ0 of Theorem 3.3, we have that, on the probability space
(R× R× R3,B(R× R× R3), µ0), the random variable X0 = Id has law µ0.
Now we consider the following SDE
dXt = ht(Xt)dt (3.4)
where
ht(x) = f(x) +
∫
K(x, y)µt(dy) with µt = law of Xt
Remark 3.2. We stress that the law of Xt is related to the randomness of the
initial conditions.
Remark 3.3. We point out that f and K are Lipschitz.
We have the following results.
Lemma 3.2. There is a unique solution (X,µ) of problem (3.4), with initial
condition X0.
Proof. We consider the spaces
Pr1(Rd) endowed with the 1-Wasserstein metric W1
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C([0, T ], P r1(Rd)) endowed with the metric d(µ, ν) = supt∈[0,T ]W1(µt, νt).
We generate the map Γ on C([0, T ′], P r1(Rd)) defined as
(Γµ)t = law of Y
µ
t
where {
dY µt = h
µ
t (Y
µ
t )dt
Y µ0 = X0
and
hµt (x) = f(x) +
∫
K(x, y)µt(dy)
We say that Γ is a contraction for small values of T ′. Indeed, by definition/char-
acterization of 1-Wasserstein metric, we have
d(Γµ,Γν)
def
= sup
t∈[0,T ′ ]
W1((Γµ)t, (Γν)t) ≤ sup
t∈[0,T ′ ]
E [|Y µt − Y νt |] .
By the equation
|Y µt − Y νt | ≤
∫ t
0
|hµs (Y µs )− hνs (Y νs )|ds
≤
∫ t
0
|hµs (Y µs )− hµs (Y νs )|ds+
∫ t
0
|hµs (Y νs )− hνs (Y νs )|ds
≤ (Lf + LK)
∫ t
0
|Y µs − Y νs |ds+ LK
∫ t
0
W1(µs, νs)ds.
in fact
|hµs (x)− hµs (x′)| ≤ |f(x)− f(x′)|+
∫
|K(x, y)−K(x′, y)|µs(dy)
≤ Lf · |x− x′|+
∫
LK · |x− x′|µs(dy)
= (Lf + LK) · |x− x′|
and
|hµs (x)− hνs (x)| = LK
∣∣∣∣∫ K(x, y)LK (µs − νs)(dy)
∣∣∣∣
≤ LK · W1(µs, νs).
Thus, by Gronwall lemma
|Y µt − Y νt | ≤ eLf+LK · LK
∫ t
0
W1(µs, νs)ds.
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We conclude that
d(Γµ,Γν) ≤ sup
t∈[0,T ′ ]
E [|Y µt − Y νt |] ≤ sup
t∈[0,T ′ ]
E
[
eLf+LK · LK
∫ t
0
W1(µs, νs)ds
]
≤ eLf+LK · LK sup
t∈[0,T ′ ]
∫ t
0
W1(µs, νs)ds
≤ eLf+LK · LK
∫ T ′
0
W1(µs, νs)ds
≤ eLf+LK · LK
∫ T ′
0
sup
s∈[0,T ]
W1(µs, νs)ds
= eLf+LK · LK · T ′ · d(µ, ν)
If we choose T ′ such that eLf+LK ·LK · T ′ < 1, we have that Γ is a contraction
on C([0, T ′], P r1(Rd)). This implies that ∃µ∗ (fixed point of Γ) such that
Γµ∗ = µ∗.
From this result we deduce the existence and uniqueness of strong solution on
[0, T ′] by a classical result on SDE’s and by the identification of µ as the law of
this solution (due to definition of Γ).
Lemma 3.3. Given µt a measure-valued solution of (3.2) with initial condition
µ0 and X0 as above. Denoted Xt the only solution of
dXt = ht(Xt)dt
with initial condition X0, where
hµt (x) = f(x) +
∫
K(x, y)µt(dy).
Then the law of Xt is µt. Consequently (Xt, µt) is a solution of (3.4).
Proof. Given Xt as in assumptions, his law νt solve, in the weak sense, the PDE
∂νt
∂t
= −div(htνt)
with initial condition ν0. Moreover we have that also µt is a solution of this
equation. But we know this result (the proof of this theorem, given for instance
in [8], is technical and beyond the scope of the thesis, so it will be omitted).
The partial differential equation
∂νt
∂t
= −div(htνt)
with initial condition ν0 and ht fixed has a unique solution.
In conclusion we have that µt = νt, which concludes the proof.
Now we have all the ingredients to prove Theorem 3.3.
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Proof. The existence follows from Theorem 3.2, so we only prove the unique-
ness of the measure-valued solution. We assume to have two measure-valued
solutions, µ1 and µ2, of the PDE (3.2). Then, for Lemma 3.3, (X1t , µ1) and
(X2t , µ2) are solutions of (3.4). Then, for Lemma 3.2, these solutions are iden-
tical. Therefore X1t = X2t and µ1 = µ2.
Corollary 3.1. The family {QN}N∈N of laws of the empirical processes SNt
weakly converges to δµ where µ. ∈ C([0, T ] × Pr1(R5)) is the unique measure-
valued solution of the equation (3.2).
Proof. According to the Theorem 3.1, we have that for every subsequence of
{QN}N∈N, exists a weakly convergent sub-subsequence, i.e.
∀{QNk}k∈N ⊆ {QN}N∈N ∃{QNkh }h∈N ⊆ {QNk}k∈N and ∃Q such that
QNkh ⇀ Q.
According to the Theorem 3.2, the weak limit point Q is supported on the
measure-valued solutions of the non-linear Fokker-Planck equation (3.2). Since
there is one and only one solution of the equation (3.2), letting µ this solution,
we have
Q = δµ
for all weak limit point Q of sub-subsequence of {QN}N∈N.
Now we apply the following result.
Let {an}n∈N be a sequence in a metric space (X, d). If for all sub-
sequence {ank}k∈N of {an}n∈N exists {ankh}h∈N such that ankh
d→ a
and all these limit points are identically, then an
d→ a.
We can apply this theorem because, according to a property of the Lévy-
Prokhorov metric, the weak convergence on Pr(C([0, T ], P r(R5))) is a metric
convergence. This implies that QN ⇀ δµ.
In this way we proved that SNt ⇀ µt. This means that the discrete system
of neurons converges, for N →∞, to a continuous system, namely the solution
of (3.2).
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