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Zusammenfassung
Im Projekt Triton steht das Ziel der ad

aquaten Programmierbarkeit von Hochparallelrechnern mit meh-
reren tausend Prozessoren im Mittelpunkt. Dieses Ziel kann erreicht werden, wenn Programmiersprache
und Hardware-Architektur gemeinsam entworfen und so aufeinander abgestimmt werden, da eine

Uber-
setzung der Sprache in ezienten Code m

oglich wird. Diesen Ansatz verfolgen wir im Projekt Triton.
1. Parallele Programmiersprache.Mit Modula-2*, einer Erweiterung vonModula-2, stellen wir Sprach-
mittel vor, die erforderlich sind, um parallele Algorithmen hochsprachlich, lesbar und portabel zu formu-
lieren. Wir beschreiben deren eziente

Ubersetzbarkeit f

ur unterschiedliche moderne Parallelrechnerar-
chitekturen.
2. Parallele Hardware. Mit Triton/1 entwickeln wir neue Architekturans

atze paralleler Hardware
und realisieren diese exemplarisch. Durch die Vereinigung von SIMD- und MIMD-Prinzipien in einer
SAMD (
"
synchronous or asynchronous multiple data\) Architektur und den Einsatz eines hochezienten
Kommunikationsnetzwerkes gelingt es, viele Schw

achen heutiger Parallelrechner zu vermeiden und die

Ubersetzung maschinenunabh

angiger paralleler Sprachen wie Modula-2* zu unterst

utzen.
Schl

usselw

orter
Hochparallele Systeme, parallele Hochsprachen, Portabilit

at, optimierende

Ubersetzer, Perfect-Shue-
Netzwerke, Skalierbarkeit, parallele Ein-/Ausgabe
Summary
The main objective of the Triton project is adequate programmability of massively parallel computer
systems. This goal can be achieved by tightly coupling the design of programming language and parallel
hardware. By combining these eorts, translation into ecient code becomes possible. This approach we
took in the Triton project.
1. Parallel programming language. Modula-2*, an extension of Modula-2, is a programming language
with elements for expressing arbitrary parallel algorithms in a high-level, portable, and readable way. We
1
present techniques for eciently translating those elements for several modern parallel architectures.
2. Parallel hardware. With Triton/1 we develop novel architectural paradigms for parallel computers.
By combining principles of SIMD and MIMD in a SAMD, i.e., synchronous or asynchronous multiple data
architecture, and by designing a highly ecient communications network, Triton/1 overcomes various
deciencies of current parallel hardware and supports parallel languages such as Modula-2*.
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1 Einleitung
Im Projekt Triton steht das Ziel der ad

aquaten Programmierbarkeit von Hochparallelrechnern mit meh-
reren tausend Prozessoren im Mittelpunkt. Gute Programmierbarkeit bedeutet dabei,
 da Programme ausgehend von einem L

osungsalgorithmus leicht und schnell zu formulieren sind,
 da die erstellte Software portabel, lesbar und wartbar ist und schlielich
 da eine ausreichend eziente Ausf

uhrung von Algorithmen m

oglich ist.
Die bereits kommerziell verf

ugbaren Maschinen wurden fast ausschlielich basierend auf technischen
Machbarkeits

uberlegungen entwickelt. Erst nachtr

aglich wurden Programmiermodelle erg

anzt, deren we-
sentliches Ziel es war, die theoretische Rechen- und Kommunikationsleistung der Maschine m

oglichst
weitgehend praktisch erreichbar zu machen.
W

ahrend die ersten Nutzer von Parallelrechnern bereit waren, sehr hohen Programmieraufwand hin-
zunehmen, um H

ochstleistungen bei der L

osung spezischer Aufgaben zu erreichen, gewinnt mit zu-
nehmender Verf

ugbarkeit dieser Anlagen die Programmierbarkeit an Bedeutung. Gefordert wird, da
Software wegen der hohen Entwicklungskosten zwischen unterschiedlichen Maschinenarchitekturen por-
tabel und wartbar ist. Ferner werden von Programmiersprachen Sprachmittel verlangt, die gen

ugend
ausdrucksstark sind, um beliebige parallele Algorithmen gut lesbar formulieren zu k

onnen, und sich nicht
auf bestimmte Problemklassen spezialisieren.
Die parallele Informatik wiederholt zur Zeit viele Entwicklungsstufen, die auch die sequentielle Infor-
matik in den letzten vier Dekaden durchlief. Die Bereitschaft w

achst, f

ur Komfort bei der Programmie-
rung Leistungseinbuen in der Ausf

uhrungszeit zu tolerieren. Durch verbesserte Hardware-Architekturen,
Betriebssysteme, Programmiersprachen und

Ubersetzertechnologien wird deshalb maschinenabh

angiges
Programmieren von Parallelrechnern bald die gleiche Bewertung erfahren, die Assemblerprogrammierung
f

ur sequentielle Rechner bereits heute hat.

Ahnlich wie in der sequentiellen Informatik kann das Ziel der guten Programmierbarkeit paralleler
Rechnersysteme nur dann erreicht werden, wenn Programmiersprache und Hardware-Architektur ge-
meinsam entworfen und so aufeinander abgestimmt werden, da eine gute

Ubersetzung der Sprache in
ezienten Code m

oglich wird. Diesen Ansatz verfolgen wir im Projekt Triton.
1. Parallele Programmiersprache. Wir beschreiben die Schwachpunkte der in der Literatur vorge-
schlagenen Programmiersprachen f

ur Parallelrechner und stellen Sprachmittel vor, die einerseits hoch-
sprachliche und problemorientierte Software-Entwicklung f

ur Parallelrechner erm

oglichen und anderer-
seits f

ur unterschiedlichste parallele Architekturformen in ezienten Code

ubersetzbar sind. Diese Sprach-
mittel sind von uns in der Sprache Modula-2* realisiert, die eine Erweiterung von Modula-2 darstellt.
Andere bekannte Hochsprachen k

onnten analog erweitert werden.
2. Parallele Hardware. Wir beschreiben die Nachteile der gegenw

artig verf

ugbaren Parallelrechner-
architekturen, die deren Programmierbarkeit einschr

anken. Ferner stellen wir mit Triton/1 neuartige
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Architekturans

atze vor, die die

Ubersetzung paralleler Sprachen wie Modula-2* unterst

utzen, d.h. dem
Programmierer konzeptuell die Verwendung eines abstrakten Maschinenmodells gestatten.
2 Modula-2*
Am Beispiel von Modula-2* stellen wir Sprachmittel vor, die erforderlich sind, um gute Programmierbar-
keit zu erreichen. Algorithmen k

onnen in Modula-2* leicht und maschinenunabh

angig formuliert werden;
durch ihre Lesbarkeit sind Programme einfach zu warten.
Die meisten der bereits eingef

uhrten Programmiersprachen f

ur parallele und hochparallele Maschinen,
wie etwa *LISP, C*, MPL, VAL, SISAL, Occam, Ada, Fortran90, FortranD, BLAZE, DINO und Kali
[19, 6, 25, 21, 20, 26, 1, 9, 24, 10, 23, 28, 17] haben zumindest einen der folgenden Nachteile:
 Manuelle Virtualisierung. Die Abbildung des gew

unschten Parallelismus, der durch die oftmals
variierende Problemgr

oe bestimmt wird, auf die tats

achlich vorhandene Prozessoranzahl, die in der
Regel fest ist, mu explizit programmiert werden. Dies ist nicht nur eine erm

udende, sich st

andig
wiederholende Aufgabe, sondern macht die Programme auch in hohem Mae unportabel.
 Manuelle Daten-Allokation. Neben dem Algorithmus mu bei Maschinen mit verteiltem Spei-
cher die Zuordnung von Datenelementen zu Speichermodulen von Hand speziziert werden. Durch
die enge Kopplung von Algorithmenentwurf und Datenzuordnung einerseits und durch die ein-
gef

uhrte Topologieabh

angigkeit andererseits werden die erstellten Programme wenig lesbar und nur
f

ur einen Maschinentyp verwendbar.
 Manuelle Kommunikation. Oft wird vom Programmierer verlangt, die Interprozekommunika-
tion in Form von send- bzw. get-Operationen selbst zu programmieren. Dieser Ansatz f

uhrt zu
schwer lesbaren und kaum

uberpr

ufbaren Programmen, insbesondere dann, wenn durch Asynchro-
nit

at Indeterminismus entsteht. Die Topologie des Kommunikationsnetzes beeinut den Algorith-
menentwurf, z.B. wenn aus Ezienzgr

unden versucht werden mu, ein schnelles Nachbarschaftsnetz
auszunutzen, und f

uhrt zu Unportabilit

at, wenn eine gew

unschte Topologie auf die tats

achlich vor-
handene Netzstruktur explizit abgebildet werden soll.
 Festlegung entweder auf SIMD oder auf MIMD. Oben erw

ahnte parallele Programmierspra-
chen spiegeln immer Eigenschaften genau der Architekturformen wieder, f

ur die sie entworfen wur-
den. Auf SIMD-Maschinen ist der Programmierer an strikte Synchronit

at gebunden, auch wenn das
gegebene Problem dies nicht erfordert. MIMD-Maschinen erfordern komplizierte manuelle Synchro-
nisation, da dazu keine Hardware-Unterst

utzung vorhanden ist. Da nicht das zu l

osende Problem
den L

osungsansatz bestimmt, sondern spezielle Maschinendetails, sind Portabilit

at der Programme
und Einsatzspektrum der Sprachen deutlich eingeschr

ankt.
In Modula-2* wurde ein Groteil dieser Probleme gel

ost. Die Sprache abstrahiert von der Speicheror-
ganisation und von der Anzahl real vorhandener Prozessoren. Die Verteilung der Daten auf die Prozessoren
wird automatisch vorgenommen, wobei der Programmierer optional Hinweise f

ur den

Ubersetzer ange-
ben kann. Ein Kommunikationsprotokoll ist nicht sichtbar. Stattdessen werden Lese- und Schreibzugrie
auf einen (virtuell) gemeinsamen Adreraum automatisch auf Kommunikationsprimitive der Architektur
abgebildet. Ein gemeinsamer Speicher ist jedoch nicht erforderlich. Der Parallelismus ist in Modula-2*
explizit; der Programmierer kann zwischen synchroner und asynchroner Ausf

uhrung bei jeder Granu-
larit

at w

ahlen. Insbesondere kann der Programmierer also einen SIMD-Modus anwenden, wenn h

auge
oder schwierige Synchronisationen erforderlich sind, oder einen MIMD-Modus benutzen, wenn SIMD eine
Unterauslastung des Rechners mit sich bringen w

urde. Beide Modi k

onnen beliebig verschachtelt werden.
Der datenparallele Ansatz, der in [14] vorgestellt und in Sprachen wie *LISP, C* und MPL realisiert
wurde, hat die Maschinenabh

angigkeit paralleler Programme deutlich reduziert und erfreut sich einer
wachsenden Beliebtheit. Datenparallelismus erweitert das synchrone SIMD-Modell mit einem globalen
Namensraum, der die Notwendigkeit expliziter Kommunikationsprimitiva in der Sprache hinf

allig macht.
Ferner erlaubt Datenparallelismus, die Anzahl der (virtuellen) Verarbeitungseinheiten als eine Funktion
der Problemgr

oe zu betrachten, statt diese von der Architektur der Maschine abh

angig zu machen.
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Der datenparallele Ansatz hat drei wichtige Vorteile: (1) Er ist eine nat

urliche Erweiterung des se-
quentiellen Programmierens. Die einzige parallele Instruktion, eine synchrone forall Anweisung, ist eine
simple Erweiterung der wohlbekannten for Anweisung und daher leicht verst

andlich. (2) Die Fehlersuche
in datenparallelen Programmen ist nur unwesentlich schwieriger als diejenige in sequentiellen Program-
men. Der Grund daf

ur ist, da lediglich ein einziger Programmablauf zu betrachten ist, w

ahrend bei
reinen MIMD-Ans

atzen die vielen parallelen Prozesse mit unterschiedlichen relativen Geschwindigkeiten
ablaufen, was zu einer kombinatorischen Explosion der Anzahl m

oglicher Programmzust

ande f

uhrt. (3)
Ferner gibt es eine groe Anzahl von datenparallelen Algorithmen; die meisten in Lehrb

uchern, wie et-
wa [2, 12], vorgestellten Algorithmen basieren auf dem datenparallelen Ansatz. Fox [11] analysierte 84
Algorithmen und konnte mehr als 80% leicht in datenparallele Algorithmen umformen. Ferner sind alle
systolischen und Vektor-Algorithmen Sonderf

alle von datenparallelen Algorithmen.
Aber Datenparallelismus hat, zumindest in der Form in der er heute realisiert ist, auch deutliche
Nachteile, die geradlinige Software-Erstellung erheblich erschweren: (1) Datenparallelismus basiert auf ei-
nem synchronen Ausf

uhrungsmodell. Auch wenn f

ur ein Problem keine gute synchrone L

osung gefunden
werden kann, gibt es keine M

oglichkeit, aus dieser Synchronit

at zu entiehen. (2) Es gibt keinen geschach-
telten Parallelismus. Ist also einmal eine parallele Aktivit

at gestartet, k

onnen die Prozesse keine weiteren
parallelen Aktivit

aten mehr ausl

osen. Diese Eigenschaft beschr

ankt das Einsatzspektrum datenparalleler
Ans

atze erheblich; z.B. ist parallele Suche in irregul

aren Suchr

aumen schwierig zu implementieren. Das
Ergebnis dieser Einschr

ankung ist, da die entstehenden Programme strikt bimodal sind: sie pendeln zwi-
schen einem sequentiellen und einem parallelen Modus, wobei der Grad des Parallelismus festliegt, wenn
ein paralleler Abschnitt betreten wird. Um den Grad des Parallelismus zu ver

andern, mu der Program-
mierer jegliche parallele Aktivit

at beenden und zun

achst zur sequentiellen Betriebsweise zur

uckkehren.
(3) Prozeduren k

onnen im datenparallelen Modell nur sehr eingeschr

ankt zur top-down-Strukturierung
eines parallelen Programms verwendet werden, weil es nicht m

oglich ist, Prozeduren aus einem parallelen
Kontext heraus aufzurufen, wenn diese wieder parallele Operationen ausf

uhren sollen (Konsequenz aus
(2)). Prozeduren k

onnen keine lokalen Daten allokieren und darauf parallel operieren, auer bei Aufruf
aus einem sequentiellen Kontext heraus. Damit sind Prozeduren als Stukturierungsmittel nur etwa halb
so oft einsetzbar, wie es w

unschenswert w

are.
Modula-2* (vollst

andige Beschreibung in [31]) erh

alt die wesentlichen Vorteile des datenparallelen
Ansatzes und behebt gleichzeitig die oben genannten Nachteile. Die im folgenden vorgestellten Sprach-
mittel erlauben, portable parallele Software von hoher Qualit

at und langer Lebensdauer zu erstellen ohne
auf Ezienz verzichten zu m

ussen. Die folgende Liste gibt einen kurzen

Uberblick

uber die wichtigsten
Vorteile:
 Modula-2* stellt eine echte Obermenge des datenparallelen Ansatzes dar und erlaubt sowohl syn-
chrone als auch asynchrone parallele Programme.
 Modula-2* ist problemorientiert, d.h. maschinenunabh

angig. Der Programmierer kann die Granula-
rit

at des Parallelismus und den Ausf

uhrungsmodus (synchron/asynchron) beliebig ausw

ahlen und
mischen.
 Parallelismus kann beliebig geschachtelt werden.
 Prozeduren k

onnen vom sequentiellen und parallelen Kontext aus aufgerufen werden und k

onnen
selbst parallele Operationen enthalten.
 Die meisten Modula-2*-Programme sind sowohl f

ur SIMD- als auch f

ur MIMD-Maschinen in ezi-
enten Code

ubersetzbar. Einen

Uberblick

uber Optimierungsans

atze gibt Abschnitt 2.5.
2.1

Uberblick

uber die Spracherweiterungen
Die notwendigen Erweiterungen an Modula-2 waren erstaunlich gering. Sie bestanden im wesentlichen
aus einer synchronen und einer asynchronen Version einer forall-Anweisung und einigen einfachen De-
klarationen, die in einer maschinenunabh

angigen Weise dem

Ubersetzer Hinweise geben, wie verteilte
Daten benutzt werden. In der Sprache ist kein Verbindungsnetzwerk sichtbar. Wir gehen von einem ein-
heitlichen Adreraum, jedoch nicht notwendigerweise von einem zentralen Speicher aus. Es gibt keine
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expliziten Anweisungen zur Kommunikation. Stattdessen obliegt es dem

Ubersetzer, Lese- und Schreib-
zugrie auf Speicherstellen des einheitlichen Adreraums auf Kommunikationsoperationen abzubilden,
falls die Speicherstellen nicht lokal zum benutzenden Proze liegen.
Die forall-Anweisung erzeugt konzeptuell eine Menge von parallel arbeitenden Prozessen. In der asyn-
chronen Form operieren diese Prozesse nebenl

aug und werden erst am Ende der gesamten Anweisung
wieder zusammengef

uhrt. Die asynchrone forall-Anweisung ist beendet, wenn alle erzeugten Prozesse ih-
rerseits terminiert sind. In der synchronen Variante operieren die erzeugten Prozesse
"
im Gleichschritt\,
bis sie auf einen Verzweigungspunkt, wie etwa eine if- oder case-Anweisung treen. An solchen Ver-
zweigungspunkten wird die Menge der synchron ablaufenden Prozesse je nach dem betretenen Ast in
verschiedene Gruppen geteilt. Nur innerhalb dieser Gruppen wird dann synchron weitergearbeitet. Eine
Verzweigungsanweisung ist vollst

andig abgearbeitet, wenn alle Gruppen ihre Zweigbearbeitung beendet
haben. Dann werden die Prozegruppen vereinigt und f

uhren gemeinsam die nachfolgende Anweisung
wiederum synchron aus.
Varianten sowohl des synchronen als auch des asynchronen forall sind bereits in der Literatur vorge-
schlagen. Jedoch enth

alt keiner dieser Vorschl

age beide Formen, obwohl beide notwendig sind, um lesbare
und portable parallele Programme schreiben zu k

onnen, die hinreichend ezient

ubersetzt werden k

onnen.
Die synchrone Form ist oftmals einfacher zu handhaben als die asynchrone Form, da Laufzeitprobleme
vermieden werden. Andererseits ist Synchronit

at an vielen Stellen eine zu groe Beschr

ankung und f

uhrt
leicht zu einer schlechten Maschinenauslastung. Die Kombination von synchroner und asynchroner Form
in Modula-2* erlaubt es hingegen, das volle Spektrum paralleler Programmierung zu erschlieen. Die
forall-Anweisung hat folgende Syntax:
ForallStatement = FORALL ident \:\ SimpleType IN (PARALLEL j SYNC)
StatementSequence
END.
Der durch die forall-Anweisung eingef

uhrte Identikator ist lokal zu dieser Anweisung und dient
als Laufzeitkonstante. SimpleType bezeichnet eine Aufz

ahlung oder einen (Unter-)Bereich. Das forall
erzeugt so viele Prozesse, wie SimpleType Elemente besitzt und weist der Laufzeitkonstanten eines je-
den dieser Prozesse einen anderen Wert dieses Typs zu. Anschlieend f

uhren die erzeugten Prozesse die
Anweisungsfolge StatementSequence aus.
In den folgenden Abschnitten stellen wir die Semantik der asynchronen und der synchronen Varian-
te der forall-Anweisung vor. Dabei wird deutlich, da beide Formen und die vom Programmierer frei
w

ahlbare Granularit

at erforderlich sind, um das ganze Spektrum m

oglicher Algorithmen leicht lesbar und
ohne unn

otige Komplexit

at formulieren zu k

onnen.
2.2 Das asynchrone forall
Die von einem asynchronen forall erzeugten Prozesse f

uhren die StatementSequence nebenl

aug und
ohne irgendeine implizite zwischenzeitliche Synchronisation aus. Die Ausf

uhrung des forall terminiert,
wenn alle erzeugten Prozesse beendet sind. Das asynchrone forall beinhaltet daher genau einen Synchro-
nisierungspunkt, n

amlich am Ende der gesamten Anweisung. Jede weitere Synchronisation mu explizit,
d.h. mit Hilfe von Semaphoren und den Operationen SIGNAL und WAIT implementiert werden.
Im folgenden Beispiel wird mit Hilfe des asynchronen foralls die Addition zweier Vektoren imple-
mentiert:
FORALL i:[0..N-1] IN PARALLEL
z[i] := x[i] + y[i]
END
Da im Beispiel niemals zwei der erzeugten Prozesse das selbe Datenelement benutzen, ist keine zeit-
liche Ordnung der Operationen auf den Komponenten erforderlich. Die N Prozesse d

urfen mit beliebiger
Geschwindigkeit ablaufen. Das forall terminiert, sobald alle komponentenweisen Additionen ausgef

uhrt
sind.
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Ein komplizierteres Beispiel illustriere das rekursive Erzeugen von Prozessen. Die Prozedur ParSearch
durchsucht parallel einen gerichteten, m

oglicherweise zyklischen Graphen an der Wurzel beginnend und
ist daher mit einer parallel ausgef

uhrten Tiefensuche am besten zu vergleichen. Da das asynchrone forall
verwendet wird, bleibt oen, in welcher Reihenfolge die Knoten des Graphen besucht werden.
PROCEDURE ParSearch( v: NodePtr );
BEGIN
IF Marked( v ) THEN RETURN END;
FORALL s:[0..v^.successors-1] IN PARALLEL
ParSearch( succ(v, s) )
END;
visit( v );
END ParSearch;
Dabei erzeugt ParSearch jeweils so viele Prozesse, wie der gerade besuchte Knoten Nachfolger hat. Ehe
ein neuer Knoten besucht wird, mu festgestellt werden, ob dieser Knoten bereits besucht und markiert
worden ist. Da mehrere Prozesse einen Knoten gleichzeitig erreichen k

onnten, ndet dieser Test und die
Markierung in einem kritischen Abschnitt statt. Die notwendigen Operationen und die Verwaltung der
Semaphore ist in der Prozedur Marked implementiert. Ist der Graph zyklenfrei, d.h. ein Baum, so ist
keine Markierung erforderlich.
Das Beispiel zeigt, da viele Algorithmen erst leicht formulierbar werden, wenn asynchrone Parallelit

at
und die uneingeschr

ankte Schachtelungsm

oglichkeit von Parallelit

at in der Sprache verf

ugbar sind. Der
Leser m

oge zum Vergleich versuchen, die rekursive Graphensuche etwa in Fortran90, FortranD oder C*
zu formulieren.
2.3 Das synchrone forall
Im Gegensatz zum asynchronen forall f

uhren die aktiven Prozesse eines synchronen forall jede einzelne
Anweisung der StatementSequence
"
im Gleichschritt\ aus. Um diese Betriebsweise zu verdeutlichen, sei
hier die Semantik f

ur einige Anweisungen angegeben:
 Ist eine einzelne Anweisung selbst wieder aus mehreren Anweisungen aufgebaut (z.B. zusammen-
gesetzte Anweisungen oder Prozeduraufrufe), dann werden dieser Anweisungen im Gleichschritt
nacheinander ausgef

uhrt.
 Bei verzweigenden Anweisungen, wie IF C THEN SS1 ELSE SS2 END, wird die Menge der teilneh-
menden Prozesse in disjunkte und unabh

angig voneinander operierende Teilmengen aufgeteilt. Jede
dieser Teilmengen f

uhrt den ihr zugeordneten Programmzweig, also SS1 oder SS2, synchron aus.
Die Ausf

uhrung der gesamten Anweisung ist beendet, wenn die Prozesse aller Teilmengen fertig
sind.
 Bei Iterationsanweisungen, wie etwa WHILE C DO SS END, wird die Menge der teilnehmenden Pro-
zesse bei jeder Iteration in zwei disjunkte Teilmengen aufgeteilt, n

amlich die der aktiven und die
der inaktiven Prozesse (bezogen auf diese Anweisung). Zu Beginn sind alle Prozesse aktiv, die die
Schleife betreten. Jede Iteration startet mit der synchronen Auswertung der Schleifenbedingung C.
Alle Prozesse, die C zu FALSE auswerten, werden inaktiv. Die restlichen Prozesse bilden die Men-
ge der aktiven Prozesse, die die Anweisungsfolge SS unisono ausf

uhren. Anschlieend beginnt die
n

achste Iteration. Die Schleife terminiert, wenn die Menge der aktiven Prozesse leer wird.
Synchroner Parallelismus

ahnelt stark der gleichschrittartigen Ausf

uhrung, die von SIMD-Maschinen
bekannt ist, mit einem wichtigen Unterschied bei der parallelen Ausf

uhrung von Programmzweigen.
Als Beispiel diene hier die parallele Berechnung aller Postx-Summen eines Vektors V der L

ange
N . Durch das Programm wird V [i] durch die Summe aller Vektorelemente V [i] : : :V [N   1] ersetzt.
Durch eine rekursive Verdopplung, wie sie etwa in [14] beschrieben ist, k

onnen diese Summen mit einer
Zeitkomplexit

at von O(logN ) berechnet werden.
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VAR V : ARRAY[0 .. N-1] OF REAL;
VAR s : CARDINAL;
BEGIN
s := 1;
WHILE s < N DO
FORALL i:[0..N-1] IN SYNC
IF (i+s)<N THEN
V[i]:= V[i]+V[i+s]
END
END;
s := s * 2
END
END
v v v v v v v v v v v
v v v v v v v v v v v
v v v v v v v v v v v
v v v v v v v v v v v
v v v v v v v v v v v
0 1 2 3 4 5 6 7 8 9 10
0,1 1,2 2,3 3,4 4,5 5,6 6,7 7,8 8,9 9,10 10
0,3 1,4 2,5 3,6 4,7 5,8 6,9 7,10 8,10 9,10 10
0,7 1,8 2,9 3,10 4,10 5,10 6,10 7,10 8,10 9,10 10
0,10 1,10 2,10 3,10 4,10 5,10 6,10 7,10 8,10 9,10 10
Abbildung 1: Berechnung der Postx-Summen eines Vektors
Die Abbildung illustriert den Ablauf. Der Algorithmus basiert auf der Berechnung partieller Summen
der L

ange s = 2
j
, wobei j die Anzahl der Iterationen angibt. Das innere forall erzeugt N Prozesse. Be-
achte, da hier eine eins-zu-eins-Abbildung zwischen Proze und Datenelement vorliegt. In jeder Iteration
wird die L

ange der partiellen Summen verdoppelt, indem parallel jeweils benachbarte partielle Summen
addiert werden. Die if-Anweisung im Inneren des forall schaltet dabei diejenigen Prozesse ab, die nicht
mehr an der Berechnung teilnehmen d

urfen.
Auch hier wird durch das Beispiel verdeutlicht, welchen Einu die implizite Kommunikation, der
gemeinsame Adreraum und die gegebene Synchronit

at auf die Lesbarkeit des Algorithmus haben. Der
Aufruf an den Leser sei angeschlossen, dieses Beispiel in einer der bekannten Sprachen mit expliziter
Kommunikation, etwa in Occam, zum Vergleich zu implementieren.
2.4 Allokation von Feldern
Die Zuordnung von Daten und Prozessen zu Prozessorelementen ist wichtig f

ur Maschinen, die keine
einheitliche Zugriszeit f

ur alle Speicherstellen haben. Schlechte Zuordnungen k

onnen viele Kommunika-
tionsoperationen zur Folge haben.
Die meisten der erw

ahnten Programmiersprachen erfordern vom Programmierer gleichzeitig Entschei-
dungen

uber Algorithmus und Daten-Allokation. Die Allokation geschieht dabei auf unterschiedlichem
Abstraktionsniveau, beginnend bei physikalischen Speichermodulen [25]

uber detaillierte Abbildungs-
und Zuordnungsvorschriften [10] bis hinauf zur abstrakten Spezikation der Topologie eines zugrundelie-
genden Prozessornetzwerks [4, 3].

Ahnlich wie die Entwickler von Fortran90 sind wir

uberzeugt, da zur Formulierung klarer Algorith-
men eine explizite Daten-Allokation durch den Programmierer eher hinderlich ist und nur als Konzession
gegen

uber einer noch unausgereiften

Ubersetzertechnologie zu verstehen ist.
In Fortran90 tritt Parallelismus nur in Form elementweiser Skalaroperationen auf Feldern auf. Da
diese stark eingeschr

ankte und hoch strukturierte Form des Parallelismus der Programmanalyse leicht
zug

anglich ist, k

onnen gute Allokationen automatisch gefunden werden [16]. In Modula-2* l

ast sich hinge-
gen ein viel breiteres Spektrum paralleler Anweisungen formulieren, die nicht notwendig an die Benutzung
von Feldern gekoppelt sind. Daher kann eine Allokation, die ausschlielich auf einer Programmanalyse
beruht, nicht immer optimal sein.
Um den

Ubersetzer mit Zusatzinformationen zu unterst

utzen, die einerseits die beabsichtigte Verwen-
dung der Felder widerspiegelt und andererseits von Maschinendetails abstrahiert, damit ein hohes Ma
an Portabilit

at erreicht werden kann, wird in Modula-2* die Allokation von Feldern optional durch ein
Schl

usselwort pro Dimension gesteuert, das auf abstrakter Ebene die beabsichtigte Verwendung dieser
Dimension im Algorithmus widerspiegelt. Der

Ubersetzer hat auf diese Weise zusammen mit den Analy-
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seergebnissen gen

ugend Information, um eine ausreichend gute Abbildung der Daten auf eine gegebene
Maschine zu nden.
Die folgenden Pragmas erachten wir als sinnvoll, um das Spektrum zwischen Lokalit

at aller Opera-
tionen und vollst

andiger Parallelit

at abdecken zu k

onnen. Die modizierte Deklarationssyntax f

ur Felder
ist im folgenden angegeben:
ArrayType = ARRAY SimpleType [allocator]
f
"
,
"
SimpleType [allocator]g OF type.
allocator = LOCAL j SPREAD j CYCLE j RANDOM j SBLOCK j CBLOCK.
Array-Elemente, deren Indices nur in einer Dimension dierieren, die mit LOCAL markiert ist, werden
in demselben Prozessor abgelegt.
Dimensionen mit dem Allokator SPREAD werden in Segmente aufgeteilt, die ihrerseits den Prozessoren
zugeordnet werden. Ein Vektor mit n Elementen wird P Prozessoren zugeordnet, indem jedem einzelnen
Prozessor dn=P e aufeinanderfolgende Elemente zugeordnet werden. Dieses Allokationsschema benutzt
alle zur Verf

ugung stehenden Prozessoren und minimiert die Kosten von Nachbarschaftskommunikation.
Dimensionen mit dem Allokator CYCLE werden in einem Umlaufverfahren auf die zur Verf

ugung
stehenden Prozessoren verteilt. Stehen P Prozessoren zur Verf

ugung, so werden alle Elemente, deren
Indices identisch modulo P sind, einem Prozessor zugeordnet. Im Gegensatz zu SPREAD maximiert CYCLE
die Kosten von Nachbarschaftskommunikation, da benachbarte Array-Elemente stets in unterschiedlichen
Prozessoren liegen. Dieses Allokationsschema f

uhrt jedoch zu einer erheblich besseren Ausnutzung der
Maschine, wenn ein Algorithmus auf Untersegmenten eines Vektors arbeitet, w

ahrend andere Segmente
unbeachtet bleiben.
Dimensionen mit dem Allokator RANDOM werden zuf

allig

uber die verf

ugbaren Prozessoren verteilt. Im
Gegensatz zu CYCLE f

uhrt RANDOM zu einer besseren Prozessorauslastung, wenn ein paralleler Algorithmus
auf diese Dimension mit einem zuf

alligen Muster zugreift.
Wenn SPREAD, CYCLE oder RANDOM f

ur aufeinanderfolgende Dimensionen verwendet werden, so werden
diese
"
ausgerollt\, d.h., es wird ein Pseudo-Vektor gebildet, dessen L

ange sich aus dem Produkt der
L

angen der einzelnen Dimensionen ergibt. Dieses Schema f

uhrt zu einer Verteilung der Array-Daten,
die im allgemeinen eine bessere Auslastung der vorhandenen Prozessoren gew

ahrleistet, als dies bei der
Anwendung von SPREAD, CYCLE oder RANDOM f

ur einzelne Dimensionen der Fall w

are.
Die Allokatoren SBLOCK und CBLOCKwenden SPREAD und CYCLE auf individuelle Dimensionen an.Wird
SBLOCK f

ur zwei aufeinanderfolgende Dimensionen verwendet, so werden
"
rechteckige\ Datensegmente auf
einzelne Prozessoren abgebildet. Damit wird die Nachbarschaftskommunikation in allen Dimensionen un-
terst

utzt, was nat

urlich insbesondere dann vorteilhaft ist, wenn die zugrundeliegende Hardware ebenfalls
eine derartige Kommunikationsstruktur bereitstellt.
Durch CBLOCK f

ur zwei Dimensionen werden ebenfalls
"
rechteckige\ Datensegmente gebildet und auf
einzelne Prozessoren abgebildet. Zuvor werden jedoch die Zeilen und Spalten mit einem Umlaufverfahren
vermischt. Wieder unterst

utzt SBLOCK die Nachbarschaftskommunikation, w

ahrend CBLOCK in manchen
F

allen eine bessere Maschinenauslastung erreicht.
In der Literatur bereits vorgestellte Vorschl

age zur Steuerung der Verteilung von Daten auf Prozes-
soren unterscheiden sich deutlich von unserem Ansatz. Bei Callahan und Kennedy [7] mu der Program-
mierer explizite Abbildungsfunktionen von Array-Indices auf Prozessornummern angeben. Bei Modula-2*
werden diese Abbildungsfunktionen automatisch erzeugt. Gleichzeitig bleibt das Programm unabh

angig
von der Anzahl an physikalischen Prozessoren. Der Vorschlag von Mehrotra und Rosendale [22] kommtun-
serem am n

achsten, bietet jedoch nicht die volle Allgemeinheit und ist auch nicht maschinenunabh

angig,
da die Anzahl und Anordnung der Prozessoren im Quellprogramm angegeben werden mu.
2.5

Ubersetzung von Modula-2*
Die eingef

uhrten Sprachmittel lassen sich bereits f

ur die heute verf

ugbaren Parallelrechner gut

ubersetzen.
Dies wiesen wir f

ur SIMD- undMIMD-Architekturen nach, indem f

ur die Connection Machine ein Modula-
2*-

Ubersetzer erstellt worden ist [18] und f

ur MIMD ein Verfahren angegeben worden ist, mit dessen
Hilfe synchrone forall-Anweisungen in asynchrone umgeformt werden k

onnen [13], die dann direkt auf
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MIMD-Rechnern implementiert werden k

onnen. Die Grundlagen unserer Transformationen sind in [27]
dokumentiert. Einige der auftretenden Probleme, wie z.B. das der Realisierung paralleler Zeiger, konnten
jedoch auf heutigen Maschinen nur wenig ezient gel

ost werden. Die notwendige Unterst

utzung durch
die Hardware, wie z.B. durch indirekte Adressierung in einem gemeinsamen Adreraum, ist im n

achsten
Abschnitt beschrieben und wird in Triton/1 implementiert.
Nachdem die Praktikabilit

at unseres Sprachentwurfs nachgewiesen war, gelang es uns durch Optimie-
rungen, die erreichten Laufzeiten erheblich zu verk

urzen. Manche Optimierungen k

onnen im Bereich der

Ubersetzung f

ur Parallelrechner die Geschwindigkeit um eine ganze Gr

oenordnung (oder sogar mehr)
verbessern. Im Zentrum unserer Optimierungsbem

uhungen stehen:
Elimination von Synchronisierungspunkten. Viele durch die Semantik von Modula-2* vorge-
gebene Synchronisierungspunkte innerhalb eines synchronen forall sind in realen Programmen nicht er-
forderlich. Sie k

onnen also entfallen, ohne die Bedeutung des Programms zu ver

andern. Um solche F

alle
zu erkennen, kommen Techniken zur Anwendung, die

ahnlich in parallelisierenden Fortran-

Ubersetzern
verwendet werden, um Parallelit

at in for-Schleifen zu erkennen.
Durch die Elimination der Synchronisierungspunkte gelingt es, synchrone forall-Anweisungen mit ho-
her Ezienz auf MIMD-Rechnern zu implementieren. Je weiter wir die Datenabh

angigkeitsanalyse verfei-
nern, desto weniger Synchronisierungspunkte sind notwendig und desto weniger Kommunikationsaufwand
ist auf MIMD-Rechnern zur Synchronisation erforderlich. Die Ezienz des entwickelten Transformations-
verfahrens [13], das ohne die Sprachebene von Modula-2* zu verlassen, synchrone forall-Anweisungen in
eine Menge von asynchronen forall-Anweisungen umsetzt, verbessert sich also mit der G

ute der Daten-
abh

angigkeitsanalyse.
Doch die Elimination bringt auch f

ur SIMD-Rechner erhebliche Vorteile. Unser

Ubersetzer f

ur die
Connection Machine protierte von der automatischen Virtualisierung, die in C/Paris angeboten wird.
Automatische Virtualisierung bedingt aber sehr pessimistische Annahmen

uber eventuell bestehende
Datenabh

angigkeiten und mu daher intensiv von Hilfsvariablen Gebrauch machen; allein deren Anzahl
macht die Benutzung von Registern unm

oglich, wie das folgende Beispiel zeigt.
FORALL i: [0..N-1] IN SYNC
A[i] := (A[i] + 1) / 2
END
Die beiden folgenden Programmst

ucke geben zwei M

oglichkeiten an, wie eine Virtualisierung von N
konzeptuellen Prozessen auf p realen Prozessoren vorgenommen werden kann. Wir benutzen dabei zur
Vereinfachung der Darstellung wieder Modula-2*, obwohl die Virtualisierung vom

Ubersetzer auf einem
niedrigerem Niveau realisiert wird.
s := CEILING(N, p)
FORALL j : [0 .. p-1] IN PARALLEL
FOR i:= j*s TO MIN((j+1)*s,N)-1 DO
TMP[i] := A[i] + 1;
TMP[i] := TMP[i] / 2
END
END;
FORALL j : [0 .. p-1] IN PARALLEL
FOR i:= j*s TO MIN((j+1)*s,N)-1 DO
A[i] := TMP[i]
END
END
s := CEILING(N, p)
FORALL j : [0 .. p-1] IN PARALLEL
FOR i:= j*s TO MIN((j+1)*s,N)-1 DO
reg := A[i];
reg := reg + 1;
reg := reg / 2;
A[i]:= reg
END
END
Das Programmfragment links wird von einer automatischen Virtualisierung etwa auf der Connection
Machine benutzt. W

ahrend links ein tempor

ares Array ben

otigt wird, kann ein

Ubersetzer die Abwesen-
heit von Datenabh

angigkeiten erkennen und ein Register verwenden, wie auf der rechten Seite angegeben.
Damit wird nicht nur Speicherplatz eingespart, sondern auch die Anzahl der Hauptspeicherzugrie auf ein
Drittel reduziert. Zus

atzlich k

onnen eventuell vorhandene Pipeline-Eigenschaften der Prozessoren ausge-
nutzt werden. Durch die Elimination von Synchronpunkten wird nicht nur eine eziente

Ubersetzung f

ur
MIMD sondern auch eine eziente Virtualisierung auf SIMD-Rechnern erst m

oglich.
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Zweigvereinigung. Es mu nicht nur m

oglich sein, synchrone forall-Anweisungen ezient auf einer
MIMD-Maschine zu realisieren, wozu wir Synchronpunktelimination verwenden, sondern auch die asyn-
chronen forall-Anweisungen m

ussen von einer SIMD-Maschine ezient abgearbeitet werden, ohne da
ein Groteil der Maschine ungenutzt bleibt.
Wir arbeiten gegenw

artig an einer
"
Zweigvereinigung\: Obwohl die Semantik von Modula-2* vor-
schreibt, da an Verzweigungspunkten und in asynchronen forall-Anweisungen gegenseitig unabh

angige
Gruppen von Prozessen gebildet werden, ist es nat

urlich erlaubt, diese Gruppen tempor

ar zu vereinigen,
falls sie tats

achlich den gleichen Code benutzen. Gleiche Segmente in verschiedenen Programmzweigen,
die eine solche tempor

are Vereinigung zulassen, k

onnen mit Algorithmen gefunden werden, die zur Be-
stimmung der Longest Common Subsequence [29] angewendet werden.
Zwischensprache. F

ur alle uns verf

ugbaren Parallelrechner und zuk

unftig auch f

ur Triton/1 steht
eine Programmierschnittstelle zur Verf

ugung, die als Obermenge von C betrachtet werden kann. Deshalb
erzeugen wir momentan direkt aus dem attributierten Strukturbaum heraus den geforderten C-Code.
Im Laufe der zweiten Phase arbeiten wir an einer Zwischensprache, die es erm

oglichen soll, f

ur SIMD-
und MIMD-Rechner Maschinencode zu erzeugen. Vor der Erzeugung der Zwischensprache steht nat

urlich
die vollst

andige Transformation des vom Programmierer gew

unschten Parallelismus auf das jeweils zur
Verf

ugung stehende Parallelit

atskonzept der unterliegenden Hardware.
3 Triton/1 Prototyp
Die schlechte Programmierbarkeit heutiger Parallelrechner l

at sich vor dem Hintergrund ihrer Entwick-
lungsgeschichte verstehen: sie wurden vorwiegend basierend auf Machbarkeits

uberlegungen der Hardware-
Entwickler konzipiert; Programmierbarkeit war dabei kein Entwurfsziel. Erst nach Fertigstellung der
Prototypen wurden Sprachen erg

anzt, die jedoch stark durch die jeweilige Architektur gepr

agt sind.
Wir zeigen die wesentlichen Nachteile bez

uglich der Programmierbarkeit der verf

ugbaren Hardware-
Entw

urfe auf und entwickeln einige Alternativen dazu, die wir in einem von uns entworfenen Prototypen
exemplarisch realisieren. Triton/1 vereinigt die Vorteile von typischen SIMD- und MIMD-Maschinen
in einer SAMD-Architektur
1
und ber

ucksichtigt durch ein neuartiges, leistungsf

ahiges Kommunikati-
onsnetzwerk die konzeptuellen Erfordernisse von Programmiersprachen wie Modula-2*. Triton/1 basiert
damit nicht nur auf Machbarkeits

uberlegungen sondern ist stark gepr

agt von Forderungen der Program-
miersprachen und

Ubersetzerbauer. Mit diesem Experiment zeigen wir Entwurfsparadigmen zuk

unftiger
paralleler Rechner auf, die zur Programmierbarkeit und Portabilit

at der Software beitragen.
3.1 Schwachstellen existierender, massiv paralleler Rechner
Die Hauptschw

achen der verf

ugbaren Parallelrechner liegen auf folgenden Gebieten:
 Kommunikationsnetzwerk.
Das schwerwiegendste Manko heutiger massiv paralleler Rechner ist die zu niedrige Geschwindigkeit
des Kommunikationsnetzwerks verglichen mit der vorhandenen Rechenleistung. Dieses Problem tritt
bei MIMD-Rechnern meist in Form einer hohen Latenzzeit in Erscheinung: etwa 100 arithmetische
Operationen oder mehr haben den gleichen Zeitbedarf wie die Versendung eines einzigen kleinen
Paketes. Daher mu heute bei der Programmierung von MIMD-Rechnern die Reduktion der Nach-
richtenanzahl durch Umorganisation des Algorithmus oder durch geschickte Packungsverfahren im
Vordergrung stehen, wenn vern

unftige Leistungen erzielt werden sollen.
Bei SIMD-Rechnern ist das Verh

altnis zwischen der Ausf

uhrungszeit einer Operation und dem
Versenden eines Paketes etwas besser: etwa 1:10 f

ur Nachbarschaftskommunikation und 1:40 f

ur
allgemeine Kommunikation [32]. Das ist jedoch noch immer nicht ausreichend. Der Programmierer
ist gezwungen, alles nur Erdenkliche zu tun, um durch Organisation des Algorithmus eine gute
Anpassung an die Netztopologie zu erreichen, damit die schnellere Nachbarschaftskommunikation
ausgenutzt werden kann.
1
SAMD = synchronous or asynchronous multiple data
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Im Rahmen der Studien, die vor dem Entwurf von Triton/1 vorgenommen worden sind, stellte
sich heraus, da das seit langem bekannte Netzwerk von De Bruin wegen seiner Vielzahl theoretisch
h

ochst akzeptabler Eigenschaften, seiner Kosteng

unstigkeit und seiner Praktikabilit

at ein geeignetes
Kommunikationsnetzwerk ist, mit dem obige Nachteile vermieden werden. Dieses Netzwerk wurde
bisher { wie wir zeigen werden zu Unrecht { verworfen, da keine Verklemmungslosigkeit erreicht
werden konnte. Wir stellen im Abschnitt 3.4 ein Verfahren vor, mit dem Verklemmungslosigkeit
erreicht wird.
 Synchronit

at versus Asynchronit

at.
Bereits in der Pr

asentation von Modula-2* stellten wir heraus, da sowohl strikt synchrone Aus-
f

uhrung als auch Asynchronit

at in der Programmiersprache erforderlich sind, um hohe Software-
Qualit

at zu erreichen.
Heutige Parallelrechner unterst

utzen aber stets nur eine dieser Betriebsweisen. SIMD-Maschinen
bieten Synchronit

at an, jedoch k

onnen unterschiedliche

Aste der Programme nicht nebenl

aug ab-
gearbeitet werden. Oft bleiben viele der Prozessorelemente zeitweilig ungenutzt. MIMD-Maschinen,
die heute meist mit der Methode SPMD
2
programmiert werden, k

onnen zwar unterschiedliche Pro-
gramm

aste nebenl

aug abarbeiten, erzwingen aber h

auge teure Synchronisation und vergeuden
durch redundante Programmspeicherung viel Hauptspeicher.
In Triton/1 erlauben wir das Nebeneinander von SIMD- und MIMD-artigem Parallelismus. Wir
stellen eine Architektur vor, die sowohl Hardware-Unterst

utzung zur schnellen Synchronisierung
bietet als auch einen asynchronen Betrieb zul

at, wo dies ezienzsteigernd ausgenutzt werden
kann.
 Skalierbarkeit und Ausgewogenheit.
Betrachtet man die bekannten Architekturen f

ur massiv parallele Rechner genauer, so stellt man
fest, da diese schlecht skalierbar sind und da deren Funktionalit

at oftmals nur ungen

ugend aus-
gewogen ist. So erfordert die Hyperkubus-Topologie bei einer Verdopplung der Prozessoranzahl f

ur
jeden Prozessor eine zus

atzliche Verbindungsleitung. Diesem Vorgehen stehen sowohl beim Chip-
Entwurf als auch bei der Verdrahtung sehr viele Hindernisse imWege. Die Gitterarchitektur skaliert
auf dem Papier m

uhelos, doch ist die durch den ung

unstigen Durchmesser (
p
n) bedingte Laufzeit
der Nachrichten ein ernstzunehmendes Problem. Neben der reinen Skalierbarkeit der Verkn

upfungs-
struktur in Architektur und Realisierbarkeit m

ussen auch die Leistungsf

ahigkeiten der verschiede-
nen Komponenten des Entwurfs aufeinander abgestimmt werden. Obwohl diese Abstimmung bei
der Konzeption sequentieller Rechner als notwendig erachtet wird, wurde sie f

ur Hochparallelrech-
ner bisher eher vernachl

assigt. Es ist unklar, welche Leistung etwa das Vermittlungsnetzwerk bei
Vorgabe einer Prozessorleistung haben sollte, damit keine Engp

asse entstehen.
W

ahrend (MIMD-)Hersteller vorwiegend darauf setzen, den Prozessor
"
hochzuz

uchten\, erreichen
wir in Triton/1, mit einem auf die Prozessorleistung abgestimmten Netzwerk eine Ausgewogenheit
von Kommunikations- und Rechenleistung f

ur feink

ornige parallele Algorithmen.
Die Ein-/Ausgabeleistung ist bereits bei sequentiellen Rechnern ein Engpa. Dieser Engpa gewinnt
bei Parallelrechnern erheblich an Bedeutung, da durch die gr

oere Prozessorleistung noch wesent-
lich mehr Daten zu bearbeiten sind. In Triton/1 ist daher eine massiv parallele Ein-/Ausgabe
integriert, die nicht nur mit der Rechnergr

oe skaliert, sondern deren Durchsatz sich proportio-
nal zur Rechnergr

oe verh

alt. Durch die Integration vieler Platteneinheiten wird es sinnvoll,

uber
neuartige Dateikonzepte und deren Repr

asentation f

ur den Benutzer nachzudenken und Betriebs-
systemaufgaben wie etwa virtuelle Speichertechnik, parallele Seitenersetzungsstrategien und darauf
aufbauend einen echten Mehrbenutzerbetrieb anzugehen. Dies ist notwendig, um festzustellen, ob
Parallelrechner als k

unftige Allzweck-Architekturen breite Verwendung nden k

onnen.


Ubersetzerunterst

utzung.
W

ahrend der Arbeit am Modula-2*-

Ubersetzer kristallisierten sich eine Reihe von notwendigen
Eigenschaften heraus, die Hochparallelrechner erf

ullen m

ussen, damit hochsprachliche Konstrukte
auf ezienten Code abgebildet werden k

onnen.
2
SPMD = Single Program Multiple Data
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Die wichtigste Forderung ist die nach einem Kommunikationsnetz, das in der Lage ist, beliebige
Kommunikationsanforderungen ezient zu bearbeiten. Wir stellten fest, da in vielen F

allen der

Ubersetzer nicht in der Lage war, zwischen verschiedenen durch die Hardware angebotenen Kommu-
nikationsalternativen zu w

ahlen. Oft war es z.B. nicht m

oglich zu erkennen, da die hochoptimierte
Nachbarschaftskommunikation h

atte ausgenutzt werden k

onnen.
Eine zweite Forderung in diesem Zusammenhang stellt die Trennung der Kommunikationsanforde-
rungen in separate Send- und Receive-Anweisungen dar. Auf diese Weise kann ein

Ubersetzer mittels
Datenuanalyse den erzeugten Code soweit optimieren, da sich Kommunikation und Berechnung

uberlappen und somit die Kommunikationszeiten weitgehend verborgen werden k

onnen.
Eine eher praktische Forderung ist die nach einem groen Haupstspeicherausbau pro Prozessor.
Grund daf

ur ist, da man auf den verf

ugbaren Maschinen (z.B. MasPar oder CM-2) bei der Reali-
sierung vieler virtueller Prozesse sehr schnell an die Grenzen der Speicherkapazit

at st

ot.
Weiterhin ist ein gemeinsamer Adreraum erforderlich. Ein Prozessor sollte in der Lage sein, eine
Adresse zu erzeugen, die eine eindeutig bestimmte Stelle im gesamten Speicher bezeichnet. Es
sollte der Hardware obliegen, diese Adresse entweder in einen Zugri auf den lokalen Speicher eines
Prozessors abzubilden oder mit Hilfe von Kommunikation am speichernden Knoten auszuf

uhren.
Ferner werden parallele Zeiger (indirekte Adressierung) und deren Verwendung bisher nur sehr
ungen

ugend oder gar nicht unterst

utzt, obwohl deren Verwendung in vielen F

allen sinnvoll ist.
Durch die genannten Forderungen, die in Triton/1 bereits zum Groteil realisiert wurden, k

onnen

Ubersetzer erheblich besser unterst

utzt werden, als dies mit bekannten Hochparallelrechnern m

oglich
ist.
Triton/1 bietet also die Hardware-Unterst

utzung, die erforderlich ist, damit hochsprachliches und
portables Programmieren in der pr

asentierten Form erleichtert wird und zeigt gleichzeitig neuartige Ar-
chitekturprinzipien auf, die in den folgenden Abschnitten detaillierter beschrieben werden.
3.2 Aufbau von Triton/1
Um Kosten und Entwicklungsaufwand m

oglichst klein zu halten, entwarfen wir keinen eigenen VLSI-
Chip, sondern bauen die Maschine ausschlielich aus marktg

angigen Teilen und programmierbaren Gate-
Arrays auf. Der Triton/1 Prototyp umfat 260 Prozessorknoten. Die Architektur skaliert bis zu 4096
Knoten, von denen jeder aus einem Motorola MC68010 Microprozessor, einem Numerik-Coprozessor,
512 KBytes Hauptspeicher, einer Speicherverwaltungseinheit (MMU) und aus einem Netzwerkprozessor
besteht. Jeder zweite Prozessorknoten ist mit einer SCSI-Schnittstelle ausgestattet, die es erm

oglicht, ein
Plattenlaufwerk zu betreiben. Einen

Uberblick gibt die Abbildung 2.
Im Prototyp Triton/1 wird die Fehlererkennung durch Parit

atspr

ufungen vorgenommen.

Uberpr

uft
werden der Hauptspeicher, jede Netzwerkverbindung und der Massenspeicher. Fehlerhafte Bauteile, die
keine Parit

atsfehler erzeugen, werden durch periodische Tests der ganzen Maschine per Signaturanalyse
festgestellt. Der Prototyp wird 260 Knoten mit programmierbaren Identikationsnummern haben, von de-
nen nur 256 an den Berechnungen teilnehmen; vier Knoten werden also als
"
hot-stand-by\ verwendet. An
Knoten auftretende Fehler k

onnen innerhalb einer Minute neutralisiert werden, indem die Numerierung
umprogrammiert und f

ur das Netzwerk neue Nachbarschaftstabellen ausgerechnet werden.
3.3 SAMD-Architektur
In Triton/1 gelang es, die Vorteile von SIMD- und MIMD-Architekturen zu vereinigen: es ist ein schnel-
ler Wechsel zwischen synchroner und asynchroner Betriebsweise m

oglich. Deshalb bezeichnen wir die
Architektur mit SAMD, f

ur
"
synchronous or asynchronous multiple data\.
Im Bereich hochparalleler Systeme scheint es kaum vorstellbar, jede der mehreren tausend Verarbei-
tungseinheiten sinnvoll mit verschiedenen Programmen zu besch

aftigen. In der Tat werden die meisten
heute erh

altlichen hochparallelen MIMD-Rechner mit der Methode SPMD programmiert. Dabei wird ein
Programm verwendet, welches von den verschiedenen Verarbeitungseinheiten zumindest teilweise asyn-
chron ausgef

uhrt wird. Dieses Verfahren erinnert stark an SIMD, der Unterschied besteht lediglich darin,
12
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Abbildung 2: Architekturskizze von Triton/1
da ein Programm auf einem SIMD-Rechner immer synchron ausgef

uhrt werden mu, wodurch bei Ab-
schaltung von Prozessoreinheiten ein Teil der theoretischen Rechenleistung verloren geht.
Um diesen Verlust quantizieren zu k

onnen, haben wir eine Reihe von Grundalgorithmen und einige
der von Fox [11] untersuchten Algorithmen in Modula-2* ausformuliert. Ferner studierten wir viele der
speziell f

ur MIMD entworfenen SPMD-Algorithmen.Wir stellten fest, da der Verzweigungsgrad in diesen
Algorithmen im Bereich kleiner Zahlen liegt und die nebenl

augen Programm

aste selbst meist kurz sind
und von Synchronisations- oder Kommunikationsoperationen beendet werden.
Vorteilhaft ist deshalb, wenn die Maschine schnelle Synchronisation, schnelle Kommunikation und
einen ezienten Rundruf etwa von Direktoperanden und Instruktionen erm

oglicht, also den wesentli-
chen Nachteil heutiger MIMD-Maschinen aufhebt. Gleichzeitig sollten verschiedene Programmzweige von
unterschiedlichen Prozessoren selbst

andig und asynchron abgearbeitet werden k

onnen, was den typischer-
weise bem

angelten SIMD-Nachteil verschwinden l

at.
In Triton/1 sind die Vorteile beider Architekturformen vereinigt: solange SIMD-Betrieb sinnvoll ist,
werden Instruktionen und Direktoperanden vom Front-End an die Prozessoren geschickt; f

ur die Berei-
che eines Algorithmus, in denen ein MIMD-artiger Betrieb angezeigt ist, liegen die notwendigen Pro-
grammst

ucke im lokalen Speicher der Prozessorelemente. Sie kommen zur Ausf

uhrung, indem das Front-
End mit dem letzten synchronen Befehl jedem Prozessor seine Startadresse mitteilt und auf MIMD-
Betrieb umschaltet. Hier zahlt sich aus, da Triton/1 auf der Basis von Universalprozessoren konstruiert
ist, die eigenst

andig Programme interpretieren k

onnen. Am Ende dieser Programmst

ucke nden die Pro-
zessoren einen speziellen Befehl zum Signalisieren an einer global-Wired-Or-Leitung, die dem Front-End
das Fortsetzen des Synchronbetriebs anzeigt. Die Synchronisation im MIMD-Betrieb mu auf Software-
Basis realisiert werden.
3.4 Kommunikationsnetz
Die Topologie des Netzwerkes basiert auf einem De Bruijn-Netz [5, 15], das durch die folgende Regel
charakterisiert werden kann: Seien N Knoten gegeben, numeriert von 0 bis N   1, dann ist jeder Knoten
X direkt mit denjenigen Knoten verbunden, deren Nummern gegeben sind durch (2X+)modN , wobei
 2 f0::d  1g. Bei diesem Netzwerk entsprechen sich Ausgangsgrad und Eingangsgrad. N ist bei diesem
Netzwerk nicht auf Zweierpotenzen beschr

ankt. Der (maximale) Abstand zweier Knoten ist dlog
d
Ne. Der
durchschnittliche Abstand liegt deutlich unter log
d
N und in Praxis nur knapp

uber der theoretischen
unteren Grenze, also dem durchschnittlichen Abstand gerichteter Moore-Graphen. (Zum Beispiel ist der
durchschnittliche Abstand eines De Bruijn-Netzes mit N = 256 und d = 2 nur 5% schlechter als der des

aquivalenten Moore-Graphen, der jedoch nicht praktisch realisierbar ist.)
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Abbildung 3: Mischungsnetzwerk f

ur 8 Knoten
Bei unserer Implementierung benutzen wir den Grad d = 2, wodurch unser Netz zum Mischungsnetz-
werk (perfect shue) wird (siehe Abbildung 3). Diese Konstruktion hat gegen

uber anderen gebr

auchlichen
Netzwerken die Vorteile eines konstanten Verbindungsgrades pro Knoten sowie eines kleinen mittleren
Durchmessers. Das Netzwerk arbeitet auf der Basis einer tabellengesteuerten Paketvermittlung. Dazu
ist jeder Knoten mit einer eigenen Routing-Tabelle und drei Eingangspuern ausgestattet. Zwei Puer
dienen der Zwischenspeicherung von Paketen, die von anderen Knoten kommen;

uber einen weiteren
Puer wird die Kommunikation mit dem zugeordneten Prozessor abgewickelt. Durch die Puerung wird
das Netzwerk von den Prozessoren zeitlich entkoppelt. Es wird sogar unabh

angig vom lokalen Haupt-
speicher der einzelnen Prozessoren. Datenpakete setzen sich zusammen aus der Adresse des Zielknotens,
der Anzahl an Datenworten und den Daten selbst. Die Nutz-Paketgr

oe kann zwischen 1 und 506 Bytes
variieren. In Abbildung 4 lassen sich die Komponenten des Netzwerkknotens wiedererkennen.
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Abbildung 4: Prototypaufbau des Netzwerkknotens
Die Hauptziele beim Design des Netzwerkprozessors waren kurze Latenzzeiten, vollautomatisches,
tabellengesteuertes Routing und die Verklemmungsfreiheit des Netzwerkes.
Um die geforderte kurze Latenzzeit zu erreichen, wurde der die Vermittlung bewerkstelligende Netz-
14
prozessor als Hardware-Bauelement auf Gatterebene entworfen und mit einem programmierbaren Gate-
Array implementiert. Im vorliegenden Testaufbau erreicht der Netzprozessor eine Kommunikationsrate
von 800.000 Paketen/s (32-bit Nutzdaten). Dies entpricht einer Kommunikationsleistung von 0.8 MCPS
3
,
die voll mit der Anzahl der Prozessoren skaliert. Das ist drei- bis f

unfmal schneller als die zugeh

origen
Prozessoren Pakete lesen oder schreiben k

onnen. Die sich dadurch ergebenden Leistungsreserven erm

ogli-
chen auch in groen Netzen und unter groer Last des Netzwerks, die geforderten kurzen Latenzzeiten
zu erreichen.
Da die Netzprozessoren vollkommen unabh

angig von den eigentlichen Prozessoren arbeiten, ist es
m

oglich, Daten

ubermittlungen im Netzwerk und Berechnungen durch den Prozessor parallel ablaufen zu
lassen. Damit hat der

Ubersetzer bei vielen Anwendungen die M

oglichkeit, durch entsprechende Umord-
nung des Maschinencodes die Kommunikations- und Rechenzeiten zu

uberlappen.
Um das reale Lastverhalten des geplanten Netzwerks schon im Vorfeld untersuchen zu k

onnen, wurde
f

ur das Gesamtverhalten des Netzwerks ein Simulator erstellt, der auf gemessenen Leistungsdaten des
Ein-Prozessor-Prototyps basiert. Dabei wurden denkbare Betriebsmodi auf ihre Leistungsf

ahigkeit unter
verschiedenen Lastanforderungen f

ur den Bereich zwischen 32 und 8192 Knoten untersucht. Abbildung 5
zeigt die Ergebnisse einer Simulationsreihe, bei der wir zuf

allige Kommunikationsmuster untersuchten.
Die einzige Voraussetzung f

ur diese Kommunikationsmuster bestand darin, da genausoviele Pakete wie
vorhandene Prozessoren verschickt werden. Die Ergebnisse dieser Simulationen zeigen die gute Eignung
dieses Netzwerks: Die Verz

ogerung durch das Netzwerk steigt bei proportional wachsender Knotenzahl
und Last mit O(logn).
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Abbildung 5: Leistungsparameter bei Zufallskommunikation
Die Robustheit gegen

Uberlast ist erstaunlich gut, so da selbst wenn alle Prozessoren gleichzeitig
sehr viele Pakete versenden wollen, das Netzwerk in seiner Gesamttransferleistung nicht beeintr

achtigt
wird. Insbesondere irregul

are Permutationen werden fast immer sehr schnell bew

altigt. Alle in der Lite-
ratur als
"
H

artetests\ bekannten Kommunikationsmuster wie etwa die Spiegelung der Bin

ardarstellung
der Adresse, die Transposition einer Matrix, ein Buttery-Muster oder eine Perfect-Shue-Permutation
werden wie jede beliebige Permutation oder sogar schneller bedient.
Beim Entwurf dieses Netzwerks wurde bewut darauf verzichtet, einzelne regelm

aige Kommuni-
kationsmuster gezielt zu unterst

utzen. Vielmehr ist das Ziel, unregelm

aige Permutationen sowie v

ollig
zuf

allige Kommunikationsmuster m

oglichst schnell abarbeiten zu k

onnen.
Ein Problem, das dabei erst noch gel

ost werden mute, ist das der Verklemmungsgef

ahrdung des
De Bruijn-Netzes. Nach [8] ist ein Netzwerk dann verklemmungsfrei, wenn der zugeh

orige Abh

angigkeits-
graph zyklenfrei ist. Dies l

at sich f

ur den Hyperkubus sehr leicht beweisen; f

ur De Bruijn-Netze gilt das
nicht. Das Problem der Verklemmungsgef

ahrdung ist in der Literatur verschiedentlich behandelt worden.
Jedoch ist uns kein Verfahren aus der Literatur bekannt, welches geeignet w

are, mit den M

oglichkeiten
der hier verwendeten Hardware angewendet zu werden. So kann z.B. das in [8] vorgeschlagene Verfahren
3
Million Connections Per Second
15
in unserem Fall nicht angewendet werden, da ein Umordnen einzelner Pakete innerhalb eines Eingangs-
puers nicht m

oglich ist.
Um dennoch Verklemmungen behandeln zu k

onnen, haben wir sich erg

anzende Methoden entwickelt.
Das erste Verfahren reduziert die Wahrscheinlichkeit, mit der eine Verklemmung auftritt durch eine sta-
tische Priorit

atsregel. Weiterhin benutzen wir eine Zugangskontrolle, die es dem Prozessor untersagt,
beliebig viele Pakete ins Netz zu schleusen und somit das Netz zu blockieren. Falls dennoch eine Stausi-
tuation auftreten sollte, verwenden wir eine Art dynamisches Umwegrouting, das in Verbindung mit der
oben genannten Priorit

atsregelung einen garantierten Fortschritt innerhalb des Paketvermittlungsverfah-
ren gew

ahrleistet. Ein

ahnliches Routingverfahren wird auch im Denelcor HEP [30] verwendet, mit dem
Unterschied, da unser Verfahren ohne explizite Paketpriorit

aten arbeitet.
4 Bewertung
Die parallele Informatik wiederholt zur Zeit viele Entwicklungsstufen, die auch die sequentielle Informa-
tik in den letzten vier Dekaden durchlief. Durch verbesserte Hardware-Architekturen, Betriebssysteme,
Programmiersprachen und

Ubersetzertechnologien wird deshalb maschinenabh

angiges Programmieren
von Parallelrechnern bald die gleiche Bewertung erfahren, die Assemblerprogrammierung f

ur sequentiel-
le Rechner bereits heute hat. Neben der reinen Laufzeit r

uckt das Ziel der Programmierbarkeit in den
Mittelpunkt.
Um dieses Ziel zu erreichen, ist es notwendig, Sprachentwurf und Hardware-Entwicklung zu koppeln
und aufeinander abzustimmen, wie dies im Projekt Triton geschieht. Ausgehend von diesem Ansatz
gelang es einerseits, mitModula-2* ein hochsprachliches und portables Programmiermodell zu entwickeln,
das die prinzipiellen Eigenschaften paralleler Hardware ber

ucksichtigt, und andererseits mit Triton/1
neuartige Architekturm

oglichkeiten paralleler Hardware vorzuschlagen und exemplarisch zu realisieren,
die die eziente

Ubersetzbarkeit der gefundenen Sprachmittel erm

oglichen.
Zeitplan
Modula-2*. Ein

Ubersetzerprototyp f

ur die Connection Machine ist bereits funktionsf

ahig. Im Fr

uhjahr
1992 sind optimierende

Ubersetzer f

ur MasPar, Transputer und Ein-Prozessor-Maschinen verf

ugbar. An-
schlieend werden weitere Optimierungen angegangen, in deren Zentrum die Verbesserung der Plazierung
der Datenelemente im verteilten Speicher und das damit zusammenh

angende Auswerten von Ausdr

ucken
stehen.
Triton/1. Der Ein-Prozessor-Prototyp von Triton/1 ist im Oktober 1991 aufgebaut, die einzelnen Kom-
ponenten (Netzwerkprozessor, Prozessorplatine und Front-End-Interface) sind getestet und funktionieren
spezikationsgem

a. Wegen Testbarkeit der Prozessorplatine und einiger hier nicht angesprochener Ar-
chitekturdetails werden noch Optimierungen an der Prozessorplatine durchgef

uhrt. Anfang 1992 gehen
die Platinen dann in Fertigung. Nach Best

uckung der Platinen und Endaufbau wird Triton/1 bis zum
Sommer 1992 fertiggestellt.
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