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Abstract
The paper deals with Hopf-Takens bifurcations, both in generic families and in families
containing centres. Attention goes to the relation between normal forms, Lyapunov
coefﬁcients and the Bautin ideal. In case the Bautin ideal has only one generator we pay
attention to the ﬁrst non-zero Melnikov function.
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1. Introduction
The Hopf bifurcation, also called Andronov-Hopf bifurcation is a very well-
known generic and structurally stable one-parameter bifurcation. It unfolds a non-
degenerate singularity of codimension 1 and it gives birth to a limit cycle. Since it can
be determined by algebraic techniques (positioning the singularity and calculating
the 3-jet of the unfolding) it gives rise to a powerful instrument to detect small
amplitude periodic dynamics. As such, its use goes beyond the theory of ordinary
differential equations.
A generalisation giving rise to more than one limit cycle and to related multiple
limit cycle bifurcations has been studied in [T]. The generic p-parameter structurally
stable bifurcation is called Hopf bifurcation or Hopf-Takens bifurcation of
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codimension p: These bifurcations are very well understood and once again can be
detected using algebraic techniques. The latter does not mean that there are no more
problems left, since in many concrete problems it is very hard to bring the calculation
to a good end. Alternative algebraic techniques, like the use of Lyapunov
coefﬁcients, have been introduced to simplify the calculations but even this method
is still very hard to deal with in concrete problems.
In many studies an extra complication shows up, because the generic Hopf
bifurcations show up in perturbations from systems exhibiting a centre, like from a
Hamiltonian system or more generally from a system having a ﬁrst integral. This is
often the case if one has to deal with a family of vector ﬁelds obtained by rescaling.
The perturbations from an integrable system can be described by one parameter e; in
the sense that for e ¼ 0; we have an integrable system. The set of integrable systems
could also have a more complicated structure, in which case it is interesting to use the
notion of the Bautin Ideal in the study of the bifurcation.
How can one study the bifurcation sets in uniform neighbourhoods as well in the
phase plane as in the parameter space and obtain ‘‘stable bifurcation diagrams’’
when bifurcating from the set of integrable systems? This is the subject of this paper.
A lot of results in this paper are for sure well-known among specialists, if not
explicitly then at least implicitly. However as far as we know they have never been
written down thoroughly.
In [B,G] one can ﬁnd the relation between the normal form of a Hopf point and
the associated Lyapunov coefﬁcients. However these papers do not take care about
the relations on parameters, hence on the bifurcations as such. In [T] we have a well
elaborate study of the generic Hopf bifurcation of any codimension, but in this paper
nothing is said about the relation with Lyapunov coefﬁcients. Moreover none of
these papers deal with the more degenerate bifurcations in which centres can occur;
in that case people use Lyapunov coefﬁcients as well as Melnikov functions but
again a clear description of the relation between these notions does not seem to be
present in the literature. For a simple Hopf bifurcation of codimension 1 there exists
a result using normal forms in the case of a centre (see [CLW]). Without claiming to
be complete, we state and prove a number of theorems that can be used as a ﬁrm
theoretical base for the calculations that are generally made in treating concrete
examples.
In the paper we deal with CN families of vector ﬁelds if the study is (completely)
analogous to the analytic case. However certain results are restricted to analytic
families. The main reason is that these results cannot be generalised to non-analytic
families. Also in most concrete examples the families to deal with are for sure
analytic if not to say polynomial.
Throughout the whole paper we only deal with a local study of families near a
non-degenerate elliptic point. The right framework for this study relies on the notion
of germ. We of course mean the notion of ‘‘germ of a family’’ and not ‘‘family of
germs’’. However to make the study simpler we will sometimes forget to state the
results in terms of germs and use the families of vector ﬁelds themselves.
While ﬁnishing the redaction of this paper we found that in the last paragraph of
[C] a few ideas developed here are already present. However in [C] attention only
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goes to the cyclicity and not to the genericity of the unfoldings, which is our main
concern.
2. Generalities on normal forms and Lyapunov coefﬁcients, and applications to generic
Hopf-Takens bifurcations
In this paper we study real p-parameter families of planar vector ﬁelds of the form:
Xlðx; yÞ ¼ ðdðlÞx  y þ f ðx; y; lÞÞ @
@x
þ ðx þ dðlÞy þ gðx; y; lÞÞ @
@y
: ð1Þ
Except when dealing with the Bautin Ideal or Melnikov functions everything in this
paper will be CN; in particular the functions d; f and g in (1) are supposed to be CN
functions, unless stated otherwise. The study of Hopf-Takens bifurcations is based
on [T] and a general description can be found in [D]. This theory consists in
calculating normal forms.
We now recall the deﬁnition of the ‘‘generalised Hopf bifurcations ’’ and specify
what we mean by ‘‘containing a generic Hopf-Takens bifurcation of codimension l’’.
By the normal form theory we may suppose that the inﬁnite jet satisﬁes:
jNðXlÞð0; 0Þ ¼ 1þ
X
iX1
ciðlÞðx2 þ y2Þi
 !
x
@
@y
 y @
@x
 
þ
X
jX0
djðlÞðx2 þ y2Þ j x @
@x
þ y @
@y
 
with d0ðl0Þ ¼ dðl0Þ: The vector ﬁeld Xl0 is said to be of codimension l if dlðl0Þa0
and djðl0Þ ¼ 0; 80pjol:
In [T] it is shown that all possible nearby phase portraits and related bifurcations
of a vector ﬁeld of codimension l; can be separated into two models X
ðlÞ
7 depending
on the sign of dlðl0Þ;
X
ðlÞ
7 ¼ x
@
@y
 y @
@x
 
þ dlðl0Þjdlðl0Þjððx
2 þ y2Þl þ al1ðx2 þ y2Þl1 þ?þ a0Þ
	 x @
@x
þ y @
@y
 
:
These models are called the ‘‘standard generic generalised Hopf bifurcations’’ or
‘‘standard generic Hopf-Takens bifurcations’’.
In case the mapping l/ðd0ðlÞ;y; dl1ðlÞÞ is a submersion at l0; there exists a
submanifold P in the parameter space such that the phase portraits and related
bifurcations of ðXlÞlAP are those occurring in X ðlÞ7 : In this case we shortly say that
the family ðXlÞl ‘‘contains a generic Hopf-Takens bifurcation of codimension l’’.
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If the dimension of the parameter space equals the codimension ðp ¼ lÞ; then this
submersion is a local diffeomorphism at l0 and we say that ‘‘the family ðXlÞl is
exactly a generic Hopf-Takens bifurcation of codimension l’’. One way to investigate
whether a system ðXlÞl of form (1) contains a generic Hopf-Takens bifurcation is to
calculate normal forms. But most often this is an elaborate task and therefore in
practice rarely performed. Another, and more efﬁcient way of investigation, is to
apply the method of Lyapunov coefﬁcients. We now state an algebraic lemma to
deﬁne these coefﬁcients. This lemma is a small generalisation of the one proved in [S]
where the statement is restricted to the case of an individual polynomial vector ﬁeld
with linear part x @@y  y @@x: Afterwards we precisely study which veriﬁcations on the
Lyapunov coefﬁcients have to be made in order to guarantee the presence of a
generic Hopf-Takens bifurcation.
Lemma 1. Suppose a family of vector fields is given in form (1). Then there exists a
formal power series Fl;
Flðx; yÞ ¼ 1
2
ðx2 þ y2Þ þ
XN
j¼3
Fjðx; y; lÞ;
where Fj is a homogenous polynomial of degree j in x and y;
Fjðx; y; lÞ ¼
Xj
i¼0
fijðlÞxiy ji;
and there exist coefficients ViðlÞ such that
XlFlðx; yÞ ¼
XN
i¼0
ViðlÞðx2 þ y2Þiþ1: ð2Þ
Moreover if Fl and Vi ðiANÞ are solutions satisfying (2), then the functions fij and
Vi are C
N in l:
Such coefﬁcients fViðlÞ: iANg are called Lyapunov coefficients (or Lyapunov
quantities or focal values) of the vector ﬁeld Xl: Let us remark that the ‘‘moreover’’
part in Lemma 1 can be generalised in the following sense: if the family given in (1) is
of class Cg ðgAN,fN;ogÞ in l; then also the functions fij and Vi are Cg:
In this paper we use the notation ðg1;y; gNÞ for the ideal generated by a set of
functions (or function germs) g1;y; gN ðNANÞ: We now give the main technical
proposition relating Lyapunov coefﬁcients to normal forms.
Proposition 2. Let ðXlÞl be a CN (respectively Co) family of vector fields like in (1),
let NAN; jl be a C
N (respectively Co) near-identity diffeomorphism, i.e.
jlðx; yÞ ¼ ðx; yÞ þ Oðjjðx; yÞjj2Þ; ðx; yÞ-ð0; 0Þ
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and let hl be a C
N (respectively Co) positive function such that
X Nl 7 hl  ðjlÞXl ¼ x
@
@y
 y @
@x
 
þ
XN
j¼0
djðlÞðx2 þ y2Þ j þ Hðx; y; lÞ
 !
x
@
@x
þ y @
@y
 
ð3Þ
for certain CN (respectively Co) functions dj and H with
Hðx; y; lÞ ¼ Oðjjðx; yÞjj2Nþ1Þ; ðx; yÞ-ð0; 0Þ;
d0  d:
(
Suppose we are given a set of Lyapunov coefficients fVi: iANg for ðXlÞl; then there
exist CN (respectively Co) functions Rij; 0pipN; 0pjpi  1 defined on a
neighbourhood of l0 such that
diðlÞ ¼ ViðlÞ þ
Xi1
j¼0
RijðlÞVjðlÞ; i ¼ 0;y; N: ð4Þ
Remark 1. This proposition remains true if we change CN by Cr; with r sufficiently
large.
Proof. Suppose that Fl is a formal power series such that Eq. (2) is satisﬁed. Denote
the formal power series on the right-hand side of Eq. (2) by Glðx; yÞ: Then we can
write
X Nl ðFl3j1l Þ ¼ hl  ðGl3j1l Þ: ð5Þ
Since jl is a near-identity diffeomorphism and hlð0; 0Þ ¼ 1; the right-hand side of
Eq. (5)—written in polar coordinates ðr; yÞ—is of the following form:
hlðu; vÞ  ðGl3j1l Þðu; vÞ ¼ w2ðlÞr2 þ
XN
j¼3
wjðl; yÞr j
with
w2ðlÞ ¼ V0ðlÞ;
w2jðl; yÞ ¼ Vj1ðlÞmod ðV0; V1;y; Vj2Þ; 8jX2;
w2jþ1ð; yÞAðV0; V1;y; Vj2Þ; 8jX2:
8><>: ð6Þ
We also have
Fl3j1l ðu; vÞ ¼
r2
2
þ
X
mX3
Hmðl; yÞ r
m
m
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for certain CN (respectively Co) functions Hmðl; yÞ which are 2p-periodic in y: After
writing Eq. (5) in polar coordinates, we can identify the coefﬁcients of r2; r2ðiþ1Þ (with
1pipN) in both sides of this equation. It is clear that the following relations can be
deduced:
w2ðlÞ ¼ d0ðlÞ; ð7Þ
w2ðiþ1Þðl; yÞ ¼ 1
2ði þ 1Þ
@
@y
H2ðiþ1Þðl; yÞ þ d0ðlÞH2ðiþ1Þðl; yÞ þ d1ðlÞH2iðl; yÞ
þ d2ðlÞH2ði1Þðl; yÞ þ?þ di1ðlÞH4ðl; yÞ þ diðlÞ: ð8Þ
From (6) and (7), it follows that
d0ðlÞ ¼ V0ðlÞ:
This is the required expression (4) for i ¼ 0; now we prove expression (4) for
1pipN:
After rewriting Eq. (8) and keeping in mind properties (6) we obtain the following
linear non-homegeneous differential equation for H2ðiþ1Þðl; Þ:
@
@y
H2ðiþ1Þðl; yÞ ¼ 2ði þ 1Þd0ðlÞH2ðiþ1Þðl; yÞ þ 2ði þ 1Þ %w2ðiþ1Þðl; yÞ ð9Þ
with
%w2ðiþ1Þðl; yÞ ¼ViðlÞ  diðlÞ þ Ri;0ðl; yÞV0ðlÞ þ Ri;1ðl; yÞV1ðlÞ
þ?þ Ri;i1ðl; yÞVi1ðlÞ ð10Þ
for certain CN (respectively Co) functions Ri;j; j ¼ 0;y; i  1:
The solution of (9) is known as
H2ðiþ1Þðl; yÞ
¼ e2ðiþ1Þd0ðlÞy H2ðiþ1Þðl; 0Þ þ 2ði þ 1Þ
Z y
0
%w2ðiþ1Þðl; tÞe2ðiþ1Þd0ðlÞt dt
 
¼ e2ðiþ1Þd0ðlÞyH2ðiþ1Þðl; 0Þ þ ðViðlÞ  diðlÞÞ 1 e
2ðiþ1Þd0ðlÞy
d0ðlÞ
 
þ e2ðiþ1Þd0ðlÞy
Xi1
j¼0
VjðlÞrijðl; yÞ ð11Þ
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for certain CN (respectively Co) functions rij : Because H2ðiþ1Þðl; Þ is 2p-periodic in
y; the Eq. (11), evaluated in y ¼ 2p; is equivalent to
ð1 etid0ðlÞÞH2ðiþ1Þðl; 0Þ ¼ ðViðlÞ  diðlÞÞ 1 e
tid0ðlÞ
d0ðlÞ
 
þ etid0ðlÞ
Xi1
j¼0
VjðlÞrijðl; 2pÞ; ð12Þ
where ti ¼ 4ði þ 1Þp: After dividing both sides of (12) by the analytic function
1etid0ðlÞ
d0ðlÞ ; this equation can be brought into
diðlÞ ¼ViðlÞ þ V0ðlÞ H2ðiþ1Þðl; 0Þ þ d0ðlÞ
1 etid0ðlÞ
 
etid0ðlÞri0ðl; 2pÞ
 
þ
Xi1
j¼1
VjðlÞ d0ðlÞ
etid0ðlÞ  1
 
etid0ðlÞrijðl; 2pÞ;
which is the required expression for di: &
From this proposition it is clear that we have uniqueness of the Lyapunov
coefﬁcients in the following sense (the twiddles in the notation denote germs):
Corollary 3. If both fWi: iANg and fVi: iANg are a set of Lyapunov coefficients for
the same family of vector fields as given in (1), then they are related by
V˜0 ¼ W˜0;
V˜i ¼ W˜i mod ðW˜0;y; W˜i1Þ; 8iAN1:
(
From this corollary we see that the ﬁrst non-zero Lyapunov coefﬁcient Vl is
uniquely determined, but Vlþ1 and the following ones are not. More important is to
notice that Proposition 2 enables us to describe a generic Hopf-Takens bifurcation in
terms of Lyapunov coefﬁcients. Before stating the theorem, we give a lemma whose
proof relies on a straightforward calculation.
Lemma 4. Suppose Vj; Wj; j ¼ 0; 1;y; n are CN (respectively Co) real-valued
functions defined on a neighbourhood of l0ARp such that
Vj ¼
Xj
i¼0
hjiWi; j ¼ 0; 1;y; n
for certain CN (respectively Co) functions hji with hjjðl0Þa0: Suppose that
Wjðl0Þ ¼ 0; 8j ¼ 0; 1;y; n  1 and Wnðl0Þa0: Define the mappings W ¼
ARTICLE IN PRESS
M. Caubergh, F. Dumortier / J. Differential Equations 202 (2004) 1–31 7
ðW0
Wn
; W1
Wn
;y; Wn1
Wn
Þ : ðRp; l0Þ-Rn and V ¼ ðV0; V1;y; Vn1Þ : ðRp; l0Þ-Rn: Then W is
a submersion at l0 if and only if V is a submersion at l0:
Theorem 5. Let ðXlÞl be a CN family of planar vector fields of the form (1) with a
given set of Lyapunov coefficients Vi; 0pipl: If V0ðl0Þ ¼? ¼ Vl1ðl0Þ ¼ 0 and
Vlðl0Þa0; and the mapping V :¼ ðV0; V1;y; Vl1Þ is a submersion at l0; then the
family ðXlÞl contains a generic Hopf-Takens bifurcation of codimension l in the origin.
Moreover the sign of its type X
ðlÞ
7 is given by the sign of Vlðl0Þ:
Although in many problems it is easier to work with the Lyapunov coefﬁcients
V0;y; Vl than to work directly with the normal form, often it remains too difﬁcult
to calculate V0;y; Vl directly. On many occasions one can succeed in checking that
at some point l0 we get
V0ðl0Þ ¼? ¼ Vl1ðl0Þ ¼ 0 and Vlðl0Þa0:
But to control the fact that the mapping
l/ðV0ðlÞ;y; Vl1ðlÞÞ ð13Þ
is a submersion at l0 might be quite a challenge. Sometimes one only succeeds in
calculating Vi; with 0oipl at those values l where V0ðlÞ ¼? ¼ Vi1ðlÞ ¼ 0: This
is of course not a draw-back with respect to Theorem 5. Indeed if we want that
mapping (13) is a submersion at l0; then certainly every component l/ViðlÞ has to
be a submersion too. As such we need the requirement that l/V0ðlÞ is a
submersion at l0: This implies that for l near l0 the set Z0 ¼ V10 ð0Þ is a
submanifold and we can now restrict the rest of the calculation to Z0: It is easy to see
that l/ðV0ðlÞ; V1ðlÞÞ is a submersion at l0 if and only if V0 is a submersion at l0
and the restriction of V1 to Z0; V1jZ0 ; is a submersion at l0: Of course the last
mapping V1 only needs to be known on Z0; meaning that V1ðlÞ only has to be
calculated for lAZ0: In practice this means that we will use V0ðlÞ ¼ 0; near l0; as an
equation explicitly giving some parameter li as a function of the remaining
parameters ðl1;y; li1; liþ1;y; lpÞ; so that V1 will be expressed in terms of those
remaining parameters. This procedure can now be continued until reaching Vl1; by
the following lemma:
Lemma 6. Suppose that g1;y; gn; nX2 are real-valued CN (respectively Co) functions
defined on a neighbourhood of l0ARp and giðl0Þ ¼ 0; 8i ¼ 1;y; n: Define Z ¼Tn1
i¼1 g
1
i ð0Þ: Then the mapping
l/ðg1ðlÞ;y; gnðlÞÞ
is a submersion at l0 if and only if the mapping
l/ðg1ðlÞ;y; gn1ðlÞÞ
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is a submersion at l0 and the restriction of gn to the submanifold Z is a submersion
at l0:
Corollary 7. Suppose that dj; Vj are C
N (respectively Co) real-valued functions defined
on a neighbourhood of l0ARp; jAN with
dj ¼ fj  Vj mod ðV0;y; Vj1Þ; 8j
for certain CN (respectively Co) functions fj with fjðl0Þ40; then the following
statements hold:
1. djðl0Þ ¼ 0; 8j ¼ 0;y; l  1; dlðl0Þo0 (respectively 40) if and only if Vjðl0Þ ¼
0; 8j ¼ 0;y; l  1; Vlðl0Þo0 (respectively 40);
2. Under the conditions described in 1, the mapping d ¼ ðd0;y; dl1Þ is a submersion
at l0 if and only if the mapping V ¼ ðV0;y; Vl1Þ is a submersion at l0;
3. If l ¼ ðe; nÞ; eX0 and there exist CN (respectively Co) functions %dj; %Vj ; j ¼
0; 1;y; l such that 8j ¼ 0; 1;y; l:
dj ¼ ek  %dj and Vj ¼ ek  %Vj;
then the equivalences in 1 and 2 also hold if we replace dj (respectively Vj) by %djð0; Þ
(respectively %Vjð0; Þ) and l0 by n0:
It is now clear that the following theorem holds:
Theorem 8. Take a CN family of planar vector fields ðXlÞl as given in (1). Let V0 ¼ d
be a submersion at l0 with dðl0Þ ¼ 0 and let Z0 ¼ d1ð0Þ: Let V1 be the first Lyapunov
coefficient defined for lAZ0 and suppose that V1jZ0 is a submersion at l0; let us
suppose, by induction on i ¼ 2;y; l  2; that it is possible to define Zi ¼ Zi1-g1i ð0Þ
and Viþ1 : Zi-R with Viþ1ðl0Þ ¼ 0 such that Viþ1jZi is a submersion at l0: Suppose
that the lth Lyapunov coefficient Vl has the property Vlðl0Þa0: Then the family ðXlÞl
contains a generic Hopf-Takens bifurcation of codimension l at ðx; yÞ ¼ ð0; 0Þ:
Moreover the sign of Vlðl0Þ determines the sign of its type X ðlÞ7 :
Under the generic conditions expressed by the submersion requirement we know
that the Hopf-Takens bifurcation of codimension l will exhibit systems having l limit
cycles. In the literature—in the presence of a Hopf singularity of codim l at a
parameter value l ¼ l0—people often only check the last property by exhibiting
Lyapunov coefﬁcients V0ð*l0Þ; V1ð*l0Þ;y; Vlð*l0Þ that for *l0Bl0 are of alternating
sign and satisfy
jV0ð*l0Þj5jV1ð*l0Þj5?5jVlð*l0Þj:
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This for sure guarantees the occurrence of a system with l limit cycles for l ¼ *l0; but
it for sure does not imply to have a full unfolding of the considered Hopf singularity.
As a trivial counterexample it sufﬁces to consider the one parameter family
@
@y
þ ðr2  e2Þr @
@r
:
Similar examples can be found for any value of l:
3. Centres, Bautin Ideal and Melnikov functions
In this section we essentially work with functions and vector ﬁelds of class Co:
3.1. Bautin Ideal
Let ðXlÞl be an analytic family of planar vector ﬁelds of form (1). Let s be an
analytic section transversal to Xl0 ; parametrised by an analytic regular parameter
sAR; such that the elliptic point e ¼ ð0; 0Þ corresponds to s ¼ 0:
Denote the Poincare´-map of ﬁrst return in s by Pl and the associated
displacement function by dl ¼ Pl  Id:
Suppose now that the vector ﬁeld Xl0 is of centre type, i.e. the displacement
function is identically zero:
dl0  0:
Then the elliptic point is contained in a disc full of periodic orbits. In this case an
important tool to study the bifurcation set is the Bautin Ideal (see [R]). Not only
does it directly serve to deﬁne the set of parameter values near l0 at which we have
centres, it can also be used in calculating an upperbound of the cyclicity CyclðXl; eÞ:
Recall that the number CyclðXl; eÞ represents the maximum number of limit cycles g
which perturb from e; more precisely, it is deﬁned by
CyclðXl; eÞ ¼ lim sup
l1-l0;g1 dH
!e
fnumber of limit cycles g1 of Xl1g;
where dH denotes the Hausdorff metric on the set of non-empty compact subsets of
the phase plane.
Let us recall the deﬁnition of the Bautin Ideal. Write the displacement function dl
as an expansion in terms of s:
dlðsÞ ¼ s
XN
i¼0
aiþ1ðlÞsi; s-0; lBl0: ð14Þ
Consider the local ring Ol0 of analytic function germs in l0; with unique maximal
ideal, which we denote byM: In our notation we use tildes B; to denote the germ of
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a certain analytic function in l0: Remark that this ring is Noetherian; therefore the
ideal generated by the germs of the coefﬁcients aj in l0
I ¼ ðeaj: jAN1Þ
is ﬁnitely generated; i.e. there exists a number MAN such that
I ¼ ðeaj: j ¼ 1;y; MÞ:
Let us recall a number of properties whose proofs can be found in [R]. The Bautin
Ideal does not depend on the chosen transverse section s; neither on the chosen
(regular) parametrisation of this section s: These facts are consequences of the
following more general result:
Proposition 9. Let jl be a C
o (respectively CN) diffeomorphism such that jlð0Þ ¼ 0:
Define Ql by
QlðsÞ ¼ j1l 3Pl3jlðsÞ
and put d1l ¼ Ql  Id: Then there exist Co (respectively CN) functions f ij ; 1pjpi 
1; 8iX1 such that
@
@s
d1lðsÞjs¼0 ¼
@
@r
dlðrÞjr¼0;
@i
@si
d1lðsÞjs¼0 ¼
@i
@ri
dlðrÞjr¼0 þ
Pi1
j¼1
f ij ðlÞ
@ j
@r j
dlðrÞjr¼0:
8>><>>:
The Bautin Ideal is generated by the odd coefﬁcients in expansion (14) because of
the following fact:
8pX1 : ea2pAðea1;y;ea2p1Þ: ð15Þ
There always exists a minimal system of generators fej1;y; ejmg for I; i.e. a
system of generators for I such that the set fej1 modMI;y; ejm modMIg
forms a basis of the real vector space I=MI: The existence of such a minimal
system of generators is ensured by Nakayama’s lemma (which holds in a local ring,
see [M]):
I ¼ I0 þMI) I ¼ I0:
The displacement function can always be expanded in this system of generators:
there exist analytic functions hj; j ¼ 1;ym deﬁned on a neighbourhood of l0 such
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that on this neighbourhood we have
dðs; lÞ ¼
Xm
j¼1
jjðlÞhjðs; lÞ:
The functions hj; j ¼ 1;y; m are called a system of factors and the analytic
functions Hj; deﬁned by Hj :¼ hjð; l0Þ; the factor functions associated to the
minimal system of generators fej1;y; ejmg: The functions Hj; j ¼ 1;y; m are
independent over R (in the sense of germs). Further, the minimal system can
be chosen such that the associated factor functions have a strictly increasing
order in s ¼ 0:
order H1ð0Þoorder H2ð0Þo?oorder Hmð0Þ:
We will refer to such a system of generators as a minimal system of generators
adapted to s ¼ 0:
The relative index sdð0Þ in the elliptic point is then deﬁned as the positive
integer
sdð0Þ ¼ order Hmð0Þ  1
2
:
This number is an upperbound for the cyclicity of Xl0 at the elliptic point
e ¼ ð0; 0Þ:
CyclðXl0 ; eÞpsdð0Þ:
3.2. Lyapunov Ideal
The notations introduced in Section 3.1, regarding the displacement function and
its coefﬁcients, will also be used here. We call the ideal generated by the germs of the
Lyapunov coefﬁcients Vi in l0 the Lyapunov Ideal and denote it by L ¼ ðV˜i: iANÞ:
By Corollary 3 this deﬁnition is meaningful.
Theorem 10. Consider a Co family of vector fields ðXlÞl as given in (1), and a Co
normal form ðX Nl Þl; NAN; like in (3). Then the Bautin Ideal and the Lyapunov Ideal
coincide, i.e.
I ¼L:
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Moreover,
1. the Lyapunov coefficients and the coefficients a2jþ1; jAN in (14) are related by
a1ðlÞ ¼ V0ðlÞ e
2pV0ðlÞ  1
V0ðlÞ
 
and 8jX1;
a2jþ1ðlÞ ¼ VjðlÞe2pV0ðlÞ e
4jpV0ðlÞ  1
2jV0ðlÞ
 
mod ðV0;y; Vj1Þ;
8>><>>:
2. in terms of ideals of Co function germs, we can write:
ðV˜0; V˜1;y; V˜NÞ ¼ ðd˜0; d˜1;y; d˜NÞ ¼ ð*a1; *a3;y; *a2Nþ1Þ:
Proof. As the ring of analytic function germs is Noetherian, it sufﬁces by property
(15) to prove that 8NAN1:
ð*a1; *a3;y; *a2Nþ1Þ ¼ ðV˜0; V˜1;y; V˜NÞ:
Now ﬁx NAN and choose a normal form X Nl for Xl of form (3); written in polar
coordinates ðr; yÞ the vector ﬁeld X Nl is given by
@
@y
þ ðd0ðlÞ þ d1ðlÞr2 þ?þ dNðlÞr2N þ hðr; y; lÞÞr @
@r
ð16Þ
for a certain analytic function h with the property that
hðr; y; lÞ ¼ Oðr2Nþ1Þ; r-0:
Denote the displacement function of X Nl associated to the transversal section fy ¼
0g by dNl : An expansion of this function in terms of s is given by
dNl ðsÞ ¼
XN
i¼1
biðlÞsi; s-0; ð17Þ
and from Proposition 9 we know that
ð *b1; *b3;y; *b2Nþ1Þ ¼ ð*a1; *a2;y; *a2Nþ1Þ:
By Proposition 2 it now sufﬁces to prove that
ð *b1; *b3;y; *b2Nþ1Þ ¼ ðd˜0; d˜1;y; d˜NÞ: ð18Þ
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Consider the scalar differential equation, corresponding to (16):
dR
dy
¼
XN
j¼0
djðlÞR2jþ1 þ R  hðR; y; lÞ; R-0: ð19Þ
Denote the solution curve of (19) with initial value r at y ¼ 0 by Rðy; r; lÞ: As
solution of an analytic differential equation, R itself is analytic and we can give an
expansion of R in terms of r:
Rðy; r; lÞ ¼
XN
i¼0
aiðl; yÞri; r-0: ð20Þ
The displacement function dNl is now given by
dNl ðsÞ ¼ Rð2p; s; lÞ  s:
By substitution of (20) in (19) we ﬁnd the following expression for the coefﬁcients bi :
b1ðlÞ ¼ a1ðl; 2pÞ  1 ¼ e2pd0ðlÞ  1 ¼ d0ðlÞ
e2pd0ðlÞ  1
d0ðlÞ
 
;
b2jþ1ðlÞ ¼ a2jþ1ðl; 2pÞ ¼ djðlÞe2pd0ðlÞ
e4jpd0ðlÞ  1
2jd0ðlÞ
 
þPj1
k¼0
dkðlÞH jk ðlÞ; j ¼ 1;y; N;
b2jðlÞ ¼ a2jðl; 2pÞ ¼ 0; j ¼ 1;y; N
8>>>>>><>>>>>>>:
for certain analytic functions H
j
k : Therefore the ideals in (18) coincide. The other
statements now follow from Proposition 2. &
The following corollary follows immediately from Theorem 10.
Corollary 11. The analytic vector field Xl is of centre type if and only if all Lyapunov
coefficients vanish in l (i.e. 8iAN: ViðlÞ ¼ 0).
Remark 2. The ‘‘moreover’’ statements in Theorem 10 also hold when Co is replaced
by CN and the coefficients a2jþ1ðlÞ; jAN; are read as
1
ð2j þ 1Þ!
@2jþ1
@s2jþ1
dðr; nÞjr¼0:
The proof is completely analogous to the Co case.
ARTICLE IN PRESS
M. Caubergh, F. Dumortier / J. Differential Equations 202 (2004) 1–3114
3.3. Melnikov functions
Let us start by considering an analytic one-parameter family of planar vector ﬁelds
ðXeÞeB0 with X0 of centre type. Since the displacement function is analytic in e; we
can expand d in terms of e:
dðe; sÞ ¼
XN
k¼1
MkðsÞek; e-0; s-0:
The analytic function Mk is called the kth Melnikov function. We can suppose that d
is not identically zero and therefore we can take a kAN1 such that Mk is the ﬁrst
non-identically zero Melnikov function. By Nakayama’s lemma this is equivalent
with the fact that the Bautin Ideal is generated by the analytic function germ of
ðe/ekÞ in e ¼ 0:
Furthermore the associated factor function equals the kth Melnikov function Mk;
as a consequence the relative index is given by
sdð0Þ ¼ 1
2
ðorder Mkð0Þ  1Þ:
Of course it might be interesting to consider situations in which one has extra
parameters besides the one that serves to generate the Bautin Ideal. Consider a p-
parameter family of planar vector ﬁelds ðXðe;nÞÞeB0;nBn0 with displacement function
dðs; e; nÞ: Again we can expand this function in terms of e:
dðs; e; nÞ ¼
XN
k¼0
Mkðs; nÞek; e-0
for certain analytic functions Mk that for a ﬁxed parameter n0 correspond to the kth
Melnikov function of ðXðe;n0ÞÞeB0: In an analogous way as described above, one can
prove the following proposition:
Proposition 12. In the situation described above, we have the following equivalence:
Mj  0; 8jok and Mkð; n0Þ is the first non-zero Melnikov function of Xðe;n0Þ if and only
if the Bautin Ideal is generated by the germ of ððe; nÞ/ekÞ in ðe; nÞ ¼ ð0; n0Þ; moreover
we get
sdð0Þ ¼ order Mkð0; n0Þ  1
2
:
Let us remark that the mere computation of the ﬁrst non-zero Melnikov function
of the subfamily ðXðe;n0ÞÞeB0 can’t give such a result involving the Bautin Ideal of
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ðXðe;nÞÞðe;nÞBð0;n0Þ: For instance, consider the family ðXðe;nÞÞðe;nÞBð0;0Þ expressed by
x
@
@y
 y @
@x
 
þ ðe2 þ eZðx2 þ y2ÞÞ x @
@x
þ y @
@y
 
:
In the notation used above, the functions M1 and M2 are given by: M1ðr; nÞ ¼ 2pnr3
and M2ðr; nÞ ¼ rð2pþ 6p2n2r4Þ: So the ﬁrst non-zero Melnikov function of
ðXðe;0ÞÞeB0 is M2ð; 0Þ: However it is obvious that the Bautin Ideal corresponding
to ðXðe;nÞÞðe;nÞ is generated by e2; eZ and not only by e2:
3.4. Relative index sdð0Þ
We continue with the special situation that we met in Proposition 12; this means
that we consider analytic families of planar vector ﬁelds ðXlÞl of form (1) with
l ¼ ðe; nÞBð0; n0Þ and a Bautin Ideal generated by a power of e; say ek: Denote the
Lyapunov coefﬁcients of ðXlÞl by Vi: By Theorem 10 we can deﬁne analytic
functions %Vi such that Vi ¼ ek %Vi: Now we can give an equivalent deﬁnition for the
relative index sdð0Þ in terms of the Lyapunov coefﬁcients:
Proposition 13. Under the conditions described above,
sdð0Þ ¼ inffmAN: %Vmð0; n0Þa0g:
Proof. As a consequence of Nakayama’s lemma [M], every set of generators
f*a1;y; *aMg for the Bautin Ideal contains a minimal set of generators. Suppose j is
the smallest positive integer for which *aj generates the Bautin Ideal. From Property
(15) it then follows that j is odd, say j ¼ 2m þ 1: Then we get: 8iom
a2iþ1ðe; nÞ ¼ ekHiðe; nÞ; e-0;
a2mþ1ðe; nÞ ¼ ekHmðe; nÞ; e-0
(
ð21Þ
for Co functions Hi with Hið0; n0Þ ¼ 0; 8iom and Hmð0; n0Þa0: From Theorem 10
there exists, 8i; a Co function fi with fið0; n0Þa0 such that
eVi ¼ efi  ea2iþ1 mod ðea1;y;ea2i1Þ
and thus, from (21): 8iom : %Við0; n0Þ ¼ 0 and %Vmð0; n0Þa0:
Now we will show that sdð0Þ ¼ m: As a property of the Bautin Ideal, there exists a
Co function h such that dðr; e; nÞ ¼ a2mþ1ðe; nÞhðr; e; nÞ: Then the factor function
associated to ea2mþ1 reads HðrÞ ¼ hðr; 0; n0Þ and because of (21) it is of the following
form:
HðrÞ ¼ r2mþ1 þ oðr2mþ1Þ; r-0:
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This ends the proof, because:
sdð0Þ ¼ order Hð0Þ  1
2
¼ m: &
4. Degenerate Hopf-Takens bifurcations near a regular hypersurface of centres
In this paragraph we deal with a CN family ðXðe;nÞÞðe;nÞBð0;n0Þ of form (1) such that a
given displacement function d for this family starts with a factor ek; more precisely:
dðs; e; nÞ ¼ ek %dðs; e; nÞ ð22Þ
for a certain CN function %d; which is not divisible by e: We will only consider families
in which no centres occur for e40: Working with an analytic family it would mean
that we suppose the Bautin Ideal to be generated by ek: Of course for e ¼ 0; the
origin is always a centre and no limit cycle occurs in a neighbourhood of the origin.
For ﬁxed e; different from zero, we can try to apply the result of Takens [T] or
Theorems 5 and 8 to ﬁnd a neighbourhood UðeÞ of n0 for which the subfamily
ðXðe;nÞÞnAUðeÞ contains a Hopf-Takens bifurcation on a neighbourhood WðeÞ of the
origin ð0; 0Þ in the phase plane. When e decreases to zero, these neighbourhoods UðeÞ
(respectively WðeÞ) might however shrink to n0 (respectively ð0; 0Þ). But in many
cases, it is imperative to have the result in a uniform way, i.e. on a ﬁxed %UCUðeÞ and
%WCWðeÞ; for all 0oeo%e; with %e40:
Chow et al. [CLW] have proved such a uniform result (with respect to e) for Hopf
bifurcations of codimension 1. We state here a more general result in the following
three theorems. The ﬁrst theorem is a straightforward generalisation of the theorem
stated in [T]. To control the conditions of the ﬁrst, second, respectively third theorem
one needs to calculate either normal forms, or the first l Lyapunov coefficients, or the
first non-zero Melnikov function (an Abelian integral). Depending on the situation one
can apply the ﬁrst, second respectively the third theorem to investigate the presence
of a generic Hopf-Takens bifurcation (for e40).
First we state a technical proposition:
Proposition 14. Suppose that a displacement function dðs; e; nÞ satisfies the property
dðs; e; nÞ ¼ ek %dðs; e; nÞ ð23Þ
for a certain CN (respectively Co) function %d: Let d1 denote the displacement function
obtained after a coordinate change c of the form:
ðr; e1;LÞ ¼ ðjðs; e; nÞ; kðe; nÞÞ ð24Þ
for ðs; e; nÞ on an open neighbourhood W 	 E 	 U of ð0; 0; n0Þ in R	 R	 Rp1; with
jð0; e; nÞ  0 and kðe; nÞ ¼ ð f ðeÞ; k1ðe; nÞ;y; kp1ðe; nÞÞ for some CN (respectively
ARTICLE IN PRESS
M. Caubergh, F. Dumortier / J. Differential Equations 202 (2004) 1–31 17
Co) functions f : E-R with f ð0Þ ¼ 0 and
ki : E 	 W-R; i ¼ 1;y; p  1:
Then there exist a CN (respectively Co) function %d1ðr; e1;LÞ such that
d1ðr; e1;LÞ ¼ ek1 %d1ðr; e1;LÞ
Proof. Because the associated Poincare´-maps are conjugated, d1 is given by
d1kðe;nÞðjðe;nÞðsÞÞ þ jðe;nÞðsÞ ¼ jðe;nÞðdðe;nÞðsÞ þ sÞ; ð25Þ
where we use the notations:
dðe;nÞ ¼ dð; e; nÞ;
d1ðe1;LÞ ¼ d1ð; e1;LÞ;
jðe;nÞ ¼ jð; e; nÞ:
8><>:
We will prove, by induction on j ¼ 0; 1;y; k  1; that 8lAU ;8sAW :
d1kð0;nÞðjð0;nÞðsÞÞ ¼ e jþ11 d jþ2ðr; kð0; nÞÞ ð26Þ
for certain CN functions d jþ2: Because the mappings n/kð0; nÞ; s/jð0;nÞðsÞ are
diffeomorphisms on U resp. W ; this will imply the required result.
Substituting Eq. (23) in Eq. (25) gives the following equation 8lAU and 8sAW :
d1kð0;nÞðjð0;nÞðsÞÞ  0:
Hence property (26) already holds for j ¼ 0:
Assuming that property (26) holds for all j with jpk  2; we will now prove that
property (26) also holds for j þ 1: From (23) it follows that
@ jþ1
@e jþ1
dðs; e; nÞ

e¼0
¼ 0: ð27Þ
If we write
Gðs; e; nÞ ¼ d1kðe;nÞðjðe;nÞðsÞÞ þ jðe;nÞðsÞ;
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then it follows from (25) that
@
@e
dðs; e; nÞ ¼ @
@e
ðj1ðe;nÞðGðs; e; nÞÞÞ
¼ @
@e
ðj1ðe;nÞÞðGðs; e; nÞÞ þ ðj1ðe;nÞÞ0ðGðs; e; nÞÞ
@
@e
Gðs; e; nÞ: ð28Þ
From elementary calculus we can derive the following property, for given CN
functions c; g1 and g2:
@ j
@e j
½cðe jþ1g1ðs; e; nÞ þ g2ðs; e; nÞÞ

e¼0
¼ @
j
@e j
½cðg2ðs; e; nÞÞ

e¼0
:
By this property, the second line in equality (28) and the induction hypothesis,
Eq. (27) becomes
0 ¼ @
j
@e j
@
@e
ðj1ðe;nÞÞðjðe;nÞðsÞÞ þ ðj1ðe;nÞÞ0ðjðe;nÞðsÞÞ
@
@e
jðs; e; nÞ
 
e¼0
þ @
j
@e j
ðj1ðe;nÞÞ0ðjðe;nÞðsÞÞ
@
@e
ðd1kðe;nÞðjðe;nÞðsÞÞÞ
 
e¼0
: ð29Þ
By the chain rule we ﬁnd that the ﬁrst term in the right-hand side of Eq. (29) is
identically zero. The second term in (29) consists of a sum of which each term
contains a factor of the form
@
eþ
Pt
q¼1nqþr
@ee1@L
n1
i1
y@Lntit @r
r ðd1kðe;nÞðjðe;nÞðsÞÞÞ

e¼0
ð30Þ
with e þPtq¼1nq þ rpj þ 1; 1piqpp  1: By the induction hypothesis the factors in
(30) vanish for epj: Therefore the right-hand side of Eq. (29) is reduced to only one
term:
ðj1ð0;nÞÞ0ðjð0;nÞðsÞÞ
@ jþ1
@e jþ11
d1kðe;nÞ
 
e¼0
ðjð0;nÞðsÞÞ  ð f 0ð0ÞÞ jþ1: ð31Þ
Since the mappings jð0;nÞ (ﬁxed n) and f are diffeomorphisms (see (24)), the ﬁrst and
third factor in (31) are different from zero. As a consequence, (29) is equivalent to
@ jþ1
@e jþ11
d1kðe;nÞ
 
e¼0
ðjð0;nÞðsÞÞ  0; sAW ; nAU
which concludes the induction step. &
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4.1. Degenerate Hopf-Takens bifurcations and normal forms
In this paragraph, we recall very quickly the ﬁrst part of the proof of the theorem
on generalised Hopf-Takens bifurcations given in [T] in the non-degenerate case.
This proof is based on ‘‘symmetric’’ normal forms, for which a ‘‘symmetric
displacement function’’ is deﬁned. Next we reduce the current situation to a non-
degenerate one, where again the result of Takens applies. Then we can give sufﬁcient
conditions on the symmetric displacement function in order to have a uniform result
on degenerate Hopf-Takens bifurcations. We end the paragraph by formulating
these conditions in terms of normal forms.
First, the family is reduced to a useful normal form ðYðe;nÞÞðe;nÞ satisfying the
‘‘symmetry property’’, meaning that
Yðe;nÞðx; yÞ ¼ x @
@y
 y @
@x
 
þ ðg1ðx2 þ y2; e; nÞ þ g2ðx; y; e; nÞÞ x @
@x
þ y @
@y
 
;
where g1; g2 are C
N functions with
g1ð0; e; nÞ ¼ dðe; nÞ and jNg2ð0; 0; e; nÞ ¼ 0;
and all closed orbits sufﬁciently close to ð0; 0Þ are exactly round.
This reduction is obtained by diffeomorphisms of the form
ðx; y; e; nÞ/ðKðe;nÞðx; yÞ; e; nÞ
and by multiplying the family by a positive function. In this way, in a neighbourhood
of ð0; 0Þ; the singularity ð0; 0Þ of Xðe;nÞ is sent to the singularity ð0; 0Þ of the vector
ﬁeld Yðe;nÞ preserving its type (sink or source); closed orbits of Xðe;nÞ are mapped on
closed orbits of Yðe;nÞ; also preserving their repelling or attracting nature. Therefore,
the presence of a generalised Hopf-Takens bifurcation of codimension l is preserved
by this reduction.
For a family ðXlÞl satisfying the symmetry property, Takens deﬁned a
‘‘symmetric’’ displacement function (see [T]) as follows:
Deﬁnition 15. For a family ðXlÞl having the symmetry property we deﬁne a
‘‘symmetric displacement function’’ to be a CN function D :R	 Rp-R with the
following properties:
1. Dðr; lÞ ¼ Dðr; lÞ; 8ðr; lÞAR	 Rp;
2. Dð0; lÞ ¼ 0;
3. ðx; y; lÞ lies on a closed orbit of X3Dððx2 þ y2Þ1=2; lÞ ¼ 0;
4. If Dðr0; lÞ40 (resp. Dðr0; lÞo0) then all points ðx; y; lÞ with x2 þ y2 ¼ r20 are
wandering, the o-limit of such points is contained in fðx; y; lÞ: x2 þ y24r20g (resp.
fðx; y; lÞ: x2 þ y2or20g) and the a-limit in fðx; y; lÞ: x2 þ y2or20g (resp.
fðx; y; lÞ: x2 þ y24r20g).
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For the family ðYðe;nÞÞðe;nÞ Takens constructed a symmetric displacement function
as follows: in polar coordinates the family ðYðe;nÞÞðe;nÞ corresponds to the following
scalar differential equation:
’R ¼ R  ðg1ðR2; e; nÞ þ G2ðR; y; e; nÞÞ ð32Þ
with jNG2ð0; 0; e; nÞ ¼ 0 and g1ð0; e; nÞ ¼ d0ðe; nÞ:
If Rðy; r; e; nÞ is an integral curve of (32) with Rð0; r; e; nÞ ¼ r; then
Dðr; e; nÞ ¼ rðRð2p; r; e; nÞ  r  Rð2p;r; e; nÞ þ rÞ ð33Þ
deﬁnes a symmetric displacement function for the family ðYðe;nÞÞðe;nÞ: Denote the
displacement function of Yðe;nÞ; corresponding to the transversal section fy ¼ 0g and
parametrised by the radial variable r; by d1ðr; e; nÞ ¼ d1ðe;nÞðrÞ: Now the following
relation between D and d1 holds:
Dðr; e; nÞ ¼ rðd1ðr; e; nÞ  d1ðr; e; nÞÞ: ð34Þ
We know that there exists a family of near-identity diffeomorphisms j1ðe;nÞ such that
j1ðe;nÞðd1ðe;nÞðjðe;nÞðsÞÞ þ jðe;nÞðsÞÞ ¼ ek %dnðsÞ þ s;
by (22) and Proposition 14, there exists a CN function %d1 such that
d1ðr; e; nÞ ¼ ek %d1ðr; e; nÞ: ð35Þ
From (34) and (35), we can deﬁne a CN function %D by
Dðr; e; nÞ ¼ ek %Dðr; e; nÞ
¼ ek  ðr%d1ðr; e; nÞ  r%d1ðr; e; nÞÞ: ð36Þ
As a consequence of (36), we have for 8jAN:
@2j
@r2j
%Dðr; e; nÞ

r¼0
¼ 2 @
2j1
@r2j1
%d1ðr; e; nÞ

r¼0
;
@2jþ1
@r2jþ1
%Dðr; e; nÞ

r¼0
¼ 0:
8>><>>: ð37Þ
It is clear that %D also is a symmetric displacement function.
For ea0; the bifurcation diagram of the zeroes of %Dð; e; nÞ in function of the
parameters ðe; nÞ is the same as the one corresponding to Dð; e; nÞ and therefore,
represents the bifurcation diagram of the limit cycles of ðYðe;nÞÞea0 in function of
ðe; nÞ: From now on we will work with the symmetric displacement function %D; as
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playing the role of D in the proof given in [T]. As a consequence, we have the
following uniform result with respect to e40:
Theorem 16. If the above defined symmetric displacement function %Dðr; e; nÞ satisfies
the following two properties:
%Dðr; 0; n0Þ ¼ ar2lþ2 þ oðr2lþ2Þ; r-0 ð38Þ
with aa0; and secondly, the mapping formed by
n/ %Dð0; 0; nÞ; @
2
@r2
%Dð0; 0; nÞ;y; @
2l
@r2l
%Dð0; 0; nÞ
 
ð39Þ
is a submersion at n0; then the family ðXðe;nÞÞðe;nÞ;ea0 contains a Hopf-Takens bifurcation
of codimension l: Moreover the sign of a determines the sign of its type X ðlÞ7 :
We can restate this theorem where the conditions are expressed in terms of normal
forms:
Theorem 17. Suppose that dðs; e; nÞ is a displacement function of the family ðXðe;nÞÞðe;nÞ
with
dðs; e; lÞ ¼ ek %dðs; e; lÞ
for a certain CN function and (3) is a given normal form for the family with Nbl; then
1. there exist CN functions %dj such that
dj ¼ ek %dj; jAN;
2. if %djð0; n0Þ ¼ 0; 8j ¼ 0;y; l  1; %dlð0; n0Þa0 and the mapping %d formed by
%d : ðRp1; n0Þ-R : n/ð %d0ð0; nÞ;y; %dl1ð0; nÞÞ
is a submersion at n0; then the family ðXlÞl with l ¼ ðe; nÞ; e40; contains a Hopf-
Takens bifurcation of codimension l: Moreover the sign of %dlð0; n0Þ determines the
sign of its type X
ðlÞ
7 :
Proof. The ﬁrst part follows from Theorem 10(2); the second part follows from
Theorem 16 using the relations in (37), Corollary 7(3) and Theorem 10(2).
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4.2. Degenerate Hopf-Takens bifurcations and Lyapunov coefficients
Let fVi: iANg denote a set of Lyapunov coefﬁcients as deﬁned in Lemma 1. From
(22) and Theorem 10, the Lyapunov coefﬁcients too are divisible by ek: This means
that we can deﬁne CN functions %Vi with: Vi ¼ ek %Vi: These functions %Vi are called the
reduced Lyapunov coefficients.
Theorem 18. Assume that
%V0ð0; n0Þ ¼ 0
and the mapping %V0ð0; Þ is a submersion at n0: Denote the submanifold %V10 ð0Þ by Z0;
and the restriction of the first Lyapunov coefficient V1jZ0 by W1: Define %W1 by
W1 ¼ ek %W1:
Suppose, by induction on i ¼ 2;y; l  2 that we can define submanifolds
Zi ¼ Zi1- %W1i ð0Þ;
and the mappings
Wiþ1; %Wiþ1 :Zi-R
by
Wiþ1 :¼ Viþ1jZi ;
Wiþ1 ¼ ek %Wiþ1
(
with the properties %Wiþ1ð0; n0Þ ¼ 0 and the mapping %Wiþ1ð0; Þ is a submersion at n0:
Presuming that Wl : Zl1-R is the restriction of the lth Lyapunov coefficient
Wl ¼ Vl jZl1 ;
and %Wl defined by
Wl ¼ ek %Wl
has the property
%Wlð0; n0Þa0:
Then the family ðXðe;nÞÞðe;nÞBð0;n0Þ;ea0 contains a complete Hopf-Takens bifurcation of
codimension l at ðx; yÞ ¼ ð0; 0Þ: Moreover the sign of %Wlð0; n0Þ determines the sign of
its type X
ðlÞ
7 :
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Proof. By Theorem 10(2) and Corollary 7(3), the hypotheses in this theorem are
equivalent to the conditions of Theorem 17; therefore, the result follows.
4.3. Degenerate Hopf-Takens bifurcations and Abelian integrals
As the vector ﬁelds Xð0;nÞ are of centre type for ðnBn0Þ; there exist strictly positive
functions fn such that the vector ﬁelds fn  Xð0;nÞ are Hamiltonian vector ﬁelds with
some Hamiltonian Hn; i.e.
fn  Xð0;nÞ ¼ @Hn
@y
@
@x
þ @Hn
@x
@
@y
: ð40Þ
We can suppose that Hnð0; 0Þ ¼ 0: The functions Hðx; y; nÞ ¼ Hnðx; yÞ and
f ðx; y; nÞ ¼ fnðx; yÞ are Co (resp. CN) if the family Xð0;nÞ is Co (resp. CN). As a
consequence of (40), the function Hn is a ﬁrst integral of fn  Xð0;nÞ; meaning that
ð fn  Xð0;nÞÞHn ¼ 0: ð41Þ
Thus orbits of the vector ﬁeld fn  Xð0;nÞ (as well as of Xð0;nÞ) lie on the level curves of
the Hamiltonian Hn:
With respect to closed orbits, we can replace the study of the family ðXðe;nÞÞðe;nÞ by
the study of the family ðYðe;nÞÞðe;nÞ obtained by
Yðe;nÞ :¼ fn  Xðe;nÞ:
Because of (40) and the form of Xð0;nÞ given in (1), the Hessian of Hn at ð0; 0Þ has a
strictly positive determinant and trace. From the Morse lemma there are coordinates
ðu; vÞ ¼ jnðx; yÞ with jnð0; 0Þ ¼ ð0; 0Þ such that
Gnðu; vÞ ¼ ðjnÞHnðu; vÞ ¼ Hnðj1n ðu; vÞÞ ¼
u2 þ v2
2
: ð42Þ
The function jðx; y; nÞ ¼ jnðx; yÞ is Co (resp. CN) if the family ðXð0;nÞÞn is Co (resp.
CN).
Because of (41) the function Gn is a ﬁrst integral of ðjnÞYð0;nÞ and so the periodic
orbits around the origin are exactly round.
We take a displacement function dðe;nÞ of ðjnÞYðe;nÞ; associated to the transverse
section fy ¼ 0g; deﬁned in terms of r; with r2 ¼ u2 þ v2: Clearly, this function is Co
(resp. CN) in
ﬃﬃﬃ
h
p
where h denotes the value of the Hamiltonian. Although the
displacement function is not necessarily Co (resp. CN) in h (cf. Example 22), the ﬁrst
non-zero Melnikov function is Co (resp. CN) in h: This fact is commonly used, but it
is not easy to ﬁnd a proof of it in the literature. Since it can be proven in a short way
and for the sake of completeness, we provide such a proof.
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From (22) and Proposition 14 the ﬁrst non-zero Melnikov function is Mk; i.e.
Mjðr; nÞ  0; 8j ¼ 1;y; k  1 and Mkðr; nÞa0: Because dðe;nÞ is Co (resp. CN) in r
and dðe;nÞð0Þ ¼ 0; there are Co (resp. CN) functions %Mk and g such that
dðr; e; nÞ ¼ rekð %Mkðr; nÞ þ gðr; e; nÞÞ
with gðr; e; nÞ ¼ OðeÞ; e-0: We refer to %Mk as the reduced kth Melnikov function,
because of its relation with the kth Melnikov function:
Mkðr; nÞ ¼ r  %Mkðr; nÞ
Theorem 19. The reduced kth Melnikov function %Mk is C
o (respectively CN) at
h; hX0; i.e. the mapping Mˇk defined by
Mˇkðh; nÞ ¼ %Mkð
ﬃﬃﬃﬃﬃ
2h
p
; nÞ; hX0
is Co (respectively CN) at h ¼ 0; hX0:
Proof. Denote the Poincare´ map in terms of r by Pðe;nÞ ¼ Pð; e; nÞ; then the Poincare´
map in terms of h is given by the mapping
Qðh; e; nÞ ¼ 1
2
ðPð
ﬃﬃﬃﬃﬃ
2h
p
; e; nÞÞ2
¼ hð2ek %Mkð
ﬃﬃﬃﬃﬃ
2h
p
; nÞ þ %gð
ﬃﬃﬃﬃﬃ
2h
p
; e; nÞ þ 1Þ
for a certain Co (respectively CN) function %g with
%gðr; e; nÞ ¼ Oðekþ1Þ; e-0:
The displacement function D and the ﬁrst non-zero Melnikov function M˘k; in terms
of h; are given by
Dðh; e; nÞ ¼ ekM˘kðh; nÞ þ h %gð
ﬃﬃﬃﬃﬃ
2h
p
; e; nÞ;
M˘kðh; nÞ ¼ 2hMˇkðh; nÞ: ð43Þ
Since M˘kð0; nÞ ¼ 0; it sufﬁces by (43) to prove that Mˇk is analytic (respectively CN)
at h; hX0: Because %Mk is Co (resp. CN) in
ﬃﬃﬃ
h
p
; we already ﬁnd that the function M˘k
is C1 at h ¼ 0; hX0:
Write the dual form of ðjnÞYðe;nÞ as an expansion in terms of e:
oðe;nÞ ¼ d½ðjnÞHn þ eo1 þ?þ ekok þ oðekÞ; e-0;
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then we have for the ﬁrst non-zero Melnikov function M˘k (in terms of h) the
following general version, obtained by Poggiale [P]
M˘kðh; nÞ ¼ 
Z
G1n ðhÞ
ok 
Xk1
i¼1
gioki
 !
ð44Þ
for certain analytic (resp. CN) functions gi: Remark that
G1n ðhÞ ¼
1
2
ðu2 þ v2Þ ¼ h
 
:
The following lemma will ﬁnish the proof. &
Lemma 20. The abelian integral Z
f1
2
ðu2þv2Þ¼hg
o;
where o is an analytic (resp. CN) 1-form, is analytic (resp. CN) in h at h ¼ 0:
Proof. We will ﬁrst give a proof in the Co case, and then indicate which changes
have to be made in the CN case. One can expand o in a convergent power series of
uiv j:
oðu; v; nÞ ¼
X
i;j
aijðnÞuiv j
 !
du þ
X
i;j
bijðnÞuiv j
 !
dv:
Because the integral
R
u2þv2¼h ooN; we can change sum and integral and write:Z
f1
2
ðu2þv2Þ¼hg
o ¼
X
i;j
aijðnÞ
Z
f1
2
ðu2þv2Þ¼hg
uiv j du þ
X
i;j
bijðnÞ
Z
f1
2
ðu2þv2Þ¼hg
uiv j dv: ð45Þ
We use the theorem of Stokes to calculate the integrals in the right-hand side of (45)Z
uiv j du ¼  j
Z Z
f1
2
ðu2þv2Þphg
uiv j1 du dv
¼  j
Z ﬃﬃﬃﬃ2hp
0
Z 2p
0
riþj cosi y sin j1 y dr dy
¼  j ð
ﬃﬃﬃﬃﬃ
2h
p Þiþjþ1
ði þ j þ 1Þ
Z 2p
0
cosi y sin j1 y dy: ð46Þ
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Analogously, we ﬁnd thatZ
f1
2
ðu2þv2Þ¼hg
uiv j dv ¼ ið
ﬃﬃﬃﬃﬃ
2h
p Þiþjþ1
ði þ j þ 1Þ
Z 2p
0
cosi1 y sin j y dy: ð47Þ
Integrals of the form Z 2p
0
cosm y sinl y dy
vanish if m or l is odd; so we can restrict to the casesZ
f1
2
ðu2þv2Þ¼hg
uiv j du
respectively Z
f1
2
ðu2þv2Þ¼hg
uiv j dv;
where i is even and j is odd, respectively i odd and j even; as can be seen in (46) and
(47) these integrals are a multiple of an even power of
ﬃﬃﬃﬃﬃ
2h
p
; or a multiple of a power
of h: Consequently, Z
f1
2
ðu2þv2Þ¼hg
o
is analytic in h ¼ 0: This ends the proof of the lemma in the Co case.
In the CN case one can write the 1-form oðu; v; nÞ as a ﬁnite power series up to a
term of order 2N þ 1 in the origin, i.e.
oðu; v; nÞ ¼
X
0piþjp2N
aijðnÞuiv j þ g1ðu; v; nÞ
 !
du
þ
X
0piþjp2N
bijðnÞuiv j þ g2ðu; v; nÞ
 !
dv;
where aij ; bij; g1; g2 are C
N functions with
g1ðu; v; nÞ ¼ Oðjjðu; vÞjj2Nþ1Þ; jjðu; vÞjj-0;
g2ðu; v; nÞ ¼ Oðjjðu; vÞjj2Nþ1Þ; jjðu; vÞjj-0:
(
ð48Þ
So the integral of o along the circle with radius
ﬃﬃﬃﬃﬃ
2h
p
can be written as the sum of a
(ﬁnite) linear combination of integrals of form (46), which is a (ﬁnite) linear
combination of powers of h; and an integral along the circle of a 1-form of order
2N þ 1: It turns out that this integral is a function Ið ﬃﬃﬃhp Þ of order 2N þ 1 in ﬃﬃﬃhp ; this
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implies that I3
ﬃp is a differentiable function of class CN in h; for hX0: Consequently,
the integral
R
fu2þv2¼2hg o is of class C
N in h; for hX0: N being arbitrary, we get thatR
fu2þv2¼2hg o is C
N in h for hX0: &
We now state the third theorem involving degenerate Hopf-Takens bifurcations,
where the conditions are expressed in terms of the reduced ﬁrst non-zero Melnikov
function %Mk:
Theorem 21. In the situation described above, the family ðXðe;nÞÞea0;eB0;nBn0 contains a
Hopf-Takens bifurcation of codimension l; if the following conditions are satisfied:
1. @
j
@h j Mˇkð0; n0Þ ¼ 0; 8j ¼ 0; 1;y; l  1 and @
l
@hl
Mˇkð0; n0Þa0;
2. the mapping
n/ Mˇkð0; nÞ; @
@h
Mˇkð0; nÞ;y; @
l1
@hl1
Mˇkð0; nÞ
 
is a submersion at n0:
Moreover, the sign of @
l
@hl
Mˇkð0; n0Þ determines the sign of its type X ðlÞ7 :
Proof. We can introduce coordinates like in (42), in which h ¼ r2
2
; and continue
working in these coordinates. Since Mkðr; nÞ ¼ rMˇkðr22 ; nÞ; we have the following
relations: 8jAN1; there exist Aj ; BjAQþ0 such that
@ j
@h j
Mˇkðh; nÞ

r¼0
¼Aj  @
2jþ1
@r2jþ1
Mkð0; e; nÞ;
¼Bj @
k
@ek
@2jþ1
@r2jþ1
dð0; e; nÞ
 
e¼0
: ð49Þ
Combining relations (49) and Theorem 10(2), it follows from Corollary 7(3) that
the conditions stated in this theorem are equivalent to those of Theorem 17;
therefore the result follows. &
To end this paragraph let us give an example of a Co one-parameter family of
vector ﬁelds where the displacement function is not Co in h:
Example 22. Consider the family of polynomial vector ﬁelds given by
ðy þ exð1þ xÞÞ @
@x
þ ðx þ eyð1þ xÞÞ @
@y
:
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The Hamiltonian H is given by
Hðx; yÞ ¼ 1
2
ðx2 þ y2Þ:
The displacement function, written in polar coordinates ðr; yÞ and associated to the
transverse section fy ¼ 0g; can be written as dðr; eÞ ¼ r  %dðr; eÞ for a CN function %d
with
%dðr; eÞ ¼ a1ðeÞ þ a2ðeÞr þ Oðr2Þ; r-0
and
%dðr; eÞ ¼ e %M1ðrÞ þ Oðe2Þ; e-0;
where
a1ðeÞ ¼ e2pe  1;
a2ðeÞ ¼ ee2 þ 1 e
2pea1ðeÞ;
and
%M1ðrÞ ¼ 2p:
Obviously the ﬁrst non-zero (reduced) Melnikov function %M1 is C
o in h: But it is not
possible to write the function %d as a Co (or CN) mapping in h ¼ r2
2
; because a2ðeÞa0
for ea0:
5. Hopf-Takens bifurcations in the presence of a Bautin Ideal with more than one
generator
When working with analytic families, the Bautin Ideal can be more complicated
than merely generated by e or ek ðkANÞ: It does not get more complicated to study
the local cyclicity, or the diversity of phase portraits; only the bifurcation diagram
gets more involved. We do not want to make a complete general study but introduce
one example with some interesting properties. We suppose that the Bautin Ideal is
regular having two generators, let us call them ðe1; e2Þ: To keep the conditions as
non-degenerate as possible we take factor functions having as order respectively 1
and 3: As a model we consider
dðr; e1; e2; lÞ ¼ e1rðlþ r2Þ þ e2r ð50Þ
with l; e1; e2AR and small. Clearly the local phase portraits near the origin exhibit at
most one limit cycle. Also the bifurcation diagram is easy to obtain. There are
ARTICLE IN PRESS
M. Caubergh, F. Dumortier / J. Differential Equations 202 (2004) 1–31 29
however two bifurcation types and not one as in the classical Hopf bifurcations. On
one hand there is the usual Hopf-bifurcation, but there also is the possibility for a
limit cycle to disappear from the chosen neighbourhood of ðx; yÞ ¼ ð0; 0Þ on which
we make the study. Indeed the Hopf bifurcations are situated at
e2 þ e1l ¼ 0;
and if we ﬁx the boundary of the chosen neighbourhood at fr ¼ r0g; then we see that
the limit cycle can leave the neighbourhood at values
e2 þ r20e1 þ e1l ¼ 0:
The Hopf bifurcations occur on a regular surface in parameter space with fe2 ¼ 0g
as tangent plane at ð0; 0; 0Þ; the boundary bifurcations occur on another regular
surface with fe2 ¼ r20e1g as tangent plane at ð0; 0; 0Þ: The two surfaces delimit four
open regions, which in an alternating way contain systems with respectively 0 and 1
limit cycle.
Let us emphasise the fact that one can hence ﬁnd sequences of parameter values
ðei1; ei2; liÞ tending to ð0; 0; 0Þ for i-N; for which the associated limit cycle does not
shrink to the origin, but has fr ¼ r0g as a limit (in the Hausdorff metric). This kind
of phenomenon had ﬁrst been encountered in [DRS] in the study of the local
bifurcations near a codimension 3 nilpotent singularity of elliptic type. It is not
present in the generic Hopf-Takens bifurcations neither in the degenerate Hopf-
Takens bifurcations studied in Section 4.
Let us now ﬁnish by showing that—as we might expect—this bifurcation diagram
is stable for higher-order perturbation if we do not change the Bautin Ideal. More
precisely we consider situations in which the displacement function is
dðr; e1; e2; lÞ ¼ rðe1ðlþ r2 þ r3f ðrÞÞ þ e2ð1þ r2gðrÞÞ þ Aðr; e1; e2; lÞÞ ð51Þ
with f ; g; A of class CN and
@A
@r
ð0; e1; e2; lÞ  0 and Aðr; e1; e2; lÞ ¼ Oðjjðe1; e2Þjj2Þ:
The absence of r2-terms in (51) is a consequence of the theory developed in Section 3,
and more precisely of property (15) in Section 3.1.
For an expression like in (51) the Hopf bifurcation is expressed by
e2 þ le1 þ Að0; e1; e2; lÞ ¼ 0: ð52Þ
If one chooses the neighbourhood appropriately then the boundary bifurcation is
expressed by the condition
e1ðlþ r20 þ r30 f ðr0ÞÞ þ e2ð1þ r20gðr0ÞÞ þ Aðr0; e1; e2; lÞ ¼ 0: ð53Þ
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It is clear that no other bifurcation types can occur, since away from the origin a
limit cycle is necessarily unique and hyperbolic. Since the two bifurcation surfaces
expressed by (52) and (53) are transverse, it is easy to prove that the bifurcation
diagram of (51) is CN diffeomorphic to the one described by model (50).
Now checking on the analytic family that we have a displacement function like in
(51) can again be done either by calculating a normal form of the vector ﬁeld or by
calculating the Lyapunov coefﬁcients. One has to check the following three
conditions on the Lyapunov coefﬁcients:
1. The Lyapunov ideal has to be ðe1; e2Þ;
2. The divergence (i.e. twice the 0th Lyapunov coefﬁcient) has to be e2 þ le1 þ
Oðjjðe1; e2Þjj2Þ; up to a strictly positive function;
3. The ﬁrst Lyapunov coefﬁcient, under the condition that the divergence is zero, has
to be e1 þ Oðe21Þ þ Oðe2Þ; up to a strictly positive function.
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