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Executive Summary  
The following thesis collects the work done by the candidate Francesco Lasaponara during the Phd 
course of Civil and Environmental Engineering  at “La Sapienza” University of Rome. The main 
goal of these studies is the implementation of the mathematical models in order to simulate 
hydrodynamic phenomena in coastal regions and other specific environmental situations. 
During the last decades, interest has aroused on issues concerning environmental hydraulics, 
respectively coastal and river hydraulics, due to the impact they have on environment and societies. 
Coasts are crucial for a community’s environmental, economic and landscaping patrimony, 
unfortunately recently they are interested by the shoreline recession, silting of maritime 
infrastructures or the protection shoreline infrastructures’ malfunctioning phenomena. 
Most of these problems are due to current existing infrastructures’ or defenses coastal structures’ 
erroneous design. In particular, the calculus models used for environmental impact and structures-
environmental interactions assessment were obsolete or even inexistent. These mathematical 
models used in the past do not take into account some dynamic processes that in long term might 
become not negligible nor devastating. Only in the recent years, when the computational power 
increased and a common sensibility to these problems increased, the above mentioned calculus 
models have given way to more accurate and advanced modeling. For these reasons, the main goal 
of this work is to propose original mathematical models able to simulate most of hydrodynamic 
phenomena that occur in coastal regions. These models may be considered an useful tool in the 
hydraulic and environmental designing fields. 
The thesis is divided in two main parts. In the first part is presented a model based on a numerical 
integration of a new conservative form of the Fully Non-linear Boussinesq Equations (FNBE) in a 
contravariant formulation. As known coastal regions are characterized by a very complex 
morphology: presence of anthropic structures, river mouth or shoreline with articulated geometry. 
The use of orthogonal grid, as Cartesian coordinate, requests a huge number of calculus points that 
may be prohibitive.  To solve this issue, a well known strategy is to integrate the motion equations 
on generalized curvilinear boundary conforming grid. 
In order to apply this strategy is necessary to write governing equations in contravariant 
formulation. The Boussinesq models are part of the so-called group “depth averaged models”, these 
models are particularly effective for large-scale wave motions, longshore currents and 
hydrodynamic simulations. These models are a good compromise (in terms of computational costs 
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and accuracy of solution) between traditional methods and more advanced three-dimensional 
models. The depth averaged models are able to simulate most of the wave transformation 
phenomena (refraction, diffraction, shoaling and breaking), and longshore currents. Nevertheless 
these models are not able to take into account the depth distribution of hydrodynamic quantities. 
In the second part it is presented an original fully non-hydrostatic three-dimensional model based on 
the numerical integration of Navier-Stokes Equations in time dependent coordinate system. The use 
of time dependent coordinate system allows to assign, without any approximations, bottom and free 
surface kinematic conditions and zero pressure condition at the upper boundary of the domain. 
Unlike the depth averaged model, this model is able to simulate the three-dimensionality of 
hydrodynamic phenomena related to the wave motion of unsteady flows.   
The proposed model belongs to the group of the so-called “free surface fully non-hydrostatic three-
dimensional models”. These models are often used to analyze local phenomena, to evaluate flow-
structure interaction, for sediment transport analysis and to study turbulences phenomena related 
with them. In general the free surface fully non-hydrostatic three-dimensional models are used for 
all engineering problems for which is necessary to know the vertical distribution of hydrodynamic 
quantities. 
Most of the arguments presented in this thesis have been published in the following paper: “A new 
numerical model for simulations of wave transformation breaking and longshore currents in 
complex coastal regions” on “International Journal for numerical methods in fluids” (Gallerano, 
Cannata and Lasaponara - 2016). 
The work is organized as it follows: 
1) In chapter one there is an Overview  to explain the subject and the main objectives of the 
thesis. 
2) In chapter two there is an introduction of a new contravariant integral form of the Fully 
Non-Linear Boussinesq Equations. It also describes the numerical algorithm to solve 
governing equations and calibration tests. 
3) In Chapter three an introduction of a new model based on the numerical integration of the 
Navier-Stokes Equations on time dependent coordinate system is presented. It follows, as in 
the previous chapter, the explanation of the numerical procedure to solve governing 
equations and calibration tests. 
4) In the last chapter are exposed the conclusion of the work. 
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1. A new Fully Non-linear Boussinesq Model for simulation 
Hydrodynamics phenomena in complex coastal regions 
 
In this chapter is described a model based on a new contravariant integral form of the Fully Non-
linear Boussinesq Equations (FNBE) in order to simulate wave transformation phenomena, wave 
breaking and nearshore currents in computational domains representing the complex morphology of 
real coastal regions. The above-mentioned contravariant integral form, in which Christoffel symbols 
are absent, is characterized by the fact that the continuity equation does not include any dispersive 
term. A procedure developed in order to correct errors related to the difficulties of numerically 
satisfying the metric identities in the numerical integration of FNBE on generalized boundary-
conforming grids is presented. The Boussinesq equation system is numerically solved by a hybrid 
finite volume-finite difference scheme. The proposed high-order upwind Weighted Essentially Non 
Oscillatory (WENO) finite volume scheme involves an exact Riemann solver and is based on a 
genuinely two dimensional reconstruction procedure which uses a convex combination of 
biquadratic polynomials. The wave breaking is represented by discontinuities of the weak solution 
of the integral form of the Non-linear Shallow Water Equations (NSWE). On the basis of the shock-
capturing high order WENO scheme a new procedure, for the computation of the structure of the 
solution of a Riemann problem associated with a wet/dry front, is proposed in order to simulate the 
run up hydrodynamics in swash zone. The results obtained are compared with experimental 
measures, analytical solutions or alternative numerical solutions. 
 
1.1.  Introduction on 2D Boussinesq Model 
 
The modeling of surface wave transformation, wave breaking and nearshore currents is of 
fundamental importance for the simulation of hydrodynamic phenomena which occur in coastal 
regions. Most of these phenomena can be represented by two dimensional Boussinesq equations. 
Classic forms of the Boussinesq equations (Peregrine [1967]) include the lowest order of both 
frequency dispersion and non-linearities and are able to adequately represent wave phenomena only 
in a range of values of the water depth, h0, to deep water wavelength, L0, ratio up to 0.2. In order to 
overcome such restriction different formulations of Boussinesq equations have been proposed: 
Madsen and Sørensen [1992] improved the dispersion properties of the Standard Boussinesq 
equations in the deep water zone by introducing an additional third order term, which can be 
considered as a slight modiﬁcation of the Padé approximant of the full dispersive relation, in the 
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depth integrated momentum equation.  
Nwogu [1993] derived an alternative form of the extended Boussinesq equations, in which the 
dependent variable was the velocities at an arbitrary distance from the still water level, and 
improved the linear dispersion properties of the standard Boussinesq equation retaining terms of 
order O(ε,µ2), where ε=a0/h0 and µ=h0/L0 are non-dimensional parameters related to the order of 
magnitude of non-linearities and frequency dispersion and a0 is the deep water wave amplitude.  
Wei et al. [1995] followed the Nwogu [1993] approach and derived a fully non-linear extension of 
the Boussinesq equations by retaining terms of order O(µ2,ε3µ2) and consequently improved the 
accuracy of the model just seaward of the surf zone where the wave height to water depth ratio is 
essentially equal to 1.  
Chen [2003] used a model based on the fully non-linear extended Boussinesq equations proposed 
by Wei et al. [1995] and  improved the representation of wave induced nearshore circulations by 
retaining second order terms related to the vertical vorticity in the Boussinesq equations. 
The simulation of  wave propagation from deep water regions up to the coastline, including the surf 
zone, has three main difficulties.  
The first one is about the contradiction between the high order terms in the Boussinesq equations 
and the low order of the numerical schemes. The second difficulty is related to the way in which the 
wave breaking is simulated. The third difficulty is related to the form of the equations and, in 
particular, to the presence of the dispersive term in the continuity equation and to the scheme by 
which this term is discretized. 
As mentioned above, the first difficulty that arises in the integration of the FNBE is that the 
truncation errors of low order numerical schemes significantly affect the accuracy of the solution. 
As highlighted by Erduran [2005], this is because the truncation errors of the low order numerical 
approximations are of the same form and of the same order of magnitude as the dispersive terms in 
the Boussinesq equations.  
Hence these errors lead to the prediction of non-physical dispersion. In other words the truncation 
errors related to low order schemes, applied to Boussinesq equations, prevent dispersive terms in 
the same equations to guarantee wave form conservation in deep water and wave form evolution on 
non-uniform bottoms just seaward of the surf zone. In order to overcome these problems and obtain 
accurate solutions, a careful treatment of truncation errors is necessary. Consequently the simulation 
of  wave propagation from deep water regions just seaward the surf zone needs a high order 
numerical scheme for the integration of the above mentioned equation. 
As already said the second difficulty is related to the way in which the wave breaking is simulated. 
Boussinesq Equations cannot represent the wave breaking phenomenon in shallow water. As 
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explained by Roeber et al [2012] the parabolic non-hydrostatic part of the Boussinesq equations 
may become unstable under discontinuous flow conditions. In order to take into account the energy 
dissipation produced by the wave breaking in the surf zone, many authors treat Boussinesq 
equations with different techniques. One of these techniques is based on the introduction of a 
dissipative term, like an eddy viscosity type term, in the momentum equation (Karambas and 
Koutitas [1992], Kennedy et al. [2000]); different methods are based on the "surface roller" concept 
introduced by Svendsen [1996]. 
As highlighted by Tonelli and Petti [2012], the wave breaking models based on the above 
mentioned techniques require the estimation of empirical parameters that should be calibrated. 
Moreover Shi et al [2012] underline that the introduction of an eddy viscosity model for surf zone 
can be a source of spurious oscillations in the numerical solutions. An alternative procedure for the 
wave breaking simulation starts from the consideration that the wave breaking can be represented 
by the discontinuity of the weak solution of the integral form of the NSWE. In the surf zone the 
integral forms of the Boussinesq equations reduce themselves to the integral form of the NSWE by 
dynamically switching off dispersive terms. 
The integral form of the NSWE, expressed in terms of conserved variables, guarantees that high 
order shock capturing numerical schemes converge to correct weak solutions and then is able to 
directly simulate wave breaking and the energy dissipation associated with it (Toro [2001]). In fact, 
in recent literature, integral forms (Gallerano et al [2014]) or differential conservative forms of the 
Boussinesq equations expressed in terms of conserved variables (Erduran [2005], Tonelli & Petti 
[2009], Roeber et al [2010], Roeber and Cheung [2012], Shi et al [2012]) are proposed. 
In this way it is possible to apply the same shock capturing numerical scheme for the numerical 
integration of the NSWE even for the integration of the FNBE and then it is possible to simulate 
wave propagation from deep water regions up to the coastline, including the surf zone by using a 
single numerical scheme. 
As mentioned above the third difficulty that arises in the integration of the Boussinesq equations is 
related to the form of the equations and, in particular, to the presence of the dispersive term in the 
continuity equation and to the modality of the discretization of this term consistently with finite 
difference schemes used in the hybrid scheme (finite volume-finite difference). 
The presence of a dispersive term in the continuity equation is due to the way in which Nwogu 
[1993], Wei et al [1995], Chen et al [2003] and Chen [2006] formulated extended versions of 
Boussinesq equations. In these models, the improvement of the dispersive properties of the standard 
forms of the equations is due to the adoption of velocity at an arbitrary distance from the still water 
level, as dependent variable, instead of the depth averaged velocity. Nevertheless, this choice 
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entailed the appearance of the dispersive term in the continuity equation. 
Also in the differential conservative form proposed by Roeber et al [2010] and Roeber and Cheung 
[2012], as well as in the contravariant integral form proposed by Gallerano et al [2014], there is a 
dispersive term in the continuity equation. 
In these works the dispersive term that appears in the continuity equations is discretized with a 
second order cell-centered finite difference scheme consistently with the finite difference scheme of 
the hybrid scheme. The discretization of this dispersive term by a second order cell-centered finite 
difference scheme introduces truncation errors into the solution that can reduce the global accuracy 
of the numerical scheme and induce oscillations in the numerical solution. 
From the above mentioned consideration it can be deduced that the difficulty in the simulation of  
wave propagation from deep water regions up to the coastline (without the need to include in the 
equations any term designed to represent wave breaking energy dissipation) can be overcome by the 
integration of the FNBE (which in the surf zone reduce themselves to the NSWE by switching off 
dispersive terms) that does not contain any dispersive term in the continuity equation, by a high 
order shock capturing scheme. 
In general, coastal engineering issues are related to nearshore currents occurring in real situations 
which can be morphologically complex. Consequently the simulation of wave propagation in 
coastal areas, where slightly sloping and regular sea beds alternate with steep irregular bottoms and 
the coastlines can be characterized by articulated shapes and be interrupted by the presence of 
anthropogenic structures and/or river mouths is worthy of engineering interest. 
In order to simulate hydrodynamic phenomena over computational domains characterized by a 
complex boundary it is possible integrate the motion equations on a generalized curvilinear 
boundary conforming grid. By using curvilinear boundary conforming grids motion equations can 
be written in contravariant formulation (Luo and Bewley [2004], Rossmanith et al. [2004], 
Wesseling et al. [1999], Zijlema et al. [1995], Segal et al. [1992] and Gallerano et al [2012]). 
The numerical integration of integral forms or differential conservative forms of Boussinesq 
equations, on generalized curvilinear grids, can produce a new class of numerical errors: these 
errors can corrupt the ability of the numerical solutions of the Boussinesq equations to represent the 
wave form evolution. 
The  first cause of numerical errors is due to the presence of the Christoffel symbols in the 
contravariant form of Boussinesq equations. The Christoffel symbols are extra source terms which 
do not allow the writing of convective terms in divergence form and local total depth terms in a 
gradient form, i.e. in conservative form. 
In the case of a numerical integration of FNBE on high distorted grids, the errors linked to the 
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discretization of the Christoffel symbols can be of the same order of magnitude as the dispersive 
terms and can prevent the conservation of the wave form from propagating in deep water and on flat 
bottoms. Furthermore, in wave breaking case, errors produced by discretization of the Christoffel 
symbols can prevent the numerical scheme from converging to the weak solution. 
A second cause of numerical errors, in numerical integration of Boussinesq equations in 
contravariant formulation, is related to the difficulty of numerically fulfilling the metric identities. A 
well-known geometric identity (Vinokur [1989]) is given by the condition that a cell is closed. In a 
curvilinear system of reference the aforementioned condition becomes the metric identity. In 
general, if numerical approximations of the metric coefficients do not exactly satisfy the above 
mentioned identity, in the numerical integration of motion equations, numerical approximations of 
derivatives of uniform physical quantities do not vanish, free stream conditions are not preserved 
and spurious oscillations can appear in the solution which can drastically reduce the accuracy of 
high order schemes (Visbal and Gaitonde [2002], Yang et al [1994]). In the numerical integration of 
Boussinesq equations in contravariant formulation, the errors linked to the difficulty of numerically 
fulfilling the metric identities can be of the same order of magnitude as the dispersive terms and can 
consequently compromise the numerical scheme capacity to preserve the wave form which 
propagates on a flat bottom. 
The third cause of numerical errors is related to the numerical technique for the reconstruction of 
dependent variables of the system at the interface of computational cells. Jiang and Shu [1996] 
consider that high order WENO schemes are fairly suitable for the numerical simulation of 
problems with complex, non-trivial behavior of solutions in smooth regions. In most of such 
WENO schemes presented in literature, the reconstruction of dependent variables at the interface of 
computational cells is performed through two consecutive one-dimensional procedures, each 
relative to one coordinate direction (dimension-by-dimension reconstruction). 
In the first step of this reconstruction procedure, which is performed along the general coordinate 
direction ξଵ, a first level of deconvolution is accomplished, which consists in passing from averaged 
values on calculation cells to averaged values over direction ξଶ. In such a step approximation errors 
of n+1 order are introduced (in which n-1 is the order of the polynomial used). The values obtained 
from the first step are used as starting values in a second one-dimensional reconstruction procedure, 
which is accomplished along the ξଶdirection. With this second reconstruction (where by variable 
point values at the cell interface are obtained) additional truncation errors are introduced in the 
numerical solution, that can be amplified by the presence of errors introduced in the first 
reconstruction step. 
Furthermore, in the numerical integration of Boussinesq equations on generalized curvilinear 
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boundary conforming grids, the amplification of truncation errors produced by the use of two 
consecutive one-dimensional reconstructions can further decrease the accuracy of the numerical 
scheme and can compromise the dispersive properties of the Boussinesq equations. 
In this thesis a model based on a new integral form of the Fully Non-linear Boussinesq Equations in 
contravariant formulation, in which terms of order O(µ2,ε3µ2) and second order vertical vorticity 
terms are included, is presented. The proposed Boussinesq equations are cast in a contravariant 
integral form in which Christoffel symbols are absent. 
The Boussinesq equation system is numerically solved by a hybrid finite volume-finite difference 
scheme: the convective terms and the terms related to the gradient of the square of the total local 
water depth are discretized by an original high-order upwind WENO shock-capturing finite volume 
scheme, based on an exact Riemann solver; the dispersive terms and the terms related to the 
approximation to the second order of the vertical vorticity are discretized by a cell-centered finite 
difference scheme. The integral form of the continuity equation described in this thesis does not 
contain dispersive terms and is entirely discretized by the above-mentioned shock capturing finite 
volume scheme. In this way the errors due to the low order discretization of such dispersive term 
are not introduced into the solution. 
A procedure is developed in order to correct errors related to the difficulties of numerically 
satisfying the metric identities in the numerical integration of the FNBE on generalized boundary-
conforming grids. The proposed high-order upwind WENO finite volume scheme is based on a 
genuinely two dimensional reconstruction procedure which uses a convex combination of 
biquadratic polynomials in (ξଵ, 	ξଶ) (i.e. a convex combination of quadratic polynomial functions of 
the two variables ξଵ and ξଶ). The wave breaking is represented by discontinuities of the weak 
solution of the integral form of the NSWE. As a consequence no additional term to take into 
account the wave breaking energy is added in the equations. Furthermore an original procedure for 
the treatment of the wet/dry front is presented. 
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1.2.  List of Symbols 
 bሬ⃗   :  generic vector b୪  :contravariant component of the vector bሬ⃗  b୪ :  covariant component of the vector bሬ⃗  b୪,୫:  covariant derivative of  b୪ 
Γ୫୩
୪  :  Christoffel symbol T,୫୪୫ :  covariant derivative of generic tensor T୪୫ 
σ  : arbitrary distance from the still water level 
∇  : two-dimensional differential operator  uሬ⃗  :  horizontal velocity at σ 
η :  local surface displacement  
h :  local still water depth g୪୫ :  metric tensor Vሬ⃗  and Tሬ⃗   :  dispersive terms  
ሬܹሬሬ⃗  :  second order vertical vorticity 
ܸ௟,  ܶ௟ and ܹ௟ :  Contravariant component of  ሬܸ⃗ , ሬܶ⃗  and  ሬܹሬሬ⃗  
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1.3.  A new contravariant form of FNBE  
 
Let H=h+η be the total local water depth, where h is the local still water depth and η is the local 
surface displacement. Using a Taylor expansion of the velocity about an arbitrary distance from the 
still water surface, ߪ, and assuming zero horizontal vorticity, as proposed by Nwogu [1993], Wei et 
al. [1995], Chen et al. [2003], Chen [2006], the vertical distribution of the horizontal velocity ሬܷ⃗ (ݖ) 
can be written as 
 
ሬܷ⃗ (ݖ) = ݑሬ⃗ + ⃗ݒ(ݖ) (1) 
 
Where ݑሬ⃗  is the horizontal velocity at an arbitrary distance from the still water level z = σ, and ⃗ݒ(ݖ) 
is 
 
⃗ݒ(ݖ) = (ߪ − ݖ)ߘ(ߘ · (ℎݑሬ⃗ )) + (σ^మ
ଶ
−
୸^మ
ଶ
)ߘ(ߘ · (ݑሬ⃗ )) (2) 
 
(the “^” symbol indicates the operation of power raising) that represents the second order term in 
power series expansion of the velocity vector about σ, in which ߘ is the two-dimensional 
differential operator defined as ߘ = ቀ డ
డ௫
, డ
డ௬
ቁ in a Cartesian reference system. Let ̅⃗ݒ be the depth 
averaged value of ⃗ݒ(ݖ), obtained by retaining terms of order ܱ(ߤଶ, ߝଶߤଶ),which is 
 
̅⃗ݒ = ଵ
ு
∫ ⃗ݒ(ݖ)ఎି௛ ݀ݖ = ቆఙ^మଶ − ଵ଺ (ℎ^ଶ − ℎߟ + ߟ^ଶ)ቇߘ(ߘ · (ݑሬ⃗ )) + (ߪ + ଵଶ (ℎ − ߟ))ߘ(ߘ · (ℎݑሬ⃗ )) (3) 
 
Let ݔ௟ = ݔ௟(ߦଵ, ߦଶ) (with l=1,2) be the transformation from the Cartesian coordinate system ⃗ݔ to 
the curvilinear coordinate system ξ⃗ (henceforth the superscript indicate components and not 
powers). Let ݃⃗(௟) = ߲ ⃗ݔ ߲⁄ ߦ௟ be the covariant base vector and ݃⃗(௟) = ߲ ߦ௟ ߲⁄ ⃗ݔ be the contravariant 
base vector. The metric tensor and its inverse are given respectively by ݃௟௠ = ݃⃗(௟) · ݃⃗(௠) and 
݃௟௠ = ݃⃗(௟) · ݃⃗(௠). The Jacobian of the transformation is ඥ݃ = ඥ݀݁ݐ(݃௟௠) . 
Let the transformation relations of the generic vector ሬܾ⃗  from the Cartesian coordinate system to its 
covariant and contravariant components ( ௟ܾ, ܾ௟) in the curvilinear coordinate system: 
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ܾ௟ = ݃⃗(௟) · ሬܾ⃗ 	; 			 ௟ܾ = ݃⃗(௟) · ሬܾ⃗ 	; 		 ሬܾ⃗ = ܾ௟ ݃⃗(௟)	; 			 ሬܾ⃗ = ௟ܾ݃⃗(௟) (4) 
 
the covariant derivate and Christoffel symbols are given by: 
 
ܾ௟ ,௠ = ߲ ܾ௟ ߲⁄ ߦ௠ + ߁௠௞௟ ܾ௞  (5) 
 
߁௠௞
௟ = ݃⃗(௟) · ߲ ݃⃗(௞) ߲⁄ ߦ௠ (6) 
 
and the covariant derivative of second order tensor ܶ௟௠	: 
 
,ܶ௠௟௠ = ଵ√௚ డ்೗೘√௚డక೘ + ܶ௡௠	߁௡௠௟  (7) 
 
Hereinafter the comma followed by a subscript position index indicates the derivative covariant 
operation. 
In the curvilinear coordinate system, the Boussinesq equations expressed in contravariant 
formulation can be written as 
 
డఎ
డ௧
+ (ܪݑ௟),௟ = −(ܪ̅ݒ௟),௟ (8) 
 
డ௨೗
డ௧
+ ݑ,௠௟ ݑ௠ = −ܩ݃௟௠ߟ,௠ − ܸ௟ − ܶ௟ −ܹ௟ − ܴ௟ (9) 
 
in which ݑ௟ and ̅ݒ௟ are the contravariant components of the vectors ݑሬ⃗  and ̅⃗ݒ, G is acceleration due to 
gravity, ܴ௟, ܸ௟, ܶ௟, ܹ௟ are, respectively, the contravariant components of the vectors ሬܴ⃗  , ሬܸ⃗ , ሬܶ⃗ , and 
ሬܹሬሬ⃗ . ሬܴ⃗  represents the bottom resistance term, ሬܸ⃗  and ሬܶ⃗  represent the dispersive terms obtained by 
retaining terms of order ܱ(ߤଶ,ߝଷߤଶ) (Wei et al. [1995]) and ሬܹሬሬ⃗  represents the term related to the 
second order approximation of the vertical vorticity, according to Chen [2003]. The expressions of 
these vectors and their contravariant components are given by: 
 
ሬܸ⃗ = ଵ
ଶ
ߪ^ଶߘ ቂߘ ∙ డ௨ሬ⃗
డ௧
ቃ + ߪߘ ቄߘ ∙ ቂℎ డ௨ሬ⃗
డ௧
ቃቅ − ߘ ቄ
ଵ
ଶ
ߟ^ଶߘ ∙ ቀడ௨ሬ⃗
డ௧
ቁ + ߟߘ ∙ ቂℎ డ௨ሬ⃗
డ௧
ቃቅ                                       (10)  
 
ሬܶ⃗ = ߘ ቄ(ߪ − ߟ)(ݑሬ⃗ ∙ ߘ)[ߘ ∙ (ℎݑሬ⃗ )] + ଵ
ଶ
(ߪ^ଶ − ߟ^ଶ)(ݑሬ⃗ ∙ ߘ)[ߘ ∙ ݑሬ⃗ ]ቅ + ଵ
ଶ
ߘ{[ߘ ∙ (ℎݑሬ⃗ ) + ߟߘ ∙ ݑሬ⃗ ]^ଶ} (11) 
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ሬܹሬሬ⃗ = ଓ̂ ቄ−̅ݒ௬ ቂడ௨೤డ௫ − డ௨ೣడ௬ ቃ + ݑ௬ ቂడ௩തೣడ௫ − డ௩ത೤డ௬ ቃቅ + ଔ̂ ቄ̅ݒ௫ ቂడ௨೤డ௫ − డ௨ೣడ௬ ቃ − ݑ௫ ቂడ௩തೣడ௫ − డ௩ത೤డ௬ ቃቅ (12) 
 
ܸ௟ = ఙ^మ
ଶ
݃௟௠ ൤ቀ
డ௨ೖ
డ௧
ቁ,௞൨,௠ + ߪ݃௟௠ ൤ቀℎ డ௨ೖడ௧ ቁ,௞൨,௠ − ݃௟௠ ൤ଵଶ ߟ^ଶ ቀడ௨ೖడ௧ ቁ,௞ + ߟ ቀℎ డ௨ೖడ௧ ቁ,௞൨,௠                 (13)  
 
ܶ௟ = ݃௟௠ ቄ(ߪ − ߟ)ݑ௜൫[ℎݑ௞],௞൯,௜ + ଵଶ (ߪ^ଶ − ߟ^ଶ)ݑ௜൫ݑ,௞௞ ൯,௜ቅ,௠ + ଵଶ݃௟௠ ቄൣ(ℎݑ௞),௞ + ߟݑ,௞௞ ൧^ଶቅ,௠ (14) 
 
ܹ௟ = ൫ߝ௠௜݃௜௣ݑ,௠௣ ൯ߝ௝௟̅ݒ௝ + ൫ߝ௠௜݃௜௣̅ݒ,௠௣ ൯ߝ௝௟ݑ௝                                                                                 (15)  
 
 
In which: 
ߝ௠௜ =
⎩
⎪
⎨
⎪
⎧
1
ඥ݃
݂݅(݉, ݅)	݅ݏ	ܽ	݁ݒ݁݊	݌݁ݎ݉ݑݐܽݐ݅݋݊	݋݂	(1,2)
−
1
ඥ݃
	݂݅	(݉, ݅)	݅ݏ	ܽ	݋݀݀	݌݁ݎ݉ݑݐܽݐ݅݋݊	݋݂	(1,2)0		݂݅	ݐℎ݁	݅݊݀݁ݔ݁ݏ	ܽݎ݁	݁ݍݑ݈ܽ
 
 
In order to apply a shock capturing scheme to the Boussinesq type equations, the convective terms 
must be expressed in conservative form, i.e. in divergence form. In Gallerano et al [2014] the 
system evolution variables were the conserved variables H e Hݑ௟. The choice of these conserved 
variables implied the presence of a source term in the mass conservation equation (right hand side 
of Equation (11) in Gallerano et al. [2014]). The source term present in this equation was discretized 
with a second order accurate centred finite difference scheme. In this work we choose, as conserved 
variables, the total local depth H and the contravariant quantity 
 
ܯ௟ = ܪ(ݑ௟ + ̅ݒ௟) (16) 
 
in which(ݑ௟ + ̅ݒ௟) represents the depth averaged horizontal velocity. With this choice, considering 
that the bottom depth does not vary over time, continuity Equation (16) can be written as 
 
డୌ
డ௧
+ ܯ,௟௟ = 0 (17) 
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As follows from Equation (17), the choice of the conserved variable ܯ௟ expressed by Equation (16) 
makes it possible to write the continuity equation without any source term, but only with a flux 
term, expressed by ܯ௟. This result implies that the continuity equation can be solved entirely by a 
high order shock capturing finite volume scheme. 
In the momentum balance equation, local acceleration and convective terms డ௨
೗
డ௧
+ ݑ,௠௟ ݑ௠ (with 
m=1,2) are expressed in conservative form through the relation 
 
డெ೗
డ௧
+ ቀெ೗ெ೘
ு
ቁ,௠ = ܪ డ൫௨೗ା௩തౢ൯డ௧ + ൫ݑ௟ + ̅ݒ୪൯ డୌడ௧ + ൣܪ൫ݑ௟ + ̅ݒ୪൯(ݑ௠ + ̅ݒ୫)൧,௠ (18) 
 
Using the following vector identity (Warsi [1992]) for the third term on the right hand side of 
Equation (18) 
 (ܽ௟ܾ௠),௠ = ܽ,௠௟ ܾ௠ + ܽ௟ ,ܾ௠௠  (19) 
 
in which ܽ௟ = ൫ݑ௟ + ̅ݒ୪൯ and ܾ௟ = ܪ൫ݑ௟ + ̅ݒ୪൯, Equation (18) can be rewritten as 
  
߲ܯ௟
߲ݐ
+ ቆܯ௟ܯ௠
ܪ
ቇ,௠= (ݑ௟ + ̅ݒ௟) ൜߲ܪ
߲ݐ
+ [ܪ(ݑ௠ + ̅ݒ௠)],௠ൠ + ܪ ቊ߲ݑ௟߲ݐ + ݑ,௠௟ ݑ௠ቋ+ ܪ ቆ߲̅ݒ௟
߲ݐ
+ ̅ݒ,௠௟ ݑ௠ + ݑ,௠௟ ̅ݒ௠ + ̅ݒ,௠௟ ̅ݒ௠ቇ 
 (20) 
 
The first term on the right hand side of Equation (20) is null for the continuity Equation (17), while 
the terms in the second curly brackets can be replaced by the right hand side of Equation (9). In this 
way the momentum balance equation can be written in the form 
 
߲ܯ௟
߲ݐ
+ ቆܯ௟ܯ௠
ܪ
ቇ,୫= −ܩܪ݃௟௠ߟ,௠ − ܪ(ܸ௟ + ܶ௟ + ܹ௟ + ܴ௟) + ܪቆ߲̅ݒ௟߲ݐ + ̅ݒ,௠௟ ݑ௠ + ݑ,௠௟ ̅ݒ௠ + ̅ݒ,௠௟ ̅ݒ௠ቇ 
 (21) 
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Motion equations admit stationary solutions in which the source terms are perfectly balanced by the 
flux terms. A numerical scheme is said to be well-balanced and satisfies the C-Property if it 
preserves the steady state solutions exactly. The surface gradient term could be split into a source 
term that is related to the bed slope and a term related to the gradient of the square of the local total 
depth, in order to include this term into the flux term and to perform a shock capturing upwind 
scheme. 
In particular, in the absence of motion, the numerical discretization of the source term relative to the 
bottom slope should perfectly balance the numerical discretization of the term related to the 
gradient of the square of the total local depth. Shi et al [2012] point out that the above 
decomposition induces a numerical imbalance problem and does not allow the numerical scheme to 
satisfy the C-Property for non-uniform bed. 
In order to obtain a "well-balanced" numerical scheme, the surface gradient term is decomposed as 
 
ܩ݃௟௠ܪߟ,௠ = ቀܩ݃௟௠ ு^మଶ ቁ,୫ − ൤ܩ(ߟ − ߟ௖)(݃௟௠ℎ),௠ + ܩߟ௖(݃௟௠ℎ),௠ + ܩ ቀ݃௟௠ ௛^మଶ ቁ,୫൨ (22) 
 
where ηc is an arbitrary constant value. The term ܸ௟, present on the right hand side of Equation (21) 
can be decomposed as 
 
ܸ௟ = డ௏ ′೗
డ௧
+ ܸ ′′௟ (23) 
 
in which V′୪ and V′′୪ are: 
 
ܸᇱ௟ = ଵ
ଶ
ߪ^ଶ݃௟௠ൣ(ݑ௞),௞൧,௠ + ߪ݃௟௠ൣ(ℎݑ௞),௞൧,௠ − ݃௟௠ ቂଵଶ ߟ^ଶ(ݑ௞),௞ + ߟ(ℎݑ௞),௞ቃ,௠ (24) 
 
ܸᇱᇱ௟ = ݃௟௠ ቂ డ
డ௧
ቀ
ఎ^మ
ଶ
ቁ (ݑ௞),௞ቃ,௠ + ݃௟௠ ቂడఎడ௧ (ℎݑ௞),௞ቃ,௠ (25) 
 
the term (25) can be written in the form:  Vᇱᇱ୪ = g୪୫ ቂη ப஗
ப୲
ቃ,୫ ൫u୩൯,୩ + g୪୫η ப஗ப୲ ቂ൫u୩൯,୩ቃ,୫ + g୪୫ ቂப஗ப୲ቃ,୫ ൫hu୩൯,୩ + g୪୫ ப஗ப୲ ቂ൫hu୩൯,୩ቃ,୫        (26)  
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Substituting Equations (22) and (23) into Equation (21), a new form of the FNBE expressed in 
contravariant formulation is obtained 
߲ܦ௟
߲ݐ
+ ቆܯ௟ܯ௠
ܪ
+ ܩ݃௟௠ ܪ^ଶ2 ቇ,୫ − ൥ܩ(ߟ − ߟ௖)(݃௟௠ℎ),௠ + ܩߟ௖(݃௟௠ℎ),௠ + ܩ ቆ݃௟௠ ℎ^ଶ2 ቇ,୫൩= ߲ܪ
߲ݐ
൫ܸ′௟ − ̅ݒ௟൯ − ܪ ቀܸ ′′
೗ + ܶ௟ + ܹ௟ + ܴ௟ቁ + ܪ൫̅ݒ,௠௟ ݑ௠ + ݑ,௠௟ ̅ݒ௠ + ̅ݒ,௠௟ ̅ݒ௠൯ 
(27) 
 
Where ܦ௟ represents an auxiliary variable defined by 
 
ܦ௟ = ܪ(ݑ௟ + ܸ ′௟)      (28) 
 
The term பୌ
ப୲
,on the right hand side of Equation (27), and the term ப஗
ப୲
,on the right hand side of 
Equation (26), can be explicitly calculated using the continuity Equation (17), as proposed in 
Roebber et al [2010]. 
Equations (17) and (27) represent a new system of FNBE in contravariant formulation in which H 
and ܦ௟ are the dependent variables. The first parentheses is on the left hand side of Equation (27) 
represents the sum of the convective term and the term relative to the square of the total local depth; 
the terms in square brackets on the left hand side of Equation (27) are related to the bottom slope; 
the first and second parentheses on the right hand side of Equation (27) represent dispersive terms, 
the term linked to the approximation to the second order of the vertical vorticity and the bottom 
resistance, while the third parentheses is on the right hand side of Equation (27) represents the 
source terms related to the gradient of the vectors whose contravariant components are ݑ௟ 		and	̅ݒ௟. 
The covariant derivatives in the momentum balance Equation (27) determine the onset of the 
Christoffel symbols, as expressed by the relations (5-6-7). These symbols represent additional 
source terms that do not allow the writing of the convective term sin divergence form and the term 
related to the square of the total local depth in a gradient form, i.e. in conservative form.  
 
1.3.1. The Christoffel Symbols in the momentum equation  
 
The integration of Equations (17) and (27) over a generic surface element of area ΔA is given by the 
following expression 
 
23 
 
ඵ
߲H߲
ݐ
݀ܣ
௱஺
+ ඵ ܯ,௟௟݀ܣ
௱஺
= 0 
  (29) 
 
 
ඵ
߲D୪
߲ݐ
݀ܣ
௱஺
+ ඵ ቆܯ௟ܯ௠
ܪ
+ ܩ݃௟௠ ܪ^ଶ2 ቇ,୫ ݀ܣ௱஺= ඵ ܩ(ߟ − ߟ௖)(݃௟௠ℎ),௠݀ܣ
௱஺
+ ඵ ܩߟ௖(݃௟௠ℎ),௠݀ܣ
௱஺
+ ඵ ܩቆ݃௟௠ ℎ^ଶ2 ቇ,୫ ݀ܣ௱஺+ ඵ ߲ܪ
߲ݐ
(ܸ′௟ − ̅ݒ௟)݀ܣ
௱஺
+ ඵ ܪ̅ݒ,௠௟ ݑ௠݀ܣ
௱஺
+ ඵ ܪݑ,௠௟ ̅ݒ௠݀ܣ
௱஺
+ ඵ ܪ̅ݒ,௠௟ ̅ݒ௠݀ܣ
௱஺
−ඵ ܪቀܸ ′′
೗ + ܶ௟ + ܹ௟ + ܴ௟ቁ
௱஺
݀ܣ 
(30) 
 
in which ߟ௖ is the value of the free surface elevation averaged over ߂ܣ. By developing the covariant 
derivatives in Equation (30) and given that ݀ܣ = ඥ݃݀ߦଵ݀ߦଶ, Equation (30) becomes 
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ඵ
߲D୪
߲ݐ
ඥ݃݀ߦଵ݀ߦଶ
௱஺
+ ඵ ߲
߲ߦ௠
ቈඥgቆܯ௟ܯ௠
ܪ
+ ܩ݃௟௠ ܪ^ଶ2 ቇ቉݀ߦଵ݀ߦଶ௱஺= −ඵ ߁௠௞௟ ቆܯ௠ܯ௞ܪ + ܩ݃௠௞ܪ^ଶ2 ቇඥ݃݀ߦଵ݀ߦଶ௱஺+ ܩඵ (ߟ − ߟ௖)߲൫݃௟௠ℎඥ݃൯߲ߦ௠ ݀ߦଵ݀ߦଶ௱஺ + ඵ ܩߟ௖ ߲൫݃௟௠ℎඥ݃൯߲ߦ௠ ݀ߦଵ݀ߦଶ௱஺+ G2 ඵ ߲൫݃௟௠ℎ^ଶඥ݃൯߲ߦ௠ ݀ߦଵ݀ߦଶ௱஺+ ඵ ൥߁௠௞௟ ܩ݃௠௞ ൭(ߟ − ߟ௖)ℎ + ߟ௖ℎ − ℎ^ଶ2 ൱൩ඥ݃݀ߦଵ݀ߦଶ௱஺+ ඵ ߲ܪ
߲ݐ
൫ܸ′௟ − ̅ݒ௟൯ඥ݃݀ߦଵ݀ߦଶ
௱஺
+ ඵ ܪ ߲̅ݒ௟
߲ߦ௠
ݑ௠ඥ݃݀ߦଵ݀ߦଶ
௱஺+ ඵ ܪ ߲ݑ௟
߲ߦ௠
̅ݒ௠ඥ݃݀ߦଵ݀ߦଶ
௱஺
+ ඵ ܪ ߲̅ݒ௟
߲ߦ௠
̅ݒ௠ඥ݃݀ߦଵ݀ߦଶ
௱஺+ ඵ ൣܪ߁௠௞௟ (̅ݒ௞ݑ௠ + ݑ௞̅ݒ௠ + ̅ݒ௞̅ݒ௠)൧
௱஺
ඥ݃݀ߦଵ݀ߦଶ
−ඵ ܪቀܸ ′′
೗ + ܶ௟ + ܹ௟ + ܴ௟ቁ
௱஺
ඥ݃݀ߦଵ݀ߦଶ 
                   (31) 
 
On the right hand side of Equation (31), the first double integral contains the Christoffel symbols 
related to the convective terms and the square of the total local depth, the fifth double integral 
contains the Christoffel symbols related to the bottom slope, while the tenth double integral 
contains the Christoffel symbols related to the gradients of the vectors whose contravariant 
components are ݑ௟		e	̅ݒ௟ . It is evident that the presence of the first double integral on the right hand 
side of Equation (31) does not make it possible to convert the convective terms and the term related 
to the gradient of the square of the total local depth of Equation (27) into a conservative form, i.e. 
does not make it possible to convert these terms into fluxes across the cell interfaces. 
 
1.3.2. The integral form of FNBE  
 
In order to obtain the new contravariant integral form of the FNBE devoid of Christoffel symbols, 
the strategy defined by Gallerano et al. [2011] is followed. We consider a constant parallel vector 
field and equate the rate of change of momentum of a material volume to the net force in the 
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direction defined by this vector field. We select, as the parallel vector field, the one which is parallel 
to  ݃⃗(௟)(ߦ଴ଵ, ߦ଴ଶ), which represents the contravariant base vector defined in point P0(ߦ଴ଵ, ߦ଴ଶ) ∈ΔA and 
which is normal to the coordinate line where ߦ௟ is constant. We indicate with ߣ௞(ߦଵߦଶ) the generic 
covariant vector component of ݃⃗(௟)(ߦ଴ଵ, ߦ଴ଶ), given by 
 
ߣ௞(ߦଵ, ߦଶ) = ݃⃗(௟)(ߦ଴ଵ, ߦ଴ଶ) ∙ ݃⃗(௞)(ߦଵ, ߦଶ) (32) 
 
hereinafter, we denote ݃⃗(௟)(ߦ଴ଵ, ߦ଴ଶ) by ෤݃⃗(௟) and ݃⃗(௞)(ߦଵ, ߦଶ) by ݃⃗(௞). By integrating Equation (27) 
over the generic surface element of area ΔA, by projecting this equation along the direction ߣ௞, by 
considering that ߣ௞,௠ = 0, by applying Green’s theorem, by using Equation (32), and by recalling 
that ݃⃗(௟) ∙ ݃⃗(௞) = δ୪୩ (where δ୪୩ is the Kronecker symbol), we obtain 
 
 
ඵ ෤݃⃗(௟) ∙ ݃⃗(௞) ߲D୩߲ݐ ݀ܣ௱஺ + ඲ ቆ ෤݃⃗(௟) ∙ ݃⃗(௞) ܯ௞ܯ௠ܪ + ܩ ෤݃⃗(௟) ∙ gሬ⃗ (୫) ܪ^ଶ2 ቇ݊௠݀ܮ
௅= ඵ ܩ(ߟ − ߟ௖) ෤݃⃗(௟) ∙ gሬ⃗ (୫)ℎ,௠݀ܣ
௱஺
+ න ܩߟ௖ ෤݃⃗(௟) ∙ gሬ⃗ (୫)ℎ݊௠݀ܮ
௅+ ඲ ܩ ෤݃⃗(௟) ∙ gሬ⃗ (୫) ℎ^ଶ2 ݊௠݀ܮ
௅
+ ඵ ෤݃⃗(௟) ∙ ݃⃗(௞) ߲ܪ߲ݐ (ܸ′௞ − ̅ݒ௞)݀ܣ௱஺+ ඵ ܪ൫ ෤݃⃗(௟) ∙ ݃⃗(௞)̅ݒ௞ ൯,୫ݑ௠݀ܣ
௱஺
+ ඵ ܪ൫ ෤݃⃗(௟) ∙ ݃⃗(௞)ݑ௞ ൯,୫̅ݒ௠݀ܣ
௱஺+ ඵ ܪ൫ ෤݃⃗(௟) ∙ ݃⃗(௞)̅ݒ௞ ൯,୫̅ݒ௠݀ܣ
௱஺
−ඵ ܪ ෤݃⃗(௟) ∙ ݃⃗(௞) ቀܸᇱᇱౡ + ܶ୩ + W୩ + R୏ቁ
௱஺
݀ܣ 
(33) 
Applying Green’s theorem to the second term on the left hand side of Equation (29), the continuity 
equation becomes 
 
ඵ
߲H߲
ݐ
݀ܣ
௱஺
+ න ܯ௠݊௠݀ܮ
௅
= 0 
(34) 
 
where L is the contour line of the surface element of area ߂ܣ and ݊௠ is the m-th component of the 
covariant outward normal. 
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Equations (33) and (34) represent a new integral form of the FNBE expressed in a contravariant 
formulation in which Christoffel symbols are absent. These equations are accurate to O(μଶ, εଷμଶ) in 
dispersive terms (Wei at al [1995]) and conserve vertical vorticity with a leading-order error of O(μସ), in accordance with the formulation proposed by Chen et al [2006]. 
In the above mentioned equations the conserved variables are H and Ml, consequently the 
momentum balance equation differs from the one presented by Gallerano et al [2014] for the 
different expression of the convective terms. Furthermore, unlike the Gallerano et al [2014] model, 
in the continuity equation no dispersive term is present. This result make it possible to solve the 
continuity equation entirely by a high order shock capturing finite volume scheme. In this way in 
the numerical solution the errors due to the discretization of the dispersive term in the continuity 
equation are not introduced. The surface gradient term has been split in agreement with the line 
presented by Xing and Shu [2006], in order to solve this term by a finite volume technique and to 
obtain a "well balanced" numerical scheme. 
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1.4.  Numerical Scheme 
 
The discretization of the computational domain is based on a grid defined by the coordinate lines ξଵ 
and ξଶ and by the points of coordinates ߦଵ = ݅∆ߦଵ and ߦଶ = ݆∆ߦଶ, which represent the centre of the 
calculation cells; ݐ௡ is the time level of the known variables, while ݐ௡ାଵ is the time level of the 
unknown variables. A restrictive condition on the surface element of area ΔA is introduced: we 
consider the surface element bounded by four curves lying on the coordinate lines. Since ݀ܣ =
ඥ݃݀ߦଵ݀ߦଶ, we indicate with H෩ the average value of H over the surface element of area ΔA 
 
ܪ෩ = ଵ
௱஺
∬ Hඥ݃݀ߦଵ݀ߦଶ௱஺   (35) 
 
By dividing Equation (34) by ΔA and by using Equation (35), Equation (34) can be rewritten as 
 
డு෩
డ௧
= − ଵ
௱஺
෍ ൤ධ ܯஜඥ݃݀ߦఔ
௱కಔశ
− ධ ܯஜඥ݃݀ߦఔ
௱కಔష
൨
ଶ
ஜୀଵ
 (36) 
 
Where	߂ߦஜା and ߂ߦஜିrepresents the segments of the contour line on which ߦஜ is constant, and 
which are located at the largest and smallest value of ߦஜ ,	respectively. 
We indicate by ܦ෩௟ the averaged value of ܦ௟over the surface element of area ΔA, defined as 
 
ܦ෩௟ = ଵ
௱஺
∬ D୪ඥ݃݀ߦଵ݀ߦଶ௱஺   (37) 
 
By dividing Equation (33) by ΔA and by using Equation (37), Equation (33) can be rewritten as 
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߲ܦ෩௟
߲ݐ
= 1
߂ܣ
⎩
⎪
⎨
⎪
⎧
−ා቎඲ ቆ ෤݃⃗(௟) ∙ ݃⃗(௞) ܯ௞ܯஜܪ + ෤݃⃗(௟) ∙ ݃⃗(ஜ)ܩܪ^ଶ2 ቇඥ݃݀ߦఔ
௱కಔశ
ଶ
ஜୀଵ
−඲ ቆ ෤݃⃗(௟) ∙ ݃⃗(௞) ܯ௞ܯஜܪ + ෤݃⃗(௟) ∙ ݃⃗(ஜ)ܩܪ^ଶ2 ቇඥ݃݀ߦఔ
௱కಔష
቏
+ ඵ ܩ(ߟ − ߟ௖) ෤݃⃗(௟) ∙ ݃⃗(௞)݃௞௠ℎ,௠ඥ݃݀ߦଵ݀ߦଶ
௱஺
+ ܩߟ௖෎ቈන ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎඥ݃݀ߦఔ
௱కಔశ
− න ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎඥ݃݀ߦఔ
௱కಔష
቉
ଶ
ஜୀଵ
+ G2 ෎ቈන ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ^ଶඥ݃݀ߦఔ௱కಔశ − න ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ^ଶඥ݃݀ߦఔ௱కಔష ቉
ଶ
ஜୀଵ
−ඵ ܪ ෤݃⃗(௟) ∙ ݃⃗(௞)ܸ′′௞݀ܣ
௱஺
−ඵ ܪ ෤݃⃗(௟) ∙ ݃⃗(௞)ܶ௞݀ܣ
௱஺
−ඵ ܪ ෤݃⃗(௟) ∙ ݃⃗(௞)ܹ௞݀ܣ
௱஺
−ඵ ܪ ෤݃⃗(௟) ∙ ݃⃗(௞)ܴ௞݀ܣ
௱஺
+ ඵ ෤݃⃗(௟) ∙ ݃⃗(௞) ߲ܪ߲ݐ (ܸ′௞ − ̅ݒ௞)݀ܣ௱஺+ ඵ ܪ൫ ෤݃⃗(௟) ∙ ݃⃗(௞)̅ݒ௞ ൯,୫ݑ௠݀ܣ
௱஺
+ ඵ ܪ൫ ෤݃⃗(௟) ∙ ݃⃗(௞)ݑ௞ ൯,୫̅ݒ௠݀ܣ
௱஺
+ ඵ ܪ൫ ෤݃⃗(௟) ∙ ݃⃗(௞)̅ݒ௞ ൯,୫̅ݒ௠݀ܣ
௱஺
⎭
⎪
⎬
⎪
⎫
 
(38) 
 
The numerical integration of Equations (36) and (38) is carried out by a high order Upwind-WENO 
scheme that uses a genuinely two-dimensional reconstruction procedure. We indicate by ࡸ(ܯଵ,ܯଶ) 
the right hand side of Equation (36). We denote by ࡰ(ܪ,ܯଵ,ܯଶ) the sum of the convective terms, 
the terms related to the gradient of the square of the total local depth and the source terms related to 
the bottom slope on the right hand side of Equation (38), while we indicate by ࡰ࡮(ܪ,ܯଵ,ܯଶ) the 
sum of the dispersive terms, the terms related to the approximation to the second order of the 
vertical vorticity and the terms related to the gradient of the vectors whose contravariant 
components are ݑ௟		and	̅ݒ௟ . 
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By integrating Equations (36) and (38) over the time interval [ݐ௡ , ݐ௡ାଵ], we get 
 
ܪ෩௜;௝(௡ାଵ) = ܪ෩௜;௝(௡) − ଵ௱஺ ∫ ࡸ(ܯଵ,ܯଶ)݀ݐ௧೙శభ௧೙  (39) 
 
ܦ෩௜;௝௟(௡ାଵ) = ܦ෩௜;௝௟(௡) − ଵ௱஺ ∫ [ࡰ(ܪ,ܯଵ,ܯଶ) + ࡰ࡮(ܪ,ܯଵ,ܯଶ)]݀ݐ௧೙శభ௧೙  (40) 
 
Equations (39) and (40) represent the advancing from ݐ௡ to ݐ௡ାଵ of the variables ܪ෩௜;௝ and ܦ෩௜;௝௟ . The 
state of the system is known at the centre of the calculation cells, and it is defined by the cell 
averaged values ܪ෩௜;௝ and ܦ෩௜;௝௟ . The time integration of Equations (39) and (40) is carried out by a 
third order accurate Strong Stability Preserving Runge-Kutta (SSPRK) method (Spiteri and Ruuth 
[2002]). The SSPRK method can be written in compact form as 
 
ܪ෩௜;௝(଴) = ܪ෩௜;௝(௡)		; 				ܦ෩௜;௝௟(଴) = ܦ෩௜;௝௟(௡) (41) 
 
ܪ෩௜;௝(௣) = ෍ ቄߗ௣௤ܪ௜ ,௝(௤) + ߂ݐ߮௣௤ൣࡸ൫ܯଵ(௤),ܯଶ(௤)൯൧ቅ௣ିଵ
௤ୀ଴
 (42) 
 
ܦ෩௜;௝௟(௣) = ෍ ቄߗ௣௤ܦ௜,௝௟(௣) + ߂ݐ߮௣௤ൣࡰ൫ܪ(௤),ܯଵ(௤),ܯଶ(௤)൯ + ࡰ࡮(ܪ(௣),ܯଵ(௣),ܯଶ(௣))൧ቅ௣ିଵ
௤ୀ଴
 (43) 
 
ܪ෩௜;௝(௡ାଵ) = ܪ෩௜;௝(ଷ)		; 				ܦ෩௜;௝௟(௡ାଵ) = ܦ෩௜;௝௟(ଷ) (44) 
 
where p = 1,2,3. See Spiteri and Ruuth [2002] for the value of the coefficients ߗ௣௤  and ߮௣௤ . The 
calculation of ࡸ(ܯଵ,ܯଶ), ࡰ(ܪ,ܯଵ,ܯଶ) and ࡰ࡮(ܪ,ܯଵ,ܯଶ) terms requires a numerical 
approximation of the spatial integrals on the right hand side of Equations (36) and (38). This 
approximation is achieved by a hybrid finite volume-finite difference scheme, in agreement with the 
strategy proposed by Erduran et al. [2005] and used by Tonelli and Petti [2012] and Shi et al. 
[2012]. 
By applying this method, once the auxiliary variable ܦ෩௟ value is known, we calculate the value of 
the original variable ݑ෤ ௟ at every Runge-Kutta step by solving the equation 
 
ܦ෩௟ = ܪ෩(ݑ෤ ௟ + ෨ܸ ᇱ௟) (45) 
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where ෨ܸ ᇱ௟ includes second derivatives of ݑ෤ ௟ with respect to ߦଵ and ߦଶand cross derivatives (see 
Equation (24)). The numerical approximation of the derivatives in the ෨ܸ ᇱ௟ term is carried out via a 
second order centred finite difference scheme. The velocity at elevation σ, averaged over the 
generic computational cell ܫ௜,௝, and indicated with ݑ෤௜;௝௟ ,	can be calculated by solving the system of 
Equation (45), in which the coefficient matrix is tridiagonal. Once the values of the ݑ෤௜;௝௟  are known, 
the ࡰ࡮(ܪ,ܯଵ,ܯଶ) term on the right hand side of Equation (38) is discretized by using a second 
order centred finite difference scheme at the cell centroids, as in Wei and Kirby [1995], Shi et al 
[2012]. Since ࡰ࡮(ܪ,ܯଵ,ܯଶ) needs to be updated using ܪ,ݑଵ,ݑଶ, ̅ݒଵ, ̅ݒଶ at the corresponding time 
step, an iteration is needed to achieve convergence, as suggested by Shi et al. [2012]. 
The right hand side of the continuity Equation (36), represented by the ࡸ(ܯଵ,ܯଶ) term, and the 
sum of the convective terms, of the terms related to the gradient of the square of the total local 
depth and the source term related to the bottom slope of the momentum balance Equation (38), 
represented by the ࡰ(ܪ,ܯଵ,ܯଶ) term, are discretized by a high order finite volume Upwind-
WENO scheme. Consequently, the entire continuity equation and the conservative part of the 
momentum balance equation are solved by a high order Shock-Capturing scheme. This numerical 
scheme is based on the following steps: 
 
- Starting from the averaged cell values, the point values of the unknown variables at the 
centre of the contour segments which define the cell faces are calculated by a genuinely 
two-dimensional UPWIND-WENO reconstruction procedure based on biquadratic 
polynomials. 
 
- The point values of the variables at the centre of the contour segments, are updated in time 
by the so-called exact solution of a local Riemann problem, with the initial data given by the 
pair of point values computed by two 2D-WENO reconstructions defined on the two 
adjacent cells. In accordance with the procedure proposed by Rossmanith et al. [2004], all 
Riemann problems are solved in a local orthonormal basis system. This orthonormalization 
makes it possible to solve the Riemann problems in a local Cartesian coordinate system, in 
which no geometric terms are present. 
 
- The spatial integrals that define the ࡸ(ܯଵ,ܯଶ) and ࡰ(ܪ,ܯଵ,ܯଶ) terms are numerically 
approximated by a high order quadrature rule, starting from the point values of the 
dependent variables computed at the previous step. 
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1.4.1. Genuinely 2D reconstructions 
 
The high-order finite volume Shock-Capturing scheme described in this thesis requires the 
calculation of the point values of the conserved variables H and Ml at cell faces. 
The reconstruction of the point values of H at the interface of computational cells is achieved by a 
surface gradient method proposed by Zhou et al [2001] and used by many authors in the context of 
high order shock capturing schemes (Shi et al [2012], Roeber et al [2012]). 
According to Zhou et al. [2001], reconstruction of the surface elevation η instead of the flow depth 
H reduces spurious oscillations over irregular bathymetry. This ensures satisfaction of the so-called 
C-property for a well-balanced finite volume scheme that can maintain quiescent conditions for a 
water body at rest (Vázquez-Cendón, [1999]). 
The choice of reconstructing the components of the conserved variable ܯሬሬ⃗ , instead of the component 
of the velocity (ݑଵ,ݑଶ), is consistent with the line implemented in literature in the context of the 
resolution of the depth averaged equations by a shock capturing scheme (Caleffi et al [2006], 
Caleffi and Valiani [2009], Xing and Shu [2011]). In fact as demonstrated by the above mentioned 
authors, the choice of using the surface gradient method and reconstructing the components of the 
conserved variable ܯሬሬ⃗ , makes it possible to carry out shock capturing numerical schemes with good 
steady state conservation properties. 
In this work a new genuinely two-dimensional WENO reconstruction procedure for the conserved 
variables H and Ml on the cells faces is described. 
By following the line defined by Levy et al. [2002] in the context of 2D Central WENO schemes, 
the proposed procedure takes simultaneously into account all the computing cells included in the 
two-dimensional stencil in order to obtain a genuinely 2D interpolating function, defined by a 
convex combination of biquadratic polynomials. 
The WENO reconstructions of the point values of the contravariant components of the vector ܯሬሬ⃗  
may be affected by the spatial variability of the metric terms. As results from the third relation in 
(4), the contravariant components ܾ௟ of the generic vector ሬܾ⃗ , represent the vector components with 
respect to the basis defined by the covariant base vectors ݃⃗(௟), which vary in direction and 
magnitude over space; therefore the contravariant components ܯ௟ and their WENO reconstructions 
depend on the variability over space of the base vectors. In order to eliminate the dependence of the 
WENO reconstructions of the components of the vector ܯሬሬ⃗  on the variability over space of the base 
vectors, we apply the WENO reconstruction procedure to components of the vector ܯሬሬ⃗  with respect 
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to a basis defined by a pair of constant unit vectors. Such pair of base vectors is defined by the unit 
vectors which are parallel to the covariant base vectors in the generic point P0 with coordinates (ߦ଴ଵ, ߦ଴ଶ). The above-mentioned unit base vectors are given by ෤݃⃗(௟)ඥ݃௟௟ (no sum on the repeated 
index l). 
In point P0,	the	components of the vector ܯሬሬ⃗  with respect to these unit base vectors are given by 
ܰ௟(ߦ଴ଵ, ߦ଴ଶ) = ܯ௟ඥ݃௟௟ (no sum on the repeated index l) and are named ‘physical contravariant 
components’ (Aris [1989]). The cell averaged physical contravariant components ෩ܰ௟൫ߦଵ , ߦଶ ൯, 
defined in the generic point P with coordinates ൫ߦଵ , ߦଶ ൯ different from P0, which are involved in the 
WENO reconstructions of ܰ௟(ߦ଴ଵ, ߦ଴ଶ) are given by 
 
෩ܰ௟൫ߦଵ , ߦଶ ൯ = ඥ݃௟௟ ෤݃⃗(௟) ∙ ෤݃⃗(௞)ܯ෩௞ (46) 
 
(no sum on the repeated index l). From the cell averaged values ܪ෩௜;௝ and ෩ܰ௜;௝௟ , defined on the cell 
ܫ௜;௝, the point values (at the centre of the segments defining the contours of the cell ܫ௜;௝) ܪ௜ା௣;௝ା௤  
and ௜ܰା௣;௝ା௤௟  (with ݌ = − ଵଶ , ଵଶ and ݍ = − ଵଶ , ଵଶ) are reconstructed. In the following, only the 
reconstruction of the point values ܰ௟  is shown. The reconstruction of the point values 
௜ܰି
భ
మ
;௝௟  and 
௜ܰା
భ
మ
;௝௟  is performed starting from the cell averages ෩ܰ௜;௝௟ . 
Such reconstruction is carried out in each cell ܫ௜;௝ by constructing a biquadratic polynomial 
ܴ௜;௝൫ߦଵ , ߦଶ ൯, which is a convex combination of nine biquadratic polynomials ௜ܲା௣;௝ା௤൫ߦଵ , ߦଶ ൯ 
(with ݌ = −1,0,1 e ݍ = −1,0,1) centered in cells adjacent to ܫ௜;௝ 
 
ܴ௜;௝൫ߦଵ , ߦଶ ൯ = ෍ ௜߱,௝௟,௞ ௜ܲା௟;௝ା௞൫ߦଵ , ߦଶ ൯ଵ
௟,௞ୀିଵ  (47) 
 
The nine biquadratic polynomials ௜ܲା௣;௝ା௤൫ߦଵ , ߦଶ ൯ are given by 
 
௜ܲା௣,௝ା௤(ߦଵߦଶ)= ܾ଴ + ܾଵ(ߦଵ − ߦ௜ଵ) + ܾଶ(ߦଶ − ߦ௜ଶ) + ܾଷ(ߦଵ − ߦ௜ଵ)(ߦଶ − ߦ௜ଶ) + ܾସ(ߦଵ − ߦ௜ଵ)^ଶ+ ܾହ(ߦଶ − ߦ௜ଶ)^ଶ + ܾ଺(ߦଵ − ߦ௜ଵ)^ଶ(ߦଶ − ߦ௜ଶ) + ܾ଻(ߦଵ − ߦ௜ଵ)(ߦଶ − ߦ௜ଶ)^ଶ+ ଼ܾ(ߦଵ − ߦ௜ଵ)^ଶ(ߦଶ − ߦ௜ଶ)^ଶ 
 (48) 
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where, the indexes of coefficients ܾ௠ (m = 0, .., 8) are omitted. 
The weights ௜߱,௝௟,௞ used in Equation (47) are calculated by using a non-linear algorithm that satisfy 
the stability requirement ௜߱,௝௟,௞ ≥ 0, and the conservation requirement ෍ ௜߱,௝௟,௞ଵ
௟,௞ୀିଵ = 1; with l,k=-
1,0,1, in which l is associated to the ߦଵ coordinate, while k is associated to the ߦଶ  coordinate. The 
௜߱,௝௟,௞  values are a function of linear weights and indexes of smoothness. 
The indexes of smoothness are calculated by using a suitable function of the norms of polynomial 
derivatives on the cell ܫ௜;௝; the linear weights are chosen in order to maximize the accuracy in 
regions where the solution is smooth, as suggested by Levy et al [2002]. 
In curvilinear coordinates, the weights calculated in the WENO reconstruction procedure may be 
affected by the Jacobian term spatial variation. Consequently, as suggested by Nonomura et al. 
[2010], in order to not include these terms in the WENO reconstruction, the cell averaged value of 
the variable ௜ܰ;௝௠ is approximated by 
 
෩ܰ
௜ା௣ା௟;௝ା௤ା௞௠ = ଵ∆ஞభ∆ஞమ ∫ஞ౟భା∆ಖభమ ା(୪ା୮)∆ஞభஞ౟భି∆ಖభమ ା(୪ା୮)∆ஞభ ධ ௜ܰା௣ା௟;௝ା௤ା௞௠ ൫ߦଵ , ߦଶ ൯ஞ౟మା∆ಖమమ ା(୩ା୯)∆ஞమஞ౟మି∆ಖమమ ା(୩ା୯)∆ஞమ dξଵdξଶ (49) 
 
By imposing the following relationship 
 1
∆ξଵ∆ξଶ
න
ஞ౟
భା
∆ஞభ
ଶ ା(୪ା୮)∆ஞభ
ஞ౟
భି
∆ஞభ
ଶ ା(୪ା୮)∆ஞభ න ௜ܰା௣ା௟;௝ା௤ା௞௠ ൫ߦଵ , ߦଶ ൯ஞ౟మା
∆ஞమ
ଶ ା(୩ା୯)∆ஞమ
ஞ౟
మି
∆ஞమ
ଶ ା(୩ା୯)∆ஞమ dξଵdξଶ
= 1
∆ξଵ∆ξଶ
න
ஞ౟
భା
∆ஞభ
ଶ ା(୪ା୮)∆ஞభ
ஞ౟
భି
∆ஞభ
ଶ ା(୪ା୮)∆ஞభ න ௜ܲା௣ା௟;௝ା௤ା௞൫ߦଵ , ߦଶ ൯ஞ౟మା
∆ஞమ
ଶ ା(୩ା୯)∆ஞమ
ஞ౟
మି
∆ஞమ
ଶ ା(୩ା୯)∆ஞమ dξଵdξଶ 
 (50) 
 
Equation (49) becomes 
 
෩ܰ
௜ା௣ା௟;௝ା௤ା௞௠ = ଵ∆ஞభ∆ஞమ ∫క೔భା∆഍భమ ା(௟ା௣)∆కభక೔భି∆഍భమ ା(௟ା௣)∆కభ ධ ௜ܲା௣ା௟;௝ା௤ା௞൫ߦଵ , ߦଶ ൯క೔మା∆഍మమ ା(௞ା௤)∆కమక೔మି∆഍మమ ା(௞ା௤)∆కమ ݀ߦଵ݀ߦଶ (51) 
 
By introducing the analytical solution of the integral into Equation (51), 9 independent systems are 
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obtained (݌ = −1,0,1 and ݍ = −1,0,1), each of which is formed by nine linear equations (݈ =
−1,0,1 and ݇ = −1,0,1) which make it possible to compute the nine ܾ௠ coefficients of each 
polynomial. Once these coefficients and the indexes of smoothness are computed, ܴ௜;௝൫ߦଵ , ߦଶ ൯ is 
calculated, from which the ܰ௟ values in the centre of each cell face are obtained 
 
௜ܰି
భ
మ
;௝௟ = ܴ୧;୨ ൬ߦ௜ିభ
మ
ଵ , ߦ୨ଶ൰			 ; 					 ௜ܰ;௝ିభ
మ
௟ = ܴ୧;୨ ൬ߦ௜ଵ, ߦ୨ିభ
మ
ଶ ൰ (52) 
 
௜ܰା
భ
మ
;௝௟ = ܴ௜;௝ ൬ߦ௜ାభ
మ
ଵ , ߦ୨ଶ൰			 ; 					 ௜ܰ;௝ାభ
మ
௟ = ܴ௜;௝ ൬ߦ௜ଵ, ߦ୨ାభ
మ
ଶ ൰ (53) 
 
1.4.2.  Wetting drying scheme 
 
In numerical integration of NSWE a particular treatment of the wet and dry front in the swash zone, 
to model a moving shoreline, is required (Shi et al [2012]). In order to simulate the up rush and the 
backwash dynamics of the wet and dry front in the swash zone, the following original procedure is 
proposed. 
Subsequently the procedure of the up rush and the backwash dynamics of the wet and dry front is 
exposed referenced to a shoreline which is parallel to the curvilinear coordinate line 2 . At the 
centre of the segments which separate the dry cell Ii;j  from the wet cell Ii-1;j, point values of the 
unknown variables are reconstructed, by means of an asymmetric WENO reconstruction defined on 
the wet cell. For example, at the centre of the segment which is the interface between dry cell Ii;j 
and wet cell Ii-1;j, WENO reconstructions defined on the Ii-1;j cells lead to the evaluation of the 
variables ܪ
௜ି
భ
మ
;௝(௡)ି, ܯ௜ିభ
మ
;௝௟(௡)ି. The advancing in time of the aforementioned variables is carried out by 
means of the exact solution of an apposite Riemann problem, with initial data given by the pair of 
point-values computed by the WENO reconstruction. It must be noted that the point values of the 
unknown variables ܪ
௜ି
భ
మ
;௝(௡)ା and ܯ௜ିభ
మ
;௝௟(௡)ା are equal to zero because they belong to the dry cell Ii;j.  
Generally speaking, the Riemann problem in a curvilinear coordinate system is more difficult to 
solve than the Riemann problem for the same set of hyperbolic equations in an orthonormal frame. 
We solve all Riemann problems in a locally valid orthonormal basis. 
Now we define the normal and tangential to the coordinate line ߦଶ depth-averaged velocity 
components as ߩଵ(௡) and ߬௟(௡), respectively. As ݃⃗(ଵ)/ඥ݃ଵଵ and ݃⃗(ଶ)/ඥ݃ଶଶ are the unit vectors 
35 
 
which are normal and tangential, respectively, to the coordinate line ߦଶ and recalling relation (4), 
the following transformation relations are obtained 
 
ߩଵ(௡) = ெభ(೙)
ுඥ௚భభ
		           (54) 
 
߬ଵ(௡) = ெభ(೙)
ு
௚భమ
√௚మమ
+ ெమ(೙)
ு
ඥ݃ଶଶ          (55) 
 
For example, in the point of coordinates (ߦ
௜ି
భ
మ
ଵ ; ߦ௝ଶ) belonging to the segment that lies on coordinate 
line ߦଶ, which is the interface of cells Ii-1;j and Ii;j, the WENO reconstructions lead to the definition 
of the point values of dependent variables ܪ
௜ି
భ
మ
;௝(௡)ି, ߩ௜ିభ
మ
;௝ଵ(௡)ି and ߬௜ିభ
మ
;௝ଵ(௡)ି. Let ௜ܵିభ
మ
;௝(௡ାଵ)∗ be the propagation 
velocity of the wet and dry front at the advanced time level tn+1. Let ܪ
௜ି
భ
మ
;௝(௡ାଵ)∗, ߩ௜ିభ
మ
;௝(௡ାଵ)∗, and ߬௜ିభ
మ
;௝(௡ାଵ)∗ be 
the solution of the wet and dry Riemann problem defined by the hyperbolic homogenous system of 
the Shallow Water Equations, written in the locally valid orthonormal basis. The exact solution of 
this Riemann problem on the interface common to the wet cell Ii-1;j  and to the dry cell Ii;j, gives 
 
ܪ
௜ି
భ
మ
;௝(௡ାଵ)∗ = ଵீ ൭ଵଷ ቆߩ௜ିభ
మ
;௝ଵ(௡)ି + 2 ൬ܩܪ௜ିభ
మ
;௝(௡)ି൰ଵ/ଶቇ൱
ଵ/ଶ
       (56) 
 
ߩ
௜ି
భ
మ
;௝(௡ାଵ)∗ = ଵଷ ቆߩ௜ିభ
మ
;௝ଵ(௡)ି + 2 ൬ܩܪ௜ିభ
మ
;௝(௡)ି൰ଵ/ଶቇ        (57) 
 
߬
௜ି
భ
మ
;௝(௡ାଵ)∗ = ߬௜ିభ
మ
;௝ଵ(௡)ି           (58) 
 
௜ܵି
భ
మ
;௝(௡ାଵ)∗ = ߩ௜ିభ
మ
;௝ଵ(௡)ି + 2 ൬ܩܪ௜ିభ
మ
;௝(௡)ି൰ଵ/ଶ         (59) 
 
Let ܾ݀ݔ
௜ି
భ
మ
;௝(௡ାଵ) be the distance of the wet and dry front from the interface common to the wet cell Ii-1;j  
and to the dry cell Ii;j  . Such distance is given by 
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ܾ݀ݔ
௜ି
భ
మ
;௝(௡ାଵ) = ܾ݀ݔ௜ିభ
మ
;௝(௡) + ቆߩ௜ିభ
మ
;௝ଵ(௡)ି + 2 ൬ܩܪ௜ିభ
మ
;௝(௡)ି൰ଵ/ଶቇ ∙ ∆݊       (60) 
 
Where Δn is the time step. Subsequently, by operating an inverse transformation of the reference 
system, the solution of the Riemann problem in contravariant components is evaluated.
 
 
 
1.5. Metric Identities 
 
In the numerical integration of FNBE in contravariant formulation, errors related to the difficulty of 
numerically satisfying metric identities on generalized curvilinear grids may produce spurious 
oscillations in the numerical solution and errors that can be of the same order of magnitude of 
dispersive terms of the motion equations and which can compromise the capacity of the numerical 
scheme to preserve the shape of a wave that propagates on a flat bottom. Moreover, the failure to 
numerically satisfy the metric identities affects the ability of the numerical scheme to preserve a 
still water state on a non-uniform bed. 
The metric identities express, either in integral or differential form, the geometric requirement 
according to which each cell of the computational domain must be closed (Vinokur [1989]). This 
geometric requirement is expressed by the following relationship 
 
∮ ሬ݊⃗௅ ݀ܮ = 0 (61) 
 
where L is the contour line of the calculation cell, and ሬ݊⃗  the vector which is normal to the contour 
line. In a generalized curvilinear coordinate system Equation (61) results in the following metric 
identity in integral form as 
 
 
෎ ቈන ݃⃗(ஜ)ඥ݃݀ߦఔ − ධ ݃⃗(ஜ)ඥ݃݀ߦఔ
௱కಔష
௱కಔశ
቉
ଶ
ஜୀଵ
= 0 (62) 
 
In which (µ,ν) are cyclic. 
By dividing Equation (62) by the area of the calculation cell, ߂ܣ = ∬ඥ݃݀ߦଵ݀ߦଶ, and by applying 
the limit as ΔA tends to zero, the metric identity in differential form is obtained 
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డ௚ሬ⃗ (ಔ)√௚
డకಔ
= 0 (63) 
 
It is possible to demonstrate that the left hand side of the metric identity (63) is implicitly contained 
in the sum of the integrals on the right hand side of the continuity Equation (36) and in each of the 
sums of the simple integrals on the right hand side of the balance momentum Equation (38). In fact 
the sum of the integrals on the right hand side of Equation (36), can be expressed in the following 
form 
 
ଵ
௱஺
෍ ൤ධ ܯஜඥ݃݀ߦఔ
௱కಔశ
− ධ ܯஜඥ݃݀ߦఔ
௱కಔష
൨
ଶ
ஜୀଵ
= ଵ
௱஺
∬
డ
డஞಔ
ൣMஜඥ݃൧݀ߦଵ݀ߦଶ௱஺  (64) 
 
Using ܯஜ = ܯሬሬ⃗ ∙ gሬ⃗ (ஜ), the second member of Equation (64), can be written as 
 
ଵ
௱஺
∬
డ
డஞಔ
ൣMஜඥ݃൧݀ߦଵ݀ߦଶ௱஺ = ଵ௱஺∬ ඥ݃gሬ⃗ (ஜ) ∙ డெሬሬ⃗డஞಔ ݀ߦଵ݀ߦଶ௱஺ + ଵ௱஺∬ ܯሬሬ⃗ ∙ డ୥ሬ⃗ (ಔ)√௚డஞಔ ݀ߦଵ݀ߦଶ௱஺  (65) 
 
The second integral on the right hand side of Equation (65) is equal to zero, because of the metric 
identity (63). Equations (64) and (65) show how the metric identity is implicitly involved in the 
continuity Equation (36). Consequently, the errors due to the numerical approximation of the metric 
terms in the discretization of the left hand side of Equation (64) prevent the satisfaction of the 
metric identity (63). 
By using an analogous procedure it is possible to show that the left hand side of the metric identity 
(63) is implicitly contained in each of the sums of the simple integrals on the right hand side of the 
balance momentum Equation (38). In fact, the sum of the convective terms and the terms related to 
the gradient of the square of the total local depth on the right hand side of Equation (38) can be 
expressed in the form 
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1
߂ܣ
ා቎඲ ቆ ෤݃⃗(௟) ∙ ݃⃗(௞) ܯ௞ܯஜܪ + ෤݃⃗(௟) ∙ ݃⃗(ஜ)ܩܪ^ଶ2 ቇඥ݃݀ߦఔ
௱కಔశ
ଶ
ஜୀଵ
−඲ ቆ ෤݃⃗(௟) ∙ ݃⃗(௞) ܯ௞ܯஜܪ + ෤݃⃗(௟) ∙ ݃⃗(ஜ)ܩܪ^ଶ2 ቇඥ݃݀ߦఔ
௱కಔష
቏
= 1
߂ܣ
ඵ
߲
߲ξஜ
ቈቆ ෤݃⃗(௟) ∙ ݃⃗(௞) ܯ௞ܯஜܪ + ෤݃⃗(௟) ∙ ݃⃗(ஜ)ܩܪ^ଶ2 ቇඥ݃቉݀ߦଵ݀ߦଶ௱஺  
 (66) 
 
Recalling the expression ܯஜ = ܯሬሬ⃗ ∙ gሬ⃗ (ஜ), the right hand side of Equation (66) can be rewritten as 
 1
߂ܣ
ඵ
߲
߲ξஜ
ቈቆ ෤݃⃗(௟) ∙ ݃⃗(௞) ܯ௞ܯஜܪ + ෤݃⃗(௟) ∙ ݃⃗(ஜ)ܩܪ^ଶ2 ቇඥ݃቉݀ߦଵ݀ߦଶ௱஺= 1
߂ܣ
ඵ ඥ݃gሬ⃗ (ஜ) ∙ ߲
߲ξஜ
ቈቆ ෤݃⃗(௟) ∙ ݃⃗(௞) Mሬሬሬ⃗ ܯ௞ܪ + ෤݃⃗(௟)ܩ ܪ^ଶ2 ቇ቉݀ߦଵ݀ߦଶ௱஺+ 1
߂ܣ
ඵ ቈቆ ෤݃⃗(௟) ∙ ݃⃗(௞) Mሬሬሬ⃗ ܯ௞ܪ + ෤݃⃗(௟)ܩ ܪ^ଶ2 ቇ቉ ∙ ߲gሬ⃗ (ஜ)ඥ߲݃ξஜ ݀ߦଵ݀ߦଶ௱஺  
(67) 
 
By repeating the same procedure for the source term of Equation (38) relative to the bottom slope, 
this term can be rewritten as 
 
ܩߟ௖
1
߂ܣ
෎ቈන ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎඥ݃݀ߦఔ
௱కಔశ
− න ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎඥ݃݀ߦఔ
௱కಔష
቉
ଶ
ஜୀଵ
+ G2 1߂ܣ෎ቈන ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ^ଶඥ݃݀ߦఔ௱కಔశ − න ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ^ଶඥ݃݀ߦఔ௱కಔష ቉
ଶ
ஜୀଵ= 1
߂ܣ
ඵ
߲
߲ξஜ
൤൬ܩߟ௖ ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ + G2 ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ^ଶ൰ඥ݃൨݀ߦଵ݀ߦଶ௱஺  
(68) 
 
in which the right hand side of Equation (68) can be written as 
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 1
߂ܣ
ඵ
߲
߲ξஜ
൤൬ܩߟ௖ ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ + G2 ෤݃⃗(௟) ∙ ݃⃗(ஜ)ℎ^ଶ൰ඥ݃൨݀ߦଵ݀ߦଶ௱஺= 1
߂ܣ
ඵ ඥ݃gሬ⃗ (ஜ) ∙ ߲
߲ξஜ
൬ܩߟ௖ ෤݃⃗(௟)ℎ + G2 ෤݃⃗(௟)ℎ^ଶ൰ ݀ߦଵ݀ߦଶ௱஺+ 1
߂ܣ
ඵ ൤ܩߟ௖ ෤݃⃗(௟)ℎ + G2 ෤݃⃗(௟)ℎ^ଶ൨ ∙ ߲gሬ⃗ (ஜ)ඥ߲݃ξஜ ݀ߦଵ݀ߦଶ௱஺  
(69) 
 
The second integral of the right hand side of Equation (69) and the second integral placed on the 
right hand side of Equation (67) are equal to zero, because of the metric identity (63). 
Thus, Equations (67) and (69) show how the metric identity (63) is implicitly involved in the 
momentum balance Equation (38). The errors due to the numerical approximation of the metric 
terms in the discretization of the left hand side of Equations (67) and (69) prevent the satisfaction of 
the metric identity (63). 
In the case of the numerical simulation of still water on a non-uniform bottom, the errors due to the 
failure to numerically satisfy the metric identities is evident: in these conditions, the free surface 
elevation with respect to the still water level is constant over the calculation cell (ߟ = ߟ௖) and the 
sum of the terms on the right hand side of Equations (67) and (69) becomes 
 1
߂ܣ
ඵ ෤݃⃗(௟) ∙ gሬ⃗ (ஜ)ඥ݃ ߲
߲ξஜ
ቈቆ−݃⃗(௞) ∙ Mሬሬሬ⃗ ܯ௞ܪ − ܩܪ^ଶ2 + ܩߟℎ + ܩ ℎ^ଶ2 ቇ቉݀ߦଵ݀ߦଶ௱஺+ 1
߂ܣ
ඵ ቈቆ−݃⃗(௞) ∙ Mሬሬሬ⃗ ܯ௞ܪ − ܩܪ^ଶ2 + ܩߟℎ + ܩ ℎ^ଶ2 ቇ቉ ෤݃⃗(௟) ∙ ߲gሬ⃗ (ஜ)ඥ߲݃ξஜ ݀ߦଵ݀ߦଶ௱஺= 1
߂ܣ
ඵ ቈቆ−
ߟ^ଶ2 ቇ቉G ෤݃⃗(௟) ∙ ߲gሬ⃗ (ஜ)ඥ߲݃ξஜ ݀ߦଵ݀ߦଶ௱஺+ 1
߂ܣ
ඵ G ෤݃⃗(௟) ∙ gሬ⃗ (ஜ)ඥ݃ ߲
߲ξஜ
ቆ−
ߟ^ଶ2 ቇ݀ߦଵ݀ߦଶ௱஺  
(70) 
 
where the second integral on the right hand side of Equation (70) is equal to zero, because ߟ^ଶ is 
constant, while the first integral on the right hand side of Equation (70) is not equal to zero and 
represents a spurious source term in the momentum balance Equation (38). As a consequence the 
still water condition is not preserved. 
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In this thesis, in order to correct the effects produced by the spurious source terms due to the 
difficulty of numerically satisfying the metric identities, the approximation of the terms 
 
ெ෩ሬሬ⃗
௱஺
∙෍ ൤ධ ݃⃗(ஜ)ඥ݃݀ߦఔ
௱కಔశ
− ධ ݃⃗(ஜ)ඥ݃݀ߦఔ
௱కಔష
൨
ଶ
ஜୀଵ
 (71) 
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ಹ෩
ାீ
ಹ෩^మ
మ
ቇ
௱஺
∙෍ ൤ධ ݃⃗(ஜ)ඥ݃݀ߦఔ
௱కಔశ
− ධ ݃⃗(ஜ)ඥ݃݀ߦఔ
௱కಔష
൨
ଶ
ஜୀଵ
 (72) 
 
ቂீఎ೎௛෩ା
ృ
మ
௛෩^మቃ
௱஺
෤݃⃗(௟) ∙෍ ൤ධ ݃⃗(ஜ)ඥ݃݀ߦఔ
௱కಔశ
− ධ ݃⃗(ஜ)ඥ݃݀ߦఔ
௱కಔష
൨
ଶ
ஜୀଵ
 (73) 
 
(where in ܯ෩ሬሬ⃗ , ℎ෨  and ܪ෩ are averaged values over the cell of area ΔA of the quantities ܯሬሬ⃗ , h and H 
respectively) is introduced into the motion equations. In particular, term (71) is subtracted from the 
right hand side of Equation (36), while terms (72) and (73) are subtracted from the right hand side 
of Equation (38). The numerical approximation of these terms is carried out by using the same 
weights as used in the WENO reconstruction of the terms on the left hand side of Equations (36) 
and (38), respectively. In this way we eliminate the errors produced by the difficulty of exactly 
satisfying the metric identities. 
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1.6.  Results  
 
1.6.1.  The dam-break problem on a dry bed 
In the typical dam-break problem a septum divides two regions: at the left of the septum still water 
of initial depth h0 is present, while at the right of the septum the region is dry (Stoker [1957]). The 
evolution of this initial condition upon removal of the septum, and so the suddenly release of the 
mound of water, is represented. 
In this section the dam-break test is used to validate the adherence to the analytical solution of the 
solution obtained with the use of the model for the simulation of the wet and dry problem. In the 
case in which a septum divides the wet and dry conditions and is suddenly removed at the time t=0, 
we have the typical Ritter solution (Stoker [1957]) here shown in dimensionless form: 
 
݀∗ = ଵ
ଽ
ቀ2 − ௫∗
௧∗
ቁ
ଶ
           (74) 
 
ݑ∗ = ଶ
ଷ
ቀ
௫∗
௧∗
+ 1ቁ           (75) 
 
Where ݔ∗ = ݔ/ݔ௕ and ݐ∗ = ݐ/ݐ௕ , in which x is the coordinate, xb is the basin length, t is the time 
and tb is the duration of the simulation. The analytical solution for h0= 1 is represented by solid line 
in Figure 1 at different dimensionless time t*=0.006; 0.07; 0.12; 0.2: Figure 1a  shows the water 
depth and Figure 1b shows the velocity. 
 
 
Figure 1 - The dam break problem on a dry bed. a) Water depth. b) Velocity at different 
dimensionless time t*=0.006,0.07,0.12,0.2. Comparison between numerical results (points) 
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obtained by the proposed Boussinesq model and analytical solution (solid line). 
 
In the same Figure 1, the points indicate the numerical results obtained by using the proposed wet 
and dry model. It is possible to see how the numerical results are in very good agreement with the 
analytical solution.  
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1.6.2.  Solitary wave run-up on a conical island 
In  this section we simulate the run-up of a solitary wave onto a conical Island. To this aim we 
numerically reproduce a laboratory test of Liu et al [1995]. A definition sketch for the 
computational domain used for the simulation is shown in Figure 2. The outer circle shows the base 
of the island, which is centred at (x,y)=(13, 15) m and has a radius R=3.6 m; the middle dashed 
circle represents the initial still water shoreline (radius R=2.32 m);  the inner circle represents the 
island top (radius R=1.1 m); the island height is 0.625 m.  
 
 
Figure 2 - Run-up of a solitary wave on a conical island. Schematic plot of the computational 
domain. a) Plane view. Outer circle: base of the island. Middle dashed circle: initial still water 
shoreline. Inner circle: island top. The dots represent measurement locations at 6: (x,y)=(9.4,15) m; 
9: (10.4,15) m; 16: (13,12.42) m; 22: (15.6, 15) m. b) Cross section of the computational domain 
along the centreline (y=15 m). Dotted line: initial still water level. 
 
As initial condition a rightward propagating solitary wave is imposed to the left boundary of the 
domain, on an otherwise calm free surface. The following expressions (Nikolos and Delis [2009]) 
are used for the free surface elevation ߟ and the depth averaged velocity component u in the x 
direction:  
 
ߟ(ݐ) = ܣݏ݁ܿℎଶ ቈට ଷ஺
ସ௛య
ܥ(ݐ − ܶ)቉  (76) 
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ݑ(ݐ) = ஼ఎ(௧)
௛ାఎ(௧)  (77) 
 
in which h is the still water depth, A is the amplitude of the incident wave, T is the time at which the 
wave crest enters the domain and ܥ = ඥ݃(ℎ + ܣ) is the wave celerity. In this paragraph the test 
case C of Liu et al (1995) is reproduced: h=0.32 m, A=0.064 m and T=2.45 s. The spatial 
discretization step is Δx=Δy=0.01 m, the time discretization step is Δt=0.005 s.  
In Figure 3 the comparison between the maximum computed run-up around the island and that 
measured by Liu et al (1995) is shown. The computed values of the maximum run-up around the 
island are in good agreement with the experimental data. It can be noted that the run-up on the back 
side of the island, caused by the collision of edge waves circling the island from both sides, is well 
simulated by the present model.  
In Figure 4 snapshots of the computed free surface elevation at four different instants of the 
simulation are shown. Figure 4.a shows how the wave front hits the forepart of the island. From 
Figure 4.a-b it is possible to observe the reflection and the diffraction phenomena around the island; 
Figure 4.d shows the runup on the backside of the island. 
 
Figure 3 - Run-up of a solitary wave on a conical island. Maximum run-up around the conical 
island. Circles: measured data. Line: computed values. 
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Figure 4 - Run-up of a solitary wave on a conical island. Snapshots of the computed free surface 
elevation at time t = 7.2 s (a), t = 9.7 s (b), t = 11.0 s (c), t = 12.2 s (d). 
 
In Figure 5 the computed and measured time series from the measurement locations depicted in 
Figure 2 are shown. These four measurement locations have been chosen in order to represent the 
free surface elevation to the front, side, and rear of the island. From the comparison between the 
computed and measured values it can be seen that the proposed model is able to simulate the run-up 
at each measurement location around the island. Some secondary oscillation of the free surface 
elevation that has been observed during the laboratory experiments are slightly underestimated in 
the numerical simulation. 
 
 
Figure 5 - Run-up of a solitary wave on a conical island. Time series from the measurement 
locations depicted in Figure 8: (a) 6, (b) 9, (c) 16, (d) 22. Full line: computed values. Dashed line: 
experimental data. 
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In Figure 6 a sequences of images that represent the evolution of a solitary wave on a conical island 
is shown. Figure 6.A shows the simulation of the wave run-up on the forepart of the island. In the 
further frames (Figure 6.B-C) is possible to observe the perfect reproduction of the diffraction 
phenomena and, as a consequence, the wave run-up on the lateral beaches. The last frame (Figure 
6.D) shows that in the back side of the island the surface elevation caused by the collision of  the 
two waves front is maximum.  
 
 
Figure 6 : Run-up  of  a  solitary  wave  on  a  conical  island.   Surface  elevation  
contour levels at time (A) t = 7.2 s, (B) t = 9.7 s, (C) t = 11.0 s, (D) t = 12.2 s. 
 
The good agreement between the computed and observed values of the free surface elevation shows 
the ability of the proposed model to adequately simulate the large run-up heights produced by a 
tsunami wave on the lee side of small islands.  
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1.6.3.  Longshore current simulation 
In order to evaluate the ability of the proposed model to adequately represent the propagation of a 
wave train, wave breaking and wave induced longshore currents, we chose the case 4 in Visser’s 
[1991] experiments. In the chosen case the physical model consists of a reservoir measuring 34 m x 
16.6m. The slope of the smooth concrete beach is 1:20, which starts from an offshore water depth of 
35 cm. The obliquely incident wave train has an amplitude of 7.8 cm, a period of T=1.02 s (µ=0.26 
and ε=0.11) and an angle of incident of 15.4 ° in the offshore depth.  
Visser's [1991] test case has the purpose of approximating a longshore current flow generated by a 
uniform wave field on a straight infinitely long and uniform beach. The above mentioned wave field 
has periodicity conditions in the coastline parallel direction: at each time step it is possible to notice 
that the same hydrodynamic conditions (free surface elevation and the value of the velocity 
component) are present at a certain distance. This distance is a function of the wave length and the 
angle of incidence between the wave front and the coastline parallel direction. In order to impose 
the above mentioned periodicity conditions, a computational domain with proper dimensions is 
chosen in the numerical simulation of this test case. To impose the periodic conditions on the 
southern and northern side, the width Ld of the computational domain (Figure 7a) is given by:  
 
ܮௗ = ܮ௪/ ݏ݅݊(ߠ) = 5.6݉ (78) 
 
Where L୵ represents the deep water wave length (about 1.34m) and θ is the angle of incidence 
between the line of the wave front and the coastline parallel direction and θ is equal to 15.4°.The 
length of the domain is equal to 12 m. The discretization of the computational domain is based on a 
grid defined by the coordinate Cartesian lines x and y and by the points of coordinates x = i∆x and y = j∆y (with i=1,..,N and j=1,...,M, in which N is the number of the calculation cells in the I 
direction, M is the number of the cells in the j direction) which represent the centre of the 
calculation cells. The computational grid resolution is ∆x=0.03m, ∆y=0.06m and with a 
discretization time step ∆t=0.0034 s. The computational domain is divided into 3 zones (Figure7.a): 
1) a generation zone (iୟ ≤ ݅ ≤ iୠ) in which wave motion is internally generated following the Wei 
et al [1999] procedure (a wave train headed to the coastline and a wave train headed in the opposite 
direction); 2) a sponge zone (1 ≤ ݅ < iୟ), placed on the western side of the computational domain, 
to absorb the wave motion energy directed towards the open sea and to avoid possible reflections on 
the western side of the computational domain; 3) a propagation zone (iୠ < ݅ ≤ ܰ), placed on the 
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eastern side of the generation zone, in which wave motion grows and propagates itself towards the 
coastline. In Figure 7.b the section (x-z) of the computational domain is shown. 
 
 
Figure 7 - Longshore current simulation test. Plan view (a) and section (b) of computational 
domain.  
On the northern and the southern side of the propagation zone and the sponge zone, periodic 
conditions are realized: at each time step the same hydrodynamic conditions (free surface elevation 
and the value of the velocity component) are achieved. In fact the outgoing wave from the northern 
side has the same hydrodynamic characteristics as the incoming wave from the southern side. That 
makes it possible to assign the periodic boundary conditions. In order to do that two ghost points 
are used for each lateral side of the computational domain. Two ghost cells are defined adjacent to 
the southern boundary (j=0 and j=-1) and adjacent to the northern boundary (j=M+1 and j=M+2). 
Let u୪(i, j), H(i, j) be the value of the horizontal velocity in the two coordinate directions (with 
l=x,y) and the free surface elevation into the cell I୧;୨. The periodic boundary conditions on the 
southern and northern side of the sponge zone and the propagation zone are given by: 
ݑ௟(݅, 0) = ݑ௟(݅,ܯ);   ݑ௟(݅,−1) = ݑ௟(݅,ܯ − 1);          (79) 
ݑ௟(݅,ܯ + 1) = ݑ௟(݅, 1);  ݑ௟(݅,ܯ + 2) = ݑ௟(݅, 2);       (80) 
ܪ(݅, 0) = ܪ(݅,ܯ);    ܪ(݅,−1) = ܪ(݅,ܯ − 1);          (81) 
 ܪ(݅,ܯ + 1) = ܪ(݅, 1);    ܪ(݅,ܯ + 2) = ܪ(݅, 2);         (82) 
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The application of the above mentioned conditions on the southern and northern side of the 
generation zone is incompatible with the internal generation. In fact the outgoing wave from the 
northern side of the generation zone does not have the same hydrodynamic characteristics as the 
outgoing wave from the southern side of the generation zone. In this zone there is an antisymmetric 
condition with respect to the two axes of symmetry (axis x' and axis y' in Figure 8): the outgoing 
wave from a southern boundary cell (marked by the letters A-B-C in Figure 8) has velocity values 
that are equal in module but opposite in direction with respect to the values of the outgoing wave 
from a northern boundary cell (marked by the same letters A'-B'-C' in Figure 8) placed in a 
symmetric position with respect to axis x' and axis y'). For this reason a particular boundary 
condition in the generation zone that uses the antisymmetry of the wave motion is applied. In fact in 
the point P'(iୠ-i*,j) (where 0 ≤ i∗ ≤ iୠ − iୟ) the velocity values are equal in module but opposite in 
direction with respect to the velocity values of the point P(iୟ+i*,M-j+1), while the values of the free 
surface elevation are the same. The antisymmetric boundary condition is implemented on the 
northern and southern side of the generation zone by using the following expressions: 
ݑ௟(݅௦, 0) = −ݑ௟(݅,ܯ − 1);   ݑ௟(݅௦,−1) = −ݑ௟(݅,ܯ);        (83) 
 ݑ௟(݅௦′,ܯ + 1) = −ݑ௟(݅, 2);   ݑ௟(݅௦′,ܯ + 2) = −ݑ௟(݅, 1);        (84) 
ܪ(݅௦, 0) = ܪ(݅,ܯ − 1);   ܪ(݅௦,−1) = ܪ(݅,ܯ);           (85) 
ܪ(݅௦′,ܯ + 1) = ܪ(݅, 2);   ܪ(݅௦′,ܯ + 2) = ܪ(݅, 1);        (86) 
where݅௦ = ݅௕ − ݅∗ + 1 and ݅௦′ = ݅௕ − ݅∗ − 1. 
 
Figure 8 - Longshore current simulation test. Generation zone of computational domain.  
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The above mentioned boundary conditions in the generation zone avoid the outgoing wave from the 
southern side entering toward the northern side and overlaying itself on the wave motion directed to 
the propagation zone and vice versa. Using periodic boundary conditions in the propagation zone 
and the sponge zone and using the antisymmetric condition in the generation zone allows the 
simulation of the wave motion without any reflections from the northern and the southern side and 
allows the correct simulation of the longshore current. 
Figure 9 shows the instantaneous wave field. It is possible to notice how the above mentioned 
boundary conditions does not produce spurious oscillations or nonphysical reflections. 
 
 
Figure 9 – Longshore current simulation test. A snapshot of the free surface elevation. 
 
In Figures 10-11.a the results obtained by the proposed model are compared with the experimental 
data. In these figures the average values over time of the wave height, the longshore current and the 
free surface elevation are shown. 
From the comparison between the experimental data and the simulation results, it is possible to see 
that the proposed model gives an adequate representation of wave transformation, shoaling and 
wave breaking. In Figures 10-11.a it is shown that the wave height, the wave setup and the 
longshore current obtained by the numerical simulation are in good agreement with the 
experimental data. Figure 11.b shows the nearshore currents induced by breaking, the incident angle 
of the wave front produces an uniform longshore currents and the nonzero value of setup cause a 
low value of cross-shore currents. 
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Figure 10 – Longshore current simulation test. A) wave height. B)longshore currents. 
Circles: experimental data. Continuous line: numerical results. 
 
 
Figure 11 – Longshore current simulation test. A) Wave setup 
Circles: experimental data. Continuous line: numerical results. B) Nearshore currents induced by 
breaking. 
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1.6.4. Nearshore currents induced by submerged breakwaters 
In this section, the ability of the proposed model is verified to represent the production of longshore 
and rip currents induced by the breaking of waves on a set of submerged bars and the interaction of 
these currents with the wave motion. The numerical results obtained with the proposed model are 
compared with measurements taken by Haller et al. [2002] who carried out laboratory experiments 
in a wave basin in order to study the coastal circulations induced by the propagation of 
monochromatic waves on a sloping planar beach on which a set of shore parallel submerged bars 
was located. 
The size of the basin was 17.2m x 18.2m. The bottom geometry consisted of a planar beach with a 
1:30 slope on which three submerged barriers with an approximately parabolic shape and spaced at 
1.82m were located. Figure 12  shows a plan view and a cross section of the wave basin. 
 
 
Figure 12 – Nearshore currents induced by submerged breakwaters.  
Plan view and section of wave basin used by Haller et al. [2002]. 
 
The test concerns the simulation of the propagation of a monochromatic wave of amplitude 
a=5.12cm and period T=1s (µ=0.45 and ε=0.073). In the numerical simulations the waves are 
internally generated and a wide absorbing layer is set behind the generation zone. Reflective 
conditions are set for the lateral boundaries. The simulation has been realized with the proposed 
model, in which the computational grid resolution is  Δx=0.025 m and Δy=0.05 m. The time step is 
0.005 s. 
The presence of the submerged bars results in the breaking of waves over them because of the 
reduced water depth; the gradients in the mean water elevation related to the breaking of the waves 
drive longshore currents into the area between the bars and the coastline and rip currents flowing 
offshore ward through the gaps. 
53 
 
Figure 13 shows a detailed view of the instantaneous free surface elevation at one of the gaps 
between the submerged bars. It can be noted that, at the gap location, the waves increase their 
height as a result of the interaction between the rip current flowing offshore ward and the waves 
propagating in the opposite direction. In the area between the bars and the coastline the wave 
motion is attenuated because of the wave energy dissipation related to the breaking of waves over 
the bars. 
 
Figure 13 – Nearshore currents induced by submerged breakwaters.  
Instantaneous elevation of free water level related to still water level. 
 
The time-average velocity field is shown in Figure 14: only one vector out of four is shown in the 
figure. The breaking of waves over the submerged bars and close to the shoreline results in a local 
increase of the mean water level. Different values of the breaking induced wave set-up cause 
gradients in mean water level elevation which produce two opposite vortexes in the area between 
the bars and the coastline. At the gaps between the bars, rip currents flowing offshore ward occur 
for continuity. 
 
 
Figure 14 – Nearshore currents induced by submerged breakwaters. Time averaged velocity fields.  
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Black vector: computed values. Red vector: experimental data. A vector out of four is represented. 
 
Figure 15 shows the comparison between the calculated and measured averaged wave heights along 
two cross-sections: one crossing the central bar at y=11.23 m (Sec. A in Figure 12) and one crossing 
the gap between the bars at y=13.68m (Sec. B in Figure 12). 
Referring to Figure 15a it can be seen that the presence of the bars, located between x=11.1m and 
x=12.3 m, induces the breaking of the waves on top of them. The numerical results are in good 
agreement with the experimental data both in the shoaling region previous to the breaking and in the 
area between the bars and the coastline. In this area the wave breaking ceases just shoreward of the 
bars as a result of the increased water depth; the waves, attenuated because of the energy dissipation 
related to the breaking of waves over the bars, continue their propagation toward the shore in the 
proximity of which they break again. 
Figure 15b shows the comparison between the time averaged wave heights calculated by the present 
model along the section crossing the gap between the bars (Sec. B in Figure 12). Along this section 
the breaking of the waves occurs as a result of the combined action of the reduced water depth and 
the rip current that, opposing the wave propagation, makes the waves steeper. The good agreement 
between the calculated and measured values shows the actual ability of the model to adequately 
represent the wave-current interaction phenomena. 
 
 
 
Figure 15 – Nearshore currents induced by submerged breakwaters.  
Wave heights along two transversal sections: A) y=11.23 m section; B) y=13.68 m section.  
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Comparison between numerical results (continuous line) and experimental results (circles). 
 
Figure 16 shows the comparison between the calculated and measured values of the mean water 
level along two cross-sections: section A and B shown in Figure12. 
Looking at Figure 16a, relative to section A, it can be noted that in the area between the bars and the 
coastline, x>12.3m, the mean water level remains approximately constant because of the action of 
containment carried out by the set of bars. 
 
 
Figure 16 – Nearshore currents induced by submerged breakwaters.  
Free average surface elevation compared to still water level: A) y=11.23 m section; B) y=13.68 m 
section. Comparison between numerical results (continuous line) and experimental results (circles). 
 
Figure 17 shows the variation of the cross-shore volume flux along a longshore transect located at 
x=12.08 m (Section C in Figure 12). The breaking induced circulation patterns in the area are 
characterised by a shoreward directed flow occurring over the bars and an offshore oriented current 
occurring at the gaps between the bars. In Figure 17 it can be seen how this behaviour is well 
represented by the proposed model. 
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Figure 17 – Nearshore currents induced by submerged breakwaters.  
Volumetric cross flow (UH). Section x=12.08m 
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1.6.5. C-Property Test  
Motion laws admit stationary solutions in which the source terms are perfectly balanced by flux 
terms. A numerical scheme is said to be well-balanced and to satisfy the C-Property if it exactly 
preserves these steady state solutions.  
In the momentum balance Equation (27) the surface gradient term is decomposed according to 
Equation (22). In the case of the numerical integration of Equation (27) on Cartesian grids, the 
above decomposition allows the balancing between the numerical discretization of the term related 
to the gradient of the square of the total local depth and the numerical source term discretization 
related to the bed slope (that allows the numerical scheme to satisfy the C-property). However the 
above decomposition introduces, in the contravariant form of the momentum balance Equation (31), 
new terms in which covariant derivatives are present; these covariant derivatives determine the 
onset of Christoffel symbols. 
The numerical discretization of these symbols and the failure to numerically satisfy the metric 
identities, in the numerical integration of the motion equation, on highly distorted grids, produces 
errors that do not allow the numerical scheme to satisfy the C-Property. 
In order to verify the C-Property of the numerical scheme, a test is run to numerically simulate a 
still water state on non-uniform beds, on a highly distorted curvilinear grid. The aforementioned test 
(Xing and Shu [2006]) consists in the simulation of the still water state in a square domain 
measuring 1 m x 1 m, whose bottom consists of a hump, shown in Figure 18a that is mathematically 
represented by 
 
ܾ(ݔ, ݕ) = 0.8exp(−50((ݔ − 0.5)ଶ + (ݕ − 0.5)ଶ))           x,y∈[0,1]     (87) 
 
The initial water level is H(x,y,t0)=1-b(x,y), that is, a still water state. A highly distorted curvilinear 
grid is used, shown in Figure 18b, made up of 100x100 computational cells. In this test closed and 
reflective boundary conditions are implemented. 
Let BEFCH be the model obtained by applying the numerical scheme presented in section 3 to 
Equations (29) and (31) in which Christoffel symbols are present and terms (71-72-73) (section 2.5) 
are introduced, in order to numerically satisfy the metric identities. Let BENF be the model 
obtained by applying the scheme proposed in section 3 to Equations (36) and (38) in which 
Christoffel symbols are absent and terms (71-72-73) are not introduced. Le BEF be indicates the 
model obtained by applying the scheme proposed in section 3 to Equations (36) and (38) in which 
Christoffel symbols are absent and terms (71-72-73) are introduced , in order to numerically satisfy 
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the metric identities. The comparison of the results is carried out by using the Root Mean Square 
(RMS), calculated as 
 
σ = ට∑ (୅౟,ౠ౤ ି୅෩౟,ౠ౤ )మొ,౉౟,ౠసభ
୒୑
           (88) 
 
in which, n is the time instant, N is the number of the calculation cells in the i direction, M is the 
number of the cells in the j direction, A୧,୨୬  is the value of the generic quantity obtained by the 
numerical simulation, while A෩୧,୨୬  is the value of the same quantity calculated by experimenting 
results or analytical solutions. 
 
 
 
Figure 18 – C-Property test. A) Bottom. B) Computational grid. 
 
In Figure 19a-b are represented the free surface elevation and the velocity field calculated by the 
BEFCH model. Figure 13a-b shows that the free surface does not remain flat and that the velocity is 
not equal to zero. 
The Root Mean Square σ1, calculated by using Equation (88), of the difference between the values 
obtained by the BEFCH model and the null values of the quantities η, HUx and HUy of the still 
water state, are used as the indicators of the numerical error produced by the simulations and are 
shown in Table 1.  
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Figure 19 – C-Property test. A) A snapshot of the free surface elevation. 
 B) Snap shot of the velocity field. A vector out of four is represented. Results obtained by the 
BEFCH Model. 
 
 
 η HUx HUy 
σ1 2.36  E-004 2.13 E-004 2.72 E-004 
Table 1 – C-Property test. Root mean square σ1 of η, HUx, HUy obtained by the BEFCH Model. 
 
Figure 20a-b shows the free surface elevation and the velocity field calculated by the BENF model. 
It can be seen from Figure 20a-b that the free surface elevation presents oscillations especially in 
the maximum distortion area and that velocity is not null. 
Table 2 shows the Root Mean Square σ1values of the differences between the values obtained by the 
BENF model and the null values of the quantities η, HUx and HUy of the still water state. In this 
table it can be seen how the Root Mean Square σ1 are some order of magnitude lower than in the 
previous case, but still not negligible. 
Figure 19a-b and 20a-b prove that the errors produced by the numerical discretization of the 
Christoffel symbols, which arise from the decomposition of the surface gradient term present in 
Equation (22), and the errors produced by the failure to numerically satisfy the metric identities, do 
not allow the balance between the numerical discretization of the terms related to the gradient of the 
square of the total local depth and the numerical discretization of the source term related to the bed 
slope (i.e.do not allow the numerical scheme to satisfy the C-property). 
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Figure 20 – C-Property test. A) A snap shot of the free surface elevation; B) A snap shot of the 
velocity field. A vector out of four is represented. Results obtained by the BENF Model. 
 
 η HUx HUy 
σ1 3.44 E-006 3.63 E-006 4.44 E-006 
Table 2. C-Property test. Root mean square σ1 of η, HUx, HUyobtained by the BENF Model. 
 
Figure 21a-b shows the free surface elevation and the velocity field calculated by the BEF model. 
From the figure it can be seen that the free surface remains flat and velocities are practical equal to 
zero. 
Table 3 shows the Root Mean Squares σ1 of the difference between the values obtained by the BEF 
model and the null values of the quantities η, HUx and HUy of the still water state. In this table it is 
seen that the Root Mean Squares σ1 are of the same order of magnitude as the computer truncation 
order in double precision. 
Figure 21a-b shows that the integral form of the contravariant Fully Non linear Boussinesq 
Equations (Equations (36) and (38)) in which Christoffel symbols are absent, resolved with the 
scheme presented in Section 3, and with the addition of terms (71-72-73) in section 2.5, which can 
numerically satisfy the metric identities (BEF model), is "well balanced", i.e. it satisfies the C-
Property even on highly distorted grids. 
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Figure 21 – C-Property test. A) A snap shot of the free surface elevation; B) A snap shot of the 
velocity field. A vector out of four is represented. Results obtained by the BEF Model. 
 
 η HUx HUy 
σ1 1.24 E-017 1.12 E-016 1.46 E-016 
Table 3 – C-Property test. Root mean square σ1 of η, HUx, HUyobtained by the BEF Model. 
  
62 
 
 
1.6.6. Conservation wave form on a flat bed 
 
This section demonstrated the ability of the proposed BEF model to simulate the propagation of a 
sinusoidal wave train on a flat bed on a highly distorted computational grid. The test case presented 
in this section consists in the propagation of a wave train, whose amplitude and period are, 
respectively, 6 cm and 1.25s (µ=0.35 and ε=0.07), on a 30m long and 15m wide channel, with a flat 
bottom and a 50cm initial depth. The time discretization is 0.004s; the spatial discretization is 
Δx=0.1m, Δy=0.15m in the Cartesian zone; at the centre of the computational domain a region with 
highly distorted computational cells is inserted, as shown in Figure 22. In this test periodic 
boundary condition on the computational domain lateral sides, are implemented a sponge layer has 
been added upstream and downstream. The wave is internally generated at the x=0 m and the 
simulated time interval is equal to 100s. 
 
 
Figure 22 – Conservation wave form test on a flat bottom.  Grid distortion. A coordinate line out of 
two is represented. 
 
The above mentioned test is done by applying the proposed model (BEF), the BEFCH model and 
the BENF model. As already described, the BEFCH model differs from the proposed one just 
because of the presence of the Christoffel symbols in the governing equations; the BENF model 
differs from the proposed one just because of the absence of terms designed to numerically satisfy 
metric identity. 
Figure 23 shows the instantaneous free surface elevation obtained by the BEFCH model. From this 
figure it can be seen that the wave form is not preserved, owing to the fact that the discretization of 
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the Christoffel symbols in Equation (31) produces errors that are of the same order of magnitude as 
the dispersive terms: therefore this model does not allow the preservation of the wave form on a flat 
bottom on a highly distorted grid. 
 
 
 
Figure 23 – Conservation wave form test on a flat bottom. Wave field. Results obtained by the 
BEFCH Model. 
 
Figure 24 shows the instantaneous free surface elevation obtained by using the BENF model. The 
effects produced by the failure to numerically satisfy the metric identities are evident in the 
solution, in the region of maximum distortion of the grid. 
 
 
Figure 24 – Conservation wave form test on a flat bottom. Wave field. Results obtained by the 
BENF Model. 
 
Figure 25 shows the instantaneous free surface elevation obtained by the BEF model. From this 
figure it can be seen that the wave form is preserved and is not affected by alterations that could 
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disturb the wave profile; no significant spurious oscillations are present in the region of maximum 
distortion of the grid. 
 
 
Figure 25 – Conservation wave form test on a flat bottom. Wave field. Results obtained by the BEF 
Model. 
 
Since the wave propagation takes place in the direction parallel to the x axis, the numerical values 
of Uy, which should be null, represent a measure of the error produced in the numerical simulations 
of this test case. Table 4 shows the Root Mean Square σ2 of the errors in the velocity component Uy 
obtained by the BEF, BEFCH and BENF models. The table shows that the numerical satisfaction of 
the metric identities and the elimination of the Christoffel symbols from the motion equations 
greatly reduces the numerical errors. 
Figure 26 shows the instantaneous free surface elevations along a stream wise section located at the 
centre of the channel obtained by the BEF, BEFCH and BENF models, which are compared with 
the wave profile obtained by the analytical solution. From this figure it is possible to see that the 
solution obtained by the proposed BEF model is in very good agreement with the analytical 
solution, even in the maximum grid distortion region. The position of the wave peaks and troughs 
obtained by the model in which there are no terms designed to numerically satisfy metric identities 
(BENF model) agree reasonably well with the analytical ones, but the solution obtained by this 
model is affected by the distortion of the grid: from x=12m the wave profile obtained by the BENF 
model begins to change and the wave amplitude is not maintained. The solution obtained by the 
model in which are discretized the equations containing Christoffel Symbols (BEFCH model) is 
soon affected by the grid distortion; the wave form changes significantly and the position of the 
wave peaks and troughs are wrong, compared with the analytical solutions. 
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Figure 26 – Conservation wave form test on a flat bottom. Wave profile. 
Circles: analytical solution. Fine continuous line: BEF model. Dotted line: BENF model. Thick line: 
BEFCH model. 
 
The comparison of the results shown in this section demonstrates that the proposed BEF model is 
able to simulate the wave form conservation on a flat bottom on highly distorted grids. The errors 
due to the discretization of the Christoffel symbols and the errors due to the failure to numerically 
satisfy the metric identities are of the same order of magnitude as the dispersive terms in the Fully 
Non Linear Boussinesq Equations and compromise the ability of the numerical scheme to simulate 
the wave propagation on a flat bottom. 
 
Table 4 – Conservation wave form test on a flat bottom. Root mean square σ1 of theUy velocity. 
 BEF BEFCH BENF 
σ2 1.32 E-005 3.23 E-03 5.25 E-004 
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1.6.7. Wave train propagation on a varying depth 
In this section the ability of the proposed model to represent the shoaling and the wave breaking is 
tested. The results of the numerical simulations obtained by the model presented in this paragraph 
are compared with experimental data from laboratory tests performed by Stive [1980] for breaking 
waves on a sloping beach. 
The experiments were conducted in a 55m long wave flume. The waves were generated at one end 
of the wave flume at a constant depth of 0.85 m and they propagated over a planar beach with a 
slope of 1:40 located at 16 m from the wave generator. 
The amplitude and the period of the reproduced wave are respectively, 0.156 m and 1.79 s,(µ=0.26 
and ε=0.18). consistently with Stive [1980]. The spatial discretization step is Δx=0.01 m, whereas 
the time discretization step is Δt=0.0015 s. In this test closed and reflective boundary conditions, on 
the computational domain lateral sides, are implemented. 
The bottom of the flume is shown in Figure 27a. The computational curvilinear highly distorted grid 
used to numerically reproduce this test case is shown in Figure 27b. 
 
 
Figure 27 – Wave train propagation on varying depths. A) Seabed bottom. B) Grid distortion. 
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Let OBEF be the model obtained by applying the shock-capturing scheme proposed in Gallerano et 
al. [2014], in which a "dimension by dimension" WENO reconstruction procedure is used, to the 
integral form of the contravariant FNBE proposed in Gallerano et al. [2014], in which the continuity 
equation presents a dispersive term and the momentum balance equation does not include the 
Christoffel symbols. Let BEFW1D be the model obtained by applying the shock-capturing scheme 
proposed in Gallerano et al. [2014], in which a "dimension by dimension" WENO reconstruction 
procedure is used, to Equations (36) and (38) of the present work, in which the continuity equation 
does not present any dispersive term. In both the BEW1D and OBEF models the terms (71-72-73) 
(section 2.5) are introduced in order to numerically satisfy the metric identities. The above 
mentioned test is done by applying the proposed model (BEF), the BEFCH model, the BEW1D 
model and the OBEF model.  
Figure 28 shows the free surface elevation at t = 70s obtained by the proposed BEF model. The 
figure shows the ability of the model to represent the wave shoaling and the steep front of the 
breaking wave, without significant disturbances in the solution. Figure 29 shows the free surface 
elevation at t = 70s obtained by the BEFCH model in which the Christoffel symbols are present. 
From this figure it can be seen that, in the region where the calculation cells are distorted, the 
spurious oscillations of the same order of magnitude as the wave amplitude are produced in the 
solution; these spurious oscillations do not make it possible to adequately represent the wave form 
and the front of the breaking wave. 
 
 
Figure 28 – Wave train propagation on varying depths. Instantaneous wave field. BEF model. 
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Figure 29 – Wave train propagation on varying depths. Instantaneous wave field. BEFCH model.  
 
Figure 30a shows the comparison between the time averaged wave height obtained by the BEF, 
OBEF and BEFW1D models and the experimental values. Figure 30b shows the comparison 
between the time averaged free surface elevation obtained by the BEF, OBEF and BEFW1D models 
and the experimental values. Table 5 shows the root mean square, σw, of the difference between the 
values of the wave height obtained from the simulations and the corresponding experimental data, 
and the root mean square, σs, of the difference between the free surface elevation obtained by the 
simulations and the experimental data. In this table is also shown the root mean square, σ3, of the 
difference between the values obtained by the simulations and the null values of the quantity Uy, 
which can be considered a measure of the error produced by the numerical simulation, since the 
direction of propagation of the wave train is parallel to the x axis. 
From Figure 30a-b it can be seen that the OBEF model does not adequately represent the steepening 
of the wave front just before the breaking region, slightly overestimating the set-down and 
underestimating the set-up. From the same figures, and from Table 5 it can be seen that the results 
obtained by the BEFW1D model are more accurate than those obtained by the OBEF model. 
Compared to the OBEF model this improvement in the results is due to the absence of the 
dispersive term in the continuity equation. 
Figure 30a-b shows that the wave height and the free surface elevation obtained by the proposed 
BEF model are in good agreement with the experimental data, in the deep water region as well as in 
the wave breaking region. From the comparison between the numerical results obtained by the 
proposed BEF model and those obtained by the BEFW1D model, we deduce that the genuinely 2D 
WENO reconstructions used in the proposed BEF model introduce lower numerical dissipation in 
the solution, allowing a better representation of the shoaling phenomena, wave height decay due to 
wave breaking, wave setup and setdown. 
69 
 
 
Figure 30 – Wave train propagation on varying depths. A) Average wave height. B) Free surface 
elevation related to still water level in time averaged. Circles: experimental data. Thick continuous  
line: OBEF model. Dotted line: BEFW1D model. Fine continuous line: BEF model. 
 
 σ3 σw σs 
OBEF 3.81 E-005 0.2090 0.2095 
BEFW1D 3.53 E-005 0.2051 0.2054 
BEF 3.35 E-005 0.1926 0.1948 
Table 5 – Wave train propagation on varying depths. Root mean square of Uy velocity component 
(σ3). Root mean square of average wave height (σw). Root mean square of free surface related to 
still water level (σs). 
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1.6.8. Simulation of wave train propagation on a highly distorted grid 
The Fully Non-linear Boussinesq Equations (FNBE) proposed by Wei et al [1995] and Chen et al 
[2003] represent the evolution of the previous Boussinesq models because improved the dispersive 
characteristics of the equations retaining terms up to O(μ2) in the depth averaged velocity and using 
as dependent variable of the equations the horizontal velocity from a certain depth. Furthermore the 
FNBE improve the non linear properties of the equation retaining terms up to O(ε3μ2), these terms 
represents the non linear effects in dispersion terms. Retaining these terms in the Boussinesq 
Equations let to improved the model capability on representing the steepening wave profile just 
seaward of the surf zone. Then Wei et al [1995] demonstrate that FNBE extend a lot the validity 
envelope of the equations about dispersion and nonlinearities.  
From a theoretical point of view, Wei et al [1995] underline that Standard Boussinesq Equations 
(SBE) have a very strictly range of validity: the SBE are based on the assumption that ε,μ <<1 and 
ε/μ=O(1), after which terms of O(μ4, εμ2, ε2) are neglected.  Assuming that the validity limit for the 
standard approximation corresponds approximately to ε=μ2=0.2, the value of εμ2 is around 0.04 (as 
shown in Figure 1 of Wei et al [1995]); the fully non linear model extend the validity envelope of 
the Boussinesq model since the curve εμ4=0.04.  
In this thesis a conservative and contravariant form of Fully Non linear Boussinesq Equations, in 
which terms up to O(ε3µ2)  and second order vertical vorticity terms are included, is presented.  
In this section we demonstrate that the proposed conservative and contravariant form of FNBE, 
integrated with the proposed numerical scheme, is able to simulate waves with high non linearities 
(ε=0.65) also on curvilinear highly distorted grids.  
In order to demonstrate the model capability to correctly simulate the propagation of strongly 
dispersive and highly nonlinear wave train on curvilinear highly distorted grid, we choose to 
simulate three wave train with different characteristics by using a calculation grid with the highly 
distorted zone shown in Fig 31. Two sponge zones are laterally situated to correctly dissipate the 
wave energy. In order to analyze if the wave profile shows any deformation during the simulation, a 
flat bottom, situate at 0.85m from the still water level, is used.  
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Figure 31. Simulation of wave train propagation on a highly distorted grid. Grid distortion. 
 
The first wave train (A) has an amplitude of a=0.17m, a period of T=0.87s, a non linearity  of ε=0.2 
and a strong dispersion of μ2=0.5. In Figure 32 is shown the wave profile after 50s of simulation. It 
is possible to notice how the proposed model can correctly represent the high dispersion of the wave 
train: the profile doesn't present any disturbs or modification of the wave characteristic and it is in 
good agreement with the data extrapolated from the analytical solution. In Figure 33 the free surface 
elevation of this wave train is shown. From this figure it can be seen that the wave form is preserved 
and is not affected by alterations that could disturb the wave profile. 
 
 
Figure 32. Wave profile. Wave train A: a=0.17m T=0.87s ε=0.2 and μ2=0.5. continuous line: 
numerical solution; circle: data extrapolated from the analytical solution. 
 
Figure 33 Instantaneous wave field . Wave train A: a=0.17m T=0.87s ε=0.2 and μ2=0.5. 
 
The second wave train (B) has an amplitude of a=0.34m, a period of T=1.048s, a good non linearity 
of ε=0.4 and a good dispersion of μ2=0.25. In Figure  34 and 35 are shown the wave profile and the 
wave field after 50s of simulation. It can be seen (Figure 34) how the numerical results and 
analytical solution are in good agreement and the high distortion of the grid (Figure 35) doesn't 
affect the model capability to represent non linear and dispersive waves. 
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Figure 34. Wave profile. Wave train B: a=0.34m T=1.048s ε=0.4 and μ2=0.25. continuous line: 
numerical solution; circle: data extrapolated from the analytical solution.  
 
 
 
Figure 35. Instantaneous wave field . Wave train B: a=0.34m T=1.048s ε=0.4 and μ2=0.25.  
 
In Figure 36 is shown the wave profile related to train wave C with an amplitude of a=0.4525m, a 
period of T=1.106s, a highly non linearity of ε=0.65 and a good dispersion of μ2=0.2. Is shown how 
the wave profile, after 50s of simulation, doesn't have any deformation and it is in good agreement 
with the analytical solution. In Figure 37 is shown how also the wave field doesn't have  high 
alteration due to the grid distortion.  
 
 
Figure 36. Wave profile. Wave train C: a=0.4525m T=1.106s ε=0.65 and μ2=0.2. continuous line: 
numerical solution; circle: data extrapolated from the analytical solution.  
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Figure 37. Instantaneous wave field . Wave train C: a=0.4525m T=1.106s ε=0.65 and μ2=0.2. 
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2. A new 3D FV Non-hydrostatic Shock Capturing model for 
free surface flow 
In this chapter a new Finite-Volume Non-Hydrostatic and Shock-Capturing three-Dimensional 
Model for the simulation of wave-structure interaction and hydrodynamic phenomena (wave 
refraction, diffraction, shoaling and breaking) is proposed. The model is based on an integral 
formulation of the Navier-Stokes Equations which are solved on a time dependent coordinate 
system: a coordinate transformation maps the varying coordinates in the physical domain to a 
uniform transformed space. The motion equations are discretized by means of a Finite Volume 
Shock-Capturing numerical procedure based on high order WENO reconstructions. The solution 
procedure for the motion equations uses a third order accurate Runge-Kutta (SSPRK) fractional-
step method and applies a pressure corrector formulation in order to obtain a divergence-free 
velocity field at each stage. The proposed model is validated against several benchmark test cases. 
 
2.1.  Introduction on 3D model 
 
Since 1960s several studies have been conducted to evaluate hydrodynamic phenomena related to 
wave motion. Since computational capabilities were exiguous, just a few models has been 
developed to make these simulations. 
As the computational power advanced a few new approaches of modeling surface waves have been 
developed and became more popular. One was based on the depth-averaged equations, such as 
shallow water equation model or Boussinesq equation model (Abbot et al [1985], Liu et al [1994]). 
The depth-averaged models are computationally efficient with the trade-off of losing depth-related 
information. 
The most recent Boussinesq models have very good dispersion and non-linearity properties 
(Madsen and Sørensen [1992]; Nwogu [1993]; Wei et al., [1995]) and some models even retain the 
second order vertical vorticity component (Chen et al [2003], Chen [2006]). These models so-called 
“depth averaged” are still very popular in coastal engineering for example to study coastal flooding 
due to tsunami (Fuhrman and Madsen [2003], Watts et al [2003]) or in sediment transport field 
(Rakha et al [1997], Briganti et al [2012]). These models are even used in all coastal simulation for 
whose it is not in which is not necessary the hydrodynamic quantities vertical distribution. 
In order to solve three-dimensional engineering problems however is required models that take into 
account the three-dimensionality of the vorticity and turbulent phenomena. A different approach. 
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Commonly used in the past, is to solve the Navier Stokes Equations by the assumption of 
hydrostatic pressure. The pioneers in these studies were Johns and Jefferson [1980], Casulli and 
Cheng [1992]. Due to the employment of hydrostatic pressure assumption, such models are 
generally applied to shallow water flows. When the vertical acceleration of fluids is strong, i.e., 
wave impact on structures, the models may fail to provide accurate results (Lin and Li [2002]). 
In several applications, the vertical acceleration might not be negligible compared to to the gravity 
acceleration, mostly to simulate highly dispersive and Non-linear phenomena in depth and 
intermediate water. For these reasons the most recent models take into account the dynamic 
pressure (Lai et al [2010], Bradford [2011], Ma et al [2012]). 
The “free surface fully non-hydrostatic three-dimensional models” did not became popular before 
the XXI century, when the computational power greatly increased. In these models the total 
pressure was splitted in two parts: the dynamic pressure and the hydrostatic pressure. The governing 
equations were solved in two different steps: in the first step were discretized the convective terms, 
the hydrostatic pressure, the term related to the bottom slope and the stress term. In the second step 
was calculated the dynamic pressure by solving the so-called Poisson Equation. 
The firsts “free surface fully non-hydrostatic models” were solved by using Cartesian coordinates 
(Harlow & Welch [1965], Thomas & Leslie [1992], Casulli&Stelling [1998]);by this way the 
vertical fluxes crossed calculus cell arbitrarily. This led to the difficulty to correctly assign pressure 
kinematic condition on free surface elevation. Furthermore Cartesian coordinates is not able to 
represent complex bottom topography. 
This approach led to the presence of spurious oscillations in numerical solution and requested an 
high number of vertical layers (Ma et al [2012]). A direct simplification of the above-mentioned 
approach is to express the vertical coordinate as a function of quantities that depends only by 
horizontal coordinates. By this way the physical grid (Cartesian grid) is mapped by a computational 
grid (sigma-coordinate, Phillips [1957]) which has always a rectangular prism shape. By doing so, 
the free surface is always located at the upper computational boundary and the bottom is always 
located at the lower boundary of computational grid and they an be determined by applying the free 
surface and bottom boundary conditions. 
Furthermore the pressure boundary condition at the free surface can be exactly assigned to zero 
without any approximation (Ma et al [2012]). The integral form of the motion equations, expressed 
in terms of conserved variables, guarantees that high-order shock-capturing numerical schemes 
converge to correct weak solutions and are then able to directly simulate wave breaking and the 
energy dissipation associated with it (Toro [2001]). These schemes are Shock-Capturing methods 
and are able to track the actual location of the wave breaking without requiring any criterion 
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(Bradford [2005]).  
In this thesis, the numerical simulation of wave transformation relies on the resolution of the motion 
equations expressed in an integral formulation on a time dependent coordinate system: a coordinate 
transformation maps the varying coordinates in the physical domain to a uniform transformed 
space. The pressure boundary conditions are placed on the upper face of each computational cell. 
The solution procedure for motion equations uses a third order accurate Runge-Kutta (SSPRK) 
fractional-step method and applies a pressure corrector formulation in order to obtain a divergence 
free velocity field at each stage. In the prediction phase of the fractional-step proposed model, the 
motion equations are discretized by means of a shock-capturing numerical procedure based on high 
order WENO reconstructions (Cap 2.4.1). The numerical flux is given at each cell interface by the 
solution of an approximate  HLL Riemann problem (Harten et al [1983]). In the corrector phase of 
the fractional-step proposed model, in order to solve the Poisson equation and reduce the 
computational costs related to it, an alternate Zebra four-colour Gauss-Siedel relaxation method 
with a V-cycle multigrid strategy is used (Trottenberg et al [2001]). 
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2.2. List of Symbols 
 
ߩ : density of the fluid 
ݑ௟ : velocity of fluid particle  
∆ܣ(ݐ) : surface of a material element of fluid 
∆ܸ(ݐ) : volume of a material element of fluid 
݊௠ :  outward unit normal vector to the surface ∆ܣ(ݐ) 
ݒ௠  :  Cartesian velocity vector with which the ∆ܣ(ݐ) surface moves 
஽
஽௧
 :  intrinsic derivative 
ܶ௟௠ :  stress tensor 
݂௟ :  external body forces 
݌ :  total pressure 
ݍ : dynamic pressure 
ߟ :  free surface displacement 
ℎ :  still water depth 
ܪ :  total water depth 
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2.3.  An integral form of 3D sigma-coordinate equations  
In order to express the integral formulation of the momentum equations in a time dependent 
coordinate system let us start from the intrinsic derivative of the momentum, that can be expressed 
as: 
 
஽
஽௧
∫ ߩ	ݑ௟݀ ଵܸ∆௏భ(௧) = ∫ డఘ௨೗డ௧ ݀ ଵܸ∆௏భ(௧) + ∫ ߩ	ݑ௟ݑ௠݊௠∆஺భ(௧) ݀ܣଵ     (1) 
 
where ∆ܣଵ(ݐ) and ∆ ଵܸ(ݐ) are, respectively, the surface and the volume of a material element of 
fluid which moves with velocity ݑ௟ (݈ = 1, 3) defined in a reference system of coordinates ݔ௟ 
(݈ = 1, 3), ݊௠ (݉ = 1, 3) is the outward unit normal vector to the surface ∆ܣଵ(ݐ) and ߩ is the 
density of the fluid. (The superscripts notation indicate components and not powers). 
The intrinsic derivative has two special requirements: it should reflect the total variation of a tensor 
vector along the curve due to infinitesimal change of t (correspondingly, in Cartesian coordinates, 
this derivative will reduce to the material derivative), and it should preserve tensor character so that 
it can be applied to any coordinate system (Luo and Bewley [2004]). In other words, in this case, 
the intrinsic derivative is a material derivative that takes into account the time variation of volume 
and surface control in which the rate of change of momentum is calculated. 
The three dimensional Leibniz integral rule, for a time dependent case, can be written as: 
 
ௗ
ௗ௧
∫ ߩ	ݑ௟݀ ଶܸ∆௏మ(௧) = ∫ డఘ௨೗డ௧ ݀ ଶܸ∆௏మ(௧) + ∫ ߩ	ݑ௟ݒ௠݊௠∆஺మ(௧) ݀ܣଶ     (2) 
 
where ∆ ଶܸ(ݐ) is a time varying control volume which has not the same velocity as that of the fluid, 
whose surface is given by ∆ܣଶ(ݐ) and where ݒ௠  (݉ = 1, 3) is the velocity vector of the moving 
surface ∆ܣଶ(ݐ). 
It is assumed that, at the instant ݐ,∆ ଵܸ(ݐ) = ∆ ଶܸ(ݐ) = ∆ܸ(ݐ). From Equations (1) and (2): 
 
஽
஽௧
∫ ߩ	ݑ௟ܸ݀∆௏(௧) = ௗௗ௧ ∫ ߩ	ݑ௟ܸ݀∆௏(௧) + ∫ ߩݑ௟(ݑ௠ − ݒ௠)݊௠݀ܣ	∆஺(௧) .     (3) 
 
By using the intrinsic derivative of the momentum (expressed by Equation (3)), the integral form of 
the momentum equations in a time dependent coordinate system can be deduced; this equation is 
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given by: 
 
ௗ
ௗ௧
∫ ߩݑ௟ܸ݀∆௏(௧) + ∫ ߩݑ௟(ݑ௠ − ݒ௠)݊௠݀ܣ	∆஺(௧) = ∫ ߩ݂௟ܸ݀∆௏(௧) + ∫ ܶ௟௠݊௠݀ܣ∆஺(௧)    (4) 
 
where ܶ௟௠ is the stress tensor and ݂௟ (݈ = 1, 3) represents the external body forces per unit mass 
vector: 
 
݂௟ = − ଵ
ఘ
݌,௟− ݃ߜ௟ଷ            (5) 
 
in which ߜ௟ଷ is the Kroneker symbol and p is the total pressure defined by the sum of the hydrostatic 
and the dynamic component: 
 
݌ = ߩܩ(ߟ − ݔଷ) + ݍ                                      (6) 
 
where ܩ is the constant of gravity, q is the dynamic pressure, ߟ is the free surface displacement, the 
comma with an index in subscript denotes the derivative as [		],௟ = ߲[		] ߲ݔ௟⁄  and (ݔଵ, ݔଶ,ݔଷ, ݐ) is a 
Cartesian coordinate system. 
The first integral on the right hand side of the Equation (4) can be rewritten as: 
 
∫ ߩ݂௟ܸ݀∆௏(௧) = −∫ [(ߩܩߟ + ݍ),௟ ]ܸ݀∆௏(௧)         (7) 
 
By applying Green’s Theorem the right hand side of Equation (7) becomes: 
 
−∫ [(ߩܩߟ + ݍ),௟ ]ܸ݀∆௏(௧) = −∫ ߩܩߟ݊௠݀ܣ∆஺(௧) − ∫ [ݍ,௟ ]ܸ݀∆௏(௧)      (8) 
 
By introducing Equation (8) in Equation (4), we get: 
 
ௗ
ௗ௧
∫ ߩݑ௟ܸ݀∆௏(௧) = −∫ [ߩݑ௟(ݑ௠ − ݒ௠)݊௠ + ߩܩߟ݊௠]݀ܣ	∆஺(௧) − ∫ [ݍ,௟ ]ܸ݀∆௏(௧) + ∫ ܶ௟௠݊௠݀ܣ∆஺(௧)   
(9) 
 
In order to simulate the fully dispersive wave processes, Equation (9) can be transformed in the 
following way. Let ܪ(ݔଵ,ݔଶ, ݐ) = ℎ(ݔଵ,ݔଶ, ݐ) + ߟ(ݔଵ,ݔଶ, ݐ), where ℎ is the water depth and ߟ is 
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the surface elevation. In order to accurately represent the bottom topography and the surface 
geometry and correctly assign pressure and kinematics conditions on the bottom and the free 
surface elevation, we consider a transformation from the Cartesian coordinate (ݔଵ, ݔଶ,ݔଷ, ݐ) to the 
sigma-coordinates (Phillips (1957)) (ߦଵ, ߦଶ, ߦଷ, ߬) where: 
 
ߦଵ = ݔଵ, ߦଶ = ݔଶ, ߦଷ = ௫యା௛
ு
, ߬ = ݐ,        (10) 
 
the following relation is valid: 
 
ݒଷ = − డకయ
డ௧
= కయ
ு
డு
డఛ
           (11) 
 
This coordinate transformation basically maps the varying vertical coordinates in the physical 
domain to a uniform transformed space where ߦଷ spans from 0 to 1. 
We define the transformation matrix ܥ௠௟ = ߲ݔ௟ ߲ߦ௠⁄  and its inverse ܥ௠̅௟ = ߲ߦ௟ ߲ݔ௠⁄  (݈,݉ = 1, 3). 
The metric tensor and its inverse are defined by ݃௟௠ = ܥ௟௞ܥ௠௞  and ݃௟௠ = ܥ௟̅௞ܥ௠̅௞ , respectively. The 
Jacobian of the transformation is defined by ඥ݃ = ݀݁ݐ	(ܥ௠௟ ). It is not difficult to verify that, in the 
particular case of the above-mentioned transformation, ඥ݃ = ܪ. 
We also define the volume element Δܸ(ݐ) = ΔݔଵΔݔଶΔݔଷ = ඥ݃ΔߦଵΔߦଶΔߦଷ	in the physical space, 
and the volume element in the transformed space Δܸ∗ = ΔߦଵΔߦଶΔߦଷ. It is possible to see that the 
first volume element is time dependent while the second one is not. In the same way we define the 
surface element in the physical space Δܣ(ݐ) = ΔݔఈΔݔఉ = ඥ݃ΔߦఈΔߦఉ, and the surface element in 
the transformed space Δܣ∗ = ΔߦఈΔߦఉ (in which ߙ,ߚ=1,2,3 are cyclic). 
For an incompressible fluid, Equation (9) expressed in the time dependent coordinate system (ߦଵ, ߦଶ , ߦଷ, ߬), transformed from the Cartesian reference system of coordinates (ݔଵ,ݔଶ, ݔଷ, ݐ) by 
Equation (10), and with the external body forces given by the only gravitational force, becomes: 
 
ௗ
ௗఛ
∫ ݑ௟ܸ݀∆௏(ఛ) = −∫ [ݑ௟(ݑ௠ − ݒ௠)݊௠ + ܩߟ݊௠]݀ܣ	∆஺(ఛ) − ଵఘ ∫ [ݍ,௟ ]ܸ݀∆௏(ఛ) + ଵఘ∫ ܶ௟௠݊௠݀ܣ∆஺(ఛ) 	  
             (12) 
 
The time dependent coordinate system moves with velocity given by ݒ௠ = ቄ0, 0, కయ
ு
డு
డఛ
ቅ. The first 
integral on the right hand side of Equation (12) is related to the convective term and the hydrostatic 
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pressure gradient; the second integral on the right hand side is related to the dynamic pressure 
gradient and the third term is related to the stress tensor. 
Let us introduce a restrictive condition on the volume element ∆ܸ(ݐ): in the following ∆ܸ(ݐ) must 
be considered as a volume element that is bounded by curves lying on the coordinate lines. 
We define the averaged cell value (in the transformed space) of primitive variables: 
 
ܪഥ = ଵ
∆௏∗
∫ ܪ݀ߦଵ݀ߦଶ݀ߦଷ∆௏ ;    ݑത
௟ = ଵ
∆௏∗
∫ ݑ௟݀ߦଵ݀ߦଶ݀ߦଷ∆௏      (13) 
 
and conserved variable: 
 
 ܪݑ௟തതതതത = ଵ
∆௏∗
∫ ݑ௟ܪ	݀ߦଵ݀ߦଶ݀ߦଷ∆௏           (14) 
 
By using Equations (13-14), Equation (12) is transformed in: 
 
߲ܪݑ௟തതതതത
߲߬
= − 1
∆ܸ∗
෍ቊන [ܪݑ௟(ݑఈ − ݒఈ) + ܩܪଶ]݀ߦఉ݀ߦఊ
∆஺∗ഀశ
ଷ
ఈୀଵ
−න [ܪݑ௟(ݑఈ − ݒఈ) + ܩܪଶ]݀ߦఉ݀ߦఊ
∆஺∗ഀష
ቋ
+ 1
∆ܸ∗
෍ቊන ܩℎܪ݀ߦఉ݀ߦఊ
∆஺∗ഀశ
−න ܩℎܪ݀ߦఉ݀ߦఊ
∆஺∗ഀష
ቋ
ଷ
ఈୀଵ
−
1
∆ܸ∗
1
ߩ
න ݍ,௟ܪ	݀ߦଵ݀ߦଶ݀ߦଷ
∆௏∗+ 1
∆ܸ∗
෍ቊන
ܪܶ௟ఈ
ߩ
݀ߦఉ݀ߦఊ
∆஺∗ഀశ
− න
ܪܶ௟ఈ
ߩ
݀ߦఉ݀ߦఊ
∆஺∗ഀష
ቋ
ଷ
ఈୀଵ
 
(15) 
 
where ∆ܣ∗ఈାand ∆ܣ∗ఈିindicate the contour surfaces of the volume element ∆ܸ∗ on which ߦఈ is 
constant and which are located at the larger and at the smaller value of ߦఈ respectively. Here the 
indexes ߙ, ߚ and ߛ are cyclic. The total time derivative on the left hand side of Equation (12) 
became a local time derivative (Equation (15)) because the integral is a simple function of (ߦଵ, ߦଶ , ߦଷ, ߬). It is possible to see that the advancing in time of the conserved variables is applied in 
the transformed space that is not time varying. The time varying of the geometric components is 
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expressed by the metric terms. Otherwise the mass conservation principle is given by: 
 
஽
஽௧
∫ ߩ	ܸ݀∆௏(௧) = 0            (16) 
 
By using the Equation (2) (as well as Equation (1)) we obtain the integral form of the continuity 
equation expressed in a time dependent coordinate system: 
 
ௗ
ௗఛ
∫ ߩܸ݀∆௏(ఛ) + ∫ ߩ	(ݑ௠ − ݒ௠)݊௠݀ܣ	∆஺(ఛ) = 0        (17) 
 
By considering ߩ as a constant and uniform value, Equation (17) becomes: 
 
ௗ
ௗఛ
∫ ܪ	݀ߦଵ݀ߦଶ݀ߦଷ∆௏∗ + ∑ ቄ∫ (ݑఈ − ݒఈ)ܪ݀ߦఉ݀ߦఊ∆஺∗ഀశ − ∫ (ݑఈ − ݒఈ)ܪ݀ߦఉ݀ߦఊ∆஺∗ഀష ቅଷఈୀଵ = 0  
             (18) 
By developing the sum of indexes ߙ, ߚ and ߛ: 
 
݀
݀߬
න ܪ	݀ߦଵ݀ߦଶ݀ߦଷ
∆௏∗
+ ቊන ቈන ܪݑଵ݀ߦଶ
కభశ
቉ ݀ߦଷ
ଵ
଴
−න ቈන ܪݑଵ݀ߦଶ
కభష
቉ ݀ߦଷ
ଵ
଴
ቋ
+ ቊන ቈන ܪݑଶ݀ߦଵ
కమశ
቉ ݀ߦଷ
ଵ
଴
−න ቈන ܪݑଶ݀ߦଵ
కమష
቉ ݀ߦଷ
ଵ
଴
ቋ
+ ൝ඵ (ݑଷ − ݒଷ)ܪ݀ߦଵ݀ߦଶ
஺ೣ೤
∗ (కయୀଵ) −ඵ (ݑଷ − ݒଷ)ܪ݀ߦଵ݀ߦଶ஺ೣ೤∗ (కయୀ଴) ൡ = 0 
                (19) 
 
where ∆ܣ௫௬∗ = ∆ߦଵ∆ߦଶ is the horizontal surface element in the transformed space. By considering 
the bottom and surface kinematics boundary conditions the last bracket of the Equation (19) is null. 
We also have that:  
 
ௗ
ௗఛ
∫ ܪ	݀ߦଵ݀ߦଶ݀ߦଷ∆௏∗ = ∫ డுడఛ 	݀ߦଵ݀ߦଶ஺ೣ೤∗          (20) 
 
because H does not depend from ߦଷ and ∆ܸ∗ is not time dependent. We can also write: 
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డுഥ
డఛ
= ଵ
஺ೣ೤
∗ ∫
డு
డఛ
	݀ߦଵ݀ߦଶ
஺ೣ೤
∗            (21) 
 
By considering the bottom and surface kinematics boundary conditions, by using Equations (13-20-
21) and by dividing Equation (19) by ∆ܣ௫௬∗ , for ∆ܣ௫௬∗ → 0, we obtain: 
 
డுഥ
డఛ
+ ଵ
∆஺ೣ೤
∫ ∑ ቂ∫ ܪݑఈ݀ߦఉ∆஺ഀశ − ∫ ܪݑ
ఈ݀ߦఉ
∆஺ഀష
ቃଶఈୀଵ
ଵ
଴
= 0       (22) 
 
Equation (22) represents the governing equation for the surface movements. Equations (15) and 
(22) represent the expressions of the three dimensional motion equations as a function of the ܪݑ௟തതതതത 
and ܪഥ variables in the time dependent coordinate system (ߦଵ, ߦଶ, ߦଷ, ߬). The numerical integration 
of the above mentioned Equations (15) and (22) makes it possible to simulate the fully dispersive 
wave processes simulation. The turbulent kinematic viscosity in the stress tensor is estimated by a 
Smagorisky sub grid model. 
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2.4.  Numerical Scheme 
 
A combined finite-volume and finite-difference scheme with a Godunov-type method was applied 
in order to discretize Equations (15) and (22). By following the strategy described by Stelling and 
Zijlema [2003] a particular kind of staggered grid framework is introduced, in which the velocities 
are placed at the cell centers and the pressure is defined at the horizontal cell faces. The state of the 
system is known at the centre of the calculation cells and it is defined by the cell-averaged values of 
ܪݑ௟തതതതത and ܪഥ. ߬(௡) is the time level of the known variables while τ(୬ାଵ) is the time level of the 
unknown variables.  
The solution procedure uses three-stage third-order nonlinear Strong Stability-Preserving (SSP) 
Runge–Kutta scheme (Gottlieb et al [2001]) for Equations (15) and (22). A pressure correction 
formulation is applied in order to obtain a divergence free velocity field at each time level. With 
ܪݑ௟തതതതത
(௡)
 known, ܪݑ௟തതതതത
(௡ାଵ)
 is calculated with the following three stage iteration procedure.  
 
Let: 
 
ܪݑ௟തതതതത
(଴) = ܪݑ௟തതതതത(௡)           (23) 
 
At each stage ݌ (where ݌ = 1,2,3) an auxiliary field ܪݑ௟തതതതത∗(௣) is obtained directly from Equation (15) 
by using values from the previous stage: 
 
ܪݑ௟തതതതത∗
(௣) = ∑ ቄߗ௣௤ܪݑ௟തതതതത(௤) + ∆߬	߮௣௤ܦ ቂܪݑ௟(௤), ߬(௡) + 	݀௤∆߬ቃቅ௣ିଵ௤ୀ଴      (24) 
 
where ܦ(ܪ, ݑ௟ , ߬) indicates the right hand side of Equation (15), in which the term related to the 
dynamic pressure gradient is omitted. See Spiteri and Ruuth [2001], for the values of coefficients 
ߗ௣௤ , 	߮௣௤  and 	݀௤. The auxiliary velocity field ݑത௟∗
(௣) (associated to the auxiliary variable ܪݑ௟തതതതത∗(௣) 
calculated by Equation (24) by using ܪഥ∗
(௣ିଵ)) does not satisfy the continuity equation. As a result, 
the velocity and the pressure fields are corrected, at each intermediate step ݌, by introducing a 
scalar potential Ψ which is calculated by the well-known Poisson pressure equation given by: 
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ߘଶߖ(௣) = − ఘ
∆௧
݀݅ݒ ቀݑത௟∗
(௣)
ቁ          (25) 
 
Equation (25) expressed in the time dependent coordinate system, is given by: 
 
߲^ଶΨ(୮)
߲ߦଵ^ଶ + ߲^ଶΨ(୮)߲ߦଶ^ଶ + ൥ቆ߲ߦଷ߲ݔ ቇ^ଶ + ቆ߲ߦଷ߲ݕ ቇ^ଶ + ቆ߲ߦଷ߲ݖ ቇ^ଶ൩ ߲^ଶΨ(୮)߲ߦଷ^ଶ
+ 2ቆ߲ߦଷ
߲ݔ
߲^ଶΨ(୮)
߲ߦଵ߲ߦଷ
+ ߲ߦଷ
߲ݕ
߲^ଶΨ(୮)
߲ߦଶ߲ߦଷ
ቇ + ቆ߲^ଶߦଷ
߲ݔ߲ߦଵ
+ ߲^ଶߦଷ
߲ݕ߲ߦଶ
ቇ
߲Ψ(୮)
߲ߦଷ
= ߩ
∆ݐ
൭
߲uതଵ∗(୮)
߲ߦଵ
+ ߲uതଵ∗(୮)
߲ߦଷ
߲ߦଷ
߲ݔ
+ ߲uതଶ∗(୮)
߲ߦଶ
+ ߲uതଶ∗(୮)
߲ߦଷ
߲ߦଷ
߲ݕ
+ ߲uതଷ∗(୮)
߲ߦଷ
߲ߦଷ
߲ݖ
൱ 
             (26) 
 
Equation (26) is defined at the horizontal cell center and it is discretized by a second order cell 
centered finite-difference scheme, the right hand side of the Equation (26) is also discretized by the 
same scheme where the values at the horizontal cell center of the variable ݑത௟∗
(௣) is interpolated. By 
this way Equation (26) can be reduced to an algebraic linear system like ܣݍ = ܾ, where A is the 
coefficient matrix (with 19 non-zero diagonal coefficient), q is the scalar potential vector and b is 
the source vector. This algebraic linear system is solved by using an implicit scheme based on a 
Zebra four color Gauss-Seidel Alternate method (Rosenfeld et al [1991]) and a Multigrid V-Cycle 
accelerator as described in Trottenberg et al [2001]. 
The corrector irrotational velocity field is calculated by the following expression: 
 
ݑതଵ௖
(௣) = − ∆௧
ఘ
ቀ
డఅ(೛)
డకభ
+ డఅ(೛)
డకయ
డకయ
డ௫
ቁ         (27) 
ݑതଶ௖
(௣) = − ∆௧
ఘ
ቀ
డఅ(೛)
డకమ
+ డఅ(೛)
డకయ
డకయ
డ௬
ቁ         (28) 
ݑതଷ௖
(௣) = − ∆௧
ఘ
ቀ
డఅ(೛)
డకయ
డకయ
డ௭
ቁ          (29) 
 
in order to obtain a divergence-free velocity field at each stage and a non-hydrostatic velocity field, 
the velocity field must be corrected as: 
 
ݑത௟
(௣) = ݑത௟∗(௣) + ݑത௟௖(௣)           (30) 
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Let us indicate with ܮ(ܪ, 	ݑ௟ , ߬) the right hand side of Equation (22). The advancing at the ݌ stage 
of the depth ܪഥ(௣) is obtained by: 
 
ܪഥ(௣) = ܪഥ(௣ିଵ) + ܮ(ܪ(௣ିଵ),ݑ௟(௣ିଵ), ߬௡ + ∆߬)       (31) 
 
The value of ܪݑ௟തതതതത
(௡ାଵ)
 is given by: 
 
ܪݑ௟തതതതത
(௡ାଵ) = ܪݑ௟തതതതത(ଷ)            (32) 
 
For the calculation of the ܦ(ܪ,ݑ௟ , ߬) and ܮ(ܪ,ݑ௟ , ߬) terms the numerical approximations of the 
integrals on the right hand side of Equations (15) and (22) is required.  
The aforementioned calculation is based on the following sequence. 
1. High order WENO reconstructions, from cell averaged values, of the point values of the 
unknown variables at the centre of the contour face which define the calculation cells. At the centre 
of the contour face which is common with two adjacent cells, two point values of the unknown 
variables are reconstructed by means of two WENO reconstruction defined on two adjacent cells 
(section 2.4.1). 
2. Advancing in time of the point values of the unknown variables at the centre of the contour face 
by means of the so-called solution of the HLL Riemann problem (Harten et al [1983]), with initial 
data given by the pair of point-values computed by two WENO reconstructions defined on the two 
adjacent cells. 
3. Calculation of the spatial integrals which define ܦ(ܪ, ݑ௟ , ߬) the ܮ(ܪ, ݑ௟ , ߬). 
4. Solving the Poisson pressure equation by using a Zebra four color Gauss-Seidel Alternate method 
and a Multigrid V-Cycle. 
5. Correcting the hydrostatic velocity field by using a scalar potential Ψ. 
6. Advancing in time of the total local depth (Equations (22)) by using the Non-Hydrostatic velocity 
field. 
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2.5.  Results 
 
2.5.1. Wave transformation over a submerged bar 
 
The ability of the proposed model to simulate the wave decomposition and the spectrum evolution 
over a submerged bar is verified: the numerical results are compared against the experimental 
results from the test case presented by Beji and Batties [1993]. The experimental channel has a 
length of 30m and the still water depth is 0.4m which is reduced to 0.1m over the submerged 
breakwater. The offshore slope of the breakwater is 1/20 and the onshore slope is 1/10. The wave 
train is incident from the left boundary of the channel and is characterized by a period of 2.02s and 
amplitude 1.0cm. The computational domain reproduces the experimental channel and it is shown 
in Figure 1. The periodic wave is generated on the left boundary and a sloped beach is placed on the 
right boundary in order to dissipate the wave motion. The time discretization is 0.001s; the spatial 
discretization is Δx=0.01m. In the numerical simulation three vertical layers are used the dispersive 
and non linear phenomena related to this test.   
 
Figure 1. Wave transformation over a submerged bar. Bottom topography with station measurement: 
a) x=10.5m; b) x=12.5m; c) x=13.5m; d) x=14.5m; e) x=15.7m; f) x=17.3m. 
 
In Figure 2 the comparison between the numerical results and the experimental data for the wave 
transformation in the stations, which are indicated in Figure 1, is shown. At the station a the wave 
train is still almost sinusoidal and the numerical result are in very good agreement with the 
experimental data. In the next stations (stations b, c, d) the waves become progressively steepened 
by the interaction between the wave motion and the submerged bar, and then lose the vertical 
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symmetry. In the last stations (stations e and f) it is possible to notice the wave breaking and how 
the proposed model is able to simulate the wave transformation due to the wave-bar interaction in 
terms of both phases and amplitudes by using only three vertical layers. 
 
a)  b)  
c) d)  
e) f)  
Figure 2. Wave transformation over a submerged bar. Comparison between numerical results (solid 
line) and experimental data (dashed line) of the surface elevation at a) x=10.5m; b) x=12.5m; c) 
x=13.5m; d) x=14.5m; e) x=15.7m; f) x=17.3m. 
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2.5.2. Wave deformation by an elliptic shoal. 
 
This experiment is carried out in order to verify the ability of the proposed hydrodynamic model to 
simulate the physical processes of the wave propagation and the wave deformation (refraction and 
diffraction) due to a shoal. To this aim we numerically reproduce an experiment extracted from the 
"Report W. 154-VIII" of the Delft Hydraulics Laboratory, proposed by Berkhoff et al [1982]. 
The bottom of the physical domain has a slope of 1/50. Let (x,y) be the Cartesian axis and (x’,y’) be 
the auxiliary axis related to the Cartesian axis by a rotation of -20°. The bottom equations are given 
by: 
 
ܪ = 0.45                                                                                  ݕᇱ ≤ −5.484   (33) 
 
ܪ = max	(0.1; 0.45 − 0.02(5.484 + ݕᇱ))                                ݕᇱ ≥ −5.484   (34) 
 
It has to be notice that the minimum depth is 10 cm: only non breaking-waves are considered. 
The obstacle boundary and thickness equations are given by: 
 
ቀ
௫ᇱ
ସ
ቁ
ଶ + ቀ௬ᇱ
ଷ
ቁ
ଶ = 1                                                                                                                            (35) 
 
݀ = −0.3 + 0.5ට1 − ቀ௫ᇱ
ହ
ቁ
ଶ
− ቀ
௬ᇱ
ଷ.଻ହቁଶ                                                                                             (36) 
 
In Figure 3 the bottom topography of the computational domain is shown. The spatial discretization 
step is ∆ݔ = ∆ݕ = 0.05݉, whereas the time discretization step is ∆ݐ = 0.005ݏ. The wave motion is 
generated on the eastern boundary of the computational domain and a sponge zone is placed on the 
western side of the computational domain in order to absorb the wave motion energy. The wave 
train has an amplitude of 0.0464m and a period of 1s. In the numerical simulation four vertical 
layers are used in the vertical direction. Reflective conditions are set for the lateral boundaries.  
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Figure 3. Wave deformation by an elliptic shoal. Bottom topography of the computational domain. 
 
In Figure 4.a-d the comparison between the numerical results and the measured data from Berkhoff 
et al [1982] of the wave heights related to section ݔ =2 m, ݔ =0 m, ݕ =3 m and ݕ=9 m are 
respectively shown. The computed wave height is obtained by taking the difference between the 
maximum and the minimum free surface elevation considered over a time interval in which the 
wave form is permanent. From Figure 4a-b it is possible to see how the bottom elliptic obstacle 
modifies the wave motion: the boundary of the obstacle (Figure 4a) causes a diffraction  
phenomenon that reduces the wave height whereas the top of the obstacle (Figure 4b) increases the 
wave height (shoaling). Figure 4c-d show how the diffraction and the refraction phenomena cause 
the loss of symmetry and periodicity behind the obstacle.  
In Figure 5 an instantaneous wave field is shown. In this Figure the shoaling on the top of the 
obstacle, the diffraction behind the obstacle and the refraction phenomena dues by bottom slope can 
be noticed.  
91 
 
a) b)  
c) d)  
 
Figure 4. Wave deformation by an elliptic shoal. Comparison between numerical results (solid line) 
and experimental data (circles) of the wave heights along sections (a) ݔ = 2	݉; (b) ݔ = 0	݉; (c) 
ݕ = 3	݉ and (d) ݕ = 9	݉. 
 
 
 
Figure 5. Wave deformation by an elliptic shoal. Three-dimensional instantaneous wave field. 
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2.5.3. Solitary wave on a slope beach (Synolakis 1987). 
In this section the ability of the proposed hydrodynamic model to adequately represent a solitary 
wave in a channel with a slope beach is verified. The numerical results are compared with the 
experimental results obtained by Synolakis [1987]. The experimental test consists in the 
propagation of a solitary wave in a one-dimensional channel with a slope beach and it is for this 
able to verify the capacity of the numerical model to correctly represent the breaking, the runup and 
the wetting-drying phenomena.  The numerical test is made by using a spatial discretization step of  
0.05m and a time step of 0.005s. 475 horizontal calculus cell and only four vertical layer are used.   
The beach slope is 1/20 and the waves are generated on left boundary. The left boundary is 3m far 
from the toe of the beach. The still water depth is 0.29m while the wave amplitude is 0.0812m; the 
solitary wave is generated by using Equations (76-77) (sec 2.6.2).  
In Figure 6 the comparison between numerical and experimental results of the free surface elevation 
is shown. The free surface elevation (normalized by still water dept d) obtained with the numerical 
model is compared with the free surface elevation at different time ((a)t = 5.93 s, (b) t = 8.89s, (c) t 
= 11.86s, (d) t = 14.82s, (e) t = 11.78s, (f) t = 29.64s). 
From Figures 6.a-b  it is possible to notice how the wave profile is modified by the bottom slope 
interaction: the wave front becomes steeper and the breaking starts (Figure 6.c), afterward the wave 
profile becomes strongly asymmetric and the wave height gradually decreases (Figure 6.d). From 
Figures (6.e-f) it is possible to see the maximum level of the runup and rundown. The numerical 
results are in good agreement with the experimental results. 
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Figure 6. Solitary wave on a slope beach (Synolakis [1987]). Free surface elevation at different time 
step ((a)t = 5.93 s, (b) t = 8.89s, (c) t = 11.86s, (d) t = 14.82s, (e) t = 11.78s, (f) t = 29.64s). 
Comparison between numerical results (solid line) and experimental result (square).  
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2.5.4. Vortices formation dues to wave-structure interaction. 
In this section the results related to the non-linear wave-submerged structure interaction simulation 
are shown. The computational domain is a rectangular channel of 5m length and the still water 
depth is 0.228m. In the middle of the rectangular channel a submerged rigid square obstacle is 
placed: the length of the vertical side of the square is 0.114m while the horizontal side of the square 
is 0.29m. The spatial discretization step is 0.0025m and 100 vertical layers are used. The time 
discretization step is 0.001s. The submerged obstacle is modeled by following the Lin [2006] 
strategy. A Smagorinsky sub grid sub scale model is used in order to evaluate the energy dissipation 
related to the wave structure interaction. The solitary wave is generated on left boundary by using 
Equations (76-77) (Sec 2.6.2), where A=0.05m and T=1.0s. In Figure 7-13 the velocity field and the 
free surface elevation related to the wave-structure interaction are shown at different time steps.  
As is known, the interaction between the wave motion and the submerged obstacle can generate 
vortex structure (Lin [2006]). In Figure 7 the free surface elevation and the velocity field are shown 
when the solitary wave has not yet reached the obstacle and the velocity value is small. When the 
wave comes near the obstacle (Figure 8) the velocity value on the left side of the obstacle increases. 
Subsequently, (Figure 9) when the solitary wave has reached the left side of the obstacle, a little 
vortex on the left should of the obstacle is formed, while on the right side of the obstacle the 
velocity continue to increase. When the peak of the wave is on the left arris of the obstacle (Figure 
10) the vortex on the same arris is completely developed. The vortex behind the right arris starts to 
form when the peak of the wave reaches the right arris of the obstacle (Figure 11), while the vortex 
on the left side is increasing his dimension. From Figure 12-13 it is possible to notice how the wave 
crossing strongly modifies the vortices structures. In particular, the left vortex becomes sheeted and 
longer, while the right vortex becomes strengthen. 
At last, from Figures 14-15 it is possible to see how the vortex on the right side of the obstacle 
increases and persists for quite some time even when the solitary wave is now far, as shown in Lin 
[2006]. 
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a)   
b)  
 
Figure 7. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=1.872 s ൫ݐඥ݃/ℎ = 12.28൯. 
 
a)  
b)  
 
Figure 8. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=2.093s ൫ݐඥ݃/ℎ = 13.73൯. 
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a)  
b)  
 
Figure 9. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=2.315s ൫ݐඥ݃/ℎ = 15.19൯. 
 
 
a)  
b)  
 
Figure 10. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=2.523s ൫ݐඥ݃/ℎ = 16.55൯. 
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a)  
b)  
Figure 11. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=2.709s ൫ݐඥ݃/ℎ = 17.77൯. 
 
 
a)  
b)  
 
Figure 12. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=2.889s ൫ݐඥ݃/ℎ = 18.95൯. 
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a)  
b)  
 
Figure 13. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=3.048s ൫ݐඥ݃/ℎ = 19.99൯. 
 
 
a)  
b)  
 
 
Figure 14. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=3.219s ൫ݐඥ݃/ℎ = 21.11൯. 
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a)  
b)  
 
Figure 15. Vortices formation dues to wave-structure interaction. Free surface elevation (a) and 
velocity field (b) at time t=3.303s ൫ݐඥ݃/ℎ = 21.77൯. 
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2.5.5. Three-dimensional simulation of flow-structure interaction. 
In this section the results related to a three-dimensional flow-structure interaction test are shown. 
The test consists in simulating a uniform flow field in an open channel in which a rigid cube is 
situated on the channel bottom. Similar tests have been conducted by Li and Zhu [2002]. The 
channel is 3.5m wide and 5m length and the still water depth is 1m. The height of the cube is half of 
the depth flow and the boundaries of the domain are set at 1.5m and 3m respectively upstream and 
downstream the cube and 1.5m on both lateral side of the cube. Closed and reflective boundary 
condition are imposed on the lateral boundary of the channel and stillness initial condition are 
imposed. At the inflow an uniform and horizontal velocity field is imposed: 
 
൜
ݑ(1, ݆, ݇) = ݐ/2	; 	ݐ ≤ 1	ݏ	,
ݑ(1, ݆, ݇) = 0.5	; 	ݐ > 1	ݏ	,      (1 ≤ ݆ ≤ ܰݕ; 1 ≤ ݇ ≤ ܰݖ)                                                            (37) 
 
where Ny is the number of the calculation cells in the j direction, Nz is the number of the calculation 
cells in the k direction. The spatial discretization step is ∆ݔ = ∆ݕ = 0.025, the time discretization 
step is 0.001s and forty vertical layers are used for this test. A Smagorinsky sub grid sub scale 
model is used in order to evaluate the energy dissipation related to the flow-structure interaction.  
In Figure 16-17-18 the velocity field at three different time steps is shown.  
Figure 16 the hydrodynamic flow field after 5s is shown where unsteady condition are still in 
progress: from Figure 16.A it is possible to see how a small vortex is forming downstream the upper 
arris and in Figure 16.B two circulations with vertical axis are shown.  
In Figure 17 the hydrodynamic flow field after 10s of simulation is shown: from Figure 17.A it can 
be noticed that the main vortex increases its size while from Figure 17.B the axes of the horizontal 
vortices move in the downstream direction.  
The value of the velocity field becomes steady after 15s of simulation (Figure 18): the main vortex 
behind the obstacle is completely developed (Figure 18.A) and the vortices with the horizontal axes 
have completely change their attitude. The reattachment of the main vortex (Figure 18.A) is at 
1.47h (where h is the size of the obstacle).  
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a) b)  
Figure 16. Three-dimensional simulation of flow-structure interaction. Velocity field at time t=5.0s 
A) Section Y=1.75m. B) Section Z=0.25m.   
 
a) b)  
Figure 17. Three-dimensional simulation of flow-structure interaction. Velocity field at time t=10.0s 
A) Section Y=1.75m. B) Section Z=0.25m.   
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a) b)  
Figure 18. Three-dimensional simulation of flow-structure interaction. Velocity field at time t=15.0s 
A) Section Y=1.75m. B) Section Z=0.25m.   
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3. Conclusions 
Two original model has been proposed in this thesis. The first one is based on an numerical 
integration of a new integral contravariant form of the Fully Non-linear Boussinesq Equations. The 
Boussinesq equation system is numerically solved by a hybrid finite volume-finite difference 
scheme; the conservative part of the equations is discretized by an original high-order upwind 
WENO shock-capturing finite volume scheme, based on an exact Riemann solver. The integral 
form of the continuity equation described in this thesis does not contain dispersive terms and is 
entirely discretized by the above-mentioned shock capturing finite volume scheme. In this way the 
errors due to the low order discretization of such dispersive term are not introduced into the 
solution. A procedure is developed in order to correct errors related to the difficulties of numerically 
satisfying the metric identities in the numerical integration of the FNBE on generalized boundary-
conforming grids. The proposed high-order upwind WENO finite volume scheme is based on a 
genuinely two dimensional reconstruction procedure which uses a convex combination of 
biquadratic polynomials. Furthermore an original procedure for the treatment of the wet/dry front is 
presented. As previously demonstrated this model makes it possible to accurately simulate wave 
transformation phenomena, breaking longshore current, run up and wetting drying phenomena, the 
non-linear interaction between wave motion and submerged bar and strongly non linear and 
dispersive wave propagation on an highly distorted grid. 
The second model is based on an original integral form of the Navier-Stokes Equations in a time-
dependent coordinate system. The motion equations are discretized by means of a Finite Volume 
Shock-Capturing numerical procedure based on high order WENO reconstructions. The solution 
procedure for the motion equations uses a third order accurate Runge-Kutta fractional-step method 
and applies a pressure corrector formulation in order to obtain a divergence free velocity field at 
each stage. In the prediction phase of the fractional-step proposed model, the motion equations are 
discretized by means of a shock-capturing numerical procedure based on high order WENO 
reconstructions. The numerical flux is given at each cell interface by the solution of an approximate 
HLL Riemann problem. In the corrector phase of the fractional-step proposed model, in order to 
solve the Poisson equation and to reduce the computational costs related to it, an alternate Zebra 
four-colour Gauss-Siedel relaxation method with a V-cycle multigrid strategy is used. As previously 
demonstrated the new Finite-Volume Non-Hydrostatic and Shock-Capturing three-Dimensional 
Model is able to simulate wave refraction, diffraction, shoaling, breaking and wave-structure 
interaction. 
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