We have revisited the target EON 10.477 41.954 in order to determine more accurately the uncertainties in the model parameters that are important for target classification (i.e., galaxies with or without substantial extraplanar dust). We performed a Markov-Chain Monte Carlo (MCMC) analysis for the fifteen parameters of the three-dimensional radiative-transfer galaxy model we used previously for target classification. To investigate the convergence of the MCMC sampling-which is usually neglected in the literature but should not be-we monitored the integrated autocorrelation time (τ int ), and we achieved effective sample sizes > 5, 650 for all the model parameters. The confidence intervals are unstable at the beginning of the iterations where the values of τ int are increasing, but they become stable in later iterations where those values are almost constant. The final confidence intervals are ∼ 5 − 100 times larger than the nominal uncertainties used in our previous study (the standard deviation of three best-fit results). Thus, those nominal uncertainties are not good proxies for the model-parameter uncertainties. Although the position of EON 10.477 41.954 in the target-classification plot (the scale-height to diameter ratio of dust vs that of light-source) decreases by about 20 − 30% when compared to our previous study, its membership in the "high-group"-i.e., among galaxies with substantial extraplanar dust-nevertheless remains unchanged.
INTRODUCTION
Galactic dust which resides in various types of galaxy (spiral, elliptical and irregular) manifests itself by scattering, absorbing, or reradiating starlight (Stein & Soifer 1983) . The optical dust lane seen along the galactic plane of the spiral galaxy is a clear manifestation of its existence. The dust located away from this galactic plane (i.e., extraplanar dust) is important in several respects. For instance, the very presence of extraplanar dust indicates that some mechanism prevents the dust from settling down to the galactic plane. Howk & Savage (1997) discussed several mechanisms that might produce the extraplanar dust, reporting its first clear detection. They include hydrodynamic phenomena such as galactic fountain flows (Shapiro & Field 1976; Bregman 1980; Houck & Bregman 1990 ), radiation pressure (Ferrara et al. E-mail: jhshinn@kasi.re.kr 1991; Franco et al. 1991; Ferrara 1993) , effects of magnetic fields and dynamical instabilities (Binney 1981; Mulder & Hooimeyer 1984) . Even the accretion from the circumgalactic or intergalactic medium (see Howk 2012 and Fraternali & Binney 2008) and the tidal or ram-pressure stripping from galaxies (Hodges-Kluck et al. 2019 ) are on the list. Extraplanar dust may also contain information about the transport of the interstellar medium into the galactic halo and out into intergalactic space, where the dust is known to exist (e.g., Zaritsky & White 1994; Chelouche et al. 2007; McGee & Balogh 2010; Ménard et al. 2010; Peek et al. 2015; Tumlinson et al. 2017 ).
Numerous studies have been done on extraplanar dust at several wavelengths, mainly targeting edge-on galaxies. Its existence is indicated by optical absorption features detected against starlight (e.g., Howk & Savage 1997 , 1999 Howk 1999 ; Thompson et al. 2004; Rossa et al. 2004) , by emission features in the infrared (e.g., Irwin & Madden 2006;  2 J.-H. Shinn Irwin et al. 2007; Burgdorf et al. 2007; Bocchio et al. 2016) , and by scattered light in the ultraviolet (e.g., Seon et al. 2014; Hodges-Kluck & Bregman 2014; Shinn & Seon 2015; Hodges-Kluck et al. 2016) . Extraplanar dust has also been studied by modeling galactic spectral-energy distributions (Baes & Viaene 2016) and by modeling the polarization of starlight (Seon 2018) . The typical scale-height of extraplanar dust is a few kpc. Two investigations (Hodges-Kluck & Bregman 2014; Hodges-Kluck et al. 2016 ) studied the relations between the properties of ultraviolet halos and their host galaxies, but Hodges-Kluck et al. (2016) found no close relation between the scale-height of the ultraviolet halo and host-galaxy properties such as the galaxy luminosity or the star-formation rate. Note, however, that the scale-height studied by Hodges-Kluck et al. (2016) is for the dust-scattered ultraviolet halo and not for the dust itself.
One way to characterize extraplanar dust in the context of galaxy evolution is to examine its relation to the properties of the host galaxies. In order to derive the physical parameters of the extraplanar dust (e.g., the scale-height) and of the host galaxies (e.g., the star-formation rate), we previously examined those galaxies reported to have dustscattered ultraviolet halos (Hodges-Kluck & Bregman 2014), using a three-dimensional radiative-transfer model (Shinn & Seon 2015) . However, our results showed that the existence of an ultraviolet halo does not always mean the existence of substantial extraplanar dust. Therefore, we needed a more reliable list of galaxies with substantial extraplanar dust, and we constructed a new candidate list by examining edgeon galaxies (Shinn 2018) . In that list, the candidates are those for which the stellar and dust scale-heights (z s and z d ) are hard to explain with a simple disk model (one stellar disk + one dust disk), probably due to the existence of extraplanar dust.
We obtained these scale-heights z s and z d , in addition to thirteen other model parameters, by fitting ultraviolet galaxy images with a three-dimensional radiativetransfer model (Shinn 2018) . For the nominal uncertainties of the model parameters, in that study we used the standard deviation of three best-fit values. We obtained those values by repeating the fit three times, similarly as done by De Geyter et al. (2013 . However, the resulting nominal uncertainties are rough estimates. Because they may affect target classification in the plane z d /D 25, ph vs. z s /D 25, ph , where D 25, ph is the galactic diameter (see Shinn 2018) , in the present work we have revisited one target-EON 10.477 41.954 (FGC 79)-and have performed a Markov-Chain Monte Carlo (MCMC) analysis (see Sharma 2017 and references therein) to check this possibility and obtain more rigorous estimates of the model-parameter uncertainties. While applying the MCMC method, we monitored the convergence of the MCMC samples-which is usually neglected in the literature but should not be-in order to know how much the samples are close to the targeted distribution, i.e., the likelihood (see section 3). The well-sampled MCMC analysis shows that the new parameter estimates are consistent with the previous ones, in general to within the 95% confidence interval. However, we also found the nominal uncertainties used in Shinn (2018) 
DATA AND TARGET
Since we are here revisiting one target from among the edgeon galaxies studied by Shinn (2018) , our data-preparation procedure is exactly the same as in that paper. We used the FUV-band image from the Galaxy Evolution Explorer (GALEX ; Martin et al. 2005) , which covers 1344-1786Å with an imaging resolution of 4.2 (Morrissey et al. 2007 ). The FUV-band image is useful in discovering extraplanar dust because the dominant ultraviolet light sourcesmassive stars-have smaller scale-height than the old stellar population (Bahcall & Soneira 1980; Wainscoat et al. 1992; Martig et al. 2014) . We used the pipeline-processed archival data from GR6/7 (http://galex.stsci.edu/GR6/) without any additional data reduction except for cropping and masking. A more detailed description of the data preparation can be found in Shinn (2018) .
We selected the target EON 10.477 41.954 for this study because it seems to have a simple unimodal likelihood surface which is more tractable for the MCMC analysisits FUV image has a smooth overall shape and few local (bright or dark) features, and was well-fitted by the model, leaving an almost featureless residual image, as shown in Shinn (2018) . Figure 1 shows images of EON 10.477 41.954 in the far-ultraviolet (the left panel) and the optical (the right panel), respectively.
ANALYSIS AND RESULTS
The primary purpose of this study is to determine the uncertainties in the model parameters more accurately than we did in Shinn (2018) . In order to accomplish this, we employed the MCMC method and sampled the likelihood surface. The three-dimensional radiative-transfer model and the likelihood calculation are the same as in Shinn (2018) . The model produces a two-dimensional image at an observer's position for a given set of parameters, repeatedly generating an artificial distribution of photons from the galactic light source and scattering them from the galactic dust within the three-dimensional model grid.
We used fifteen parameters for the modeling, eight for the galaxy itself (
and seven for the viewpoint and the background (θ incl , θ pos , ∆x, ∆y, bg ctr , ∂bg/∂ x, ∂bg/∂ y). The galaxy is described by two exponential discs, one for the dust and the other for the light-source. The parameter definitions are as follows: L FUV is the galaxy luminosity in the FUV band; τ FUV is the optical depth in the FUV band through the galactic center when viewed face-on; h d is the scale-length of the dust component; z d is the scale-height of the dust component; R d is the cutoff radius of the dust component; h s is the scale-length of the light-source component; z s is the scale-height of the light-source component; R s is the cutoff radius of the light-source component; θ incl is the inclination angle; θ pos is the position angle; ∆x is the horizontal shift of the galaxy center in the image plane; ∆y is the vertical shift of the galaxy center in the image plane; bg ctr is the background level at the center of the image; ∂bg/∂ x is the horizontal gradient of the background at the center of the image; and ∂bg/∂ y is the vertical gradient of the background at the center of the image. The viewpoint and the background are included in the model, to obtain more general uncertainties of galaxy parameters which reflect the uncertainties of the viewpoint and the background. We refer the readers to Shinn (2018) for more details about the model.
We calculated the likelihood using the C-statistic (Cash 1979) in order to reflect the low photon counts in the GALEX FUV image:
, where m i and d i are the pixel values of the model and data images, respectively. Before calculating the likelihood, we convolved the model image with the extended point-spread-function (an image size of 600 ) to match the spatial resolution and include instrumental light scattering (see Shinn 2018 for more details). Here we note that the vertical profile of the dust-scattered starlight can have a broader width than that of the dust itself, since the starlight can move away from the galactic plane being scattered multiple times by the dust.
MCMC Sampling
We adopted the affine-invariant ensemble sampler (Goodman & Weare 2010) for the MCMC sampling. This sampling method uses a set of walkers that move around the target distribution, changing their positions according to the affine transformation. We used the stretch move method, which generates a proposal from the positions of the current walker and one other randomly selected walker. This can be expressed as follows:
where X j and X k represent individual walkers in the ensemble, Y is a proposal for the walker X k , and Z is a scaling variable. The distribution of Z is given by
where the parameter a > 1 is adjustable. We adopted a = 2, as in Goodman & Weare (2010) . In summary, our MCMC sampler makes a proposal for X k along the line that connects X k and X j , being limited by the two points [
, which is biased more toward X j than in the opposite direction [see eq. (2)].
To save time in finding the maximum likelihood region, we used as the initial MCMC walkers the model-parameter vectors obtained by Shinn (2018) after finding the best fit. The number of walkers is hence 113, which was the number of parameter vectors used in Shinn (2018) . The MCMC walkers seem to be in the "burn-in" stage over about the first 4000 iterations (see Brooks et al. 2011 , for more about "burn-in"). We excluded the MCMC chains that were produced during this "burn-in" stage.
To perform the MCMC analysis, we utilized a computer cluster, running the calculation either with 256 CPUs or with 240 CPUs. The CPU models employed for the former and the latter were, respectively, Intel(R) Xeon(R) CPU E5-2470 0 @ 2.30GHz and Intel(R) Xeon(R) CPU E5-2698 v4 @ 2.20GHz. The running time was almost the same for both, requiring about five hours for 1000 iterations, or equivalently about one day for 5000 iterations. We produced each model image with 5 × 10 6 photons, as in Shinn (2018) . We note that the computing speed is about three times faster than we had available for Shinn (2018) .
Convergence Monitoring
The MCMC algorithm is a method for sampling the target distribution, and it is important to check whether the sam-ples are sufficiently representative of that distribution; in other words, whether the samples are adequately converged. This convergence monitoring should be carried out; if not, we cannot have any information about how much the samples are close to, or different from, the target distribution. The degree of convergence is directly related to the reliability of the model-parameter uncertainties, since we are sampling the likelihood surface. In order to monitor the convergence of the MCMC chains, we measured the integrated autocorrelation time (τ int , see Sharma 2017; Sokal 2013) , which is defined as
Here ρ xx is the autocorrelation function for a sequence {x i }, t is the time difference-or distance-between two points in the sequence {x i },x is the mean of sequence {x i }, and E [·] means the expectation value. Note that ρ xx has a form similar to Pearson's correlation coefficient (see Press et al. 2007 ).
In most applications, the MCMC chains are correlated (see Sokal 2013) , and the variance ofx increases by the factor τ int :
where N is the size of the sequence {x i } (Sharma 2017; Sokal 2013) . In other words, we can say that the MCMC chain has only N/τ int independent samples, which is also known as "effective sample size" (ESS). Based on Eq. (4), we can monitor the convergence of the MCMC chain using the ESS, since Var(x) becomes smaller as the MCMC samples approach the target distribution more closely. Fig. 2 shows the values of τ int for each of our model parameters. Since we used the affine-invariant ensemble sampler, we calculated τ int from the mean of the 113 walkers {X i }, where Goodman & Weare (2010) . We calculated τ int with a routine in the MCMC package emcee (Foreman-Mackey et al. 2013), using an "automatic windowing" size of 5 (see Sokal 2013) . At the beginning of the iterations, the values of τ int increase with the number of the iterations, but they saturate at the level of ∼ 300 − 600 after ∼ 2 × 10 4 iterations. This saturated value can be regarded as the representative value of τ int for our MCMC method. As shown in Fig. 2 , the values of τ int for all the parameters cross the line N = 50 τ int at the end of the iterations. This means that all the MCMC chains have ESSs greater than 50 × 113 = 5,650; the number of walkers, 113, must be multiplied to, since the value of τ int is calculated from the mean of ensemble walkers (X i = 1 113 113 i=1 x i , see also Goodman & Weare 2010) . This ESS of 5,650 far exceeds the ESS = 3, 748 required to determine the 0.025 quantile of the probability distribution function f (x) to within ±0.005 of the true value with probability 0.95 (Raftery & Lewis 1992) . We therefore conclude that our MCMC chains achieve sufficiently large ESSs and hence good enough convergence.
We expected the running time for all 35,000 iterations (including the "burn-in" stage; see section 3.1) to be about one week, but we actually had to spend much more time. At some points the MCMC chains tended to become similar to earlier ones, which increases ρ xx (t) and the values of τ int but without increasing the ESS. We therefore had to stop at such points and resume the MCMC sampling after removing the last parts of those MCMC chains. This happened several times before we completed all 35,000 iterations.
When carrying out the MCMC analysis, we used as the initial MCMC walkers the model parameter vectors obtained by Shinn (2018) after finding the best fit (see section 3.1). This approach might miss other local maxima of the likelihood surface, located away from the global maximum. We therefore checked for such possibilities by running a test MCMC sampling with a larger proposal distance, increasing the parameter a in Eq. (2) five-fold from 2 to 10. We adopted the last 113 walkers-that is, those obtained at the 35,000th iteration-as the initial MCMC walkers for this test, and we ran the sampling for up to 300 iterations. We found no local maxima from this test.
Confidence Intervals from MCMC Sampling
The purpose of our MCMC analysis is to determine the uncertainties of our model parameters more accurately, and the accuracy depends upon the convergence of the MCMC sampling. In order to see this dependence, we plotted the evolution of the uncertainties during the iterations. Fig. 3 shows the evolution of the 68% and 95% confidence intervals. Both confidence intervals vary in position and width at the beginning of the iterations, but they stabilize later on, especially after entering the region where the values of τ int become almost constant (the yellow shaded region in Fig. 3) . The "burn-in" stage is not included in Fig. 3 (see section 3.1). We can see the convergence of the MCMC sampling from Fig. 3 , although the converged confidence intervals are not greatly different from the earlier ones.
For comparison with the best-fit model parameters obtained by Shinn (2018) , we plotted those best-fit values in Fig. 3 with the label "DE best." Shinn (2018) found these best-fit values through a global-optimization method called Differential Evolution (DE). The three "DE best" points correspond to three different results of DE optimization. As shown in Fig. 3 , the "DE best" points fall outside the 68% confidence interval for some model parameters, such as L FUV and τ FUV . However, they generally seem to fall within the 95% confidence interval. We here note that the number of iteration required for the MCMC analysis (35, 000) far exceeds that of the DE method (∼ 3000 for three trials). This means that the MCMC analysis is much more timeconsuming than the DE method. Fig. 4 is a so-called "corner plot", which shows all the mutual relations among the model parameters (the offdiagonal panels) and the marginal probability distribution functions (PDFs) for each parameter (the diagonal panels). We created this corner plot from all the MCMC chains obtained over the final 31,000 iterations, i.e., after excluding the first 4,000 (see Fig. 3 ). No smoothing was applied to the off-diagonal panels. There is a sharp cut in the panel for R s vs. R d , which is caused by the restriction of R d ≥ R s ; we used this constraint to prevent light sources from being in the space without dust (see Shinn 2018 age, while τ FUV decreases it. The anti-correlations between L FUV and z s can be understood similarly, because both parameters increase the brightness of the model image at the edge of the galaxy. The anti-correlation between ∆y and θ incl is related to the geometry of the galactic disk relative to the observer. Since θ incl is less than 90 • , the upper disk surface faces the observer, so the projected disk area decreases as θ incl increases toward 90 • . The brightness in the lower part of the galaxy-model image, which corresponds to the front side of the disk surface, is more affected by the galaxy inclination, since direct (non-scattered) light is more dominant there. When θ incl increases, ∆y must decrease to compensate for the darkening of the lower part of the galaxy-model image, and vice versa; this leads to the anti-correlation. We here note the weak anti-correlation between z d and h d . The scattering effect of extraplanar dust can be reproduced by increasing either z d or h d , since our target galaxy is viewed edge-on. This degeneracy seems to cause the large h d ∼ 100 kpc although its uncertainty is also large (∼ 20−30 kpc). We also observed that a substantial extraplanar dust causes the overestimation of h d , from Test C (Fig. 4) of Shinn (2018) . The parameter h s is limited at its lower end by the parameter space limit (0.1 kpc) that was set to be small enough considering the spatial resolution of the EON 10.477 41.954 FUV image. The marginal PDFs are shown in the diagonal panels of Fig. 4 , together with their medians and 68% confidence intervals (see also Shinn (2018) are appended at the last row for comparison. Column (1), the galaxy luminosity in the FUV band; Column (2), the optical depth in the FUV band through the galactic center when viewed face-on; Column (3), the scale-length of the dust component; Column (4), the scale-height of the dust component; Column (5), the cutoff radius of the dust component; Column (6), the scale-length of the light-source component; Column (7), the scale-height of the light-source component; Column (8), the cutoff radius of the light-source component; Column (9), the inclination angle; and Column (10), a note for the row. The quoted values of this work are the medians and the 68% confidence intervals, while those of Shinn (2018) are the mean and the standard deviation of three DE best-fits. For simplicity, we exclude the model parameters for the viewpoint and the background, except for the inclination. See Shinn (2018) for more details about the model. Determination of RT Model Parameter Uncertainties 9 Fig. 5 shows the best-fit result found from the MCMC analysis. We produced this image using the medians of the model-parameter PDFs (see Fig. 4 ), and the goodness-offit image shown is the χ 2 image for which the uncertainty is given by 1+ √ count + 0.75 (Gehrels 1986) , as in Shinn (2018), to reflect the small number of counts in the GALEX FUV count image. As the χ 2 image shows, the model reproduces the observational image well.
In our previous study (Shinn 2018) , we adopted the standard deviation of three best-fit parameters as the nominal uncertainty (σ DE ) for each of the best-fit model parameters, similarly as in De Geyter et al. (2013 ) who used five best-fits. To determine whether such an approach is sufficient-or whether it can at least be used as a proxy for the uncertainties-we compared the values of σ DE to the confidence intervals obtained from the MCMC analysis. Fig. 6 shows the ratios of the 68% (∆ 68 ) and 95% (∆ 95 ) confidence intervals to σ DE , respectively, for all the model parameters. The ratios are far from unity (i.e. perfect match) or even from constant in either case; while the ratio is as small as < 10 for h d , it is as large as > 100 for z d . Even excluding these two extremes (h d and z d ), the ratios fluctuate widely between 10 and 100. Although such large fluctuations might be caused by the small number of tries (i.e., three), we conclude that adopting the standard deviation of several best-fit results as the uncertainty for the best-fit parameter may cause large errors in the uncertainty estimates. . The "high-group" and "low-group" include galaxies, respectively with and without, substantial extraplanar dust, as classified by Shinn (2018) . In comparison to the values obtained from the optical radiative-transfer studies (gray squares) that represent galactic think disks, EON 10.477 41.954 has a similar value of z s /D 25, ph but a higher value of z d /D 25, ph . The opticalstudy data points are from Table 4 of Shinn (2018) , Peters et al. (2017b) , and Mosenkov et al. (2018) . When plotting the points of Peters et al. (2017b) , we used the distances listed in Peters et al. (2017a) and the major axis diameter (D 25 ) from NASA/IPAC Extragalactic Database (https://ned.ipac.caltech.edu/). Also, we only included the fast-rotating (maximum circular velocity υ max > 130 km s −1 ) galaxies in order to be consistent with other optical studies (see Peters et al. 2017b ). In Fig. 7(b Shinn (2018) are appended at the last row for comparison. Column (1) is from Shinn (2018) , and Columns (2)-(3) are calculated from z s and z d from Table 1 using Column (1). Column (4) is a note for the row. For the best-fit model parameters, we used the median of each PDF (see Fig. 4 ). From left to right, respectively, the three panels show the Galaxy Evolution Explorer (GALEX ) FUV count image, the best-fit model image, and the goodness-of-fit image. The image field-of-view is the same with the one in Fig. 1 . The color-bar maximum is set to 3 in the goodness-of-fit image, and the white areas are excluded from the MCMC analysis. The gray arrow in the best-fit model image defines the inclination angle, which increases from the arrow when moving into the page. . The latter is proportional to the surface density of the FUV luminosity. The symbols are the same as in panel (a). Both panels share the same y-axis. Table 3 . Summary of the Tests on Two Mock Galaxies. Column (1), the name of the mock galaxy and the relevant information ; Column (2), the galaxy luminosity in the FUV band; Column (3), the optical depth in the FUV band through the galactic center when viewed face-on; Column (4), the scale-length of the dust component; Column (5), the scale-height of the dust component; Column (6), the cutoff radius of the dust component; Column (7), the scale-length of the light-source component; Column (8), the scale-height of the light-source component; Column (9), the cutoff radius of the light-source component; Column (10), the inclination angle; Column (11), the position angle; Column (12), the shift in the horizontal direction on the image plane; and Column (13), the shift in the vertical direction on the image plane. (Fig. 7) , while we set z s to be smaller than the ratio z s /D 25, ph ∼ 0.01 of the optical studies (Fig. 7) , since the GALEX FUV image traces the young stellar population which has a lower scale-height than the old stellar population (see Bahcall & Soneira 1980; Wainscoat et al. 1992; Martig et al. 2014) . The values of τ FUV , h d , and h s were set referring the values used to produce a test image in De Geyter et al. (2013) . We set τ FUV to be comparable to the V-band face-on optical depth of De Geyter et al. (2013) . The values of h d and h s were set to be double of De Geyter et al.'s, in order to make the brightness along the galactic plane more uniform like EON 10.477 41.954. We set R d to be larger than R s to prevent the light sources from being in the dust-free region. L FUV was chosen for the mock galaxy to have similar counts per pixel as the GALEX image of EON 10.477 41.954. When converting the count-per-sec image to the count image, we used a fake relative response image whose value is unity at all pixels, for simplicity; hence L FUV is unrealistic. Test eG represents a spiral galaxy with substantial extraplanar dust. We added a second dust disk to Test G. The second dust disk shares the same parameters with that of Test G, except z d which is three times higher.
Mock Galaxy
We performed the MCMC analysis on the two mock galaxies (Test G and eG) in the same way as on EON 10.477 41.954 (see section 3.1 and 3.2). First, we found the maximum likelihood region using the DE method, and then used the final parameter vectors from the DE analysis as the initial MCMC walkers. The control variables of the DE method are the same with those for Test A-C of Shinn (2018) ; therefore, the number of the initial MCMC walkers is 90. For both Test G and eG, the burn-in stage of 5000 iterations were needed. We stopped the MCMC sampling when τ int of all the model parameters fall between the two lines of iteration = 10 τ int and iteration = 20 τ int (see Fig. 9 and 10), where τ int is calculated from the mean of the 90 walkers, X i = 1 90 90 i=1 x i . We could not push further iterations because the repeating emergence of correlated chains makes τ int increase abruptly (see section 3.2). These two lines corresponds to the ESS of 10 × 90 = 900 and 20 × 90 = 1800, respectively. These ESSs are close to the numbers of independent samples required to determine the 0.025 quantile to within ±0.01 and ±0.0075, respectively, with probability 0.95; i.e., 936 and 1665 (Raftery & Lewis 1992) . The achieved ESSs for Test G and eG (∼ 900 − 1800) are smaller than those for EON 10.477 41.954 (> 5, 650), because the correlated MCMC chains emerge more frequently for Test G and eG. We guess this might be related to the fact that the mock images are produced by the model itself which is used for the MCMC sampling. Fig. 11 and 12 show the corner plots for Test G and eG, and the determined model parameters are listed in Table  3 . In both figures, the parameter z s is limited at its lower end by the parameter space limit (0.01 kpc) that was set to be small enough considering the expected z s for young stellar populations. Also, all parameters show single-peaked marginal distributions in both tests, except τ FUV of Test G (Fig. 11) which is weakly double-peaked. As Fig. 11 shows, for Test G, all the input parameters are recovered within 2-σ (95%) range. However, some parameters show larger deviations from the input values than the others. L FUV , τ FUV , z d and z s show a nearly 2-σ deviation, while R d , θ pos , ∆x and ∆y fall right on the input values. We note that the former (especially τ FUV , z d and z s ) is the parameters related to the galactic vertical structure, while the latter is not. Based on this contrast, we suppose that the larger deviations of τ FUV , z d and z s are likely due to the poor spatial resolution of the mock galaxy image, which distorts the likelihood surface for the maximum point to be deviated. The same kind of deviation would also be expected for the MCMC results of EON 10.477 41.954, since it is poorly-resolved in the GALEX FUV image (Fig. 1) . We here note that z d and z s , our main interest for the target classification, are underestimated than the input values. In Fig. 12 for Test eG, we can see that the existence of substantial extraplanar dust makes z d and z s overestimated. These two parameters are greater than those of Test G (see Table 3 ) kpc for z s . Therefore, we think that our methodology for finding the edge-on galaxies with substantial extraplanar dust on Fig. 7(a) would work even for the poorly-resolved edge-on galaxies.
DISCUSSION
We have carried out an MCMC analysis of the modeling of the GALEX FUV image of EON 10.477 41.954 in order to determine the uncertainties of the model parameters more accurately. Since the MCMC analysis is basically a sampling of the likelihood surface, it was necessary to measure the convergence of the sampling. We monitored the convergence using the ESS (N/τ int , see section 3.2), and Fig. 2 shows the evolution of τ int over the iterations. In section 3.2, we noted that it was necessary to stop and resume the MCMC run several times, since τ int increased abruptly at some points and hence the ESS did not increase. This demonstrates that running an MCMC analysis without monitoring τ int is meaningless-or at best problematic-because N can sometimes increase without increasing the ESS. We therefore conclude that an MCMC analysis should always be accompanied by proper convergence monitoring.
In Fig. 3 , we showed the evolution of the confidence intervals during the iterations. The 68% and 95% confidence intervals stabilized in position and width after all the parameters achieved almost constant values of τ int , say, for iterations > ∼ 20, 000. These intervals are unstable at early iterations, especially for iterations < ∼ 5, 000, where the values of τ int are not constant; again, this clearly shows the importance of convergence monitoring. In Fig. 3 , we also showed the best-fit results from Shinn (2018) for comparison, labeling them as "DE best." These "DE best" points are not on the modes of the PDFs (see also Table 3 ). The white areas are excluded from the MCMC analysis. maximum value, instead ending up with some value close to the maximum.
In our previous study (Shinn 2018) , we adopted σ DE as the nominal uncertainty for the model parameters, similarly as in De Geyter et al. (2013 . To check the validity of this approach, we plotted the ratios of σ DE to ∆ 68 and ∆ 95 , respectively. As shown in Fig. 6 , the ratios are neither unity nor even constant; instead, they range from > ∼ 5 up to > 100. rience, which is mentioned in the previous paragraph, could also make the fluctuations of ∆ 68 /σ DE and ∆ 95 /σ DE worse.
From our MCMC analysis results, we can now position EON 10.477 41.954 more accurately in the targetclassification plot [ Fig. 7(a) ]. The new position (green) has lower values than the old (red) position on both axes (∼ 20 − 30% decrease), but it nevertheless includes the old position within the 95% confidence intervals. This shows that EON 10.477 41.954 still belongs to the "high-group" (z s /D 25, ph > 0.2, see Shinn 2018), even with the new position. This membership seems more likely by comparison to the positions of galactic thin disks (gray squares) as determined from optical radiative studies. The relative positions are still the same as in Shinn (2018) ; the new position of EON 10.477 41.954 has a similar value of z s /D 25, ph but a higher value of z d /D 25, ph than the galactic thin disks. These values of z s /D 25, ph indicate that the young stellar population (which is bright in the ultraviolet) has a similar scaleheight to the old stellar population (which is bright in the optical). This is not consistent with the general picture of galactic structure-a young stellar population usually has a lower scale-height than an old stellar population (cf., Bahcall & Soneira 1980; Wainscoat et al. 1992; Martig et al. 2014) . The existence of substantial extraplanar dust probably causes this inconsistency-and also the higher value of z d /D 25, ph -since the extraplanar dust scatters the starlight further away from the galactic plane, as explained in Shinn (2018) .
The membership to "high-group" becomes more solid when we consider the ∼2-σ underestimations of z d and z s due to the poor spatial resolution of the GALEX image (see section 3.4). In the test with mock galaxies in section 3.4, we did not add any synthetic noise (e.g., instrumental and Poisson noises) to the mock images. These noises are random at each pixel and do not change the shape of the mock galaxy systematically, like lowering the spatial resolution of the galaxy image, which caused the underestimations of z d and z s . Therefore, we think the addition of those synthetic noises would not shift the mode of the model parameter distributions, but rather broaden the confidence intervals of the parameters. In this sense, the underestimation of z d and z s could be weaker than ∼2-σ due to the broadening of the confidence intervals, if the noises are added to the mock galaxy.
It is hard to guess how other galaxies may move in the target-classification plot [ Fig. 7(a) ] after an MCMC analysis, since each of them has a different likelihood surface around the maximum point. If the degree of movement is not much different from the case of EON 10.477 41.954 (i.e., ∼ 20 − 30%), we speculate that the target-classification of Shinn (2018) will remain unchanged. However, we cannot be sure of this until an MCMC analysis has been carried out for each target, which is in preparation. If we assume a similar amount of movement in the plot of Fig. 7(b) ], the conclusion of Shinn (2018) that
is not a good discriminator for galaxies with substantial extraplanar dust would also remain unchanged, since the "high-group" and "low-group" are mixed along the L FUV /D 2 25, ph axis. Table 3 ). The lower end of the z s distribution is limited by the parameter space limit, 0.01 kpc. (See the separate sheet for a larger version of this figure.)
CONCLUSIONS
We have revisited the target EON 10.477 41.954, which Shinn (2018) classified as a galaxy with substantial extraplanar dust ("high-group"), in order to obtain a more accurate determination of the uncertainties in the model parameters and hence a more rigorous target classification. In our previous study (Shinn 2018) , we used the standard deviation of three best-fit results (σ DE ) as the nominal uncertainty for each model parameter. Here, we instead performed an MCMC analysis of the likelihood surface and obtained more accurate uncertainties for fifteen model parameters.
We monitored the convergence of the MCMC samplingwhich is usually neglected in the literature but should not be to measure the reliability of the sampling-using τ int , and we achieved an ESS of > 5, 650 for all the model parameters. We had to stop and resume the MCMC sampling several times, since τ int increased abruptly at some iterations, and hence the ESS did not increase. We demonstrated that the confidence intervals are stable when the values of τ int are almost constant, but they are unstable when those values are increasing at the beginning of the iterations. Additionally, in order to see how the shape of the likelihood surface is affected by the low spatial-resolution Table 3 ). The lower end of the z s distribution is limited by the parameter space limit, 0.01 kpc. (See the separate sheet for a larger version of this figure.) of the EON 10.477 41.954 GALEX FUV image, we carried out two tests with mock galaxy images. We found that some model parameters could be deviated from the true value up to ∼2-σ level-e.g., z d and z s are underestimated by ∼2-σ-but our methodology to find the galaxies with substantial extraplanar dust using z d and z s (see Fig. 7 ) still works.
The modes of the parameter PDFs are different from the best-fit parameters found by the global-optimization DE method in Shinn (2018) . The slow approach of the DE method to the maximum-likelihood point seems to cause this difference. In order to check if σ DE can be used as a proxy for the model-parameter uncertainty, we compared the confidence intervals (∆ 68 and ∆ 95 ) to σ DE . We obtained the negative result; that ∆ 68 /σ DE and ∆ 95 /σ DE are neither unity nor constant, but rather scattered over ∼ 5 − 100. The new position of EON 10.477 41.954 in the target-classification plot (z d /D 25, ph vs. z s /D 25, ph ) decreases by about 20 − 30% in both axes, but the old position is included within the 95% confidence interval of the new one. EON 10.477 41.954 still belongs to the "high-group," even judging from the new position; z s /D 25, ph is > 0.2, and its position relative to the positions of galactic thin disks obtained from optical radiativetransfer studies is still the same as in Shinn (2018) . The situation is better when we consider the ∼2-σ underestima-tions of z d and z s due to the poor spatial resolution of the GALEX image. The changes in the positions of other target galaxies in the target-classification plot is hard to predict; however, if the amount of change is similar to the case of EON 10.477 41.954, the target classification would remain unchanged.
