In this paper a novel approach is developed for relative state estimation of spacecraft flying in formation. The approach uses information from an optical sensor to provide multiple line-of-sight vectors from one spacecraft to another. The line-of-sight measurements are coupled with gyro measurements and dynamical models in an extended Kalman filter to determine relative attitude, position and gyro biases. The quaternion is used to describe the relative kinematics, while general relative orbital equations are used to describe the positional dynamics. Three different attitude formulations are presented. The first estimates the relative attitude and individual gyro biases for the chief and deputy spacecraft. The second estimates the relative attitude, and the relative velocity bias and the deputy gyro bias. The third estimates the relative attitude, and the relative velocity bias and the chief gyro bias. Simulation results indicate that the combined sensor/estimator approach provides accurate relative attitude and position estimates.
II. Overview
In this section an overview of the frames used to describe the relative attitude and position equations of motion is shown. The measurement equations for the VISNAV sensor, which provides LOS vectors from one spacecraft to another, are then derived. Also, standard gyro measurement equations are shown, which will be used for relative attitude estimation.
A. Relative Orbital Motion Equations
The spacecraft about which all other spacecraft are orbiting is referred to as the chief. The remaining spacecraft are referred to as the deputies. The relative orbit position vector, ρ, is expressed in components by ρ = [x y z] T , shown in Figure 1 . The vector triad {ô r ,ô θ ,ô h } is known as the Hill coordinate frame, whereô r is in the orbit radius direction,ô h is parallel with the orbit momentum vector andô θ completes the triad. A complete derivation of the relative equations of motion for eccentric orbits can be found in Ref. 11 . If the relative orbit coordinates are small compared to the chief orbit radius, then the equations of motion are 4 of 34 given byẍ − xθ 2 
where p is semilatus rectum of the chief, r c is the chief orbit radius andθ is true anomaly rate of the chief. Also, w x , w y and w z are acceleration disturbances which are modeled as zeromean Gaussian white-noise processes, with variances given by σ 2 x , σ 2 y and σ 2 z , respectively. The true anomaly acceleration and chief orbit-radius acceleration are given bÿ
If the chief satellite orbit is assumed to be circular so thatṙ c = 0 and p = r c , then the relative equations of motion reduce to the simple form known as the CW equations (with disturbances added here):ẍ − 2 nẏ − 3 n 2 x = w x (3a)
where n =θ is the mean motion.
B. Vision-Based Navigation System and Gyro Model
Photogrammetry is the technique of measuring objects (2D or 3D) from photographic images or LOS measurements. Photogrammetry can generally be divided into two categories: far range photogrammetry with camera distance settings to infinity (commonly used in star LOS measurements, derived from light beacons in this case. It is assumed that the location of the sensor focal plane is known within the deputy spacecraft coordinate system, which is usually obtained through calibration. Without loss in generality, we assume that the chief spacecraft frame coincides with the Hill frame describe in Figure 1 . If we choose the z-axis of the sensor coordinate system to be directed outward along the boresight, then given object space and image space coordinate frames (see Figure 2 ), the ideal object to image space projective transformation (noiseless) can be written as follows: 13
where N is the total number of observations, (χ i , γ i ) are the image space observations for the i th LOS, (X i , Y i , Z i ) are the known object space locations of the i th beacon, (x, y, z)
are the unknown object space location of the sensor modeled by Eq. (1), f is the known focal length, and A jk are the unknown coefficients of the attitude matrix, A, associated to the orientation from the object plane (chief) to the image plane (deputy). The goal of the inverse problem is given observations (χ i , γ i ) and object space locations (X i , Y i , Z i ), for i = 1, 2, . . . , N, determine the attitude (A) and position (x, y, z).
The observation can be reconstructed in unit vector form as
where
When measurement noise is present, the measurement model becomes
whereb i denotes the i th measurement, and the sensor error υ i is approximately Gaussian 7 of 34 which satisfies 14
where E { } denotes expectation and
where σ 2 i is the variance of the measurement errors associated with χ i and γ i , and d is on the order of one. Note that as χ i or γ i increases then the individual components of R FOCAL i increase, which realistically shows that the errors increase as the observation moves away from the boresight. As stated in Ref. 15, the covariance model is a function of the true variables χ i and γ i , which are never available in practice. However, using the measurements themselves or estimated quantities from the EKF leads to only second-order error effects. 
This matrix is always nonsingular. 14 If Eq. (10b) is used in Eq. (11) then we have R i = σ 2 i I 3×3 . Finally, concatenating all R i matrices for the available LOS measurements at time-step t k into a block diagonal matrix leads to the EKF measurement covariance matrix, denoted by
A common sensor that measures the angular velocity is a rate-integrating gyro. For this sensor, a widely used model is given by 17
where ω is the continuous-time true angular velocity,ω is the measured velocity, β is the 9 of 34 drift, and η v and η u are independent zero-mean Gaussian white-noise processes with
where δ(t − τ ) is the Dirac delta function. In this paper we use (η cv , η cu ) and (η dv , η du ) to denote the parameters of chief and deputy gyros, respectively. It is important to note that gyros measure with respect to an inertial frame, not with respect to the frames used to the describe the chief and deputy spacecraft shown in this section.
III. Relative Attitude Kinematics
In this section a brief review of the attitude kinematics equation of motion using the quaternion is shown, as well as some useful identities. Then, the relative attitude kinematics equation between two spacecraft is shown, followed by a closed-form solution of the relative state transition matrix.
A. Quaternion Kinematics
In this section a brief review of the quaternion kinematics is shown. More details are given
and q 4 = cos(ϑ/2), whereê is the axis of rotation and ϑ is the angle of rotation. 18 Since a four-dimensional vector is used to describe three dimensions, the quaternion components cannot be independent of each other. The quaternion satisfies a single constraint given by ||q|| = 1. The attitude matrix is related to the quaternion by
Successive rotations can be accomplished using quaternion multiplication. Here we adopt the convention of Ref.
[19] who multiply the quaternions in the same order as the attitude matrix
The composition of the quaternions is bilinear, with
The inverse quaternion is given by
is the identity quaternion.
The quaternion kinematics equation is given bẏ
Some useful identities are given by
It is assumed in Eqs. 
B. Relative Kinematics
In this section a review of the relative quaternion kinematics is shown. The relative attitude, denoted by the quaternion q, which is used to map vectors in the chief frame to vectors in the deputy frame is expressed by
where q d and q c are the attitudes with respect to an inertial frame of the chief and deputy spacecraft, respectively. Equation (22) is similar to the error quaternion used in Kalman filtering. Following Ref. 19, the relative quaternion kinematics can be shown to be given bẏ
where ω c and ω d are the angular velocities of the chief and deputy, respectively. Equation 
where ω dc is the relative angular velocity defined by
Equation (24) 
A closed-form solution for the state transition matrix of 1 2 Θ(ω d , ω c ) is shown in Ref. 21. As an aside, note that the eigenvalues of this matrix are given by ±(||ω d || + ||ω c ||)j and ±(||ω d || − ||ω c ||)j. Since the matrices Ω(ω d ) and Γ(ω c ) commute, we can write
The closed-form solution for the matrix exponential of 1 2 Ω(ω d )t is well documented (see Ref. 22) . Applying a similar derivation to the matrix − 1 2 Γ(ω c )t gives
Hence, the discrete-time propagation of the relative quaternion, assuming that ω c and ω d are constant over the sampling interval ∆t ≡ t k+1 − t k , is given by
Note that the matricesΩ(ω d k ) andΓ(ω c k ) also commute.
IV. Relative Attitude Estimation
In this section the necessary equations for relative attitude estimation between two spacecraft are derived. The estimator used for this relative estimation is based on the EKF. A review of the EKF equations can be found in Ref. 23 . In this section it is assumed that the relative position is known, and only the attitude and gyro biases will be estimated. In the next section, relative position estimation will be implemented as well. Three attitude estimation formulations are presented here. The first estimates the relative attitude and individual gyro biases for the chief and deputy spacecraft. The second estimates the relative attitude, and the relative velocity bias and the deputy gyro bias. The third estimates the relative attitude, and the relative velocity bias and the chief gyro bias.
A. Chief and Deputy Gyro Bias Case
In this section a formulation to estimate the relative attitude, as well as the chief and deputy gyro biases is derived. The truth equations are given bẏ
The estimates are given byq
The quaternion kinematics involves the attitude matrix. To provide a set of linearized equations used in the covariance propagation in the EKF, we employ the linearization approach shown in Ref. 19 . The error quaternion and its derivative are given by
The derivative ofq −1 can be derived by taking the derivative ofq ⊗q −1 = [0 0 0 1] T , which leads toq
Substituting Eqs. (32a) and (35) into Eq. (34b) leads to
Next, we define the following error variables: δω d ≡ ω d −ω d and δω c ≡ ω c −ω c . Using these definitions in ω dc gives
The linearization process make the following assumptions, which are valid to within first-
where δα is a small angle-error correction. Substituting Eq. (38b) into Eq. (37) and neglecting second-order effects leads to 
The error-state dynamics are now given by
and the spectral density matrix of the process noise w is given by is formed:
Then, the matrix exponential of Eq. (46) is computed:
where Φ is the state transition matrix of F and Q is the discrete-time covariance matrix.
The state transition matrix and discrete-time process noise covariance are then given by
If the sampling interval is "small" enough (well within Nyquist's limit), then Q = ∆t G Q G T is a good approximation for the solution given by Eq. (48b).
A summary of the EKF equations for relative attitude estimation is shown in Table 1, where P is the covariance matrix that consists of the covariance of the attitude errors and chief and deputy biases, and the vectorỹ is given byỹ =
The quaternion is re-normalized after the update stage. 19 A quaternion measurement, denoted byq, which can be computed when at least 4 LOS vectors are available, 25 may be used instead of body vector measurements.
The factor of 2 is required since the angle error is used in the EKF update. Also, 
in the relative velocity estimate. Using the error definitions of the biases and attitude, β dc can be expressed by
Assuming unbiased estimates gives E {β dc } =β dc . Next, ignoring second-order effects leads
Hence, the covariance of β dc is given by
and P is the covariance from the EKF.
B. Relative Velocity and Deputy Gyro Bias Case
In this section a formulation to estimate the relative attitude, as well as the relative velocity and deputy gyro biases is derived. Estimating for the relative bias directly is useful since the EKF gives its covariance directly in this case. Note that Eq. (51) is only valid to within first order and may be inaccurate for large errors. The equations derived in this section and the next are more complicated than the equations used to determine the individual biases of the chief and deputy from the previous section; however, these alternate formulations may be useful in more complex filters designs, such as the Unscented Kalman filter, 26 which retain higher-order terms. The linearized equations must now involveβ d andβ dc . We first derive the attitude-error equation in terms of these variables. Defining ∆β dc ≡ β dc −β dc , and usinĝ 
The estimate equation is given bẏ
The linear dynamics of ∆β dc can be derived in a similar fashion as the other linearized equations shown to this point. For brevity this derivation is omitted here. The error-state dynamics are given by
and the spectral density matrix of the process noise w is given by Eq. 
C. Relative Velocity and Chief Gyro Bias Case
In this section the necessary equations to estimate the relative attitude, as well as the relative velocity and chief gyro biases are shown. For brevity these equations are shown without derivation. The dynamic equation for the relative bias estimate is given bẏ
The error-state dynamics are given by 
V. Relative Attitude and Position Estimation
In this section the necessary equations for both relative attitude and position estimation between two spacecraft are derived. The state vector in the attitude-only estimation formulations shown in the previous section is now appended to include relative position and velocity of the deputy, radius and radial rate of the chief, and the true anomaly and its rate.
of 34
This appended vector is given by
The nonlinear state-space model follows from Eqs. (1) and (2) aṡ
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Here it is assumed that p is known perfectly. Any error in p can be incorporated into the process noise vector if needed. The full state vector is now given by
The error-state vector for the chief and deputy gyro bias case is now given by with obvious definitions of ∆ρ,ρ, ∆r c , ∆ṙ c , ∆θ and ∆θ. The matrices F and G that are used in the EKF covariance propagation are given by
whereX denotes the estimate of X. The partial matrix ∂f(X)/∂X is straightforward to derive and is not shown here for brevity. Defining the new process noise vector as w ≡ η T cv η T dv η T cu η T du w x w y w z T , then the new matrix Q is given by
The sensitivity matrix is modified to be
wherer − i is given by Eq. (6b) evaluated atρ − ≡ [x −ŷ−ẑ− ] T and the partial matrix
The EKF can now be executed with these new quantities to estimate both relative attitude and position. In the formulation of this section the chief radius and true anomaly, as well as their respective derivatives, are estimated. The observability of these quantities from relative position measurements is discussed in Refs. 27 and 28. If this information is assumed known a priori, then these states can removed and their respective measured values can be added as process noise in the state model.
VI. Simulation Results
In this section simulation results are presented that show the performance of the EKF to estimate both relative attitude and position between spacecraft. For the chief spacecraft, parameters from the Hubble Space Telescope are selected. The semimajor axis is given by 27 of 34 6,998,455 meters and the eccentricity is e = 0.00172. A bounded relative orbit is used. The constraint required on the Cartesian initial conditions must then satisfy 11
This bounded relative orbit constraint is valid for both eccentric and circular chief orbits.
Note that its form requires that t 0 be defined to be at the orbit perigee point. This is only used for simulation purposes though. The EKF can be initiated at any part of the orbit.
The initial chief orbit radius and true anomaly rate are given by r c (t 0 ) = a(1 − e) anḋ In order to provide a realistic simulation, measurement updates in the filter are only used when the beacons are within the FOV of the sensor. Simulated VISNAV measurements are generated using Eq. (7) with a measurement standard deviation given by σ i = 0.0005 degrees.
In order to initialize the EKF a nonlinear least squares routine from the synthetic measurements is used to determine the initial relative attitude and position. This corresponds to an initial attitude error of about 3 degrees (3σ) and an initial position error of about 6 meters (3σ) for each axis. The initial velocity and gyro biases are all set to zero for the filter, and the initial chief orbit elements are given by their respected true values. Each individual covariance sub-matrix for the attitude, gyro biases, position and velocity is assumed to be initially isotropic, i.e. a diagonal matrix with equal elements. The initial attitude covariance is given by I 3×3 deg 2 . The initial chief and deputy gyro bias covariances are each set to 4I 3×3 (deg/hr) 2 . The initial position covariance is set to 5I 3×3 m 2 and the initial velocity covariance is set to 0.02I 3×3 (m/s) 2 . The initial variance for the chief position is set to 1,000 m 2 and the velocity variance is set to 0.01 (m/s) 2 . The initial variance for the true anomaly is set to 1 × 10 −4 rad 2 and the rate variance is set to 1 × 10 −4 (rad/sec) 2 . shows that its estimate error may be fairly large, up to about 2 degrees, although the actual errors are much smaller. The true anomaly rate is known to within 1 × 10 −7 rad/sec.
The accuracy of these estimates not only depends on the accuracy of the PSD sensor and the number of beacons, but also on the "spread" of the beacons as well as the distance from the beacons and PSD. From Figures 3(c) and 4(b) the attitude and position covariance increases just past 60 minutes, which intuitively makes sense since this coincides with the maximum relative distance between the spacecraft. It is again important to note that the filter developed in this paper estimates not only the deputy states, but also the chief states including the chief radius, true anomaly and gyro biases. In actual practice, the chief 31 of 34 parameters will be known through external sensors onboard the chief spacecraft. For this more practical case, the states in the filter design presented here can be reduced to only deputy-associated parameters.
VII. Conclusions
An extended Kalman filter has been designed for relative attitude and position estimation for spacecraft formation flying applications. The measurements were assumed to be given by line-of-sight observations and gyro measurements from the chief and deputy spacecraft.
For attitude estimation three different filter formulations were presented. The first directly estimated the chief and deputy gyro biases. The second estimated the relative velocity and deputy gyro biases, and the third estimated the relative velocity and chief gyro biases.
For position estimation a nonlinear orbital model was used, where errors and disturbances were modeled by process noise. Simulation results have shown that the combined relative attitude/position Kalman filter is able to achieve accurate results using a close configuration of beacons with a modest relative distance between spacecraft.
