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ABSTRACT
We present an analysis to disentangle the connection between physical quantities
that characterize the conditions of ionized H ii regions – metallicity (Z), ionization
parameter (U), and electron density (ne) – and the global stellar mass (M∗) and specific
star formation rate (sSFR = SFR/M∗) of the host galaxies. We construct composite
spectra of galaxies at 0.027 ≤ z ≤ 0.25 from Sloan Digital Sky Survey, separating
the sample into bins of M∗ and sSFR, and estimate the nebular conditions from the
emission line flux ratios. Specially, metallicity is estimated from the direct method
based on the faint auroral lines [O iii]λ4363 and [O ii]λλ7320,7330. The metallicity
estimates cover a wide range from 12 + log O/H ∼ 7.6–8.9. It is found that these three
nebular parameters all are tightly correlated with the location in the M∗–sSFR plane.
With simple physically-motivated ansa¨tze, we derive scaling relations between these
physical quantities by performing multi regression analysis. In particular, we find that
U is primarily controlled by sSFR, as U ∝ sSFR0.43, but also depends significantly
on both Z and ne. The derived partial dependence of U ∝ Z−0.36 is weaker than
the apparent correlation (U ∝ Z−1.52). The remaining negative dependence of U on
ne is found to be U ∝ n−0.29e . The scaling relations we derived are in agreement with
predictions from theoretical models and observations of each aspect of the link between
these quantities. Our results provide a useful set of equations to predict the nebular
conditions and emission-line fluxes of galaxies in semi-analytic models.
Key words: galaxies: ISM – HII regions
1 INTRODUCTION
Ionized nebulae in star-forming galaxies show a wide range of
physical conditions. The properties of H ii regions are char-
acterized by a set of physical quantities, including density
(or pressure), gas-phase metallicity (hereafter metallicity or
Z), and the ionization parameter U. These parameters are
connected through various fundamental physical processes
taking place in the gas, such as photoionization, collisional
excitation, and radiative cooling. Interestingly, the proper-
ties of the interstellar medium (ISM) appear also strongly
correlated with the global properties of the host galaxies,
such as stellar mass (M∗) and star formation rate (SFR).
This implies that the history and the on-going activities of
the galaxies affect the conditions and the processes occur-
ring in the resident nebulae. Disentangling the connections
? E-mail: kashinod@phys.ethz.ch
between these parameters is thus essentially important to
understand the astrophysical processes govern the evolution
and behavior of baryons in the galaxies.
The correlation between M∗ and Z (the “mass–
metallicity” (MZ) relation) has been well established at low
redshifts (z ∼ 0.1) based on a large sample from the Sloan
Digital Sky Survey (SDSS) (e.g., Tremonti et al. 2004), and
also at higher redshifts (z & 1) as well (e.g., Erb et al. 2006;
Zahid et al. 2011; Yabe et al. 2012; Zahid et al. 2013, 2014;
Sanders et al. 2015; Kashino et al. 2017, 2018). Ellison et al.
(2008) pointed out the presence of an anticorrelation be-
tween Z and SFR at fixed M∗, which has then further ex-
plored by many authors (e.g., Lara-Lo´pez et al. 2010; Yates
et al. 2012; Lara-Lo´pez et al. 2013; Mannucci et al. 2010;
Andrews & Martini 2013). In particular, Mannucci et al.
(2010) proposed the so-called fundamental metallicity re-
lation (FMR) in the M∗-SFR-Z space. In these studies, the
scatter of the MZ relation is explained by the result of varia-
© 2015 The Authors
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tions in the inflowing rate of circumgalactic medium into the
system; inflowing gas drives formation of new stars while di-
luting the gas-phase metallicity. In this context, it has also
been argued that the relation between M∗, Z and the gas
content is more fundamental, rather than SFR (e.g., Both-
well et al. 2013, 2016a,b). However, the shape of the FMR
and its redshift evolution are still under debate (e.g., Yates
et al. 2012; Andrews & Martini 2013; Kashino et al. 2016;
Telford et al. 2016).
A difficulty in measuring metallicity is that in most
cases we cannot use the “direct” method and thus must rely
on the so-called “strong-line” method. The direct method
utilizes the flux ratio between auroral and strong lines, such
as [O iii]λ4363/[O iii]λ5007, to measure the electron tem-
perature Te of the ionized gas. Once the temperature is
determined, the absolute oxygen abundance can be esti-
mated from the Te-dependent ratios of strong lines, such as
[O ii]λ3727 and [O iii]λ5007, relative to the Hβ line. On the
other hand, the strong-line method is a technique that uses a
relation between strong line ratios (e.g., R23 = ([O ii]λ3727+
[O iii]λ4959, 5007)/Hβ) and metallicity, calibrated theoreti-
cally or observationally (e.g., Kewley & Dopita 2002; Pet-
tini & Pagel 2004; Nagao et al. 2006; Maiolino et al. 2008;
Kewley & Ellison 2008; Marino et al. 2013). Since the de-
tection of the auroral lines is usually challenging due to
their faintness, especially at high metallicity, the strong-line
method has been routinely used. However, the strong-line
ratios are functions not only of metallicity, but also of other
parameters such as the ionization parameter. Such system-
atic uncertainties could result in a misleading comparison
between different galaxy populations, e.g., low and high red-
shifts galaxies (e.g., Kewley et al. 2015; Telford et al. 2016).
The electron density ne of the ionized gas is routinely
estimated from the intensity ratio of the [S ii]λ6717,6731 or
[O ii]λ3726,3729 doublet lines. The typical electron densities
of H ii regions in low redshift galaxies have been measured to
be ne ∼ 50–120 cm−3 (Brinchmann et al. 2008). The densities
in high redshift (z & 1–2) galaxies, however, have found to
often be elevated relative to low redshifts, ranging from 102
to a few ×103 cm−3 (e.g., Shirazi et al. 2014; Masters et al.
2014; Shimakawa et al. 2015; Sanders et al. 2016; Kashino
et al. 2017; Kaasinen et al. 2017). In particular, Shimakawa
et al. (2015) found that ne is correlated with sSFR and/or
SFR surface density. Such correlation could naturally ex-
plain the observed evolution in the typical ne with redshift.
Higher ionization parameters are often measured in
high redshift and/or high sSFR galaxies (e.g., Hainline
et al. 2009; Nakajima & Ouchi 2014; Shapley et al.
2015; Strom et al. 2017). These studies routinely use the
[O iii]λ5007/[O ii]λ3727 ratio as a proxy of U. Its effective-
ness has been established theoretically (e.g., Dopita et al.
2000; Kewley & Dopita 2002), while it is known that the
line ratio is also sensitive to metallicity at fixed U. Pioneer-
ing studies (Evans & Dopita 1985; Dopita & Evans 1986)
claimed the presence of a strong inverse correlation between
U and Z from comparisons between their theoretical pho-
toionization model and observations. Dopita et al. (2006b)
have theoretically shown that stellar ionizing photon flux il-
luminating the gas reduces at higher metallicity because of
increasing absorption due to a higher opacity in the stel-
lar winds, and due to more efficient conversion from radia-
tion energy into kinetic energy of the winds. Recent observa-
tions of high redshift galaxies (hence higher sSFR and lower
Z) have also found anticorrelations between U and Z via
the strong-line method (Nakajima & Ouchi 2014; Onodera
et al. 2016). In contrast, however, Kaasinen et al. (2018) re-
cently concluded that the ionization parameter U is directly
linked to sSFR, while little or probably not with metallicity,
from comparison between samples of local and z ∼ 1.5 star-
forming galaxies. It remains under debate whether U and Z
are intrinsically correlated or not, and if it is the case, what
physical mechanisms work behind the relationship.
The physical quantities that characterize the conditions
of galaxies and the ionized nebulae are connected with each
other in complicated ways. As mentioned above, each as-
pect of this big puzzle has been studied by many authors.
Now we need to disentangle their connection from a view-
point beyond focusing on a correlation between two or three
quantities simultaneously. In this paper, we will focus on
the integrated global properties of galaxies (i.e., M∗ and
SFR) and the basic parameters that define the conditions
of the ionized gas locally; metallicity Z (O/H), ionization
parameter U, and electron density ne. To achieve the goal,
accurate and precise measurements of oxygen abundance is
essentially important, and thus we use the direct method
that requires a detection of faint auroral lines of oxygen
ions such as [O iii]λ4363, and [O ii]λ7320, 7330. To overcome
the faintness of these lines, we employ techniques presented
in Andrews & Martini (2013) and Curti et al. (2017), who
stacked thousands of galaxy spectra from SDSS. This en-
ables us to use the direct method even for low SFR and
metal-rich galaxies.
This paper is organized as follows. We describe our sam-
ple of galaxies and the methods of spectral stacking and
emission-line measurement in Section 2. Derivation of the
physical properties of ionized nebulae (i.e., Z, U and ne)
is described in Section 3. In Section 4, we describe the set
of simple, physically-motivated ansa¨tze for the relations be-
tween these quantites, and analyses of the correlations of
the stacked measurements. We present results in Section 5,
and discussions in Section 6. Summary and the conclusions
are given in Section 7. Throughout the paper, the stellar
masses and SFRs are computed by using a Kroupa (2001)
universal initial mass function (IMF). The metallicity Z de-
notes the gas-phase oxygen abundance, which is defined
as the abundance ratio of oxygen atoms to 1012 hydrogen
atoms, as 12 + log(O/H). We adopt the solar metallicity to
be 12 + log(O/H) = 8.69, or Z = 0.014 for metallic mass
fraction (Asplund et al. 2009).
2 DATA AND METHOD
2.1 Sample selection
The parent sample of galaxies used for this study was con-
structed following the method described in Andrews & Mar-
tini (2013). We here present a brief overview of the sample
selection. We utilize the public MPA-JHU catalog, which
contains ∼ 930, 000 galaxies from the SDSS Data Release 7
(Abazajian et al. 2009). The MPA-JHU catalog contains for
each galaxy the estimates of stellar mass and total SFR from
the aperture-corrected Hα luminosity, with a Kroupa IMF
(Brinchmann et al. 2004; Salim et al. 2007).
MNRAS 000, 1–17 (2015)
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Figure 1. Stellar mass M∗ vs. sSFR, color-coded with the metallicity determined via the direct method for each stack represented
by boxes. The number of galaxies is reported in each bin. The dotted line indicates the power-law regression of the star-forming main
sequence derived by Elbaz et al. (2007). The solid line corresponds to a constant SFR of 1 M yr−1. Non-colored boxes indicate stacks
for which neither [O iii] nor [O ii] auroral lines are detected, and thus are not used for analyses in this paper (except an analysis of the
Balmer absorption presented in Appendix A).
The galaxies are limited to have a spectroscopic redshift
between 0.027 ≤ z ≤ 0.25 with an uncertainty of σz < 0.001.
For this redshift range, both the most blue [O ii]λ3727 line
and the most red [O ii]λλ7320,7330 lines fall within the ob-
served wavelength range of 3800–9200 A˚. We further im-
posed on the sample the detection of Hβ, Hα, and [N ii]λ6584
all at S/N ≥ 5. Possible AGNs were removed by using the
Baldwin-Phillips-Terlevich (BPT; Baldwin et al. 1981; see
also Veilleux & Osterbrock 1987) diagram with an empiri-
cal classification curve derived by Kauffmann et al. (2003).
Objects with possible poor constraints of photometry were
removed, based on the warning flags (DEBLEND_NOPEAK or
DEBLENDED_AT_EDGE), or visual inspection. The final sam-
ple consists of 194,005 galaxies and the median redshift is
z = 0.081. Figure 1 show the distribution of our selected
galaxies in the M∗–sSFR plane by contours. The ridge line of
the contours is well matched to the so-called main sequence
of star-forming galaxies derived by Elbaz et al. (2007).
2.2 Spectral stacking
To determine the metallicity via the direct method, it is
required to measure the fluxes of the faint auroral emis-
sion lines of oxygen ions, [O iii]λ4363 and [O ii]λλ7320, 7330.
However, the intensity of these lines rapidly declines below
the noise level of the single spectrum as the metallicity in-
creases. To probe a wide range of the parameter space, we
improved the S/N ratios by creating composite spectra of
galaxies.
Our motivation is to disentangle the connections be-
tween physical parameters characterizing local conditions in
ionized nebulae and global properties of host galaxies. The
stellar mass and SFR are both extensive variables, and hence
are naturally correlated with each other. The interpretation
would be more clarified by using M∗ as a single indicator of
the size of the system, while taking sSFR, an intensive vari-
able, rather than SFR. We therefore separated the sample
galaxies into the grid in the M∗–sSFR plane with binsizes
of 0.20 dex in M∗ and 0.25 dex in sSFR. Figure 1 shows
the numbers of galaxies in each box that represents a single
stack.
We utilized the public spectral data from the SDSS
DR7, which have been processed with the SDSS Spec2D
pipeline (Stoughton et al. 2002). Before creating compos-
ite spectra, the individual spectra were 1) corrected for
the Milky Way reddening with the extinction values from
Schlegel et al. (1998) and adopting a Cardelli et al. (1989)
extinction law, 2) shifted to the rest frame based on the spec-
troscopic redshift, 3) resampled with a universal wavelength
grid with a spacing of ∆ log10 λ = 5 × 10−5, and 4) normal-
ized by the Hβ flux. The individual spectra have then been
co-added by taking the mean flux between the 25th and the
75th percentiles at each wavelength grid, similarly to Curti
et al. (2017).
2.3 Stellar continuum subtraction
To measure the fluxes of the nebular emission lines, it is
important to fit and subtract the stellar component from
the composite spectra. In particular, the Balmer lines and
[O iii]λ4363 in the vicinity of Hγ, are highly impacted by
MNRAS 000, 1–17 (2015)
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the stellar atmospheric absorption. For the stellar contin-
uum subtraction, we generated a synthetic spectrum for each
composite spectrum. We performed the fit using the IDL ver-
sion of the pPXF package (Cappellari 2017) with the built-in
library of single stellar population (SSP) spectral templates.
The library includes 150 model spectra based on the MILES
library of stellar templates (Sa´nchez-Bla´zquez et al. 2006),
computed for 25 different ages and 6 different metallicities
using the code presented in Vazdekis et al. (2010). The tem-
plates cover a wavelength range of 3540–7410 A˚ with a res-
olution of 2.51A˚ (full width at half maximum; FWHM).
We performed the stellar template fitting first using
the entire spectral range between 3650 A˚ and 7360 A˚ to
determine the best-fit synthesized spectrum, generated as
an arbitrary superposition of the 150 simple stellar popu-
lation spectra in the library. We then fit the single best-
fit template in each subrange of a few hundred angstroms
around the emission lines of interest, allowing slight modifi-
cations on the systemic offset, velocity dispersion, and addi-
tive and multiplicable factors to improve the quality of the
fits. In each spectral subrange, narrow wavelength regions
where the emission lines present were masked out. In Fig-
ure 2, we show an example of spectral stacking and stellar
continuum subtraction. The panels correspond to the spec-
tral ranges for the key emission lines, [O ii]λλ3726,3729, Hγ,
[O iii]λ4363, Hβ, [O iii]λλ4959,5007, Hα, [N ii]λλ6548,6584,
[S ii]λλ6717,6731, and [O ii]λλ7320,7330, respectively.
Figure 2 shows that the absorption features are promi-
nent at wavelengths of the Balmer series lines. These Balmer
absorption lines arise from the absorption of photons by hy-
drogen excited at the n = 2 level in the photospheres of stars.
This effectively reduces the observed fluxes of the Balmer
lines if one simply excludes the continuum based on a lin-
ear or low-order polynomial fitting around the lines. Mean-
while, it is not always possible to perform the stellar contin-
uum subtraction based on the stellar population synthesis
fitting, as done in this paper. Therefore, it would be useful
to derive a simple empirical relation between the effect of
Balmer absorption and the galaxy properties. In Appendix
A, we present the amount of the Balmer absorption as a
function of M∗ and sSFR, and provide empirical relations
for absorption correction.
2.4 Line flux measurement
We performed emission-line fitting using the MPFIT pack-
age for IDL (Markwardt 2009) to measure the fluxes of
the emission lines in the stellar-subtracted composite spec-
tra. Each emission line was fit with a single gaussian
profile. Note that all the doublet lines ([O ii]λλ3726,3729,
[O iii]λλ4959,5007, [N ii]λλ6548, 6584, [S ii]λλ6717, 6731, and
[O ii]λλ7320, 7330) were fit with independent amplitudes. We
disregarded lines that were poorly fit with low S/N (< 5),
which is computed for each line as a ratio of measured flux
and the uncertainty based on the errors on the fitting pa-
rameters returned by the MPFIT procedure. The measured
fluxes of all emission lines were then corrected for dust ex-
tinction by adopting a Cardelli et al. (1989) extinction law.
The absolute level of extinction was estimated based on the
observed Hα/Hβ ratio by assuming the intrinsic values of
Hα/Hβ given in Osterbrock & Ferland (2006, Table 4-4) for
Case B recombination with ne = 102 cm−3. The intrinsic
Hα/Hβ ratio is very insensitive to the electron density if
ne < 104 cm−3, while being slightly dependent of the elec-
tron temperature. For the range of 7000 . Te(O+) . 20000 K
of our data, the Hα/Hβ ratio could vary within ±5%, in-
creasing as Te decreases. Therefore we iteratively estimated
the extinction as follows. We first estimate the extinction by
assuming the intrinsic Hα/Hβ ratio of 2.86 for Te = 104 K
and derive the electron temperature from the extinction-
corrected fluxes. The estimated Te is then used to modify
the intrinsic Hα/Hβ ratio, and to re-compute the level of
extinction. We then repeat the extinction correction of all
the line fluxes and derivation of the physical quantities. The
change in the resulting log O/H after the iteration is corre-
lated with log O/H, and is negligible at log O/H . 8.2 while
gradually being larger at higher Z. The final estimates after
the iteration are reduced by ≈ 0.08 dex at 12 + log O/H = 8.8
relative to the initial estimates with the intrinsic Hα/Hβ of
2.86 assumed.
As pointed out by Andrews & Martini (2013), an emis-
sion feature was found at ≈4360 A˚, which is blended with the
[O iii]λ4363 auroral line. Curti et al. (2017) suggested that
this feature is reasonably associated with emission lines from
Fe ii ions. Following their treatment, we simultaneously fit
the three line components of the possible [Fe ii] lines that are
centered on 4357.7, 4358.8, and 4360.6 A˚, in addition to Hγ
and [O iii]λ4363. As shown by Curti et al. (2017), we found
that the contribution from the possible [Fe ii] lines increases
as metallicity increases. Following Curti et al. (2017), we
disregarded possible detection of [O iii]λ4363 when the flux
measured for the λ4360 feature is > 0.5 times the flux mea-
sured for [O iii]λ4363.
3 PHYSICAL PARAMETERS
In this work, we investigate the connection among the five
physical quantities: two galaxy global properties, M∗ and
sSFR, and three nebular parameters characterizing the con-
ditions of the H ii regions, metallicity Z (12+ log(O/H)), ion-
ization parameter U, and electron density ne. These nebular
properties were derived based on the stacked measurements
of the emission-line fluxes as described in the following sub-
sections. For this purpose, we used an package of IDL rou-
tines called impro1. This software offers functions similar to
the commonly used IRAF/TEMDEN package. To evaluate
the nebular parameters and their uncertainties we generated
200 random realizations for each set of the line fluxes mea-
sured from each stack while incorporating the flux errors
with Gaussian distributions. We then took the median and
the standard deviation for each parameter estimate from the
resultant realizations.
3.1 Electron temperature and density
The electron temperatures Te(O+) and
Te(O++) were determined from the line ra-
tios [O ii]λλ3726,3729/[O ii]λλ7320,7330 and
1 The code has been developed by John Moustakas et al. and is
available here: https://github.com/moustakas/impro
MNRAS 000, 1–17 (2015)
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Figure 2. Example composite spectrum for a stack of log M∗ = [9.0 : 9.2], log sSFR = [−9.25 : −9.00] within the wavelength ranges around
the key emission lines; [O ii]λλ3727,3729 (upper left-hand panel), Hγ and [O iii]λ4363 (upper middle panel), Hβ and [O iii]λλ4959,5007
(lower left-hand panel), Hα, [N ii]λλ6548, 6584, and [S ii]λλ6717, 6731 (lower right-hand panel), and [O ii]λλ7320,7330 (upper right-hand
panel). For each window, the composite spectra (black solid line) and the best-fit stellar template (orange thick line) are shown in the
main part and the residuals after stellar subtraction is shown in the lower part of each panel. Gray stripes indicate the ranges that were
masked out for the stellar template fitting. Note that, in the [O ii]λλ7320,7330 window, we masked out some wavelength ranges where
features are found in some spectra (but not unambiguously identified as being attributed to specific species)
.
[O iii]λλ4959,5007/[O iii]λ4363, respectively. If we de-
tected both auroral lines, we independently estimated
Te(O+) and Te(O++) using the impro routines. However, we
failed to detect [O iii]λ4363 for stacks with an estimated
metallicity of 12 + log O/H & 8.3 due to the flux being
faint and the contamination of the λ4360 feature being
significant. For these stacks, we estimated the temperature
Te(O++) by utilizing the so-called flux-flux (ff) relation
derived by Pilyugin et al. (2006), following the method
in Curti et al. (2017). This empirically-calibrated relation
predicts the [O iii]λ4363 flux relative to Hβ from the
strong-line ratios, [O iii]λ4959,5007/Hβ and [O ii]λ3727/Hβ
(see Equation (14) of Pilyugin et al. 2006). Similarly, for
stacks where we failed to detect the [O ii]λλ7320,7330 lines,
we utilized the empirical relation using the strong-line
ratios given by Curti et al. (2017, see Equation 3). In this
work, we use the stacks where at least we successfully detect
either the [O iii] or [O ii] auroral lines, and disregarded
stacks having neither detections of these. We emphasize
that, at the metallicity range where the [O iii]λ4363 line
is undetected, the total oxygen abundance is dominated
by the singly-ionized oxygen O+. This is also the case for
the opposite situation, i.e., the oxygen abundance of the
stacks without the [O ii]λ7320,7330 detection is dominated
by O++. Therefore, the effects of the possible uncertainties
from the use of these empirical relations are negligible in
the total oxygen abundance estimates.
The flux ratio of the auroral and strong lines depends
not only on the electron temperature, but also weakly on the
electron density. The electron density can be estimated from
the [S ii]λ6717/[S ii]λ6731 ratio, with a small dependence on
the temperature Te(S+). We therefore iteratively estimated
both Te and ne assuming Te(S+) = Te(O+). The [S ii] doublet
ratio saturates at ne < 10 cm−3. As a result, the errors is
getting larger for lower ne, or cannot be constrained for some
cases. In our analysis, we set the lower limit of the ne range
to be ne = 5 cm−3. We substituted log ne/(cm−3) = 0.7±0.7 for
the value of three stacks for which the observed [S ii] ratio
is above the saturation limit. The derived ne of the stacks
ranges from ∼ 17 to ∼ 300 cm−3 (the central 90 percentiles),
with the median ne = 76 cm−3. Note that this range and the
median value do not represent the electron densities of the
individual SDSS galaxies since the number of galaxies in the
stacks are hugely different from one to another bin. Lastly,
we note that the spectral resolution of the SDSS spectra are
not sufficient to obtain reasonable estimates of ne from the
[O ii]λλ3726,3729 doublet ratio.
3.2 Direct abundance determination
The ionic oxygen abundance O+/H+ and O++/H+ were de-
termined from [O ii]λλ3726,3727/Hβ, and [O iii]λ5007/Hβ as
well as from the temperature estimates, Te(O+) and Te(O++),
respectively. The procedure in the impro package includes a
slight dependence on ne as well. As described above, if we
have constraint only either Te(O+) or Te(O++), we estimated
MNRAS 000, 1–17 (2015)
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the other using the empirical relations based on the strong
lines. We remind that, for such cases, the contribution of
the ions whose auroral line(s) is not detected is subdomi-
nant. We then assumed that the total oxygen abundance is
the sum of the ionic abundances of these two ions,
O
H
=
O+
H+
+
O++
H+
. (1)
We neglected the minimal contribution of neutral atoms
since our attention is focused on the conditions of the H ii re-
gions, where the neutral fraction is typically small (∼ 10−4).
The contribution of O+++ and higher ionization ions was also
neglected, whose ionization potential is 54.9 eV or higher,
thus there is little chance to be ionized by stellar radiation.
3.3 Ionization parameter
The ionization parameter is a key quantity in this work. It
is locally defined as the ratio of ionizing photon flux Sion
and the hydrogen density nH: qion = Sion/nH. The ionization
parameter can be made dimensionless by dividing by the
speed of light as follows:
U = qion/c = nγ/nH (2)
where nγ is the volume density of the ionizing photons.
Throughout the paper, we use the dimensionless U, instead
of qion. We note that the electron density ne is almost equiv-
alent to nH in a usual H ii region.
We estimated U from a sensitive indicator, the flux ratio
of [O iii]λ5007/[O ii]λ3726,3729 (Dopita et al. 2000; Kewley
& Dopita 2002). Although the flux ratio is also sensitive to
metallicity, we can resolve this degeneracy using the metal-
licity estimate from the direct method (Section 3.2). The
[O iii]/[O ii] ratio also slightly varies with ne at fixed U and
Z, as well. We consider this effect by using the ne estimate
from the [S ii] doublet ratio.
We determined the ionization parameters for each stack
by interpolating the flux ratios computed for grids of Z, U,
and nH, assuming nH = ne. We used the CLOUDY (C17.00)
photoionization code to compute the emission-line fluxes for
given nebular conditions. For the gas phase, we adopted the
solar chemical composition, though the chemical composi-
tion does little affect the estimates of U since it is estimated
from the flux ratio of the same species at different ionization
levels (i.e., O+ and O++). Photoionization calculations were
executed in the pseudo plane-parallel geometry (i.e., inner
radius  thickness of the ionized shell) for the following
values of Z, U, and nH.
12 + log(O/H) = 7.49, 7.69, 7.89, 8.09, 8.29, 8.39,
8.49, 8.59, 8.69, 8.798.99, 9.19
logU = −4.00,−3.75,−3.50,−3.25,−3.00
−2.75,−2.50,−2.25,−2.00
log nH/(cm−3) = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0
Ionizing spectra used in our CLOUDY calculations were pro-
duced by the Starburst99 population synthesis code (Lei-
therer et al. 1999), adopting an constant SFR history with
a Kroupa (2001) IMF (0.1–100 M) and the Geneva high
mass-loss evolutionary tracks with five values of stellar
metallicity: Z∗ = 0.001, 0.004, 0.008, 0.020, and 0.040, corre-
sponding to 12 + log(O/H) = 7.54–9.15. We adopted a set of
Figure 3. Stellar mass M∗ vs. sSFR, color-coded by the electron
density ne (upper panel) and by the ionization parameterU (lower
panel) for each stack. The contours and lines are the same as in
Figure 1.
spectra at 10 Myr, and, for a given gas-phase Z, the input
ionizing spectrum was produced by interpolating the spec-
tral set at Z∗ = Z to match the stellar and gas-phase metal-
licities. The ionization parameter U is then derived from a
U–[O iii]/[O ii] relation obtained by interpolating the three-
dimensional grid data at the estimated nH = ne and log O/H.
The estimates of U range from logU = −3.5 to −2.4.
3.4 Derived quantities
We successfully estimated the metallicity for 138 stacks, of
which we detected both [O iii]λ4363 and [O ii]λλ7320,7330
for 75 stacks, only [O ii]λλ7320,7330 for 61 stacks, and only
[O iii]λ4363 for 2 stacks. Figure 1 shows the derived metal-
licity by colors in each stacking bin in the M∗–sSFR plane.
Here a caveat is that the stacks with successful metallicity
estimation are biased towards lower M∗ and higher SFR, re-
sulting in being biassed to the population above the main
sequence (dotted line; Elbaz et al. 2007). This is because the
intensity of auroral lines rapidly declines with increasing Z
as well as with decreasing SFR. As a result, the detection of
the auroral lines has often failed at high M∗(& 1010.6 M),
or below the main sequence even if thousands of spectra are
stacked. In contrast, the detection succeeded at lower M∗
and high SFRs even with a few (or only a single) galaxies
in the stacks. However, we would emphasize that the suc-
cessful stacks cover the whole range of the metallicity of
interest (7.6 . 12 + log(O/H) . 8.9), probed by most studies
of the MZ relation at low and higher redshifts (references in
Section 1), including both regimes of extremely metal-poor
galaxy populations (e.g., Sa´nchez Almeida et al. 2016) and
the super-solar.
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Table 1. Derived physical quantities of the stacks
M∗ bin sSFR bin Ngal log M∗(M) log sSFR(yr−1) 12 + log(O/H) logU log ne(cm−3)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
7.4 7.6 −8.50 −8.25 2 7.556 ± 0.160 −8.348 ± 0.169 8.121 ± 0.057 −2.795 ± 0.014 1.913 ± 0.164
7.4 7.6 −8.25 −8.00 3 7.533 ± 0.127 −8.115 ± 0.132 7.735 ± 0.063 −2.631 ± 0.015 1.073 ± 0.810
7.4 7.6 −8.00 −7.75 2 7.512 ± 0.053 −7.983 ± 0.077 7.748 ± 0.017 −2.264 ± 0.010 0.870 ± 0.706
7.4 7.6 −7.75 −7.50 1 7.587 ± 0.082 −7.641 ± 0.136 7.744 ± 0.091 −2.716 ± 0.025 2.427 ± 0.371
7.6 7.8 −8.50 −8.25 1 7.798 ± 0.075 −8.476 ± 0.120 8.329 ± 0.073 −2.642 ± 0.025 1.306 ± 0.693
7.6 7.8 −8.25 −8.00 3 7.693 ± 0.067 −8.101 ± 0.082 7.966 ± 0.031 −2.245 ± 0.017 2.229 ± 0.677
7.6 7.8 −8.00 −7.75 3 7.650 ± 0.051 −7.839 ± 0.064 7.861 ± 0.022 −2.426 ± 0.010 1.694 ± 0.662
7.6 7.8 −7.75 −7.50 1 7.601 ± 0.092 −7.542 ± 0.151 8.043 ± 0.029 −2.250 ± 0.014 2.108 ± 0.377
7.8 8.0 −9.00 −8.75 1 7.994 ± 0.133 −8.754 ± 0.268 7.996 ± 0.063 −2.894 ± 0.021 1.166 ± 0.761
7.8 8.0 −8.75 −8.50 5 7.941 ± 0.032 −8.574 ± 0.060 8.027 ± 0.033 −2.732 ± 0.011 1.943 ± 0.175
7.8 8.0 −8.50 −8.25 4 7.973 ± 0.033 −8.366 ± 0.071 7.942 ± 0.083 −2.629 ± 0.029 2.180 ± 0.523
7.8 8.0 −8.25 −8.00 2 7.897 ± 0.082 −8.200 ± 0.094 8.103 ± 0.027 −2.593 ± 0.009 1.799 ± 0.453
7.8 8.0 −8.00 −7.75 1 7.864 ± 0.140 −7.958 ± 0.155 7.852 ± 0.022 −2.261 ± 0.013 2.214 ± 0.397
8.0 8.2 −9.25 −9.00 3 8.181 ± 0.046 −9.109 ± 0.159 8.151 ± 0.118 −2.925 ± 0.026 0.718 ± 0.714
8.0 8.2 −9.00 −8.75 12 8.171 ± 0.026 −8.822 ± 0.070 8.007 ± 0.058 −2.819 ± 0.019 1.040 ± 0.704
8.0 8.2 −8.75 −8.50 19 8.125 ± 0.030 −8.586 ± 0.053 8.177 ± 0.031 −2.733 ± 0.008 1.660 ± 0.276
8.0 8.2 −8.50 −8.25 16 8.130 ± 0.024 −8.331 ± 0.039 7.982 ± 0.021 −2.594 ± 0.008 1.825 ± 0.289
8.0 8.2 −8.25 −8.00 9 8.135 ± 0.029 −8.134 ± 0.041 8.001 ± 0.017 −2.525 ± 0.008 1.487 ± 0.683
8.0 8.2 −8.00 −7.75 2 8.164 ± 0.089 −7.856 ± 0.099 8.056 ± 0.021 −2.360 ± 0.012 1.967 ± 0.382
8.0 8.2 −7.75 −7.50 2 8.049 ± 0.129 −7.556 ± 0.133 7.617 ± 0.035 −2.463 ± 0.011 2.003 ± 0.589
8.2 8.4 −9.25 −9.00 30 8.352 ± 0.021 −9.073 ± 0.063 8.238 ± 0.064 −2.931 ± 0.012 1.378 ± 0.419
8.2 8.4 −9.00 −8.75 40 8.309 ± 0.015 −8.885 ± 0.042 8.259 ± 0.031 −2.791 ± 0.007 1.250 ± 0.472
Notes.(1–2) lower and upper log M∗ limits of the stack. (3–4) lower and upper log sSFR limits of the stack.
(5) number of galaxies in the stack. (6) average stellar mass of the stack. (7) average sSFR of the stack.
(8–10) estimated metallicity, ionization parameter, and electron density of the stack. The table is published
in its entirety in the machine-readable format.
In Figure 3, the ionization parameter U and electron
density ne are presented in the same manner as metallicity.
All these panels in Figures 1 and 3 clearly show that the
nebular conditions depend strongly on M∗ and sSFR. It is
shown that Z and U are more sensitive to sSFR than to
M∗. Meanwhile, the electron density ne increases both with
M∗ at fixed sSFR as well as with sSFR at fixed M∗. Table
1 summarize the derived physical properties (full version
including emission line flux measurements available online).
The relations between the observed strong-line fluxes and
derived physical quantities are presented in Appendix B.
4 CORRELATION ANALYSIS
In this section, we attempt to disentangle the connection be-
tween the parameters of the ionized H ii regions and the host
galaxies. Figure 4 shows correlations for all possible combi-
nations among the five parameters of interest, log M∗/M,
log sSFR/(yr−1), 12 + log(O/H), logU, and log ne/(cm−3). The
stellar mass and sSFR of each stack are defined as the me-
dian values of individual galaxies within the bins. The data
points are color-coded by sSFR, and the symbol size denotes
the number of galaxies in each stacking bin, as indicated out-
side the frames.
4.1 Ansa¨tze
We here propose a set of ansa¨tze to figure out the connec-
tions between the parameters. First we assume that the par-
tial correlations between any two of the parameters are ex-
pressed by power-law functions, i.e., we assume linearity for
their logarithms. Although this is undoubtedly an oversim-
plification, it is reasonably supported by the observed rela-
tionships shown in Figure 4, and indeed a more elaborate
parametrization is not justified by our limited data. Still,
the power-law slopes that we obtain from the data will be
helpful to qualitatively understand the physics controlling
the conditions of the nebulae and galaxy evolution.
To shape a course to analyze the observed correlations,
we employ further assumptions for the dependencies of the
parameters. In Figure 5, we schematically show our assump-
tion about the dependencies of the parameters. The black
(white) arrows indicate the direction of possible causation
which is expected to lead to a positive (negative) correla-
tion between the two parameters at their starting and end-
ing points. We here consider for convenience an additional
parameter, the gas mass ratio µgas = Mgas/M∗, which is as-
sumed to be uniquely determined once the key parameters
of interest are given.
One may naturally argue that the SFR of a galaxy in-
crease with the amount of the fuel, i.e., the gas content in
the system. Star formation consumes the gas reservoir while
accumulating the stellar mass of the galaxy. Thus, the gas
mass ratio is naturally expected to be anticorrelated with
M∗. These causations are illustrated, with labels “Fueling”
and “Consumption” respectively, in Figure 5.
Mathematically, the SFR integrated over a galaxy is re-
lated to its total molecular gas mass as SFR = Mgas/τdep
where τdep is the gas depletion timescale, and the star for-
mation efficiency is defined as its inverse SFE = 1/τdep =
SFR/Mgas. On the other hand, a simple hypothesis relates
the local SFR volume density Ûρ∗ with the gas volume den-
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Figure 4. Correlations between two parameters among the five of interest, log M∗/M, log sSFR/(yr−1), 12 + log(O/H), logU, and
log ne/(cm−3). Filled circles indicate stacked measurements. The color and size of the data points indicate the median sSFR and the
number of galaxies in each stack, respectively, as shown outside the frame.
sity ρgas and free-fall timescale τff of an overdense region as
Ûρ∗ ∝ ρgas/τff ∝ ρ1.5gas since τff ∝ ρ1/2gas (e.g., Schmidt 1959; Ken-
nicutt 1998). Although bridging local and global scales is not
straightforward, one may naively argue that the global scale
depletion time τdep (or SFE) scales as the local free-fall time
(or its inverse). We could therefore suppose that the sSFR
is also controlled by density ne through varying “SFE”, as
labeled in Figure 5. We note that the electron density ne of
H ii regions is here assumed to be proportional to the den-
sity ρgas of star-forming molecular gas clouds, though this is
not trivial.
Since volume densities are difficult to observationally
measure, the relation between the SFR and gas mass densi-
ties is often expressed using the corresponding surface den-
sities as ÛΣ∗ ≈ ΣNgas, which is known as the Schmidt-Kennicutt
(SK) relation. Observations have shown that the SFR and
gas mass surface densities averaged over a galaxy scale obey
the SK relation with N ≈ 1.4 (Kennicutt 1998). This in-
dicates that the local gas density of collapsing gas clouds
scales with total amount of gas content in the systems. We
would therefore expect an intrinsic positive correlation be-
tween µgas and ne, which is expected to be positive. Although
the physical mechanism is not fully clear, this possible cau-
sation is labeled as “Compression” for convenience. In addi-
tion, the gas density may also be affected by stellar mass M∗
via gravitational effects (labeled as “Gravity”).
Turning to metallicity, the well-known MZ relation
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Figure 5. Schematic view of the ansa¨z we made in Section 4.1.
Key quantities here are the five parameters that we focus on in
this paper (M∗, sSFR, Z, ne, and U), as well as an additional pa-
rameter, the gas content (µgas = Mgas/M∗). Black (white) arrows
indicate the direction of possible causation which is expected to
result in a positive (negative) correlation between the two param-
eters at their starting and ending points. Each arrow is labelled
with possible explanation of the causality (see text).
could be naturally expected as the consequence of the his-
tory of mass assembly and accompanying chemical enrich-
ment. The current metallicity, however, also encloses the his-
tory of gas inflows and outflows. In particular, the inverse
correlation seen between Z and SFR at fixed M∗ has been
commonly interpreted as the result of the so-called “dilu-
tion” effect: enhanced inflow of metal-poor gas in the inter-
galactic medium would dilute the metallicity in the ISM,
while boosting star formation. This naturally predicts the
anticorrelation between Z and the gas content µgas. In Fig-
ure 5, these dependencies of Z on stellar mass and the gas
content are indicated, respectively, with labels “Enrichment”
and “Dilution”. We note that, due to the intrinsic anticorre-
lation between M∗ and µgas through the gas consuming mass
assembly, Z is naturally expected to be anticorrelated with
µgas even if we do not consider the effects of dilution due
to an enhanced inflow rate. The dilution scenario implicitly
assumes that galaxies of the same M∗ experienced the equiv-
alent history of star formation and created the same amount
of metals, and that the dispersions in the current gas con-
tent and thus metallicity are caused by recent fluctuations
in the inflow rate in a short timescale. Keeping this in mind,
we consider the effect of µgas on Z, especially at fixed M∗,
and thus named the causation just ”Dilution” for simplicity.
Given ne, Z, and sSFR, we can then approach the ion-
ization parameter U. Returning to the simple definition of
U ≡ nγ/nH, we can separate the ionization parameter into
two controlling factors, the ionizing photon flux illuminat-
ing the gas and the local density of the ionized gas. It would
thus be natural to suppose that U is anticorrelated with ne
when fixing the ionizing radiation (labeled as “By definition”
in Figure 5). Concerning the numerator, it may be natural
to assume that the ionizing photon flux is primarily con-
trolled by the sSFR (labeled as “Radiation” in Figure 5).
However, the increase in the galaxy-wide sSFR would not
necessarily lead an increase in the ionizing photon flux in a
single H ii region, while certainly resulting in an increase in
the total amount of the ionizing photons in a whole galaxy.
Lastly, we expect that U is also anticorrelated with Z. This is
because an increase in metals contained in the stellar atmo-
sphere of the central massive stars would result in a higher
optical depth in the stellar winds, more efficiently absorb-
ing ionizing photons (e.g., Dopita et al. 2006b). In addition,
at higher metallicity, ionizing photons are more efficiently
scattered in the photospheres and then their radiation en-
ergy are converted to kinetic energy of the stellar winds. We
may also expect that an increase in the dust amount in the
H ii regions, which is expected to correlate with metallicity,
would reduce the ionizing photon flux contributing to ioniza-
tion (Inoue et al. 2001; Inoue 2001). The possible causation
between Z and U is labeled as “Absorption/Conversion to
kinetic energy” in Figure 5).
With these simple ansa¨tze, we attempt to derive the de-
pendencies of sSFR, Z, and U on the other parameters. The
ansa¨tze denote sSFR = sSFR(µgas, ne) and Z = Z(M∗, µgas).
However, we need to eliminate µgas because we have no di-
rect information about the gas content (µgas) of the galaxies.
We have assumed that ne is uniquely determined by M∗ and
µgas as shown in Figure 5, and thus µgas is uniquely deter-
mined once M∗ and ne are given. We thus parametrize sSFR
and Z as a function of M∗ and ne eliminating µgas, as well
as U as a function of sSFR Z, and ne. In this section, we
explicitly argued which positive or negative correlation is
expected between two parameters. In our analysis, however,
we did not impose any limits on the power-law indices and
their signs in the following analysis.
4.2 Multi regression analysis
Following the ansa¨tze we made, we derived the relations
between the quantities (M∗, sSFR, O/H, U, and ne). The
physically-motivated relations to be constrained are ex-
pressed as follows:
log sSFR + 9 = p0 + p1(log M∗ − 10) + p2(log ne), (3)
4 + log O/H = q0 + q1(log M∗ − 10) + q2(log ne), (4)
logU = r0 + r1(log ne)
+ r2(4 + log O/H) + r3(log sSFR + 9). (5)
We note that M∗, sSFR, and ne are given in units of M,
yr−1, and cm−3, respectively. In addition to these, we also
derived the empirical functional forms for the three nebular
parameters, Z, U, and ne, as a linear function of log M∗ and
log sSFR. Our fitting procedure fits a linear surface expressed
by these equations to the stacked measurements, accounting
for all the measurement errors on the relevant variables.
Let us consider a general form of these models as
y = p0 +
∑m
k=1 pk xk . We refer to y and xk (k = 1, 2, ...,m)
as objective and explanatory variables, respectively. We es-
timate the model parameters (i.e., the normalization and
coefficients of Equations (3–5) based on the maximum like-
lihood estimation. The likelihood L is computed for a given
model as follows:
L =
N∏
i=1
1√
2piσ2err,i
exp
[
−(y
obs
i
− ymod
i
)2
2σ2err,i
]
, (6)
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where N = 138 is the number of stacked measurements. The
error σerr,i is obtained for each stack by summing in quadra-
ture the uncertainties expected for the objective (δyi) and
explanatory (δxk,i) variables as follows:
σ2err,i = δy
2
i +
m∑
k=1
(
pkδxk,i
)2
. (7)
Note that the value σerr,i depends on the coefficients of the
model.
We sampled the posterior probability distribution of
the model parameters by employing a Markov-Chain Monte-
Carlo (MCMC) technique, and using the emcee package for
Python (Foreman-Mackey et al. 2013). In our fitting proce-
dure, we adopted a uniform prior probability function for
each parameter.
5 RESULTS
In Table 2, we summarize the coefficients constrained by
multi regression analysis. The upper three rows are the re-
sults for the physically-motivated models as defined in Sec-
tion 4.1 (Equations 3–5). The lower three rows show the re-
sults obtained from regression on M∗ and sSFR. The reduced
χ2 statistics are computed with these best-fit parameters as
follows:
χ2/dof =
N∑
i=1
(yobs
i
− ymodel
i
)2
σ2err,i
/(N − m − 1). (8)
Note that the (m + 1) is the number of parameters to be
constrained. We also computed the residual intrinsic scatter
assuming that the individual stacked measurements are in-
trinsically scattered with respect to the best fit following a
Gaussian distribution of σint. In practice, we estimated σint
that satisfies the following relation:
N∑
i=1
(yobs
i
− ymodel
i
)2
σ2err,i + σ
2
int
/(N − m − 1) = 1. (9)
The reduced χ2 statistics for the fits with the physically-
motivated ansa¨tze are reasonably close to unity, with the
residual scatter below 0.1 dex. This indicates that these
models well fit the data with little residual information. For
Z and U, the χ2/dof values are larger for the results from
the regression on only M∗ and sSFR. Generally, the χ2/dof
statistics can be used to evaluate which model is better fit-
ting the same data. However, in the case here, the χ2/dof
values do not immediately indicate that, for example for Z,
the fit with M∗ and ne is better than the fit with M∗ and
sSFR because the different models use the different vari-
ables. The intrinsic scatters are anyway smaller than 0.1 dex
for the fits with M∗ and sSFR, similarly to the fits with the
ansa¨tze. Hereafter we focus our attention to the results for
the physically-motivated models.
We found the best-fit relations for the sSFR, metallicity
Z, and the electron density ne, as follows (the errors are given
Figure 6. Specific SFR as a function of ne, color-coded by M∗.
The best-fit relation expressed by Equation 10 is shown in the
background.
in Table 2).
log sSFR = −12.661 − 0.627 (log M∗ − 10) + 1.753 log ne,
(10)
12 + log O/H = 9.238 + 0.228 (log M∗ − 10) − 0.401 log ne, (11)
logU = −2.316 − 0.360 (log O/H + 4)
− 0.292 log ne + 0.428 (log sSFR + 9) . (12)
All these coefficients are well constrained, fully rejecting zero
coefficients, i.e., the null hypothesis of no dependence on the
parameter. In particular, we highlight that the scaling rela-
tion of U(Z, ne, sSFR) is fairly constrained even with three
variables. The signs of these coefficients are all consistent
with our initial assumption described in Section 4.1 (see Fig-
ure 5). Note that the magnitude of the coefficients does not
immediately indicate the relative strength of the dependence
on the corresponding parameter since the entire range cov-
ered by the parameters are different from each other.
In Figure 6, we show the sSFR as a function of ne, color-
coded by M∗, in comparison with the derived liner relation
of Equation (10) shown in the background. Similarly, Figure
7 shows Z as a function of M∗, color-coded by ne (upper
panel), and as a function of ne, color-coded by M∗ (lower
panel). For U, we computed the residuals after subtracting
the sSFR term (0.428 (log sSFR + 9)). Figure 8 shows these
residuals as a function of Z, color-coded by ne (upper panel),
and as a function of ne, color-coded by Z (lower panel). In
all these panels of Figures 6–8, the overall trends both of the
correlation between the x- and y-axis variables and the color
trend of the third axis variables are reasonably reproduced
by the best-fit scaling relations. Meanwhile, there are several
outliers possibly due to their large errors on the estimates of
ne and/or Z. In the next section, we attempt to interpret the
global trends and discuss the physical mechanisms behind
the scaling relations, not caring about minor deviations from
these power-law relations.
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Table 2. Coefficients of the linear surface fitting between the parametersa
Intercept log M∗(M) − 10 log ne(cm−3) 4 + log(O/H) log sSFR(yr−1) + 9 χ2/dofb σintc
log sSFR + 9 −3.661+0.124−0.125 −0.627+0.028−0.029 1.753+0.063−0.064 - - 0.99 -
4 + log(O/H) 1.238+0.049−0.046 0.228+0.011−0.011 −0.401+0.024−0.024 - - 1.61 0.0633
logU −2.316+0.043−0.039 - −0.292+0.020−0.022 −0.360+0.037−0.037 0.428+0.014−0.014 1.89 0.0585
log ne 2.066+0.012−0.012 0.310
+0.021
−0.019 - - 0.492
+0.020
−0.021 0.85 -
4 + log(O/H) 0.427+0.007−0.007 0.136+0.007−0.006 - - −0.208+0.008−0.008 5.71 0.0998
logU −3.073+0.002−0.002 −0.137+0.002−0.002 - - 0.372+0.002−0.002 26.07 0.0874
a We note that M∗, sSFR, and ne are given in units of M, yr−1, and cm−3, respectively.
b Reduced chi-square statistic.
c Intrinsic scatter with respect to the relevant objective variable.
Figure 7. Upper panel: Metallicity Z as a function of M∗, color-
coded by ne. Lower panel: Z as a function of ne, color-coded by
M∗. The best-fit relation expressed by Equation 11 is shown in
the background.
6 DISCUSSIONS
We successfully constrained the dependencies of the physical
quantities, sSFR(M∗, ne), Z(M∗, ne), and U(sSFR, Z, ne), based
on the simplified ansa¨tze. In this section, we attempt to in-
terpret the results with our physically-motivated assump-
Figure 8. Upper panel: Residual of U after subtracting the sSFR
dependence (0.428 (log sSFR + 9)) as a function of Z, color-coded
by ne. Lower panel: U − 0.428 log sSFR as a function of ne, color-
coded by Z. The best-fit relation expressed by Equation 12 is
shown in the background.
tions, and compare our findings to other theoretical predic-
tions and observational results in the literature.
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6.1 Specific SFR and gas content
Our result from regressing sSFR on M∗ and ne indicates
that sSFR is a strong function of ne with a power-law slope
of ≈ 1.75 at fixed M∗. As noted above, this relatively large
dependence includes the underlying correlations between ne
and µgas. The sSFR of galaxies can be expressed in terms of
SFE (= SFR/Mgas) and the gas content as follows:
sSFR = SFE · Mgas/M∗ = SFE · µgas. (13)
As we mentioned in Section 4.1, it would be natural to as-
sume that the SFE is proportional to the inverse of the free-
fall timescale τff of gas clouds, thus we assume SFE ∝ n1/2e .
This simple assumption and the observed scaling of sSFR
(Equation 10) yield
SFE ∝ sSFR0.29M0.18∗ . (14)
Observationally, Sargent et al. (2014) found that SFE in-
creases as a weak function of sSFR: SFE ∝ sSFR0.19, which
may be in broad agreement with our result. We can also
obtain scaling relations involving the gas content as follows.
µgas ∝ M−0.63∗ n1.3e or Mgas ∝ M0.37∗ n1.3e (15)
⇐⇒ ne ∝ µ0.80gas M0.50∗ ∝ M0.80gas M−0.30∗ . (16)
This indicates that the electron density ne in H ii regions
sensitively increases with the gas content at fixed M∗. We
also obtain a relation between SFR and Mgas as
SFR ∝ M1.40gas M−0.15∗ . (17)
The scaling relation SFR ∝ M1.40gas (with minor depen-
dence on M∗) agrees very well with observed integrated SK
relation based on direct measurements of the gas content of
galaxies (e.g., Daddi et al. 2010; Genzel et al. 2010; Tac-
coni et al. 2013; Santini et al. 2014), as well as the con-
ventional SK relation that correlates the surface densities of
SFR and gas mass, for which observations have measured
indices N ≈ 1.4 (e.g., Kennicutt 1998). It is worth emphasiz-
ing that the scaling relation between sSFR and µgas with a
slope slightly smaller than 1.5, as supported by other obser-
vations, is derived by assuming SFE ∝ τ−1tt ∝ n1/2e . In doing
so, ne is regarded as being proportional to the density of the
molecular clouds where stars form, though this is not trivial
because ne is the measure of the electron density of H ii re-
gions. On the other hand, the agreement between our result
(SFR ∝ M1.40gas ) and other observations of the SK relations
indicate that this assumption would be reasonable.
6.2 Metallicity
We found positive and negative dependences of metallicity
Z, respectively, on M∗ and ne. In the previous subsection,
we obtained the scaling relation between ne and gas content
(Equation 16) based on a simple assumption of SFE ∝ t−1ff ∝
n1/2e and the observed scaling of sSFR (Equation 10). Using
Equation 16, we can eliminate ne from the Z(M∗, ne) relation
(Equation 11), and rewrite Z in terms of M∗ and gas content
as follows
Z ∝ M0.23∗ n−0.40e ∝ µ−0.32gas M0.027∗ , (18)
or, more simply,
Z ∝ M−0.32gas M0.35∗ . (19)
The former equation indicates that the correlation between
Z and gas-to-stellar mass ratio µgas would be almost inde-
pendent of M∗ (and other parameters). This is indeed what
we expect from simple, classical models of chemical evolution
of galaxies (e.g., Schmidt 1963). The latter form, however,
indicates that the metallicity increases with M∗, as natu-
rally expected as the result of the chemical evolution along
the galaxy mass assembly history. Meanwhile, the anticor-
relation with gas content is as expected from the “dilution”
scenario as described in Section 4.1.
Anticorrelations between Z and the gas content of
galaxies have been directly measured by observations. Both-
well et al. (2013) analyzed a galaxy sample with the measure-
ment of the H i gas content, and found that the metallicity
(via the strong-line method) decreases with the H i gas mass
MHI at fixed M∗, approximately as Z ∝ M−0.17HI (see Figure 2
of the reference). Furthermore, Dave´ et al. (2013) attempted
to model the global properties of the H i gas content in galax-
ies using cosmological simulations. Their preferable outflow
model, which is able to reasonably reproduce the observed
H i mass function, predicts that the metallicity is inversely
correlated with the H i gas mass with a slope of −0.26 at a
given M∗. Our result is in reasonable agreement with the-
ses dependencies found by both observations and numerical
simulations.
The inverse correlation between Z and sSFR (at fixed
M∗) has been also characterized by regressing Z on the M∗–
sSFR plane (Table 2 lower part) as follows:
12+log(O/H) = 8.427+0.136 (log M∗ − 10)−0.208 (log sSFR + 9) .
(20)
We note that this relation is nearly equivalent to what is
obtained by eliminating ne from Z(M∗, ne) and ne(M∗, sSFR)
(see Table 2), with a slight difference in the coefficient of
log M∗. The relation between these three parameters (M∗, Z,
sSFR), i.e., the FMR, has been commonly characterized by
introducing a variable µα defined as follows:
µα = log M∗ − α log SFR. (21)
where the parameter α is determined to minimize the scat-
ter in terms of metallicity around the average relation. Our
result from a simple plane fitting provides α = 0.208/(0.136+
0.208) = 0.60±0.01. This is in good agreement with the value
(α = 0.66) found by Andrews & Martini (2013). Meanwhile,
such values of α are larger than those (α ≈ 0.3) as reported
by studies relying on the strong-line metallicity indicators
(e.g., Mannucci et al. 2010). Note that Equation (20) can be
rewritten using µ0.61 as follows:
12 + log(O/H) = (5.19 ± 0.06) + (0.344 ± 0.006)µ0.60. (22)
The slope of 0.34 is lower than the slope of 0.43 found by
Andrews & Martini (2013), and the difference is not distin-
guished if we adopt α = 0.66.
6.3 Ionization parameter
Our results indicate that the ionization parameter U varies
as a strong function of the sSFR of galaxies, but also depends
significantly on both Z and ne. The former dependence im-
plies that the ionization photon flux in a single H ii region
increases on average with increasing total (i.e., galaxy-wide)
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sSFR of the host galaxies. To directly examine this hypothe-
sis, we need to resolve the individual H ii regions in galaxies
across wide ranges of M∗ and sSFR.
There are other ideas to account for the correlations be-
tween sSFR and U. The observed [O iii]/[O ii] ratio, a proxy
of U, could effectively increase for a “density-bounded” H ii
region, which is fully ionized and whose size is determined by
the cloud size, instead of the Stro¨mgren radius. Since O++
dominates at the inner region of the ionized sphere, close
to the radiation source, whereas O+ becomes more domi-
nant at the outer region, density-bounded H ii regions are
expected to have a significantly smaller [O ii] zone, result-
ing in higher [O iii]/[O ii]. Specially, Binette et al. (1996)
considered the effects of density-bounded (“matter-bounded”
in the reference) ionized gas clouds to the changes of the
emission-line ratios, and showed that the line ratios (espe-
cially, [O iii]/[O ii]) vary along the increasing fraction of the
density-bounded clouds in a very similar way to the variation
with increasing U (see Figure 6 in the reference)2. A larger
contribution of density-bounded H ii regions has proposed
to account for observed higher [O iii]/[O ii] ratios (Brinch-
mann et al. 2008; Nakajima & Ouchi 2014). In addition, it
is recently thought that extremely high [O iii]/[O ii] ratios
are often incident to non zero escape fraction, i.e., the frac-
tion of ionizing photons that escape into intergalactic space
(e.g., Nakajima & Ouchi 2014; Nakajima et al. 2016; Izo-
tov et al. 2016, 2018). Similarly, if an H ii region overlaps
an adjacent H ii region, the effective ionization parameter
would increase locally because the overlap region is illumi-
nated by both ionizing sources. It could be naturally ex-
pected that such situations tend to happen more frequently
in systems with higher sSFRs because the number density
of H ii regions may increase with increasing sSFR. We note
that our estimate of the ionization parameter assumes a sim-
ple ionization-bounded plane-parallel geometry in order to
limit the number of free parameters, and that our estimation
could thus be inaccurate for some cases. We defer further in-
vestigations of the relations between U and the emission-line
indicators, such as [O iii]/[O ii], including more realistic ge-
ometric conditions to future work.
We now turn to the dependence on metallicity. There
have been observational studies that indicate the presence
of an anticorrelation between U and Z based on a strong-
line method (Nakajima & Ouchi 2014; Onodera et al. 2016).
Shapley et al. (2015) and Kojima et al. (2017) mentioned the
anticorrelation by using the stacked measurements based on
the direct method from Andrews & Martini (2013). In Fig-
ure 4, our data show that U is apparently strongly anticor-
related with Z: a simple power-law fit yields U ∝ Z−1.52±0.04.
Compared with this apparent relation, however, our result
from the four-dimensional fitting indicates a shallower slope
for the partial correlation (U ∝ Z−0.36; Equation 12) at fixed
sSFR and ne. The apparent stronger Z-dependence can be
attributed to the anticorrelation between sSFR and Z (Sec-
tion 6.2). Our result thus indicates necessity of physical
mechanisms to generate the intrinsic moderate inverse corre-
lation between U and Z. Some explanations have been sug-
2 This study specially focused on the conditions in the narrow-
line region of active galactic nuclei, but can also applied to star-
forming H ii regions.
gested to account for the U-Z anticorrelation as mentioned in
Section 4.1 (e.g., Dopita & Evans 1986; Dopita et al. 2006a;
Kewley et al. 2013).
Dopita et al. (2006b) have theoretically found that U
correlates with Z as U ∝ Z−0.8 including the following two
effects. First, at higher metallicity, ionizing photons emit-
ted by a star are more absorbed by the stellar winds due
to an increased optical depth. Second, at higher metallic-
ity, ionizing photons are more efficiently scattered in the
photospheres and their radiation energy is more converted
to kinetic energy in the stellar wind base region (Leitherer
et al. 1992). It may be worth noting that the line-blanketing
effects could also be considered as an origin of the U–Z anti-
correlation: metal elements stored in the stellar photosphere
block the radiated ionizing photons, reducing the emergent
flux at wavelengths of the metallic lines. However, the back-
warming effect occurs immediately following the blocking,
where metals re-emit photons at lower frequencies, rais-
ing the adjacent continuum. Kudritzki (2002) demonstrated
that these effects have little influence on the number of hy-
drogen ionizing photons (≥ 13.6 eV) because the two effects
almost entirely cancel each other.
Another explanation is that the U–Z correlation is in
part caused by dust absorption in the H ii region. Inoue
et al. (2001) established a theoretical framework for the dust
absorption of ionizing photon in an H ii region, and found
observationally an anticorrelation between the fraction fγ of
the ionizing photons contributing to ionization and metallic-
ity (or dust-to-gas mass ratio) for individual H ii regions in
the Milkey Way. Similarly, Inoue (2001) found signs of such
anticorrelation also for nearby galaxies, with fγ ranging from
∼ 40–70%.
The U–Z anticorrelation could also be related to the
possible correlation between the IMF and metallicity (Evans
& Dopita 1985): a top-heavy IMF would yield more ioniz-
ing photons per SFR. Recently, Mart´ın-Navarro et al. (2015)
found that the local IMF is tightly related to the local metal-
licity, becoming top-heavier at lower metallicity. Such cor-
relation may be explained if the fragmentation scales of the
molecular clouds are determined by the Jeans mass, which
increases with increasing temperature (i.e., towards lower
metallicity). A change in the IMF, however, may also change
the estimations of M∗ and SFR, as well as the ionization pa-
rameter because the shape of the ionizing spectrum changes.
We defer further investigation including the possible depen-
dence of the IMF to future work.
Turning to the ne-dependence, our four-dimensional fit-
ting found a negative partial correlation between U and ne
as U ∝ n−0.29e , at fixed sSFR and Z, as opposed to their ap-
parent positive correlation (with the Spearman’s rank cor-
relation coefficient ρ = 0.476 with p-value < 10−8) as shown
in the relevant panel in Figure 4. The apparent correlation
is caused by the positive correlation between sSFR and ne
and the tight correlation between U and sSFR. Indeed, the
bottom-leftmost panel in Figure 4 shows the presence of an
inverse correlation between U and ne at fixed sSFR (i.e.,
at fixed color). The observed dependence is weaker than
what is expected from the definition of U, i.e., U ∝ n−1e .
This may indicates that the differential electron densities
between relatively inner regions, where the ionization pa-
rameter is defined, and outer regions, which may dominate
the [S ii] fluxes, in the H ii regions.
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The weak negative dependence of U on ne is in good
agreement with what was derived by Dopita et al. (2006b),
who found that the theoretical ionization parameter is
weakly related to the density n0 of the ambient ISM as
U ∝ n−1/50 by modeling the evolution of an expanding H ii
region, pressurized by the stellar winds from the central star
cluster. In their model, the internal density nin of an isother-
mal spherical H ii region is related to the ambient density,
as nin ∝ n3/50 , as well as the inner radius Rin is also linked to
it as Rin ∝ n−1/50 (Oey & Clarke 1997). For a fixed ionizing
luminosity of the central source, the ionization parameter
depends on these quantities as U ∝ 1/(ninR2in), yielding the
relation between U and the ambient density as above.
Lastly, we note that we recently obtained a conclu-
sion that the ionization parameter U is directly linked to
sSFR, while little or probably not with metallicity (Kaasi-
nen et al. 2018), from comparison between the high-redshift
sample of the main-sequence star-forming galaxies at z ∼ 1.6
(a subset from Kashino et al. 2017, 2018) and the “sSFR-
matched” sample of the SDSS galaxies. These two samples
that have the equivalent average sSFRs present similar levels
of the ionization parameter, whereas the sSFR-matched low-
redshift sample shows relatively lower metallicities. How-
ever, our results in this paper are indeed not against what
is found by Kaasinen et al. (2018) within the uncertain-
ties. The difference in the metallicity of these two samples
is found to be ∼ 0.1 dex. From our result, this metallicity
difference induces only a very small difference (. 0.05 dex)
in U at fixed sSFR, which is equivalent to the level of statis-
tical uncertainties presented in Kaasinen et al. (2018). We
also note that our analysis has been applied only for the low
redshift galaxies, whereas the attention in Kaasinen et al.
(2018) was more focused on the evolution over a wide range
of cosmic time. The investigation of redshift evolution of the
relationships that we found between the nebular parameters
is beyond the scope of this paper.
6.4 Application of the scaling relations
Lastly we mention possible application of the scaling rela-
tions we derived in this paper. Our results can be imple-
mented into a subgrid recipe of galaxy evolution simula-
tions to compute the conditions of ionized nebular from the
properties of host galaxies, and predict the fluxes of emis-
sion lines of interest. Predicting strong-line fluxes is useful
to prepare mock catalogs for future spectroscopic surveys as
well as to test the models by comparing observations. Our
results would be also implemented into SED fitting codes to
include the contribution from emission lines for given galaxy
properties.
Here we present an application of our scaling relations
for a semi-analytic model galaxy catalog. In semi-analytic
models, the evolution of galaxies embedded in collapsed dark
halos, is traced following the halo merger trees while solving
a simplified model that controls the star formation involving
relevant physical phenomena such as supernova and/or AGN
feedback. As a result, some fundamental quantities of the
galaxies, such as M∗, Mgas, SFR, metal abundance and the
stellar population, are obtained as functions of cosmic time.
Once M∗ and Mgas are given, our scaling relations can be
utilized to compute the conditions of the H ii regions, ne
and U, from Equations (16) and (12), respectively. With the
gas-phase Z traced in the simulation, it is then possible to
compute the emission line fluxes by interpolating a prepared
table of the line fluxes for grids of (ne, Z,U).
For a demonstration, we use the New Numerical Galaxy
Catalog (ν2GC; Ishiyama et al. 2015; Makiya et al. 2016)3.
From the public light-cone catalog, we extracted a sample
of 4855 galaxies limiting to those at z < 0.3 and having
sSFR ≥ 10−11 yr−1. We define the stellar mass as the sum of
disk (Mstard) and bulge (Mstarb) masses, and take the gas
mass (Mgas =Mcool) and metal mass (MZ =MZc) in the cold
phase. The metallicity is defined as 12 + log(O/H) = 8.69 +
log(MZ/Mgas/Z) where Z = 0.014. In Figure 9, we show the
correlations among M∗, sSFR, Z, given by the semi-analytic
model, and ne and U computed with our scaling relations.
In the ν2GC sample, galaxies with sSFR ≥ 10−8.5 yr−1 are
missing, while a space of low M∗ (< 109 M) and low sSFR
(< 10−9.5 yr−1) is filled up, where we have no SDSS stacks
(see Figure 4). Moreover, a population of very metal-rich
galaxies (12 + log O/H > 9) exits. Regardless of these dis-
crepancies, the trends of the SDSS sample seen in Figure 4
are globally reproduced here, manifesting the effectiveness
of the application to semi-analytic model galaxy samples.
Detailed comparison of the ν2GC catalog with observations
and/or predictions of any concrete observables are beyond
the scope of this paper.
7 CONCLUSIONS
We have investigated the connection between the physical
parameters characterizing the conditions of star-forming ion-
ized gas and the global properties of the host galaxies, es-
pecially focusing on five key parameters, i.e., stellar mass,
sSFR, oxygen abundance, ionization parameter, and elec-
tron density of the ionized gas. In order to obtain accu-
rate estimates of the oxygen abundance, we have utilized
the direct method based on the detection of auroral lines
([O iii]λ4363, and [O ii]λλ7320,7330) in the set of stacked
spectra of the SDSS galaxies at z ∼ 0.1, which are binned
into the M∗–sSFR grids. Our key conclusions can be sum-
marized as follows.
(i) The gas-phase oxygen abundance was successfully
measured for a wide range of M∗ and sSFR by using stacked
spectra. The resultant values range between 7.6 . 12 +
log(O/H) . 8.9, tightly correlating with sSFR and M∗.
(ii) The electron density ne was measured from the [S ii]
doublet ratio, accounting for the dependence on the electron
temperature, and found to increase with increasing sSFR at
fixed M∗ as well as with increasing M∗ at fixed sSFR.
(iii) The ionization parameter U was measured from the
[O iii]/[O ii] ratio, accounting for the dependencies on Z and
ne. The resultant values of U were found to be tightly cor-
related with the sSFR, and also to depend on Z and ne.
(iv) The partial anticorrelation between U and Z (U ∝
Z−0.36 at fixed sSFR and ne) was found to be weaker than
the apparent correlation (U ∝ Z−1.52). The observed mod-
erate (i.e., not as strong as its apparent correlation) anti-
3 http://hpc.imit.chiba-u.jp/ nngc/index.html
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Figure 9. Application of the derived scaling relations to a semi-analytic model galaxy sample. Same as Figure 4, but for 4855 simulated
galaxies taken from the ν2GC light-cone (redshift < 0.3, sSFR ≥ 10−11 yr−1). The values of ne and U are computed using Equations (16)
and (12) from M∗, sSFR, and Z given by the simulation. The sSFR range of the color scale is different from Figure 4.
correlation between U and Z is qualitatively consistent with
theoretical predictions of the intrinsic U–Z relation.
(v) The ionization parameter is also found to negatively
correlate with ne at fixed sSFR and Z as U ∝ n−0.29e . This
is qualitatively consistent with the definition of the ioniza-
tion parameter, though the dependence on ne is weaker than
the inverse proportion. This may indicates that the electron
density probed by the [S ii] doublet scales with the inner
surface density more sensitively than proportionality.
Our results presented in this paper have firmly provided
the global picture on the behavior of the nebulae at the
galaxy-wide scales. The scaling relationships that we found
between the fundamental properties of galaxies and the neb-
ulae provide a set of boundary conditions which are to be
reproduced by high-resolution simulations. On the other
hand, our results provide a convenient tool to compute the
nebular conditions and to predict fluxes of strong emission
lines with little computational cost in semi-analytic models
and/or SED fitting codes. Such application is thus useful
to construct mock catalogs for forthcoming large spectro-
scopic surveys with the next-generation spectrographs, such
as the the Subaru/Prime Focus Spectrograph (PFS), Dark
Energy Spectroscopic Instrument (DESI), Multi-Object Op-
tical Near-infrared Spectrograph (MOONS), and Euclid and
WFIRST in space. These next-generation surveys will then
be enable us to extend our analysis beyond the low redshift
Universe in the near future, and to understand the physi-
cal processes behind the connections of galaxy properties in
more detail.
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APPENDIX A: BALMER ABSORPTION
Here we present empirically-calibrated formulae for correct-
ing the observed fluxes of the Balmer lines (Hα and Hβ)
for the reduction due to the stellar atmospheric absorption
as a function of M∗ and sSFR. To evaluate the effects of
the Balmer absorption, we compare the flux measurements
on the composite spectra in which the stellar continuum is
subtracted using pPXF (Section 2.3) with those based on
the continuum subtraction using a simple linear fitting, as
usually done for continuum-faint or low-S/N spectra. From
these measurements, we defined the fraction of the absorbed
flux fabs for each stack, fabs = (Fint − Fobs)/Fint, where Fobs
and Fint are the flux measured, respectively, with the linear-
fit based and pPXF-based continuum subtraction.
In Figure A1, we show the absorbed fraction of the Hβ
line in the M∗–sSFR plane. Stacks are limited to those with
S/N(Hβ) ≥ 40. Each box represents a single stack, color-
coded by fabs(Hβ). It is clear that a strong trend exists be-
tween fabs and a quantity, which can be defined as a com-
bination of M∗ and SFR. The absorption fraction of the Hα
flux exhibits a similar trend to Hβ, but the absolute val-
ues are much smaller. Considering a linear combination as
xα = log SFR − α log M∗, we found that ,when α = 1.32, the
correlation becomes the tightest for both Hα and Hβ. The
relation xα=1.32 = 0 is shown by a red solid line. In Figure
A2, we show the absorption fraction of the Hα and Hβ fluxes
as a function of xα=1.32. To express these trends, we fit an
empirical functional form to data, and obtained the forms
as follows,
fabs(Hα) =
1
2
[erf (−0.373 (x + 2.331)) + 1] , (A1)
fabs(Hβ) =
1
2
[erf (−0.720 (x + 0.107)) + 1] . (A2)
APPENDIX B: NEBULAR DIAGNOSTIC
DIAGRAMS
It would be useful to see the relation between the strong-
line flux ratios and the galactic and nebular properties. In
Figure B1, we show four routinely-used diagrams – R23 vs.
O32, O2 vs. O3, N2 vs. O3, and S2 vs. O3 diagrams (the so-
called BPT diagrams; Veilleux & Osterbrock 1987). Here the
line ratio indices are defined as follows: R23 = ([O ii]λ3727 +
[O iii]λλ4959, 5007)/Hβ, O32 = [O iii]λ5007/[O ii]λ3727, O2 =
[O ii]λ3727/Hβ, O3 = [O iii]λ5007/Hβ, N2 = [N ii]λ6584/Hα,
and S2 = [S ii]λλ6717, 6731/Hα. The contours show the distri-
bution of the individual SDSS galaxies in the parent catalog.
To draw the contours, we additionally impose on the sam-
ple the detection of [O iii]λ5007 at > 3σ (89 percent of the
sample), although the original selection does not care about
the detection of [O iii]λ5007 (Section 2.1). The line ratios of
the individual sources are corrected for extinction using the
Cardelli et al. (1989) reddening curve and assuming the in-
trinsic Hα/Hβ = 2.86. The SDSS stacks with the successful
metallicity estimation are shown by circles, color-coded by
M∗, SFR, sSFR, 12 + log(O/H), U, and ne in each panel.
We can see clear trends of the location in the diagrams
against all the average physical properties considered here.
The trends with M∗ are consistent with those of the individ-
ual galaxies (Masters et al. 2016, see Figure 2). At a fixed
SFR, the stacks cover a wide range of the emission-line ra-
tios, almost from the one to the other tail-end in all four
diagrams (second row from top in Figure B1), forming a
narrow sequence parallel to the ridge line of the contours.
The nebular conditions are also tightly correlated with the
location in the diagram. The metallicity varies along the se-
quence, from the lowest Z at the high end-tail of the y-axis
values to the highest Z at the opposite side (forth row in
Figure B1). The trend with U is very similar to sSFR (fifth
row). This is corresponding to the tight correlation between
U and sSFR which we have seen in Figure 4. The electron
density ne is correlated with the location in a similar way to
SFR: stacks of fixed ne covers a wide range of these strong-
line ratios and form a narrow sequence parallel to the ridge
line of the contours. The trend in the N2 vs. O3 diagram was
reported by Brinchmann et al. (2008).
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure A1. The fraction of the absorbed Hβ flux relative to the intrinsic value is shown by colors in the M∗ vs. sSFR plane. Each
box represents a single stack. For reference, we overplot the main-sequence of local galaxies (thick dotted line; Elbaz et al. 2007) and
a relation corresponding to SFR = 1 M yr−1 (thin dotted line). Red solid line indicates a relation expressed as log SFR/(M yr−1) =
1.32 × (log M∗/M − 10).
Figure A2. The fraction of the absorbed flux of Hα (red)
and Hβ (blue) each as a function of x = log SFR/(M yr−1) −
1.32(log M∗/M − 10). Solid curves indicate the best-fit empirical
relations for each line (Equations A1 and A2).
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Figure B1. R23 vs. O32, O2 vs. O3, N2 vs. O3, and S2 vs. O3 diagrams from left to right. The SDSS stacks are shown by circles,
color-coded by different properties of host galaxies (M∗, SFR, and sSFR; upper 12 panels) and nebular parameters (Z, U, ne; lower 12
panels). Symbol size corresponds to the number of galaxies in the stack (see Figure 4). Contours show the distribution of the individual
galaxies in the parent sample.
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