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In this paper we study a prey–predator model defined by an initial–boundary value
problem whose dynamics is described by a Holling type III functional response. We
establish global existence and uniqueness of the strong solution.We prove that if the initial
data are positive and satisfy a certain regularity condition, the solution of the problem is
positive and bounded on the domain Q = (0, T )×  and then we deduce the continuous
dependence on the initial data. A numerical approximation of the system is carried outwith
a spectral method coupled with the fourth-order Runge–Kutta time solver. The biological
relevance of the comparative numerical results is also presented.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We study the prey–predator reaction–diffusion system
∂y1
∂t
= α11y1 + ry1
(
1− y1
k
)
− b y
2
1
1+my21
y2
∂y2
∂t
= α21y2 + c y
2
1
1+my21
y2 − dy2
, (t, x) ∈ Q = [0, T ] ×Ω, (1.1)
subject to the Neumann boundary conditions
∂y1
∂ν
= ∂y2
∂ν
= 0, (t, x) ∈ Σ = (0, T )× ∂Ω (1.2)
and the initial conditions
y1(0, x) = y01(x), y2(0, x) = y02(x), x ∈ Ω. (1.3)
Here Ω is a bounded domain in RN with a smooth boundary ∂Ω,∆ is the Laplacian operator on Ω, ν is the outward
normal to ∂Ω . The parameters α1, α2, r, k, b, c, d,m are positive constants. Function values y1(t, x) and y2(t, x) denote the
densities of the prey and predator populations respectively, at time t ∈ [0, T ] and position x ∈ Ω .
The growth rate of the prey f (y1) = ry1
(
1− y1k
)
is logistic and the predator’s functional response g(y1) = by
2
1
1+my21
is
Holling type III. The ratio c/b and parameter r represent the maximal per capita predator and prey birth rates, respectively,
d is the per capita predator death rate, k is the prey carrying capacity, and α1, α2 are diffusion coefficients.
The no-flux boundary conditions mean that the spatial environmentΩ is isolated. The initial values y01, y
0
2 are assumed
to be positive and bounded onΩ .
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The prey–predator systemof ODEswithHolling type III functional response of the predator, i.e., system (1.1) independent
of x, has been presented and investigated in many works [1–3]. When the predator’s functional response g has the Holling
type I form g(y1) = by1, one obtains the classical prey–predator system, which has been introduced in [4]. It applies
particularly well to passive predators, for example spiders. One of the most frequently employed and studied functional
responses is the Holling type II one, g(y1) = by11+my1 . Predators of this type cause maximummortality at low prey density. If
the predators are more efficient at higher prey densities and less efficient at lower prey densities, then the dynamics of the
ecosystem is better described by the Holling type III functional response. For a more detailed description of the biological
interaction of the species and a mathematical study of the dynamics of the ecosystems, we indicate the papers [5,6], the
review [1] and the books [7,4].
In the last decade, many papers devoted to PDEs describing the prey–predator interactions have appeared in the
literature. We wish to cite here the works [8,9], where prey–predator reaction–diffusion systems with Holling type II or
Ivlev functional responses are analyzed, both theoretically and numerically. We also mention the papers [10–14]. In [15],
the authors study how different modelling tools treat a test system, a highly non-linear predator–prey model, and how the
numerical solutions vary.
To our knowledge, the existence of strong solutions for predator–prey reaction–diffusion systems with Holling type III
functional response has not been previously studied. Our method is different from the methods used in the previous works
and it is applicable to all constants associated with our system. In this paper, we focus on the existence of the solutions to
the boundary value problem (1.1)–(1.3), the continuous dependence on the initial data, and the numerical analysis of the
problem with the aid of a spectral method combined with the fourth-order Runge–Kutta solver.
In Section 2we recall the necessary background. Section 3 contains themain theorems concerning the well-posedness of
the problem.We prove the global existence and the uniqueness of the strong solution y = (y1, y2). It is positive and bounded
on [0, T ] × Ω provided that the initial function y0 = (y01, y02) is positive on Ω and regular enough. We will use existence
results from the books [16,17]. A similar study can be found in [18] for linear growth rate of the prey and also linear (Holling
type I) functional response of the predator. We also show that the function which associates with y0 the (unique) solution
y = (y1, y2) of problems (1.1)–(1.3) is continuous, i.e., the solution ydepends continuously on the initial value y0. In Section 4
we deal with the numerical approximation of the reaction–diffusion system by using a spectral method coupled with the
classical standard fourth-order Runge–Kutta scheme, and discuss the numerical findings along with their biological rele-
vance [19–25]. Some concluding remarks and a possible extension to the problem of biological control are given at the end.
2. Preliminaries
For a bounded open setΩ ⊂ RN , we denote by H1(Ω) and H2(Ω) the usual Sobolev spaces. IfΩ = (a, b),−∞ ≤ a <
b ≤ +∞ and X is a Banach space with the norm || · ||, then the space of all X-valued distributions on (a, b) is denoted by
D ′(a, b; X). For a positive integer k and 1 ≤ p ≤ ∞, let
W k,p(a, b; X) = {u ∈ D ′(a, b; X);Dju ∈ Lp(a, b; X), j = 0, k},
where Dj is the derivative in the sense of distributions. It is known that, for 1 ≤ p <∞ and k ∈ N∗, the spaceW k,p(a, b; X)
is a real Banach space with the norm
‖u‖W k,p(a,b;X) =
(
k∑
j=0
‖Dju‖pLp(a,b;X)
)1/p
,
whileW k,∞(a, b; X) is a real Banach space with the norm
‖u‖W k,∞(a,b;X) = max
0≤j≤k
‖Dju‖L∞(a,b;X).
For p = 2, if X is a real Hilbert space with the scalar product (·, ·)X , thenW k,2(a, b; X) is also a real Hilbert space with
respect to the scalar product
(u, v)Hk(a,b;X) =
k∑
j=0
∫ b
a
(Dju(t),Djv(t))Xdt.
Consider the semilinear Cauchy problem
y′(t)+ Ay(t) = F(t, y(t)), t ∈ [0, T ], y(0) = y0, (2.1)
where −A is the infinitesimal generator of a C0-semigroup T (t), t ≥ 0, on a Banach space X and F : [0, T ] × X → X is
continuous in t and Lipschitz continuous in y.
A continuous function ywhich satisfies the integral equation
y(t) = T (t)y0 +
∫ t
0
T (t − s) f (s, y(s)) ds (2.2)
is called a mild solution of the initial value problem (2.1). If y is absolutely continuous on [0, T ], y(0) = y0 and y satisfies
Eq. (2.1) for almost all t ∈ [0, T ], then y is called a strong solution of the Cauchy problem (2.1).
The following results will be essential in the next section for proving the existence of a solution for problems (1.1)–(1.3).
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Theorem 2.1 ([17, pp. 184–185]). Let F : [0, T ] × X → X be continuous in t and uniformly Lipschitz continuous in y on X. If
−A is the infinitesimal generator of a C0-semigroup T (t), t ≥ 0, on the Banach space X, then for every y0 ∈ X, problem (2.1) has
a unique (global) mild solution y ∈ C([0, T ]; X).
Let F : [0,∞)× X → X be continuous in t for t ≥ 0 and locally Lipschitz continuous in y on X, uniformly in t, on bounded
intervals. If −A is the infinitesimal generator of a C0-semigroup T (t), t ≥ 0, on X, then for every y0 ∈ X, there is a tmax ≤ ∞
such that problem (2.1) for t ∈ [0,∞) has a unique mild solution y defined on [0, tmax). Moreover, if tmax <∞,
lim
t↗tmax
‖y(t)‖ = ∞.
In general, if F : [0, T ] × X → X is Lipschitz continuous in (t, y), then the mild solution of (2.1) need not necessarily be a
strong solution. However, if X is reflexive, the Lipschitz continuity of F suffices to ensure that the mild solution ywith initial
data y0 ∈ D(A) is a strong solution.
Theorem 2.2 ([16, p. 175], [17, pp. 189–190]). Let −A be the infinitesimal generator of a C0-semigroup T (t), t ≥ 0, on a reflexive
Banach space X. If F : [0, T ] × X → X is Lipschitz continuous in (t, y) on [0, T ] × X and y0 ∈ D(A), then the mild solution y
of (2.1) is a (global) strong solution and y ∈ W 1,2(0, T ; X), y ∈ L2(0, T ;D(A)).
If we assume that F : [0, T ] × X → X is only locally Lipschitz continuous on X, uniformly with respect to t ∈ [0, T ], then for
every y0 ∈ D(A), the initial value problem (2.1) possesses a strong solution y defined on a maximal interval [0, tmax). Moreover,
if tmax < T , then
lim
t↗tmax
‖y(t)‖ = ∞. (2.3)
3. The well-posedness of the solution
We study the existence and uniqueness of the strong solution y = (y1, y2) to the initial–boundary value problem
(1.1)–(1.3). If the initial data are positive and satisfy a specific regularity, we can show that the solution y is also positive and
it is bounded on Q = (0, T )×Ω . At the end of the section we deduce the continuous dependence on the initial data of this
solution.
We begin with an auxiliary result.
Lemma 3.1. If α, r > 0 are given constants, z0 ∈ H2(Ω), z0(x) > 0, (∀)x ∈ Ω , and ∂z0/∂ν = 0 on ∂Ω , then the boundary
value problem
∂z
∂t
= α1z + rz, (t, x) ∈ Q = (0, T )×Ω
∂z
∂ν
= 0, (t, x) ∈ Σ = (0, T )× ∂Ω
z (0, x) = z0(x), x ∈ Ω
(3.1)
has a unique strong solution z ∈ W 1,2 (0, T ; L2 (Ω)) ∩ L2 (0, T ;H2(Ω)) ∩ L∞ (0, T ;H1(Ω)) such that z > 0 on Q and
z ∈ L∞(Q ).
Proof. Let {S(t), t ≥ 0} be the C0-semigroup of linear contractions generated by the linear operator −A˜ = α∆, with the
domain D
(˜
A
) = {z ∈ H2(Ω), ∂z
∂ν
= 0 on ∂Ω}. Then problem (3.1) can be written in the form z ′ + A˜z = F (t, z) , t ∈
[0, T ], z(0) = z0 with F (t, z) = rz.
Making use of Theorems 2.1 and 2.2, we obtain the existence and uniqueness of a strong solution z ∈ W 1,2 (0, T ; L2(Ω)) ,
z ∈ L2 (0, T ;H2 (Ω)). Since z0 > 0 onΩ , it follows by a comparison theorem that z(t, x) > 0, (∀)(t, x) ∈ Q . The solution
of (3.1) has the form z(t, x) = ertS(t)z0(x). Therefore, |z(t, x)| ≤ erT‖z0‖, (∀) (t, x) ∈ Q , that is z ∈ L∞(Q ).
By (3.1) we derive that∫ t
0
∫
Ω
∣∣∣∣∂z∂t
∣∣∣∣2 ds dx+ α2 ∫ t
0
∫
Ω
|1z|2 dx ds− 2α
∫ t
0
∫
Ω
∂z
∂t
1z ds dx = r2
∫ t
0
∫
Ω
z2 ds dx.
Using the regularity of z and the Green’s formula, we can write∫
Ω
∂z
∂t
1z dx = − ∂
∂t
∫
Ω
|∇z|2 dx,
so the above equality becomes∫ t
0
∫
Ω
∣∣∣∣∂z∂t
∣∣∣∣2 ds dx+ α2 ∫ t
0
∫
Ω
|1z|2 ds dx+ 2α
∫
Ω
|∇z|2 dx = 2α
∫
Ω
∣∣∇z0∣∣2 dx+ r2 ∫ t
0
∫
Ω
z2 dx ds.
Since z ∈ L∞(Q ) and z0 ∈ H2 (Ω), we deduce that z ∈ L∞ (0, T ;H1 (Ω)). The proof is complete. 
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In what follows, we are going to establish the existence of the solution to problems (1.1)–(1.3). To this end, denote by A
the linear operator A : D(A) ⊂ L2 (Ω)2 → L2(Ω)2:
A(y) = A(y1, y2) = (−α11y1,−α21y2) ,
D(A) =
{
y = (y1, y2) ∈ H2 (Ω)2 , ∂y1
∂ν
= ∂y2
∂ν
= 0 on ∂Ω
}
,
(3.2)
and by h : L2(Ω)2 → L2 (Ω)2 the function given by
h(y) = (h1 (y1, y2) , h2 (y1, y2)) , (∀)y = (y1, y2) ∈ L2(Ω)2,
h1 (y1, y2) = ry1
(
1− y1
k
)
− b y
2
1
1+my21
y2,
h2(y1, y2) = c y
2
1
1+my21
y2 − dy2.
(3.3)
The operator −A is the infinitesimal generator of a C0-semigroup T (t), t ≥ 0, of linear operators on the Hilbert space
H = L2 (Ω)2. If we define y0 = (y01, y02), then problems (1.1)–(1.3) can be written as an abstract Cauchy problem in the real
Hilbert space H:
y′(t)+ Ay(t) = h(y(t)), t ∈ [0, T ], y(0) = y0. (3.4)
The main result of this section can now be stated.
Theorem 3.1. Let us have α1, α2, r, k, b, c, d,m > 0 and y0 =
(
y01, y
0
2
) ∈ H2(Ω)2 such that y01, y02 > 0 on Ω and
∂y1
∂ν
= ∂y2
∂ν
= 0 on ∂Ω . Then problems (1.1)–(1.3) have a unique strong solution y = (y1, y2) ∈ W 1,2
(
0, T ; L2(Ω)2), which is
positive and bounded on Q (i.e. y1, y2 ∈ L∞(Q )). In addition,
y1, y2 ∈ L2
(
0, T ;H2(Ω)) ∩ L∞ (0, T ;H1(Ω)) .
Proof. Themain tool used in the proof is Theorem 2.2. Since in our case function h is not Lipschitz continuous in y, uniformly
with respect to t , we cannot deduce directly the existence of the global solution. According to an idea from [18], one
associates the so-called truncated initial value problems(
yN
)′
(t)+ AyN(t) = hN (yN(t)) , t ∈ [0, T ], yN(0) = y0, (3.5)
where N is a fixed positive number which will be chosen later, yN = (yN1 , yN2 ) , hN(y) = (hN1 (y), hN2 (t)), with hN1 , hN2 defined
as follows. If y1 or y2 from the expressions for h1 and h2 is greater than N or less than−N , then it is replaced by N or by−N ,
respectively. In other words,
hN1 (y) =

ry1
(
1− y1
k
)
− by
2
1
1+my21
y2, if |y1| ≤ N, |y2| ≤ N
ry1
(
1− y1
k
)
− by
2
1
1+my21
N, if |y1| ≤ N, y2 > N
ry1
(
1− y1
k
)
+ by
2
1
1+my21
N, if |y1| ≤ N, y2 < −N
rN
(
1− N
k
)
− bN
2
1+mN2 y2, if y1 > N, |y2| ≤ N
−rN
(
1+ N
k
)
− bN
2
1+mN2 y2, if y1 < −N, |y2| ≤ N
rN
(
1− N
k
)
− bN
3
1+mN2 , if y1 > N, y2 > N
rN
(
1− N
k
)
+ bN
3
1+mN2 , if y1 > N, y2 < −N
−rN
(
1+ N
k
)
− bN
3
1+mN2 , if y1 < −N, y2 > N
−rN
(
1+ N
k
)
+ bN
3
1+mN2 , if y1 < −N, y2 < −N.
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Similarly one defines hN2 . It is obvious that function h
N is Lipschitz continuous in y, uniformly with respect to t . In view
of Theorem 2.2, since y0 ∈ D(A), problem (3.5) admits a unique (global) strong solution yN ∈ W 1,2 (0, T ; L2 (Ω)2) such that
hN ∈ L2(0, T ;D(A)). Like in the proof of Lemma 3.1, we can easily verify that yN1 , yN2 ∈ L∞
(
0, T ;H1 (Ω)).
In the sequel we prove that yN1 , y
N
2 ∈ L∞ (Q ) and yN1 , yN2 > 0 on Q . Since hN (y1, y2) = h(y1, y2) on a specific small
time interval, this will imply that yN is a local positive solution of (3.4). Next we will prove that the local solution of (3.4) is
bounded on its maximal domain and thus it exists on the whole set Q .
To prove the boundedness of yN1 , y
N
2 on Q , let
KN = max
{‖hN1 ‖L∞(Q ), ‖hN2 ‖L∞(Q ), ‖y01‖L∞(Ω), ‖y02‖L∞(Ω)}
and zN1 = yN1 − KN t − ‖y01‖L∞(Ω), (t, x) ∈ Q . Then zN1 verifies the initial–boundary value problem
∂zN1
∂t
= α11zN1 + hN1
(
yN1 , y
N
2
)− KN , (t, x) ∈ Q
∂zN1
∂ν
= 0, (t, x) ∈ Σ
zN1 (0, x) = y01(x)− ‖y01‖L∞(Ω), x ∈ Ω.
This problem admits a unique strong solution which is defined by
zN1 (t, x) = S(t)
(
y01(x)− ‖y01‖L∞(Ω)
)+ ∫ t
0
S (t − s) [hN1 (yN1 (s, x) , yN2 (s, x))− KN] ds,
where {S(t), t ≥ 0} is the C0-semigroup generated by−A1 = α1∆. Since y01(x)−‖y01‖L∞(Ω) ≤ 0 and hN1
(
yN1 (s, x) , y
N
2 (s, x)
)−
KN ≤ 0, we get
zN1 (t, x) ≤ 0, (∀) (t, x) ∈ Q . (3.6)
Analogously, definingwN1 (t, x) = yN1 (t, x)+ KN t + ‖y01‖L∞(Ω), we find that the problem
∂wN1
∂t
= α11wN1 + hN1
(
yN1 , y
N
2
)+ KN , (t, x) ∈ Q
∂wN1
∂ν
= 0, (t, x) ∈ Σ
wN1 (0, x) = y01(x)+ ‖y01‖L∞(Ω), x ∈ Ω
has a unique strong solutionwN1 such that
wN1 (t, x) ≥ 0, (∀) (t, x) ∈ Q . (3.7)
By (3.6) and (3.7), we infer∣∣yN1 (t, x)∣∣ ≤ KN t + ‖y01‖L∞(Ω), (∀) (t, x) ∈ Q , (3.8)
and hence yN1 ∈ L∞(Q ). In the same way, we obtain that yN2 ∈ L∞(Q ). More exactly, we have∣∣yN2 (t, x)∣∣ ≤ KN t + ‖y02‖L∞(Ω), (∀) (t, x) ∈ Q . (3.9)
We now deduce that yN1 and y
N
2 are positive on Q . The boundary value problem verified by y
N
1 is
∂yN1
∂t
= α11yN1 + hN1
(
yN1 , y
N
2
)
, (t, x) ∈ Q
∂yN1
∂ν
= 0, (t, x) ∈ Σ
yN1 (0, x) = y01(x), x ∈ Ω.
(3.10)
From the definition of hN1 , it is clear that it is bounded on Q . We write y
N
1 =
(
yN1
)+ − (yN1 )−, where (yN1 )+ (t, x) =
sup
{
yN1 (t, x), 0
}
is the positive part of yN1 = yN1 (t, x), while
(
yN1
)−
(t, x) = − inf {yN1 (t, x), 0} is the negative part of yN1 .
Multiplying (3.10) by
(
yN1
)−, we get
1
2
∂
∂t
∣∣∣(yN1 )−∣∣∣2 = α1 (yN1 )−∆ (yN1 )− + (yN1 )− hN1 ((yN1 )− , (yN2 )−) .
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Using Green’s formula, this yields
1
2
∫
Ω
∂
∂t
∣∣∣(yN1 )−∣∣∣2 dx = −α1 ∫
Ω
∣∣∣∇ (yN1 )−∣∣∣2 dx+ ∫
Ω
(
yN1
)−
hN1
((
yN1
)−
,
(
yN2
)−)
dx.
Integrating over [0, t] and taking into account the form of hN1 , it follows that∫
Ω
∣∣∣(yN1 )−∣∣∣2 dx ≤ C ∫ t
0
∫
Ω
∣∣∣(yN1 )−∣∣∣2 dx ds, (3.11)
where C > 0 is a constant. Indeed, if
∣∣yN1 ∣∣ ≤ N , then(
yN1
)− · hN1 ((yN1 )− , (yN2 )−) = ∣∣∣(yN1 )−∣∣∣2 h˜N1 ((yN1 )− , (yN2 )−) ,
where h˜N1
((
yN1
)−
,
(
yN2
)−) is bounded on Q . If yN1 < −N , then (yN1 )− = −yN1 > N , so N ∣∣∣(yN1 )−∣∣∣ < ∣∣∣(yN1 )−∣∣∣2 and thus
(
yN1
)− · hN1 ((yN1 )− , (yN2 )−) = N (yN1 )− · hN1 ((yN1 )− , (yN2 )−) ≤ ∣∣∣(yN1 )−∣∣∣2 · hN1 ((yN1 )− , (yN2 )−) ,
with h
N
1
((
yN1
)−
,
(
yN2
)−) bounded on Q . Finally, if yN1 > N , then (yN1 )− = 0. Therefore (3.11) holds in all three cases.
According to Gronwall’s inequality, we derive by (3.11) that∫
Ω
∣∣∣(yN1 )−∣∣∣2 dx ≤ 0,
and consequently yN1 ≥ 0 on Q . Similarly one obtains that yN2 ≥ 0 on Q . Since y0i (x) > 0, (∀)x ∈ Ω, i = 1, 2, we conclude
that yNi (t, x) > 0, (∀)(t, x) ∈ Q , i = 1, 2.
We now choose N > 2 sup
{‖y01‖L∞(Ω), ‖y02‖L∞(Ω)}. Then there exists s ∈ (0, T ) such that
KN s+ ‖y0i ‖L∞(Ω) ≤ N/2, i = 1, 2. (3.12)
By (3.8) and (3.9), we deduce that yN1 , y
N
2 ∈ [−N,N] for all t ∈ (0, s). Thus, for t ∈ (0, s), hN1 and hN2 are defined by
their first form, that is hN(y1, y2) = h (y1, y2). This means that yN =
(
yN1 , y
N
2
)
is a local solution of (3.4), or equivalently of
(1.1)–(1.3), defined at least on (0, s) × Ω . Let (0, s∗) be the maximal interval such that y = (y1, y2) is a solution of (3.4)
defined on (0, s∗)×Ω . This solution is positive on its maximal domain.
We prove now that ‖yi‖L∞((0,s∗)×Ω) ≤ K , i = 1, 2, for some positive constant K . Indeed, comparing the solutions of the
problems
∂y1
∂t
= α11y1 + h1 (y1, y2) , (t, x) ∈
(
0, s∗
)×Ω
∂y1
∂ν
= 0, (t, x) ∈ (0, s∗)× ∂Ω
y1 (0, x) = y01(x), x ∈ Ω
(3.13)
and 
∂z1
∂t
= α11z1 + rz, (t, x) ∈ (0, s∗)×Ω
∂z1
∂ν
= 0, (t, x) ∈ (0, s∗)× ∂Ω
z1 (0, x) = y01(x), x ∈ Ω,
(3.14)
we find that 0 < y1(t, x) ≤ z1(t, x), (∀)(t, x) ∈ (0, s∗) × Ω . According to Lemma 3.1, we get ‖y1‖L∞((0,s∗)×Ω) ≤ K1, for
some constant K1. Analogously we can show that ‖y2‖L∞((0,s∗)×Ω) ≤ K2, with K2 > 0. This means that y = (y1, y2) is defined
on the whole set Q , that is y is the unique strong solution of (1.1)–(1.3) defined on Q . Moreover, yi(t, x) > 0, (∀)(t, x) ∈
Q , ‖yi‖L∞(Q ) ≤ K , yi ∈ W 1,2
(
0, T ; L2 (Ω)) ∩ L2 (0, T ;H2(Ω)) , i = 1, 2.
Like in the proof of Lemma 3.1, we are easily led to the conclusion that yi ∈ L∞
(
0, T ;H1(Ω)) , i = 1, 2.
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We prove now the uniqueness of the solution. With this goal, let y = (y1, y2) and y˜ = (˜y1, y˜2) be solutions of
problems (1.1)–(1.2) with the initial values y0 = (y01, y02) and y˜0 = (˜y01, y˜02) respectively. Then Y = (Y1, Y2), with
Y1 = y1 − y˜1, Y2 = y2 − y˜2 verifies the problem
∂Y1
∂t
= α11Y1 + h1 (y1, y2)− h1 (˜y1, y˜2) on Q
∂Y2
∂t
= α21Y2 + h2 (y1, y2)− h2 (˜y1, y˜2) on Q ,
∂Y1
∂ν
= ∂Y2
∂ν
= 0 onΣ,
Y1 (0, x) = Y 01 (x) = y01(x)− y˜01(x), Y2 (0, x) = Y 02 (x) = y02(x)− y˜02(x), x ∈ Ω.
Then,
1
2
∫ t
0
∫
Ω
∂
∂t
(
Y 21 + Y 22
)
ds dx = −
∫ t
0
∫
Ω
(
α1 |∇Y1|2 + α2 |∇Y2|2
)
dx ds+
∫ t
0
∫
Ω
{[h1 (y1, y2)− h1 (˜y1, y˜2)]Y1
+ [h2(y1, y2)− h21 (˜y1, y˜2)] Y2} dx ds.
Since y1, y2, y˜1, y˜2 ∈ L∞(Q ), it follows that functions h1 (y1, y2) and h2(y1, y2) are Lipschitz continuous. Therefore,we obtain
for all t ∈ (0, T )∫
Ω
(
Y 21 + Y 22
)
dx ≤
∫
Ω
[(Y 01 )2 + (Y 02 )2]dx+ C
∫ t
0
∫
Ω
(
Y 21 + Y 22
)
dx ds.
Gronwall’s Lemma leads to∫
Ω
(
Y 21 + Y 22
)
(t, x) dx ≤ eCT
∫
Ω
[(Y 01 )2 + (Y 02 )2](x)dx, t ∈ (0, T ) ,
and hence for all t ∈ [0, T ],∫
Ω
(y1 − y˜1)2 (t, x)dx+
∫
Ω
(y2 − y˜2)2 (t, x)dx ≤ C˜
∫
Ω
(
y01 − y˜01
)2
(x)dx+ C˜
∫
Ω
(
y02 − y˜02
)2
(x)dx, (3.15)
where C˜ > 0 is a constant to t . This implies the uniqueness of the solution of problems (1.1)–(1.3). The theorem is proved. 
Using estimate (3.15) we can also prove the continuous dependence on the initial data of the solution of our problem.
Theorem 3.2. Let y = (y1, y2) and yn = (y1n, y2n) be the strong solutions of (1.1)–(1.3) with the initial values y0 =
(
y01, y
0
2
)
and y0n =
(
y01n, y
0
2n
)
, respectively, where y01, y
0
2, y
0
1n, y
0
2n ∈ H2 (Ω) , y01, y02, y01n, y02n > 0 on Q , and
∂y01
∂ν
= ∂y
0
2
∂ν
= ∂y
0
1n
∂ν
= ∂y
0
2n
∂ν
= 0 on ∂Ω.
If α1, α2, r, k, b, c, d,m > 0 and y01n → y01, y02n → y02 in L2 (Ω), as n → ∞, then y1n → y1, y2n → y2 (as n → ∞) in
C
([0, T ]; L2(Ω)).
4. Computational issues
In this section we present the spectral method used to approximate the prey–predator system (1.1) (for details, see
[20,21,23]), together with our numerical results. Defining
f (y1, y2) = ry1
(
1− y1
k
)
− b y
2
1
1+my21
y2, g(y1, y2) = c y
2
1
1+my21
y2 − dy2,
and then applying the Fourier transform to Eq. (1.1) we obtain
Ut(ω, t) = −α1ω2U(ω, t)+ F [f (y1(x, t), y2(x, t))], (4.1)
Vt(ω, t) = −α2ω2V (ω, t)+ F [g(y1(x, t), y2(x, t))], (4.2)
where U, V are the Fourier transforms of y1, y2, that is, for y1,
F [y1(x, t)] = U(ω, t) =
∫ ∞
−∞
y1(x, t)e−iωx dx.
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We remove the linear pieces of the transformed equations using integrating factors, setting
U = e−α1ω2t U˜, V = e−α2ω2t V˜ ,
such that now we have
∂t U˜ = eα1ω2tF [f (y1, y2)], ∂t V˜ = eα2ω2tF [g(y1, y2)]. (4.3)
In practice, we discretize the spatial domain considering Nx equispaced points of the spatial grid. Then, we apply the
discrete FFT, so Eq. (4.3) becomes a system of ODEs parameterized by the Fourier modes (distinguished by an index i):
∂t U˜i = eα1ω2i tF [f (y1,i, y2,i)], ∂t V˜i = eα2ω2i tF [g(y1,i, y2,i)], (4.4)
where y1,i = y1(xi), y2,i = y2(xi) andω2i corresponds to the spatial grid point xi. In what follows, we will suppress the index
i and consider this discretization understood.
The spatial derivatives have been eliminated, along with the stiffness that they had introduced. The resulting ODEs were
solved with the classical fourth-order Runge–Kutta time solver [21].
Denoting the time step as 1t , for advancing from tn = n1t to tn+1 = (n + 1)1t for an ODE yt = f (t, y) by applying
an order M Runge–Kutta method (M = 4 in our numerical simulations), we use the formulae yn+1 = yn + ∑Mi=1 ciki,
where each ki is given by ki = 1tf (tn + ai1t, yn + ∑i−1j=1 bijkj). Here, ai, ci, bij are given by the appropriate Butcher
array.
We apply the general explicit Runge–Kutta formula to Eq. (4.4) for U˜i and V˜i. We denote asµi and νi the ks associatedwith
the U˜ and V˜ equations, respectively. The right-hand side has slightly unsettling exponential terms in t and it is convenient
to set replacement variables as
µ˜i = µie−α1ω2tn , ν˜i = νie−α2ω2tn .
We write the formula for U and V since it is simpler to just work with the transforms of the physical variables rather
than the physical variables themselves. Thus, anM-stage Runge–Kutta scheme gives
Un+1 = e−α1ω21t
[
Un +
M∑
i=1
ciµ˜i
]
, Vn+1 = e−α2ω21t
[
Vn +
M∑
i=1
ciν˜i
]
,
where the modified µ˜i and ν˜i terms are
µ˜i = eα1ω2ai1t1tF
{
f
[
F −1(Un+ai),F
−1(Vn+ai)
]}
,
ν˜i = eα2ω2ai1t1tF
{
g
[
F −1(Un+ai),F
−1(Vn+ai)
]}
,
and the values of U and V at the intermediate steps are
Un+ai = e−α1ω
2ai1t
[
Un +
i−1∑
j=1
bijµ˜j
]
, Vn+ai = e−α2ω
2ai1t
[
Vn +
i−1∑
j=1
bijν˜j
]
.
The calculations are entirely performed in the spectral domain and one inverts a transform to recover the components y1
and y2. The numerical experiments were performed usingMatlab, setting Nx = N = 512 and 512 Fourier modes. Obviously,
a fair amount of Fourier transforming both ways is involved and this is the primary numerical cost. Fortunately, Matlab
easily utilizes multi-dimensional Fast Fourier Transform (FFT) routines (fft, ifft, fft2, ifft2).
We have used the following initial conditions:
y1(x, 0) = 1− 12 sin
10(pi(x− L)/2L), y2(x, 0) = 14 sin
10(pi(x− L)/2L),
where we have chosen half the domain length, L, to be 20. Thus, the length of the domain is large enough (with respect to
the initial conditions mentioned above) that the waves, pulses and structures of interest do not interact with the edges of
the domain. In this context, one could consider the Neumann conditions (1.2) to be approximately satisfied for most of the
cases under study.
Figs. 1–5 present simulations in the case when the diffusion coefficient associated with the prey is much greater
than the diffusion coefficient of the predators (α1 = 1, α2 = 10−5). The last ones (Figs. 6–10) treat the case when
the diffusion coefficients are equal. Fig. 1(a) and (b) illustrate the prey–predator interaction characterized by the type III
(sigmoid) functional response, in which the rate of attack of the predator (y2) accelerates at first and then decelerates
towards satiation. Such sigmoid functional responses are typical of natural enemies which readily switch from one
food species to another and/or which concentrate their feeding in areas where certain resources are most abundant.
These are called prey-dependent responses because the feeding rate of consumers is dependent only on the density of
prey.
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(a) k = 1, r = 0.01. (b) k = 1, r = 0.01.
(c) k = 10, r = 0.075. (d) k = 10, r = 0.075.
Fig. 1. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
10−5, b = 100, c = 0.1, d = 0.01,m = 10.
(a) k = 5, d = 0.05. (b) k = 5, d = 0.05.
(c) k = 10, d = 0.00001. (d) k = 10, d = 0.00001.
Fig. 2. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
10−5, b = 100, c = 0.1,m = 10, r = 0.075.
This characteristic profile for the prey population density appears to be strongly affected when we increase its carrying
capacity (k) and the maximal per capita prey birth rate, r (see Figs. 1(c), 3(c), 7(c), 9(c), 10(c)), or increase the prey carrying
capacity, k, together with decreasing the per capita predator death rate, d (see Figs. 2(a) and (c), 3(c), 4(a) and (c), 6(a), 7(c),
8(a), and (c)). However, in the case when α1 = α2 (Fig. 5), we notice that the Holling type III functional response is still
maintained, despite the increased values of the parameters k and r (compare Figs. 1(c) and 5(c)).
We have also performed simulations with different values for the parameters b and c , but targeting tomaintain the same
ratio c/b, the maximal per capita predator rate. We have obtained different results for the profile of y1 (compare Figs. 1(c),
3(c) and 2(c), 4(c); in these cases we have c/b = 10−3).
All the figures shown were generated using a fixed time step; this was 0.2 and 1000 time steps have been performed in
all cases (T = 200). As a general remark, the results obtained from different values of the system parameters indicated a
more stable behaviour of the predator population density in comparison with that of prey population density. It is worth
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(a) k = 1, r = 0.01. (b) k = 1, r = 0.01.
(c) k = 10, r = 0.075. (d) k = 10, r = 0.075.
Fig. 3. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
10−5, b = 1, c = 0.001, d = 0.01,m = 10.
(a) k = 5, d = 0.05. (b) k = 5, d = 0.05.
(c) k = 10, d = 0.00001. (d) k = 10, d = 0.00001.
Fig. 4. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
10−5, b = 1, c = 0.001,m = 10, r = 0.075.
noting that other behaviours are possible for the prey and predator densities in other parameter regimes than those chosen
here.
5. Conclusions
In this study we focused on a prey–predator model defined by an initial–boundary value problem whose dynamics is
described by the Holling type III functional response, typical for predators showing learning behaviour. It is sigmoid in
shape with a lag in kill rate at low prey density due to low hunting efficiency or the absence of a search image and an upper
limit set by predator satiation.
We established the global existence and the uniqueness of the strong solution. We proved that if the initial data are
positive and sufficiently smooth, then there exists a unique solution problem (with reference to the problem) which is
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(a) k = 1, r = 0.01. (b) k = 1, r = 0.01.
(c) k = 10, r = 0.075. (d) k = 10, r = 0.075.
Fig. 5. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
1, b = 100, c = 0.1, d = 0.01,m = 10.
(a) k = 5, d = 0.05. (b) k = 5, d = 0.05.
(c) k = 10, d = 0.00001. (d) k = 10, d = 0.00001.
Fig. 6. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
1, b = 100, c = 0.1,m = 10, r = 0.075.
positive and bounded on Q = (0, T ) × Ω and depends continuously on the initial data. The biological significance of the
numerical results was also discussed.
The approximation of the system was carried out with a spectral method coupled with the fourth-order Runge–Kutta
time solver. The essential point is that by removing the stiffness one can use explicit high order time solvers and rapidly and
accurately move forwards in time.
Concerning possible problems with aliasing (inherently appearing in any spectral scheme), we should mention
that our spectral approach has terms exp(−ω21t). So higher order modes are, in any case, exponentially decaying;
aliasing transfers some lower order modes to higher ones, so for diffusion-like problems the aliasing is automatically
damped.
The prey–predator reaction–diffusion system (1.1) can be regarded as an ecosystemmodel where the prey is a producer
and the predator is a consumer; for instance, the per capita mortality rate dmay describe a combined effect of the natural
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(a) k = 1, r = 0.01. (b) k = 1, r = 0.01.
(c) k = 10, r = 0.075. (d) k = 10, r = 0.075.
Fig. 7. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
1, b = 1, c = 0.001, d = 0.01,m = 10.
(a) k = 5, d = 0.05. (b) k = 5, d = 0.05.
(c) k = 10, d = 0.00001. (d) k = 10, d = 0.00001.
Fig. 8. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = 1, α2 =
1, b = 1, c = 0.001, d = 0.01,m = 10.
mortality and the predation by a top predator [26,27]. This study can be extended to the problem of biological control, the
controlling factor being assumed to be predation. Intensity of predation can be regulated by means of varying predator
mortality; thus, a relevant controlling parameter is d. On the other hand, the properties of a diffusion–reaction system are
known to depend significantly on the diffusivity ratio α1/α2; correspondingly, the second parameter to be varied is this
ratio.
Our comparative results show that modelling with reaction–diffusion equations is an appropriate tool for investigating
fundamental mechanisms of complex spatio-temporal dynamics. On the other hand, the role that the predation
plays in the dynamics of prey populations is controversial. The understanding of predator–prey interactions is based
on a multitude of factors in the environment and complicated by a general lack of knowledge of most ecological
systems.
378 N. Apreutesei, G. Dimitriu / Journal of Computational and Applied Mathematics 235 (2010) 366–379
(a) k = 1, r = 0.01. (b) k = 1, r = 0.01.
(c) k = 10, r = 0.075. (d) k = 10, r = 0.075.
Fig. 9. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = α2 =
0.1, b = 100, c = 0.1, d = 10−6,m = 10.
(a) k = 1, r = 0.01. (b) k = 1, r = 0.01.
(c) k = 10, r = 0.075. (d) k = 10, r = 0.075.
Fig. 10. Comparative results on the densities of the prey y1 (left side) and predators y2 (right side); the values of the other parameters are α1 = α2 =
10−3, b = 100, c = 0.1, d = 10−6,m = 10.
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