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We present a comprehensive study of the magnetic properties of the long-range ordered quasi-one
dimensional J1-J2 systems with a newly developed torque equilibrium spin-wave expansion approach,
which can describe the spin Casimir and magnon decay effects in a unified framework. While
the framework does not lose the generality, our discussion will be restricted to two representative
systems, each of which has only one type of inter-chain coupling (J3 or J4) and is referred to the
J3- or J4-system respectively. In spite of the long-range spiral order, the dynamical properties
of these systems turn out to be highly nontrivial due to the incommensurate noncollinear spin
configuration and the strong quantum fluctuation effects enhanced by the frustration and low-
dimensionality. Both the systems show prominent spin Casimir effects induced by the vacuum
fluctuation of the spin waves and related modification of the ordering vector, Lifshitz point’s position
and sublattice magnetization. In addition to these static properties, the dynamical behaviors of these
systems are also remarkable. Significant and spontaneous magnon decay effects are manifested in
the quantum corrections to the excitation spectrum, including the broadening of the spectrum
linewidth and downward renormalization of the excitation energy. Furthermore, the excitation
spectrum appears to be very sensitive to the types of the inter-chain coupling and manifests three
distinct features: (i) the magnon decay patterns between J3- and J4-system are very different, (ii)
the renormalized spectrum and the overall decay rate of the J3- and J4-systems show very different
sensitivity to the magnetic anisotropy, and (iii) there is a nearly flat mode in the renormalized
magnon spectrum of the J4-system along the X-M direction. By adjusting the strength of magnetic
anisotropy and varying the approximation scheme, it is revealed that these striking distinct features
are quite robust and have deep connection with both the spin Casimir and the magnon decay
effects. Thus these special consequences of the inter-chain coupling on the spin wave dynamics may
be served as a set of probes for different types of inter-chain couplings in experiments. At last,
to guide experimental measurements such as inelastic neutron scattering in realistic materials and
complement our theoretical framework, we develop the analytical theory of the dynamical structure
factor within the torque equilibrium formulism and provide the explicit results of the quasi-one
dimensional J1-J2 systems.
I. INTRODUCTION
Frustration and related phenomena in low-dimensional
quantum antiferromagnets have been a subject of great
interest because of the elusive quest for magnetically
disordered phases with highly entangled ground states:
quantum spin liquids.1,2 Relentless efforts have been
made along the way and a large number of frustrated
magnetic systems featuring exotic phases have been dis-
covered and studied.1,3,4 One of the simplest and most
investigated frustrated systems is the one-dimensional
magnets with a ferromagnetic (FM) nearest-neighbor in-
teraction and an antiferromagnetic (AFM) next-nearest-
neighbor interactions, both of which are of intra-chain
type.4–13 The majority of theoretical studies on this
model are devoted to the ground state phase diagram
in the pure one-dimensional case, which includes vari-
ous exotic quantum phases such as dimer, vector chi-
ral, and spin multi-polar states.6,7,11 As a matter of fact,
real compounds exhibit besides the significant frustrated
intra-chain couplings also relatively weak inter-chain cou-
plings, which can efficiently suppress the quantum fluctu-
ation effect and lead to magnetic long-range order below
a Neel temperature TN .
4 In this case, with the frustrated
intra-chain couplings, the ground state of the system be-
comes the noncollinear long-range ordered one, which is
usually considered to be classical thus has received rela-
tively less attention especially for the excitation spectral
properties. However, there is a significant variety of ex-
perimental systems related to this areas of interests,14–22
in many of which the excitation spectra have been in-
vestigated by various experiments including the inelastic
neutron and resonant inelastic x-ray scattering.14,16,19
On the other hand, in spite of the magnetic long-range
order, the spectral properties of the quasi-one dimen-
sional J1-J2 systems are actually highly nontrivial due
to the strong quantum fluctuation effect enhanced by the
frustrated intra-chain couplings and low-dimensionality.
Additionally, there are several important features that
make the dynamic properties of these systems signifi-
cantly rich. First, the noncollinear nature of the spi-
ral state causes the mixed transverse and longitudinal
fluctuations, which can further induce the spontaneous
magnon decay effects including the strong renormaliza-
tion of the spin-wave spectrum and finite magnon life-
time even at zero temperature.23–26 As a consequence,
the magnetic dynamics of the system are qualitatively
different from the results obtained within the linear spin-
wave theory (LSWT), which is usually used to analyze
the experimental results of the excitation spectra. Sec-
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2ond, although the quasi-one dimensionality of these sys-
tems indicates an intra-chain coupling dominated mag-
netic dynamics, the inter-chain coupling can be consid-
erably important as well.27 However, different from the
large intra-chain coupling which is known with reason-
able precision, the accurate information about the inter-
chain coupling is usually lacking and sometimes which
type of the couplings is the leading one remains contro-
versial due to frustration.15,28–30 One of the interesting
questions is the dependence of the dynamic properties on
the inter-chain couplings and whether this dependence is
sensitive enough to serve as a probe of different types of
inter-chain couplings. Last but not least, the incommen-
surate nature of the noncollinear state leads to the spin
Casimir effect generated by the zero point fluctuation of
the spin wave. The spin Casimir effect is actually quite
general and has different physical meanings in different
circumstances, a detailed explanation can be found in our
previous work.31 In general, it represents the macroscopic
force or torque that is generated by the vacuum fluctu-
ation of quantum spin systems. In this article, the spin
Casimir effect specifically means the quantum fluctuation
induced modification of the ordering vector. In the pres-
ence of spin Casimir effect, the conventional spin-wave
expansion scheme is plagued with various non-physical
singularities and divergences, and the associated spin-
wave analysis has to be performed within an alternative
formulism.
In this paper we present a comprehensive study of the
spin-wave dynamics of the long-range ordered quasi-one
dimensional J1-J2 system with a newly developed spin-
wave expansion approach: the torque equilibrium spin
wave theory (TESWT).31 This approach can be consid-
ered as an extension of the conventional nonlinear spin-
wave theory, in which the spin Casimir effect is treated
as a self-consistent manner and the associated expansion
results are free from such singularities and divergences.
The details of this expansion formulism have been dis-
cussed at length in our previous work,31 which mainly
focus on the spin Casimir effect induced singular and di-
vergent problems in the conventional spin-wave expan-
sion scheme and the explicit formulism of the torque
equilibrium expansion approach. In the present work,
on the other hand, we extend this expansion formulism
to a more realistic multi-parameter case and systemati-
cally investigate both the static and dynamic magnetic
properties of the systems with the combined spin Casimir
and magnon decay effects. It represents a substantial
headway towards a comprehensive and advanced theoret-
ical framework of spin wave dynamics in more realistic
one-dimensional antiferromagnets with intra-chain and
inter-chain interactions. To investigate the consequence
of different inter-chain couplings, we consider two most
common types (J3 and J4) in weakly coupled chain sys-
tems (see Fig. 1). Furthermore, we also study the cases
with different strengths of magnetic anisotropy to test
the robustness and investigate the physical origin of the
distinct features caused by different types of inter-chain
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FIG. 1: Crystallographic structure of coupled edge-shared
chain magnetic oxides with main intra- and inter-chain cou-
plings J1, J2, J3 and J4 marked by red solid line, green solid
arc, orange dotted line, and purple dash dotted line, respec-
tively.
couplings.
In prior to the presentation of our formulation and
computations, a brief highlight of the main conclusion is
given here. First, the spin Casimir torque induced modi-
fication of the ordering vector is obtained by solving the
torque equilibrium equation within the one-parameter
renormalization approximation. Surprisingly, the mag-
netic anisotropy induced shift of the FM/spiral quantum
phase transition point (Lifshitz point) can be qualita-
tively manifested in the ordering vector results. As a
comparison, standard calculation of this Lifshitz point
modification is also performed within both the conven-
tional spin-wave theory (CSWT) and TESWT. Other
than that, the sublattice magnetization in each case is
obtained within both spin-wave theories as well. Besides
these static properties, the dynamic magnetic properties
are also investigated carefully. The quantum corrections
to the excitation spectrum are obtained using both the
on-shell and off-shell approximations with the one-loop
magnon self-energy and significant magnon decay effects
are manifested. Furthermore, in both the on-shell and
off-shell cases the spin-wave spectrum appears to be very
sensitive to the types of the inter-chain couplings and the
magnetic anisotropy. Interestingly, several remarkable
distinct features manifest in the renormalized spectrum
of the J3- and J4-systems, such as the qualitatively dif-
ferent decay patterns, the very dissimilar sensitivities to
the magnetic anisotropy and the appearance of a nearly
flat mode in the J4-systems. Moreover, these features
turn out to be deeply related to both the spin Casimir
effect and magnon decay effect, and are expected to be
robust. These features may be served as a set of probes
for different types of inter-chain couplings.
A surprising but method dependent feature is the ”sud-
den non-decay region” in the off-shell approximated spec-
3trum of the isotropic J4-system, which is further analyzed
by introducing the poles function and two-magnon den-
sity of states. Our analysis indicates that the appear-
ance of this ”sudden non-decay region” is in fact a con-
sequence of the degeneration between the ”bonding” and
”antibonding” single-magnon states, and thus likely only
an artifact of our one-loop approximation. To verify the
influence of the inter-chain couplings on the excitation
spectrum and further clarify the methodology associated
problems, the spectral function of each system is also
obtained, in which the degeneration of single-magnon
states is clearly demonstrated. Furthermore, to guide
experimental inelastic neutron scattering measurements
and complement our theoretical framework, we develop
the analytical theory of the dynamical structure factor
S(k, ε) within the torque equilibrium formulism and pro-
vide the explicit results for S(k, ε) of the quasi-one di-
mensional J1-J2 systems.
The rest of this paper is organized as follows. In Sec-
tion II we give a short introduction to the quasi-one
dimensional J1-J2 system and the corresponding model
Hamiltonian that we shall investigate. Section III pro-
vides a brief review of the nonlinear spin-wave theory and
the newly developed torque equilibrium extension. The
spin Casimir torque induced modification of the order-
ing vector, the magnetic anisotropy induced shift of the
quantum Lifshitz point and sublattice magnetization of
each system is considered in the Section IV. Section V is
devoted to the calculation of quantum corrections to the
spin-wave spectrum within both the on-shell approxima-
tion and the off-shell one. And in Section VI we further
investigate the spectral function to verify the excitation
spectrum results and clarify the methodology associated
problems. Additionally, we develop the analytical the-
ory of the dynamical structure factor within the torque
equilibrium formulism for completeness and present the
explicit numerical results in Section VII. Finally, we draw
our discussions and conclusions in Section VIII.
II. MODEL HAMILTONIAN
As a minimum model, the quasi-one dimensional FM-
AFM frustrated J1-J2 Heisenberg model can be real-
ized in a wide range of materials.4 One of the best
studied family of compounds is the edge-shared chain
cuprates, which have attracted much interest recently
due to the extremely rich phase diagram with spin mul-
tipolar phases observed in high magnetic field.6–9,16–18
Additionally, this fascinating family can be extended to
a more general one, in which Cu is replaced with a gen-
eral magnetic ion with d orbital and the frustrated J1-J2
Heisenberg model is realized as follows. The coupling
J1 is mediated by the superexchange through the p or-
bital of the O2− ions and thus strongly depends on the
M-O-M bond angle θ. For θ=90◦, the superexchange pro-
cess via O2− ions requires the exchange through quasi-
orthogonal orbitals on O2−, which dictates that the cou-
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FIG. 1:
FIG. 2: Left panel: The classical ordering vector Qcl versus J2
with various inter-chain coupling J4, where all the parameters
are in units of |J1|. Right panel: The J1-J2 chain viewed as a
ladder with zigzag coupling and the corresponding spiral spin
configuration.
pling is weakly ferromagnetic. However, for a structure
with θ distorted away from this high symmetry, the AFM
exchange coupling becomes stronger and consequently J1
turns from the FM coupling to the AFM coupling at some
critical angle θc. On the other hand, the coupling J2 is
mediated by the super-superexchange through M-O-O-M
path, and thus is usually AFM with small magnitude that
comparable to J1. Usually, this model can also be con-
sidered as a spin ladder with frustrated zigzag coupling,
as shown in the right panel of Fig. 2.
In addition to the frustrated intra-chain coupling, an
inter-chain coupling is unavoidably present in real mate-
rials. In spite of its weakness in quasi-one dimensional
systems, the decisive role of the inter-chain coupling in
suppressing the quantum fluctuation is well-known from
the Mermin-Wagner-Coleman theorem.32 In the absence
of frustration, the inter-chain coupling can be determined
quite accurately through analyzing TN with Quantum
Monte Carlo (QMC) studies.33 While in the cases with
non-negligible frustration, the QMC is hindered by the
so-called sign problem, and a determination of the ex-
change parameters becomes more difficult. As a con-
sequence, in a frustrated quasi-one dimensional system,
accurate information about the inter-chain couplings is
usually lacking.15,28–30 Thus, it is instructive to investi-
gate the dependence of dynamic properties on the inter-
chain coupling and see whether this dependence is sen-
sitive enough to serve as a probe of different types of
inter-chain couplings.
In this paper, we employ a rather simple effective
model for the edge-shared chain magnets with the Hamil-
4tonian written as
Hˆ = Hˆ‖ + Hˆ⊥ + Hˆ∆ (1)
where
Hˆ‖ =
∑
i
J1Si · Si+a + J2Si · Si+2a
Hˆ⊥ =
∑
i
J3Si · Si+c + J4(Si · Si+a+c + Si · Si+a−c)
Hˆ∆ = (∆− 1)
∑
i
J1S
b
iS
b
i+a + J2S
b
iS
b
i+2a (2)
Here Hˆ‖ represents the frustrated J1-J2 Heisenberg chain
with J1 < 0 and J2 > 0. And Hˆ⊥ represents the inter-
chain coupling, which includes two representative types
(J3 and J4) as demonstrated in Fig. 1. For the sake
of simplicity, both J3 and J4 are assumed to be fer-
romagnetic, although an extension to the AFM case is
very straightforward. Other than that, we consider an
extension of the frustrated J1-J2 Heisenberg model to
the XXZ model with anisotropy of the easy-plane type
(0 ≤ ∆ ≤ 1). As we shall see, this term can efficiently
suppress the magnon decay region despite it gives no con-
tribution to the classical energy and does not affect the
cubic magnon vertexes at all. Under this circumstance,
the classical ground state of the system is a spiral state
lying in the a-c plane and the classical ordering vector
Qcl=(Qcl, 0, 0) is given by
Qcl = arccos
(
− J1 + 2J4
4J2
)
(3)
for |J1 + 2J4| < 4J2. For the cases with |J1 + 2J4| ≥
4J2, the ground state becomes the FM one. This result
is determined by minimizing the classical ground state
energy and plotted in the left panel of Fig. 2, which will
be modified once the quantum fluctuation is considered.
For the sake of general interest and highlighting the
consequence of different types of inter-chain couplings,
we would like to choose the cases with S=1/2 as the main
focus of this work, which corresponds to the edge-shared
chain cuprates. However, we address that our theoretical
framework is of generality and can be applied to systems
with arbitrary spin length.
III. TORQUE EQUILIBRIUM SPIN WAVE
THEORY
The spin wave theory or spin-wave expansion approach
is based on the assumption that a long range ordered
state exists as the ground state and the quantum fluctu-
ation about this classical saddle point is small.34 Thus,
this theory is expected to be less effective for quantum
spin systems with low dimensionality or strong frustra-
tion, in which quantum fluctuation becomes more im-
portant. Surprisingly though, this spin-wave expansion
approach is proven to be quite successful in describing
the zero-temperature physics of a number of frustrated
low-dimensional spin systems.4,24,25 The calculation re-
sults show that the anhamonic terms which are usually
considered to be weak are actually very important. Con-
sequently, it is necessary to consider the nonlinear effects
of the spin waves in these systems. However, the con-
ventional spin-wave formulism breaks down generally for
those noncollinear ordered systems where the spin Caimir
effect causes the shift of the classical saddle point. To
fix this issue, we have developed a modified spin-wave
expansion approach named as TESWT in Ref. 31. In
this approach, the spin Casimir effect is treated in a
self-consistent way, and the spin-wave expansion results
are free from singularities and divergences and consistent
with previous numerical results.
In the subsequent two subsections we discuss the stan-
dard noncollinear spin wave expansion approach and the
torque equilibrium formulism. Here we use the basic no-
tations as used in Ref. 31, in which an explicit explana-
tion and derivation of these formulas can be found.
A. Nonlinear spin wave theory
The standard noncollinear spin wave theory begins by
rewriting the spin-S magnetic Hamiltonian for the sys-
tem from the laboratory frame (a, b, c) to the twisted
frame (x, y, z) associated with the classical ground state
configuration of the spins as
Hˆ =
∑
ij
[
∆JijS
y
i S
y
j + Jij cos θij(S
x
i S
x
j + S
z
i S
z
j )
+Jij sin θij(S
x
i S
z
j − Szi Sxj )
]
(4)
with θij=θj-θi is the angle between two neighboring
spins, which is determined by the ordering vector of the
system. And, without loss of generality, all spins are as-
sumed to lie in the x-z plane. Then, in proceeding with
the hermite Holstein-Primakoff transformation35 of the
spin operators into bosons, followed by the Bogolyubov
transformation diagonalizing the harmonic part of the
bosonic Hamiltonian, we obtained the following effective
Hamiltonian:
Hˆeff =
∑
k
[
(2Sεk + δεk)b
†
kbk −
Ok
2
(bkb−k + b
†
kb
†
−k)
]
+i
√
2S
∑
k,p
[ 1
2!
Γ1(p,k− p;k)bkb†k−pb†p
+
1
3!
Γ2(p,−k− p;k)b†pb†−k−pb†k −H.c.
]
(5)
Here εk represents the harmonic magnon energy spec-
trum and is given by
εk =
√
A2k −B2k (6)
5with
Ak =
1
2
(∆Jk + ηk − 2JQ)
Bk =
1
2
(∆Jk − ηk) (7)
and
Jk = J1 cos kx + J2 cos 2kx + J3 cos ky
+2J4 cos kx cos ky
ηk =
1
2
(Jk−Q + Jk+Q) (8)
The rest quadratic terms in the effective Hamiltonian
come from the Hartree-Fock decoupling of the quartic
interaction terms with
δεk = (u
2
k + v
2
k)δAk − 2ukvkδBk
Ok = (u
2
k + v
2
k)δBk − 2ukvkδAk (9)
where uk and vk are the Bogolyubov transformation co-
efficients, which are under conditions u2k − v2k = 1,
u2k + v
2
k =
Ak
εk
, 2ukvk =
Bk
εk
(10)
and
δAk = Ak +
∑
p
1
εp
[
Ap(Ak−p −Ak −Ap −Bk−p)
+Bp(
Bk
2
+Bp)
]
δBk = Bk −
∑
p
1
εp
[
Bp(Ak−p − Ak
2
−Ap −Bk−p)
+Ap(Bk +Bp)
]
(11)
The cubic interaction terms which vanish in collinear
magnetic systems are given by
Γ1(1,2;3) =
−1
2ξ
[
ζ1κ1(γ2γ3 + κ2κ3) + ζ2κ2(γ1γ3
+κ1κ3) + ζ3κ3(γ1γ2 − κ1κ2)
]
Γ2(1,2;3) =
1
2ξ
[
ζ1κ1(γ2γ3 − κ2κ3) + ζ2κ2(γ1γ3
−κ1κ3) + ζ3κ3(γ1γ2 − κ1κ2)
]
(12)
with
ζk =
1
2
(Jk−Q − Jk+Q) (13)
and
ξ =
√
ε1ε2ε3, κi =
√
Ai +Bi, γi =
√
Ai −Bi (14)
where i ∈ (1,2,3) and 1,2... denote k1,k2....
It is obvious that the spin-wave expansion contributes
to the corrections of the ground state energy as well.
With the vacuum energy modified from Ecl to Evac, the
ordering vector of the system should be determined by
minimizing Evac via δEvac/δQ = 0. The modification
of the classical ordering vector is actually a shift of the
classical saddle point due to the zero-point fluctuation.
However, the harmonic spin-wave spectrum function εk
is only well-defined at Q = Qcl, and thus the variation is
normally treated approximately as an expansion around
Qcl. The conventional 1/S order expansion result is
Q = Qcl +Q1 (15)
with
Q1 = −
1
2S
[
∂2JQ
∂Q2
]−1∑
k
Ak +Bk
εk
· ∂Jk+Q
∂Q
∣∣∣∣∣
Qcl
(16)
This result seems reasonable and is usually treated as
the new ordering vector of the system. However, this
direct expansion is actually divergent at the spiral/Neel
Lifshitz point, thus can not be considered as a correc-
tion to the classical ordering vector.31 More than that,
this direct expansion procedure further leads to various
divergent results and thus invalidates the CSWT. As a
consequence, some modifications have to be made to ob-
tain a consistent spin-wave description of the system.
B. The torque equilibrium formulism
The torque equilibrium formulism is based on the spin
Casimir interpretation of the saddle point shifting prob-
lem. The spin Casimir torque that accounts for the shift
of the saddle point is defined as31
Tsc(Q) =
∑
k
〈
Ψvac
∣∣∣∣∣∂Hˆsw∂Q
∣∣∣∣∣Ψvac
〉
(17)
where |Ψvac〉 represents the quasi-particle vacuum state
and Hˆsw denotes the spin wave Hamiltonian before the
Bogoliubov transformation. Notice that Tsc is a function
of Q defined on bonds and represents the tendency of
modification to the relative orientation of each spin. The
saddle point condition is given by the torque equilibrium
condition
Tcl(Q) +Tsc(Q) = 0 (18)
where Tcl(Q)=∂Ecl/∂Q represents the classical spin
torque.
The core ingredient of the torque equilibrium for-
mulism is to map the original spin system to a new spin
system that has the same symmetry and set of exchange
integrals as the original one. Consequently, this new spin
system is nothing but the original one with a different pa-
rameter Ji denoted as J˜i. The new system with J˜i has
6classical ordering vector identical with the modified one
in the old system Q˜cl = Q. Thus, the old system with
shifted saddle point can be described by
Hˆsw(Ji,Q) = H˜sw(J˜i,Q) +Hcsw (19)
with
Hcsw = Hˆsw(Ji,Q)− H˜sw(J˜i,Q) (20)
Note that Hsw can be written as series of terms with
different orders such as Hˆ2,Hˆ3,Hˆ4 and so on, it is obvious
that Hcsw can be recast in the same form as well and its
exact expression is fixed with physical renormalization
conditions, which regularizes all the divergences as the
counter-terms introduced in quantum field theory. The
explicit proof of the divergent cancelation can be found
in Ref. 31, and here we only list the final results for
latter convenience. Given that we are only interested in
the results at 1/S order, the higher order terms such as
Hc3 and Hc4 can be neglected and we obtain
H˜sw = H˜2 +Hc2 + H˜3 + H˜4 (21)
where R˜ represents R(J˜i,Q) and R
c=R−R˜. It is obvious
that Hc2 is of the same order as H˜4 and thus treated as
perturbation. As a consequence, the spin Casimir torque
in the torque equilibrium condition becomes T˜sc(Q) and
the torque equilibrium equation turns into
Tcl(Q) + T˜sc(Q) = 0 (22)
Based on this renormalization condition and treating
Hc2 as perturbation, the one-loop torque equilibrium ef-
fective Hamiltonian reads
H˜eff =
∑
k
{
(2Sε˜k + δε˜k)b
†
kbk −
O˜k
2
(bkb−k + b
†
kb
†
−k)
+2S
[
εckb
†
kbk −
Ock
2
(bkb−k + b
†
kb
†
−k)
]}
+i
√
2S
∑
k,p
[ 1
2!
Γ˜1(p,k− p;k)bkb†k−pb†p
+
1
3!
Γ˜2(p,−k− p;k)b†pb†−k−pb†k −H.c.
]
(23)
with
εck = (u˜
2
k + v˜
2
k)A
c
k − 2u˜kv˜kBck
Ock = (u˜
2
k + v˜
2
k)B
c
k − 2u˜kv˜kAck (24)
According to this torque equilibrium effective Hamilto-
nian and the standard diagrammatic technique for bosons
at zero temperature, the bare magnon propagator can be
defined as
G−10 (k, ε) = ε− 2Sε˜k + i0+ (25)
Different from the standard nonlinear spin-wave expan-
sion results, we obtain besides the two frequency inde-
pendent Hartree-Fock contributions to the normal and
anomalous self-energies
Σahf (k) = δε˜k, Σ
b
hf (k) = −O˜k (26)
another two frequency independent contributions
Σac (k) = 2Sε
c
k, Σ
b
c(k) = −2SOck (27)
These two terms are actually of order O(S0) in spite of
the 2S coefficient. The last but not the least, the most
important normal self-energies contributed from the cu-
bic vertexes are
Σa3(k, ε) =
1
2
∑
p
|Γ˜1(p;k)|2
ε− ε˜p − ε˜k−p + i0+
Σb3(k, ε) = −
1
2
∑
p
|Γ˜2(p;k)|2
ε+ ε˜p + ε˜k+p − i0+ (28)
and the anomalous self-energies contributed from the cu-
bic vertexes are
Σc3(k, ε) = −
1
2
∑
p
Γ˜1(−k,p)Γ˜2(k,p)
ε+ ε˜p + ε˜k+p − i0+
Σd3(k, ε) =
1
2
∑
p
Γ˜1(k,p)Γ˜2(−k,p)
ε− ε˜p − ε˜k−p + i0+ (29)
The diagrammatic representations of the these self-
energies can be found in Fig.3 and Fig.5 of Ref. 31.
All these lowest order results provide a basis for the sys-
tematic pertuabative calculations of various static and
dynamic magnetic properties of the system.
IV. STATIC PROPERTIES
The pure one dimensional J1-J2 model has been stud-
ied theoretically with much success over the last two
decades relying on the availability of many exact results
and the absence of the size constrain of the density ma-
trix renormalization group (DMRG) calculation.4–13 As
a consequence, most of the studies on the quasi-one di-
mensional models are carried out by perturbating the one
dimensional results with weak inter-chain coupling using
the bosonization method.6,8 On the contrary, the experi-
mental results of realistic materials indicate that most of
the quasi-one dimensional systems are in fact long range
ordered at sufficiently low temperature.4,14,19 Thus, it
seems that the spin wave description of the weakly cou-
pled frustrated chain systems is legitimate at least at
zero temperature with sufficiently strong inter-chain cou-
pling. However, to the best of our knowledge, a reliable
spin wave analysis of these systems is still lacking be-
cause the LSWT results are unreliable for neglecting the
strong quantum fluctuation effect and the conventional
71/S expansion scheme is plagued with divergent prob-
lems due to the incommensurate noncollinear spin con-
figuration.31 Under this circumstance, the fitting results
of the experimental measurements obtained based on the
conventional spin wave analysis turn out to be very in-
accurate and can lead to controversial conclusions about
the corresponding magnetic models.14,15,28–30
In the subsequent three subsections, we shall investi-
gate the static properties of the quasi-one dimensional J1-
J2 systems within both the linear approximated CSWT
and the TESWT. Our results indicate that the linear ap-
proximated TESWT provides a relatively more accurate
description and thus may be served as an efficient pa-
rameter fitting tool for the incommensurate noncollinear
ordered magnetic systems. The emergence of the spin
Casimir torque and corresponding modification of the or-
dering vector are investigated in the first subsection. The
standard calculation of the magnetic anisotropy induced
shift of the FM/spiral Lifshitz point and the sublattice
magnetization is performed in the second and last sub-
sections respectively.
A. Ordering vector
The quantum fluctuation induced renormalization of
the classical ordering vector is a widespread phenomenon
in noncollinear ordered antiferromagnets, especially for
the systems with incommensurate spin correlation.12,31,36
This modification indicates that the quantum fluctuation
can induce a shift of the saddle point due to the spin
Casimir effect. To incorporate this effect within the spin
wave theory, the spin torque equilibrium condition has
to be fulfilled. From our previous definition, the spin
Casimir torque in our system can be easily obtained as
Tsc(Q) =
S
2
∑
k
Ak +Bk
εk
· ∂Jk+Q
∂Q
(30)
Note that Tsc(Q) represents the quantum fluctuation in-
duced modification of the classical ordering vector and
depends on all the parameters in the spin-wave Hamilto-
nian. As a consequence, the quantum fluctuation mod-
ified ordering vector Q that is obtained by solving the
torque equilibrium equation
∂JQ
∂Q
= − 1
2S
∑
k
A˜k + B˜k
ε˜k
· ∂J˜k+Q
∂Q
(31)
also depends on all the parameters. Based on this obser-
vation, in principle, we should consider the renormaliza-
tion of all these parameters when the torque equilibrium
equation is solved. However, as argued in Ref. 31, the
renormalization of more than one parameter is tedious
and usually unnecessary. Thus, here we only consider
the renormalization of the dominant intra-chain parame-
ter α=J1/J2 and neglect the renormalization of the other
small parameters. This is expected to be a good approx-
imation for the quasi-one dimensional cases where the
intra-chain coupling is much greater than the inter-chain
coupling. Additionally, the validity of this approxima-
tion can be easily verified by testing the sensitivity of
the solution of the equation (α˜ and Q) to the other pa-
rameters.
Other than the verification of our approximation
scheme, the dependence of the quantum ordering vec-
tor on various parameters is of interest on its own right.
To explicitly show the role of each parameter, we con-
sider two representative systems, each of which has only
one type of inter-chain coupling. First, we consider the
isotropic system with the direct FM inter-chain coupling
J3. The ordering vector in dependence of J2 with dif-
ferent J3 is demonstrated in the insert of Fig. 3(a). It
is clearly shown that the ordering vector is drastically
modified from it’s classical value by the quantum fluc-
tuation effect, which indicates the necessity of including
the spin Casimir contribution. Additionally, the quan-
tum ordering vector Q is mainly dependent of J2 and
does not show strong sensitivity to the inter-chain cou-
pling and the results with different J3 are nearly identical.
As the magnetic anisotropy is introduced, the sensitivity
of the quantum ordering vector to ∆ is slightly stronger
compared to J3 especially near the FM/spiral Lifshitz
point as shown in Fig. 3(b). Interestingly, this sensitiv-
ity is actually a consequence of the shift of the magnetic
anisotropy induced modification of the Lifshitz point.10,11
This is different from the classical case, where the mag-
netic anisotropy does not affect the Lifshitz point at all.
Furthermore, this is also different from the CSWT de-
scription, in which the magnetic anisotropy induced shift
of the Lifshitz point can only be obtained by compar-
ing the ground state energy as we shall discuss in the
next subsection. Actually, it is a special property of the
TESWT that the ordering vector results can indicate the
shift of the phase boundary, such as the case in Ref. 31
the ordering vector can manifest a possible quantum or-
der by disorder (QObD) effect.37,38 However, once J2 is
away from the Lifshitz point, this sensitivity is not ob-
vious. Thus, our one parameter renormalization scheme
turns out to be a good approximation for the J3-systems
if not too close to the Lifshitz point.
Next we discuss the systems with the crossed FM inter-
chain coupling J4. The situation here is more compli-
cated than that in the J3-systems because J4 can induce
modification of the ordering vector already at the clas-
sical level, as shown in Fig. 2. As a consequence, all
the results we obtain on this system have mixed classical
and quantum contributions. To eliminate the classical
effect and show the quantum part more clearly, we also
plot the difference between the quantum ordering vector
Q and its classical counterpart Qcl. As shown in Fig.
3(c), the isotropic J4-systems show relatively strong sen-
sitivity to the inter-chain coupling than the J3-systems.
Nevertheless, the quantum corrections to the classical or-
dering vector can still be considered to be insensitive to
the inter-chain coupling for cases of J2 away from the Lif-
shitz point. On the other hand, the effect of the magnetic
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FIG. 3: The quantum ordering vector Q versus J2 in J3- and J4-systems: (a) isotropic systems with various inter-chain coupling
J3; (b) anisotropic systems with various anisotropic parameter ∆ and J3 fixed to -0.1; (c) isotropic systems with various inter-
chain coupling J4; (d) anisotropic systems with various anisotropic parameter ∆ and J4 fixed to -0.1. Here all the exchange
interactions are in units of |J1|.
anisotropy on the J4-systems shows very similar behavior
to that on the J3-systems away from the Lifshitz point.
However, the behavior around the Lifshitz point is very
different due to the mixed classical and quantum contri-
bution to the modification of the Lifshitz point. To the
convenience of comparison, we plot in Fig.4 the Lifshitz
points’ position of each anisotropic J3- and J4-system
that read from Fig. 3(b) and (d) to demonstrate the ef-
fect of the magnetic anisotropy on the modification of
the Lifshitz point.
Combined with the results of these two representa-
tive systems, it is obvious that our one-parameter renor-
malization scheme can be considered as a good approx-
imation for both situations, at least in regions away
from the Lifshitz point. Moreover, our TESWT results
show good consistency with previous numerical results
obtained with the coupled cluster method,36 different
from the classical prediction but less developed than one
would expect from the pure one-dimensional results.12,13
This is exactly the situation that one usually encoun-
ters in the experimental parameter fitting processes for
quasi-one dimensional incommensurate noncollinear or-
dered magnets: the LSWT results are too classical while
the pure one dimensional DMRG results seem to be too
quantum.14,30 Other than that, our TESWT predictions
become identical with the CSWT results once the spin
Casimir effect is absent. Thus it seems that our TESWT
can provide a rather accurate prediction of the ordering
vector in a general sense.
B. FM/spiral Lifshitz point
In both the quantum and classical models of the FM-
AFM frustrated J1-J2 chain systems, the presence of a
Lifshitz point at J2=|J1|/4 is well known.4 In the classi-
cal case, this Lifshitz point describes a zero temperature
transition from the ferromagnetic state to spiral state,
whose position is purely determined by the exchange cou-
plings thus independent on the magnetic anisotropy. As
the quantum fluctuation is considered, the magnetic long
range order may break down and the Lifshitz point de-
scribes a general transition from a commensurate phase
to incommensurate phase.10,11,39,40 Interestingly, in this
case the position of this general Lifshitz point becomes
sensitive to the magnetic anisotropy, as shown in both
the analytical and numerical studies of the pure one-
dimensional frustrated zigzag XXZ model.10,11 In this
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subsection, we consider a relatively simple case where
the long range magnetic order exists on both sides of the
Lifshitz point within the framework of spin wave theory.
As we have mentioned in the previous subsection, the
phase boundary of different long range ordered states is
deduced by comparing the energy of the states on each
side. For the sake of the completeness of discussion and
the consistency of description, the magnetic anisotropy
induced shift of the Lifshitz point is obtained within both
the conventional and torque equilibrium schemes.
In the ferromagnetic phase, the quantum fluctuation
induced corrections to the ground state energy are ab-
sent and the energy reads EFM=S
2J0.
4,34 On the other
hand, the quantum fluctuation can remarkably modify
the ground state energy in the spiral phase. In the con-
ventional spin-wave approach, the first order corrected
ground state energy in the spiral phase is
ES = S(S + 1)JQcl + S
∑
k
εk (32)
while in the torque equilibrium formulism it reads
E˜S = S(S + 1)JQ + S
∑
k
ε˜k (33)
The main difference between the two expressions is that
in the TESWT we use the quantum ordering vector Q in-
stead of the classical ones. Other than that, the vacuum
fluctuation energy in the torque equilibrium formulism is
considered with the renormalized parameters J˜i.
The resultant phase diagram is shown in Fig. 4(a) and
(b), corresponding to the anisotropic J3- and J4-system
respectively. It is clearly shown that in the classical limit,
the FM/spiral phase boundary does not depend on the
anisotropic energy ∆. At the same time, the magnetic
anisotropy induced modification of the phase boundary
is also demonstrated within the torque equilibrium spin-
wave formulism: the Lifshitz point shifts towards the spi-
ral phase as the anisotropic energy increases. Moreover,
as we’ve mentioned in the last subsection, the ordering
vector obtained through the torque equilibrium equation
can also sense the anisotropic energy induced shift of
the Lifshitz point, although the phase boundary is not
quantitatively the same with the formal TESWT results.
Surprisingly, however, the phase boundary is irrelevant
with the XXZ anisotropy within the conventional spin-
wave description. And this situation persists even when
higher order perturbation to the ground state energy is
considered. Thus, the CSWT results indicate that the
quantum phase boundary is exactly the same with the
classical one. As a matter of fact, the spin wave theory
can only offer a qualitative rather than quantitative de-
scription of a quantum critical point. Consequently, nei-
ther the result obtained within the conventional scheme
nor that from the torque equilibrium scheme is the actual
FM/spiral phase boundary. Nevertheless, the qualitative
dependence of the Lifshitz point’s position on the mag-
netic anisotropy indicated by TESWT results should be
correct. More than that, our TESWT results are close to
the finite size calculation results of the one dimensional
frustrated zigzag XXZ model.10,11
C. Sublattice magnetization
Based on the quantum phase diagram that we have ob-
tained, in this subsection we turn to the investigation of
the sublattice magnetization. The sublattice magnetiza-
tion defines the validity region of the spin wave represen-
tation, which usually serves as the order parameter for
general long-range ordered magnetic states.4 In the clas-
sical limit, the linear spin wave approximation becomes
exact and the sublattice magnetization is nothing but
the spin length. The quantum fluctuation effect, on the
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other hand, tends to reduce the sublattice magnetization
from its classical value in the long range ordered phases
through the zero point fluctuation of spin waves until the
breakdown of the magnetic ordered ground state.34 How-
ever, in the FM state, the zero point fluctuation does not
exist, and thus correspondingly the sublattice magneti-
zation always remains its classical value at zero temper-
ature. As a consequence, here we only need to calculate
the sublattice magnetization in the spiral phase.
In the spiral phase, as a matter of fact, an unbalanced
spin Casimir torque can induce divergence in the second
order correction to the sublattice magnetization in the
spin wave analysis.31 As a result, the full one-loop cal-
culation of the sublattice magnetization can only be per-
formed in the torque equilibrium formulism. However,
the full one-loop calculation of the sublattice magneti-
zation is quite tedious while the resultant second order
corrected result does not show much difference from the
linear approximated results as shown in Ref. 31. Conse-
quently, to investigate the multi-parameter dependence
of the sublattice magnetization and to compare the re-
sults obtained within both CSWT and TESWT, here we
only consider the linear spin wave results in both theo-
ries. In the conventional spin-wave approach, the first
order corrected sublattice magnetization is
〈S〉 = S
[
1− 1
2S
(∑
k
Ak
2εk
− 1)] (34)
while in the torque equilibrium formulism it reads
〈S˜〉 = S
[
1− 1
2S
(∑
k
A˜k
2ε˜k
− 1)] (35)
The main difference between these two expressions also
lies in the choice of the ordering vector and the corre-
sponding exchange parameters.
The numerical results are shown in Fig. 5, in which the
sub-plots (a) and (b) correspond to the J3-systems and
the sub-plots (c) and (d) correspond to the J4-systems.
Different from the quantum ordering vector, the sublat-
tice magnetization shows quite strong sensitivity to the
inter-chain coupling and magnetic anisotropy. In the fer-
romagnetic phase, the sublattice magnetization is simply
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the spin length of the system and in our case S=1/2.
As J2 increases from the Lifshitz point, the sublattice
magnetization of each system reduces due to strong quan-
tum fluctuation effect enhanced by the onset of the intra-
chain frustration. This reduction is more drastic in the
isotropic J4-systems with small inter-chain coupling, e.g.
in the isotropic J4-system with J4=-0.1, the sublattice
magnetization vanishes at J2=2 (1.25) within the CSWT
(TESWT) description. A zero sublattice magnetization
represents the breakdown of the spin wave expansion
around the present classical saddle point. And in our
case, this indicates that the systems may run into a spin
liquid state. Moreover, within both the conventional and
torque equilibrium descriptions, there is a little kink near
the Lifshitz point in the sublattice magnetization results
of anisotropic J3-and J4-systems. Compared with the
continuum results of the isotropic systems, the appear-
ance of the kink may indicate that the spin wave de-
scription is inadequate for a shifted Lifshitz point. How-
ever, away from the Lifshitz point, both the CSWT and
TESWT provide very reasonable results. The suppres-
sion of the quantum fluctuation is clearly shown as the
anisotropic parameter ∆ and inter-chain coupling in-
creases. More than that, the J4-systems always have rel-
atively smaller sublattice magnetization compared with
the J3-systems with the same magnitude of inter-chain
coupling and magnetic anisotropy. Thus, it seems that
the quantum fluctuation is stronger in the J4-systems
compared with the J3-systems due to the crossing inter-
chain coupling.
Other than these common features, the sublattice mag-
netization obtained in the TESWT is always smaller than
that obtained through the CSWT for all the cases, which
is similar to the situations in the study of anisotropic tri-
angular AFM Heisenberg model.31 This fact confirms our
previous estimation that the linear approximation within
the TESWT is actually very close to the second order re-
sults. Furthermore, as the quantum fluctuation effect is
suppressed by increasing the inter-chain coupling or mag-
netic anisotropy, the sublattice magnetization obtained
within the TESWT becomes closer to the ones obtained
in the CSWT, which indicates that these two spin wave
theories share the same classical limit.
To summarize, the sublattice magnetization obtained
within the torque equilibrium linear spin wave theory
(TELSWT) is qualitatively consistent with but quanti-
tatively smaller than the ones obtained in the LSWT.
Thus the system appears to be less classical once the
spin Casimir effect is taken into account. This may
shed light on our understanding of the experimental fact
that some edge-shared chain cuprates usually show rel-
atively smaller sublattice magnetization than the linear
spin wave prediction.14,30 Together with the more accu-
rate ordering vector predictions, it seems that our torque
equilibrium approach can provide a quite good descrip-
tion of the quasi one-dimensional J1-J2 systems within
the simple linear approximation. Other than that, the
TELSWT approach is much less technique-relevant com-
pared with other sophisticated numerical and analytical
methods and it has been proven to be quite accurate for
the anisotropic triangular antiferromagnets.31 As a con-
sequence, the TELSWT may serve as an efficient tool for
experimental fitting processes of the exchange parame-
ters, especially for the incommensurate ordered system
with strong quantum fluctuation effects.
V. SPIN-WAVE SPECTRUM
Different from the static properties, the 1/S perturba-
tive expansion results for the spin-wave spectrum have
drastically qualitative difference from the results ob-
tained by the linear approximation for noncollinear or-
dered antiferromagnets. The main reason of this fact lies
in the anharmonic cubic interaction terms in the effec-
tive spin wave Hamiltonian, which are forbidden in the
collinear ordered states because of the unbroken U(1)
symmetry.25 These anharmonic terms correspond to the
coupling of the transverse and longitudinal fluctuations
and can further lead to the zero temperature decays
of magnon.24–26 This spontaneous magnon decay effect
has been theoretically proposed to occur in several mag-
netic systems and experimentally observed in hexagonal
manganites LuMnO3
41 and quantum triangular antifer-
romagnets Ba3CoSb2O9
42 very recently.
To get into this remarkable phenomenon, the perturba-
tive expansion has to be performed at least at one-loop
order to include the self-energies contributed from the
cubic vertexes. However, the conventional spin wave ex-
pansion scheme is invalidated due to the spin Casimir
effect in the incommensurate noncollinear magnetic sys-
tem as explained in Ref. 31. As a consequence, the
spin wave expansion has to be performed in the torque
equilibrium formulism to keep the spin wave expansion
procedure away from singularities and divergences. The
dynamic properties of the system are expressed within
the interacting normal magnon Green’s function
Gn(k, ε) =
[
ε− 2Sε˜k − Σtotn (k, ε)
]−1
(36)
Here Σtotn (k, ε) represents the total normal self-energy,
which in the one-loop order reads
Σtotn (k, ε) = Σ
a
c (k) + Σ
a
hf (k) + Σ
a
3(k, ε) + Σ
b
3(k, ε) (37)
Note that Σac (k) only appears in the presence of the
spin Casimir effect. The poles of the normal magnon
Green’s function are the spin-wave spectrum, which can
be obtained either by simply replacing ε with linear spin-
wave spectrum 2Sε˜k in the self-energies, i.e. the so-called
on-sell approximation or by solving the Dyson equation
self-consistently, i.e. the so-called off-shell approxima-
tion.25,26 Both the approximation schemes can manifest
the features of magnon decays but with different line-
shape characteristics and associated physical interpreta-
tions, as presented below.
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FIG. 1:FIG. 6: The linear spin-wave spectrum of J3-systems, in which the blue surfaces represent the LSWT results and the purple
surfaces show the TELSWT results. From left to right: (a) isotropic system with inter-chain coupling J3=-0.3; (b) anisotropic
system with inter-chain coupling J3=-0.3 and ∆=0.95; (c) anisotropic system with inter-chain coupling J3=-0.3 and ∆=0.9.
Here J2=1 and all the exchange interactions are in units of |J1|.
In the subsequent subsections, we first investigate the
linear spin wave spectrum within both the CSWT and
TESWT and then turn to the on-shell and off-shell cal-
culations of the renormalized spectrum. In order to per-
form a well-controlled calculation, all the numerical cal-
culations are performed with the magnitude of the inter-
chain coupling in both J3- and J4-systems fixed as 0.3J1
and J2=|J1|.
A. Harmonic approximation
In prior to the calculation of the 1/S order spin-wave
spectrum, it is desirable to investigate the excitation
spectrum within the harmonic approximation. In the lin-
ear spin-wave description, the magnon is a well-defined
quasi-particle of the long-range ordered magnetic system
with infinite long lifetime. No spin Casimir and spon-
taneous magnon decay effects are involved and the spin
wave spectrum is simply 2Sεk. Thus, it seems that the
linear spin wave spectrum has nothing to do with the
nonlinear magnon decay effects. However, the kinematic
constrains for the decay features in the one-loop on-shell
spin wave spectrum are actually obtained thought the
linear spin wave energy equations. In the torque equilib-
rium formulism, these kinematic constrains are deduced
by the renormalized linear spin wave energy rather than
the real harmonic one, which reads
2Sε˜k = 2S
√
(J˜k − J˜Q + λQ + ∆)(η˜k − J˜Q + λQ) (38)
Once again, we consider the two representative J3- and
J4-systems. The resultant linear spin wave spectrum of
the isotropic J3-system is plotted in Fig. 6, in which the
spectrum manifests obvious quasi-one dimensional char-
acteristics: more curvy along the chain direction and less
curvy along the vertical direction. Additionally, the three
Goldstone modes at k=0 and k=±Q caused by the com-
plete breaking of the SO(3) rotational symmetry in the
noncollinear ground state are clearly shown. The Gold-
stone mode at k=0 corresponds to the in-plane sliding
mode of the spiral, whereas the k=±Q modes represent
the out-of-plane oscillation modes related with symme-
try. As a result, these three acoustic modes have only
two spin wave velocities
V0 = S
√
2(J0 − JQcl)∇2kJk
∣∣
k=Qcl
VQ = S
√
(J0 + J2Qcl − 2JQcl)∇2kJk
∣∣
k=Qcl
(39)
In general, these two spin wave velocities are different,
i.e. one is faster than the other. Usually, this fact ac-
tually constitutes an important decay channel from the
faster Goldstone mode to the slower one, which defines
the decay region as seen in such as triangular lattice an-
tiferromagnets.24,25 However, in the TESWT, this decay
channel is actually determined by the torque equilibrium
results
V˜0 = S
√
2(J˜0 − J˜Q)∇2kJ˜k
∣∣
k=Q
V˜Q = S
√
(J˜0 + J˜2Q − 2J˜Q)∇2kJ˜k
∣∣
k=Q
(40)
with the quantum ordering vector.
Once the magnetic anisotropy is considered, the out-of-
plane oscillation modes at k=±Q are gapped and only
the in-plane sliding mode at k=0 is present. On the
other hand, the linear spin wave spectra of the corre-
sponding J4-systems are demonstrated in Fig. 7. The
isotropic J4-system shows three Goldstone modes and
quasi-one dimensional characteristics as well. The mag-
netic anisotropy manifest similar effects as in the J3-
systems. However, there are some slight differences in the
spectrum, e.g. the surface is concave or convex around
some k points. As a matter of fact, these seemingly in-
significant differences in the linear spin wave spectrum
can induce very different results in terms of the spectrum
at the one-loop order, as shown below.
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B. On-shell approximation
In the on-shell approximation, the self-energies are
evaluated at the harmonic magnon energy in the torque
equilibrium formulism, which represent strict 1/S cor-
rections to the magnon energy. At the one-loop order,
the spin wave spectrum Ek obtained within the on-shell
approximation can be written as
Ek = 2Sε˜k + Σac (k) + Σahf (k)
+Σa3(k, ε˜k) + Σ
b
3(k, ε˜k) (41)
According to this expression, the one-loop spin wave
spectrum Ek can be easily obtained by numerical inte-
gration of the self-energies.
The numerical results for the J3- and J4-systems are
demonstrated in Fig. 8 along some representative sym-
metry directions in the Brillouin zone (BZ). The spin
wave spectrum show prominent features of the magnon
damping in the major part of the BZ with giant imag-
inary part of Ek. As we have mentioned before, this
remarkable magnon damping originates from the cou-
pling between the single-particle excitations and the two-
particle continuum determined by the anharmonic cubic
terms. A feature of the results is that the magnon damp-
ing and the renormalization of the spin wave spectrum
are stronger at large momenta. Additionally, there are
many substantial singularities in both the real and imag-
inary parts of Ek, which manifest themselves in the form
of jump-like discontinuities and spike-like peaks.24–26 The
origin of these singularities is due to the intersection of
the single-magnon branch with the line of the van Hove
saddle point singularities in the two-magnon continuum.
The analytical properties of these singularities have deep
connection with the integration dimensionality of the self-
energies, which have been profoundly discussed in Ref.
25. In two-dimensional systems, they fulfill the Kramers-
Kronig relations between the real and imaginary parts of
the one-loop on-shell spin wave energy as:
Re(Ek) ' sgn(δk), Im(Ek) ' −ln
( Λ
|δk|
)
(42)
or the other way around:
Re(Ek) ' ln
( Λ
|δk|
)
, Im(Ek) ' −Θ(δk) (43)
Here δk=k-k∗ with k∗ represents the location of the sin-
gularities in k space, Λ is the cut-off parameter deter-
mined by characteristic size of the singular region, sgn(x)
stands for the sign function and Θ(x) is the Heaviside
step function. When the inter-plane coupling is consid-
ered, the self-energies integration becomes three dimen-
sional and the associated logarithmic peaks become the
square root ones.
It is worth noting that the imaginary part of the spin
wave energies is only non-vanishing in some region of the
BZ, i.e. the so-called magnon decay region. The thresh-
old boundary of this region is determined by the kine-
matic constrains that follow the momentum and energy
conservation in the two-particle decay process
ε˜k = ε˜p + ε˜k−p (44)
and the extremum condition of the two-particle contin-
uum, or equivalently the spin wave velocity equation
V˜p = V˜k−p (45)
These equations are expressed simply based on the har-
monic approximation for the magnon energies, which can
only determine the decay boundary at the one-loop or-
der. As the anharmonic terms induced renormalization
effect is considered, the kinematic constrains are modi-
fied as well. As a consequence, the threshold boundary
changes as the higher order spin wave processes are taken
into account. However, the decay boundary obtained
within the harmonic approximation is usually considered
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FIG. 1:FIG. 8: The on-shell spin wave spectrum of J3- and J4-systems: (a) isotropic J3-system; (b) anisotropic J3-system with
∆=0.95; (c) anisotropic J3-system with ∆=0.9; (d) isotropic J4-system; (e) anisotropic J4-system with ∆=0.95; (f) anisotropic
J4-system with ∆=0.9. The orange lines are the results obtained in the LSWT and the green lines are the results obtained in
the TELSWT. The purple and cyan lines are the real (energy) and imaginary (damping rate) parts of our on-shell 1/S results,
respectively. And the cyan areas show the width of the spectral peaks due to the damping. Here J2=1 and all the exchange
interactions are in units of |J1|.
to be immensely instructive. One of the reasons is the
higher order renormalized decay region usually shows lit-
tle difference from the harmonic one, as demonstrated in
triangular lattice antiferromagnetic Heisenberg (TLAH)
model.24,25 Another reason, may be one of the most im-
portant reasons, is that a consideration of the threshold
boundary within the harmonic approximation can be car-
ried out analytically. More than that, not only the decay
region but also the location and decay channel of the
singularities can be obtained.
In spite of the methodological convenience and the
analytical availability, the decay boundary analysis can
be difficult to carry out for higher order or in a self-
consistent manner if not impossible. Additionally, the
decay boundary defines the region where magnon decay
is allowed, but the spin wave excitations are not strongly
damped within the whole region inside the decay bound-
ary. However, only the considerable broad peaks caused
by the strong magnon decay effect can be experimentally
observed because of the nonzero temperature and the fi-
nite resolution of the detector. Together with the fact
that in our case, the decay region actually covers most of
the area in the BZ, we then turn to the analysis of the
strong damping region instead of the harmonic bound-
ary. In order to take into account the damping rate of
the spin wave excitations, it is convenient to introduce
the magnon decay rate, which can be expressed as
Rk = −Im
[
Σtotn (k, ε)
]
(46)
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FIG. 1:FIG. 9: The intensity plots of the on-shell magnon decay rate of J3- and J4-systems: (a) isotropic J3-system; (b) anisotropic
J3-system with ∆=0.95; (c) anisotropic J3-system with ∆=0.9; (d) isotropic J4-system; (e) anisotropic J4-system with ∆=0.95;
(f) anisotropic J4-system with ∆=0.9. Here all the exchange interactions are in units of |J1|.
Within the one-loop on-shell approximation, it can be
written as24–26
Rk = pi
2
∑
p
Γ˜21(p;k) · δ(ε˜k − ε˜p − ε˜k−p) (47)
which is nothing but the imaginary part of the self-energy
Σa3(k, ε˜k) and manifests similar form to the Fermi’s
golden-rule expression.
The numerical results of the spin wave decay rate in
one quarter of the BZ are shown in Fig. 9, in which
the strong decay region is intuitively demonstrated. It is
straightforward to verify from the decay boundary anal-
ysis that the bright line and sharp boundaries shown in
Fig. 9 belong to some specific decay channels. How-
ever, not all the decay boundaries obtained from the har-
monic approximation analysis have an obvious demon-
stration in the decay rate intensity plots. In addition,
the demonstrated decay pattern of each system shows
very good consistency with the corresponding on-shell
spectrum. Surprisingly, the decay pattern and corre-
sponding on-shell spin wave spectrum for isotropic J3-
and J4-systems show drastically different features, which
can also be read out from the on-shell spectrum. The
isotropic J4-system shows far more singularities than the
J3-system, e.g. there are four singularities along the Γ-X
direction in the J4-system while only one along the same
path in the J3-system.
Although it appears interesting, the pattern of the sin-
gularity distribution may not be experimentally observ-
able because the singularities can be smoothed, consid-
ering the higher order contributions. Nevertheless, there
are several remarkable differences that may survive even
in the self-consistent calculation. First, the strong damp-
ing region is around the M point in the J3-system while
in the J4-system the magnon decay is stronger around
the X point. Next, there is a wide decay region around
the X′ point in J4-system while no decay at all near the
same region in the J3-system. This is a direct conse-
quence of the difference in the harmonic spin wave spec-
trum between the J3- and J4-systems. The last but not
the least, another striking feature is the nearly flat mode
along the X-M direction of the renormalized spin wave
spectrum for the J4-system, which is very different from
the results of the corresponding J3-system and the clas-
sical J4-system. Upon a close examination, we find that
this flat mode is induced by the self-energy Σac (k) that
is contributed from the spin Casimir effect. The con-
ventional self-energies that describe the three- and four-
magnon interactions are usually negative, which corre-
spond to the downward renormalization of the excitation
spectrum in the usual magnon decay cases. However, the
self-energy Σac (k) has a huge positive contribution to the
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total self-energy around the M point in the J4-system. As
a consequence, the renormalization of the excitation spec-
trum turns upward compared with the TELSWT results,
and then the flat mode along the X-M direction appears.
Note that the total renormalization of the spin wave spec-
trum is still downward compared with the LSWT results,
and thus the qualitative magnon decay arguments remain
reliable.24–26
As the magnetic anisotropy is introduced, the on-
shell spin wave spectra of the J3- and J4-systems are
both drastically modified. Similar to the classical case,
the Goldstone modes at k=±Q are gapped and only
the Goldstone mode at k=0 is present. However, the
quantum fluctuation effect can modify the classical spec-
trum and the spin wave gap at k=±Q in the J3- and
J4-systems are both drastically downward renormalized.
Furthermore, the J4-system appears to be less sensi-
tive to the magnetic anisotropy for the far smaller spin
wave gap compared with the J3-system with the same
anisotropy energy. This fact may shed light on our un-
derstanding of the experimental results on LiCuVO4, in
which the inelastic neutron scattering data show nearly
zero spin wave gap at k=±Q, while the electron spin
resonance results indicate a 6% magnetic anisotropy in
the system.14,43 Additionally, the spontaneous magnon
decay region is drastically reduced due to the suppres-
sion of the quantum fluctuation effect and the kinematic
condition for decays caused by the magnetic anisotropy.
Surprisingly, in spite of the sharp reduction of the decay
region, the decay rate is less reduced and the prominent
differences in the decay pattern between the J3- and J4-
systems still exist. At the same time, the flat mode in
the isotropic J4-system also survives in the anisotropic
cases. As a consequence, the spontaneous magnon de-
cay effects can be expected to be robust in the quasi-
one dimensional J1-J2 magnetic systems and the decay
pattern manifests different features for different types of
inter-chain couplings.
C. Off-shell approximation
As a matter of fact, the unusual singularities in the on-
shell spin wave spectrum actually signify a breakdown
of the standard spin wave expansion. Consequently, a
self-consistent calculation has to be performed in or-
der to obtain the actual dynamic properties of the sys-
tem.25,44–46 In this subsection, we turn to one of the self-
consistent schemes: the off-shell approximation. Within
this approximation, the self-energies are evaluated in a
self-consistent way by allowing the finite lifetime of the
magnon at the very beginning, while the magnons cre-
ated during the decay process remain stable.
The spin wave spectrum Dk within the off-shell ap-
proximation can be obtained by self-consistently solving
the Dyson equation
Dk = 2Sε˜k + Σac (k) + Σahf (k)
+Σa3(k,D∗k) + Σb3(k,D∗k) (48)
where D∗k is the complex conjugate of Dk following the
methodological discussion in Ref. 25 on the proper sign of
the imaginary part of the decay-like self-energy. Rewrit-
ing the above equation explicitly for the real and imagi-
nary parts, the original Dyson equation becomes the fol-
lowing equation sets:
Re(Dk) = 2Sε˜k + Σac (k) + Σahf (k)
+Re
[
Σa3(k,D∗k) + Σb3(k,D∗k)
]
Im(Dk) = Im
[
Σa3(k,D∗k) + Σb3(k,D∗k)
]
(49)
According to this expression, the off-shell one-loop spin
wave spectrum Dk can be easily obtained by numerically
solving the integration equations. At the same time, the
magnon decay rate within the off-shell approximation can
be simply expressed as
Rk = −Im(Dk) (50)
from which the self-consistent decay pattern can be di-
rectly obtained.
The off-shell spin wave spectrum for the J3- and J4-
systems are demonstrated in Fig. 10 along the same
representative symmetry directions with the on-shell re-
sults. As a self-consistent method, the spin wave spec-
trum and decay rate obtained within the off-shell ap-
proach contains the contributions beyond the one-loop
order. Consequently, the remarkable singularities in the
on-shell one-loop spectrum are regularized within the off-
shell scheme. Additionally, the spin wave spectra ob-
tained within the off-shell approximation are stretched
upwards a little compared with the on-shell ones, which
may be caused by the over-estimation of the energy shifts
in the on-shell scheme. In spite of this upward renormal-
ization, the off-shell spin wave gap at k=±Q in the J4-
systems remains smaller compared with the J3-systems
with the same anisotropy energy as in the on-shell cases.
On the other hand, the nearly flat mode along the X-
M direction in J4-systems in less significant than that in
the on-shell cases but remains quite different with the
J3- and classical J4-systems, and thus may still serve as
a characteristic of the quantum J4-systems.
The corresponding spin wave decay rate data in one
quarter of the BZ are shown in Fig. 11. While the jump-
like discontinuities and spike-like peaks disappear in both
the real and imaginary parts of the spin wave energy,
the magnon decay rate remains significant throughout
BZ.25,26 The overall shape of the decay region is very dif-
ferent from the on-shell cases, the reason of which may
lie in the sensitivity of the quasi-one dimensional sys-
tems. Nevertheless, the characteristic differences in the
decay pattern between the J3- and J4-systems that we
discussed in the on-shell case survive in the off-shell re-
sults. The strong damping region still lies around the
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FIG. 1:FIG. 10: The off-shell spin wave spectrum of J3- and J4-systems: (a) isotropic J3-system; (b) anisotropic J3-system with
∆=0.95; (c) anisotropic J3-system with ∆=0.9; (d) isotropic J4-system; (e) anisotropic J4-system with ∆=0.95; (f) anisotropic
J4-system with ∆=0.9. The blue and pink lines are the real (energy) and imaginary (damping rate) parts of our off-shell 1/S
results, respectively. And the on-shell results are also plotted as a comparison. Here all the exchange interactions are in units
of |J1|.
M and X points in the J3- and J4-systems respectively
and the wide decay region around the X′ point in the
isotropic J4-system still exists while the same region in
the isotropic J3-system remains no decay at all. More-
over, the effect of the magnetic anisotropy on the decay
rate is further enhanced within the off-shell scheme. In
particular, both the off-shell approximated decay region
and decay rate are dramatically reduced compared with
the corresponding on-shell results in the J3-systems. On
the other hand, the J4-systems show less sensitivity on
the area of the decay region, although the magnitude of
the decay rate is much smaller than the on-shell predic-
tions.
Different from the case in the TLAH model,24,25 the
off-shell decay region is slightly different from the on-shell
predictions, which may be caused by the extraordinary
sensitivity of the quasi-one dimensional frustrated J1-J2
systems. Other than that, a more astonishing feature of
the off-shell results is the appearance of non-decay area in
the center of the strong decay region around the X point
in the isotropic and weakly anisotropic J4-systems. In
this sudden non-decay region, the imaginary part of the
off-shell spectrum vanishes and the real component mani-
fests a flat-top peak. Although the off-shell decay pattern
is not necessarily identical with the on-shell prediction,
the on-shell broadening in this sudden non-decay area
reaches nearly one-half of the spectrum. Consequently,
one may expect that it is unlikely that this spectrum
broadening can disappear in the self-consistent calcula-
tion, especially in the area isolated and surrounded by
18 1
FIG. 1:FIG. 11: The intensity plots of the off-shell magnon decay rate of J3- and J4-systems: (a) isotropic J3-system; (b) anisotropic
J3-system with ∆=0.95; (c) anisotropic J3-system with ∆=0.9; (d) isotropic J4-system; (e) anisotropic J4-system with ∆=0.95;
(f) anisotropic J4-system with ∆=0.9. Here all the exchange interactions are in units of |J1|.
strong decay region. Moreover, this sudden non-decay re-
gion disappears once the magnetic anisotropy parameter
exceeds some critical value ∆c and the Dyson equation
finds the solution with finite broadening as expected.
To verify this strange characteristic and further inves-
tigate the magnon decay dynamics with the off-shell ap-
proximation, we introduce the poles function Pk, which
is the inverse of the normal magnon Green’s function and
expressed within the one-loop approximation as
Pk = ε− 2Sε˜k − Σac (k)− Σahf (k)
−Σa3(k, ε)− Σb3(k, ε) (51)
The zeros of this function represent the poles of the nor-
mal magnon Green’s function, which are equivalent with
the solutions of the Dyson equation. In order to an-
alyze the sudden non-decay area, the self-energies are
obtained with frequency ε scans through the real axis.
This scheme is very similar to the one adopted in the
calculation of the spectral function, which is discussed
in details in the next subsection. In order to perform a
concrete calculation, we choose the representative point
k=(0.82pi, 0, 0) which lies right in the middle of the sud-
den non-decay region. Additionally, we calculate another
representative point k=(pi, 0, 0), which locates near the
sudden non-decay area and lies in the decay region in the
isotropic case. More than that, as a comparison, we also
calculate the point k=(0, 0.2pi, 0), which locates far way
from both the decay and the sudden non-decay region.
Furthermore, to clarify the related spin wave decay dy-
namics, we introduce the two-magnon density of states
(DOS)25
Mk =
∑
p
δ(ε− ε˜p − ε˜k−p) (52)
which has van Hove singularities that can cross the sin-
gle particle spectrum, therefore can be responsible for
magnon decays.
The results of the calculation of various functions at
different representative k points are shown in Fig. 12.
The demonstrated correspondence between the step-like
and spike-like singularities in Re(Pk) and Im(Pk) is very
similar to that in the on-shell cases, which is also the di-
rect consequence of the Kramers-Kronig relations. While
the correspondence between the Pk and Mk is more
delicate, corresponding to certain magnon decay chan-
nels, we are interested in the non-decay solutions of the
Dyson equation. Here we fucus on a specific kind of
crossing points between Re(Pk) and the real ε axis with
Im(Pk)=0. Surprisingly though, such crossing point is
not unique in most cases that we have investigated and
there are three types.
The first type of such crossing points are the most
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FIG. 12: The poles function Pk together with the two-
magnon DOS Mk of J4-systems: (a) isotropic system
for k=(0.82pi, 0, 0); (b) anisotropic system with ∆=0.9 for
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function and the green lines are the two-magnon DOS, respec-
tively. Three types of crossing points are ladled with I, II and
III (see main text).
conventional ones, which represent the true well-defined
quasi-particles with zero damping and in our case only
appear in Fig. 12(d).34 This type of crossing points locate
well beneath the two-magnon DOS, and thus only exist
in the real non-decay region. The second type of such
crossing points are more delicate and have deep connec-
tion with the singular behavior near the bottom of the
two-magnon DOS. Different with the first type, this type
of solutions only appear in the decay region. Strictly
speaking, this type of crossing points should not be con-
sidered as a well-defined quasi-particle state because they
are caused by the singular behavior of the one-loop self-
energies, thus may disappear when the one-loop singular-
ities are regularized by the higher order approximation.
However, as a matter of fact, they have very obvious
demonstration in the one-loop spectral function results
and are referred to as ”edge” singularities in the study of
the TLAH model.25 Contrary to the previous two types,
the last type of crossing points locate well beyond the
two-magnon DOS, which are actually the single-particle
state pushed out of the two-magnon continuum and re-
ferred to as ”antibonding” magnon states.46 These states
exist in almost all the cases that we have investigated.
Although in the usual cases only the ”bonding” magnon
states are considered as the right solutions of the Dyson
function, the ”antibonding” states also exist in some spe-
cial cases but normally do not mixed up with the ”bond-
ing” ones because of the large energy gap between them.
However, this conventional picture breaks down in our
case of the sudden non-decay area.
Note the continues transition between the sudden non-
decay region and the strong decay region shown in Fig.
10(d) and Fig. 11(d), it means that the ”bonding” states
are actually moving towards the upward located ”anti-
bonding” states when approaching the sudden non-decay
area. As a consequence, the strange sudden non-decay
area observed in the off-shell spectrum is not a true
non-decay region but a region in which the ”bonding”
and ”antibonding” magnon states are degenerate. And
the flat-top peak is a direct demonstration of the ”an-
tibonding” spectrum, which is rather flat around the X
point. Although this strange phenomenon appears to
be interesting, the degeneration between these single-
particle states is usually not robust, i.e. their appear-
ance depend on the approximation one used in the cal-
culation. Thus the whole sudden non-decay region may
be simply an accidental product of our one-loop Dyson
scheme, which can disappear once another self-consistent
scheme is adopted. At last, we would like to mention that
all these three types of solutions can be clearly demon-
strated in the spectral function obtained within the one-
loop approximation, which can be considered as another
evidence of our analysis.
VI. SPECTRAL FUNCTION
In order to further investigate the actual dynamic
properties of the system we turn to the spectral function,
which contain a detailed information on the spin wave
energy renormalization and the magnon decay rate. The
diagonal component of the spectral function is defined by
the imaginary part of the normal magnon Green’s func-
tion through the expression45–47
A(k, ε) = − 1
pi
Im
[
Gn(k, ε)
]
(53)
Within the leading one-loop approximation the normal
magnon Green’s function is given by Eq. (36). The spec-
tral functionA(k, ε) is deeply connected with the dynam-
ical structure factor S(k, ε) which is directly measured
in inelastic neutron scattering experiments.45 Generally,
S(k, ε) also contains contributions from the off-diagonal
and two-particle correlations, which we leave to the next
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FIG. 1:FIG. 13: The intensity plots of the spectral function A(k, ε) of J3- and J4-systems: (a) isotropic J3-system; (b) anisotropic
J3-system with ∆=0.95; (c) anisotropic J3-system with ∆=0.9; (d) isotropic J4-system; (e) anisotropic J4-system with ∆=0.95;
(f) anisotropic J4-system with ∆=0.9. Here all the exchange interactions are in units of |J1|.
section for a detailed discussion. In this subsection, we
focus on the spectral function of the system, which ac-
tually provides the major component of the dynamical
structure factor but much easier to analyze.
In the classical limit, the spectral function is a δ func-
tion located at 2Sεk for any momentum k in the BZ.
47
Similar to the spin wave spectrum, the spectral function
is strongly renormalized by the quantum fluctuation as
well.25,44–46 In the absence of the intrinsic damping, the
spin wave energy is real and the quasiparticle peak in
A(k, ε) occurs precisely at Dk, the off-shell spin wave
spectrum obtained by solving the Dyson equation. How-
ever, when the spontaneous magnon decay occurs the
spin wave energy acquires a significant imaginary part.
As a consequence, the location and broaden width of the
quasiparticle peak in the spectral function is different
with the solution of the Dyson equation because A(k, ε)
is only defined on the real ε axis. In additional to the
single-particle peaks, the spectral function is expected to
exhibit an incoherent component, which represents the
contribution from the two-particle continuum due to the
nonorthogonality between the single- and two-particle ex-
citations. In the calculation of the spectral function, the
normal magnon Green’s function is obtained with fre-
quency scans through all the possible energies. Conse-
quently, the consideration of the spectral function is also
beyond the 1/S expansion, which is analog with the off-
shell approximation and the poles function that we’ve
discussed. On the other hand, the numerical integration
of the self-energies is performed with an artificial broad-
ening of σ=0.01. And the intensity plots of the spectral
function for the J3- and J4- systems are demonstrated in
Fig. 13.
A feature of the demonstrated spectral function ob-
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served in the whole BZ is the downward renormaliza-
tion of the single-particle dispersion, which is consistent
with our previous on-shell and off-shell results. In ad-
dition, the spontaneous magnon decay induced broad-
ening of the spectrum can be directly observed around
certain k points in the BZ. Other than that, the charac-
teristics differences that we expected still remain in the
spectral function. As shown clearly in the results of the
isotropic J3- and J4-systems, the strong damping region
still lies around the M and X point respectively. How-
ever, this feature disappears in the anisotropic J3-system
with ∆=0.95, in which the spectrum broadening is more
remarkable around the X point and nearly indiscernible
around the M point. This may be a consequence of the
fact that the decay pattern manifested in the spectral
function is different from the on-shell and off-shell re-
sults, which further indicates that the quasi-one dimen-
sional J1-J2 system is very sensitive. More than that,
the J3-systems can still be concluded to be more sen-
sitive to the magnetic anisotropy than the J4-systems.
On the other hand, the nearly flat mode along the X-
M direction in J4-systems in more significant than that
in the on-shell and off-shell cases due to the remarkable
broadening of the spectrum. And this salient broadening
of the flat mode shrinks dramatically once the magnetic
anisotropy is introduced.
Another prominent feature is the appearance of
”pseudo”-quasiparticle peaks that we’ve discussed in the
previous subsection. One interesting type of ”pseudo”-
quasiparticle peaks are the so called ”edge” singularities,
which usually locate near the bottom of the spectral func-
tion.25 They only exist in the decay region and manifest
as a bright ”edge” of the spectral function. More interest-
ingly, the ”edge” in the spectral function of the isotropic
J4-system goes to zero around the X point, which is con-
sistent with the poles function results. This strange be-
havior may not be deeply connected with the sudden non-
decay area issue because the former case own wider region
than the latter one. As the magnetic anisotropy is intro-
duced and the magnon decay get suppressed, the ”edge”
singularities move towards the true quasi-particle peaks
and finally merge into them when the magnon decay is
absent.
The most astonishing and misleading type of ”pseudo”-
quasiparticle peaks are the ”antibonding” magnon states
lie around the top of the spectral function. As a matter of
fact, they are actually true single-magnon state at least
within the one-loop approximation as we’ve shown in the
previous subsection. However, this type of excitations
only exist in certain region of the BZ and the energy scale
of them are much larger than the usual spin wave excita-
tion that we’re interested in, thus normally they are not
considered as one part of the excitation spectrum.46 But
this is not the case for the isotropic J4-system, in which
the ”bonding” and ”antibonding” single-magnon states
are degenerate near X point as shown in Fig. 13(d).
This degeneration exactly explain the appearance of the
sudden non-decay area obtained within the off-shell ap-
proximation. As clearly demonstrated in the spectral
function, this region is actually a strongly decay region
rather than the non-decay area as the off-shell results
indicated. At last, we would like to stress that this de-
generation and even the ”antibonding” magnon states
themselves can be just an accidental product of our one-
loop approximation. And to our best of knowledge, there
is not yet a conclusive evidence about the existence of the
”antibonding” magnon states in any real system. Nev-
ertheless, they still exist within the one-loop scheme and
can lead to very obvious phenomena in the associated
off-shell excitation spectrum and the spectral function
results, thus need to be clarified at some level.
VII. DYNAMIC STRUCTURE FACTOR
The consideration of the dynamic structure factor
S(k, ε) in noncollinear antiferromagnets has been given
for cases of the square-lattice antiferromagnets in the
magnetic field, space isotropic triangular lattice anti-
ferromagnets and more recently the anisotropic mod-
els on kagome lattice. However, the noncollinear mag-
netic order in all these systems is commensurate and not
plagued with the divergences and singularities caused by
the spin Casimir effect.31 For the more general incom-
mensurate cases, the spin wave expansion has to be per-
formed within the so called torque equilibrium approach.
While the corresponding formulism of S(k, ε) has not yet
been established within the TESWT. In this section, we
investigate the dynamic structure factor of the J3- and
J4-systems within the torque equilibrium scheme. One
of our goals of the present section is to generalize the
calculation of S(k, ε) to the TESWT. Our formulism is
similar to the isotropic triangular lattice case,46 but with
modifications due to the torque equilibrium condition,
thus we revisit the whole derivation for comparison and
completeness. And our second goal is to provide the first
explicit theoretical results for the dynamic structure fac-
tor of the quasi-one dimensional J1-J2 models to guide
experimental inelastic neutron scattering measurements
in realistic materials.
The dynamic structure factor is nothing but the spin-
spin correlation function which can be directly probed in
inelastic neutron scattering experiments. By definition,
it can be expressed as
Sµν(k, ε) =
∫ ∞
−∞
dt
2pi
eiεt
〈
Sµk(t)S
ν
−k(0)
〉
(54)
with µ, ν ∈ (a, b, c) and Sµk(t) represents the Fourier
transformed spin operator. Usually, it is convenient to
define the dynamical correlation functions as
Gµν(k, ε) = −i
∫ ∞
−∞
dt
2pi
eiεt
〈T Sµk(t)Sν−k(0)〉 (55)
with T represents the time-ordered operator. As a
consequence, the dynamic structure factor is then con-
nected with dynamical correlation function through the
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FIG. 1:FIG. 14: The intensity plots of the dynamic structure factor S(k, ε) of J3- and J4-systems: (a) isotropic J3-system; (b)
anisotropic J3-system with ∆=0.95; (c) anisotropic J3-system with ∆=0.9; (d) isotropic J4-system; (e) anisotropic J4-system
with ∆=0.95; (f) anisotropic J4-system with ∆=0.9. Here all the exchange interactions are in units of |J1|.
fluctuation-dissipation theorem47
Sµν(k, ε) = − 1
pi
Im
[Gµν(k, ε)] (56)
The inelastic neutron-scattering cross section is actu-
ally a linear combination of the diagonal components
of the spin-spin correlation function with momentum
dependent prefacers according to the experimental set-
tings.48 For simplicity, however, we do not assume a par-
ticular experimental geometry in this section and only
consider the total structure factor
Stot(k, ε) = Saa(k, ε) + Sbb(k, ε) + Scc(k, ε) (57)
Rewriting each component in the twisted frame we obtain
Saa(k, ε) = 1
4
[
Sxx(k+Q, ε) + Sxx(k−Q, ε)
+Szz(k+Q, ε) + Szz(k−Q, ε)
]
+
i
4
[
Szx(k+Q, ε)− Szx(k−Q, ε)
−Sxz(k+Q, ε) + Sxz(k−Q, ε)
]
Sbb(k, ε) = Syy(k, ε), Scc(k, ε) = Saa(k, ε) (58)
Once again, we use the quantum ordering vector instead
of the classical one. The total structure factor can be
divided in terms of the diagonal and mixed contributions
as46,49
Stot(k, ε) = Sdiag(k, ε) + Smix(k, ε) (59)
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and the diagonal one can be further separated into trans-
verse and longitudinal parts as
Sdiag(k, ε) = SL(k, ε) + ST (k, ε) (60)
with
SL(k, ε) = 1
2
[
Szz(k+Q, ε) + Szz(k−Q, ε)
]
ST (k, ε) = 1
2
[
Sxx(k+Q, ε) + Sxx(k−Q, ε)
]
+Syy(k, ε)
Smix(k, ε) = i
2
[
Szx(k+Q, ε)− Szx(k−Q, ε)
−Sxz(k+Q, ε) + Sxz(k−Q, ε)
]
(61)
On the other hand, the relation between the dynam-
ical correlation functions and the magnon Green’s func-
tions can be obtained by transforming the spin oper-
ators into the Holstein-Primakoff representation35 and
proceeding with the Bogoliubov transformation. In this
rather standard procedure, the Hartree-Fock approxima-
tion has been made as we did for the quartic interaction
terms and the final results about the transverse compo-
nents read
Gxx(k, ε) = S
2
C2x(u˜k + v˜k)2
[
Gn(k, ε) +Gn(−k,−ε)
+2Ga(k, ε)
]
Gyy(k, ε) = S
2
C2y(u˜k − v˜k)2
[
Gn(k, ε) +Gn(−k,−ε)
−2Ga(k, ε)
]
(62)
with
Cx = 1− 1
4S
∑
p
(2v˜2p + u˜pv˜p)
Cy = 1− 1
4S
∑
p
(2v˜2p − u˜pv˜p) (63)
where Ga(k, ε) is the anomalous magnon Green’s func-
tions which can be written as
Ga(k, ε) = Gn(k, ε)Σ
tot
a (k, ε)Gn(−k,−ε) (64)
Here Σtota (k, ε) represents the total anomalous self-
energy, which in one-loop order can be expressed explic-
itly as
Σtota (k, ε) = Σ
b
c(k) + Σ
b
hf (k) + Σ
c
3(k, ε) + Σ
d
3(k, ε) (65)
Note that the sign of the infinitely small imaginary part
in the self-energies Σa3(k, ε) and Σ
c
3(k, ε) have to be
changed to account for the retarded self-energies and en-
sure the correct odd-frequency dependence of the imagi-
nary part of the magnetic suspendibility as stressed in in
the study of the TLAH model.46
Similar to the calculation of the excitation spectrum
and spectral function, we restrict ourselves to the leading
1/S order of the spin wave theory, thus several simplifica-
tions can be made following Ref. 46. Firstly, the anoma-
lous magnon Green’s functions is of the next order in
1/S classification compared to the normal ones Gn(k, ε)
due to Eq. (64), therefore can be neglected. Secondly,
the Gn(−k,−ε) term in Eq. (62) is off-resonance com-
pared to Gn(k, ε) and contains no poles for ε>0, thus
has no contribution to the structure factor. All together,
the approximated expressions of the transverse dynami-
cal structure factor read
Sxx(k, ε) = S
2
C2x(u˜k + v˜k)2A(k, ε)
Syy(k, ε) = S
2
C2y(u˜k − v˜k)2A(k, ε) (66)
which are simply linear combination of the diagonal com-
ponent of the spectral functions A(k, ε) and A(k±Q, ε).
The consideration of the longitudinal component is
more delicate than the transverse ones, which is deter-
mined by the correlation function
Szz(k, t) = 〈δSzk(t)δSz−k(0)
〉
(67)
with
δSzk = −
∑
p
a†pak+p (68)
As a consequence, it is in fact an 1/S order smaller than
the transverse correlation functions. Therefore, just lin-
ear spin wave results are adequate to account for the 1/S
order contributions. And in the torque equilibrium for-
mulism, the result becomes
Szz(k, ε) = 1
2
∑
p
δ(ε− ε˜p − ε˜k−p) · (u˜pv˜k−p
+v˜pu˜k−p)2 (69)
The applicability of these approximation have been ex-
amined at length in Ref. 46 for the TLAH model, in
which more details can be found. At the same time, we
also ignore the contributions from the mixed part of the
structure factor and assume that Stot(k, ε) ≈ Sdiag(k, ε).
And the numerical results of the total dynamical struc-
ture factor for the J3-and J4-systems are demonstrated
in Fig. 14, which are obtained based on Eq. (66) and
(69).
The dynamical structure factor for the J3-and J4-
systems are plotted along the same representative sym-
metry paths with the spectral function results. The com-
plicated view of the plot is the consequence of the su-
perposition of three k-modulated A(k, ε) terms and a
background of two Szz(k, ε) terms with the incommen-
surate ordering vector Q. Similar with the spectral func-
tion results, the dynamical structure factor also shows
sharp single-particle peaks as well as the substantial two-
particle continuum contributions. In addition, the spon-
taneous magnon decay induced broadening of the quasi-
particle peaks and the high energy ”antibonding” sin-
gle magnon states are manifested clearly. Although the
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strong decay region is not easy to read from such a com-
plicated demonstration, the nearly flat mode in the J4-
systems is clearly shown. Altogether, the total struc-
ture factor exhibits a complex but consistent landscape
of magnetic excitations with our previous spectrum and
spectral function results.
VIII. DISCUSSION AND CONCLUSION
There are two main motivations for the work presented
in this paper. The first one is to extend and compre-
hend our previously developed spin wave expansion ap-
proach to more realistic multi-parameter cases, where we
can test the applicability of our theory. To accomplish
this, we propose a so-called one-parameter renormaliza-
tion approximation scheme, which can be considered as
a good approximation for the quasi-one dimensional sys-
tems and its applicability can be further verified by the
ordering vector results. Based on this scheme, a series of
magnetic properties can be obtained within the TESWT
and no nonphysical singularities and divergences appear
in the presence of the spin Casimir effect. Not only the
1/S expansion results, but also the linear approximated
torque equilibrium approach can indicate some impor-
tant information such as the QObD effect and the mag-
netic anisotropy induced modification of the FM/spiral
Lifshitz point. Thus, generally speaking, it seems that
the TESWT can efficiently describe the magnetic dy-
namics in the incommensurate noncollinear long-range
ordered magnetic systems where the CSWT may break
down, at least qualitatively. Moreover, the TESWT can
take into account part of the quantum fluctuation effects
even at the linear approximation level, thus may serve as
a more reliable parameter fitting tool than conventional
LSWT. The reliability of the TESWT as a parameter fit-
ting tool has been discussed in detail for Cs2CuCl4 in our
previous work.31 However, for systems concerned in this
article, a quantitative investigation of this issues is still
impracticable due to the lacking of exact measurements
of the exchange parameters.
Our second motivation is to perform a systematic in-
vestigation of the spin wave dynamics of the long-range
ordered quasi-one dimensional J1-J2 system. This sys-
tem has attracted much interest recently due to the
high field spin multipolar phases observed in edge-shared
chain cuprates.16–18 However, the associated spin wave
expansion studies of the related zero field spiral state
was lacking due to the divergent problems caused by spin
Casimir effect. In this work, we perform the calcula-
tion of the excitation spectrum in both the on-shell and
off-shell approximation scheme. The highlights of the
anomalous features of the spectrum that should be ob-
servable in experiments are the substantial broadening of
quasi-particle peaks due to the spontaneous magnon de-
cay and strong deviations from the LSWT results, which
usually serve as foundation of parameter fitting processes
in experiments. Moreover, the dependence of the spin
wave spectrum on the inter-chain coupling and magnetic
anisotropy is uncovered, which may serve as a prob of
different types of coupling. These remarkable distinct
features are qualitative different decay pattern, different
sensitivity to the magnetic anisotropy and the appear-
ance of the nearly flat mode. And to highlight these
differences and compare the on-shell and off-shell results
in the whole BZ, we investigate the magnon decay rate
in both on- and off-shell scheme.
In additional to these physical features, there are also
some methodology related problems in the spectrum cal-
culation such as the ”sudden non-decay region” in the
off-shell results. To clarify these issues, we introduce
the poles function and two-magnon density of states and
perform a detailed calculation at k points in and out-
side this region. And it turns out that the ”sudden
non-decay region” is actually a decay region but with
degenerate ”bonding” and ”antibonding” single-magnon
states, which is consistent with the on-shell predictions.
Other than that, we further investigate the spectral func-
tion as verification to the spectrum results, in which
the degeneration of ”bonding” and ”antibonding” single-
magnon states are directly demonstrated. Furthermore,
we develop the analytical theory of the dynamical struc-
ture factor within the torque equilibrium formulism and
present the explicit numerical results, which complete our
previous analysis and can be considered as guide for the
inelastic neutron scattering experiments.
The present analysis can be straightforwardly gener-
alized to the cases where the frustrated J1-J2 chains are
coupled in a three dimensional manner. The three dimen-
sional coupling can have plentiful rich and varied types,
all of which can suppress the quantum fluctuation effect
and change the dimension of integration in the calcula-
tion of the self-energies. As a consequence, some of our
results can be modified accordingly, such as the spike-
like logarithmic peaks appear in the on-shell spectrum.
However, we expect that the main spontaneous magnon
decay related effects and the sensitivity of the magnetic
dynamics to different types of inter-chain coupling can
still survive due to the quasi-one dimensionality, frus-
trated intra-chain coupling and associated incommensu-
rate long-range spiral order. Moreover, our investigation
can also be directly applied to the large S cases, where
the spin wave prediction is more reliable but the over all
damping will be smaller as a result of the suppression of
the quantum fluctuation due to the large spin length. On
the other hand, the long-range spiral order can be more
robust in the compounds with large spin length. In addi-
tion, as the measurements of the lifetimes of spin expia-
tion in the inelastic neutron and resonant inelastic x-ray
scattering experiments are expected to improve dramat-
ically in the future,48,50 this will allow for the detailed
analysis of the spontaneous magnon decays.
To summarize, we have presented a systematic spin
wave analysis of quasi-one dimensional J1-J2 systems
with different types of inter-chain couplings and XXZ
anisotropy including various static and dynamical mag-
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netic properties. Our results provide the first determi-
nation of the full magnetic properties for the long-range
ordered quasi-one dimensional J1-J2 system within the
framework of TESWT. In addition, these detailed calcu-
lations provide a direct analytical scheme to investigate
the spin dynamics for the realistic materials as well as a
guide for experimental observation of the quasi-one di-
mensional spontaneous magnon decay effects and inter-
chain coupling dependent dynamic features. Thus this
work presents the full landscape of the nonlinear spin
wave dynamics in the quasi-one dimensional FM-AFM
frustrated J1-J2 systems.
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