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ABSTRACT
ELIZABETH C. SHAMSELDIN: Asymptotic Multivariate Kriging Using Estimated
Parameters with Bayesian Prediction Methods for Non-linear Predictands
(Under the direction of Richard L. Smith)
The motivation for this dissertation is the need that often arises in spatial settings to
perform a data transformation to achieve a stationary process and/or variance stabiliza-
tion. The transformation may be a non-linear transformation, and the desired predictand
may be multivariate in that it is necessary to interpolate predictions at multiple sites. We
assume the underlying spatial model is a Gaussian random field with a parametrically spec-
ified covariance structure, but that the predictions of interest are for multivariate nonlinear
functions of the Gaussian field. This induces new complications in the spatial interpolation
known as kriging. For instance, it is no longer possible to derive the predictive distribution
function in closed form.
The underlying process of a spatial model is a stochastic process, and spatial prediction
techniques are founded on the assumption that the realizations come from a Gaussian pro-
cess with a known covariance structure, and known, specified parameters. A difficulty that
arises with traditional kriging methods is the fact that the standard formula for the mean
squared prediction error does not take into account the estimation of the covariance param-
eters. This generally leads to underestimated prediction errors, even if the model is correct.
Smith and Zhu (2004) establish a second-order expansion for predictive distributions in
Gaussian processes with estimated covariances. Here, we establish a similar expansion for
multivariate kriging with non-linear predictands.
Bayesian methods provide a possible resolution to errors encountered through employ-
ing frequentist estimation techniques for obtaining spatial parameters. Bayesian analysis
seeks to utilize prior and nonexperimental sources of information. Bayesian methods evalu-
iii
ate procedures for a repeated sampling experiment of parameters drawn from the posterior
distribution given a set of observed data. An important property of Bayesian methods is
the ability to deal with the uncertainty in a particular model. A Bayesian paradigm enables
a more realistic assessment of the variability inherent in estimating parameters of interest.
Here we explore a Laplace approximation to Bayesian techniques that provides an alterna-
tive to common iterative Bayesian methods, such as Markov Chain Monte Carlo.
The theoretical Bayesian coverage probability bias for prediction intervals is computed
and compared with the plug-in method using the restricted maximum likelihood estimates
of the covariance parameters. The form of the Bayesian predictive distribution can be
expressed as partial derivatives of the restricted log-likelihood. This leads to possible an-
alytical evaluation, and a bootstrap method is explored to obtain predictions for general,
non-linear predictands. The main results are asymptotic formulae for a general, non-linear
predictand for the expected length of a Bayesian prediction interval, which has possible
applications in network design, and for the coverage probability bias, which can lead to
the development of a matching prior. The matching prior may be difficult to compute in
practice. As an alternative, an asymptotic estimator is developed.
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CHAPTER 1
Introduction
Spatial prediction techniques are founded on the assumption that the realizations come
from a Gaussian process with a known covariance structure, and known, specified parame-
ters. Interpolation of the spatial process to points across a network is traditionally achieved
through kriging, a technique for predicting unobserved values of the random field using lin-
ear combinations of the observed variables. Universal kriging is employed when the process
mean is a linear combination of covariates.
A difficulty that arises with traditional kriging methods is the fact that the standard
formula for the mean squared prediction error does not take into account the estimation of
the covariance parameters. Typically, the estimation of the spatial covariance model of the
underlying parameters is performed first, then the model is developed to obtain predictions.
Since the parameter values are treated as known, this generally leads to underestimated pre-
diction errors, even if the model is correct.
Several techniques have been proposed to deal with what is widely assumed to be the
underestimation of the prediction standard errors. Zimmerman and Cressie (1992) and
Stein (1999) have proposed methods for approximating the mean of the prediction errors.
However, these methods are somewhat ad hoc, and it is often assumed that the predictive
distribution is normal. Bayesian techniques have been proposed for these problems as well.
However, there is no specific proof that Bayesian methods are superior.
Smith and Zhu (2004) establish a second-order expansion for predictive distributions in
Gaussian processes with estimated covariances. These issues are examined using second-
order asymptotics to compare the ”plug-in” approach to prediction using ordinary and
universal kriging, to the intervals constructed using Bayesian methods.
Here, we establish a similar expansion for multivariate kriging with non-linear pre-
dictands. The Bayesian coverage probability bias for prediction intervals is computed and
compared with the plug-in method using the restricted maximum likelihood estimates of the
covariance parameters. The form of the Bayesian predictive distribution can be expressed
as partial derivatives of the restricted log-likelihood. This leads to possible analytical eval-
uation, and a boot-strap method is explored to obtain predictions for general, non-linear
predictands.
The main results are explicit formula for a general, non-linear predictand for the ex-
pected length of a Bayesian prediction interval, which has possible applications in network
design, and for the coverage probability bias. Smith and Zhu also proposed a “matching
prior” for which the second-order coverage probability bias goes to zero. Here the existence
of a possible “matching prior” for non-linear predictands is also addressed.
2
CHAPTER 2
Bayesian and Spatial Statistics
2.1 Spatial Statistics
Spatial models are concerned with the underlying covariance structure between a col-
lection of measurements. The underlying process of a spatial model is a stochastic process
Z(s), where s is a location in Rd. Usually d ∈ {1, 2, 3}. Generally, the process is assumed
to be Gaussian with known mean µ and covariance structure Σ which are specified through
the parameter vector θ. Realizations from the process can be expressed as:
Z(s) = µ(s) + e(s)
where e(s) is a zero mean error process.
The basic model assumes that for a finite-dimensional observation vector Z, we have
Z ∼ N(µ,Σ), with Σ the covariance matrix for a constant mean µ. For a model assuming
a mean as a linear function of covariates, the model takes the form Z ∼ N(Xβ,Σ), with X
a matrix of covariates and β a vector of unknown regression coefficients.
2.1.1 Covariance Structures
Often spatial processes are assumed to be stationary and isotropic. A process is station-
ary if the joint distribution of the process evaluated at any set of points is not changed if
all of the points are shifted by h. Particularly, E(Z(s)) = E(Z(s+h)), ie a constant mean.
Also for two locations, si and sj , σ(si, sj) = σ(si + h, sj + h). A process is isotropic if it
is rotation invariant, ie the properties of the process depend only on the distance between
two points and not on their direction.
If the process is stationary and isotropic, the underlying covariance structure can be
modeled using a variogram. The variogram can exist under certain conditions where the
covariance function cannot. The value of the variogram at distance d is the variance of the
difference between two measurements that are distance d apart.
The covariance structure is expressed through a variogram function where
var {Z(s1)− Z(s2)} = 2γ(s1 − s2).
An example is the general form for the power exponential variogram:
γ(si − sj) =

0 if si = sj ,
c0 + c1(1− exp[−(dijφ )κ]) if si 6= sj .
where dij is the euclidean distance between sites si and sj and 0 < κ ≤ 2.
In the model concerning the mean as a linear combination of covariates, the process
is not stationary. However, when constructing prediction using the process of best linear
unbiased prediction, stationarity assumptions are not required. Here a covariance structure
is introduced. For the power exponential model, the corresponding covariance function can
be expressed:
cov{Z(si), Z(sj)} =

σ2(1 + ν) if si = sj
σ2 exp
(
−
(
dij
φ
)κ)
if si 6= sj
(2.1)
where Σ(θ) is a vector of standardized covariances determined by the unknown parameter
vector θ = (σ2, φ, κ). The underlying covariance structure is introduced through V (θ) where
V (θ) is a matrix with diagonal entries 1 + ν and off-diagonal entries vij = exp
(
−(dijφ )κ
)
. φ
is the range parameter, κ is a smoothness parameter, and ν is the nugget effect. The nugget
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effect accounts for the discontinuity at dij = 0, which can be due to measurement error. ν
can be estimated as a part of θ, but it is often assumed to be 0. The above equation can
be expressed Σ = σ2V (θ) where σ2 is an unknown scale parameter.
2.1.2 Kriging
Kriging is a technique for predicting values at unobserved locations within the random
field through linear combinations of the observed variables. Kriging refers to the construc-
tion of a spatial predictor in terms of known model parameters. Ordinary kriging is used
when the mean process is an unknown constant. Universal kriging is applied when the
mean process is a linear combination of covariates.
The universal kriging model can be be written
Z(s) = X(s)β + e(s), E(e(s)) = 0, Cov(e) = V (θ) where V (θ) = [σ(si, sj)] (2.2)
If we write the vector of known observations as Y and the value to be predicted as Y0
where Y0 is a scalar, then we have
 Y
Y0
 ∼ N

 Xβ
xT0 β
 ,
 V (θ) wT (θ)
w(θ) v0(θ)

 (2.3)
where X is the n × p vector of covariates for the observations Y , and x0 is the p × 1 vec-
tor of covariates for the predicted scalar Y0, β is the vector of regression coefficients, and
θ = (σ2, φ, κ) is the vector of covariance parameters.
Universal kriging aims to find a linear predictor Yˆ0:
Yˆ0 = λTY
subject to the condition XTλ = x0.
5
This leads to E
{
(Y0 − Yˆ0)
}
= 0, so the predictor is unbiased. The best linear unbiased
predictor chooses λ to minimize the Mean Squared Prediction Error (MSPE), E
{
(Y0 − Yˆ0)2
}
.
Using Lagrange multipliers, the optimal λ is:
λ(θ) = V −1(θ)w(θ) + V −1(θ)X(XTV −1(θ)X)−1(x0 −XTV −1(θ)w(θ)). (2.4)
with corresponding MSPE:
σ20(θ) = v0(θ)− w(θ)TV −1(θ)w(θ)
+ (x0 −XTV −1(θ)w(θ))T (XTV −1(θ)X)−1(x0 −XTV −1(θ)w(θ)). (2.5)
Thus a definition of the predictive distribution function is
Pr {Y0 ≤ z | Y = y, θ} = ψ(z; y, θ) = Φ
(
z − λ(θ)T y
σ0(θ)
)
Traditional methods estimate the parameters through Least Squares Estimation, Maxi-
mum Likelihood methods (MLE), and Restricted Maximum Likelihood (REML) methods.
REML estimation is based on the joint density of the vector of contrasts, whose distribu-
tion is independent of the population mean (p68, Smith, 2001). The resulting maximum
likelihood estimator based on the joint density of contrast is approximately unbiased, as
opposed to MLE estimators which can be biased.
To solve for the REML estimates, the log likelihood is written
ln(θ) = −n2 log(2pi)−
1
2
log |V (θ)| − 1
2
(Y −Xβ)TV (θ)−1(Y −Xβ) (2.6)
Given θ, we estimate βˆ(θ) = (XTV −1(θ)X)−1 and write G2r(θ) for the corresponding gen-
eralized residual sum of squares
G2r(θ) = Y
T {V −1(θ)− V −1(θ)X(XTV −1(θ)X)−1XTV −1(θ)}Y
6
Then the restricted log likelihood function is given by (Smith, 2001 and Stein, 1999):
l∗n(θ) = −
n− q
2
log(2pi) +
1
2
log |XTX| − 1
2
log |XTV (θ)−1X| − 1
2
log |V (θ)| − 1
2
G2r(θ)
Using the REML estimator θˆ, the REML predictive distribution function is given by:
ψˆ(w; z, θ) = ψ(w; z, θˆ)
2.2 Bayesian Methods
Frequentist methods imagine repeated sampling from the model, the likelihood model,
which defines the probability distribution of the observed data conditional on unknown
parameters (Carlin and Louis, 2000, p 4). Bayesian analysis is the approach to statistics
that formally seeks to utilize prior and nonexperimental sources of information (Berger,
1980, p 3). The Bayesian approach requires a sampling model and a prior distribution
on all unknown parameters in the model. The likelihood and the priors are then used to
compute the posterior distribution, ie the conditional distribution of the parameters given
the observed data. Bayesian methods evaluate procedures for a repeated sampling experi-
ment of parameters drawn from the posterior distribution given a set of observed data. An
important property of Bayesian methods is the ability to deal with the uncertainty in a par-
ticular model. A Bayesian paradigm enables a more realistic assessment of the variability
inherent in estimating parameters of interest. Specific marginal distributions can focus on
specific parameters, and the integration involved ensures that all uncertainties involved in-
fluence the spread and shape of the marginal posterior distribution (Carlin and Louis, p 13).
In parametric inference, the likelihood is specified according to its parameters, θ.
l(θ) ∝ p(x|θ)
Generally, θ is unknown. We can account for the uncertainty in θ by expressing a prior
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distribution for θ, pi(θ), which is the density of θ before x is observed. Using Bayes Theorem,
we can construct the posterior distribution for θ, p(θ|x). Bayes Theorem says
p(θ|x) = p(x|θ)pi(θ)∫
Θ p(x|θ)pi(θ)dθ
where Θ is the sample space of θ. We can then sample from the posterior in order to obtain
estimates for θ.
One of the advantages of Bayesian inference is that it obeys the likelihood principle.
The likelihood principle states that if two different sampling designs yield proportional
likelihoods for θ, then the inference about θ should be the same for each design. Frequentist
inference does not always obey the likelihood principle and different designs can lead to
substantially different conclusions based on the same data.
2.2.1 Markov Chain Monte Carlo (MCMC) Methods
Markov Chain Monte Carlo methods provide a way to sample from a posterior distribu-
tion using an iterative algorithm. This utilizes the idea that the samples from the posterior
distribution will converge to the true distribution.
Gibbs Sampling
Gibbs sampling is a common MCMC method. Gibbs sampling is convenient because it
does not require a closed form for the conditional distributions. Thus the conditionals only
need to be specified up to a normalizing constant. The Gibbs algorithm assumes that the
full conditionals are available for sampling and that under certain conditions (Besag, 1974)
the one-dimensional conditional distributions uniquely determine the full joint distribution
(Ibrahim, 2000 p 171).
For k random variables Y = (Y1, ..., Yk) we write the full conditional distributions as:
p(yi|yj , i 6= j), i = 1, · · · , k
The algorithm starts with a set of arbitrary starting values {Y (0)1 , ..., Y (0)k }. Y (1)1 is
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sampled from the conditional [Y1|Y (0)2 , ..., Y (0)k ]. Next Y (1)2 is sampled from the conditional
[Y2|Y (1)1 , Y (0)3 , ..., Y (0)k ], etc., through sampling Y (1)k from [Yk|Y (1)1 , ..., Y (1)k−1]. This completes
the first sampling iteration and yields (Y (1)1 , ..., Y
(1)
k ). Then the algorithm is repeated using
the first iteration’s values as the starting values.
As shown by Geman and Geman (1984), under suitable conditions,
(Y (t)1 , ..., Y
(t)
k )
d→ [Y1, ..., Yk] as t→∞
We are interested in sampling from the joint posterior distribution [Y1, ..., Yk|x] where
x represents the observed values. The Gibbs sampler requires draws from each of the
univariate conditional distributions p(yi|yj , x, i 6= j). Thus, using the Rao-Blackwellization
technique, Gelfand and Smith (1990), a marginal density estimate of Yi is:
pˆ(yi|x) = 1
K
K∑
j=1
p(yi|y(t)1,j , ..., y(t)i,j , y(t)i+1,j , ..., y(t)k,j , x)
where K is the number of total iterations.
The obvious way to calculate the marginal posterior density of one parameter is to take
the MCMC output and use a kernel density estimator. However, it is better to average the
sequence of conditional densities, as shown here. This is known as the Rao-Blackwellization
technique because of the analogy with the Rao-Blackwell theorem that arises in estimation
theory. However this procedure is only available when the conditional densities are available
in closed form which will not be the case for all MCMC procedures.
Metropolis-Hastings Algorithm
Another widely used MCMC method is the Metropolis-Hastings algorithm. Here we
summarize the technique as outlined in Carlin and Louis ( 2000.) Assume that the true
joint posterior for a parameter U has density p(u) with respect to some measure µ. Choose
an auxiliary function q(v, u) as a candidate or proposal density such that q(,˙u) is a pdf with
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respect to µ for all u and is symmetric for all u, v. Then generate a Markov chain:
1. For the current state of the Markov chain, draw v ∼ q(,˙u), where u = U (t−1)
2. Compute ratio r = p(v)/p(u)
3. If r ≥ 1, set U (t) = v;
If r < 1, set U (t) =

v, with probability r
u with probability 1− r
Note that the joint posterior density p is only needed up to the proportionality constant,
used in computing the acceptance ratio in step 2. In Bayesian appliactions, p(u) ∝ L(u)pi(u)
is a typically available form.
The main theorem for the Metropolis-Hastings method is:
For the Metropolis algorithm outlined above, under certain mild conditions, U (t) d→ U ∼
pas t→ inf.
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CHAPTER 3
Literature Review
3.1 Introduction
With the increasing popularity of Bayesian methods, the field of available literature
is rapidly expanding. Several recent papers highlight advances specific to the aim of this
paper. Berger, De Oliveira, and Sanso´’s 2001 paper considers prior definition specific to the
spatial setting. They also examine coverage probability bias through simulation. Datta and
Ghosh (1995) consider the frequentist coverage probability bias and a general class of priors
that satisfies the matching prior criterion. Levine and Casella (2003) expand on Datta and
Ghosh to develop an algorithm for establishing matching priors through numerical solutions
of partial differential equations.
The field of spatial statistics also encompasses a wide range of methods for dealing with
spatial interpolation. Higdon, Swall, and Kern develop a hierarchical model which incorpo-
rates the uncertainty involved in model specification. Due to the explicit form developed
of the covariance function of the process, the likelihood function for the process can be ex-
pressed at any configuration of points. This lends itself to the Bayesian approach developed
in the current paper.
A motivation for this paper is the necessity of data transformations, possibly non-linear
for multivariate distributions, as well as the univariate transformation explored in Smith,
Kolenikov, and Cox (2003.) The exploration of methods for spatially correlated data, in-
cluding kriging for spatial interpolation, as outlined in Smith, Kolenikov, and Cox is relevant
to the methodology developed here.
Smith and Zhu (2004) consider several properties of predictive inference which while
not limited to spatial processes have useful applications in spatial statistics. Here they
develop a second-order expansion for predictive distributions in Gaussian processes using
estimated covariances where the covariance parameters are obtained using restricted max-
imum likelihood estimated. Smith and Zhu focus on the estimation of quantiles for the
predictive distribution and the application to prediction intervals. They consider both a
“plug-in” approach and a Bayesian approach. The Bayesian approach proves superior in
the tails of the distribution regardless of the prior implemented. The second-order coverage
probability bias is also considered and a frequentist correction is established that has zero
second-order coverage probability bias. This is analogous to the existence of a “matching
prior” for the Bayesian method. Another key result is an expression for the expected length
of a prediction interval. Smith and Zhu provide the original development for the univariate
normal predictive distribution of the methods considered in this dissertation for the non-
linear multivariate case.
The design of network criteria is an important consideration in spatial interpolation.
Zimmerman considers optimal spatial network design for three design objectives. These
include efficient prediction under assumptions of known covariance parameters, estimation
of unknown covariance parameters, and a combination of the two where efficient prediction
is the objective when the covariance parameters are unknown. The methods developed in
this dissertation also consider the case where both covariance parameter estimation and
prediction over unobserved sites is the objective.
In order to work in practice with an unknown or perhaps computationally difficult pre-
dictive distribution, kernel density estimation can be employed. Silverman (1986) provides
a very thorough development of several techniques for kernel density estimation. Here we
detail his general overview of density estimation, including various approaches to choosing
a density and an appropriate smoothing parameter. We take a more detailed look at the
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Epanechnikov kernel which is suitable for the estimation methodology developed in our pa-
per. Park and Marron (1990) more fully compare methods for bandwidth selection, building
on the methods introduced in Silverman.
The methodology outlined in our paper relies on a form of a parametric bootstrap. To
complete our review, we explore some of the methods and literature pertaining to boot-
strapping methods. Efron (2000) provides a basic overview, and compares the accuracy of
bootstrapping techniques to older methods relying on Taylor series approximations.
3.2 Berger, Oliveira, and Sanso´ (2001)
Our paper considers approximations to Bayesian methods, which are dependent on the
prior chosen. Berger, Oliveira, and Sanso´’s 2001 paper considers prior definition specific to
the spatial setting. Coverage probability bias is an important result of the approximations
developed in our paper, and Berger, Oliveira and Sanso´ also examine coverage probability
bias through simulation.
3.2.1 Summary
Spatial data is often modeled using a Gaussian random field, specified by its mean func-
tion and covariance function. The spatial correlation structure is usually specified to be of
a given form, such as exponential or Mate´rn, with a small number of unknown parameters.
When considering Bayesian analysis of these spatial models, it is necessary to determine an
objective prior distribution for the unknown mean and covariance parameters of the random
field.
The aim of this paper is first to show that common choices such as the constant prior
and Jeffrey’s prior often lead to improper distributions for this model. The reference prior
is then developed and shown to yield a proper posterior. Further, the reference prior can
be used for computation of posterior probabilities of hypotheses to compare correlation
functions.
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3.2.2 Introduction
One of the main advantages of Bayesian inference is that the parameter uncertainty is
fully accounted for when performing inference and prediction, even in small samples. Here
objective Bayesian analysis of spatial data utilizing noninformative or conventional priors
for the unknown parameters of the Gaussian field is considered. These priors are often
used because of the difficulty interpreting and thus eliminating the correlation parameters.
Commonly used noninformative priors can result in improper posterior distributions. The
motivation here is to find noninformative priors that lead to proper posterior distributions
and have additional desirable properties. One of these properties is the ability to directly
compute Bayes factors in order to compare possible spatial covariance functions. The choice
of spatial covariance functions can be arbitrary, so it is an easy and powerful method of
comparison that is usually computationally intensive for traditional noninformative priors.
The recommendation here is a noninformative “exact” reference prior. This technique
also appears to apply to numerous nonspatial models with certain mean and covariance
structures, such as standard time series models.
In Berger, Oliveira, and Sanso´’s paper, the spatial model is presented along with certain
spatial correlation functions and explicit results. The general form of the noninformative
prior is considered and the posterior impropriety is discussed along with possible solutions.
The recommended objective prior is introduced, and the formal development and behavior
is presented. The exact reference prior is studied and it is shown that it results in a proper
posterior. Applications and generalizations are also discussed.
The Model
Let {Z(s), s ∈ D ⊆ Rl} be the random field of interest where the data consist of n
observations Z = (Z(s1), ..., Z(sn)) where s1, ..., sn are known sampling locations in D.
Here the interest lies in estimation of the mean and covariance functions, and the predic-
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tion of an unobserved random vector Z0. Assume the Z(·) is a Gaussian random field
with E[Z(s)] = βTf(s) where β = (β1, ..., βp)T are unknown regression coefficients and
f(s) = (f1(s), ..., fp(s))T are known location-dependent covariates. The covariance struc-
ture is cov{Z(s), Z(u)} = σ2Kθ(||s−u||) where || · || denotes the Euclidean distance between
locations s and u, σ2 = Var{Z(s)}, and Kθ(||s − u||) = corr{Z(s), Z(u)} is an isotropic
correlation function.
The likelihood of the model parameters (β, σ2, θ) based on the observed data z is
L(β, σ2, θ; z) = (2piσ2)−
n
2 |Σ−
1
2
θ | × exp
{
− 1
2σ2
(z −Xβ)TΣ−1θ (z −Xβ)
}
where X is the known n×p matrix defined by Xij = fj(si), assumed to be of full rank, and
Σθ defined by Σθ,ij = Kθ(||si − sj)|| is the n× n covariance matrix.
The results apply to general covariance structures with two properties. The covariance
function decreases with distance d = ||s − u|| and the limiting values are 1 at d = 0 and 0
at d = ∞, common associations found in spatial data. A common covariance structure is
the Power Exponential model, as given in Equation (2.1) on page 4.
Improper Priors and Possible Solutions
Improper prior densities for (β, σ2, θ) are considered of the form:
pi(β, σ2, θ) ∝ pi(θ)
(σ2)a
, a ∈ R
The most commonly used version of the noninformative prior is with a = 1 and pi(θ) = 1.
However, this leads to an improper posterior distribution for (β, σ2, θ). This impropriety
also holds for many other common choices of noninformative priors, including the prior with
pi(θ) = 1θ and the Laplace prior pi(β, σ
2, θ) ∝ 1.
There are a variety of possible solutions to consider.
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Proper Priors: This is the most obvious way to guarantee a proper posterior. However, in
the spatial setting, the correlation parameters can be difficult to interpret and thus elicit.
Truncation of the Parameter Space: To avoid difficulties with improper posteriors, bounds
are often placed on the parameter space. This leads to a proper posterior, however often
the ensuing inferences are highly dependent on the actual bounds used.
Vague Proper Priors: Using a vague proper prior, such as the inverse gamma distribution
(IG(, ) with  very small positive hyperparameters) does not guarantee a solution to the
problem. Often the answer is extremely sensitive to the choice of hyperparameters. For
example, the spatial problem that uses IG(, ) prior distribution for θ results in a posterior
for θ that concentrates all its mass near 0.
Transformation of θ This approach transforms θ to a bounded interval through a differ-
entiable, 1-1 transformation g(·) and then placing a noninformative, proper prior on the
transformed parameter. However, this approach is essentially equivalent to choosing a sub-
jective proper prior since choosing the transformation g(·) is equivalent to choosing pi(·).
Jeffreys Prior The most common noninformative prior is the Jeffreys prior. There are two
different Jeffreys priors. The first is the Jeffreys-rule prior, which is the square root of the
determinant of the information matrix. Jeffreys-rule prior uses the information matrix for
all of the model parameters. The second, the independence Jeffreys prior, assumes that
the unknown mean parameters are independent of the unknown covariance parameters and
separately applies the Jeffreys-rule prior to each. In the vast majority of cases, the Jeffreys
prior leads to a proper posterior. However, in the spatial setting when the random field has
an unknown mean level Jeffreys prior fails to yield a proper posterior.
The Reference Prior: The reference prior approach attempts to improve the Jeffreys prior
in multiparameter settings. The reference prior decomposes the problem into conditional,
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lower dimensional problems for which noninformative priors can be computed. However, in
the spatial setting, the reference prior resulted in the same behavior as the independence
Jeffreys prior with respect to posterior propriety.
The following algorithm is often used to define a reference prior. The algorithm (1) finds
a conditional reference prior for any parameters deemed nuisance parameters, (2) integrates
out the nuisance parameters, and (3) finds the marginal reference prior in the integrated
model. Traditionally, this has been done through asymptotic approximation, however for
the spatial setting as well as a larger class of problems concerning a linear component and
particular correlation structures, the approximation fails to give the true reference prior.
Therefore, the traditional algorithm doesn’t work in this setting for the spatial application.
The correct reference prior can be found be carrying out the algorithm using the exact
integrated model. The resulting reference prior, piR(β, σ2, θ) is of the form:
piR(θ) ∝
{
tr[W 2θ ]−
1
n− p(tr[Wθ])
2
}1/2
where a = 1 and Wθ = (( ∂∂θ )Σθ)Σ
−1
θ P
Σ
θ and P
Σ
θ = I − X(XTΣ−1θ X)−1XTΣ−1θ . It is
shown that this prior always yields a proper posterior for (β, σ2, θ) and is the recommended
default prior.
Comparison of the Reference and the Jeffreys-Rule Priors
One way to evaluate default priors is through the study of the resulting frequentist prop-
erties. One type of noninformative prior yields credible sets whose frequentist coverage is
asymptotically as close to optimal as possible is termed a matching prior. Matching priors
can be difficult to find in multivariate settings. Experiences have shown there is substan-
tial evidence that reference priors lead to credible sets with satisfactory frequentist coverage.
A small simulation experiment was performed to investigate the frequentist coverage of
two-tailed Bayesian credible intervals for the range parameter θ. The reference prior and
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the Jeffreys-rule prior are compared. An isotropic Gaussian random field Z(·) is sampled
at n = 25 lattice locations in D = [0, 1] × [0, 1]. Two mean functions are considered, the
constant .15 (dimension p = 1) and .15− .65x− .1y + .9x2 − xy + 1.2y2 (dimension p = 6)
along with three exponential covariance functions, C(d) = .12exp{−d/θ}, where θ is .2, .5,
or 1.0. From each of the 3,000 replications for each of the six possible models, equal-tailed
95% credible intervals are computed for θ based either on the reference or the Jeffreys-rule
prior, with the mean functions treated as constants. The resulting approximate frequentist
coverage probabilities of the intervals are computed. The results show that for small p, (ie
p = 1), the empirical coverage probabilities are reasonable for the reference prior in all cases
except when p = 6 and θ = 1.0. Note here that for θ = 1.0 there is quite strong spatial
correlation which effectively reduces the sample size. In contrast, the frequentist results for
the Jeffreys-rule prior are highly inadequate when p = 6 regardless of the value of θ.
Length and bias of the intervals are also considered. When p = 1 and the coverage
probabilities are acceptable for either prior, the reference prior generally exhibits shorter
intervals. When p = 6, the Jeffreys-rule prior exhibits shorter intervals, however the cover-
age probability for the Jeffreys-rule prior in this case is unacceptable. Examination showed
that the intervals were biased to the left, ie the upper interval was less than θ.
This study does not establish decisively that the reference prior generally yields satisfac-
tory frequentist performance. However it does establish strong evidence that the Jeffreys-
rule prior can be seriously inadequate in terms of frequentist performance.
Model Selection
Choice of a family of covariance functions for the spatial model is often arbitrary, and
even once a family is chosen, choosing the smoothing parameter can be difficult. Bayesian
model selection can help with both of these issues. Standard Bayesian model selection
often cannot be performed with improper priors and more elaborate techniques must be
employed. An exception is when the models being considered have the same invariance
structure up to individual model parameters with proper priors. The spatial model fits this
when (1) the models compared have mean functions of the same structure, (2) the priors
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for the models are of the form pi(β, σ2, θ) ∝ pi(θ)
(σ2)a
, a ∈ R and (3) the priors pi(θ) are proper.
The last two conditions are satisfied by the reference prior when normalized.
When selecting a single model for use, the model with the largest posterior probability
would typically be chosen. When prediction is the goal, as in many spatial settings, model
averaging can yield considerably better results. Model averaging bases the predictions on
the posterior-weighted average of the individual model predictions. The Bayesian approach
accommodates model averaging, which is a considerable strength of the approach.
3.2.3 Conclusion
The basic justification for the use of the reference prior is that it yields a proper pos-
terior. An additional feature is the ability to utilize the reference prior to select a spatial
correlation function. The simulation study performed also suggests that the reference prior
yields credible sets with desirable frequentist coverage in contrast to the Jeffreys-rule prior.
Areas of future interest include various generalizations of the correlation functions to
consider additional parameters such as the nugget effect. Another area of interest is allowing
the smoothness parameter to be completely unknown. The issues to be considered are
whether the resulting posterior is guaranteed to be proper and finding efficient algorithms.
3.3 Datta and Ghosh (1995)
An important results of our paper is the methodology to approximate the coverage
probability bias, and the possibility of a matching prior that results in a coverage probability
bias of zero. Datta and Ghosh (1995) consider the frequentist coverage probability bias and
a general class of priors that satisfies the matching prior criterion.
3.3.1 Summary
Datta and Ghosh compare the reference priors presented by Berger and Bernardo and
the reverse reference priors proposed by J. K. Ghosh. These two classes of priors can
agree under certain conditions. They are also compared under a criterion that requires the
frequentist coverage probability of the posterior region to match a nominal level with a
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remainder of O(n−1). Finally, a general class of priors that satisfies the matching criterion
separately for each parameter is constructed and it is shown how the reference or reverse
reference priors fit within this class of priors.
3.3.2 Introduction
Bayesian methods often use noninformative priors. Two of the most widely used have
their limitations. A uniform (and possibly improper) prior can be noninvariant under trans-
formation or reparameterization. Jefferys’ prior, the positive square root of the determinant
of the Fisher information matrix, is invariant under transformation but can encounter dif-
ficulties if nuisance parameters are involved.
Bernardo introduced the reference prior approach in 1979 by dividing the parameter vec-
tor into parameters of interest and nuisance parameters. This was extended and generalized
by Berger and Bernardo (1989, 1992a,b) who split the parameter vector into two or more
groups according to their importance and define a general algorithm for the construction of
reference priors.
There have been several other proposals in recent years, leading to a wide choice of
noninformative priors. Usually the choice is determined by matching the Bayesian solution
to the frequentist solution. One of the most widely used class of priors is due to Peers (1965)
and are derived by requiring the frequentist coverage probability of the posterior region of
a real-valued parametric function to match the nominal level with a remainder of O(n−1).
A prior satisfying this criterion is deemed a “matching prior.” In practice these priors are
found through the solution to a partial differential equation.
The reverse reference prior is derived by following the algorithm of Berger and Bernardo,
but reversing the parameter of interest and the nuisance parameter. The prior that meets
the matching criterion (Welch and Peers, 1963) under orthogonality is the “reverse refer-
ence prior.” The main focus of this article is to compare the reference priors and the reverse
reference priors. Although reverse reference priors are matching priors under orthogonal-
ity, this is not necessarily true for reference priors. This is illustrated using a lognormal
example. Other proposed priors are also examined to determine if they meet the matching
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criteria. Construction of reference priors in random-effects models is examined, including
necessary and sufficient conditions for satisfaction of the matching criterion.
Reference Priors, Reverse Reference Priors, and Matching Priors
Let the parameter vector θ = (θ1, ..., θk)T be group ordered as θ = (θ(1), ..., θ(m)) where
θ(i) has ni coordinates and
∑m
i=1 ni = k and θ(1) is of more importance than θ(2), etc.
Assume that the Fisher information matrix of θ is
I(θ) = block diagonal (h1(θ), ..., hm(θ))
where hj(θ) is nj×nj and may not be diagonal. Define θC(j) = (θ(1), ..., θ(j−1), θ(j+1), ..., θ(m)
and assume |hj(θ)| = hj1(θ(j))hj2(θC(j)) for nonnegative hj1 and hj2. Then
piR(θ) ≡ piRR(θ) =
m∏
j=1
h
1/2
j1 (θ(j))
To determine whether the reference and the reverse reference priors satisfy the probability-
matching criterion, partition the information matrix as
I(θ1, θ2) =
 Iθ1,θ1 Iθ1,θ2
Iθ2,θ1 Iθ2,θ2

where θ1 is the real-valued parameter of interest and θ2 is the nuisance parameter. It follows
(Peers, 1965) that a prior pi satisfies the matching criterion if and only if it satisfies
∂(piI−1/2θ1θ1·θ2)/∂θ1 −
∑
i
∂[piI−1/2θ1θ1·θ2(I
−1
θ2θ2
Iθ2θ1)i]/∂θi+1 = 0 (3.1)
where Iθ1θ1·θ2 = Iθ1θ1 − Iθ1θ2I−1θ2θ2Iθ2θ1 , θi+1 is the ith element of θ2 and (I−1θ2θ2Iθ2θ1)i denotes
the ith element of I−1θ2θ2Iθ2θ1 .
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3.3.3 Conclusion
In multiparameter problems, reference and reverse reference priors are alternatives to
the commonly used Jeffreys prior. Comparing these priors finds sufficient conditions under
which they are the same. In comparison with respect to the matching criteria, both require
that the parameter of interest be real-valued. Each algorithm for a noninformative prior
has its merits and drawbacks, and the statistician should choose the prior depending on the
requirements of the given problem.
3.4 Levine and Casella (2003)
In our paper, the possible existence of a matching prior is explored. The solution ex-
amined for the possible matching prior requires the solving of partial differential equations.
Levine and Casella (2003) expand on Datta and Ghosh to develop an algorithm for estab-
lishing matching priors through numerical solutions of partial differential equations.
3.4.1 Summary
Nuisance parameters are handled effectively in Bayesian inference as the posterior dis-
tribution can be studied solely in terms of the parameters of interest. There is no general
solution for nuisance parameters in the frequentist paradigm. Levine and Casella discuss
two approaches to construct a general procedure for frequentist elimination of nuisance
parameters through the use of matching priors. Matching priors are developed through
solving a partial differential equation. Here Levine and Casella do not present any new
theory on the topic, but rather explore numerical algorithms for solving partial differential
equations. A numerical/Monte Carlo algorithm for obtaining a matching prior is presented
as a solution to the appropriate partial differential equation.
3.4.2 Introduction
Suppose the parameter vector θ is divided into the parameter vector of interest, θ1, and
a vector of nuisance parameters, θ2. Given an observation X from the sampling distribution
f(x; θ1, θ2) and a prior density pi(θ1, θ2) for θ. Bayes rule is used to calculate the posterior
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pi(θ1, θ2|x) and inferences about θ1 can be drawn from the marginal distribution pi(θ1|x).
The marginal distribution is calculated from:
pi(θ1|x) =
∫
pi(θ1, θ2|x)dθ2 ∝
∫
L(θ1, θ2|x)dθ2
where L(θ1, θ2|x) is the likelihood function.
From the frequentist standpoint the removal of the nuisance parameters can be com-
plicated. One approach develops procedures in which the relevant sampling distributions
do not depend on the nuisance parameters. For this approach, a general solution is not
typically available.
Here the two approaches are combined. The Bayesian marginalization method is used
to eliminate the nuisance parameter in a way as to maintain the frequentist inferences. This
is done through specifying a prior for which the posterior quantiles have frequentist validity
up to O(n−1). The prior under which Bayesian inferences have approximate frequentist
validity is called a matching prior. Matching priors were first introduced by Welsh and
Peers (1963) who showed that posterior quantiles have approximate frequentist coverage
for priors that satisfy a particular partial differential equation in θ. Except under certain
conditions, the solutions to the differential equations can be difficult to obtain analytically
and numerical solutions must be considered.
In this paper, methods for constructing matching priors when closed form solutions are
not available are described and analytical solutions are presented. The numerical algorithm
for obtaining the matching prior is presented and it is shown how to implement Monte
Carlo techniques to use these priors for posterior inferences. The techniques are illustrated
through examples, including a random effects model, logistic regression, and a beta-binomial
model.
Matching Priors
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Define X1, ..., Xn to represent iid random variables with common density f(x; θ) where
θ = (θ1, θ2). Consider, for simplicity, the two-parameter model with θ1 the parameter of
interest and θ2 the nuisance parameter. Let Di = ∂∂θ1 for i = 1, 2 and define:
a20 = −Eθ{D21lnf(X1; θ)} a02 = −Eθ{D22lnf(X1; θ)}, a11 = −Eθ{D1D2lnf(X1; θ)}
B = a20a211/a02, g(θ) = a11/(a02/B
1
2 ), and h(θ) = B−
1
2
Datta and Ghosh (1995) show that the matching prior satisfies the partial differential
equation:
D2
(
a11
a02B
1
2
pi(θ)
)
−D1
(
pi(θ)
B
1
2
)
= 0.
Note that this is the same results found in Equation (3.1) in Datta and Ghosh (1995),
expressed in the former in terms of the log-likelihood.
Thus if pi(θ) satisfies the above equation then for α ∈ (0, 1)
α = prpi{θ1 ≥ zα(X)|X} = prθ{θ1 ≥ zα(X)|X}+O(n−1)
where zα(X) is the upper α confidence point, prpi{·|X} is the posterior probability of θ1
under pi, and prθ{·} is the probability distribution of X under θ.
The solution to the preceding equation is one way to construct a matching prior. The
equation can be solved analytically in simple circumstances including the normal model,
random effects models, and exponential regression. A solution to the above equation always
exists but closed-form expressions are not readily available in most cases. Here methods
are suggested for finding solutions to partial differential equation when analytical solutions
are not readily available.
24
3.4.3 Solutions of the Partial Differential Equation
The partial differential equation can be rewritten as a first-order linear differential equa-
tion. Thus,
D2
(
a11
a02B
1
2
pi(θ)
)
−D1
(
pi(θ)
B
1
2
)
= 0.
becomes
g(θ)D2pi(θ)− h(θ)D1pi(θ) + {D2g(θ)−D1h(θ)}pi(θ) = 0.
Partial differential equations of this form are solvable by Colton’s algorithm if g(θ) and
h(θ) are not complex. If g(θ) and h(θ) are complex a numerical solution is attainable using
the method of characteristics.
In the method of characteristics, the parameters are transformed to continuously differ-
entiable functions, ξ = λ(θ1, θ2), η = ψ(θ1, θ2), with nonzero Jacobian
J(ξ, ψ) =
∂λ
∂θ1
∂ψ
∂θ2
− ∂ψ
∂θ2
∂λ
∂θ1
λ(θ1, θ2) is the implicit solution to the ordinary differential equation, called the characteristic
equation, dθ2dθ1 =
g(θ)
−h(θ) . If λ is chosen so that λ(θ1, θ2) = θ1 then g(θ)D2pi(θ)−h(θ)D1pi(θ) +
{D2g(θ)−D1h(θ)}pi(θ) = 0 is reduced to:
∂w(ξ, η)
∂ξ
+
D2g(θ)−D1h(θ)
−h(θ) w(ξ, η) = 0
where the solution is:
pi(θ1, θ2) = exp
{
−
∫
D2g(ξ, η)−D1h(ξ, η)
−h(ξ, η) dξ
}
/κ(η)
where κ(η) is an arbitrary function of η, g(ξ, η) = g(θ1, θ2(ξ, η)), and h(ξ, η) = h(θ1, θ2(ξ, η))
where θ2(ξ, η) is determined by solving the original transformations. However, the trans-
formation may not be easily solvable to yield the inverse transformation θ2(ξ, η). The
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characteristic equation may be solvable only numerically. The transformations between
the (ξ, η) and (θ1, θ2) spaces may not be trivial. Thus numerical techniques for using the
method of characteristics to obtain numerical forms of the matching prior is explored.
The method of characteristics requires the solution of two ordinary differential equations
as well as a transformation of variables. Note that the solution to dθ2dθ1 =
g(θ)
−h(θ) takes the
form θ2 = θ2(θ1) + c for some constant c. Setting c to ξ(θ1, θ2) the transformation is
ξ = θ1, η = θ2 − θ2(θ1)
The algorithm for solving g(θ)D2pi(θ)−h(θ)D1pi(θ)+{D2g(θ)−D1h(θ)}pi(θ) = 0 numerically
is
Step 1. Solve the characteristic equation numerically to obtain the solution θ2(θ1).
Step 2. Transform (θ1, θ2) to (ξ, η).
Step 3. Solve ∂w(ξ,η)∂ξ +
D2g(θ)−D1h(θ)
−h(θ) w(ξ, η) = 0 numerically to obtain the solution
w(ξ, η).
Step 4. Back-transform (ξ, η) to (θ1, θ2) to obtain the solution pi(θ1, θ2).
The numerical solution obtained in Step 4 is the matching prior. Appropriate boundary
conditions must be imposed to ensure that the resulting solutions to the partial differential
equations are distributions.
The matching prior can be used to construct confidence intervals in the presence of
nuisance parameters, and provides frequentist validity to Bayesian credible sets. Since the
prior that results from the algorithm does not have a closed form expression, a Monte Carlo
sampling procedure is used to generate samples from the posterior distribution. Using
the fact that the posterior distribution is proportional to the likelihood times the prior,
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where a closed form expression for the likelihood is available, a random walk Metropolis-
Hastings algorithm can be used to generate the samples from the posterior. A Markov chain
θ(1), ..., θ(T ) is generated via a Metropolis-Hastings algorithm with the candidate distribution
being a random walk. The algorithm generates samples in the transformed space λ = (ξ, η)
and the results are back-transformed to generate the desired sample. Using starting values
λ(0) = (ξ(0), η(0)) the algorithm is
Step 1. Generate a Un(-1,1) random variate U .
Step 2. Set yt = λ(t−1) + U .
Step 3. Solve ∂w(ξ,η)∂ξ +
D2g(θ)−D1h(θ)
−h(θ) w(ξ, η) = 0 numerically for w
(t)(ξ, yt(2)), where
yt(2) is the second component of yt.
Step 4. Back-transform yt to θ∗ = (θ
(t)
1 , θ
(t)
2 ) to obtain pi
(t)(θ∗).
Step 5. Take
θ(t) =

θ∗ with probability min{1, L(θ∗|x)pi(t)(θ∗)
L(θ(t−1)|x)pi(t)(θ(t−1))},
θ(t−1) otherwise.
Step 6. Repeat Steps 1-5 until convergence.
Finally, compute (1−α) posterior percentiles for θ1 from the generated sample {θ(t)1 }.
3.4.4 Conclusion
The problem dealt with in this paper is often solved using a two-stage process. The first
stage finds the numerical values of the matching priors and the second stage uses these values
to compute the posterior distribution. The numerical approach presented here overcomes
the difficulties in the two-stage process by combining them into the unified Metropolis-
Hastings algorithm. The routine is of general applicability, and can be extended to the case
of three or more parameters, but may require substantial computing time. The matching
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prior is sought for its values frequentist properties, but matching priors are also a viable
default prior for Bayesian inference.
3.5 Smith, Kolinekov, and Cox (2003)
The exploration of spatial models and methods, including linear and possibly non-linear
data transformations for predictands, is a main motivation of the current paper. The EM
algorithm developed by Smith, Kolenikov, and Cox is not detailed here as it is a divergence
from the methods explored in the current research presented in this paper. However, the
exploration of methods for spatially correlated data, including kriging for spatial interpo-
lation, as outlined in Smith, Kolenikov, and Cox is relevant to the methodology developed
here.
3.5.1 Summary
Smith, Kolenikov, and Cox propose a method of analyzing spatio-temporal data through
decomposition into deterministic nonparametric functions of time and space, linear func-
tions of other covariates, and a random component that is spatially (though not temporally)
correlated. To account for missing data, they employ a novel approach through a variant
of the expectation-maximization (EM) algorithm. The results are applied to three south-
eastern U.S. states in the PM2.5 network established by the United States Environmental
Protection Agency (USEPA.)
3.5.2 Introduction
Classical theory of spatial statistics is generally primarily concerned with a single real-
ization from a spatially correlated stochastic process. More recently there has been need to
extend this to spatio-temporal processes, correlated in both time and space. Many forms
of geophysical data fall in between these extremes as space-time processes whose random
component is spatially but not temporally correlated. These processes pose various issues,
one of which is the treatment of missing data, which is addressed by Smith, Kolenikov,
and Cox. The application explored is motivated by the analysis of PM2.5 data, which is
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monitored by the USEPA for standards on air pollutants.
Preliminary analysis suggested that the PM2.5 field could be represented as the sum
of nonparametric spatial and temporal trends, together with a random component that is
spatially (but not temporally) correlated. Smith, Kolenikov, and Cox were able to estimate
the weekly average PM2.5 at any point by using geostatistical methods to interpolate the
random component. This allowed the estimation of derived quantities such as the long-term
average at any site. Questions of interest is the uncertainty of the estimation procedure
and how to deal with the somewhat high proportion (28%) of missing data.
Two methods are outlined to address dealing with the missing data. One can calculate
an exact likelihood function through computing and inverting the spatial covariance ma-
trix for each week’s data for a pure spatial model. This is computationally inefficient, and
may not work for spatial models with a temporal component. Alternatively they explore a
method that uses the expectation-maximization (EM) algorithm to account for the condi-
tional distribution of the missing observations, which may be used to obtained approximate
maximum likelihood estimators.
3.5.3 Building the Model
Preliminary analysis found the need for a variance stabilizing transformation, and ul-
timately the square root transformation was chosen for the PM2.5 data. Due to the time
frame of the data, one year, a full seasonal or long-term trend analysis is not performed.
No meteorological effects are incorporated, but two non-parametric approaches are consid-
ered. The first is to model each weekly mean as a ”week effect” as in standard analysis of
variance, and the second is to use a smooth function to represent the weekly trend over the
whole year. The smoothing approach used B-splines to approximate an unknown smooth
function as the weighted sum of the basis functions:
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B(x) =

3|x|3−6x2+4
6 , −1 ≤ x ≤ 1
(2−|x|)3
6 , 1 < |x| ≤ 2
0, 2 < |x|
fˆ(t) = α0 + ΣKk=1αkδk(t), t ∈ [0, T ], δk(t) = B
[
K
T
(
t− Tk
K
)]
Based on this analysis, they provisionally concluded that a common time trend may be
applied to all of the stations, but shifted up or down by a constant based on the location
and land use of the station.
The spatial trend was also estimated non-parametrically using the bivariate version of
splines, thin-plate splines. The basis function evaluated at the point (x, y) is
Ψ(x, y) = r2logr
where r =
√
x2 + y2 is the distance from the origin, ie the knot of the spline. The overall
spatial trend is represented as:
ψx,y = β0 + β1x+ β2y + ΣJj=1βj+2Ψ(x− x(j), y − y(j))
where (x(j), y(j)) denote the coordinates of the jth knot.
One approach, used here, is to take J as the smoothing parameter, which forces ψx,y to
be smoother by restricting the number of knots. For a given J , the 74 monitoring locations
are grouped into J clusters, and the cluster centers are used to be the knots of the spline.
The additive terms that account for differences in the landscape of the observation sites can
be thought of as a component of the spatial trend.
These different models are compared simply by fitting an OLS regression model, ignoring
spatial and temporal correlation, and use AIC and BIC for model selection. A few of the
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overall conclusions were:
1. The square root transformation was the best in all cases where directly compared.
2. The weekly trend is best modeled by a simple week effect, giving a better fit to the
data than any B-splines considered.
It was also concluded that there was no temporal autocorrelation, and a purely spatial
analysis was appropriate. Spatial correlation was investigated through the variogram, un-
der assumptions of stationarity and isotropy. A visual inspection of the variograms found
significant differences between states and between seasons, there was evidence of a nugget
effect but no evidence of a ”sill” where the variogram leveled off, and the general charac-
teristics of the variograms of the standardized data were similar.
The EM algorithm developed by Smith, Kolenikov, and Cox is not detailed here as it
is a divergence from the methods explored in the current research presented in this paper.
However, the consideration of spatial models, including possible data transformations and
the investigation of spatial trends through various diagnostics, are a main motivation for
this paper.
3.5.4 Conclusion
Smith, Kolenikov, and Cox proposed a model for spatial-temporal data where the field
is represented by a sum of three fixed components and a random component, where the
random component is spatially but not temporally correlated. A kriging methodology takes
into account the fixed as well as random model components, and the estimation procedure
emphasizes simultaneous estimation of the fixed and random model components. The EM
algorithm developed in their paper produced results comparable to the true MLE.
3.6 Smith and Zhu (2004)
Smith and Zhu establish a second-order expansion for predictive distributions in Gaus-
sian processes. They consider using covariance parameter estimates obtained through
REML estimation in a plug-in approach as well as Bayesian methods. The estimation
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of quantiles for the predictive distribution and the application to prediction intervals is the
main focus. Their development leads to a calculation of the second-order coverage proba-
bility bias that lends itself to the possible existence of a matching prior where the coverage
probability bias is zero. Also developed is a frequentist correction that leads to a coverage
probability bias of zero, which is analogous to the existence of a matching prior. Smith and
Zhu provide the original development for the univariate normal predictive distribution of
the methods considered in this dissertation for the non-linear multivariate case.
3.6.1 Univariate Normal Case
The coverage probability bias and expected length of a Bayesian prediction interval for-
mulae developed in Smith and Zhu are constructed for the linear predictand. They consider
the case of a scalar Y0, so the G() function of interest is the predictive distribution function,
ψ(z;Z, θ), derived from universal kriging.
Smith and Zhu consider the predictive distribution function ψ(z;Z, θ). Let ψ∗ denote
either the plug-in estimator of ψ, which we write as ψˆ, or the Bayesian estimator, ψ˜ as
defined in Equation (4.3). Assume that ψ∗ has an expansion containing a linear term in
θ − θˆ and a quadratic term in θ − θˆ:
ψ∗(z;Y ) = ψ(z;Y, θ) + n−
1
2R(z, Y ) + n−1S(z, Y ) + op(n−1) (3.2)
For both the plug-in and the Bayesian method, the components of R and S can be calculated
explicitly, using a Taylor expansion for the plug-in approach and a combination of Taylor
and Laplace for the Bayesian approach.
3.6.2 Length of the Prediction Interval
Asymptotic arguments show that, for the true and estimated P-quantiles of the pre-
dictive distribution zP and z∗P , where zˆP is the plug-in estimate and z˜
∗
P is the Bayesian
estimate, the length of the prediction interval is:
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z∗P − zP = −n−1/2
R(zP , Y )
ψ′(zP ;Y, θ)
+ n−1
[
R(zP , Y )R
′
(zP , Y )
ψ′2(zP ;Y, θ)
− 1
2
R2(zP , Y )ψ
′′
(zP ;Y, θ)
ψ′3(zP ;Y, θ)
− S(zP , Y )
ψ′(zP ;Y, θ)
]
+ op(n−1)
(3.3)
where ψ′ = ∂ψ∂z .
3.6.3 Developing the Expansion Terms
Recall the notation from Equation (4.4). Using some further notation, write
Ui = n
1
2Zi,
Uij = nκij + n
1
2Zij ,
Uijk = nκijk + n
1
2Zijk
where κij , κijk are non-random and Zi, Zij , Zijk are random with mean 0.
Also, let κi,j = E{ZiZj}, κij,k = E{ZijZk}. Note by κi,j = −κij and is the (i, j) entry of
the normalized Fisher information matrix which we assume is invertible with inverse entries
κi,j .
For zˆP ,
R = κi,jZiψj
S = κi,jκk,lZikZjψl +
1
2
κi,rκj,sκk,tκijkZrZsψt +
1
2
κi,jκk,lZiZkψjl
where S for zˆP is further denoted S1.
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For z˜P , the corresponding expression is:
S2 = S1 +
1
2
κijkκ
i,jκk,lψl + (
1
2
ψij + ψiQj)κi,j
where Q(θ) is the log of the prior, pi(θ).
The development of these expansions by Smith and Zhu allows comparison with stan-
dard frequentist correction procedures. It also allows for the selection of design criterion
based on expected length and coverage probability. As expected, the Bayesian prediction
interval provides more accurate coverage but at the cost of a larger prediction interval length.
3.6.4 Coverage Probability Bias
The coverage probability bias is the expected value of ψ(z∗P ;Y, θ)− ψ(zP ;Y, θ), where
ψ(z∗P ;Y, θ)− ψ(zP ;Y, θ) = −n−1/2R(zP , Y )
+ n−1
[
R(zP , Y )R
′
(zP , Y )
ψ′(zP ;Y, θ)
− S(zP , Y )
]
+ op(n−1) (3.4)
3.6.5 Matching Prior
An interesting development is that the coverage probability bias can be reduced to a
form (Smith, 2004) that suggests a matching prior. It may be possible to chose a prior, pi,
so that the expectations of the O(n−1/2) and O(n−1) terms in the second-order coverage
probability bias defined in Section (3.6.4) are zero. This an important result because while
it may be difficult or impratical to compute the matching prior, it lends itself to assisting
in prior selection based on how closely the different forms of standard priors (Jeffreys, ref-
erence prior, etc.) come to the matching prior.
Smith and Zhu (2004) also explore an additional estimator as an alternative to solving
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possibly complex differential equations in order to find the exact form of the matching prior,
similar to the asymptotic frequentist approach to prediction problems of Barndorff-Nielsen
and Cox (1996). They consider the estimator z†P , which is a form of the asymptotic bias
expressed in Equation (3.4) and includes a frequentist correction term developed by Harville
and Jaske (1992) and Zimmerman and Cressie (1992):
z†P = zˆP − n−1 ×
asymptotic bias
φ(Φ−1(P ))
(3.5)
In order to calculate the coverage probability bias or the expected length of the predic-
tion interval, the calculation of moments of various expressions involving R, S, and their
derivatives is needed. By the asymptotic formulae, these can be expressed in terms of the
derivatives of ψ and other quantities that are explicit functions of the Gaussian process.
3.6.6 Conclusion
The key results of Smith and Zhu’s 2004 paper are expressions for the coverage probabil-
ity bias and the expected length of a prediction interval for both the plug-in and Bayesian
predictors. This is established for a Gaussian process with a mean that is a combination
of linear regressors and a parametrically specified covariance. The possible existence of a
matching prior is considered, as well as a frequentist correction that allows for a second-
order coverage probability bias of zero. This dissertation expands these methods to the
analogous non-linear multivariate predictands, such as those motivated by the methods
established in Smith, Kolenikov, and Cox (2003).
3.7 Zimmerman, D. L. (2006)
Spatial data is affected by the network configuration of measurement sites. Zimmerman
establishes criteria for network design that emphasize the utility of the network for interpo-
lation through kriging of unobserved sites. This is done for the case where spatial covariance
parameters are assumed known. This is contrasted with criteria that emphasize estimation
of parameters. Examples are outlined that show that the two main design objectives results
in quite different optimal designs.
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3.7.1 Introduction
Generally, kriging is the ultimate objective of geostatistical analysis. Therefore most
developments of network design have emphasized the utility of the designs with regards to
prediction, usually under the assumption that the covariance function (or semi-variogram)
is known. The design criteria are generally the average kriging variance or the maximum
kriging variance over the region of interest. Zimmerman considers three designs. The first
two compare the design objectives of prediction assuming known dependence and prediction
using efficient estimation of the dependence parameters. These two methods often lead to
very different optimal designs. The third is a hybrid design, whose optimality is compared
to the other two methods.
3.7.2 Kriging with Known Dependence Parameters
The spatial model framework for this method is identical to the treatment of kriging
with known parameters developed in Section (4.2.1). Write σ2K(s0) as the kriging variance.
Let S be the set of all possible points where measurements may be taken within the region
of interest D. The two most commonly used design criteria are the average kriging variance
and the maximum kriging variance, maxsSσ2K(s0):
1
S
∫
D
σ2K(s0)ds or
1
SΣiSσ
2
K(si)ds
An n-point design is optimal with respect to either criteria if it minimizes the critierion
over all possible n-point designs, with each point taken from S.
A design that minimizes K(θ) for a given θ is called a “locally K-optimal” design, where
K represents kriging. Note that if the mean is known, the K-optimal design would minimize
the maximum distance between the design points and the prediction sites. This prevents
any prediction site from being too far from any design point, which is intuitive.
In the examples outlined in Zimmerman, the designs that minimized the average and the
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designs that minimized the maximum kriging variance behaved very similarly. The overall
conclusion was that the strength of the spatial correlation had relatively little effect on the
K-optimal design. However, the choice of mean had a large effect.
3.7.3 Design for the Estimation of Dependence Parameters
The case is considered where it is desired to design a network that is optimal in estimat-
ing θ, the parameter vector pertaining to the covariance function. Miller and Zimmerman
(1999) propose maximizing the determinant of the information matrix associated with a
nonlinear generalized least squares estimator of θ. Zhu and Stein (2005) consider a simi-
lar approach which maximizes the determinant of the information matrix from either the
maximum likelihood or residual maximum likelihood estimator of θ. The idea behind these
approaches is that under regularity conditions the inverse of the information matrix is the
asymptotic covariance matrix of the corresponding estimator of θ. Thus it provides a rea-
sonable approximation to the determinant of the intractable mean squared error matrix for
sufficiently large samples.
The overall conclusion from the examples explored in Zimmerman is that for purposes
of good estimation of covariance parameters a design should have a greater number of small
lags than will occur in a completely random point arrangement or in a K-optimal design.
In contrast to the K-optimal design, it appears that the existence of some small lags in the
design is not useful for prediction with known covariance parameters, but is very useful in
the precise estimation of covariance parameters.
3.7.4 Hybrid Design
Zimmerman also considers a hybrid design, which involves empirical best linear unbi-
ased prediction. The variance of E-BLUP’s predicition error, m2(s0, θ) is estimated, and the
approximation in Harville and Jeske (1992) and Zimmerman and Cressie (1992) is entailed.
The design that minimizes the maximum value of the E-BLUP’s asymptotic approximate
prediction error variance over all sites in S is investigated. This design is called an empirical
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kriging design, e.g. EK-optimal design.
3.7.5 Conclusion
The comparison of the EK-optimal design to its counterpart K-optimal design shows
them very similar on a global scale, in terms of overall spatial coverage and extent. Also, a
modest number of very small lags in the design is beneficial for empirical prediction, while
of no use for prediction with known parameters, as is seen in the design criteria considered
for the design for the estimation of dependence parameters.
3.8 Higdon, Swall, and Kern (1998)
The field of spatial statistics also encompasses a wide range of methods for dealing
with spatial interpolation. Higdon, Swall, and Kern develop a hierarchical model which
incorporates the uncertainty involved in model specification. Due to the explicit form
developed of the covariance function of the process, the likelihood function for the process
can be expressed at any configuration of points. This lends itself to the Bayesian approach
developed in the current paper.
3.8.1 Summary
Traditional variogram model accounts for spatial dependence. Realistically, assumption
of constant (variance) spatial dependence structure is often violated, as is the assumption of
stationarity. Higdon, Swall, and Kern present a model that allows the spatial dependence
structure to vary as a function of location and also develop a hierarchical model which
incorporates the uncertainty involved in the specification. The model is applied in a toxic
waste application.
3.8.2 Introduction
The backbone of modeling spatial data is using a Gaussian process. It is common to
model spatial dependence through the covariogram function, which models covariance be-
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tween two points only as a function of the distance between them. This yields a stationary
random field, which if invariant under rotation is also isotropic. Assuming both stationarity
and isotropic can be natural if the region of interest is small. Some cases arise where het-
erogeneous spatial covariance structures need to be considered. Here, an alternative model
is proposed which accounts for heterogeneity based on a Moving Average specification of
a Gaussian process. A hierarchical modeling structure is used so that uncertainty may be
assessed. A large subset of stationary spatial processes may be represented as a moving
average of a Gaussian white noise process - ie a white noise process convolved with a kernel.
Here the kernel is characterized so that it evolves over spatial location.
3.8.3 Specifying Covariance Structure
If a stationary Gaussian process z(s) has correlogram of the form ρ(d):
ρ(d) =
∫
k(s)k(s− d)ds
then the process can be expressed as the convolution of a Gaussian white noise process x(s)
with convolution kernel k(s):
z(s) =
∫
k(s− u)x(u)du
Higdon, Swall, and Kern focus on the two-dimensional standard normal kernel:
k(s) =
1
2pi
exp(−1
2
sT s)
This leads to the Gaussian correlation function in two-dimension:
ρ(d) = exp(−dTd)
This representation can be extended to the bivariate normal kernel:
k(s; Σ) =
1
2pi
|Σ|−12 exp(−1
2
sTΣs)
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Parameterizing
Σ(s) =
 a2 ρab
ρab b2
 , Σ(s′) =
 a′2 ρ′a′b′
ρ′a′b′ b′2

This leads to the correlation function
ρ(s, s′) ∝ 1
q1
exp
{
− 1
q2
(s− s′)TW (s− s′)
}
where
W =
 b2 + b′2 −(ρab+ ρ′a′b′)
−(ρab+ ρ′a′b′) a2 + a′2

q1 = 2piaa′bb′sqrt(1− ρ2)(1− ρ′2)
√
−(ρ
2 − 1)b2 + (ρ′2 − 1)b′2
(ρ2 − 1)(ρ′2 − 1)b2b′2 ×√
2ρρ′aa′bb′ + a2((ρ2 − 1)b2 − b′2) + a′2((ρ′2 − 1)b′2 − b2
a2a′2((ρ2 − 1)b2 + (ρ′2 − 1)b′2)
q2 = −2(ρρ′aa′bb′ + a2((ρ2 − 1)b2 − b′2) + a′2((ρ′2 − 1)b′2 − b2))
Since Σ(s) depends on location s in a parametrically specified way, then the covariance
function can be written down explicitly. This is an explicit example of a nonstationary pro-
cess that can be written in a fully parametric way, illustrating the point that the methods
outlined in the current paper are not restricted to the stationary process.
3.9 Silverman (1986)
In the current paper, we develop the methodology for working with an unknown or
perhaps computationally difficult predictive distribution. Kernel density estimation is em-
ployed as an appropriate technique for the situation of the multivariate and possibly non-
linear predictand. Silverman (1986) provides a very thorough development of several tech-
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niques for kernel density estimation. Here we detail his general overview of density esti-
mation, including various approaches to choosing a density and an appropriate smoothing
parameter. We look in detail at the Epanechnikov kernel which is suitable for the estimation
methodology developed in our paper.
3.9.1 Density Estimation
If a probability density function f(z|θ) is unknown or is of a form not easily manipu-
lated, in order to determine P (a < Z < b), a kernel density can be chosen. A kernel density
is needed to obtain estimates of the derivatives of the distribution function, with respect
to both θ and the prediction point z. Density estimation can be performed utilizing the
proper kernel, and the empirical cdf estimated using the kernel density.
For density f ,
f(z) = lim
h→0
1
2h
P (z − h < z + h)
which is approximated by
fˆ(z) =
1
2nh
[no.ziin(z − h, z + h)]
Let K be the kernel density, with cumulative distribution function K1 where K = K ′1.
Therefore, f(x) is approximate by:
fˆ(z) =
1
nh
Σni=1K(
z − x
h
) (3.6)
where h is the bandwidth. Note that the cdf is approximated by 1nΣ
n
i=1K1(
z−x
h ).
3.9.2 Measures of Discrepancy
When considering estimation at a single point z, a natural measure of the discrepancy
between the estimator density fˆ and the true density f is the mean square error, MSE:
MSEz(fˆ) = E{fˆ(z)− f(z)}2
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= {E[fˆ(z)− f(z)]}2 + var[fˆ(z)]
The most widely used measure of the global accuracy of the estimator density fˆ is the
mean integrated square error, MISE:
MISEz(fˆ) = E
∫
{fˆ(z)− f(z)}2dz
Since the integrand is non-negative, the order of the integral and the expectation can be
reversed to yield:
MISEz(fˆ) =
∫
E{fˆ(z)− f(z)}2dz
=
∫
E[fˆ(z)− f(z)]2dz +
∫
var[fˆ(z)]dz
which expresses MISE as the sum of the integrated squared bias and the integrated variance.
3.9.3 Choosing a Kernel Density
Possible candidates for the kernel density include the univariate normal or the Epanech-
nikov Kernel, a truncated quadratic of the form (Silverman, 1986):
Ke(t) =

3
4
√
5
(
1− 15 t2
) −√5 ≤ t ≤ √5
0 otherwise.
Here t = (x−xi)h , where h is the window width and the xi’s are the values of the independent
variable in the data. x is the value of the scalar independent variable for which one seeks
an estimate. The Epanechnikov kernel takes the form in Figure (3.1).
Note the the cumulative distribution function, noted here as K1, of the Epachnenikov kernel
is:
42
−2 −1 0 1 2
0.
00
0.
10
0.
20
0.
30
Epanechnikov Kernel
t
Va
lu
e 
of
 K
er
ne
l
Figure 3.1: Density of the Epanechnikov Kernel
K1(t) =

3
4
√
5
(
t− 115 t3
)
+ 0.5 −√5 ≤ t ≤ √5
0 otherwise.
The CDF of the Epanechnikov function takes the form in Figure (3.2).
3.9.4 Choosing a Smoothing Parameter
Choosing h correctly is important. h is determined in part by sample size. For large
n, there’s a corresponding small h. If a very small value of h is used in an attempt to
eliminate bias, the integrated variance will become large. Conversely, choosing a large h
will reduce the random variation but possibly at the expense of introducing systematic bias
(Silverman, 1986.) The ideal value of the window width h can be chosen by using the h
which minimizes the approximate mean integrated squared error. Define hopt (Silverman)
where
hopt = k
− 2
5
2
[∫
K(t2)dt
] 1
5
[∫
f ′′(x)2dx
]− 1
5
n−
1
5 (3.7)
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Figure 3.2: Cumulative Distribution of the Epanechnikov Function
where k2 is the variance of the distribution associated with kernel density K.
Note that the theoretical optimal bandwidth will be a multiple of
∫
f ′′(x)2dx, which is
proportional to σ, and is based on sample size. There are several ways to estimate σ. A
natural approach is to use a standard family of distributions, such as the normal distribution
with variance σ2, to assign a value to the
∫
f ′′(x)2dx term. Let φ be the standard normal
density, then:
∫
f ′′(x)2dx = σ−5
∫
φ′′(x)2dx
=
3
8
pi−
1
2σ−5
≈ 0.212σ−5
If a normal kernel is being used, the smoothing parameter hopt from Equation (3.7)
would be:
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hopt = (4pi)−
1
10
3
8
pi−
1
2σn−
1
5
=
(
4
3
) 1
5
σn−
1
5
= 1.06σn−
1
5 (3.8)
A quick way to select the smoothing parameter is to estimate σ from the data and then
substitute the estimate into Equation (3.8).
There are also alternative estimates for hopt using more robust measures of spread that
tend to yield better results. For example, Equation (3.8) can be written in terms of the
interquartile range, R, of the underlying normal distribution. This leads to:
hopt = 0.79Rn−
1
5
However, basing hopt on the interquartile range can oversmooth for bimodal distributions.
Thus, an adaptive estimate of the spread can be used to yield the benefits of both estimates:
A = min(σ, IQR/1.34)
For a Gaussian kernel, this leads to the choice
h = 0.9An−1/5
which yields a mean integrated square error within 10% of the optimum for t-distributions,
log-normal with skewness up to approximately 1.8, and for the normal mixture with sep-
aration up to 3 standard deviations. For samples over size 100, this smoothing parameter
will do well for a wide range of densities, is trivial to evaluate, and will usually clearly show
skewness or bimodality.
Some use these methods as a basis to choose σ in a non-normal setting. However, σh is
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not based on a normal kernel, rather it is based on the data density. Theoretical experts
in kernel density estimation believe that this method is not optimal. Rather, one should
estimate f ′′ and use (f ′′)2 to estimate σ. Note, H(Y0) is possibly a non-linear combination,
but is a combination of multivariate normal vectors. Therefore in this context, it is rea-
sonable to assume a normal data density for the selection of hopt. If f ∼ N(,˙σ), f ′′ can be
determined analytically.
Asymptotic theory uses slightly larger bandwidth. f ′′ is arbitrarily estimated and the
resulting σ is plugged into the formula for hopt.
Least-squares cross-validation
An automatic method for choosing the smoothing parameter is least-squares cross-
validation. Given any estimator fˆ of density f , the integrated square error can be written:
∫
(fˆ − f)2 =
∫
fˆ2 − 2
∫
fˆf +
∫
f2
The ideal choice of bandwidth will minimize the integrated square error, which corresponds
to minimizing
R(fˆ) =
∫
fˆ2 − 2
∫
fˆf
An estimate of R(fˆ) can be constructed from the data.
∫
fˆ can be determined from the
estimate fˆ . Define fˆ−i to be the estimate constructed from all of the data points excluding
Zi:
fˆ−i(z) = (n− 1)−1h−1Σj 6=iK{h−1(z − Zj)}
Define
M0(h) =
∫
fˆ2 − 2n−1Σifˆ−i(Zi)
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The score M0 depends only on the data. Least-squares cross-validation minimizes the score
M0 over h.
3.10 Park and Marron (1990)
An important consideration in density estimation is the selection of the smoothing pa-
rameter. Park, and Marron (1990) more fully compare methods for bandwidth selection,
building on the methods introduced in Silverman.
3.10.1 Summary
Kernel density estimation is often used to explore the distribution structure of unknown
populations. Practical application of kernel density estimation is very dependent on the
proper selection of the smoothing parameter, or bandwidth. There are many methods in use
for selecting the appropriate bandwidth. An efficient and objective method of determining
an appropriate bandwidth using data would enhance the usefulness of density estimation.
In Park and Marron, three data-driven methods are compared through asymptotic rates of
convergence and through a simulation study. It is seen that when the underlying density is
smooth, the plug-in method is the most efficient. However it is less robust when smoothness
is not present.
3.10.2 Overview
Least squares cross-validation is one of the most popular methods of bandwidth se-
lection. Its asymptotic properties provide convergence to the optimum under very weak
conditions, however its performance suffers with sample variability. In the plug-in method,
parameter estimates are “plugged-in” to an asymptotic representation of the optimal band-
width. Biased cross-validation is a hybrid of the former two methods which utilizes a score
function. The score function is minimized as in cross-validation, but is also data-driven
through using the plug-in method. This provides less sample variability than the original
least squares cross-validation method.
An understanding of the asymptotic performance of each of the methods is obtained
through examining the asymptotic rates of convergence of the bandwidths to the optimum.
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The rate of convergence of the density estimator to the density is dependent on the amount
of smoothness of the underlying density. The main results shows that under certain as-
sumptions on the underlying density, the plug-in bandwidth dominates the limit. There is
some trade-off for this due to the fact that for small amounts of smoothness least squares
cross-validation is the most effective, analogous to the trade-off in robustness theory. When
smoothness is present, an asymptotic pay-off of reduced variability is present for biased
cross-validation and the plug-in rules. However when there is not enough smoothness, it is
much less effective. Thus it is found that cross-validation is more robust at the cost of some
efficiency whereas the plug-in method is more efficient under stronger assumptions.
3.10.3 Details
The mean integrated squared error, MISE(h) = E
∫
(fˆh − f)2 is a common method of
assessing the performance of a density estimator. hMISE is the minimizer of MISE(h).
hˆCV, the least squares cross-validation bandwidth, is the minimizer of the cross validation
function
CV (h) = R(fˆh)− 2n−1Σnj=1fˆj,h(Xj) (3.9)
where for g(x), R(g) =
∫
g(x)2dx and fˆj,h denotes the leave-one-out kernel estimator con-
structed with Xj deleted. For definiteness, hˆCV is taken to be the largest local minimizer
over the range.
The biased cross-validated bandwidth utilizes the fact that when f has a Ho¨lder-
continuous, square-integrable second-derivative, the asymptotic representation of MISE(h)
is
AMISE(h) = n−1h−1
∫
K2 + h4σ4KR(f
′′)/4
The biased cross-validated bandwidth hˆBCV is the minimizer over the range of the estimate
of AMISE(h) obtained by replacing R(f”) by R(fˆh”) - n−1h−5R(K ′′).
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The plug-in estimator for the bandwidth, hˆPI , is the root (when it exists, the largest
root is there is more than one) over the range of
h = {R(K)/σ4KRˆf ′′(aλˆ(h))}1/5n−1/5
where λˆ is an n1/2 consistent estimate of λ, the scale of f and
aλ(h) = C3(K)C4(g1)λ3/13h10/13
with g1 taken to be the normal density and
C3(K) = {18R(K(4)σ8K/σ4K∗KR(K)2}1/13
and
C4 = {R(f)R(f ′′)2/R(f (3))2}1/13
3.10.4 Conclusion
The results of the simulation study in Park and Marron showed superior performance of
the plug-in estimator hˆPI. This was also demonstrated theoretically in the derivations found
in the paper. The cross-validation bandwidth estimator, hˆCV yielded unreasonable results
that were undersmoothed, possibly due to small-scale clustering in the data. The biased
cross-validation estimator, hˆBCV, performed much better, giving reasonable bandwidths.
However it was too variable to allow for construction of the density estimates as shown
in the paper’s Figure 2. Overall, the plug-in estimator hˆPI performed much better than
expected, and yielded big dividends in the real data situations explored in Park and Marron’s
examples.
3.11 Efron (2000)
The methodology outlined in our paper relies on a form of a parametric bootstrap in
order to obtain estimates of the prediction density. To complete our review, we explore
some of the methods and literature pertaining to bootstrapping methods. Efron (2000)
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provides a basic overview, and compares the accuracy of bootstrapping techniques to older
methods relying on Taylor series approximations.
3.11.1 Summary
Efron looks at the changing pace of mathematics in the face of ever increasing computing
power. The capabilities of modern statistical computing, which are infinite relative to past
methods, can be verified through a bootstrap example. Much effort has been spent to
justify the theoretical basis for the bootstrap. Here, Efron outlines the basic principles,
summarizing an application of nonparametric maximum likelihood estimation.
1. Assume the data have been obtained by random sampling from some unknown prob-
ability distribution F .
2. The goal is the estimation of the parameter of interest θ with some statistic θˆ.
3. We wish to know σF , the standard error of θˆ when sampling from F .
4. σF is approximated by σFˆ
The Monte Carlo routine for estimating θˆ∗ provides a way of evaluating σFˆ without go-
ing through the computationally more complex Taylor series approximations used in other
methods. Some of the advantages of this approach when compared to the Taylor series
approach include the ease of use, higher accuracy, and generality.
The bootstrap was first developed as ”an explanation for the success of an older method-
ology, the jackknife.” The bootstrap and the Quenouille-Tukey jackknife undertake the same
underlying tasks: routine calculation of biases and standard errors. The more recent devel-
opment has been the automatic calculation of bootstrap confidence intervals. Of concern
is how to obtain second-order accuracy with the bootstrap methods. Hall (1988) verified
the second-order accuracy of the bias-corrected and accelerated bootstrap confidence inter-
val developed by Efron (1987). One limitation of the bootstrap is less accurate coverage
in small-sample non-parametric situations. The discussion and process of connecting the
bootstrap with the fundamental ideas of statistical theory continues.
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Efron compares the frequentist bootstrap method to the Bayesian Markov chain Monte
Carlo method. He connects the use of uninformative priors to the theoretical basis for the
bootstrap. Efron concludes with an example using the bootstrap to obtain a bias-corrected
estimate of R2 for a regression model that required quite a bit of data mining to obtain the
original R2.
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CHAPTER 4
Prediction of Gaussian Fields with Unknown
Covariance Structure
4.1 Introduction
Many spatial prediction techniques are founded on the assumption that the realizations
come from a Gaussian process with a known covariance structure and known, specified pa-
rameters. Interpolation of Z(s) to points of the measuring network is traditionally achieved
through the linear prediction technique known as kriging. Traditional methods estimate the
parameters through Least Squares Estimation, Maximum Likelihood methods (MLE), and
Restricted Maximum Likelihood (REML) methods. However, kriging using a covariance
structure with covariance parameter estimates obtained through these techniques ignores
possible error introduced through estimating the covariance parameters. Due to this, inter-
val estimates constructed using mean squared prediction errors (MSPE) are expected to be
too short.
We propose Bayesian methods as a possible resolution. However, it is unknown in gen-
eral whether a Bayesian Prediction Interval (PI) or a frequentist Prediction Interval comes
closer to nominal coverage probability. A simulation experiment using an Gaussian pro-
cess with an underlying power exponential covariance structure is employed to test three
approaches. The first approach employs traditional kriging methods using Restricted Max-
imum Likelihood (REML) estimators for the covariance parameters. The second approach
implements Bayesian methods via Markov Chain Monte Carlo (MCMC) methods. A third
approach, which could provide an alternative implementation, using an analytical Laplace
approximation method is outlined. Prediction Intervals are generated and compared for
each approach. All three approaches are run 100 times and the empirical coverage proba-
bilities are computed.
4.2 Estimation
This sections outlines the methods behind each of the three estimation techniques.
4.2.1 Traditional Kriging Using REML Estimates
To consider traditional kriging methods, parameter estimates θ = (φ, σ2, κ), for the
power exponential spatial covariance structure, were obtained using Restricted Maximum
Likelihood estimation. REML estimation is based on the joint density of the vector of con-
trasts, whose distribution is independent of the population mean. The resulting maximum
likelihood estimator based on the joint density of contrast is approximately unbiased. The
log-likelihood is written as in Equation (2.6), and the parameter estimates are obtained as
outlined following the expression of Equation (2.6). Point predictions are obtained via the
kriging techniques outlined in Section (2.1.2) using the REML parameter estimates.
4.2.2 Bayesian Prediction
The main advantage of using Bayesian prediction methods is the ability to account for
parameter uncertainty, even with small sample sizes as we have here with n = 16.
For notational convenience we define Y ∗ =
 Y
Y0
 where Y is an n-dimensional vec-
tor of observations, and Y0 is an unobserved scalar prediction. X and x0 are dimensions
n timesq and q× 1 matrices of known regressors, with β an unknown q× 1 vector of regres-
sion coefficients. V (θ), w(θ), and v(θ) are covariance elements that are known functions of
an unknown p-dimensional parameter vector θ.
 Y
Y0
 ∼ N

 Xβ
xT0 β
 ,
 V (θ) wT (θ)
w(θ) v0(θ)


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becomes
Y ∗ ∼ N(X∗β, V ∗)
We assume a uniform prior on β, and a prior density on θ of the form eQ(θ) for some function
Q. Recall θ = (σ2, φ, κ) is the vector of covariance parameters. The Bayesian predictive
density of Y0 given Y is then given by
p(Y0|Y ) =
∫
f(Y ∗|β, θ)eQ(θ)dβdθ∫
f(Y |β, θ)eQ(θ)dβdθ
Through analytic integration with respect to β and routine manipulation it can be shown
(Smith and Zhu, 2004) that
p(Y0|Y ) =
∫
ψ(Y0;Y, θ)eQ(θ)eln(θ)dθ∫
eQ(θ)eln(θ)dθ
where ln(θ) is the restricted log likelihood and the function of θ to be predicted is ψ(Y0;Y, θ) =
(2piσ20)
−1/2exp
{
−12
(
Y0−λTY
σ0
)2}
with
λ(θ) = V −1(θ)w(θ) + V −1(θ)X(XTV −1(θ)X)−1(x0 −XTV −1(θ)w(θ))
and corresponding MSPE:
σ20 = v0 − wTV −1w + (x0 −XTV −1w)T (XTV −1X)−1(x0 −XTV −1w).
where V (θ), v0(θ) and w(θ) are written as V, v0, and w for ease of notation.
4.2.3 Laplace’s Method
Bayesian posterior approximation techniques are first order approximations. Laplace’s
method offers an expansion technique which uses Taylor series to obtain posterior estimates
(Ibrahim, 2000). Laplace’s integral formula offers a second order approximation for a multi-
dimensional integral that includes a leading term and an expansion term. Consider the
formula:
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I =
∫
f(θ)e−ng(θ)dθ
where g(θ) = −ln(θ)n with g(θ) is minimized uniquely at θˆ and g and f are at least four
times continuously differentiable on a neighborhood of θˆ. Here we write f for f(θˆ), fi for
∂f
∂θi
|θ=θˆ, fij for ∂
2f
∂θi∂θj
|θ=θˆ, etc. In the case of g we assume gi = 0 for all i and that the
matrix with entries {gij}, denoted by G, is positive definite and has an inverse G−1 with
entries {gij}, using summation notation. The general form and regularity conditions can be
found in Bleistein and Handelsman’s book (1986), which was the source of the formula below
I =
(
2pi
n
)p/2
e−ng|G|−1/2 ·
{
f − 1
8n
fgijk`g
ijgk` +
1
8n
fgijkg`mqg
ijgk`gmq
+
1
12n
fgijkg`mqg
i`gjmgkq +
1
2n
fijg
ij − 1
2n
gijkf`g
ijgk` +O(n−2)
}
. (4.1)
This is the main result in Chapter 8 of Bleistein and Handelsman (1986), specifically, equa-
tions (8.3.50)–(8.3.55).
The application we are interested in here is the form found in the Bayesian predictive
posterior:
ψ˜ =
∫
ψ(Y0;Y, θ)eQ(θ)e−ng(θ)dθ∫
eQ(θ)e−ng(θ)dθ
=
I1
I2
(4.2)
ψ is the function of θ whose posterior expectation we wish to evaluate, eQ(θ) is the prior,
and e−ng(θ) is the likelihood expressed in terms of n.
Applying (4.1) separately to I1 and I2 and rearranging terms, Smith (1999) derived the
formula
ψ˜ = ψˆ + Dˆ +Op(n−2) (4.3)
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where
D = 1
2
UijkψlU
ijUkl − 1
2
(ψij + 2ψiQj)U ij (4.4)
and Dˆ indicates the evaluation of D at θˆ. Notationally, superscripts denote components of
vectors, such as θi denoting the ith component of θ. Subscripts will indicate differentiation
with respect to the components of θ, ie Qi = ∂Q∂θi . Also, let Ui =
∂ln(θ)
∂θi
, Uij =
∂2ln(θ)
∂θi∂θj
, etc,
and U ij is the (i, j) entry of the inverse of the matrix whose (i, j) entry is Uij .
This result was derived earlier by Lindley (1980) using different reasoning.
This direct approximation for a Bayes estimator is an alternative to MCMC methods.
Consider the distribution function of a random variable Z, ψ(zα; θ), where zα is the α-
quantile of the distribution. This leads to construction of prediction intervals. For the
Bayesian prediction intervals, we define z˜α, an approximation to the Bayesian quantile with
the same order of accuracy as Lindley’s formula for the Bayesian distribution function. z˜α
is based on a Taylor expansion of the inverse distribution function, such that ψ˜(z˜α) = α
and
z˜α = zˆα − Dˆ(zˆα)
ψˆ′(zˆα)
+Op(n−3/2) (4.5)
where ψˆ′(zˆα) = ∂ψ∂z .
4.3 Simulation
A random plane of 16 location values was simulated on a plane (0, 2)X(0, 2). This was
done in R using the function Psim to simulate a Binomial spatial point process.
Using the 16 location values denoted 1-G in Figure (4.1), corresponding observation values
Y were simulated:
Y (s) = XT (s)β + S(s)
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Figure 4.1: Gaussian Random Field of Prediction Locations
X(s) is column vector with entries 1, s1, s2 where s1 and s2 are the coordinates at site s.
β =

1
2
3
 and S(s) is a stationary Gaussian process with mean 0 and variance σ2 = 1
(partial sill) and a correlation function parametrized by φ = 1 (range parameter) through
a powered exponential spatial covariance structure:
cov{Y (s1), Y (s2)} = σ2(exp(−dij
φ
)κ)
Values κ = 0.5, κ = 1.0, and κ = 1.5 were initially considered for the scale parameter. No
nugget effect was incorporated. As detailed in Section (4.3.4), the κ parameter proved to
be unstable in the Laplace approximation technique, so for the sake of comparison, κ was
held fixed at 1.0. Note that fixing κ = 1.0 in the powered exponential model is equivalent
to using an exponential model:
cov{Y (s1), Y (s2)} = σ2(exp(−dij
φ
))
For each of the estimation techniques, the model was re-estimated 16 times to predict
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Y at each of the 16 locations using the other 15 sites. Yˆ(i) = X(i)β + e(i) represents the
prediction at site i using the covariate matrix and parameter estimates constructed without
the ith observation.
4.3.1 Prediction with Traditional Kriging
Traditional universal kriging methods were used to find prediction estimates for each of
the 16 locations. Kriging predictions were obtained at each site using the REML covariance
parameter estimates σˆ and φˆ obtained through the joint density of the 15 remaining sites.
Using the corresponding MSPEs, 95% prediction intervals were constructed for each site.
The simulated Y value was then compared to the prediction interval to determine whether
or not the prediction interval contained the true value. The simulation of Y values and
REML estimation leading to kriging predictions was run 100 times. The resulting empirical
coverage probabilities for the theoretical 95% prediction intervals were computed.
4.3.2 Kriging with True Parameter Values
To investigate the error introduced into the model through estimating the parameters
in the covariance structure, the kriging predictions using the true parameters φ = 1 and
σ = 1 used in the original simulation were also found. κ here is treated as fixed at 1.0.
The resulting empirical coverage probabilities were computed and compared to the em-
pirical coverage probabilities for kriging using the REML estimates.
4.3.3 Prediction using Bayesian Methods
To consider Bayesian methods, Gibbs sampling was used to find prediction estimates
for each of the 16 locations using WinBUGS software. For each value of κ, three chains of
length 1000 with a burn-in of 250 were run, with the REML estimates used as initial values
for the chains. β was assigned a flat prior, and flat priors were assigned to the remaining
parameters as follows:
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σ ∼ unif(0.0005, 5)
φ ∼ unif(0.0005, 12)
Improper priors, such as pi(τ) ∼ 1/τ , and noninformative priors, such as pi(φ) = 1, can
lead to improper posterior distributions. It can also lead to non-convergence of the MCMC
simulations, with parameter values going to infinity (Berger, De Oliveira, and Sanso´, 2001).
One of the main advantages of Bayesian inference is that the parameter uncertainty is
fully accounted for when performing inference and prediction, even in small samples. Here
Bayesian analysis of spatial data utilizing noninformative conventional priors for the un-
known parameters of the Gaussian field is considered, and ultimately yields satisfactory
results. A possible area of future research is to consider the performance of the Bayesian
techniques explored here under various different priors.
Values for the predicted Yˆ were sampled from the above posterior distribution under
these conditions. The expression for the Bayesian predictive density,
p(Y0|Y ) =
∫
ψ(Y0;Y, θ)eQ(θ)eln(θ)dθ∫
eQ(θ)eln(θ)dθ
can be approximated through MCMC samples, expressed as:
Eθ|Y ψ(Y0;Y, θ) ≈
1
N
N∑
j=1
ψ(Y0|θ(j)) (4.6)
where the right-hand side of Equation (4.6) is an estimate of the left-hand side based on
the MCMC sample and ψ(Y0;Y, θ) is the predictive distribution function.
95% prediction intervals were constructed for each site. The simulated Y value was then
compared to the prediction interval to determine whether or not the prediction interval
contained the true value. Gibbs sampling was run for all 100 simulated measurements. The
resulting empirical coverage probabilities for the theoretical 95% prediction intervals were
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computed.
4.3.4 Prediction through Laplace Approximation
A Laplace approximation was performed by applying the correction term defined in
Equation (4.4) to the zˆP estimates obtained through REML estimation. Due to erratic
behavior in the estimation of the parameter κ in the powered exponential model, a simpler
model, defined as the exponential model where κ = 1, was used. Under the exponential
model, the scale parameter σ and the range parameter φ are estimated using REML esti-
mation while κ is treated as fixed and known.
4.4 Laplace, Bayesian and Plug-In Methods Prediction Em-
pirical Coverage Results
For the exponential covariance structure, where κ is fixed at 1.0, the empirical prediction
interval coverage for the kriging prediction using the true parameters is near the theoretical
95% coverage as expected. The Bayesian methods also produced empirical coverage results
around 95%, with a range of 86% to 99%, and an Average Empirical Coverage (AEC) of
94.8%. The kriging prediction empirical coverage probabilities obtained using the REML
estimates for the covariance parameters σ and φ are much lower than 95%, with values rang-
ing from 64% to 89% and an Average Empirical Coverage of 81.4%. This discrepancy can
be attributed to the error introduced into the model through the estimates of the covariance
parameters. It can also be due to the fact that REML theory is based on asymptotics and
becomes unreliable for small samples.
The Laplace approximation technique shows a definite improvement over the empirical
coverage probability obtained through kriging with the REML parameter estimates of σ and
φ, with κ fixed at 1.0 for the exponential covariance model. The Laplace approximation
technique increased the empirical coverage probability to an Average Empirical Coverage
of 92.9% with a range of 87% to 98% coverage.
An issue to note with the Laplace approximation technique is the sometimes erratic
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Probabilities
behavior of the estimation. In some cases, the correction produced extremely large correc-
tions to the REML estimates of the percentiles, often reversing the direction of the lower
and upper bounds of the prediction intervals. This can perhaps be attributed to the REML
estimates hitting the bounds set in the optimization algorithm, and also to the fact that the
theory is based on asymptotics and may be unreliable for small samples. In the cases where
the Laplace approximation produced unreliable estimates, specifically the approximation
led to lower bounds for the prediction interval that were larger than the upper bounds,
the REML percentile values were used for the empirical coverage probabilities. An area
for future study is the cause of and adjustment for the sometimes erratic behavior of the
Laplace approximation. If a suitable correction can be found, it is reasonable to assume
that the empirical coverage probabilities may improve even beyond the improvements over
the REML coverage probabilities seen here.
It is also to be noted that some improvement can be seen within the REML estimation
when calculating empirical probabilities after taking into account whether or not the REML
estimates of the parameters hit or exceeded the imposed bounds. Bounds on the covariance
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parameters were imposed for the sake of the simulation to avoid numerical overflow in the
approximation calculations and also to allow for a comparison between the interpolation
methods. Slightly higher overall empirical coverage probabilities is seen, ranging from 64%
to 94% across the 16 sites, with an Average Empirical Coverage of 85.4%. A topic for fu-
ture investigation is the robustness of the Bayesian methods and the Laplace approximation
technique to different boundary conditions.
4.4.1 Future Considerations for the Laplace Approximation Technique
Another area where an improvement over the Laplace approximation may benefit is in
the 3-parameter structure, the powered exponential model. If the cause of the sometimes
erratic results can be found, there is evidence that the Laplace technique can greatly improve
on the kriging results obtained with REML estimates. This can be seen in the simulation
comparing the Bayesian method to the REML results in the 3-parameter model with κ =
0.5, 1.0, and 1.5, and is a problem for future investigation. This section compares the results
of kriging with REML estimates for all three parameters σ, φ, and κ with Bayesian methods
for the 3-parameter powered exponential model. Under the 3 parameter model, priors were
assigned as follows in the Bayesian method:
τ ∼ gamma(0.001, 0.001)
φ ∼ unif(0.0005, 12)
κ ∼ unif(0.0005, 2)
where τ is the inversion parameter 1
σ2
.
For κ = 0.5, both the true parameter values and the Bayesian methods produce empirical
coverage probabilities around 95%, as seen in the 2 parameter case where κ is fixed at 1.0.
The kriging prediction empirical coverage probabilities obtained using the REML estimates
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for κ = 0.5
for the covariance parameters are much lower, with values ranging from 65% to 80%. The
empirical coverage probabilities can be seen in Figure (4.3).
For κ = 1.0, the results for kriging using the true parameter values and the Bayesian
methods are around 95% as seen in the case of κ = 0.5. As before, the kriging prediction
empirical coverage probabilities obtained using the REML estimates for the covariance
parameters are much lower than 95%, with values ranging from 77% to 89%. Once again,
this discrepancy can be attributed to the error introduced into the model through the
estimates of the covariance parameters and the unrealiability of REML when dealing with
small sample sizes. Both the true parameter values and the Bayesian methods produce
empirical coverage probabilities around 95%, as seen in the 2 parameter case where κ is
fixed at 1.0. The empirical coverage probabilities can be seen in Figure (4.4).
For κ = 1.5, the results for kriging using the true parameter values and the Bayesian
methods are around 95% as seen in the case of κ = 0.5 and κ = 1.5. The empirical coverage
probabilities can be seen in Figure (4.5).
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Figure 4.4: Comparison of Bayesian and Plug-In Methods Empirical Coverage Probabilities
for κ = 1.0
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Figure 4.5: Comparison of Bayesian and Plug-In Methods Empirical Coverage Probabilities
for κ = 1.5
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4.5 Conclusion
The empirical coverage probabilities for the intervals produced using the known true
parameters are close to 95% as expected. However, for κ = 0.5 and κ = 1.0, the empiri-
cal coverage probabilities show that the intervals produced using the parameters obtained
through REML estimation are exhibiting undercoverage.
In contrast, the empirical coverage probabilities for the Bayesian estimates show that the
prediction intervals obtained are exhibiting coverage probabilities close to the theoretical
coverage probability. The empirical coverage probabilities obtained by applying the Laplace
approximation technique also exhibit results close to the theoretical coverage probabilities.
Although this is a short preliminary study, the main point is to show that prediction
coverage probabilities can be substantially underestimated when using estimated parameters
by the REML method, but appear to be fully satisfactory when using the Bayesian method
and the Laplace approximation. These results for the Bayesian methods are consistent
with earlier studies on kriging with estimated parameters, such as Zimmerman and Cressie
(1992) or Stein (1999). The idea of using Bayesian methods to obtain superior covarage
probability has been suggested previously (e.g. by Handcock and Stein (1993) and Berger,
et al. 2001). Berger et al and Stein both suggested that there is small coverage probability
bias in the Bayesian method, and their corresponding simulations supported this. To our
knowledge, this has never been systematically verified by theoretical arguments, except for
in special cases, as in those outlined in Stein (1985). Questions for future study include
whether the use of reference priors, as advocated by Berger et al. (2001), would lead to
even better agreement between the nominal and actual coverage probabilities of Bayesian
prediction intervals.
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CHAPTER 5
Non-linear Predictand and Multivariate Kriging
5.1 Motivation
The motivation behind consideration of the non-linear predictand in the spatial setting
is found in considering a necessary preliminary transformation. Ordinary Least Squares
Regression, the simplest way of performing model comparison, ignores the possible effects
of spatial and/or temporal correlation. In kriging, it is common to apply an initial transfor-
mation, such as the square root or a logarithmic transformation, to achieve better goodness
of fit to a Gaussian process. The prediction intervals for a single observation are easily
calculated. First a prediction interval is calculated for a normally distributed variable and
then the transformation is inverted. However for multiple predictions or a prediction that
depends on multiple locations, it is not as straightforward. Consider Z =
∑m
j=1 h(Y0,j)
where Y0,j is the jth component of the vector Y0 of predictions and h() is nonlinear. There
is no direct application of Gaussian-process theory to find an exact prediction interval for
Z in the case of a nonlinear predictand.
An example arose recently in Smith, Kolenikov, and Cox (2003) where a variance-
stabilizing transformation, the square root transformation, was desired. In this case, the
nonlinear h function was a square and the quantity being predicted was an annual mean
of PM2.5, equivalent to a sum of daily values, at a particular location. A Gaussian process
model was fitted to the square root of PM2.5 itself and it is not possible to represent the
annual mean PM2.5 as a linear function of a Gaussian process. The issues raised are quite
typical in applications of spatial statistics to atmospheric pollution data.
This expands on Smith and Zhu’s examination of the coverage probability bias in the
univariate predictand case.
The starting point for Bayesian analysis for scalar Y0:
P (Y0 < z|Y ) =
∫ ∫
P (z|Y, β, θ)f(θ|Y, β)pi(β, θ)dβdθ∫ ∫
f(θ|Y, β)pi(β, θ)dβdθ
Through analytic integration with respect to β and routine manipulation it can be shown
that
P (Y0 < z|Y ) =
∫
G(z|Y, θ)el∗n(θ|Y )eQ(θ)dθ∫
eln∗(θ|Y )eQ(θ)dθ
where l∗n(θ) is the restricted log likelihood, Q(θ) =log(pi(θ)), and define G(z|Y, θ) as the
predictive distribution function of θ based universal kriging to be predicted.
5.2 Non-linear Predictand
In the multivariate case, the predictand can be written as
H(Y0) =
m∑
j=1
h(Y0,j) (5.1)
where h(·) is a linear kriging function, such as h(y) = y2 as in Smith, Kolenikov and Cox,
and H(·) is a more general transformation function, not necessarily of additive linear func-
tions.
Of interest is the cumulative predictive distribution function:
G(z;Y, θ) = P{H(Yo) ≤ z|Y, θ} (5.2)
where H =
∑m
j=1 h(Y0,j) or H = H(Y0) is the predictand of interest, such as the data
transformation used.
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5.3 Multivariate Universal Kriging
The universal kriging model can be be written as in Equation (2.2) on page 5.
For multivariate kriging where Y0 is a vector of m predictions
Y0 =

Y0,1
.
.
Y0,m

and Cov


Y0,1
.
.
Y0,m


=

σ11 ... σ1m
. ... .
σ1m ... σmm

Let V0 denote the covariance matrix of Y0 above.
The joint distribution of Y and Y0 is
 Y
Y0
 ∼ N

 Xβ
x0β
 ,
 V τ
τT V0


where x0 is a matrix of predictand locations, and possibly other regressors, and τ is a matrix
of covariance elements.
The predictive distribution of Y0|Y is N [ΛTY, V0] where Λ is a matrix of universal kriging
weights such that E(Yj |Y ) = ΛTj Y and E(Y0|Y ) = ΛTY :
λ(θ) = V −1(θ)w(θ) + V −1(θ)X(XTV −1(θ)X)−1(x0 −XTV −1(θ)w(θ))
as derived in Equation (2.4).
The prediction error covariance matrix is then derived from:
E
[
(zi − λTi Y )(zj − λTj Y )
]
= σij − λTi τj − λTj τi + λTi V λj
= σij − τTj V −1τi
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+ (xi −XTV −1τi)T (XTV −1X)−1(xj −XTV −1τj)
and can be written
E
[
(Y0 − ΛTY )(Y0 − λTY )T
]
= V0 − ΛT τ − τTΛ + ΛTV Λ
= V0 − τTV −1τ
+ (x0 −XTV −1τ)T (XTV −1X)−1(x0 −XTV −1τ)
E
[
(Y0 − ΛTY )(Y0 − λTY )T
]
is subsequently referred to as Σ(θ).
5.3.1 A Key Identity
A key identity, detailed in this section, is that the non-linear case, defining G(z|Y, θ) =
P (H(Y0) ≤ z|Y, θ) as the universal kriging function to be predicted for non-linear predictand
H(Y0) and Y0 a vector of predictions, takes a form similar to the form in Smith and Zhu
(2004) for the univariate case:
P (H(Y0) < z|Y ) =
∫
G(z|Y, θ)el∗n(θ|Y )pi(θ)dθ∫
el∗n(θ|Y )pi(θ)dθ
(5.3)
In this section we prove that the restricted likelihood formula for the multivariate case
works out analogously to the univariate predictand case.
A simplification of Harville’s formula is used to make the same simplification in multi-
variate case as done in Smith and Zhu (2004) for the univariate case. Assuming the bivariate
structure defined in (2.3) holds and fn(Y ;β, θ) defines the density of Y , Harville derives
∫
fn(Y ;β, θ)dβ = |XTX|−1/2eln(θ) (5.4)
which is extended to the joint density of Y and Y0, fn+1(Y, Y0;β, θ)
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∫
fn+1(Y, Y0;β, θ)dβ = |XTX|−1/2eln(θ) · 1√
2piσ20
exp
{
−1
2
(
Y0 − λTY
σ0
)2}
(5.5)
where λ and σ20 are, respectively, the vector of kriging weights and the MSPE as defined in
Equations (2.4) and (2.5).
5.3.2 Univariate Kriging Prediction
Let fn(Y ;β, θ), fn+1(Y, Y0;β, θ) denote the density of Y and the joint density of Y and Y0,
respectively. Using the identity
(y −Xβ)TH−1(y −Xβ) = (y −Xβˆ)TH−1(β −Xβˆ) + (y − βˆ)TXTH−1X(β − βˆ),
Harville shows
fn(Y ;β, θ) = |XTX|− 12 eln(θ)(2pi)−
q
2 |XTV −1X| 12 exp
{
−1
2
(βˆ − β)TXTV −1X(βˆ − β)
}
where eln(θ) = (2pi)−
n−q
2 |XTX|− 12V (θ)|− 12 |XTV (θ)−1X|− 12 exp
(
−G2(θ)2
)
, the restricted log-
likelihood (Smith, 2001 and Stein, 1999). This leads to
fn(Y ;β, θ) = (2pi)−
q
2 |XTX|− 12 |V |− 12 |XTV −1X| 12 exp
{
−1
2
(Y −Xβˆ)TXTV −1X(Y −Xβˆ)
}
Lemma 1
∫
fn(Y ;β, θ)dβ = |XTX|− 12 eln(θ) (5.6)
where ln(θ) is as in ln∗(θ) previously defined:
l∗n(θ) = −
n− q
2
log(2pi) +
1
2
log |XTX| − 1
2
log |XTV (θ)−1X| − 1
2
log |V (θ)| − 1
2
G2(θ)
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and due to an expansion of Harville (1974) in Smith and Zhu (2004) for univariate prediction.
Lemma 2
∫
fn+1(Y, Y0;β, θ)dβ = |XTX|− 12 eln(θ) 1√
2piσ20
exp
{
−1
2
(
Y0 − λTY
σ0
)2}
(5.7)
Thus the predictive density of univariate Y0 given Y and θ as given in Smith and Zhu is
ψ(Y0;Y, θ) =
∫
fn+1(Y, Y0;β, θ)dβ∫
fn(Y ;β, θ)dβ
=
1√
2piσ20
exp
{
−1
2
(
Y0 − λTY
σ0
)2}
(5.8)
Thus, as used in Smith and Zhu (2004), in the univariate case the Bayesian predictor agrees
with the universal kriging predictor.
Multivariate Kriging Prediction
Lemma 3
The multivariate prediction density of Y0|Y, θ is
∫
fn+m(Y, Y0;β, θ)dβ∫
fn(Y ;β, θ)dβ
= (2pi)−
m−q
2 |Σ|− 12 exp
{
−1
2
(Y0 − ΛTY )TΣ−1(Y0 − ΛTY )
}
(5.9)
where
Σ = V0 − τTV −1τ + (x0 −XTV −1τ)T (XTV −1X)−1(x0 −XTV −1τ). (5.10)
Thus in the multivariate case the Bayesian predictor also agrees with the universal kriging
predictor.
Proof of Lemma 3
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For multivariate prediction at m sites, let T = Y0 − ΛTY . Since Y0|Y ∼ N [xT) β +
τTV −10 (Y −Xβ), V0 − τTV −1τ ],
T |Y ∼ N [xT0 β + τTV −1(Y −Xβ)− ΛTY, V0 − τTV −1τ ]
where E(T |Y ) can be rewritten as −(XT0 − τTV −1X)(βˆ − β).
fn+m(Y, Y0;β, θ) = fn(Y ;β, θ)× fm(Y0|Y ;β, θ)
= |XTX|− 12 expln(2pi)− q2 |XTV −1X| 12 exp
{
−1
2
(βˆ − β)TXTV −1X( ˆβ − β)
}
× (2pi)−m2 |V0 − τTV −1τ |− 12 exp
{
−1
2
TV β
}
where TV β = (T +(XT0 −τTV −1X)(βˆ−β))T |V0−τTV −1τ |−1(T +(XT0 −τTV −1X)(βˆ−β)).
The exponent term
exp
{
−1
2
(βˆ − β)TXTV −1X( ˆβ − β)
}
× exp
{
−1
2
TV β
}
can be expressed as
(βˆ − β)T [XTV −1X + (X0 −XTV −1τ)(V0 − τTV −1τ)−1(X0 −XTV −1τ)T ] (βˆ − β)
+2(βˆ − β)T (X0 −XTV −1τ)(V0 − τTV −1τ)−1T + T T (V0 − τTV −1τ)−1T
Writing
A = XTV −1X + (X0 −XTV −1τ)(V0 − τTV −1τ)−1(X0 −XTV −1τ)T ,
B = (X0 −XTV −1τ)(V0 − τTV −1τ)−1T,
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C = T T (V0 − τTV −1τ)−1T
and using the identity
ZTAZ + 2ZTB + C = (Z +A−1B)TA(Z +A−1B)−BTA−1B + C
for completing the square, this becomes
(βˆ − β +A−1B)T
× [XTV −1X + (X0 −XTV −1τ)T (V0 − τTV −1τ)−1(X0 −XTV −1τ)] (βˆ − β +A−1B)
− [(X0 −XTV −1τ)(V0 − τTV −1τ)−1T ]T
× [XTV −1X + (X0 −XTV −1τ)T (V0 − τTV −1τ)−1(X0 −XTV −1τ)]−1
× (X0 −XTV −1τ)(V0 − τTV −1τ)−1T
+ T T (V0 − τTV −1τ)−1T
Note that the first terms are a normal kernal in β with mean term βˆ+A−1B. Integrating
the exponential term with respect to β leaves
|XTX|− 12 eln(θ)(2pi)−m−q2
∗ |V0 − τTV −1τ |− 12 |XTV −1X| 12 |XTV −1X|
+ (X0 −XTV −1τ)T (V0 − τTV −1τ)−1(X0 −XTV −1τ)|− 12
∗ exp
{
−1
2
∗ − [(X0 −XTV −1τ)(V0 − τTV −1τ)−1T ]T
∗ [XTV −1X + (X0 −XTV −1τ)T (V0 − τTV −1τ)−1(X0 −XTV −1τ)]−1
∗ (X0 −XTV −1τ)(V0 − τTV −1τ)−1T + T T (V0 − τTV −1τ)−1T
}
This reduces algebraically to
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|XTX|− 12 eln(θ)(2pi)−m−q2 |V0 − τTV −1τ |− 12 exp
{
−1
2
T T (V0 − τTV −1τ)−1T
}
So the multivariate prediction distribution of Y0|Y is
∫
fn+m(Y, Y0;β, θ)dβ∫
fn(Y ;β, θ)dβ
= (2pi)−
m
2 |Σ|− 12 exp
{
−1
2
(Y0 − ΛTY )TΣ−1(Y0 − ΛTY )
}
(5.11)
where Σ = V0 − τTV −1τ .
This proves that the multivariate predictive distribution in Equation (5.11) is analogous
to the univariate development in Equation (5.8).
5.4 Estimation Technique for a Multivariate Non-Linear Pre-
dictand
The objective is to evaluate P (H(Y0) ≤ z|y; θ) and its partial derivatives with respect
to both θ and z. For the case of the multivariate, possibly non-linear predictand, the exact
form of G may not be easily manipulated. (However, it must be twice-differentiable with
respect to z and θ.) In addition, the issue of dependence between Y and expressions involv-
ing Y0 is not easily resolved through the identity methods used in the case of the univariate
normal predictand.
Once the corresponding theoretical expressions have been developed in terms of G, its
derivatives, and ∂∂θ lnf(θ), numerical methods can be used to evaluate each of the terms. In
order to solve the system of equations for the coverage probability bias and other desired
quantities, a bootstrap method is employed.
The Laplace approach considered here is a second order asymptotic approximation to
the integral of the prediction distribution. It involves differentiation with respect to the
components of θ. Recall the expression, developed in Equation (4.2), for the univariate
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Bayesian predictive posterior:
ψ˜ =
∫
ψ(Y0;Y, θ)eQ(θ)eln(θ)dθ∫
eQ(θ)e−ng(θ)dθ
(5.12)
where ψ is the function of θ whose posterior expectation we wish to evaluate, eQ(θ) is the
prior, and eln(θ) is the likelihood. Smith (1999) expressed this as
ψ˜ = ψˆ + Dˆ +Op(n−2)
where
D = 1
2
UijkψlU
ijUkl − 1
2
(ψij + 2ψiQj)U ij
Subscripts indicate differentiation with respect to the components of θ, and Ui =
∂ln(θ)
∂θi
,
Uij =
∂2ln(θ)
∂θi∂θj
, etc, and U ij is the (i, j) entry of the inverse of the matrix whose (i, j) entry
is Uij .
In the univariate linear development established in Smith and Zhu ψ and its derivatives
with respect to θ ( ψi, ψij etc) and with respect to z (ψ‘) can be written down explicitly
using standard identities. This is not necessarily true for the non-linear multivariate case.
Thus the need for a method to determine the derivatives of the predictive distribution
function is readily apparent.
5.4.1 Bootstrap Method
In order to develop methodology to construct the predictive distribution and its deriva-
tives, a bootstrap method is considered. The issue of dependence can also be addressed by
running a type of double bootstrap, which takes the form of an inner and outer loop. The
outer loop takes B samples from the multivariate vector Y |θ where θ has been obtained
through REML. The inner bootstrap loop samples from the predictive distribution of Y0|Y .
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5.4.2 Bootstrap Details
The following outlines the steps of the bootstrap procedure more in detail.
First, a parametric bootstrap is run sampling from the parametric distribution of the
data, Y , which depends on θ. Prior to the bootstrap, θˆ has been estimated by some means,
in this case by restricted maximum likelihood estimation (REML.) B parametric samples
are obtained from
Y ∼ N(Xβ, V (θ))
Second, a bootstrap is run of B1 samples from Y0|Y, θ from the universal kriging distri-
bution, which is a multivariate normal distribution:
p(Y0|Y ) =
∫
G(z|Y, θ)el∗n(Y |θ)pi(θ)dθ∫
el∗n(Y |θ)pi(θ)dθ
(5.13)
where l∗n(Y |θ) is the restricted log likelihood and G(z|Y, θ) is a known density of θ to be
predicted. For each Y a sample of B1 Y0’s is obtained. H(Y0) is a non-linear function of a
normal random variable, and the empirical cdf is computed for each z.
Using the Plug-In method, θ is estimated by REML. If H(Y0) is a quadratic form, the
distribution could in principle be calculated analytically using results for quadratic forms
of the multivariate normal distribution. But for general, non-linear H(Y0), a bootstrap
approximation is needed. A bootstrap method can be performed to obtain predictions.
5.4.3 Monte Carlo Simulation of the Distribution Function and Its Deriva-
tives
Treating derivatives of G(z|Y, θ) = P{H(Y0) ≤ z|Y, θ)} as known functions of θ for the
analytical solution and in practice using a numerical bootstrap method as functions of θˆ,
can be explored. Let GB denote estimation of G through a bootstrap method.
1. For b = 1, . . . , B replications generate Y (b)0 ∼ N [ΛTY, V0] .
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2. Calculate GB(z|Y, θ) = 1B
∑
b I{H(Y (b)0 ) ≤ z}.
In practice, if G(z|Y, θ) is unknown or is of a form not easily manipulated, a method may
need to be employed that allows for considering the predictive density function as well as
the empirical predictive distribution derived above.
5.4.4 Employing Kernel Density Estimation
If G is unknown or is of a form that is not easily manipulated, in order to determine
P [H(Y0) ≤ z] for the non-linear predictand H(Y0), a kernel density can be chosen. The ker-
nel density needs to be differentiable with respect to z and with respect to the components
of θ. A kernel density is needed to obtain estimates of the derivatives of the distribution
function, with respect to both θ and the prediction point z. The inner loop of the bootstrap
can be run using the proper kernel, and the empirical cdf estimated using the kernel density.
Here we consider the form of kernel density estimation outlined in Section (3.9). For the
ease of consistent notation, the sample size is expressed as B, where here we are considering
a bootstrap sample for approximating the predictive density. Let K be the kernel density,
with cumulative distribution function K1 where K = K ′1. Therefore, the density of z, f(z),
is approximated by:
fˆ(z) =
1
Bh
ΣBb=1K(
z −H(Y b0 )
h
) (5.14)
where h is the bandwidth.
Using the Epanechnikov kernel described in Chapter 2 we have:
K(t) =

3
4
√
5
(
1− 15 t2
) −√5 ≤ t ≤ √5
0 otherwise.
where t = z−H(Y
b
0 )
h .
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The Epanechnikov density is used to estimate the predictive density, here denoted in the
multivariate non-linear case by G
′
B(z|Y, θ).
Using the Epanechnikov cumulative distribution as described in Chapter 2 to approxi-
mate the predictive distributionG(z|Y, θ), note that the cdf is approximated by 1BΣBb=1K1( z−xh ).
K1(t) =

3
4
√
5
(
t− 115 t3
)
+ 0.5 −√5 ≤ t ≤ √5
0 otherwise.
where t = z−H(Y
b
o )
h and the smoothing parameter h is estimated arbitrarily or using the
methods described in Section (3.9.4) for choosing the optimal bandwidth.
We use the cumulative distribution of the kernel density estimate to approximateG(z|Y, θ),
denoted GB for the bootstrap estimate.
GB(z|Y, θ) = 1
B
ΣI{H(Y bo ) ≤ z}
≈ 1
B
ΣBb=1K1(
z −H(Y bo )
h
) (5.15)
5.4.5 Laplace Approach
Developing Laplace is a mechanical calculation. The theory behind the Laplace esti-
mation was developed in Chapter 3. The Laplace approximation of an integral relies on
a Taylor expansion about its maximum. This uses partial derivatives. Therefore there is
need for an expression for the partial derivatives. The application we are interested in here
is the form found in the Bayesian predictive posterior expressed in Equation (4.2).
The direct approximation for a Bayes estimator is an alternative to MCMC methods:
ψ˜ = ψˆ + Dˆ +Op(n−2)
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where D is as expressed in Equation (4.4):
D = 1
2
UijkψlU
ijUkl − 1
2
(ψij + 2ψiQj)U ij (5.16)
Ui, Uij , Uijk, and U ij etc can be directly calculated from the restricted log-likelihood. How-
ever, ψi, ψij , etc need additional methodology for calculation.
Consider the distribution function of a random variable Y , ψ(zα; θ), where zα is the
α-quantile of the distribution. This leads to construction of prediction intervals. For the
Bayesian prediction intervals, we define z˜α as in Equation(4.5).
Note that ψ˜ =
R
ψ(θ)eng(θ)dθR
eng(θ)dθ
involves θˆ, ψ(θˆ) = ψˆ∗, ψi(θˆ), ψij(θˆ), etc. Once you derive
ψ(θˆ), ψi(θˆ), in the linear case ψij(θˆ), etc can be derived with minimal work.
These expressions hold for any function ψ(θ) whose expectation needs to be evaluated,
including the distribution function of a scalar Y0 and the distribution function of a nonlin-
ear function H(Y0). The key is the evaluation of of ψ(θ) and its partial derivatives of up
to order 2. The partial derivatives can be expressed as expectations with respect to the
predictive distribution function.
5.4.6 Calculation of Partial Derivatives
In order to evaluate the Laplace approximation, partial derivatives up to the second
order with respect to θ are necessary. Here we consider expressing the partial derivatives
as expectations with respect to the predictive distribution function in order to evaluate the
non-linear multivariate case, where the predictive distribution function may be of a form
that is unknown or not easily manipulated. The derivative of the predictive distribution
function with respect to z will also be needed. A method for approximating the derivative
with respect to z using kernel density estimation is outlined in Section (6.1.4).
Note: ∂(lnf(θ))
∂θi
= ∂f(θ)
∂θif(θ)
=⇒ ∂(lnf(θ))
∂θi
f(θ) = ∂f(θ)
∂θi
.
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Thus for the derivative of the expected value of P [H(Y0) ≤ z|Y, θ] with respect to the
restricted likelihood f(Y0|Y, θ) we have
∂
∂θi
∫
I{H(Y0) ≤ z}f(Y0|Y, θ)dY0 =
∫
I{H(Y0) ≤ z}
[
∂
∂θi
lnf(Y0|Y, θ)
]
f(Y0|Y, θ)dY0
= Ef(Y0|Y,θ)
[
I{H(Y0) ≤ z} ∂
∂θi
lnf(Y0|Y, θ)
]
where ∂
∂θi
lnf(Y0|Y, θ) can be analytically evaluated.
For the second derivative of the expected value of P [H(Y0) ≤ z|Y, θ], note that ∂f(θ)∂θi =
∂(lnf(θ))
∂θi
f(θ).
Thus
∂
∂θj
[
∂f(θ)
∂θi
]
=
∂
∂θj
[
∂(lnf(θ))
∂θi
f(θ)
]
=
∂
∂θj
[
∂(lnf(θ))
∂θi
]
f(θ) +
∂
∂θj
f(θ)
∂(lnf(θ))
∂θi
=
∂2
∂θi∂θj
(lnf(θ))f(θ) +
∂(lnf(θ))
∂θi
∂(lnf(θ))
∂θj
f(θ)
Therefore
∂2
∂θi∂θj
∫
I{H(Y0) ≤ z}f(Y0|Y, θ)dY0 =
∫
I{H(Y0) ≤ z}
[
∂2
∂θi∂θj
lnf(Y0|Y, θ) + ∂
∂θi
lnf(Y0|Y, θ) ∂
∂θj
lnf(Y0|Y, θ)
]
f(Y0|Y, θ)dY0 =
Ef(Y0|Y,θ)
[
I{H(Y0) ≤ z}
(
∂2
∂θi∂θj
lnf(Y0|Y, θ) + ∂
∂θi
lnf(Y0|Y, θ) ∂
∂θj
lnf(Y0|Y θ)
)]
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The first and second derivatives of lnf(Y0|Y, θ) and ψ(θˆ) can be analytically evaluated
in the case of a linear predictand. In the multivariate non-linear setting, methodology is
developed to construct analogous results to the univariate case established in Smith and
Zhu. In practice, a bootstrap method can be performed to obtain the prediction estimates
in conjunction with the bootstrap method that may be needed for density estimation.
5.5 Research Questions
The fundamental question is whether the non-linear multivariate case works out analo-
gously to the linear case developed in Smith and Zhu. Specifically we consider the coverage
probability bias for the Bayesian prediction method and the plug-in approach using es-
timated covariance parameters. Also considered is how to compare different priors from
the same viewpoint, specifically whether there is evidence that suggests the existence of a
matching prior. The Laplace expansion expresses the Bayesian predictors in a form where
this question can be answered analytically, using asymptotic arguments.
We use the universal kriging identity in the linear case:
P (Y0 < z|Y ) =
∫
G(z|Y, θ)el∗n(Y |θ)pi(θ)dθ∫
el∗n(Y |θ)pi(θ)dθ
where el
∗
n(Y |θ) is the restricted log likelihood and G(z|Y, θ) is a known universal kriging
function of θ to be predicted. We can evaluate G() and as many derivatives as needed us-
ing a bootstrap method. An appropriate method has been detailed in the preceding sections.
In order to calculate the coverage probability bias or the expected length of the predic-
tion interval, the calculation of moments of various expressions involving R, S, and their
derivatives is needed. By the asymptotic formulae, these can be expressed in terms of the
derivatives of ψ and other quantities that are explicit functions of the Gaussian process.
It is important to note that the nonlinear case is in principle no different from the linear
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case, just G as the analog of ψ is harder to manipulate. That is the principal reason for
saying that eventually the nonlinear case should be no different from the linear case.
We consider the linear case developed in Section (3.6.1) in order to develop the multivari-
ate analogs to those defined in Smith and Zhu. The specific research questions addressed are:
1. To find the coverage probability bias for a known G function, what are the multivariate
prediction forms of E[R], E[RR
′
ψ′
], E[S], and E[−12 R
2ψ
′′
ψ′3
] in terms of G, its derivatives,
and restricted likelihood. For a non-linear predictand, to what extent do the Bayesian
procedure properties compare with the frequentist perspective?
2. How do the analogous multivariate R,S, RR
′
ψ′
, and −12 R
2ψ
′′
ψ′3
terms work out and how
do we evaluate them? The investigation of the bootstrap method, treating derivatives
of G(z|Y, θ) = P{H(Y0 ≤ z|Y, θ)} as known functions of θ for the analytical solution
and in practice using a numerical bootstrap method as functions of θˆ, can be explored.
3. What is the multivariate non-linear analog of the univariate prediction formula such
that the coverage probability bias = op(n−1)?
4. Can coverage probability bias be expressed as a function of the prior? Ie, is there
evidence of the existence of a matching prior for the non-linear predictand?
5. Is there a multivariate non-linear analog to the alternative estimator z†P ?
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CHAPTER 6
Coverage Probability Bias
Of interest is the cumulative predictive distribution function:
G(z;Y, θ) = P{H(Yo) ≤ z|Y, θ} (6.1)
where H =
∑m
j=1 h(Y0,j) or H = H(Y0) is the predictand of interest, such as the data
transformation used.
Also of interest is the P-quantile zP where zP = zP (Y ) such that G(zP ;Y, θ) = P for
some given quantile P between 0 and 1. The plug-in estimator, zˆP can be obtained by
simply plugging in the estimate θˆ obtained through restricted maximum likelihood estima-
tion. The Bayes estimator, z˜P is determined by the P-quantile of the Bayesian predictive
distribution function. z∗P will denote either zˆP or z˜P .
Let G∗(z;Y ) denote an estimator of the true distribution G(z;Y, θ), specifically Gˆ or G˜.
Assume G∗ has an expansion:
G∗(z;Y ) = G(z;Y, θ) + n−
1
2R(z, Y ) + n−1S(z, Y ) + op(n−1)
where R and S can be expressed using components of the Fisher information matrix and
derivatives of the distribution function as outlined in Section (3.6.3).
This expression of the predictive distribution function involves θˆ, G(θˆ) = Gˆ,Gi(θˆ), Gij(θˆ),
etc. Once you derive G(θˆ), which can be expressed Gˆ, you can obtain Gi(θˆ), Gij(θˆ), etc
through the methods developed in Chapter Four. Theoretically, the quantities of inter-
est involve expectations with respect to the predictive distribution of the observed Y ’s. In
practice, the expectations can be evaluated as the average over many bootstrapped samples.
G can be estimated empirically with G∗B:
GB(z|Y, θ) = 1
B
ΣbI{H(Y bo ) ≤ z} = E[I{H(Y bo ) ≤ z}] (6.2)
In addition, several derivatives of G are needed for the coverage probability bias as well
as the expected length of a bayesian prediction interval. These are outlined in Sections
(6.1.2) and (6.1.1).
6.1 Derivatives for the Coverage Probability Bias
The coverage probability bias is the expected value of:
G(z∗P ;Y, θ)−G(zP ;Y, θ) = −n−
1
2R(zP , Y )
+ n−1
[
R(zP , Y )R
′
(zP , Y )
G∗′(zP ;Y, θ)
− S(zP , Y )
]
+ op(n−1)
(6.3)
The coverage probability bias represents the difference between the P{H(Y0) ≤ z∗P |Y, θ)}
and the target probability P , where z∗P is the plug-in estimate zˆP or the bayesian estimate
z˜P of the P-quantiles of the target distribution.
6.1.1 Derivatives with respect to θ
Recall from Section (3.6.3) that for zˆP and considering G:
RG = κi,jZiGj (6.4)
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SG = κi,jκk,lZikZjGl +
1
2
κi,rκj,sκk,tκijkZrZsGt +
1
2
κi,jκk,lZiZkGjl (6.5)
We will further denote SG(zˆP ) as S1G.
For z˜P we have:
SG = S1G +
1
2
κijkκ
i,jκk,lGl +
(
1
2
Gij +GiQj
)
κi,j (6.6)
We will further denote SG(z˜P ) as S2G.
Looking at Equations (6.4) - (6.6), first and second derivatives with respect to θ, Gi and
Gij , are required.
Using the derivations outlined in Section (5.4.6) we find the first derivatives with respect
to θ:
Gi =
∂Gi
∂θi
≈ ∂
∂θi
1
B
ΣbI{H(Y bo ) ≤ z}
=
∂
∂θi
∫
I{H(Y0) ≤ z}f(Y0|Y, θ)dY0
= Ef(Y0|Y,θ)
[
I{H(Y0) ≤ z} ∂
∂θi
lnf(Y b0 |Y, θ)
]
(6.7)
The second derivatives with respect to θ can be expressed:
Gij =
∂2Gi
∂θi∂θj
≈ ∂
2
∂θi∂θj
1
B
ΣbI{H(Y bo ) ≤ z}
=
∂2
∂θi∂θj
∫
I{H(Y0) ≤ z}f(Y0|Y, θ)dY0
= Ef(Y0|Y,θ)
[
AGij
]
(6.8)
where
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AGij = I{H(Y0) ≤ z}
(
∂2
∂θi∂θj
lnf(Y b0 |Y, θ) +
∂
∂θi
lnf(Y b0 |Y, θ)
∂
∂θj
lnf(Y b0 |Y θ)
)
6.1.2 Derivatives of G with respect to z
Looking at it piece-by-piece, the additional terms require first and second derivatives
with respect to z: G′, (G′)2, (G′)3, and G′′. Additionally, the derivative of the predictive
distribution function with respect to both z and θ, G
′
j , is needed.
Here we have a generic density function G. For practical applications and the remaining
derivations, assume G is known and thus G
′
, (G
′
)2, (G
′
)3 and G
′′
can be found easily. An
alternative method using kernel density estimation is outlined in Section (5.4.1).
6.1.3 Components of the G Expansion
Expanding further on the components of RG and SG, we consider the expectation with
respect to the predicitve distribution function of Y :
E [R] = E
[
κi,jZiGj
]
= κi,jE [ZiGj ]
= n−
1
2κi,jE [UiGj ]
E [S1G] = E
[
κi,jκk,lZikZjGl +
1
2
κi,rκj,sκk,tκijkZrZsGt +
1
2
κi,jκk,lZiZkGjl
]
= κi,jκk,lE [ZikZjGl] +
1
2
κi,rκj,sκk,tκijkE [ZrZsGt] +
1
2
κi,jκk,lE [ZiZkGjl]
Further algebraic manipulation of the identities Ui = n
1
2Zi and Uij = nκij+n
1
2Zij yields
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ZikZj = (κik − n−1Uik)Uj
This leads to:
E [S1G] = κi,jκk,lκikE [UjGl]− n−1κi,jκk,lE [UikUjGl]
+
1
2
κi,rκj,sκk,tκijkn
−1E [UrUsGt] +
1
2
n−1κi,jκk,lE [UiUkGjl]
If z∗P = z˜P we have
E [S2G] = E [S1G] + E
[
1
2
κijkκ
i,jκk,lGl +
(
1
2
Gij +GiQj
)
κi,j
]
= E [S1G∗ ] +
1
2
κijkκ
i,jκk,lE [Gl] +
1
2
κi,jE [Gij ] + κi,jE [GiQj ]
where Q(θ) = log pi(θ) from the Bayesian framework.
The final term needed for the coverage probability bias from Equation (6.3) is the
expectation of RR
′
G∗′
with respect to the predicitve distribution function of Y :
E
[
RR′
G′
]
= E
[
κi,jZiGjκ
k,lZkG
′
l
G′
]
= κi,jκk,lE
[
ZiGjZkG
′
l
G′
]
= n−1κi,jκk,lE
[
UiGjUkG
′
l
G′
]
6.1.4 Kernel Density Estimation for Derivatives of G
In order to solve for the coverage probability bias, we need to find the expected value of
several derivatives of G with respect to the prediction z. In order to evaluate the derivative
terms, we consider kernel density estimation as outlined in Section (3.9).
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Recall that K is the kernel density, with cumulative distribution function K1 where
K = K ′1. Note that the cdf is approximated empirically by
1
B
ΣBb=1K1(
z −H(Y b0 )
h
) (6.9)
where B is the number of bootstrap samples used in the density estimation procedure.
We use the kernel density estimate to approximate G(z|Y, θ).
G(z|Y, θ) = 1
B
ΣI{H(Y bo ) ≤ z} ≈
1
B
ΣBb=1K1(
z −H(Y bo )
h
) (6.10)
where b represents the specific iteration out of B iterations in the the bootstrap estimation.
The bootstrap estimator can be expressed GB.
To solve for the first derivative of G, we consider
G
′
B = K
′
1 = fˆ(z) =
1
Bh
ΣBb=1K(
z −H(Y bo )
h
) (6.11)
Kernel Density Estimation for the Derivatives wrt θ
Using this development of the kernel density estimate, we can now substitute it into the
derivatives of G with respect to θ.
First derivatives with respect to θ:
Gi(z|Y, θ) ≈ 1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θi
lnf(Y b0 |Y, θ) (6.12)
Second derivatives with respect to θ:
Gij(z|Y, θ) ≈ 1
B
ΣBb=1K1(
z −H(Y bo )
h
)
×
(
∂2
∂θi∂θj
lnf(Y b0 |Y, θ) +
∂
∂θi
lnf(Y b0 |Y, θ)
∂
∂θj
lnf(Y b0 |Y θ)
)
(6.13)
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Derivatives with respect to z and θ
The derivative with respect to both z and θ is needed:
G
′
Bi(z|Y, θ) ≈
1
Bh
ΣBb=1K(
z −H(Y bo )
h
)
∂
∂θi
lnf(Y b0 |Y, θ) (6.14)
6.1.5 Kernel Density Estimation within the Expansion Terms
Using the preceding development of the kernel density estimate within the expressions
for the derivatives of G∗ with respect to θ we can develop the expansion terms.
E [R] = n−
1
2κi,jE [UiGj ] (6.15)
with which the substitution of the first derivative of G∗ with respect to θ:
GBj(z|Y, θ) ≈ 1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θj
lnf(Y b0 |Y, θ) (6.16)
leads to:
E [R] = n−
1
2κi,jE
[
Ui
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θj
lnf(Y b0 |Y, θ)
]
(6.17)
For the E[S1G] (when z∗P = zˆP ):
E [S1] = n−1κi,jκk,lκikE [UjGl]− κi,jκk,lE [UikUjGl]
+
1
2
n−1κi,rκj,sκk,tκijkE [UrUsGt] +
1
2
n−1κi,jκk,lE [UiUkGjl] (6.18)
with the substitution of Equation (6.16) and the second derivative of G with respect to θ:
GBij(z|Y, θ) ≈ 1
B
ΣBb=1K1(
z −H(Y bo )
h
)
×
(
∂2
∂θi∂θj
lnf(Y b0 |Y, θ) +
∂
∂θi
lnf(Y b0 |Y, θ)
∂
∂θj
lnf(Y b0 |Y θ)
)
(6.19)
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leads to:
E [S1G] = κi,jκk,lκikE [Uj ]
− n−1κi,jκk,lE
[
UikUj
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θl
lnf(Y b0 |Y, θ)
]
+
1
2
n−1κi,rκj,sκk,tκijkE
[
UrUs
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θs
lnf(Y b0 |Y, θ)
]
+
1
2
n−1κi,jκk,lE
[
UiUk
1
B
ΣBb=1K1(
z −H(Y bo )
h
)×AS1ln
]
where
AS1ln =
(
∂2
∂θj∂θl
lnf(Y b0 |Y, θ) +
∂
∂θj
lnf(Y b0 |Y, θ)
∂
∂θl
lnf(Y b0 |Y θ)
)
when z∗P = z˜P , we need E[S2G] = E[S1G] +
1
2κijkκ
i,jκk,lE[Gl] + 12κ
i,jE[Gij ] + κi,jE[GiQi].
With the substitution of Equations (6.16) and (6.19) this leads to:
E [S2G] = E [S1G]
+
1
2
κijkκ
i,jκk,lE
[
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θl
lnf(Y b0 |Y, θ)
]
+
1
2
κi,jE
[
1
B
ΣBb=1K1(
z −H(Y bo )
h
)AS2G∗
]
+ κi,jE
[
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θi
lnf(Y b0 |Y, θ)
]
Qj (6.20)
where Q(θ) = log(pi(θ)) from the Bayesian framework and
AS2G =
(
∂2
∂θi∂θj
lnf(Y b0 |Y, θ) +
∂
∂θi
lnf(Y b0 |Y, θ)
∂
∂θj
lnf(Y b0 |Y θ)
)
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The final term needed for the coverage probability bias is E[RR
′
G′
]:
E
[
RR′
G′
]
= n−1κi,jκk,lE
[
UiGjUkG
′
l
G′
]
(6.21)
Substituting the first derivative of G with respect to a component of θ:
GBi(z|Y, θ) ≈ 1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θi
lnf(Y b0 |Y, θ)
and substituting the derivative of G with respect to z:
G
′
B ≈
1
Bh
ΣBb=1K(
z −H(Y bo )
h
)
and the derivative of G with respect to both z and θ is:
G′Bi(z|Y, θ) ≈
1
Bh
ΣBb=1K(
z −H(Y bo )
h
)
∂
∂θi
lnf(Y b0 |Y, θ)
we have:
E
[
RR′
G′
]
= n−1κi,jκk,lE
[
ARR′G
BRR′G
]
(6.22)
where
ARR′G = Ui
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θj
lnf(Y b0 |Y, θ)Uk ×
× ΣBb=1
1
Bh
K(
z −H(Y bo )
h
)
∂
∂θl
lnf(Y b0 |Y, θ) (6.23)
and
BRR′G =
1
Bh
ΣBb=1K
(
z −H(Y bo )
h
)
(6.24)
91
6.1.6 Kernel Density Estimation for the Coverage Probability Bias
Ultimately, we are interested in the Bayesian coverage probability bias, E[G(z∗P ) −
G(zP )], where z∗p = z˜P , and where
G(z∗P ;Y, θ)−G(zP ;Y, θ) = −n−
1
2R(zP , Y )+n−1
[
R(zP , Y )R
′
(zP , Y )
G∗′(zP ;Y, θ)
− S(zP , Y )
]
+op(n−1)
Putting together Equations (6.17), (6.22), and (6.20) we have, for z∗p = z˜P :
E [G(z∗P )−G(zP )] = n−
1
2
(
n−
1
2κi,jE
[
Ui
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
∂
∂θi
lnf(Y b0 |Y, θ)
])
+ n−1
(
n−1κi,jκk,lE
[
ARR′G
BRR′G
]
− E [S2G]
)
(6.25)
where ARR′G and BRR′G are as expressed in Equations (6.23) and (6.24) and E[S2G] is in
Equation (6.20).
6.2 Matching Prior Development
The form of Equation (6.20), with Qj = ∂∂θj logpi(θ), suggests the possibility of a match-
ing prior. If pi can be chosen such that E[G(z∗P )−G(zP )] = 0, then the second-order coverage
probability bias of the Bayesian predictor z∗P is 0. While in practice the derivations may be
tedious and impractical, the concept of a matching prior is important. Different priors can
be compared and chosen according to how well they approach a coverage probability bias
of zero.
6.2.1 Asymptotic Frequentist Correction Alternative to Matching Prior
It is not necessary to find the exact form of the matching prior. Finding an appropriate
estimator, which we shall denote as z†P , can correspond to the matching prior. This is
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seen in Smith and Zhu (2004) and expressed in Equation (3.5). We construct the artificial
predictor z†P , which is equivalent to the Bayesian predictor, as an alternative to solving
Equation (6.25) by obtaining the matching prior. For percentile P , define z†P by expressing:
n
[
E[G(z†P )]− E[G(zP )
]
as n
[
E[G(z†P )]− E[G∗(zˆP )] + E[G∗(zˆP )]− E[G(zP )]
]
= n
[
(z†P − zˆP )E[G
′
(zP )] + Equation(6.25)
]
which leads to an alternative estimator, corresponding to the matching prior, constructed
to be:
z†P = zˆP − n−1
[
Equation (6.25)
G′(G−1(P ))
]
(6.26)
This is a function of the asymptotic bias as seen in Equation (3.5), and is an analog to
the univariate normal case.
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CHAPTER 7
Expected Length of a Bayesian Prediction Interval
The prediction interval is (z∗P1 , z
∗
P2
), with the Bayesian prediction interval found when
z∗P = z˜P . A Bayesian prediciton interval minimizes the coverage probability bias as ex-
pressed in Equation (6.25). The expected length of the Bayesian prediction interval has
applications in network design.
As explained in Smith and Zhu (2004) the expected length of a Bayesian prediction
interval may be used as the basis for network design when choosing locations for a network
designed to predict a quantity H(Y0). Y1, ..., Yn may be measurements at n monitors at
which it is needed to predict Y0 as accurately as possible. Because precise measurement
is not possible a prediction interval for Y0 can be obtained based on spatial interpolation
from Y1, ..., Yn. A Bayesian prediction interval can be constructed to minimize the coverage
probability bias. A particular prior may turn out to produce better estimates, but it may be
possible to construct an experimental design to produce a shorter prediction interval. If the
first term, Σ× [G−1(P2)−G−1(P1)], is of interest the interval can be chosen to minimize Σ,
the predictive standard error of Y0, based on a known θ. The remaining terms account for
the prediction error due to the estimation of θ. The benefit of using the expected length of
a Bayesian prediction interval is that it accounts for both the predictive and estimation error.
We consider the comparison of the plug-in estimate, zˆP , to the Bayesian estimate, z˜P .
A Taylor expansion leads to the approximation:
z˜P − zˆP = −G˜(zˆP )− Gˆ(zˆP )
Gˆ′(zˆP )
+Op(n−2) (7.1)
This is analogous to Equation (4.5), and the numerator of the left side of Equation (7.1)
can be evaluated using the analogous expression to Equation (4.4) where
D = UijkGlU ijUkl − 12(Gij + 2GiQj)U
ij
The formula for the predictive distribution in Equation (8.1) or its inverse Equation
(7.1) provide an alternative to MCMC methods for Bayesian computation.
The expected value of Equation (7.1) can be used in obtaining the expected length of
the prediction interval under predictive distribution G.
7.1 Expected Length
Once again as in Chapter Five we consider the expectations with respect to the predic-
tive distribution of Y . In practice, the expectation can be evaluated as the average over
bootstrapped samples. For the true and estimated P-quantiles of the predictive distribution
zP and z∗P , we have:
E[z∗P − zP ] = −n−1/2E
[
R(zP , Y )
G′(zP ;Y, θ)
]
+ n−1E
[
R(zP , Y )R
′
(zP , Y )
G′2(zP ;Y, θ)
]
− 1
2
E
[
R2(zP , Y )G
′′
(zP ;Y, θ)
G′3(zP ;Y, θ)
]
− E
[
S(zP , Y )
G′(zP ;Y, θ)
]
+ op(n−1) (7.2)
where G
′
= ∂G∂z .
Several derivatives of G with respect to both z and θ are needed. Developing the deriva-
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tives of G is outlined in Sections (5.4.1) and (6.1.5).
In a similar expansion to the terms outlined in Section (6.1.5), Equation(7.2) requires
E[ R
G′
], E[R
2G
′′
G′3
], E[RR
′
G′2
], and E[ S
G′
]. G(zP ;Y θ), R(zP , Y ), and S(zP , Y ) are expressed as
G,R, and S for simplicity.
7.1.1 Kernel Density Estimation within the Expansion Terms
Recall the first derivative of G with respect to z can be expressed using kernel density
estimation as:
G
′
B = fˆ(z) = K
′
1 =
1
Bh
ΣBb=1K(
z −H(Y bo )
h
)
The second derivative of GB with respect to z can be expressed as:
G
′′
B =
1
Bh2
ΣBb=1K
′
(
z + h−H(Y bo )
h
)
(7.3)
where K ′ is the derivative of the chosen kernel density K with respect to z.
Upon the substitution of the G derivative terms with respect to z, and also including
the expansions for R, R’, and S outlined in Equations (6.4) - (6.6), the terms in Equation
(7.2) become
E
[
R
G′
]
= E
[
κi,jZiGj
1
BhΣ
B
b=1K(
z−H(Y bo )
h )
]
= κi,jBh× E
[
ZiGj
ΣBb=1K(
z−H(Y bo )
h )
]
E
[
RR′
G′2
]
= E
[
κi,jZiGjκ
i,jZk(Gl)′
( 1BhΣ
B
b=1K(
z−H(Y bo )
h ))
2
]
= (κi,j)2B2h2 × E
[
ZiGjZk(Gl)′
(ΣBb=1K(
z−H(Y bo )
h ))
2
]
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E[
R2G
′′
G′3
]
= E
(κi,jZiGj)2
(
1
Bh2
ΣBb=1K
′
(
z−H(Y bo )
h
))
( 1BhΣ
B
b=1K(
z−H(Y bo )
h ))
3

= (κi,j)2B2h× E
Z2i G∗2j ΣBb=1K ′
(
z−H(Y bo )
h
)
(ΣBb=1K(
z−H(Y bo )
h ))
3

E
[
S
G′
]
= E
[
κi,jκk,lZikZjGil + 12κ
i,rκj,sκk,tκijkZrZsGt + 12κ
i,jκk,lZiZkGjl
1
BhΣ
B
b=1K(
z−H(Y bo )
h )
]
= κi,jκk,lBh× E
[
ZikZjGl
ΣBb=1K(
z−H(Y bo )
h )
]
+
κi,rκj,sκk,tκijkBh
2
× E
[
ZrZsGt
ΣBb=1K(
z−H(Y bo )
h )
]
+
κi,jκk,lBh
2
× E
[
ZiZkGjl
ΣBb=1K(
z−H(Y bo )
h )
]
If z∗P = z˜P , SG∗ = SG∗2 = SG∗1 +
1
2κijkκ
i,jκk,lGl +
(
1
2Gij +GiQj
)
κi,j , so this last term
also includes:
+
κijkκ
i,jκk,lBh
2
× E
[
Gl
ΣBb=1K(
z−H(Y bo )
h )
]
+ κi,jBh× E
[
1
2Gij +GiQi
ΣBb=1K(
z−H(Y bo )
h )
]
(7.4)
For the purpose of solving practical applications numerically, it is more useful to express
these asymptotic expansions in terms of Ui and Uij rather than Zi and Zij , where Ui = n
1
2
and Uij = nκij + n
1
2Zij .
E
[
R
G′
]
=
κi,jBh
n1/2
× E
[
UiGj
ΣBb=1K(
z−H(Y bo )
h )
]
E
[
RR′
G′2
]
=
κi,jκk,lB2h2
n
× E
[
UiGjUk(Gl)′
(ΣBb=1K(
z−H(Y bo )
h ))
2
]
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E[
R2G
′′
G′3
]
=
(κi,j)2B2h
n
× E
U2i G∗2j ΣBb=1K ′
(
z−H(Y bo )
h
)
(ΣBb=1K(
z−H(Y bo )
h ))
3

E
[
S
G′
]
=
κi,jκk,lBh
n1/2
× E
[
(n−1/2Uik − n1/2κij)UjGl
ΣBb=1K(
z−H(Y bo )
h )
]
+
κi,rκj,sκk,tκijkBh
2n
× E
[
UrUsGt
ΣBb=1K(
z−H(Y bo )
h )
]
+
κi,jκk,lBh
2n
× E
[
UiUkGjl
ΣBb=1K(
z−H(Y bo )
h )
]
The first term in the E[ S
G′
] expression becomes
κi,jκk,lBh
n
× E
[
Uik
ΣBb=1K(
z−H(Y bo )
h )
]
− κi,jκk,lκijBh× E
[
UjGl
ΣBb=1K(
z−H(Y bo )
h )
]
If z∗P = z˜P , SG = SG∗2 = SG1 +
1
2κijkκ
i,jκk,lGl +
(
1
2Gij +GiQj
)
κi,j , the last term also
includes Equation (7.6), which requires no substitution of Ui terms.
7.1.2 Derivatives within Expansion Terms
To further develop the expansion to reach a form that can be solved analytically, we
substitute the G∗ derivative terms with respect to both z and θ as developed in Equations
(6.7) - (6.8) and Equation (6.14):
E
[
R
G′
]
=
κi,jBh
n1/2
× E
[
Ui
1
BΣ
B
b=1K1(
z−H(Y bo )
h )
∂
∂θj
lnf(Y b0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )
]
E
[
RR′
G′2
]
=
κi,jκk,lBh
n
× E
[
Ui
1
BΣ
B
b=1K1(
z−H(Y bo )
h )
∂
∂θj
lnf(Y b0 |Y, θ)Uk ×AZPln
(ΣBb=1K(
z−H(Y bo )
h ))
2
]
E
[
R2G
′′
G′3
]
=
(κi,j)2B2h
n
× E
U2i ΣBb=1K ′
(
z−H(Y bo )
h
)
× (AZPln)2
(ΣBb=1K(
z−H(Y bo )
h ))
3

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where
AZPln = Σ
B
b=1K(
z −H(Y bo )
h
)
∂
∂θl
lnf(Y b0 |Y, θ)
For the last term, E[ S
G′
], we have:
E
[
S
G′
]
=
κi,jκk,lBh
n
× E
[
Uik
ΣBb=1K(
z−H(Y bo )
h )
]
− κi,jκk,lκijh× E
UjΣBb=1K1( z−H(Y bo )h ) ∂∂θl lnf(Y b0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )

+
κi,rκj,sκk,tκijkh
2n
× E
[
UrUsΣBb=1K1(
z−H(Y bo )
h )
∂
∂θt lnf(Y
b
0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )
]
+
κi,jκk,lBh
2n
× E
[
UiUkGjl
ΣBb=1K(
z−H(Y bo )
h )
]
where
Gjl =
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
(
∂2
∂θj∂θl
lnf(Y b0 |Y, θ) +
∂
∂θj
lnf(Y b0 |Y, θ)
∂
∂θl
lnf(Y b0 |Y θ)
)
In the Bayesian case where S = S2G, E[ SG′ ] also includes the term:
+
κijkκ
i,jκk,lh
2
× E
ΣBb=1K1( z−H(Y bo )h ) ∂∂θl lnf(Y b0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )

+ κi,jh× E
[
1
2Σ
B
b=1K1(
z−H(Y bo )
h )Gij
ΣBb=1K(
z−H(Y bo )
h )
]
+ κi,jh× E
[
ΣBb=1K1(
z−H(Y bo )
h )
∂
∂θi
lnf(Y b0 |Y, θ)Qi
ΣBb=1K(
z−H(Y bo )
h )
]
where Gij is as expressed above for Gjl with respect to i and j.
Thus we have:
99
E[z∗P − zP ] = −
κi,jBh
n
× E
[
Ui
1
BΣ
B
b=1K1(
z−H(Y bo )
h )
∂
∂θj
lnf(Y b0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )
]
+
κi,jκk,lBh
n2
× E
[
Ui
1
BΣ
B
b=1K1(
z−H(Y bo )
h )
∂
∂θj
lnf(Y b0 |Y, θ)Uk ×AZPln
(ΣBb=1K(
z−H(Y bo )
h ))
2
]
− (κ
i,j)2B2h
2n
× E
U2i ΣBb=1K ′
(
z−H(Y bo )
h
)
× (AZPln)2
(ΣBb=1K(
z−H(Y bo )
h ))
3

− κ
i,jκk,lBh
n
× E
[
Uik
ΣBb=1K(
z−H(Y bo )
h )
]
+ κi,jκk,lκijh× E
UjΣBb=1K1( z−H(Y bo )h ) ∂∂θl lnf(Y b0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )

− κ
i,rκj,sκk,tκijkh
2n
× E
[
UrUsΣBb=1K1(
z−H(Y bo )
h )
∂
∂θt lnf(Y
b
0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )
]
− κ
i,jκk,lBh
2n
× E
[
UiUkGjl
ΣBb=1K(
z−H(Y bo )
h )
]
(7.5)
where
AZPln = Σ
B
b=1K(
z −H(Y bo )
h
)
∂
∂θl
lnf(Y b0 |Y, θ)
and
Gjl =
1
B
ΣBb=1K1(
z −H(Y bo )
h
)
(
∂2
∂θj∂θl
lnf(Y b0 |Y, θ) +
∂
∂θj
lnf(Y b0 |Y, θ)
∂
∂θl
lnf(Y b0 |Y θ)
)
If S = S2 this also includes:
+
κijkκ
i,jκk,lh
2
× E
ΣBb=1K1( z−H(Y bo )h ) ∂∂θl lnf(Y b0 |Y, θ)
ΣBb=1K(
z−H(Y bo )
h )

+ κi,jh× E
[
1
2Σ
B
b=1K1(
z−H(Y bo )
h )Gij
ΣBb=1K(
z−H(Y bo )
h )
]
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+ κi,jh× E
[
ΣBb=1K1(
z−H(Y bo )
h )
∂
∂θi
lnf(Y b0 |Y, θ)Qi
ΣBb=1K(
z−H(Y bo )
h )
]
where Gij is as expressed above for Gjl with respect to i and j.
The Bayesian prediction interval provides more accurate coverage probability than the
plug-in estimator’s prediction interval, but at the cost of a longer interval.
7.2 Expected Length of a Prediction Interval
Ultimately, we are interested in the the expected length of a Bayesian Prediction Interval,
E[z∗p − zp], where z∗P = z˜P . The prediction interval is (z∗P1 , z∗P2). The expected length is:
E[z∗P2 − z∗P1 ] = E[zP2 − zP1 ] + E[z∗P2 − zP2 ]− E[z∗P1 − zP1 ]
= Σ[G−1(P2)−G−1(P1)] + E[z∗P2 − zP2 ]− E[z∗P1 − zP1 ] (7.6)
where Σ = V0− τTV −1τ + (x0−XTV −1τ)T (XTV −1X)−1(x0−XTV −1τ) is the covariance
matrix as expressed in Equation (5.10).
When z∗P = z˜P , we can find the expected length of the Bayesian prediction interval:
E[z˜P2 − z˜P1 ] = Σ× [G−1(P2)−G−1(P1)] + E[z˜P2 − zP2 ]− E[z˜P1 − zP1 ]
= Σ× [G−1(P2)−G−1(P1)] + E[z˜P2 − z˜P1 ]− E[zP2 − zP1 ]
= Σ× [G−1(P2)−G−1(P1)] + ELPI(zP2)− ELPI(zP1) (7.7)
where ELPI = Equation(7.5) and includes S2G as expressed in Equation (7.6).
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7.2.1 Applications of the ELPI
As explained in Smith and Zhu, 2004, Equation (7.7) may be used as the basis for
network design when choosing locations for a network designed to predict a quantity H(Y0).
A Bayesian prediction interval can be constructed to minimize the coverage probability bias,
and it may be possible to construct an experimental design to produce a shorter prediction
interval. The benefit of using Equation (7.7) is that it accounts for both the predictive and
estimation error.
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CHAPTER 8
Simulation: Comparing the Laplace Approximation
and Plug-In Method
In order to compare the Laplace approximation technique to the standard Plug-In ap-
proach using REML estimates, a simulation was constructed. The original motivation for
this development is when a data transformation is needed to achieve a stationary process or
variance stabilization. This data transformation may lead to a non-linear predictand and
may be multivariate due to the need to interpolate a single predictand over multiple sites.
Here we look specifically at the sum of the squares of predictions over multiple sites.
The simulation is run over N iterations, where here N = 100 is used. The simulation
can be thought of as a double loop. The outer loop generates predictions using the REML
parameter estimates in universal kriging. The inner loop uses kernel density estimation
to obtain an empirical predictive distribution across the prediction sites and calculate an
estimate using the Laplace approximation technique.
n1 sites of (x, y) coordinates are generated using the uniform random function “runif”
in R. Over these coordinates a random field Y (S) is generated of the form
Y (s) = XT (s)β + S(s)
where X(s) is column vector with entries s1, s2 where s1 and s2 are the coordinates at
site s. β =
 1
2
 and S(s) is a stationary Gaussian process with mean 0 and variance
σ2 = 1 (partial sill). The correlation function is parametrized by an exponential covariance
structure
cov{Y (s1), Y (s2)} = σ2(exp(−dij
φ
))
where σ = 1.0 and the range parameter φ = 0.2. This is done using the “grf” function from
the geoR package in R.
These n1 Y values (here n1 = 30) are treated as the observed values across the original
n1 sites. An additional n2 = 5 sites are generated, and the corresponding simulated field
values, denoted as Y0, are treated as the true values at these sites. The objective of the
simulation is to interpolate a non-linear, multivariate prediction H(Y0) across the n2 sites.
The function H(Y0) here is the sum of squares across the n2 sites.
H(Y0) = Σn2i=1Y
2
0
Of interest is the coverage probability bias, which can be directly computed using Equa-
tion (6.25). Also of interest is the empirical coverage of prediction intervals computed as
(1−α)% prediction intervals. Here we are interested in a standard 95% prediction interval
and thus the quantiles z∗P where P = 0.025 and 0.975 are needed.
The n1 observed sites are used to obtain parameter estimates for both the one parameter
case, where the range parameter φ from the exponential covariance structure is estimated,
and the two parameter case where both the range parameter φ and the shape parameter σ
are estimated. The one parameter case is an artificial case that is considered simply to illus-
trate the comparison between the plug-in and Laplace approximation methods. Parameter
estimates for φ and σ are obtained using restricted maximum likelihood estimation (REML).
(σ is assumed known and set to σ = 1.0 in the one parameter case.) The REML estimates
are then “plugged-in” to the universal kriging methods to produce quantile estimates for the
sum of squares across the n2 sites for P = 0.025 and 0.975. The empirical prediction interval
can then be tested against the true Y0 values to determine an empirical coverage probability.
104
8.1 Laplace Approximation Development
In order to investigate the Laplace approximation technique, an estimation of the predic-
tive distribution is needed. The bootstrap method described in Section (5.4.1) is employed.
Recall that the inner bootstrap loop samples from the predictive distribution of Y0|Y . B
samples are generated from Y0|Y , which is a multivariate normal distribution:
p(Y0|Y ) =
∫
G(z|Y, θ)el∗n(Y |θ)pi(θ)dθ∫
el∗n(Y |θ)pi(θ)dθ
(8.1)
where el
∗
n(Y |θ) is the restricted log likelihood. For each Y a sample of B Y0’s is obtained
and the empirical cdf is computed for each sum of squares predictand across n2 z∗P values.
For the simulation considered here, B = 100.
In summary
1. For b = 1, . . . , B replications generate Y (b)0 ∼ N [ΛTY, V0] .
2. Calculate G∗B(z|Y, θ) = 1B
∑
b I{H(Y (b)0 ) ≤ z}.
The true distribution function of H(Y0) is not easily manipulated and the forms of the
first and second order derivatives with respect to both θ and z are not readily obtained.
Thus in order to determine P [H(Y0) ≤ z] and the respective derivatives needed for the ap-
proximation, a kernel density can be chosen. The kernel density needs to be differentiable
with respect to z and with respect to the components of θ. The empirical cdf as can be
estimated using the kernel density.
Here we consider the Epachenikov kernel outlined in Section (3.9).
K(t) =

3
4
√
5
(
1− 15 t2
) −√5 ≤ t ≤ √5
0 otherwise.
where t = z−H(Y
b
o )
h .
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The Epachnenikov density is used to estimate the predictive density, denoted byG∗′B(z|Y, θ).
G∗B(z|Y, θ) =
1
B
ΣI{H(Y bo ) ≤ z}
≈ 1
B
ΣBb=1K1(
z −H(Y bo )
h
) (8.2)
The cumulative distribution of the Epachenikov kernel is needed to approximate the
predictive distribution G∗B(z|Y, θ):
G∗B(z|Y, θ) =

1
BΣ
B
i=1
3
4
√
5
(
t− 115 t3
)
+ 0.5 −√5 ≤ t ≤ √5
0 otherwise.
where t = z−H(Y
b
o )
h .
The smoothing parameter h is estimated within each outer iteration of the kriging loop,
across all B iterations of the inner loop. h is selected by comparing t = z−H(Y
b
o )
h to the
support of the Epachenikov kernel −√(5) ≤ t ≤ √(5). The simulated data is truncated
at the 10th and 90th quantile in order to ensure that unusually small or large values of the
difference z −H(Y bo ) do not produce extreme values of the bandwidth h.
The theory behind the Laplace estimation was developed in Chapter 3. In order to
evaluate the Laplace approximation, partial derivatives up to order 2 are necessary. Here
we express the partial derivatives as expectations with respect to the predictive distribu-
tion function, which is estimated by the kernel distribution function. For practicality, the
simulated values are used in place of the theoretical expected values.
∂
∂θi
∫
I{H(Y0) ≤ z}f(Y0|Y, θ)dY0 = Ef(Y0|Y,θ)
[
I{H(Y0) ≤ z} ∂
∂θi
lnf(Y0|Y, θ)
]
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where f(Y0|Y, θ) is the restricted likelihood and ∂∂θi lnf(Y0|Y, θ) can be analytically evalu-
ated.
The second derivatives can be expressed:
∂2
∂θi∂θj
∫
I{H(Y0) ≤ z}f(Y0|Y, θ)dY0 =
Ef(Y0|Y,θ)
[
I{H(Y0) ≤ z}
(
∂2
∂θi∂θj
lnf(Y0|Y, θ) + ∂
∂θi
lnf(Y0|Y, θ) ∂
∂θj
lnf(Y0|Y θ)
)]
When calculating the derivative terms, I{H(Y0) ≤ z} ∂∂θi lnf(Y0|Y, θ) and
I{H(Y0) ≤ z}
(
∂2
∂θi∂θj
lnf(Y0|Y, θ) + ∂∂θi lnf(Y0|Y, θ) ∂∂θj lnf(Y0|Y θ)
)
are empirically estimated
and averaged over the B iterations. This is done using a numerical approximation for the
derivatives of the restricted log-likelihood within the inner bootstrap step.
The coverage probability bias is estimated as
G∗(z∗P ;Y, θ)−G∗(zP ;Y, θ) = −n−
1
2R(zP , Y )
+ n−1
[
R(zP , Y )R
′
(zP , Y )
G∗′(zP ;Y, θ)
− S(zP , Y )
]
+ op(n−1)
and is calculated using the expansion developed in Equation (6.25).
Also of interest is the estimator z† developed as an alternative to the matching prior in
Section (6.2.1):
z†P = zˆP − n−1
[
Equation (6.25)
G∗′(G∗−1(P ))
]
Here z†P is estimated for P = 0.025 and 0.975 in order to form a 95% prediction interval
for the sum of squares across the n2 sites. A flat prior for the covariance parameters θ is
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assumed, where here θ = {φ} in the one parameter case and θ = {φ, σ} in the two parameter
case. The empirical coverage probability across the N = 100 simulations is computed and
compared to the empirical coverage probability of the 95% prediction intervals generated
using the un-adjusted zˆP predictions using universal kriging with the REML estimates.
8.2 Results
This section details the results of the bootstrap simulation.
8.2.1 Empirical Coverage Probabilities: 1 Parameter Case
The 2.5% and 97.5% quantiles were computed N = 100 times for the plug-in estimate of
the sum of squares across the n2 = 5 prediction sites, using the restricted likelihood estimate
for the covariance parameter φ. Within each iteration of the computation, the bootstrap
procedure was run B = 100 times in order to obtain an empirical estimate of the predictive
density and to calculate its respective derivatives based on the methods outlined in Chapter
Four. Equation (6.26) was then used to calculate the Laplace estimators z†P of the quantiles
in order to obtain Bayesian prediction intervals using the Laplace approximation method.
The “true” simulated values were then compared to the plug-in and Laplace intervals in
order to obtain an empirical coverage probability for each method.
Non-Linear Plug-In vs Laplace Prediction Intervals
The empirical 95% prediction intervals for the plug-in method result in severe under-
coverage. Across N = 100 simulated prediction intervals for the sum of squares over n2 = 5
sites, an Average Empirical Coverage (AEC) of 75.8% was found.
Using the Laplace approximation technique resulted in an improvement in the empir-
ical coverage probabilities. The average empirical coverage for the Laplace approximation
prediction intervals was 78.7%.
To further compare the empirical coverages from the plug-in and Laplace approximation
methods, the empirical probabilities from the Laplace technique are plotted against the
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Figure 8.1: Empirical Coverage Probabilities for the Laplace versus Plug-In Methods for
Non-linear Multivariate Predictand: 1 Parameter
plug-in coverages in Figure (8.1). As expected there is a strong positive correlation. A line
corresponding to y = x shows that the majority of the Laplace coverages are larger than
the plug-in coverages.
8.2.2 Coverage Probability Bias Estimates: 1 Parameter Case
The coverage probability bias is also considered for both the plug-in prediction interval
bounds and the bounds obtained using the Laplace approximation. The coverage proba-
bility bias for the plug-in method is seen to be about the same as the coverage probability
bias from the Laplace approximation technique. This is shown in the plots of the empirical
coverage probabilities of the plug-in predictions versus the Laplace approximations empiri-
cal coverage probabilities for both the lower and upper bounds in Figures (8.2) - (8.3). As
expected there is an extremely strong correlation between the plug-in and Laplace coverage
probability biases and there is little distinction between the specific values across the two
estimation methods.
The plots for each of the lower and upper bound of the coverage probability biases
versus the empirical coverage probabilities for both the plug-in predictions and the Laplace
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Figure 8.2: Coverage Probability Bias for the Laplace versus Plug-In Methods for 1 Pa-
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Figure 8.3: Coverage Probability Bias of the Upper Bound for the Laplace versus Plug-In
Methods for 1 Parameter
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Figure 8.4: Coverage Probability Bias Comparison - Lower Bound: 1 Parameter. Left -
Plug-In Method; Right - Laplace Method
predictions are shown in Figures (8.4) - (8.5). They both show an increase in magnitude
and the dispersion of the coverage probability bias as the empirical coverage probability
increases. The general trend that is seen is the increase in the magnitude and dispersion
of the coverage probability bias as the empirical coverage probability increases for both the
plug-in and Laplace methods.
In a few instances the coverage probability bias was extremely large in magnitude. These
cases were removed for the purposes of calculating the average coverage probability bias and
assessing an overall trend.
8.2.3 Empirical Coverage Probabilities: 2 Parameter Case
As in the one parameter case, the 2.5% and 97.5% quantiles were computed N = 100
times for the plug-in estimate of the sum of squares across the n2 = 5 prediction sites, using
the restricted likelihood estimate for the covariance parameters φ and σ. Within each itera-
tion of the computation, the bootstrap procedure was run B = 100 times in order to obtain
an empirical estimate of the predictive density and to calculate its respective derivatives
based on the methods outlined in Chapter Four. Equation (6.26) was then used to calculate
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Figure 8.5: Coverage Probability Bias Comparison - Upper Bound: 1 Parameter. Left -
Plug-In Method; Right - Laplace Method
the Laplace estimators z†P of the quantiles in order to obtain Bayesian prediction intervals
using the Laplace approximation method. The “true” simulated values were then compared
to the plug-in and Laplace intervals in order to obtain an empirical coverage probability for
each method.
Non-Linear Plug-In vs Laplace Prediction Intervals
The empirical 95% prediction intervals for the plug-in method result in undercoverage.
Across N = 100 simulated prediction intervals for the sum of squares over n2 = 5 sites, an
Average Empirical Coverage (AEC) of 91.91% was found.
Using the Laplace approximation technique resulted in a slight improvement in the em-
pirical coverage probabilities. The average empirical coverage for the Laplace approximation
prediction intervals was 92.22%.
To further compare the empirical coverages from the plug-in and Laplace approximation
methods, the empirical probabilities from the Laplace technique are plotted against the
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Figure 8.6: Empirical Coverage Probabilities: Laplace versus Plug-In Methods for 2 Pa-
rameters
plug-in coverages in Figure (8.6). As expected there is a strong positive correlation. A line
corresponding to y = x shows that the the empirical coverages of the Laplace approximation
are larger than the plug-in coverages in about half of the simulated intervals.
8.2.4 Coverage Probability Bias Estimates: 2 Parameter
The coverage probability bias is also considered for both the plug-in prediction interval
bounds and the bounds obtained using the Laplace approximation. As in the one parameter
case, the coverage probability bias for the plug-in method is seen to be about the same as
the coverage probability bias from the Laplace approximation technique. This is shown in
Figures (8.7) - (8.8) of the coverage probabilities of the plug-in predictions vs the Laplace
predictions for both the lower and upper bounds below. As expected there is an extremely
strong correlation between the plug-in and Laplace coverage probability biases and there is
little distinction between the specific values across the two estimation methods.
The plots for each of the lower and upper bound of the coverage probability biases for the
Laplace predictions are shown in Figure (8.9). They both show an increase in magnitude
and the dispersion of the coverage probability bias as the empirical coverage probability
increases. Once again, the general trend that is seen is the increase in the magnitude and
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Figure 8.9: Coverage Probability Bias: Laplace Method for 2 Parameters. Left - Lower
Bound; Right - Upper Bound
dispersion of the coverage probability bias as the empirical coverage probability increases
for both the plug-in and Laplace methods.
In a few instances the coverage probability bias was extremely large in magnitude. These
cases were removed for the purposes of calculating the average coverage probability bias and
assessing an overall trend.
8.2.5 Conclusions Drawn from Simulation
This simulation shows promise for the Laplace approximation technique as an improve-
ment over standard methods which essentially treat estimated covariance parameters as
known. This simulation considered the restricted likelihood estimation of the range param-
eter φ and variance parameter σ2. Of interest for future study is the incorporation of the
restricted likelihood estimation of the exponential parameter κ through the incorporation
of a powered exponential covariance structure.
Here the simulation considered flat priors for the covariance parameters θ. The inves-
tigation of various priors remains a possibility for future research. Of particular interest is
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Jeffrey’s prior as detailed in Berger, De Oliveira, and Sanso´ (2001). Of specific relevance
to this paper is the possible construction of a matching prior, which would theoretically
reduced the coverage probability bias to zero.
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