Massey-Milnor linking theory was developed by J. Milnor [Mi1, Mi2] and W. Massey [Ma, Po] algebraically and homological-theoretically in 1960's, but still remains quite mysterious as the explicit formulae thereof is missing.
counter-clockwise with L 0 as the root. Moreover each L j is oriented counter-clockwise as shown schematically.
Also for the link L = {L 0 , L 1 ,...,L n } of (n + 1) components, to define the invariant L n,n−1,...,1,0 below we assume that all invariants of strictly lower degrees vanish namely that L m,m−1,...,1,0 = 0, for any permutation of any subset {L * 0 , L * 1 ,...,L * m }⊆L of (m + 1) components and for any m ≤ n − 1.
Chern-Simons-Witten graphs
In this section we present the key concept of Chern-Simons-Witten configuration space integrals in the framework of perturbative quantum field theory. Beyond that we define our first knot invariant L n,n−1,...,1 for a link {L 0 , L 1 ,...,L n }, for which all invariants of strictly lower degrees vanish as in the setup. (2) Given a Chern-Simons-Witten graph on L we define its degree to be degree Γ = #{ edges of Γ}−#{ trivalent vertices of Γ}.
(3) Given a Chern-Simons-Witten graph Γ supported on L we define the associated Chern-Simons-Witten configuration space to be the space as follows. (3-1) For each trivalent vertex we assign a copy of R 3 . (3-2) For a univalent vertex supported on the component L j of L we assign L j to it.
And if some univalent vertices {U 1 , U 2 ,...,U k } ordered linearly with respect to the orientation and the base point x i ∈ L j are supported on L j , then we assign to {U 1 , U 2 ,...,U k } the subset of (L j ) k which respects the linear order of L j , namely the subset {(y 1 , y 2 ,...,y k )|x j ≤ y 1 ≤ y 2 ≤ ··· ≤ y k ≤ x j }⊆(L j ) k with the induced orientation.
As the configuration space of Γ we take the abstract product of the spaces in (3-1) and (3-2) , but with the orientation specified (or the ordering ofthefactorsoftheproduct)asfollows: (3-2-1) Always start with the root L 0 . Next in Definition 2 we define the first non-vanishing invariant L n,n−1,...,1,0 for the link {L 0 , L 1 ,...,L n } represented diagrammatically as in the setup. We coin the construction as HIST-transform where HI comes from the IHX-relation and ST comes from the STU-relation in the perturbative Chern-Simons-Witten quantum field theory [Oh, Wi, Ye] .
(3-2-2) Going up for each edge. (3-2-3) From the right edge to the left edge at each trivalent vertex. (3-2-4) Endow the connected subgraphs with the above orientations and then take the product of the orientation of all components. It does not matter how to get the product of the orientation of the components as all components are even dimensional spaces. (4) For an edge joining vertices A and B in

Definition 2. (1) We define the HI-transform as:
.
where vertices A, B, C and D are generic vertices of a Chern-Simons-Witten graph which are not necessarily uni-valent ones. (2) We define the ST-transform as:
where vertices A and B are generic vertices and vertex i is a univalent vertex sitting on some knot component. (3) For the construction of connected Chern-Simons-Witten graphs of degree n supported on
{L 0 , L 1 ,...,L n }, and to ease the notation, we define "double round brackets" ((n, n − 1,...,2,1)) as follows.
(3-1) ((2, 1)) = 2 ∧ 1 (3-2) ((3, 2, 1)) = ((3, 2)) ∧ 1 + 3 ∧ ((2, 1)) (3-3) ((4, 3, 2, 1)) = ((4, 3, 2)) ∧ 1 +((4, 3)) ∧ ((2, 1)) + 4 ∧ ((3, 2, 1)) It is easy to see that starting with the connected Chern-Simons-Witten graphs we get the set of (−1)-connected ones after doing ST-transform exactly once. 
which is exactly the classic Gauss linking. 
..,L n }, we define a closed 1-form denoted as j(x) associated to it as:
which is a smooth 1-form as long as x / ∈ L j . Notice also that by convention and by notation we set 
vanishes, we define a well-defined function as:
Similarly, whenever a given 1-form ψ defined on L j with L j ψ = 0, we define the relevant function
ψ,w h e r ex j ∈ L j is the base point. And we also coin a function of this sort as linking function.
(3) Given a closed 2-form φ in R 3 , for simplicity we set 1-form φ 
and is a well-defined function thereon (a so-called linking function) as we assume that
Next, we define the sharp bracket
(4-2) We define the round bracket
and is a well-defined function on L i (a linking function), as we assume that the Massey-Milnor linkings of degree 2 vanish there. Similar remarks hold for ki(dj) and < i, j >(dk).
Next, we define the sharp bracket which is a closed
1-form < k, j, i > (x) for x ∈ L l ,l = i, j, kas: < k, j, i > (x)=(k, j, i)(x)+(k, j)(x)i(x)+k(x)< j, i >(x) which is well-defined as L * i.l = 0 and L * j,i,l = 0
by the assumption of vanishing of Massey-Milnor linkings of lower degrees.
(4-3) Inductively, we define the closed 2-form (j, j − 1,...,2,1) in R 3 as (j, j − 1,...,2,1)
which is well-defined by the assumption of vanishing of Massey-Milnor linkings of strictly lower degrees.
Next, we define the closed 1-form < j, j − 1,...,1 > (x),x∈ L l with l = 1, 2, . . . , jas:
which is a well-defined function on L l , as we assume that Massey-Milnor linkings 
To conclude the presentation of Massey-Milnor linkings L * n,n−1,...,1 ,wenoticethatL
is an ambient isotopy invariant with respect to L 0 as < n, n − 1,.
..,1 implies that the first non-vanishing Massey-Milnor linking L * n,n−1,...,1,0 is an ambient isotopy invariant with respect to L i for i = 0, 1, . . . , n.A n d notice that the "double round brackets" ((n, n − 1,...,1)) defined in (3) of Definition 2 are nothing but the "connected" part of (n, n − 1,...,1), and also notice that the difference between ((n, n − 1,...,1)) and (n, n − 1,...,1) is a Dirac-like singular 2-form supported on {L 1 , L 2 ,...,L n }.
Some calculus lemma
Armed with the link L = {L 0 , L 1 ,...,L n } as in the setup-for example the cyclic arrangement of L as shown there and the assumption of the vanishing of both invariants L's (Chern-Simons-Witten invariants defined in Section 3) and L * 's (Massey-Milnor linkings defined in Section 4) of strictly lower degrees-and for the purpose of the equality L = L * and the combinatorial formulae thereof, we prepare some calculus lemmas which mostly are localization computation as our link L is represented as a link diagram lying entirely on the plane R 2 , except possibly the infinitesimally small neighborhood of crossings of L.
where A, B ∈ R 3 are dummy variables, Proof. By definition, the configuration space integrals corresponding to + are:
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Quantum Field Theory and Knot Invariants www.intechopen.com Taking d A , the exterior derivative of the LHS with respect to A, by our convention, is to take d A of the associative configuration space integrals omitting the integration over A-chain, thereby wegeta2-formindA. To be more explicit, 
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The last eight integrals are difficult to read in general. So for the purpose of book-keeping we use the graphic representation for them as in the above Lemma 2. Obviously the correspondence and the association of Chern-Simons-Witten configuration space integrals to edge-contracted Chern-Simons-Witten graphs, and vice versa are well-defined.
By definition the eight terms after the last equality sign in the above are the right hand side of Lemma 2.
Proof. By the definition of the associated Chern-Simons-Witten configuration space integrals both sides of the above equality are 2-forms in dL 0 .T h a ti s
Observe that (0 − A) and (0 − B) are both functions in A and B which do not involve any differential forms in (dA) or (dB) respectively; so to carry out the above two integrations we may regard (0 − A) and (0 − B) as weight functions by computing first BA (A − B) and
..,L n } is in a generic position in R 2 with pairwise crossings specified. Also observe that
and
where (A, B) , for the moment, stands for the Gaussian signs of crossings L A ∩ L B which is a finite sum supported on L A ∩ L B ; and this concludes the proof. Proof. The proof is exactly the same as that of Lemma 3. By integration-by-parts and by Lemma 1, we could regard both A and B as d-closed since both of them are sharp brackets.
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From now on we assume that L = {L 0 , L 1 ,...,L n } is in a generic position in R 2 with pairwise crossings specified.
First we introduce some more notations: (2, 1) * = 2 ∧ 1, (3, 2, 1) * = (3, 2) * ∧ 1 + 3 ∧ (2, 1) * , and in general, (n, n − 1,...,1) * = (n,...,2) * ∧ 1 + (n,...,3) * ∧ (2, 1) * + ···+ n ∧ (n − 1,...,1) * . Proof. Without loss of generality, we need only to prove 1 4π 
Proof. By the very defintion of integration along positive ∂ ∂x -direction in the plane R 2 ,w e
. And also notice that 
Main theorem
In this section we will state the main theorem of this paper and some proofs for the case of low degrees:
We will come back to the proof of the main theorem in Section 7 in full generality.
Here is the main theorem and as usual we use numerals i, j, k, ..., etc. for the corresponding knot components L i , L j , L k , ...,etc. to easethe notation. We will prove this theorem in full generality in Section 7. Here to make the presentation smoother and to show the idea, we do the "detailed" proof of: 
And this concludes the proof that L 2,1,0 = L * 2,1,0 . And by using the combinatoric formulae of L * 2,1,0 -that in Lemma 6 and Lemma 7-we derive the explicit formulae of
Proof. With the link L = {L 0 , L 1 , L 2 } represented by a link diagram in the plane R 2 and in the spirit of localization computation of Lemma 6 and Lemma 7, a direct computation concludes the proof by using the integration by part in Lemma 1.
And so,
which is a part of the configuration space integrals of the Chern-Simons-Witten graph "Y", then dφ(0)=( 2 ∧ 1)(0).
So to prove L 2,1,0 = L * 2,1,0 , we need only to prove that the configuration space integral of "Y-graph"-which is nothing but the first integral in Example 4-in Example 1 is 0 2 ∧ 1in L * 2,1,0 . (1, 0)(2, 0)(3, 2) .
For this example we try to be as explicit as possible to show the general scheme of the proof of the main theorem.
First we derive the related combinatorical formulae of the ..., 1, 0 as defined in Section 4 from which we do use the vanishing of Massey-Milnor linkings of strictly lower degrees. Also to ease the notation we use: Recalling that:
and using the above inductive scheme and by induction we have combinatorically, 
Next we do the Chern-Simons-Witten graph: L 3,2,1,0 . By induction the new and nontrivial graphs appearing in the Chern-Simons-Witten graphs L 3,2,1,0 are: and of which the Chern-Simons-Witten configuration space integrals are defined in Example 5. Now by shifting gear we regard these two configuration space integrals as two suitable 1-forms in d0 before carrying out the "final" integration over L 0 ; namely the two relevant 1-forms in d0are:
and But to compute the latter 8 Chern-Simons-Witten configuration space integrals aiming at the combinatorial formulae we need to take into account the boundary terms for each related Chern-Simons-Witten graphs of degree 2-say the first graph along L 0 .F o r e x a m p l e b y induction L 2,1,0 = L * 2,1,0 , but not now; as we don't have full cycles as before (as L 0 is cut into finitely many pieces of arcs by L 3 ). And the beauty of computing the extra correction due to the end points of the set of arcs along L 0 is that: the correction is compensated by those 8 integrals in 0 φ(0)+ψ(0) which is just a discrete sum on the corresponding end points of the pieces of arcs-cut by the attached chord in the contracted Chern-Simons-Witten graphs-of the configuration space integrals of Y-graphs thereof.
In greater details: take and as an example to show the details proper. For simplicity we assume that a piece of arc lying on L 0 is cut out by L 1 as shown.
By induction: applying linking of degree 2 to this piece of arc as shown we need to artificially attach two horizontal rays to both A and B to make it a cycle as shown above. Then on this full cycle, we could compute both integrals of and ,b yr e p l a c i n gt h e original sub-arc AB with the full "cycle" made up of two horizontal rays and AB to get two extra corrections of opposite signs along the two added horizontal rays at A and B in the above two integrals. More precisely these two corrections-up to signs-are nothing but the configuration space integrals of Y-graph: , where ray at the root denotes the added ray and numeral 2 (respectively numeral 3) stands for L 2 (respectively L 3 ).
With the same computation for the other 7 pairs of Chern-Simons-Witten graphs listed above, we are done with the proof of L * 3,2,1,0 = L 3,2,1,0 if we have proved the following.
Claim 3. Consider as either a 2-form in d0:
where we carry out all related integrations except that over L 0 in η(0) and except that over Now we come to the proof of the claim.
Proof. Recall that the over-bars on 2-forms, by definition, are horizontal ∂ ∂x -integrations from x = −∞ up to points of interests; and that if the point of interests is a planar point, the horizontal ∂ ∂x -integration should be defined as the average of the one infinitesimally above R 2 and the one infinitesimally below R 2 .
(A) First we define and state contracted Chern-Simons-Witten graphs and the corresponding 2-forms-either in d0o rd1 explicitly. But this is nothing but the content of Lemma 1 and Lemma 2 in Section 5.
(B) Next we compute:
, where hori stands for horizontal ∂ ∂x -ray starting/ending at the crossings of L 1 and L 0 , (0, 1) is the Gauss linking of L 1 and L 0 ,a n dh denotes the dummy variable on the horizontal ∂ ∂x -rays stated above.
(C) Next we compute L 0 η(0). To apply the calculus Lemma 1 and Lemma 2 to an sub-arc on L 1 cut-off by crossing with L 0 , we need to artificially add two horizontal ∂ ∂x -rays at the ends of this arc to make it a full cycle. Now carry out the fundamental theorem of calculus as stated in Lemma 1 and Lemma 2 for this sub-arc of L 1 to get exactly the extra boundary evaluation at the ends of the configuration space integrals of Y-graph , and then identify Y-graph with symbols (3, 2) 1 =(2, 1) 3 =(1, 3) 2 for L 2 , L 3 and the artificial cycle L 1 (which is the union of the above sub-arc and two horizontal ∂ ∂x -rays) to conclude the proof of the claim. 
Proof of the main theorem-general case
In this section we prove the main theorem of this paper. Here are some preparatory lemmas.
Lemma 8. In the ..., 1, 0 or the associated 1-form < n, n − 1,...,2,1> on L 0 , the Dirac-like singular one-form when evaluated at x ∈ R 2 , dj(x) is nothing but the one-form ones-either infinitesimally above R 2 or infinitesimally below R 2 .H e n c ej(x)=0w h e n restricted to the plane R 2 , and this concludes the proof.
Note 9. From Lemma 8 when restricted to the plane R
Lemma 9. In ..., 1, 0 , all connected Chern-Simons-Witten graphs of degree larger than 2 contribute nothing.
Proof. For connected Chern-Simons-Witten graphs of degree larger than 2 we have double round brackets of length larger than 2. Take a double round bracket of length 3 such as 
Proof. (A) The content (A) is nothing but a corollary of Lemma 1 and Lemma 2 in Section 5.
(B) We repeat the trick and the proof of the claims in Example 8. That is to each connected Chern-Simons-Witten graph contracted at a vertex L j ,withj = 0, we associated two 2-forms (one in d0 ∧ d0, and one in dj ∧ dj), η(0) and η(j). We will proceed by induction:
, where the over-bars are the average of horizontal ∂ ∂x -integration: one infinitesimally above R 2 and one infinitesimally below R 2 from x = −∞ up to the points of interests in R 2 .
(B-1) We treat L j η(j) first. The connected Chern-Simons-Witten graph contracted at the vertex L j is considered now in another perspective, as the contraction of two distinct connected graphs of strictly lower degree at the vertex L j . By induction a connected component of the above two distinct graphs could be regarded as a part of linking function of lower degree at L j , and hence would cut off L j into finitely many sub-arcs. Repeat the trick of the claims in Example 8 for the set of knot components attached to the other graph compoment and a s p e c i fi cs u b a r co fL j to get the horizontal ∂ ∂x -rays start/end at the ends of the sub-arc of L j cut-off by the combinatorial formulae (a part of the lower linking function associated to that graph component).
Repeat the same computaton with the roles of these two graph components switched. That is obvious as
which is a nontrivial and key formulae 179 Quantum Field Theory and Knot Invariants www.intechopen.com in our discrete computation of horizontal ∂ ∂x -integration, but it is easy to see in the following set-up: cut the knot component L j by the discrete contributions due to these two connected Chern-Simons-Witten graphs (which give rise to two 1-forms α(j) and β(j) above); and as above we add artificially horizontal ∂ ∂x -rays strating/ending at these cut-point so that we could apply induction scheme for these two subgraphs of lower degree to suitable knot components attached thereon and the artificial cycles, each of which consists of a subarc of L j and the two horizontal ∂ ∂x -rays added onto the boundary points of the subarc. Finally do the obvious discrete sum along L j to get the net contribution as claimed.
As the graph component containing L 0 is of strictly lower degree than n,b yi n d u c t i o n and after carrying out all the integrations of the configuration space integral of that graph component we are left with an honest function (not a differential form) on L j .T h i sa l s oc a n be regarded as the boundary evaluation of the associated configuration space integral when adding the artificial horizontal ∂ ∂x -ray to the sub-arc of L j to make a full cycle so that we could apply Lemma 1 and Lemma 2. And this boundary evaluation is exactly the horizontal ∂ ∂x -integration of the configuration space integral by the trick of Example 8.
Similarly switch the roles of these two graph components to get the other horizontal ∂ ∂x -integration of the configuration space integral of one graph component; while the other graph component plays the role of lower linking function and so is just a discrete evaluation there; and hence cuts off L j into sub-arcs whose boundary points support the artificially horizontal ∂ ∂x -rays as above. In short the boundary evaluation at the ends of a specific subarc of L j of the configuration space integral of the subgraph containing L 0 , by Lemma 1 and Lemma 2 is exactly the horizontal ∂ ∂x -integration of the artificial rays as above simply by computing the Chern-Simons-Witten configuration space integrals in two ways-one, we integrate over just that specific sub-arc to get the extra boundary evaluation; and the other, we integrate over the full cycle consisting of the above sub-arc and two added horizontal ∂ ∂x -rays.
With all the preparatory lemmas we come to the proof of Theorem 1 in Section 6.
Step 1. ..., 1, 0 .
By assumption all Massey-Milnor linkings of lower degree vanish and by Lemma 9 all connected Chern-Simons-Witten graphs of degree larger than 2 contribute nothing to L * n,n−1,...,1,0 . The combinatorial formulae of L * n,n−1,...,1,0 could be read out directly from the expansion of the sharp bracket < n, n − 1,...,2,1 >. More precisely, regard lower linkings as linking functions supported on some knot component L j which corresponds to some dj in < n, n − 1,...,1 >. By induction only those Chern-Simons-Witten connected graphs of degree one and two contribute to the combinatorial formulae of L * connected Chern-Simons-Witten graph of degree 2 which is not symmetric with respect to its vertices {i, j, k},t h esymb ol(k, j) i is naturally and canonically assigned to this Y-graph without ambiguity simply by inspecting the related linking function therewith.
Step 2. Chern-Simons-Witten graph L n , n − 1,...,1,0.
(A) Consider the set of connected Chern-Simons-Witten graphs first. Mimicking the trick of contraction of connected Chern-Simons-Witten graphs in L 3,2,1,0 in Section 6, we regard this set of contracted connected Chern-Simons-Witten graphs a sum of 2-forms with only one contracted vertex for each, along which we will construct artificially horizontal ∂ ∂x -rays as before. And as in the Section 6 this kind of Chern-Simons-Witten configuration space integrals that involves the artificial horizontal rays will compensate those boundary evaluation of the associated lower linking functions at the contracted vertex (equivalently the knot component corresponding to the vertex numeral). In short even in Chern-Simons-Witten graphs, the connected graphs of degree larger than two do not contribute anything to the combinatorial formulae thereof. This is obvious by the above argument and by induction. Assume that we are done for all such of degrees less than n, that is we have identified all those non-connected Chern-Simons-Witten graphs once they are grouped together in the manner of lower linking function which correspond to those over-barred sharp brackets with some dj attached besides, in L * n,n−1,...,1,0 . And obviously, we are left with only those connected Chern-Simons-Witten graphs of degree n in both Massey-Milnor linking and Chern-Simons-Witten graph set-ups. In the former, connected Chern-Simons-Witten graphs correspond to double round brackets, and so contribute nothing by Lemma 10 to L * n,n−1,...,1,0 ; in the latter, the connected Chern-Simons-Witten graphs will compensate the artificial horizontal ∂ ∂x -rays derived from the lower linkings functions and the suitable sub-graphs contracted there on.
Step 4. Both L n, ..., 1, 0 and L * n, ..., 1, 0 are independent of the base points x j ∈ L j ,j = 0,1,2,...,n.
Due to cyclic symmetry of L * n,n−1,...,1,0 -as is obvious from the Chern-Simons-Witten perspective-we need only to prove that L * n,n−1,...,1,0 is independent of the choice of x 0 ∈ L 0 . And we denote the change or the variation due to the change of base point x 0 ∈ L 0 by the notation δ. And this concludes the proof of Theorem 1.
