Abstract-A new class of related algorithms for deblocking block-transform compressed images and video sequences is proposed in this paper. The algorithms apply weighted sums on pixel quartets, which are symmetrically aligned with respect to block boundaries. The basic weights, which are aimed at very low bit-rate images, are obtained from a two-dimensional function which obeys predefined constraints. Using these weights on images compressed at higher bit rates produces a deblocked image which contains blurred "false" edges near real edges. We refer to this phenomenon as the ghosting effect. In order to prevent its occurrences, the weights of pixels, which belong to nonmonotone areas, are modified by dividing each pixel's weight by a predefined factor called a grade. This scheme is referred to as weight adaptation by grading (WABG). Better deblocking of monotone areas is achieved by applying three iterations of the WABG scheme on such areas followed by a fourth iteration which is applied on the rest of the image. We refer to this scheme as deblocking frames of variable size (DFOVS). DFOVS automatically adapts itself to the activity of each block. This new class of algorithms produces very good subjective results and PSNR results which are competitive relative to available state-of-the-art methods.
I. INTRODUCTION

B
LOCK-TRANSFORM CODECS (BTCs) are among the most common compression tools available for still images and video sequences. These codecs divide the image to nonoverlapping square blocks and apply a transform on each individual block as part of the encoding process. Among the available transforms, the DCT is the most widely adopted as it exhibits very good energy compaction and decorrelation properties. This transform is adopted by the JPEG standard for still images compression [1] and the MPEG standards [2] - [5] for compression of video sequences.
At low bit rates, BTC compressed images exhibit a visually annoying phenomenon, known as the blocking artifact. This phenomenon is characterized by visually noticeable changes in pixel values along block boundaries. Blocking artifacts become more noticeable in video compression, due to the fact that moving images amplify the blocking effect. Thus, if we wish to achieve high-compression rates (low bit rates), using BTC (e.g., JPEG), with visually acceptable results, we have to eliminate the blocking artifacts. This procedure is usually referred to as deblocking. Among the common approaches, post-processing appears to be the most practical solution. It does not require changes to existing standards, and with the rapid increase of available computing power more sophisticated methods can be implemented. The blocking-effect is a major obstacle for using BTC to achieve very low bit-rate compression.
Various post-processing techniques have been suggested for the reduction of blocking artifacts, but they often introduce excessive blurring, ringing and in many cases they produce poor deblocking results at certain areas of the image. Moreover, they fail to handle a wide range of bit rates. Most of them cannot automatically adapt themselves to different block activities.
The MPEG4 standard [5] offers a deblocking algorithm which operates in two modes: dc offset mode for low activity blocks and default mode. Block activity is determined according to the amount of changes in the pixels near the block boundaries. All modes apply a one-dimensional (1-D) filter in a separable way. The default mode filter uses the DCT coefficients of the pixels being processed and the dc offset mode uses a Gaussian filter. However, this is not exactly a "pure" postprocessing method since every quantization factor from each macro block has to be fed into the algorithm.
The use of a rational filter is suggested in [6] - [8] for deblocking. The weights of this filter are determined using a ratio of two polynomials and they are adapted according to local characteristics. The nominator has a low-pass behavior and the denominator is a function of the differences between pairs of pixels used in the mask. Detailed properties of this filter class were described in [9] . Ramponi and Carrato used in [8] a rational filter in order to interpolate an image using only its dc components. A 3 3 rational filter, which is applied on block boundaries, was proposed by Castagno et al. in [7] for post-processing of a blocky image. This filter incorporates variance-based measurements for detection of details in the 3 3 neighborhood of the filtered pixel.
Special wavelet filters were developed in [10] to interpolate an image which only contains the dc component in each block. Wavelets are also used for deblocking in [11] , [12] . Specifically, the wavelet transform modulus maxima representation [11] is used and a 1-D wavelet transform is used in [12] .
Al-Fahoum and Reza [13] first extract the high-frequency components of the image and then apply an adaptive filter on a scaled version of the obtained image. The filter is based on the statistical behavior of the preprocessed image.
Wu et al. described in [14] an algorithm which is applied in the transform domain. The algorithm filters each DCT coefficient using the DCT coefficients of its shifted blocks. A shifted block is an 8 8 block with 0, 1, or 2 displacement in each direction.
The theory of projection onto convex sets (POCS) is the basis for the iterative methods which are described in [15] and [16] . Each iteration was comprised of two steps: low-pass filtering and projection of the low-passed DCT coefficients onto their quantization intervals. In [15] low-pass filtering was obtained by applying a 3 3 low-pass filter on the image. In [16] the lowpass step bounded the total intensity variations between block boundary pixels of adjacent blocks.
Many of the algorithms described above process only the pixels near the blocks boundaries [5] , [7] , [16] . This prevents the algorithms from achieving good results at extremely low bit rates (below 0.25 bpp). In the algorithm in [15] , all of the image pixels are modified; however, it blurred pixels which did not suffer from blocking. Moreover, the execution time of the algorithm in [15] rendered itself as inappropriate for real time applications. This shortcoming is also evident in [14] due to DCT computation of the shifted blocks. Almost all of the algorithms produced poor results when applied on blocks in which all the ac components were quantized to zero. We call an image which is solely comprised of such blocks, a dc image. Exceptions are the algorithms described in [8] and [10] which were specifically tailored to this case. However, in general, they cannot handle blocky images other than dc images. Additional information on deblocking can be read in the following survey papers: [17] and [18] .
A new class of algorithms for deblocking BTC compressed images and video sequences is proposed in this paper. All the algorithms deblock an image by employing weighted sums of pixel quartets which are symmetrically aligned with respect to block boundaries.
Blocking artifacts can be classified into three types as described in [19] : grid noise, which appears in monotone areas, staircase noise, which consists of block boundaries that appear to be edges but are not and corner outlier where a block corner point is either much smaller of much higher than the neighboring pixels. Fig. 1 demonstrates the different noise types on Lena's shoulder.
First, we describe a basic deblocking approach which is aimed at very low bit-rate images. In particular, images which only contain grid noise, i.e., where all the blocks are uniform. In a uniform block, all the pixels are equal. The weights that are used by the algorithm are obtained from a two-dimensional (2-D) function which obeys certain constraints. Applying the basic algorithm on images compressed at higher bit rates produces deblocked images which contains an artifact we refer to as the ghosting effect. The ghosting effect is characterized by blurred "false" edges which are adjacent to real edges. We alter the weights of the pixels, which belong to nonuniform blocks, in order to prevent the occurrences of the ghosting effect. This is accomplished by dividing each pixel's weight by a predefined factor we refer to as a grade. We refer to this approach as weight adaptation by grading (WABG). The result of the enhanced algorithm still exhibits very minor blocking artifacts in monotone areas. Monotone areas are regions in the image which are comprised of uniform blocks, i.e., where grid noise is present.
In order to accommodate better deblocking of grid noise, we form two lists. The first list includes all the uniform blocks and the second list is comprised of all the nonuniform blocks. We refer to nonuniform blocks as detailed blocks. Deblocking of the uniform blocks is accomplished by applying three iterations of the WABG scheme. Each of the three iterations processes only the uniform blocks. A fourth iteration is used in order to deblock the detailed blocks. We refer to this approach as deblocking frames of variable size (DFOVS).
The proposed class of algorithms visually outperforms the current state-of-the-art deblocking algorithms such as [5] , [7] , [14] - [16] . In our algorithms, all the pixels are visited. The WABG and the DFOVS approaches automatically adapt themselves to different bit rates, including the case of dc images, and they are considered to be a refinement of the basic scheme. No manual intervention is required. Hence, our algorithms produce very good results for decompressed images ranging from extremely low to medium bit rates.
The rest of this paper is organized as follows. Section II presents the proposed methods in detail. In Section III, we provide the experimental results. Finally, conclusions are given in Section IV.
II. DEBLOCKING BY WEIGHTED SUMS OF SYMMETRICALLY ALIGNED PIXELS (WSSAP)
A. Kernel of the Algorithm
Let be an image of size , . The image is divided into 8 8 blocks where the pixels in each block are given by
We define a deblocking frame as a square of adjacent pixels on which the algorithm will be applied. The size of the frame is .
1) Description of the Approach:
A new block , is constructed for every block that was defined in (1) .
Given a block , we define the set of deblocking frames (2) where the pixels in each deblocking frame are given by (3) Fig. 2 illustrates the structure of for and . Each new block is calculated by applying a weighted sum on four symmetrically aligned pixels in every deblocking frame . For simplicity, we ignore the and terms in (3) and we use the notation to get (4) The new value of each pixel is determined using a weighted sum of four pixels such that for all (5) where and are the two image pixels in , which lie symmetrically to with respect to the horizontal and vertical central axes of the deblocking frame , respectively. Pixel lies symmetrically to with respect to the center of the deblocking frame. The weights are given by , , and .
Thus, each deblocking frame is divided into quartets of symmetrically aligned pixels. Fig. 3 illustrates the positions of two quartets. Each quartet has a different shade. The choice of weights is determined to satisfy the following properties.
1) Symmetry:
, . Similar constraints are imposed on , and , as well. Thus, the computation of every pixel in the quartet uses four distinct permutations of the four weights. 2) Monotony: Given a two-variable function , we define its monotony using its gradient . We denote the monotony of by the signs of its gradient components. By dividing each In order to determine the weights, we begin by examining the 1-D problem.
2) One-Dimensional Case: We have a row vector with groups of eight elements vectors . The blocking artifact in a 1-D vector manifests itself as discontinuities between pixels and . A deblocking frame is defined by a set of adjacent pixels. Given an eight-element vector , we define the set of row vectors with elements to be where the elements of are given by As before, in order to simplify the notation, we ignore the term and denote to get
The new value of each element is determined using a weighted sum of two pixels The weights will obey the properties mentioned above. for .
We regard the weights as continuous functions . We will solve for . is immediately derived from property 4). The solution for is not unique. Thus, we need to supply some additional data in order to find . For convenience, we denote and get and add the constraint and . The values of , , which produce the best results, are found empirically. The chosen values of and must also follow the properties mentioned above. Consequently, properties 3) and 4) impose , and, from property 1), we get and . There is no unique solution that satisfies the above conditions. We will consider two possible solutions: linear and quadratic.
Linear solution: Let the linear solution be of the form . First, a separate solution is given for each of the intervals and denoted by and , respectively. We get if if . Second, observing that , a more compact formula can be derived for . Specifically 3) Two-Dimensional Case: In order to obtain a deblocking solution for the 2-D case, we observe that the deblocking frame column of pixels and can be treated as 1-D vector of eight elements (Fig. 3) . A similar argument holds for the pairs , and , . Since, all of these arguments hold at the same time, a separable solution is given for the 2-D case. Specifically, the weights , , , are given by a product of two 1-D solutions where and are both either linear or quadratic. Graphs of the 2-D linear weights , , , using and are depicted in Fig. 6 . Illustrations of the 2-D quadratic weights , , , using and are shown in Fig. 7 . These graphs demonstrate that the calculated weights behave as expected: They satisfy the four constraints e.g. monotony and symmetry.
4) Implementation Issues: a) Handling of image boundaries:
The set of deblocking frames partially reaches beyond the bounds for blocks at the boundary of the image. Therefore, we symmetrically extend the boundary of the original image by pixels. The algorithm is applied on the extended image. The resulting image has an additional band of pixels at its boundary. The subimage without these pixels is taken as the output. This is equivalent to applying 1-D deblocking on each row (column) in the band of pixels at the image boundary. A one dimensional vector is deblocked by applying and as explained in Section II-A-2.
b) Ghosting effect: Fig. 8 illustrates the application of the kernel algorithm (WSSAP) on the Peppers image compressed at different bit rates. Fig. 8(a) is the Peppers image compressed at 0.21 bpp and Fig. 8(c) is the dc image of Peppers. Fig. 8(b) and (d) is the result of the basic algorithm applied on Fig. 8(a) and (c), respectively. The basic algorithm uses linear weights with , and deblocking frames of size . The basic approach works well at very low bit rates (under 0.25 bpp). At higher bit rates, this approach produces deblocking results of high quality but introduces a visually noticeable side effect. We refer to this side effect as the ghosting effect. It is characterized by blurred "false" edges which are symmetrically located in parallel to real edges, as illustrated in Fig. 9 . Fig. 9 (a) and (b) is the magnified versions of the marked rectangle in Fig. 8(a) and (b), respectively. A "false" edge is easily noticed in the middle of Fig. 8(b) .
This phenomenon is caused by unbalanced weight contribution, which occurs when the differences among the pixels participating in the calculation are high. As a consequence, the values of the pixels in the "false" edge are significantly higher from their neighboring pixels and so they appear as edge pixels. The ghosting effect usually occurs at low to medium bit rates (above 0.25 bpp).
B. Prevention of the Ghosting Effect by Weight Adaptation
In order to prevent the occurrence of the ghosting effect, we propose a scheme, which reduces the weights , , of pixels that are located in nonuniform blocks. This reduces their weighted influence on the calculated pixel. We refer to nonuniform blocks as detailed blocks. Three details preservation modes of operation are available. These modes provide additional control over the amount of change in the value of the calculated pixel. One of the modes, which is intended to preserve the largest amount of details, achieves this by increasing while reducing , , . This is essential for edge pixels and pixels which belong to detailed blocks. Thus, deblocking is achieved while preserving the details in the image.
In order to reduce the weights as described above, we assign a grade to each pixel. The grade provides an indication to the amount of details in the pixel's neighborhood. All the grades form a matrix we refer to as a grading matrix. Without loss of generality, we choose grades which increase as the amount of details in the pixel's neighborhood increases. The grades are confined to be in the range of 1-16. The weight reduction is achieved by dividing each pixel's weight by its corresponding grade. Weight increase is obtained by multiplying the pixel's weight by its grade. After the division and multiplication, the modified weights are normalized and used in the calculation of the pixel's new value in the same way they were employed by the basic approach. It should be mentioned that the symmetry property no longer holds for the modified weights. 2) Grading Matrix Implementations: We suggest two grading matrix implementations. In both implementations, each block is graded according to its details. These grades form a block grading matrix. In the first implementation, the grade of each block is based on its variance. In the second implementation the grade is determined using the block's DCT coefficients. The grade we use for each pixel is determined according to three attributes: (a) its block grade, (b) its proximity to the calculated pixel, and (c) the difference between its gray level and the gray level of the calculated pixel.
Block grade: We denote by , , and to be the block grades of the pixels , , , and , respectively. Proximity to the calculated pixel: We define a factor to control the influence of the block grade according to the proximity to the calculated pixel
where , are either the row or column coordinates of the pixels. Fig. 10 illustrates the values of . 
Gray-level difference:
Given two pixels and in a quartet, we denote the sum of the pixels' blocks grades in the quartet by and define the gray-level difference function for , , as if otherwise.
The corresponding grades , , of pixels , , , are given by
The max operation is required in order to ensure that the weight will always be greater or equal to 1, otherwise the partial ordering property (see Section II-A-1) of the weights might not hold. We suggest two ways to implement block grading: variance based andDCT based.
3) Variance Grading Implementation: Variance-based measurements produce a reliable and simple estimation of details level in a pixel environment. Thus, we can base the grade of the block on its variance. The variance of a uniform block is zero. The value of the variance increases with the increase in the amount of details in the block. The variance of an 8 8 block ranges from zero to , and the range of pixel values is 0-255. Therefore, in order to use the variance based grades, they are set on a squared logarithmic scale in the range of 1-16. The grades are given to 8 8 blocks of the original image. Formally, let an 8 8 block be , ,
. We denote its mean by . and its variance by . Let be , and denote the blocks' maximal and minimal grades by and , respectively, where
The grade of the block is Clearly, one can see that this choice is in agreement with the requirements of the grading system, which was described in Section II-B.
4) DCT Grading Implementation:
Another proposed implementation for a block grading matrix uses the DCT coefficients of the block since they give an indication to the amount of details in a block. Specifically, in a uniform block, all the AC components are equal to zero. As the amount of details increases in a block, more nonzero ac coefficients are introduced. Thus, the number of nonzero DCT coefficients can give us a fair indication of the amount of details in a block. Therefore, we determine the grade of a block to be the number of nonzero DCT coefficients translated to the range 1-16. Specifically, let , , , be the DCT coefficients of the block . Each block's grade is defined as the translation of , ,
, to the interval [1, 16] where the outer vertical lines stand for the magnitude of the set. Fig. 11 demonstrates the application of the WABG scheme on Peppers compressed at 0.21 bpp. The algorithm uses linear weights with , and the variance based block grading implementation. The detail preservation mode is set to . Fig. 11(a) is the deblocked image and Fig. 11(b) is the magnification of the rectangular marked area in Fig. 11(a) . Fig. 11(b) reveals that there is no ghosting effect.
The WABG scheme does not introduce "false" edges, but the blocking artifacts are still noticeable in monotone areas. This observation is corroborated by looking at the long pepper in Fig. 11(a) . Therefore, we refine the results obtained by the WABG scheme in order to accommodate better deblocking of monotone areas. 
C. Deblocking Frames of Variable Size (DFOVS)
In order to achieve better deblocking we suggest an iterative algorithm which uses deblocking frames of variable sizes. Specifically, this scheme consists of three stages.
1) A classification procedure is executed to form a list of all the uniform blocks. Uniform blocks are blocks whose grade is equal to one. We denote this list by UBL. The list of nonuniform (detailed) blocks is denoted by DBL. Fig. 13 illustrates the UBL and DBL for Barbara compressed at 0.24 bpp. 2) Monotone step: This step is comprised of three iterations of the WABG scheme using detail preservation mode , and , in this order. Each iteration is performed on the blocks in the UBL and uses a deblocking frame of different size. The first iteration uses a deblocking frame of size eight. The second and third iterations use deblocking frames of sizes four and two, respectively. 3) Detail step: A single iteration is performed on the DBL using a deblocking frame of size four . The detail preservation mode is set to . This step uses a slightly modified version of if if Deblocking frames, which are located inside a single block, are not processed. The application of a deblocking frame of size reduces the blocking artifact to blocks of size , i.e., the blocking artifact can be noticed in blocks of size four. This is due to the symmetry of the weight function . It motivates the application of a deblocking frame of size four which will reduce the blocking artifacts to blocks of size two. Finally, in order to eliminate the later blocking artifact a deblocking frame of size two is applied. As blocking artifacts are no longer present in monotone areas, no additional iterations are needed in these areas. Fig. 12 demonstrates the output after the application of the three iterations (monotone step) on blocks taken from Lena's cheek compressed at 0.22 bpp. The third step is dedicated to the removal of blocking artifacts in nonmonotone areas, i.e., , staircase noise and corner outliers. This step uses only one iteration because detailed blocks do not exhibit the phenomenon monotone blocks do as described in this paragraph. This is also due to the choice of . The size of the deblocking frame for this step was empirically set to . Table I demonstrates the PSNR improvements in each iteration. Fig. 14 demonstrates the deblocking results of the WABG [ Fig. 14(a) ] and DFOVS [ Fig. 14(b) ] schemes when applied on monotone areas in the Peppers image. Comparison between the results reveals that the DFOVS scheme, achieves better deblocking than the WABG scheme, in monotone areas.
D. Deblocking of a dc Image
When the iterative algorithm is applied on a dc image, it uses a different Diff function in order to avoid excessive blurring of the image and to allow contours reconstruction. dc images are easily recognized by checking whether the size of the UBL is equal to , i.e., whether all the blocks in the image are uniform. In this case, the algorithm uses the following Diff function for , , ,
III. EXPERIMENTAL RESULTS
In order to evaluate the performance of our proposed deblocking algorithms we use a number of 512 512 JPEG compressed images, which are widely used in the literature: Lena (Figs. 15 and 16) , Barbara (Figs. 17 and 18) , and Peppers (Figs. 19 and 20) . The results are displayed on selected of those images.
Initially, we investigate the visual results obtained from the application of the DFOVS algorithm. Then, we compare them with related algorithms. The deblocking algorithms, which are used for comparison, are those that are described in [5] , [7] , [8] , [14] - [16] . All images were compressed using the cjpeg UNIX utility [20] .
The DFOVS algorithm which was used in the experiments, uses linear weights with , for the second step and linear weights with , for the third step. We finally conclude with a run time comparison between our DFOVS algorithm and related algorithms. [7] (PSNR = 27:03 dB). 
A. Visual Results
We first give a subjective description of the visual results which were obtained by the application of the DFOVS scheme on the test images. This is followed by a comparison with the results produced by other related algorithms. Then, we evaluate the subjective visual results of the DFOVS algorithm and the related algorithms using the subjective measurement suggested in [21] . This measurement evaluates the amount of distortion, which is the result of blocking artifacts. It is based on the human visual sensitivity to horizontal and vertical edge artifacts. This measurement behaves in the following fashion: greater amount of blocking artifacts produces higher measurement values.
Each deblocking method in the subjective description is evaluated according to its performance on all noise types as was described in the introduction. Examples of grid noise can be seen at the cheek of Lena in Fig. 15(b) and near the hand of Barbara in Fig. 17(b) . Staircase noise and corner outliers are visible in the hat rim of Lena and at the edges of Barbara's arm.
1) Subjective Visual Analysis of the DFOVS Algorithm:
The DFOVS algorithm handles very well all types of noises. Our algorithm reduces staircase noise and corner outliers, which are visible in detailed areas. Areas contain high-frequency components such as edges and texture are called detailed areas. Grid noise is completely reduced in monotone areas.
The elimination of grid noise is demonstrated at the hat rim of Lena in Fig. 15 (c) and in the background of Barbara in Fig. 17(c) . Removal of staircase noise and corner outliers is clearly seen in the hat rim of Lena in Fig. 15(c) and also at the edges of Barbara's arm in Fig. 17(c) .
The outcome from the application of the DFOVS method on dc images is illustrated in Fig. 19(a) . We can see that the algorithm successfully avoids damaging object contours while dramatically reducing the blocking artifacts. Specifically, the contours of the peppers are not damaged during the elimination of the blocking artifacts.
2) Comparison to Other Algorithms: The algorithm in [7] achieved satisfactory deblocking of staircase noise and corner outliers, but fails to do so for grid noise. This is due to the fact that this algorithm processes only the two pixels that are adjacent to the boundary of each block. This is confirmed by examining Figs.15(d) and 17(d) . Application of this algorithm on dc images produces very poor results.
The deblocking algorithm in MPEG4 standard [5] achieved the best visual results among all the algorithms used for comparison. However, this algorithm only partially removes staircase noise and corner outliers. Furthermore, the results of this algorithm contain small regions which exhibit blocking artifacts. These artifacts are manifested as isolated detailed blocks in monotone areas. The major deficiency of this algorithm is its inability to deblock dc images. Nonetheless, it is important to comment that this deblocking algorithm was intended to serve video sequences. Thus, it assumes that the quantization factor from each macroblock is available. We used it for still images with a fixed quantization factor.
The algorithm in [14] achieves better deblocking for grid noises than the algorithms in [7] , [16] . However, grid noise can still be noticed. Moreover, minor blurring is introduced in areas where staircase noise and corner outliers are present. Application of this algorithm on dc images produces images that still suffer from blocking artifacts.
The algorithm in [15] facilitates very good deblocking of grid noise but it introduces excessive blurring to the image. This algorithm produces a very blurred image which still exhibits blocking artifacts when applied on dc image.
The results of [16] are similar to the results in [7] . However, deblocked grid noises are more noticeable than those in [7] . Staircase noise and corner outliers can still be seen in the deblocked image. Blocking artifacts are still noticeable when they are applied on dc images. The algorithm in [8] produces good deblocking results for dc images. These results bear some resemblance to the results of the DFOVS approach.
Comparison based on the subjective measurement in [21] : Table II describes the subjective visual results of DFOVS and related algorithms using the subjective measurement suggested in [21] . The superiority of our proposed approach is manifested by its smallest measurement values in comparison to the values obtained by the related algorithms.
B. PSNR Results
It is well established that PSNR fails to provide a decisive indication to the visual quality of an image. Often, images which have superior visual quality have a lower PSNR [ Fig. 15 (c) and (d)]. Nevertheless, for the sake of completeness, we present the PSNR results obtained by the DFOVS algorithm and the related algorithms chosen for comparison [5] , [7] , [8] , [14] - [16] . 
C. PSNR Versus bit rates
The graphs in Fig. 21 depict PSNR values versus bit rate (bits per pixel). The test images were postprocessed by the new and the related algorithms. The PSNR results, obtained by the DFOVS method for Barbara [ Fig. 21(a) ], are the highest at bit rates below 0.24 bpp. At higher bit rates, the results of the DFOVS method are among the top three algorithms. When applied on Peppers [ Fig. 21(b) ], the DFOVS method produces the best PSNR results, at bit rates below 0.2 bpp. It is among the top two algorithms for 0.2-0.29 bpp bit rates. In higher bit rates, the 
D. Run Time Comparison
In the following, we provide a comparison between the run times needed by our algorithm and the times needed by the algorithms used for comparison. The results were obtained on a Pentium 2.4 Ghz with 1 GB of RAM. The algorithms described in [15] and [16] where run until either they converged in PSNR values (the change in PSNR values for consecutive iterations was under 0.005) or performed 20 iterations. It can be seen that our algorithm is third in run time ranking. Taking into account the subjective quality together with the running time renders our algorithm as having better overall performance than the related algorithms.
IV. CONCLUSION
This paper presented a new class of related algorithms for the elimination of blocking artifacts in BTC compressed images. The algorithms were based on using WSSAP. The basic algorithm was aimed at deblocking of images compressed at extremely low bit rate. The application of this scheme on images compressed at low to medium bit rates produced deblocked images which contained a ghosting effect. The weight adaptation by grading scheme (WABG) was introduced, in order to prevent the occurrences of the ghosting effect. The deblocking frames of variable size (DFOVS) scheme was proposed in order to achieve better deblocking in monotone areas. The weight adaptation factors which produce the best results were found empirically. Experimental results demonstrated that our proposed algorithms achieve excellent visual and PSNR results. Nevertheless, the PSNR values were not always superior compared to related algorithms, although their corresponding images demonstrated better visual quality. These methods should be incorporated into video systems, such as MPEG-4 [4] , [5] H.263 [22] , etc., that aim at low to medium bit rates. Combination of the new methods with MPEG type decoders can be very useful to video processing at low bit rates.
V. DISCUSSION
The JPEG2000 [23] image compression standard eliminates the need for deblocking algorithms since it utilizes the wavelet transform rather then the block-DCT as its transform encoder. The wavelet transform operates globally on the image and not locally on disjoint blocks like the block-DCT does. However, at low bit rates, wavelet-based compression techniques introduce other types of artifacts such as ringing artifacts which appear as halos around objects. Furthermore, utilizing the wavelet transform in video codecs still remains a difficult task due to its computational cost and the lack of supporting hardware. Therefore deblocking algorithms are still essential for block-DCT encoded video sequences.
