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Zusammenfassung
Eigenwertprobleme haben eine große Bedeutung in Naturwissenschaft und Tech-
nik. Häufig müssen auftretende Parameter als zufällige Größen modelliert werden,
um stochastische Einflüsse oder auftretende Meßfehler in der Problemstellung zu
berücksichtigen. Dieser Artikel beschäftigt sich mit den Eigenwerten zufälliger Ma-
trizen. Eine erste grobe Näherung für die Erwartungswerte der Eigenwerte sind die
Eigenwerte des gemittelten Problems. Die dabei auftretenden Differenzen können
jedoch erheblich sein. Eine bessere Approximation wird mit den hier betrachteten
Methoden der Störungsrechnung erreicht. Es werden Ergebnisse der Störungsrech-
nung für die Eigenwerte zufälliger Matrizen zusammengefaßt und Reihenentwick-
lungen einschließlich der homogenen Glieder zweiter Ordnung angegeben. An nu-
merischen Beispielen werden die Ergebnisse veranschaulicht und mit Simulationen
verglichen. Für praktische Anwendungen sind normalverteilte Störungen von be-
sonderem Interesse. Jedoch ist die Konvergenz der Störungsreihen nur gesichert,
wenn die Störungen als hinreichend klein vorausgesetzt werden. Da normalverteilte
Zufallsgrößen mit positiver Wahrscheinlichkeit jede beliebig große Schranke über-
schreiten, ist diese Voraussetzung nicht erfüllt und die Störungsrechnung in diesem
Falle nicht ohne weiteres anwendbar. Wird die Entwicklung nach den Störungen
dennoch verwendet, können Abschätzungen für den absoluten Fehler bei der Ap-
proximation des Erwartungswertes unter Berücksichtigung der Reihenglieder bis zu
einer bestimmten Ordnung angegeben werden.
Schlagworte: Zufällige Matrizen, Zufällige Eigenwerte, Störungstheorie, Störungs-
reihen, Matrixeigenwertproblem
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1 Einleitung
Eigenwertprobleme haben eine große Bedeutung in Naturwissenschaft und Technik. Häu-
fig müssen auftretende Parameter als zufällige Größen modelliert werden, um stochasti-
sche Einflüsse oder auftretende Meßfehler in der Problemstellung zu berücksichtigen.
In diesem Artikel werden Eigenwertprobleme zufälliger Matrizen der Art
A(ω) = A0 + B(ω) (1.1)
betrachtet. Dabei ist
• A0 ∈ Rn×n eine deterministische, symmetrische Matrix mit den Eigenwerten µ1 ≤
µ2 ≤ · · · ≤ µn und
• B(ω) = (bij(ω))1≤i,j≤n eine Störmatix mit EB = 0 und
||B(ω)|| =
(
n∑
i,j=1
b2ij(ω)
) 1
2
< α (1.2)
für ein geeignet gewähltes α > 0.
Die Forderung EB = 0 stellt in diesem Zusammenhang keine Einschränkung dar, da
sie durch A0 + EB + (B(ω) − EB) ohne weiteres erreicht werden kann. Mit diesen
Bezeichnungen ist A(ω) eine n×n−dimensionale zufällige Matrix. Nach [7] sind ihre der
Größe nach geordneten Eigenwerte λ1(ω), . . . , λn(ω) meßbar.
Ziel ist es nun, Aussagen über stochastische Charakteristiken der Eigenwerte zu erhalten.
Sind beispielsweise die Erwartungswerte Eλg, g = 1, . . . , n von Interesse, so stellen die
Eigenwerte µg, g = 1, . . . , n des gemittelten Problems, welches durch die Betrachtung
des Erwartungswertes der Matrix aus (1.1) entsteht, eine erste Näherung dar. Die dabei
auftretenden Differenzen µg − Eλg sind in vielen Fällen jedoch erheblich und müssen
beachtet werden. Zur Illustration dient das folgende einfache Beispiel.
Gegeben sind die deteministische Matrix A0 =


0 2 −2 0
2 1 0 0
−2 0 −1 0
0 0 0 1

 mit den Eigenwerten
µ1 = −3, µ2 = 0, µ3 = 1, µ4 = 3 und B(ω) eine 4 × 4−dimensionale zufällige Matrix
mit unabhängigen Einträgen, wobei bij(ω) = bji(ω) f. s. und P(bij=η)=P(bij=−η)= 12
mit η ≥ 0. Durch Auswertung der Realisierungen lassen sich Eλg für g = 1, . . . , 4 in
Abhängigkeit von η bestimmen. In Tabelle 1.1 sind die Ergebnisse für die beiden Fälle
η = 0.1 und η = 1 dargestellt. Die Abbildung 1.1 zeigt die Differenzen |µg − Eλg| in
Abhängigkeit von η. Es ist zu erkennen, daß diese mit wachsendem η größer werden.
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g µg Eλg Eλg
(η = 0.1) (η = 1)
1 -3 -3.0060228 -3.6615953
2 0 -0.0100346 -0.7199896
3 1 1.0075330 1.4859305
4 3 3.0085244 3.8956543
Tabelle 1.1: Eλg und µg mit η = 0.1
und η = 1
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Abbildung 1.1: |µg − Eλg|
Eine Möglichkeit, diese erste grobe Näherung zu verbessern, bietet die Störungstheorie.
Die Eigenwerte werden nach den homogenen Gliedern in den zufälligen Einträgen der
Matrix B entwickelt. Approximationen der stochastischen Charakteristiken der Eigen-
werte λg(ω) können durch Charakteristiken der Einträge der Matrix B erhalten werden.
Dieser Artikel lehnt sich an die in [3] und [4] enthaltenen Ergebnisse zur Störungsrech-
nung für die Eigenwerte zufälliger Matrizen an. Für die Erwartungswerte der Eigenwerte
werden die Approximationen bis einschließlich der homogenen Glieder zweiter Ordnung
angegeben. An numerischen Beispielen werden die Ergebnisse veranschaulicht und mit
Simulationsergebnissen verglichen.
Im Abschnitt 2 wird die Vorgehensweise der Störungsrechnung beschrieben. Da sich die
Herleitungen der Entwicklungskoeffizienten der Störungsreihen für einfache und mehrfa-
che Eigenwerte des ungestörten Problems wesentlich unterscheiden, werden diese in den
Unterabschnitten 2.1 und 2.2 getrennt voneinander dargestellt. Im Unterabschnitt 2.3
werden für diese beiden Fälle Beispiele vorgestellt. Für praktische Anwendungen sind die
in Abschnitt 3 betrachteten normalverteilten Störungen besonders interessant. Jedoch ist
in diesem Fall die Störungsrechnung nicht ohne weiteres anwendbar, da die Störungen
mit positiver Wahrscheinlichkeit jede beliebig vorgegebene Schranke überschreiten und
damit die Bedingung (1.2), welche die Konvergenz der entsprechenden Reihen sichert,
nicht erfüllt ist. Wird die Störungsrechnung dennoch bei normalverteilten Störungen ver-
wendet, so ist nach [5] eine Abschätzung des absoluten Approximationsfehlers möglich.
Eine wesentliche Vereinfachung der folgenden Entwicklungen wird durch die Diagonali-
sierung der Matrix A0 erreicht. Da A0 als symmetrisch vorausgesetzt wurde, besitzt sie
nur reelle Eigenwerte und es existiert eine orthogonale Matrix C, so daß
A˜0 = C
τ
A0C = (µiδij)1≤i,j≤n.
Die transformierte Matrix
A˜(ω) = A˜0 + B˜(ω) (1.3)
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mit
B˜(ω) = CτB(ω)C = (b˜ij)1≤i,j≤n; b˜ij =
n∑
p,q=1
cpibpqcqj (1.4)
hat dieselben Eigenwerte wie die MatrixA(ω), so daß bei den nachfolgenden Herleitungen
von (1.3) ausgegangen werden kann.
2 Störungsreihen
Betrachtet wird die zufällige Matrix A˜(ω) aus (1.3). Ihre Eigenwerte berechnen sich aus
der charakteristischen Gleichung
det(A˜0 + B˜(ω)− λI) = 0,
welche auch in der Form
n∑
k=0
(−λ(ω))n−k Jk(ω) = 0 (2.1)
dargestellt werden kann. Dabei bezeichnen I die Einheitsmatrix und Jk(ω) für k ≥ 1 die
k−te Invariante von A˜(ω), d. h. die Summe der k−reihigen Hauptunterdeterminanten
von A˜. Es sei J0 := 1.
Die zentrale Idee der Störungsrechnung ist die Entwicklung der Eigenwerte und der
k−ten Invarianten in Störungsreihen. Sei
λ·(ω) = −
∞∑
i=0
λ·i(ω), (2.2)
wobei λ·i(ω) der in b˜rs(ω) von i−ter Ordnung homogene Anteil des Eigenwertes λ·(ω) ist
und λ·0 = −µ· gilt. Weiterhin sei
Jk(ω) =
∞∑
i=0
Jki(ω), (2.3)
mit Jki(ω) der in b˜rs(ω) von i−ter Ordnung homogene Anteil der k−ten Invariante von
A˜. Diese homogenen Anteile haben die folgenden Eigenschaften:
• Jk0(ω) = Jk0 ist die k−te Invariante von A˜0; J0 0 := 1
• Jkk(ω) ist k−te Invariante von B˜
• Jki(ω) = 0 gilt für i > k.
Durch Einsetzen von (2.2) und Ordnen der Summanden nach den homogenen Anteilen
ergibt sich
(−λ)n−k =
( ∞∑
i=0
λ·i
)n−k
=
∞∑
r=0
∑
P
is=r
λ·i1 · · ·λ·in−k =
∞∑
r=0
Λn−kr , (2.4)
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mit Λ00 := 1 und Λ
0
k := 0 für k > 0.
Bemerkung 2.1 Die Terme Λn−kr =
∑
P
is=r
λ·i1 · · ·λ·in−k in (2.4) sind die von r−ter
Ordnung homogene Anteile aus (n − k) Faktoren. Zu bemerken ist, daß die Produkte
λ·i1 · · ·λ·in−k nur Faktoren λ·j mit j ≤ r enthalten und es (n− k) Summanden der Form
λn−k−1·0 λ·r gibt, in denen λ·r als Faktor auftritt.
Unter Berücksichtigung der Beziehung (2.4) und der Reihenentwicklung (2.3) ergibt sich
insgesamt für (2.1)
n∑
k=0
(−λ)n−kJk =
n∑
k=0
( ∞∑
r=0
Λn−kr
)( ∞∑
i=0
Jki
)
=
∞∑
r=0
(
n∑
k=0
r∑
i=0
Λn−ki Jkr−i
)
= 0,
wobei
n∑
k=0
r∑
i=0
Λn−ki Jkr−i der in b˜uv(ω) von r−ter Ordnung homogene Anteil ist. Erfolgt
nun ein Koeffizientenvergleich und wird verwendet, daß Jki(ω) = 0 für i > k gilt, so
ergeben sich
n∑
k=0
r∑
i=max(0,r−k)
Λn−ki Jkr−i = 0 r = 0, 1, . . .
als Bestimmungsgleichungen für die Entwicklungskoeffizienten der Reihe (2.2). Für r = 0
ist
n∑
k=0
Λn−k0 Jk0 =
n∑
k=0
λn−k·0 Jk0 = 0
gerade die charakteristische Gleichung für die Matrix A˜0 und für λ·0 kann einer der Werte
−µ1, . . . ,−µn gewählt werden. Wird beispielsweise λg0 = −µg gewählt und sind λgr mit
r < s für λg bereits bestimmt, so lassen sich die Gleichungen für r = s und s = 1, 2, . . .
unter Berücksichtigung der Bemerkung 2.1 und (s−k)+ := max(0, s−k) in der folgenden
Art umformen
n∑
k=0
s∑
i=(s−k)+
Λn−ki Jks−i = 0
⇔
n∑
k=0
Λn−ks Jk0 +
n∑
k=0
s−1∑
i=(s−k)+
Λn−ki Jks−i = 0
⇔ λgs
n∑
k=0
(n− k)λn−k−1g0 Jk0 = −
n∑
k=0
s−1∑
i=(s−k)+
Λn−ki Jks−i−
n∑
k=0
(Λn−ks −(n− k)λgsλn−k−1g0 )Jk0.
Mit Λ
n−k
s = Λ
n−k
s − (n− k)λgsλn−k−1g0 ist
λgs
n∑
k=0
(n− k)λn−k−1g0 Jk0 = −
n∑
k=0
s−1∑
i=(s−k)+
Λn−ki Jks−i−
n∑
k=0
Λ
n−k
s Jk0 s = 1, 2, . . . . (2.5)
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In (2.5) tritt λgs nur noch auf der linken Seite der Gleichung auf, die rechte Seite enthält
die bereits berechneten λgr für r < s. Eine Vereinfachung der Gleichungen (2.5) ergibt
sich durch die Betrachtung der Matrix
ˆ˜
A0 = A˜0 − µgI = (µigδij)1≤i,j≤n,
wobei µig := µi − µg gesetzt wurde. Für den l−ten Eigenwert von ˆ˜A0 + B˜ folgt aus
0 = det( ˆ˜A0 + B˜− λˆI) = det(A˜0 + B˜− (µg + λˆ)I),
λl = µg + λˆl für l = 1, . . . , n, so daß
λl = µg + λˆl = µg − λˆl0 − λˆl1 − λˆl2 − . . .
ist und damit λli = λˆli für i ≥ 1 und −λˆl0 = µlg. Insbesondere gilt λˆg0 = 0. Werden mit
Λˆji und Jˆ ij die entsprechenden Größen der Matrix
ˆ˜
A definiert, so verschwinden in (2.5)
alle Summanden, in denen λˆg0 als Faktor auftritt und es ist
λgsJˆn−1 0 = −
n∑
k=0
s−1∑
i=(s−k)+
Λˆn−ki Jˆks−i −
n∑
k=0
Λˆ
n−k
s Jˆk0 s = 1, 2, . . . . (2.6)
Die enthaltenen Größen Jˆ i j lassen sich nach dem Laplaceschen Zerlegungssatz für Deter-
minaten (vgl. etwa [2]) unter Beachtung der speziellen Struktur der Matrix ˆ˜A0 berechnen
durch
Jˆ i j =
n∑
1
l1<···<li
∑
(lr1 ,...,lrj )⊂(l1,...,li)
lr1<···<lrj
b˜Dlr1 ...lrjµl1g . . . µli−jg, (2.7)
wobei mDlr1 ...lrk die aus den Zeilen und Spalten lr1 , . . . , lrk mit lr1 < · · · < lrk gebildete
Unterdeterminante der Matrix (mij)1≤i,j≤n ist und bei der Summation über alle Auswah-
len (lr1 , . . . , lrk) ⊂ (l1, . . . ls) mit lr1 < · · · < lrk gilt (l1, . . . , ls−k) = (l1, . . . ls)\(lr1 , . . . , lrk)
und l1 < · · · < ls−k.
Für die weitere Umformung der Gleichung (2.6) ist es entscheidend, ob es sich bei dem
Eigenwert µg um einen einfachen oder mehrfachen Eigenwert der Matrix A0 handelt.
In den beiden folgenden Unterabschnitten werden die weiteren Herleitungsschritte in
diesen beiden Fällen getrennt voneinander beschrieben. Ausgangspunkt bildet jeweils
die Beziehung (2.6) und die bisher eingeführten Bezeichnungen.
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2.1 Einfache Eigenwerte des gemittelten Problems
Sei nun vorausgesetzt, daß µg ein einfacher Eigenwert des gemittelten Problems ist, d. h.
µ1 ≤ µ2 ≤ · · · ≤ µg−1 < µg < µg+1 ≤ · · · ≤ µn.
In diesem Fall gilt für die (n− 1)−te Invariante der Matrix ˆ˜A0
Jˆn−1 0 =
n∏
i=1
i6=g
µig 6= 0
und es ergibt sich aus (2.6) für die Entwicklungskoeffizienten des g−ten Eigenwertes
λgs = − 1
Jˆn−1 0

 n∑
k=1
s−1∑
i=(s−k)+
Λˆn−ki Jˆks−i +
n∑
k=0
Λˆ
n−k
s Jˆk0

 s = 1, 2, . . . ,
wobei in der Summe auf der rechten Seite alle Summanden, in denen λˆg0 auftritt, wegen
λˆg0 = 0 verschwinden. Die Glieder erster und zweiter Ordnung sind daraus durch
• s=1: λg1 = − 1Jˆn−1 0 Jˆn 1
• s=2: λg2 = − 1Jˆn−1 0
(
Jˆn 2 + λg1 Jˆn−1 1 + λ2g1 Jˆn−2 0
)
bestimmbar. Die enthaltenen Größen Jˆ i j werden mit Hilfe von (2.7) unter Berücksichti-
gung der speziellen Struktur der Matrix ˆ˜A0 berechnet mit
• Jˆn 1 =
n∑
1
l1<···<ln
∑
lr1⊂(l1,...,ln)
b˜Dlr1µl1g . . . µln−1g = b˜gg
n∏
i=1
i6=g
µig
• Jˆn 2 =
n∑
1
l1<···<ln
∑
(lr1 ,lr2 )⊂(l1,...,ln)
lr1<lr2
b˜Dlr1 lr2µl1g . . . µln−2g=
n∑
i=1
i6=g
(b˜iib˜gg−b˜ig b˜gi)
n∏
j=1
j 6=g,i
µjg
• Jˆn−1 1 =
n∑
1
l1<···<ln−1
∑
lr1⊂(l1,...,ln−1)
b˜Dlr1µl1g . . . µln−2g =
n∑
i=1
i6=g
(b˜ii+b˜gg)
n∏
j=1
j 6=g,i
µjg
• Jˆn−2 0 =
n∑
i=1
i6=g
n∏
j=1
j 6=g,i
µjg.
Insgesamt ist mit (1.4)
λg1 = −b˜gg = −
n∑
p,q=1
cpgcqgbpq (2.8)
λg2 =
n∑
i=1
i6=g
b˜gib˜ig
µig
=
n∑
i=1
i6=g
n∑
p,q,r,s=1
1
µig
cpgcqicricsgbpqbrs. (2.9)
Workshop „Stochastische Analysis“ 27.09.2004 – 29.09.2004
128 K. Ilzig, J. vom Scheidt
Wird die Matrix B(ω) als f. s. symmetrisch vorausgesetzt, deren Einträge unabhängig
sind und E bij = 0 und E b
2
ij = σ
2 6= 0 genügen, so ergibt sich
Eλg1 = 0
Eλg2 =
n∑
i=1
i6=g
σ2
µig
(1−
n∑
p=1
c2pic
2
pg).
Diese Beziehungen folgen aus E{bpqbrs} = σ2(δprδqs + δpsδqr − δpqrs) mit
δij :=
{
1 i = j
0 i 6= j , δijrs :=
{
1 i=j=r=s
0 sonst
und
E b˜2ig =
n∑
p,q,r,s=1
cpgcqicricsgE{bpqbrs}
= σ2
(
n∑
p,q=1
cpgcqicpicqg +
n∑
p,q=1
cpgcqicqicpg −
n∑
p=1
cpgcpicpicpg
)
= σ2
(
δigδig + 1−
n∑
p=1
c2pgc
2
pi
)
aufgrund der Orthogonalität von C.
Durch die Entwicklungen
EλIg = µg − Eλg1 (2.10)
und
EλIIg = µg − Eλg1 − Eλg2 (2.11)
bis einschließlich der zur ersten bzw. zweiten Ordnung homogenen Anteile sind Ap-
proximationen des Erwartungswertes Eλg im Falle eines einfachen Eigenwertes µg des
gemittelten Problems gegeben. Für E bij = 0 ist Eλ
I
g gleich der Lösung µg des gemit-
telten Problems. In Abschnitt 2.3 werden diese Approximationen an einem numerischen
Beispiel mit Simulationsergebnissen verglichen.
2.2 Mehrfache Eigenwerte des gemittelten Problems
In diesem Abschnitt wird nun die weitere Umformung der Gleichung (2.6) für den Fall
betrachtet, daß µg ein h−facher Eigenwert, mit h > 1, des gemittelten Problems ist,
d. h. es gilt
µ1 ≤ µ2 ≤ · · · < µg = µg+1 = · · · = µg+h−1 < µg+h ≤ · · · ≤ µn.
Im Gegensatz zu den Betrachtungen des vorangegangenen Abschnitts verschwindet die
(n− 1)−te Invariante der Matrix ˆ˜A0,
Jˆn−1 0 =
n∏
i=1
i6=g
µig = 0,
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und aus (2.6) ergeben sich die Beziehungen
n∑
k=0
s−1∑
i=(s−k)+
Λˆn−ki Jˆks−i +
n∑
k=0
Λˆn−ks Jˆk0 = 0 s = 1, 2, . . . .
Diese lassen sich mit t := n− k schreiben als
n∑
t=0
s−1∑
i=(s−n+t)+
Λˆti Jˆn−t s−i +
n∑
t=0
ΛˆtsJˆn−t 0 = 0 s = 1, 2, . . . . (2.12)
Bemerkung 2.2 Für die weiteren Umformungen von (2.12) wird wiederholt verwendet,
daß
Λˆti = 0 für i < t
gilt, da in Λˆti =
∑
P
js=i
λˆg j1 · · · λˆg jt für i < t jedes Produkt wenigstens einmal λˆg 0 = 0 als
Faktor enthält. Weiterhin gilt
Jˆn−t q = 0 für t+ q < h,
da nach (2.7)
Jˆn−t q =
n∑
1
l1<···<ln−t
∑
(lr1 ,...,lrq )⊂(l1,...,ln−t)
lr1<···<lrq
b˜Dlr1 ...lrqµl1g . . . µln−t−qg
ist und in den Produkten µl1g . . . µln−t−qg für t + q < h wenigstens eines der verschwin-
denden µg g, . . . , µg+h−1 g auftritt.
Aus Bemerkung 2.2 folgt für die beiden Summen in (2.12)
n∑
t=0
s−1∑
i=(s−n+t)+
Λˆti Jˆn−t s−i =
h−1∑
t=0
s−1∑
i=(s−n+t)+
Λˆti Jˆn−t s−i +
n∑
t=h
s−1∑
i=(s−n+t)+
Λˆti Jˆn−t s−i
=
h−1∑
t=0
s−h+t∑
i=(s−n)++t
Λˆti Jˆn−t s−i +
n∑
t=h
s−1∑
i=(s−n)++t
Λˆti Jˆn−t s−i
n∑
t=0
ΛˆtsJˆn−t 0 =
min{s,n}∑
t=h
ΛˆtsJˆn−t 0,
so daß sich aus (2.12)
h−1∑
t=0
s−h+t∑
i=(s−n)++t
Λˆti Jˆn−t s−i +
n∑
t=h
s−1∑
i=(s−n)++t
Λˆti Jˆn−t s−i +
min{s,n}∑
t=h
ΛˆtsJˆn−t 0 = 0 s = 1, 2, . . .
(2.13)
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ergibt.
In den Gleichungen für s = 1, . . . , h − 1 verschwinden diese Summen. Für s = h ergibt
sich das Polynom
h∑
t=0
ΛˆttJˆn−t h−t =
h∑
t=0
(λg1)
tJˆn−t h−t = 0,
dessen Nullstellen die Entwicklungsglieder erster Ordnung λk 1 für die Eigenwerte λk mit
k = g, . . . , g + h− 1 sind. Unter der Annahme, daß diese Nullstellen einfach sind, d. h.
h∑
t=0
t(λk 1)
t−1Jˆn−t h−t =
d
dλ
h∑
t=0
λtJˆn−t h−t
∣∣∣
λ=λk 1
6= 0 k = g, . . . , g + h− 1
gilt, ergeben sich aus (2.13) für s > h die Glieder λk s−h+1 für jedes k ∈ {g, . . . , g + h− 1}
aus
λk s−h+1 =
Fs−h(λk 1, . . . , λk s−h)
h∑
t=0
t(λk 1)t−1Jˆn−t h−t
s = h+ 1, h+ 2, . . . ,
wobei Fs−h(λk 1, . . . , λk s−h) Terme aus λk 1, . . . , λk s−h zusammenfaßt.
Insgesamt ergibt sich der folgende Algorithmus zur Bestimmung der Entwicklungsglieder
für einen h−fachen Eigenwert µg :
Algorithmus 2.3
1. Schritt: Bestimmung der Nullstellen λk 1, k ∈ {g, . . . , g + h− 1} des Polynoms
h∑
t=0
(λg 1)
tJˆn−t h−t = 0 (2.14)
als Entwicklungsglieder erster Ordnung der Eigenwerte λk,
k ∈ {g, . . . , g + h− 1}.
2. Schritt: Unter der Voraussetzung, daß die im 1. Schritt bestimmten Nullstellen
einfach sind, werden für jedes feste k ∈ {g, . . . , g + h− 1} die Glieder
höherer Ordnung λk p sukzessive bestimmt durch
λk p =
Fp−1(λk 1, . . . , λk p−1)
h∑
t=0
t(λk 1)
t−1Jˆn−t h−t
p = 2, 3, . . . ,
wobei Fp−1 nur von den bereits berechneten Entwicklungsgliedern
λk 1, . . . , λk p−1 abhängt.
Nach [4] gilt die folgende Aussage zur Konvergenz:
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Satz 2.4
Für die Entwicklung der Eigenwerte der symmetrischen Matrix A0 + B(ω)
λk(ω) = µg −
∞∑
i=1
λki(ω)
mit den aus dem obigen Algorithmus bestimmten λki für k = g, g + 1, . . . , g + h− 1 gilt
die Abschätzung
∣∣∣λk(ω)−
(
µg −
m∑
i=1
λki(ω)
)∣∣∣ ≤ dg
4
1
1 + (h−1)
ek
||B||
T m+1k
mit
Tk(ω) :=
24
dg
||B||
(
h− 1
ek
||B||+ 2
)
dg := min{µg − µg−1, µg+h − µg}
ek := min
k 6=j
k,j=g,g+1,...,g+h−1
{|λk1 − λj1|}.
Die Entwicklung konvergiert f. s., falls Tk(ω) < 1 f. s. ist.
2.2.1 Spezialfall eines zweifachen Eigenwertes
Für den Spezialfall eines zweifachen Eigenwertes µg des gemittelten Problems ergibt sich
Jˆn−2 0 =
n∏
j=1
j 6=g,g+1
µjg 6= 0 und (2.14) hat die Form
λ2g 1Jˆn−2 0 + λg 1Jˆn−1 1 + Jˆn 2 = 0
mit den Nullstellen
λg/g+11 = − Jˆn−1 1
2Jˆn−2 0
±
√√√√( Jˆn−1 1
2Jˆn−2 0
)2
− Jˆn 2
Jˆn−2 0
. (2.15)
Mit Hilfe von (2.7) folgt
• Jˆn 2 =
∑
(lr1 ,lr2 )⊂(1,...,n)
lr1<lr2
b˜Dlr1 lr2µl1g . . . µln−2g= (b˜g g b˜g+1 g+1−b˜g g+1b˜g+1 g)
n∏
j=1
j 6=g,g+1
µjg
• Jˆn−1 1 =
n∑
1
l1<···<ln−1
∑
lr1⊂(l1,...,ln−1)
b˜Dlr1µl1g . . . µln−2g = (b˜g g+b˜g+1 g+1)
n∏
j=1
j 6=g,g+1
µjg
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und mit (2.15) ergibt sich im Fall einer f. s. symmetrischen Störmatrix
λg/g+11 = −1
2
(b˜gg + b˜g+1g+1)± 1
2
√
(b˜gg − b˜g+1g+1)2 + 4(b˜gg+1)2. (2.16)
Für die Terme zweiter Ordnung erhält man aus (2.13) für k ∈ {g, g + 1} die Beziehung
λk 2 =
−1
Jˆn−1 1 + 2λk 1Jˆn−2 0
(
Jˆn 3 + λk 1Jˆn−1 2 + (λk 1)2Jˆn−2 1 + (λk 1)3Jˆn−3 0
)
, (2.17)
da wegen der Einfachheit der λg/g+11
Jˆn−1 1 + 2λg/g+11Jˆn−2 0 = ±
√
(b˜gg − b˜g+1g+1)2 + 4(b˜gg+1)2
n∏
j=1
j 6=g,g+1
µjg 6= 0
ist.
Die enthaltenen Größen Jˆ i j werden wieder mit Hilfe von (2.7) bestimmt. Damit lassen
sich im Falle mehrfacher Eigenwerte die Approximationen (2.10) und (2.11) erster und
zweiter Ordnung berechnen.
2.3 Numerische Beispiele
2.3.1 Einfache Eigenwerte des gemittelten Problems
Für die in Abschnitt 2.1 dargestellten Entwicklungen wird die Matrix A0 aus Abschnitt 1
betrachtet. Sie besitzt die Eigenwerte µ1 = −3, µ2 = 0, µ3 = 1, µ4 = 3 und wird durch
die Matrix C = 1
3


−2 −1 0 2
1 2 0 2
−2 2 0 −1
0 0 3 0

 auf Diagonalgestalt transformiert. Sei B(ω) eine
f. s. symmetrische 4× 4− Matrix mit
a) P(bij=η)=P(bij=−η)= 12
b) bij ∼ GL[−
√
3η,
√
3η],
wobei η ≥ 0. In beiden Fällen gelten für die Einträge der Matrix B(ω) die Beziehungen
E bij = 0 und E b
2
ij = η
2. Da die in (2.8) und (2.9) angegebenen Glieder erster und
zweiter Ordnung nur von diesen Verteilungsparametern abhängig sind, ergeben sich für
beide Fälle nach (2.11) als Approximationen zweiter Ordnung
EλII1 = −3− 0.601852 η2
EλII2 = −η2
EλII3 = 1 + 0.75 η
2
EλII4 = 3 + 0.851852 η
2.
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a) b)
g EλIg Eλ
II
g Eλg λ
100000
g λ
100000
g
1 -3 -3.006019 -3.006023 -3.006466 -3.005834
2 0 -0.010000 -0.010035 -0.010139 -0.010046
3 1 1.007500 1.007533 1.007810 1.008158
4 3 3.008519 3.008524 3.008750 3.008978
Tabelle 2.1: Ergebnisse aus der Störungsrechnung und Simulation für η = 1
10
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Abbildung 2.1: |Eλg − EλIg| und
|Eλg − EλIIg | im Fall a)
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Abbildung 2.2: |µg − Eλg| im Fall a)
Diese und entsprechende Schätzungen für die Erwartungswerte λ
100000
g aus 100000 Rea-
lisierungen sind in Tabelle 2.1 für η = 1
10
dargestellt. Für die in Fall a) gewählte Ver-
teilungsvoraussetzung lassen sich zusätzlich über die Auswertung der einzelnen Reali-
sierungen die exakten Werte Eλg, g = 1, . . . , 4 berechnen. In beiden Fällen ist durch
die Hinzunahme der Glieder zweiter Ordnung im Vergleich zur gemittelten Lösung eine
verbesserte Approximation zu beobachten. In den Abbildungen 2.1 bzw. 2.2 sind die
absoluten Fehler |Eλg − EλIg|, |Eλg − EλIIg | bzw. |µg − Eλg| für den Fall a) dargestellt.
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2.3.2 Mehrfache Eigenwerte des gemittelten Problems
Gegeben sei die Diagonalmatrix A0 =

 −1 0 00 1 0
0 0 1

 mit den Eigenwerten µ1 = −1,
µ2 = 1, µ3 = 1.
Sei B(ω) eine f. s. symmetrische Matrix gegeben durch B =

 0 b12 0b12 b22 b23
0 b23 b33

 mit
a) P(bij=η)=P(bij=−η)= 12
b) bij ∼ GL[−
√
3η,
√
3η],
wobei η ≥ 0. In beiden Fällen gelten für die Einträge der Matrix B(ω) wiederum E bij = 0
und E b2ij = η
2. Für den Eigenwert λ1(ω) ergeben die Entwicklungen aus Abschnitt 2.1
Approximationen für den Erwartungswert. Im weiteren ist nur der doppelte Eigenwert
µ2 = µ3 = 1 der Matrix A0 von Interesse. In Abschnitt 2.2.1 sind durch (2.16) und
(2.17) die Glieder erster und zweiter Ordnung angegeben. Für das Beispiel ergeben sich
aus (2.7) die Beziehungen
Jˆ0 0 = 1 Jˆ1 1 = b22 + b33 Jˆ2 2 = b22b33 − b223 − b212
Jˆ1 0 = −2 Jˆ2 1 = −2(b22 + b33) Jˆ3 3 = −b212b33,
so daß für die Glieder zweiter Ordnung gilt
λ2/3 2 = −1
4
b212 ±
b212(b22 − b33)
4
√
(b22 − b33)2 + 4b223
.
E
{
b212(b22−b33)√
(b22−b33)2+4b223
}
= 0 folgt aus der Unabhängigkeit und der symmetrischen Verteilung
der buv und somit
EλI2/3 = µ2 ∓
1
2
E
{√
(b22 − b33)2 + 4b223
}
EλII2/3 = Eλ
I
2/3 +
1
4
E b212.
Für die in Fall a) gewählte Verteilungsvoraussetzung lassen sich über die Auswertung der
einzelnen Realisierungen die exakten Werte Eλg, g = 2, 3 und die entsprechenden Ap-
proximationen berechnen. Diese Werte sind für η = 1
10
in Tabelle 2.2 neben Schätzungen
für die Erwartungswerte λ
100000
g aus 100000 Realisierungen dargestellt.
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a)
g EλIg Eλ
II
g Eλg λ
100000
g
1 -1.000000 -1.005000 -1.005012 -1.009895
2 0.879289 0.881789 0.881925 0.884527
3 1.120711 1.123211 1.123087 1.125332
Tabelle 2.2: Ergebnisse aus der Störungsrechnung und Simulation im Fall a) für η = 1
10
Wird die Matrix A0 durch die unter b) beschriebenen Matrixelemente gestört, so ist
EZ =
1
8d3
d∫
−d
d∫
−d
d∫
−d
√
(x− y)2 + 4z2 dx dy dz (2.18)
mit Z :=
√
(b22 − b33)2 + 4b223 und d :=
√
3η zu berechnen. Die Verteilungsfunktion von
Z(ω) =
√
X2(ω) + Y 2(ω) mit X := b22 − b33, Y := 2b23 hat die Form
FZ(z) =
∫∫
√
x2+y2≤ z
fX(x)fY (y) dx dy,
wobei
fX(x) =
1
4d2
{
2d− |x| −2d ≤ x ≤ 2d
0 sonst,
fY (y) =
{
1
4d
−2d ≤ y ≤ 2d
0 sonst.
Hieraus ergibt sich die Dichtefunktion der Zufallsgröße Z(ω) mit
fZ(z) =


zπ
4d2
− z2
4d3
z ∈ [0, 2d]
z
√
z2−4d2
4d3
+
z
“
arcsin
“
8d2−z2
z2
”
−1
”
2d2
z ∈ (2d, 2√2d]
0 sonst
und der in (2.18) angegebene Erwartungswert berechnet sich mit
EZ =
∞∫
−∞
zfZ(z)dz =
1
6
d
(
2 +
√
2 + 5 ln (1 +
√
2)
)
= 1.303514 d.
Die Approximationen zweiter Ordnung sind damit
EλII2 = 1− 1.128876 η + 0.25 η2
EλII3 = 1 + 1.128876 η + 0.25 η
2.
In Tabelle 2.3 sind die Ergebnisse für den Fall η = 1
10
dargestellt.
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b)
g EλIg Eλ
II
g λ
100000
g
1 -1.000000 -1.005000 -1.009543
2 0.887112 0.889612 0.892142
3 1.112888 1.115388 1.117713
Tabelle 2.3: Ergebnisse aus Störungsrechnung und Simulation im Fall b) für η = 1
10
3 Normalverteilte Störungen
Gegeben sei das Matrixeigenwertproblem (1.1) mit f. s. symmetrischer Störmatrix B(ω),
deren Einträge unabhängig mit bij ∼ N(0, η2) sind. Für normalverteilte Einträge der
Störmatrix kann die Bedingung (1.2) nicht erfüllt werden. Die Konvergenz der in Ab-
schnitt 2 angegebenen Reihen λg =
∞∑
i=0
λ⋆gi(ω) := −
∞∑
i=0
λgi(ω) ist nur für ω ∈ A ⊂ Ω
mit
A = {ω ∈ Ω : |bij(ω)| ≤ ε ∀ i, j mit i ≤ j}
und einem geeigneten ε > 0 gesichert. Dieser Abschnitt gibt eine Abschätzung des Ap-
proximationsfehlers ∣∣∣Eλg − m∑
i=0
Eλ⋆gi
∣∣∣
an, wenn man auch für normalverteilte Elemente der Störmatrix die Entwicklungsresul-
tate des Abschnittes 2 heranzieht.
Da die Einträge der Matrix B(ω) als unabhängig und identisch verteilt vorausgesetzt
sind, erhält man
P(A) =
n∏
i,j=1
i≤j
P(|bij| ≤ ε) =
n∏
i,j=1
i≤j
(1−P(|bij| > ε)) = (1− ν)N
mit N = n
2
(n+ 1) und
ν := P(|bij| > ε) = 2
(
1− Φ
(
ε
η
))
≤ 2 η√
2piε
exp
(
− ε
2
2η2
)
, (3.1)
wobei Φ(·) die Verteilungsfunkion der standardisierten Normalverteilung bezeichnet. Die
Abschätzung ergibt sich etwa aus der Monotonie der Funktion
F (x) = exp(−x2
2
)− x
∞∫
x
exp(− s2
2
)ds
für x ≥ 0.
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Somit besitzt A = Ω\A - die Menge aller ω ∈ Ω, für die wenigstens ein |bij| > ε ist und
für die die angegebene Entwicklung für λg(ω) nicht konvergieren muß - die Wahrschein-
lichkeit
P(A) = 1−P(A) = 1− (1− ν)N .
Unter Verwendung der Bernoullischen Ungleichung (1−ν)N ≥ 1−Nν ergibt sich mit (3.1)
P(A) = 1− (1− ν)N ≤ Nν ≤ 2N η√
2piε
exp
(
− ε
2
2η2
)
. (3.2)
Für die Eigenwerte von A(ω) gilt
λg(ω) =


∞∑
i=0
λ⋆gi(ω) ω ∈ A
λg(ω) ω /∈ A
.
Mit Eλg =
∫
A
λgdP +
∫
A
λgdP ist
∣∣∣Eλg − m∑
i=0
Eλ⋆gi
∣∣∣ = ∣∣∣ ∫
A
∞∑
i=0
λ⋆gidP +
∫
A
λgdP−
m∑
i=0
Eλ⋆gi
∣∣∣
≤
∣∣∣ ∞∑
i=0
∫
A
λ⋆gidP−
m∑
i=0
∫
Ω
λ⋆gidP
∣∣∣+ ∣∣∣ ∫
A
λgdP
∣∣∣
≤
∣∣∣ ∞∑
i=m+1
∫
A
λ⋆gidP
∣∣∣+ ∣∣∣ m∑
i=0
∫
A
λ⋆gidP
∣∣∣+ ∣∣∣ ∫
A
λgdP
∣∣∣
≤ βgm1 + C2 + C1.
Dabei ist ∣∣∣ ∞∑
i=m+1
∫
A
λ⋆gidP
∣∣∣ ≤ βgm1
der Fehler, welcher durch die Approximation von Eλg durch die m−te Partialsumme der
unendlichen Reihe entsteht und die Terme
C1 :=
∣∣∣ ∫
A
λgdP
∣∣∣ und C2 := ∣∣∣ m∑
i=0
∫
A
λ⋆gidP
∣∣∣
berücksichtigen den Fehler, der durch die Nichtkonvergenz der Reihenentwicklung für
ω ∈ A verursacht wird. Für die Terme C1 und C2 lassen sich in Anlehnung an [5] die
kurz dargestellten Abschätzungen angeben.
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Benutzt man |λg(ω)| ≤ ||A0+B||, so ergibt sich mit Hilfe der Schwarzschen Ungleichung
die Umformung
C1 =
∣∣∣ ∫
A
λgdP
∣∣∣ ≤ ∫
A
(
n∑
i,j=1
(aij + bij)
2
) 1
2
dP
≤

P(A)∫
Ω
n∑
i,j=1
(aij + bij)
2dP


1
2
=
(
P(A)
(||A0||2 + n2η2)) 12
≤
((||A0||2 + n2η2) 2Nη√
2piε
exp
(
− ε
2
2η2
)) 1
2
. (3.3)
Der Fehlerterm C2 besteht aus Summanden der Form∫
A
λ⋆gidP = cp1...pk
∫
A
Xr1p1 . . . X
rk
pk
dP,
mit Xp1 , . . . , Xpk ∈ {b11, . . . , b1n, b22, . . . , b2n, . . . , bnn}, rj > 0 und
k∑
j=1
rj = i. Unter Ver-
wendung der Unabhängigkeit der Einträge bij und der Formel
EX2lpj = (2l − 1)!! η2l
für die 2l−ten Momente einer normalverteilten Zufallsgröße ist∣∣∣ ∫
A
Xr1p1 . . . X
rk
pk
dP
∣∣∣ = ∣∣∣ ∫
Ω
1AX
r1
p1
. . . XrkpkdP
∣∣∣
≤
√√√√∫
Ω
1AdP
∫
Ω
X2r1p1 . . . X
2rk
pk dP
≤
√
P(A)
√√√√ k∏
j=1
(2rj − 1)!! η2rj .
Mit Hilfe der Beziehung (3.2) ergibt sich
∣∣∣ ∫
A
Xr1p1 . . . X
rk
pk
dP
∣∣∣ ≤
√
2Nη√
2piε
exp
(
− ε
2
2η2
)√√√√ k∏
j=1
(2rj − 1)!! ηi (3.4)
und hieraus die Abschätzung für den Fehlerterm C2
C2 =
∣∣∣ m∑
i=0
∫
A
λ⋆gidP
∣∣∣ ≤ m∑
i=0
∣∣∣ ∫
A
λ⋆gidP
∣∣∣ ≤ m∑
i=0
dgi(ε, η),
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wobei die Größen dgi(ε, η) als Abschätzungen der Terme
∣∣∣ ∫
A
λ⋆gidP
∣∣∣ definiert sind.
Die Fehlerterme C1 und C2, die sich durch die Nichtkonvergenz der Reihenentwicklung
für ω ∈ A ergeben, genügen der Beziehung
lim
ε
η
→∞
(C1 + C2) = 0.
Als Beispiel werde wiederum die Diagonalmatrix A0 =

 −1 0 00 1 0
0 0 1

 mit den Eigen-
werten µ1 = −1, µ2 = 1, µ3 = 1 betrachtet und B(ω) die f. s. symmetrische Matrix
B =

 0 b12 0b12 b22 b23
0 b23 b33

 mit bij ∼ N(0, η2). Es gilt E bij = 0 und E b2ij = η2. Für den Ei-
genwert λ1(ω) ergibt die Entwicklung aus Abschnitt 2.1 die Approximation 2. Ordnung
EλII1 = −1− 0.5η2.
Für den doppelten Eigenwert µ2 = µ3 = 1 sind in Abschnitt 2.2.1 durch (2.16) und
(2.17) die Glieder erster und zweiter Ordnung gegeben
EλI2/3 = µg ∓
1
2
EZ
EλII2/3 = Eλ
I
2/3 +
1
4
E b212
mit Z :=
√
(b22 − b33)2 + 4b223. Zur Berechnung der Entwicklungsglieder verbleibt die
Angabe des Erwartungswertes
EZ =
1
(
√
2piη)3
∞∫
−∞
∞∫
−∞
∞∫
−∞
√
(x− y)2 + 4z2 exp
(
−x
2 + y2 + z2
2η2
)
dx dy dz. (3.5)
Die Verteilungsfunktion Z(ω) hat wegen der Unabhängigkeit der normalverteilten Zu-
fallsgrößen b22, b33, b23 die Form
FZ(z) =
∫∫
√
x2+y2≤ z
φ(x; 2η2)φ(y; 4η2) dx dy
mit φ(x; a) := 1√
2πa
exp
(
−x2
2a
)
. Hieraus ergibt sich die Verteilungsdichte von Z(ω) als
fZ(z) =
d
dz
FZ(z) =
z
4
√
2piη2
exp
(
− z
2
8η2
) 2π∫
0
exp
(
−z
2 cos2 α
8η2
)
dα
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und weiter (vgl. etwa [1])
fZ(z) =
{
z
2
√
2η2
exp
(
− 3
16η2
z2
)
I0
(
1
16η2
z2
)
z ≥ 0
0 z < 0
,
wobei Iγ(x) =
∞∑
m=0
(x2 )
γ+2m
m!Γ(γ+m+1)
die modifizierten Besselschen Funktionen 1. Art und Γ(z)
die Gammafunktion bezeichnen. Für den in (3.5) angegebenen Erwartungswert erhält
man
EZ = η
∞∑
i=0
16Γ(3
4
+ i)Γ(5
4
+ i)√
27pi(i!)2
(
1
9
)i
= 2.155316 η.
Die Approximationen zweiter Ordnung sind damit gegeben durch
EλII2 = 1− 1.077658 η + 0.25 η2
EλII3 = 1 + 1.077658 η + 0.25 η
2.
In Tabelle 3.1 sind die Ergebnisse für den Fall η = 1
10
dargestellt. Obwohl für die Ent-
g EλIg Eλ
II
g λ
100000
g
1 -1.000000 -1.005000 -1.004984
2 0.892234 0.894734 0.894899
3 1.107766 1.110266 1.110826
Tabelle 3.1: Ergebnisse aus Störungsrechnung und Simulation für η = 1
10
wicklungen der Eigenwerte im normalverteilten Fall keine Konvergenzaussage getroffen
werden kann, führt die Anwendung der Resultate auf recht gute Ergebnisse. Dies ist
begründet in der geringen Wahrscheinlichkeit, mit der eine normalverteilte Zufallsgröße
gewisse Werte überschreitet. Die Abschätzungen der Güte der Entwicklungen zeigen diese
Eigenschaft.
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