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I. INTRODUCTION 
It is a commonplace of elementary differential equation theory that a 
solution of a differential equation 
x’ =f(x, t) (1) 
may not exist for all t, though f is continuous, even analytic, for all x and 
all t. A standard example is given by 
x’ = x2 
whose solutions are of the form 
x = y(t) = l/(c - t). 
For a given c, p)(t) --t + cc as t + c - 0, and p)(t) -+ - co as t + c + 0. 
There is a well known theorem of Wintner ([I] p. 174) which says, essen- 
tially, that, as in our example, the only way a solution may fail to have a 
limit as t - c - 0 is for the solution to tend either to + cc or to - co. This 
result has been extended to vector differential equations (cf., e.g., [2], p. 61; 
[3], p. 424; or [d]). Th e most general form seems to be that of Diliberto [4]. 
The result, roughly, is the following. Let D be a region (open connected set) 
in E,, , and I = [a, b] be a closed t interval. Iffis continuous on D x 1, then 
as t -+ b - 0, any solution p)(t) of (1) either tends to a limit in D or approaches 
the boundary of D. 
We give here a new, more general proof of Wintner’s theorem, valid in the 
vector case, which, in its restriction to the problem as outlined above, is simpler 
than existing proofs. In fact, as our discussion will show, the result does 
not depend on any properties of differential equations as such, and is of an a 
priori character and, in particular, is independent of any existence or uni- 
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queness theorems for differential equations. It is rather a consequence of 
differentiability of the function QJ, and of certain bounds on its derivative. 
Thus the theorems on differential equations occur as consequences of our 
general theorems on differentiable functions. 
The heart of our argument lies in the observation that if I is differen- 
tiable and if 11 v’(t) I/ < nil, then 11 g)(t) - p)(7) 11 < iI4 1 t - 7 I; that is, the 
path described by (v(t), t) in D x I, which passes through the point (V(T), T), 
must lie in the cone with vertex at (p)(7), T), with axis parallel to the t-axis, 
and generating angle 01 = tan-l M < ~rj2. In fact, and this is what we really 
use, a more general inequality holds: If /I v’(t) 11 < d(t) then 
which implies that (g)(t), t) lies inside the surface of revolution generated by 
revolving the curve a(t) about the line x = ~(7) in D x I. 
Wintner’s theorem and its generalizations have been used primarily to 
infer the extendibility of a solution of (1) beyond the point b. This follows 
very simply as a remark: If J = [ a c w , ) h erec>b,iffisdefinedonD x J, 
and if (1) admits a local existence theorem at t = b, then, under our condi- 
tions (see Theorems 1 and 2) either p)(t) ---f aD as t + b - 0, or it can be 
extended beyond b as a solution of (1). 
There seem to be some minor points of contact between our paper and 
the results of Waiewski [5]. 
2. STATEMENT OF RESULTS 
Let D be a region in E, , and aD its boundary. Let I = (a < t < b} be a 
half-open interval and p)(t) be a mapping of I into D. We will say p(t) + aD 
as t - b - 0 if, and only if, for each compact subset K of D there is a 7 in I 
such that p)(t) E D - K for Q- < t < b. This of course means that if aD is 
empty (i.e., D = E,), then /I p)(t) /I---f cc as t+ b -0, whereas if D is bounded 
then dist (v(t), aD) -+ 0 as t + b - 0, and finally if D is neither bounded nor 
the whole space, then either )I p(t) /I - cc or dist (p)(t), aD) + 0 or both. 
It is necessary to distinguish two cases, namely, when v is and is not 
absolutely continuous. The two theorems for differential equations take the 
following form. 
THEOREM 1. Let f(x, t) be a vector valued function on D x I to E,, . 
Suppose that v(t) is continuous and is a solution of (1) everywhere in I except 
on an at most denumwable set N C I, and for each compact set K C D there is a 
continuous nondecreasing function a(t) on I = {a < t < b), dajjferentiable on 
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I - N for which ijf(x. t) 11 < a’(t) for (x, t) E K x (I - N). Then, us 
t - b - 0, either 
(i) p(t) ---f 3D or 
(ii) there is an x0 E D such that p)(t) + x0. 
THEOREM 2. Let f(x, t) be a vector valued function on D x I to I& . 
Suppose that g)(t) is absolutely continuous on I, satis$es (1) almost everywhere 
in I, and that for each compact set KC D there is a bounded nondecreasing 
function a(t) on I for which I/ f(x, t) ji ,< a’(t) for x E K and aZmost all t EI. 
Then, as t ---f b ~ 0, either 
(i) g)(t) - 8D or 
(ii) there is an x0 E D such that p)(t) ---f x0. 
Note that no smoothness, not even measurability, is required off in either 
case. The usual condition of continuity on D x f imposed on f merely 
supplies boundedness, which means that a(t) can be taken to be Mt. We now 
state the corresponding general theorems on differentiable functions from 
which these first two theorems follow immediately. 
THEOREM 3. Let v denote a continuous mapping of I into D such that g, 
is differentiable on I except on an at most denumberable set N C I, and for each 
compact set K C D there is a nondecreasing continuous function a(t) on 1, 
differentiable on I - N, for which 
II v’(t) II S a’(t) 0% r+(K) - N. 
Then, as t + b - 0, either 
(i) q(t) ---f aD or 
(ii) there is an x0 E D for which F(t) + x0. 
THEOREM 4. Let v denote un absolutely continuous mapping of I into D, 
such that for each compact set K C D, there is a bounded nondecreasing function 
a(t) on I for which )I v’(t) ]I < a’(t) a most everywhere on ql[K]. Then, as I 
t - b - 0, either 
(i) q(t) -+ aD or 
(ii) there is an x0 E D for which g)(t) + x0. 
3. PROOFS 
Clearly Theorems 1 and 2 are immediate consequences of Theorems 3 and 
4, respectively. We now prove Theorem 3. 
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If ~(2) -H 30, then there exists a strictly increasing sequence (tk} of points 
f,< E I such that I,. - b as k ---f co, and a point x0 E D for which I + x0. 
We show y(t) + x0. To this end let K = {x : 11 x - x0 /I < 46) be a compact 
neighborhood of x0 in D. We may suppose without loss of generality that 
for all integers k > 1. Let a(t) be the function corresponding to K by the 
hypotheses of the theorem. By the continuity of 01 there is an E > 0 such that 
0 < a(b) - a(t) < 6 for b ~ E < t < b. Again without loss of generality 
we can assume that b - E < t, < b, for all integers k > I, 
Suppose now that for any t, , and any t satisfying b - E < t < t,< , we have 
II 9(t) ~ dtk) II G 44J - 4th (2) 
For any t in {b - E < t < b} there is a k, such that t < t, for k 3 k, . Then, 
letting k + co in (2), we get 
Ii 944 - x II G 4b) - 4th 
but this implies 
lim v(t) = x0. 
t-t&O 
Hence it only remains to establish (2). We choose an arbitrary t, and first 
show that F(t) E K for b - E < t < t, . For if not, there would be a least 
value of t, say 7 > b - l for which 9(t) E K for 7 < t < tk . Then by the 
mean value theorem for vector valued functions ([6], p. 153) we have 
Hence 
so that, by continuity of q, 7 cannot be the least value as assumed. Hence 
q(t) E K for b - E < t < t, . Then for any t, b ~ E ,< t < t, , we have (2) 
by the mean value theorem cited above. 
We need only minor modifications in this argument to establish Theorem 4. 
We note that in this case we can define a(b) = lim a(t), as t + b - 0, so 
that a(t) is again continuous at b. The E is determined as before, so it only 
remains to establish (2) for this case. 
Again suppose there is a value of t, b - 6 ,( t < b, for which v(t) $ K. 
Then with 7 as before we have 
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again leading to a contradiction. Thus p)(t) E K for b - E < t < t,; , and 
hence 
to complete all proofs. 
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