The performance of an iterative scheme to solve x = TX + c, T E CnX", c E C", ' is often judged by spectral properties of 2'. If T is not normal, it is however well known that only conclusions about the ussymptotic behavior of an iterative method can be drawn from spectral information.
known that only conclusions about the ussymptotic behavior of an iterative method can be drawn from spectral information.
To anticipate the progress of the iteration after a finite number of steps, the knowledge of the eigenvalues alone is often useless.
In addition, the spectrum of T may be highly sensitive to perturbations if T is not normal. An iterative method which-on the basis of some spectral information-is predicted to converge rapidly for T may well diverge if T is slightly perturbed. In practice, the convergence of the iteration x,, = Tx,,_~ + c is therefore frequently measured by some norm I/T/l, rather than by the spectral radius p(T). But apart from the fact that norms lead to error estimates which are often too pessimistic, they cannot be used to analyze more general schemes such as, e.g., the Chebyshev iterative methods.
Here, we discuss another tool to analyze the behavior of an iterative method, namely the field of values W(T), the collection of all Rayleigh quotients of T. W(T) contains the eigenvalues of T, and the numerical radius p(T) = max, tW(Tjl~I defines a norm on Cnx". The field of values represents therefore an "intermediate concept" to judge an iterative scheme by-it is related to the spectral approach but has also certain norm properties.
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LINEAR ALGEBRA AND ITS APPLICATIONS

INTRODUCTION
A standard way to solve a linear system x = T x + c iteratively, where T E @,1X,! (for the sake of simplicity, we always suppose that I, -T is invertible) and c E @", is to apply the basic iterative method X VI = Tx,,_~ + c (nl = 1,2 ,... ), x0 E C'l.
(1)
Judgments about the efficiency of a scheme like (1) are usually based either upon spectral properties of the iteration matrix T or upon some norm of T.
Each of these two concepts has its merits but also its drawbacks. The asymptotic behavior of (1) depends only on a(T), the spectrum of T. It is for instance well known that the vectors x,,, of (I) converge to the solution 
It is easy to see that both matrices, Gf and G,, have the same spectrum and that
But if E 4 h, for instance E = lop6 and h = 0.05, the nonasymptotic properties of these two Gauss-Seidel methods are quite different, as can be seen from Table 1 , where error norms 1(x -x,1/z for both methods are shown. [We chose f(x) = 1, (Y = 0, p = 1, i.e., u(x) = x, and x0 = 0.1 The better performance of the forward Gauss-Seidel method in this example is usually explained by the fact that it solves the linear system in the "natural" direction, i.e., in the direction given by the characteristics of the underlying differential equation. But how can one decide whether Gf or G, is better suited as an iteration matrix if one does not know anything about the origin of those matrices? As we have seen, the spectral properties of Gr and G, are of no help in answering this question.
Next we assume that the basic iterative method (1) converges, i.e., p(T) < l(T is th en usually called a convergent matrix), and we want to know how close T is to a divergent matrix M, i.e., to one satisfying p(M) > 1. Clearly, if p(T) is very close to 1, a small perturbation of T can lead to a divergent matrix. There are, however, convergent matrices T with p(T) Q 1 which are "nearly divergent" (see van Loan [31] and Higham [14] for the closely related question "How near is a stable matrix to an unstable matrix?").
The n X n shift matrix
evidently has the spectral radius p(J,) = 0 and therefore seems to be a "perfect" iteration matrix. But it will be shown in Section 2 that there exists a [34, Chapter 21) .
To summarize, spectral properties of the iteration matrix T allow conclusions only about the asymptotic behavior of the scheme (11, and they are highly sensitive to perturbations of T. None of the problems described above would have occurred if we had based our analysis on some norm JIT 1) of the iteration matrix T. But the use of norms has another disadvantage. IIT 1) gives no indication how to accelerate (I), say, by a Chebyshev method.
We here discuss the advantages and disadvantages of an "intermediate" 
I,
suggesting that the backward Gauss-Seidel method is not well suited for this specific problem, whereas forward sweeps [ p(G ) = 2.08. X 1OY" 1 converge rapidly. For the shift matrix J71 of (3), the ield of vahies is a disk with ti center 0 and radius cos[r/(n + l)] (cf. Lemma 3 in Section 3). Here again, W(J,~) is much larger than the spectrum rr(J,,>. In Section 2, we shall discuss to which extent the field of values and the numerical radius are useful tools for analyzing iterative schemes. In this paper, we restrict our analysis to Chebyshev methods or, more generally, to asymptotically stationary k-step methods (for an investigation of the alternating direction implicit (ADI) method, which is based on the field of values, see Starke [27] ). There are three well-known properties of W(T) which make it attractive for our purposes:
is always compact and convex,
which simplifies the numerical determination of W(T) considerably [although -as we shall see-the convexity is responsible for some limitations of 
[where dist(Q, A):= min; t o, 1c E ,, 1 z -WI for compact sets R, A C a=], connecting the field of values to the growth of the resolvent.
Estimates for the fields of values are usually obtained from the Bendixson-Hirsch theorem, which requires the computation of the extreme eigenvalues of Hermitian and skew-Hermitian matrices. Section 3 is devoted to Toeplitz matrices, a class of matrices for which rather precise information about the location of the field of values can he extracted from the matrix entries alone.
Finally, Section 4 is motivated by a recent paper of Golub and de Pillis [S] on certain successive overrelaxation (SOR) methods arising from problems satisfying "Property A." We analytically determine the field of values of the SOR iteration matrices TU, which are standard examples for highly nonnorma1 matrices, and we are thus in the position to compute the value w, of the relaxation parameter which minimizes the numerical radius of 9', as a function of w-in contrast to the classical optimal relaxation parameter oh, which minimizes the spectral radius ~(9~). 
ERROR ESTIMATES AND DISTANCE TO DIVERGENCE
Assume that the iterates {x,,,},,,~ o of (1) Ile,,ll2 G II~"%lle~~ll2 ,< 2p(T'")lle,ll2 Q 2p."'(T)lle,ll2
The assumption p(T) < I is certainly less restrictive than lITlIz < 1, but this alone would not justify the introduction of the numerical radius as a tool to analyze iterative methods. However, norms are rather useless for the investigation of many iterative schemes different from cl), whereas the numerical radius and the field of values still provide valuable information. As an example, we consider the Chebyshev semiiterative metho& (cf. Golub and 
where the coefficients are given by Ile,,llz G con4 R) ( P"' + P-") 1 _ K2m Ile,llz provided that a(T) 2 gP for some p < l/~.
For arbitrary (not necessarily diagonalizabk) T, we have
K m lleml12 G 2 1 _ K2,n lIeOIl provided
that W(T) c [S -y, 6 + y], and
Ile,,,ll2 G 2( P'" + p-") 1 _ K2,n lIeoIl provided that W(T) c gP for some p < l/~.
Proof.
Only the third part of this theorem needs to be shown, Assume first that W(T) c [ 6 -y, 6 + y]. Then T is a normal matrix (cf.
[15, Corollary 1.6.71) and thus unitarily diagonalizable.
We therefore have Ile,,,ll2 G II plrlll~6-y, S+ yl lleollz, where )I p,J(n denotes the maximum norm of p,, on a compact set fi c Cc. Now the assertion follows from well known estimates for Chebyshev polynomials. We finally remark that under additional assumptions on y and 6, e.g., if 7 and 6 are both real, the factor K " '/cl -Kzm) appearing in the above estimates can be replaced by the smaller number ~"/(l
n Whether an iterative scheme of the form (1) or (7) (theoretically) converges or diverges depends only on spectral properties of the matrix T. But if T is highly nonnormal, even small perturbations AT-which are unavoidable in practical computations-can change the spectrum dramatically.' An iterative method which is predicted to converge rapidly for T may well diverge if ' In contrast to o(T), the field of values is "perfectly stable", d&z, W(T)) Q llATll2. .x~+~ are suitably chosen starting vectors, is called a k-step iterative method for the solution of (I,, -T)x = c. Here, we concentrate on asymptotically stationary k-step methods, i.e., schemes of the form (9) 
[note that h has a simple pole at infinity, and that h(l) = 11 and a family of subsets of the complex plane _c U,(h).
For th_e basic iteration (l), we have h(w) = l/u; and thus U(h) = D(0; 11, U,(h) = D(0; l/v) (7 > 1). We therefore regain the classical result that (1) converges, for every x0, iff g(T) G D(0; 1) [with the asymptotic convergence factor ~(l/w, T) = p(T)]. The Chebyshev method defined by (7) and (8) is an asymptotically stationary two step method (cf. Let now h be a rational function of the form (111, and assume that T E Cnx" satisfies ~(h, T) < 1, i.e., the k-step method given by (9) and (10) converges. We seek the smallest perturbation AT of T such that ~(h, T + AT) > 1, i.e., n au(h). Therefore zOZ,, -A4 is singular, and s,~"(z,,I,, -T), the distance of the nonsingular matrix ",,I, -T [note that (T(T) c U(h)] to the collection of all singular matrices, is dominated by 6,(h, T):
T).
On the other hand, for each z E au(h), there is a singular matrix S, E cnX" 
We next prove that dist(W(T), au(h)) =G 6,(h, T). If dist(W(T), au(h)) = 0, then there is nothing to show. If dist(W(T), au(h)) > 0, we choose E with0 < E < dist(W(T),
au(h)), and M E CnXn with IIM -Tllz < E. Since
W(M) c W(T) + W(M -T) and W(M -T) c n(O; E), it follows that W(M) G U(h) and thus o(M) c U(h). I n o th er words, ~(h, &f) < 1 for all M satisfying IIT -M(le < .F. Finally, we come to 6,(h, T) < dist(u(T), au(h)).
Since a,(?~, . > is unitarily invariant we may assume that T is given in Schur form, i.e., T = D + N, where D = diag(A r, A,, . , A,!) is a diagonal matrix and N is strictly upper triangular. We further assume that
dist(g(T), dU(h)) = dist(A,, au(h))
= IA, -ZI with z E dU(h). For M:= diag(e, A,, . , A,) + N, we obtain ~(h, M) >, 1
and I(T -M(12 = IA, -z( = dist(a(T), au(h)). n
As an example, we consider the rt x n shift matrix [cf. (3)l and the basic iterative method (1). i.e., h(w) = l/u;. au(h) = {lzl = l}. The singular values of (e"Z,, -J",), 0 < 6 < 2~, are independent of 0. We therefore have
But (I,, -J,)'( Z,l -Jn> is th e inverse of Franks matrix (cf. [33, Appendix Cl) , and its eigenvalues are known to be Aj=2 [1-cos((25+';7] (j=1,2,...,n). A,(T) := {A E @ : A E r( T + AT) for some AT with llATjlz Q .Y) .
As an immediate consequence of this definition,
S,(h, T) = sup{& > 0: R,(T) c U(h)}.
There 
FIELDS OF VALUES OF TOEPLITZ MATRICES
The field of values of a nonnormal matrix is in general much larger than the convex hull of its spectrum. This well-known fact can be easily illustrated within the class of Toeplitz matrices (14)
As a first example, we consider powers of the 12 X n shift matrix J,, [cf. (3)] whose spectrum is the singleton {O], whereas for large dimensions n, its field of values is approximately the unit disk. , rn_l> E C 'lx n is { (cf. Davis [3, p. 841) . Let f denote the symbol of the Toephtz matrix T,, of (141,
j=-n+1 LEMMA 5. For an arbitrary 0 < 8 < 27r, let tl, 12, . . , izn_ 1 denote the (2n -0th roots of z:= eis. Then
Proof. We augment T,, of (14) to the (z}-circulant matrix Z2nP, = { z}-circ(rO,.
. , Tnml, Z71pn,. . , ZT_,) E C=(2n-1)x(2n-'). 
are shown.
For a general matrix A E C"' n, W(A) can be estimated by the Bendixson-Hirsch theorem, which is based on a splitting of A into a sum of two normal matrices, namely its Hermitian part A, and its skew-Hermitian part A,. To determine W( A,) and W( A,), the extremal eigenvalues of these matrices have to be computed, and finally, W(A) s W( A,) + W( A,). For Toeplitz matrices T,, , other additive decompositions into normal matrices are possible. It is well known that T,, can be split into its circulant and (15)]. Moreover, it is easy to see that
where d(*, . > denotes the Hnusdor$ distance of two compact subsets of the plane (cf. [ll, p. 1151) . The question we want to address here is how fast the convergence in (18) is. As an example we first consider T,,, = tridiag(a, 0, @ > (mn = 2,3, . ). 
The following theorem states that this asymptotic behavior is valid for every banded Toeplitz matrix. 
and the associated SOR iteration matrices
where w, 0 < w < 2, denotes the relaxation parameter. D. M. Young's identity [35] , This implies W(N( o, s)) c W(N(w, t)) (for .s < t) and thus the desired conclusion of (27). From (26), we now deduce W( Pm) = w( M( 0, s,)) = lV( M( w, llBll2)).
Finally, we use the fact that the field of values of any 2 x 2 matrix is known (e.g., Johnson [16] ) to conclude that W(=q) = W( M( w, llBll2)) = 8( w, IIBII,).
n According to Young's theory [35] , the optimal relaxation parameter which minimizes ~(9~) as a function of o is given by (if II B 112 < 1). Using Theorem 8, it is easy to determine w,, the value of w which minimizes ~(9~) (cf. F'g 1 ure 5). Note that in contrast to the choice of w!,, which always yields an over relaxation scheme, the use of w, leads to an un&rrelaxation scheme if IlBlls > 0.786. Table 2 originate from the one-dimensional model problem, i.e., the Jacobi matrix B results from the red-black ordering of i tridiag(-1, 0, -1) E LQ'""x'"" (llBlb,V~ 0.9995. In Figure 5 , we compare-now for the skew-symmetric case- 
