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Investigation of sequential experimental approaches 
in logistic regression modeling 
 
Abstract:  
Binary responses are routinely observed in practice whether it is medicine, geology, 
defense or day to day life situations. Logistic regression methods can be used to capture 
the binary responses. Modeling becomes critical when there is sensitivity analysis 
involved, and the selection of the settings of variables depends on sequential design 
methodology. A total number of experimental runs is also an important factor since cost 
is directly related to it. In this research different experimental approaches for logistic 
regression modeling are investigated to improve the estimation of median quantile, to 
reduce the number of experimental runs as well as to improve overall modeling quality. 
We present the Break Separation Method which guarantees an overlap in the data such 
that the Maximum Likelihood Estimation may be used to estimate the model parameters. 
We also investigate and discuss the augmentation after the BSM. 
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Nelder and Wedderburn (1972) first introduced the application of generalized 
linear models (GLMs) for a large class of problems. Logistic regression is included in the 
GLM family and is used to model a binary response as a function of one or more 
variables. Logistic regression modeling is applied in many areas including 
epidemiological studies, dose-response experiments, and military equipment testing. In 
dose-response and some military testing applications, the data collection process is 
determined by a designed experiment. For example, consider a bioassay experiment in 
which the concentration (dosage) of a drug is varied, and at each dose, the outcome 
(success or failure) is recorded. The experimenter must determine which dosages to 
select. The dose selection can occur before collecting any data or can be determined as 
the experiment is running. A sequential experimental approach is when the selection of 
settings for the control variables (i.e. the dosage) is determined during the experiment. 
There are several challenges with respect to experiments when the response variable of 
interest is binary. We discuss these challenges later in this introduction. One of these 
challenges is achieving an overlap in the data while using the logistic regression.    
The advent of Logistic Regression has led to its use in binary response sequential 
experiments. Logistic Regression is a part of GLM family along with Log-linear 
regression, Poisson regression as well as multinomial response models. Every GLM has 
three components: a response variable distribution, linear predictor, and a link function. 
The link function, g(μi), connects the linear predictor to the natural mean of the response.  
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Where μi is the mean at location i, Yi is the response, x’s are the independent variables, 
and β’s are the parameters.  
The most common logistic regression link functions are logit and probit. Bliss 
(1934) introduced the Probit, and the Logit was developed later by Berkson (1944). The 
major difference between these link functions is the assumption regarding their error 
distributions (Agresti, 2007).  The Logit has Standard Logistic distribution of errors 
whereas the Probit has Standard Normal distribution of errors. The logit function is 
shown in equation (2). Here, P(xi) is the fitted probability corresponding to the settings of 
the variables xi. β’s are the regression parameters.  The fitted model provides the ability 
to compute probabilities and is non-linear. By using the log transformation, the model 
can be linearized and therefore is considered a Generalized Linear Model. This equation 
can be used to compute any required quantile by plugging in the value of the required 











    (2) 
In the standard linear model, the parameter estimation can be accomplished 
through the least-squares normal equations. In the GLM, the normal equations, which are 
obtained by differentiating with respect to the parameters, will result in functions that 
contain unknown parameters. In other words, the information matrix for non-linear 
models is dependent on the parameter values of the models. This poses two challenges of 
interest. First, solving for the unknown parameters can be difficult. Second, finding an 
appropriate set of experiments to run can be problematic. See Khuri et al. (2006) for a 





Several methods can be used to solve for the unknown parameters in a logistic 
regression model, including Maximum likelihood estimation (MLE) and weighted least 
squares. With modern technology, these estimation techniques are very easy to 
implement. Unfortunately, when MLE is used to estimate parameters of a logistic 
regression model, complete or quasi-complete separation may cause trouble. If this 
happens, the parameters of the logistic model may be impossible or nearly impossible to 
estimate using the MLE, respectively. 
Complete or Quasi-complete separation is a well-known problem in logistic 
regression modeling (Silvapulle, 1981). When a dataset with only one x and a binary 
response has complete separation, there is one value of the variable below which all the 
values of the variable result in the response 0 and above which all the values of the 
variable result in the response 1. This situation is represented in Figure 1 where the x 
variable is the velocity of the bullet and the response variable is ‘Perforation’, where 1 
represents complete perforation of the bullet into the test material and 0 represents non-
perforation.  
 





Mathematically, the response will be 1 for βixi > 0, and it will be 0 for βixi ≤ 0. 
Quasi-complete separation is a state where we have one variable setting with both the 
type of responses 0 and 1 but below and above this setting, the responses will be 0 and 1 
respectively. Mathematically, the response will be 1 for βixi ≥ 0, and it will be 0 for βixi ≤ 
0. Silvapulle showed that to use MLE, the intersection of the relative interiors of the 
convex cone should not be an empty set. For detailed information on this, see Silvapulle 
(1981). 
In practice, if we have a dataset with complete/quasi-complete separation, there 
are a few steps that we may take. We may remove the variable from the analysis. This 
approach is frequently seen but should be avoided because it may result in loss of 
valuable information. We may also use penalized regression techniques, such as Ridge 
regression or another method is to utilize decision trees to estimate the quantiles. 
However, if we have the ability to collect the data then we can select the settings of the 
variable such that separation can be ‘broken’. The Break Separation Method is an 
experimental design technique used to break the separation in an experiment involving a 
single continuous variable and a binary response.     
A brief review of different sequential designs developed since 1948 is presented 
in the next section. The Review section is followed by the Methodology section in which 
we present the ‘Break Separation Method’ (BSM) and follow-up experiments. We 
describe our findings in the Results section followed by the application, the conclusion, 






2. A brief review of sequential design methods 
 
In this section, we describe popular sequential design methods. We describe the 
Up and Down method in detail because it is currently used to estimate V50 in the 
Advanced Combat Helmet Testing (ACH) (National Research Council, 2014).  
One of the oldest and widely used sequential methods is the Up and Down or 
Bruceton method developed by Dixon and Mood (1948). It is widely used in 
experimentations, including Weapon testing and Personal Protective Equipment (PPE) 
testing at Department of Defense (Johnson et al. 2014).  For example, if we fire a bullet at 
an ACH at a velocity x, the response can either be 1 or 0, i.e. the bullet perforates the 
ACH or it does not. The goal of the experimentation is to find the velocity at which the 
probability of perforation is 0.5. This velocity is called the V50.  
The Up and Down method is used to find the median quantile (such as the V50) 
and is accomplished by the following process. First, an initial test run is performed with 
an initial velocity x1. The next value of the velocity is selected based on the outcome of 
the first run. The step value chosen is added or subtracted from the previous velocity 
setting depending on the outcome. For example, let the initial value of velocity x1 = 2400 
feet/s. If the response is 0 (the bullet does not perforate), then we will add a step value to 
2400, i.e. 2400+d and repeat the run. If the outcome remains the same then we keep on 
adding the step value until it changes (the bullet perforates) then we subtract the step 
value from the previously selected velocity setting.  
The Up and Down method is not effective if we want to estimate extreme 





saving of 30-40% experimental runs when compared to the traditional experimental 
design (Dixon and Mood, 1948).  
A hypothetical example is given in the context of ACH testing in Table 1. The 
Step size d is 20 feet/s, and the sample size is 50. The levels represent different velocity 
settings in feet/s.  
Table 1: Up and Down Experiment Example 
 
 
The 50th quantile is defined by a simple calculation. Let N be the total number runs for 
which the outcome is zero. Let i be the order of the run and ni be those values whose total 
is N.  
Now let, 
   2,i iA in B i n                                       (3) 
The estimate of V50, represented by μ can be calculated by, 
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In equation (4), ‘+’ sign is used with 0’s and ‘-’ sign is used with 1’s. The sample 















In our example, there are 24 0’s, and 26 1’s. Hence, N = 24. Therefore, n0, n1, n2, n3 are 1, 
10, 10 and 3, respectively. A and B will be 39 and 77, respectively. Using all values, μ = 
2409.5 ft/s and σ’ = 19.33. 
The Up and down method is used in explosive testing, bioassays, metallurgy and 
other areas such as the educational settings.  Chao and Fuh (2001) used this approach for 
pyrotechnics sensitivity analysis where the aim was to determine the reliability and safety 
of explosive fuse trains. The Up and Down method is popular in practice. However, there 
are other sequential methods which are more efficient (Johnson et al., 2014).   
Another popular method for sequential testing is the Langlie method, developed 
by Langlie (1962). It is a ‘one shot’ reliability test method which does not require any 
prior knowledge of the standard deviation of the variable under analysis. The method 
involves selecting an experimental range [μmin, μmax] and taking the first run as the mid-
point of this range. If the response is 0, then the next run is chosen as an average of the 
first run and the upper limit of the range. If the response is 1 then the next run is chosen 
as an average of the first run and the lower limit of the range. Subsequent runs are 
selected based on the results of both the initial runs. The documented procedure is 
discussed in context of ballistic testing in Collins and Moss (2011).   
Gezmu (1996) developed a sequential design to drive the toxic dose 
experimentation on patients. His goal was to minimize patient’s toxic exposure and 
achieve the accurate estimation of parameters.  His method is also known as the ‘K in a 
Row’ method. When using this method, a finite set of settings of the variable under 
analysis is defined. For example, the set is X = {x1, x2,…,xn}. If the response for xk setting 





same setting until we get a specific number of consecutive 0’s. The guideline to select 
this specific number is given in Gezmu (1996). In the next step, xk+1 is chosen as the next 
run. Note that all the xk, xk-1, xk+1 are the members of the set X. The parameters are 
estimated using the MLE. 
Robbins and Monro (1951) developed a stochastic approximation method. 
However, it does not perform well with the binary responses. Joseph (2004) proposed a 
modification of the Robbins-Monro method such that it would work well with the binary 
data. Moreover, his method does not require Maximum Likelihood to estimate the 
parameters. Johnson et. Al. (2014) confirmed that Joseph’s modification works better for 
computing extreme quantiles in comparison to the Up and Down and Langlie methods.  
Neyer (1994) developed a D-optimality based sensitivity test. This method 
assumes the Probability Response Function to be normal. This method is designed in 
three stages. The first stage is used to improve the defined region of interest. The second 
stage is designed to estimate the parameters efficiently. The third stage refines the 
parameter estimation once the unique parameter values have been computed. Neyer is the 
first researcher to express the importance of an initial design. The initial design selection 
helps the experimenter to make the design region appropriate for the variable under 
analysis.  
One of the most recently developed sequential design methods is 3 phase optimal 
design (Wu and Tian, 2014). As the name suggests, the 3pod method consists of three 
phases, each with its distinct function. The aim of Phase I is to quickly identify a 
reasonable experimental range in which overlapping pattern exists so that the MLE can 





settings to optimize the parameter estimation in the assumed model. Phase III is used to 
converge to unknown quantiles of interest quickly. 
Phase I further consists of three steps: (1) Obtaining 0’s and 1’s (2) Searching for 
the overlapping region (3) Enhancing the overlapping region. Phase I is important 
because it enables 3pod to outperform RMJ (Joseph, 2004) method. Phase II utilizes the 
D-optimal design criterion to choose the xi. The settings are selected by maximizing the 
Fisher Information Matrix. The number of runs in this phase is specified by the 
experimenter. Phase III of 3pod is used to reach to extreme quantiles. A description of 
Phase III can be found in Appendix II.  
The Neyer’s method and 3pod have inspired us to develop a new method which 
can break the separation with as few runs as possible. In the next section, we present a 
new separation method and discuss an approach we take for studying the effectiveness of 












This section consists of our proposed methodology. Section 3.1 presents a method to 
prevent the separation issue. Section 3.2 outlines the steps to augment the sequential 
design using the D-optimal criterion.    
3.1 Break Separation Method 
 
Lot Acceptance Testing of PPE at the DoD has primarily two stopping criteria to 
stop the sequential experiment, namely 33SC and BSSC. 33SC stands for a ‘three 
complete responses and three complete nonresponses stopping criterion’ whereas BSSC 
stands for a ‘Break Separation Stopping criterion’ (Johnson et al., 2010). To describe 
BSSC mathematically, first consider Table 2. Here, m0 is the minimum value of x with 
the response 0. M0 is the maximum value of x with the response 0. Similarly, m1 is the 
minimum value of x with the response 1 and M1 is the maximum value of x with the 
response 1.  
Table 2: Defining m’s and M’s 







2400 0  
2492 1  












BSSC requires the three conditions mentioned in equation (6) for a separation break. As 
soon as these three conditions are satisfied simultaneously, the experimenter can stop the 
experiment and the collected data can be used to estimate parameters using the MLE. 
1. M0 > m1       2. m0 < m1      3. M1 > M0       (6) 
To ensure the convergence of MLE for logistic regression, we have developed a 
new method which we call the ‘Break Separation Method’ (BSM). This method is 
designed to satisfy all three conditions of BSSC with as few runs as possible. Similar to 
3pod (Wu and Tian, 2014) our method involves three stages. Table 3 shows the 
definitions of statistics used in BSM. The purpose of Stage I is to enhance the 
experimental region. Stage II is used to break the complete separation, and Stage III is 
used for balancing.  
Table 3: Definitions of statistics used in the BSM 
Term Meaning 
μg Anticipated Median Quantile 
μmin Lower bound of experimental range 
μmax Upper bound of experimental range 
σg Assumed standard deviation 
xi Value of i
th setting of independent 
variable 
yi Value of i
th response (0/1) 
k0 Number of responses with the value ‘0’ 






Stage I: Enhancing the experimental region 
This stage involves four initial experimental runs, followed by additional steps 
depending on the result of the initial runs. Initial runs are specified by, 
 Run 1: x1 = 0.75µmin + 0.25µmax          
 Run 2: x2 = 0.25µmin + 0.75µmax 
 Run 3: x3 = 0.5(µmin+µmax) – σg           
 Run 4: x4 = 0.5(µmin+µmax) + σg 
The required condition for carrying out the experiment is that (µmax - µmin) ≥ 6σg. 
Especially if the experimental range is equal to 4σg, the third and fourth run will be the 
replication of the first and second run. We want to avoid this situation since we want to 
collect as much information as possible from these initial runs.   
The initial runs are designed such that they try to satisfy at least one of the three 
conditions of BSSC by choosing the runs symmetrically around the midpoint of the 












Since there are four initial runs, there will be four responses (y1, y2, y3, y4). Each 
run may result in 0/1. This leads to 16 possible outcomes. Based on the outcome of the 
initial results, Figure 3 shows the flow of the method. Four of the possibilities result in 
moving to stage II at some point. In the remaining 12 possibilities, further steps are taken 
in stage I without moving to the stage II. 
 
Figure 3: Overview of the flow of BSM  
Steps required in the first stage are mentioned in Tables 4-9.  
After four initial runs are performed, we determine the values of m0, m1, M0 and 





range selected is appropriate for the variable under analysis. If it is not, then we need to 
modify the range as in case (1) and (2). The steps are mentioned in Table 4. In case (1), 
we need to expand the range to the right whereas, in case (2) we need to expand the range 
to the left. In this way, we adjust the range to make it appropriate for the variable under 
analysis. After adjusting for the range, these cases move to stage II to break the 
separation. 







The values are too far 
left from μ. We need 
to expand the range 
to the right. 
x5 = µmax + 1.5σg 
if y5 = 1, move to stage II, 
else add 1.5σg to the previous setting 
until yi = 1 
Move to stage II 
 
2. (1,1,1,1) 
The range is too far 
right from μ. We 
need to expand it to 
the left 
x5 = µmin – 1.5σg 
If y5=0, move to stage II 
Else deduct 1.5σg from the previous 
setting until yi=0 
Move to stage II 
 
Cases (3-5) share a common characteristic. None of them can satisfy the M1 > M0 
condition. Therefore, in these cases, we select the next run such that the value of run is 













3. (0,0,0,1) M1 > M0 unsatisfied 
x5 = M0 + σg 
If y5 = 1, move to stage III 
Else add σg to the previous setting until 
yi = 1. 
Move to stage III 
4. (0,0,1,0) M1 > M0 unsatisfied Same as (3) 
5. (0,0,1,1) M1>M0 unsatisfied 
x5 = M0 + 0.5σg 
If y5=1, move to stage III 
Else add 0.5σg to the previous setting 
until yi=1 
Move to stage III 
 
Table 6 shows the cases which do not satisfy the condition m1>m0. To fix this, we 
select the next run such that its value is less than m1. We keep decreasing this until we get 
the response 0 to satisfy the condition m1>m0.  






6. (1,1,0,0) m0<m1 unsatisfied 
x5 = m1 – 0.3σg 
If y5=0, move to stage III 
Else deduct 0.3σg from the previous 





Move to stage III 
7. (1,1,0,1) m0<m1 not met Same as (6) 
8. (1,1,1,0) m0<m1 unsatisfied Same as (6) 
 
As shown in Table 7, in case (9) we select our next run with the value less than 
M0 and we keep decreasing this value until we get the response 1 to satisfy M0>m1. In 
case (10), all the conditions are satisfied, i.e. no action would be needed. 






9. (0,1,0,0) M0>m1 unsatisfied 
x5 = M0 – 0.2σg 
If y5 = 1, move to stage III 
Else keep deducting 0.2σg until yi = 1 
Move to stage III 
10. (0,1,1,0) All are satisfied Done 
 
In case (11), there are two unsatisfied conditions. Therefore we take two different 
actions to satisfy them. To satisfy m0<m1, we select the next run with the value less than 
m1 and keep decreasing the value until we get a response 0. To satisfy M1>M0, we select 
the next run value which is greater than M0 and keep increasing the value until we get a 
response 1. A similar situation obtains in cases (12), (13) and (14). The computational 














(i)x5 = M1+σg 
If y5=1, move to (ii) 
Else add σg to the previous setting until 
yi=1 
(ii)x(i+1) = m1 – σg 
If yi+1 = 0, move to stage III 
Else deduct σg from the previous 
setting until y(i+n)=0 




(i)x5 = m1 – 0.3σ 
If y5=0, move to (ii) 
Else deduct 0.3σg from previous setting 
until yi=0 
(ii)xi = M0 + 0.3σg 
If yi = 1, move to stage III 
Else add 0.3σg to the previous run until 
y(i+n)=1 














In cases (10) and (12), M0>m1 is not satisfied. Enhancing the region in these cases is 
difficult. Therefore, we move to stage II to rectify this condition as shown in Table 9. 






15. (0,1,0,1) M0>m1 unsatisfied Move to stage II 
16. (0,1,1,1) M0>m1 unsatisfied Move to stage II 
 
Stage II: Breaking the complete separation 
This step helps the experimenter to break the complete separation. This section is inspired 
by a portion of Phase I of 3pod (Wu and Tian, 2014). This stage will be applied to the 4 
outcomes (0,0,0,0), (1,1,1,1), (0,1,0,1) and (0,1,1,1).  This stage has two aims. First, 
reduce the gap between M0 and m1 and second, break separation.  
For 4 cases described above, which still have the separation issue, we select the 
next run as xi = µg + (a random uniform number between [-0.05µg, 0.05µg]). This run is 
repeated by adding/subtracting a random uniform number until one of the following 
conditions is satisfied: 1. M0 > m1 or 2. m1 – M0 < 1.5σg. Due to the addition of a random 
uniform number, each time xi will be a different number (which is around µg).  
Depending on the number of 0’s and 1’s collected, there are outcomes, case I and case II.  
Case I - k0 > k1:  If this occurs then xi+1 is set as m1 + 0.3σg. If the response is 0 for xi+1, 
then the separation is broken. If the response is 1, then the next run xi+2, is set as M0 – 





standard deviation is too large. To rectify this, a new standard deviation is selected at 
0.67σg. If this occurs, we update m0, m1, M1, M0 values and repeat the process from stage 
II. A flow chart for this case is shown in Figure 4. 
 
Figure 4: Flowchart of Stage II case I 
Case II - k0 ≤ k1: If this occurs then xi+1 is set as M0 - 0.3σg. If the response is 1 for xi+1, 
then the separation is broken. If the response is 0, then the next run xi+2, is set at m1 + 
0.3σg. If the response for xi+2 is 0, then the separation is broken. If it is 1, then our 





then update m0, m1, M1, M0 values and repeat the process from stage II. A flowchart of 
this case is shown in Figure 5. 
 
















Stage III: Balancing 
Maximum likelihood works better if the number of 0’s and 1’s are equal or as similar as 
possible especially if the sample size is small (King and Ryan, 2002). To achieve that, we 
have prepared stage III. Stage III is designed such that it brings the difference between 
the number of 0’s and 1’s to less than or equal to 1. If the number of 0’s is more than the 
number of 1’s, then Case I presents the steps to balance 0’s and 1’s. Case II presents the 
steps to balance 0’s and 1’s when the quantity of 1’s is greater than 0’s.    
Case I: If k0 ≥ k1 + n  
n-1 runs with the desired response of 1 are needed. M1 is the current maximum value of 
the variable for which the response is 1. Selecting a run which is greater than M1 is likely 
to result in 1 as well. Therefore, the next run xi is taken at M1 + 0.5σg. We add remaining 
runs by adding 0.5σg to the previous setting. If none of these n-1 settings result in a 0, the 
process is complete. If any of them results in a 0, then we need to recalculate n and add 
additional n-1 runs with all the responses as 1.  
Case II: If k1 ≥ k0 + n 
We need to add n-1 runs with the response of 0. m0 is the current minimum value of the 
variable for which the response is 0. Selecting a run which is less than m0 is likely to 
result in 0. Therefore, the next run xi is taken at m0 - 0.5σg. We add additional runs by 
deducting 0.5σg from the previous setting. If none of these n-1 runs result in yi=1, the 
process is complete. If any of them results in yi=1, then we need to recalculate n and add 





By the end of all three stages, separation will be broken and the number of 0’s and 
1’s will be relatively equal. Our research indicates that this method results in a small 
sample size, typically in the range of 4-13 runs. Some specific applications may require 
additional testing. In the next section, we discuss the ways to augment the BSM using D-
optimal design.  
3.2 Sequential design augmentation using D-optimal Design  
A good experimental design should generate a satisfactory distribution of 
information over the region of interest. The fitted values of the model parameters should 
represent the true values. A design which is good for one property may not be suitable for 
another (Atkinson et al., 2007). The origin of the optimal design has been credited to 
Kirstine Smith (Smith, 1918). There are many types of optimal designs which are based 
on different design criteria. The precision of parameter estimation depends on the design 
runs, and the selection of design runs depends on the design criterion. According to 
Cramer (1971), a few optimal designs include: ‘A’ optimal design developed by Ekfving, 
which is based on the average variance of regression parameter estimators (see 
Kleinbaum, 2010).  Wald developed D-optimal design based on the maximization of the 
Fisher Information Matrix, i.e. minimizing the generalized variance of parameter 
estimates (Hosmer Jr and Lemeshow, 2004).  Other optimal designs include G-optimal, 
C-optimal, I-optimal, E-optimal, and V-optimal. Our research focus is D-optimal design. 
The optimal experimental design for the GLM depends on the model parameters, thus 
prior knowledge of the parameter is essential. The goal of the optimal design is to 





To further improve the parameter estimation, we investigated the characteristics 
of the model with the addition of Na D-optimal runs after the completion of the BSM. We 
investigate two methods to select D-optimal runs: Fully Sequential (FS) and Group 
Sequential (GS). Fully sequential refers to the strategy where all Na design runs are 
selected at a time and the data is collected at the specified design points. Group sequential 
is the strategy where these Na runs are clustered into ‘k’ sub-groups, where data is 
collected and a model is fit after each sub-group is added. The final model is fit after the 
completion of the last group. Both the fully sequential and group sequential approaches 
were simulated over various experimental ranges and different assumed standard 
deviations. Different group sizes were selected based on various values of Na which are 
shown in Table 10.  
Table 10: Models selected for simulation study 
Sample Size (Na) Models 
6 GS 222, GS 33, FS 6 
8 GS 44, FS 8 
12 FS 12, GS 444, GS 246, GS 642, GS 66 
18 GS 666, GS 99, FS 18 
24 GS 6666, GS 888, FS 24 
 
To select the runs using D-optimal design, the data collected using the BSM is 
used. For instance, GS 444 represents a sequence where 4 runs are added based on the 





select 4 more D-optimal runs.  We repeat this procedure one more time to add our third 
group of 4 runs. Thus, we keep on updating the model parameters at each step.  
The experiments are simulated over two different assumed standard deviations 
shown in Equation (7) and (8), where, [µmin, µmax] is the experimental range.  
σg1 = (µmax – µmin) / 6                           (7) 
σg2 = (µmax – µmin) / 12                         (8) 
We simulated over 14000 models and scored them based on their performance. 
After completing all Na runs, we use the following statistics to compare and score the 
resulting models: Root Mean Square Error, Generalized R Square, Corrected Akaike’s 
Information Criterion, and the Chi-Square Goodness of Fit test. In addition, we used 
following two criteria to check for parameter and median quantile estimation accuracy: 
the absolute difference of the fitted 50th quantile from the true 50th quantile, and the 
confidence intervals around fitted parameters (computed to check for the presence of the 
true parameters within the internals). 
Root Mean Square Error (RMSE) is the square root of the variance of errors. 
RMSE is an absolute measure of fit which indicates how close the predicted value is to 
the provided value. The RMSE for the logistic regression model represents the difference 
between the response and the fitted probability of an event.  
Generalized R2 (like traditional R2) is limited within [0, 1]. It is based on the 





the log-likelihood of a null model and L(Model) is the log-likelihood of the provided 


















        (9) 
Hurvich and Tsai (1989) developed the corrected AIC. Equation (10) shows how to 
calculate the AICc. In the equation, k is the number of estimated parameters, n is the 
number of observations. We can compare different models based on their AICc value. 
Smaller values of the AICc are preferred.  
 
2 2 2 ( 1)
1
Loglikelihood k k k
AICc
n k
   

 
                         (10) 
The Chi-Squared Goodness of Fit (GOF) test can be used to assess the quality of 
logistic regression models. The Null hypothesis is that the distributions of provided and 
predicted values are the same. 
The 50th (median) quantile of the model is a desirable statistic for the sequential 
design methods. We simulate the models by providing the true parameter values. After 
getting the final simulated model, we compute the 50th quantile and compare it with the 
50th quantile of the original model. The absolute difference between both of these 
quantiles is used as a comparison criterion. 
In a similar fashion, we compute the confidence intervals around the estimated 
parameters. We then check whether the intervals include the true model parameters 





The following section describes the result of the simulation studies. 
4. Results 
Section 4.1 describes the performance of the BSM and section 4.2 describes the results of 
the comparison of the strategies to add D-optimal runs after the BSM. 
4.1 Break Separation Method – Performance 
 
Table 11 shows the experimental ranges used for the simulation study. Ranges R1-R4 are 
inspired by the ACH testing and R5 is inspired by an example provided in Wu and Tian 
(2014).  
Table 11: Experimental ranges used for simulations 
Abbreviation Lower limit Upper limit 
R1 2300 2500 
R2 2200 2600 
R3 2100 2700 
R4 2000 2800 
R5 0 22 
 
Both the 3pod phase I and BSM were tested on the five experimental ranges 
mentioned in Table 11. The two assumed standard deviations mentioned in equation (7) 
and (8) were used to simulate the 3pod and the BSM.  
Tables 12-16 show the comparison of the 3pod and BSM (for BSSC).  BSM 





better which are highlighted in the table. However, the BSM outperformed the 3pod in 
the majority of the simulation studies. It is important to note that the values mentioned in 
the table are the average values of the number of simulations over a combination of a 
given experimental range and standard deviation.  
Table 12 shows the comparison between the 3pod and the BSM for the range R1. 
The highlighted statistic shows where the 3pod outperformed the BSM. Except for one of 
the statistic, the BSM outperformed the 3pod.  








Chi-square GOF % 70 78 
 
75 82 
AICc 15.69 12.36 
 
16.69 12.08 
Gen R2 0.54 0.68 
 
0.62 0.71 
RMSE 0.39 0.34 
 
0.38 0.34 









Table 13 shows the comparison between the 3pod and the BSM for the range R2. 
Like R1, the BSM outperformed the 3pod in most of the comparison criteria for the 














Chi-square GOF % 71 86 
 
72 85 
AICc 12.06 11.55 
 
12.26 11.23 
Gen R2 0.7 0.67 
 
0.69 0.72 
RMSE 0.34 0.31 
 
0.35 0.3 










Table 14 and Table 15 show the comparison of both methods for the experimental 
ranges R3 and R4 respectively. For R3 with σ2, the 3pod performed better the BSM in 
terms of AICc. In all other criteria, the BSM performed better than the 3pod. Similarly, 
the BSM outperformed the 3pod for R4 except for the AICc and CI metric when the 



















Chi-square GOF % 62 78 
 
74 77 
AICc 11.56 11.08 
 
11.89 11.96 
Gen R2 0.67 0.72 
 
0.71 0.72 
RMSE 0.32 0.29 
 
0.315 0.28 

















Chi-square GOF % 47 84 
 
62 91 
AICc 12.02 12.25 
 
12.35 12.07 
Gen R2 0.66 0.69 
 
0.71 0.73 
RMSE 0.34 0.33 
 
0.32 0.3 









Table 16 shows the performance comparison with the experimental range R5. 
Only one assumed standard deviation is used with R5. Except for AICc criterion, the 






Table 16: Performance comparison of 3POD and BSM for BSSC for R5 
R5 σ1 = 3 
 
3pod BSM 
Chi-square GOF % 70 80 
AICc 11.14 12.54 
Gen R2 0.66 0.71 
RMSE 0.34 0.31 
CI metric % 70 100 















4.2 Comparison of Fully Sequential and Group Sequential design run 
selection 
In this section, we discuss the results of simulations which were described in 
section 3.2.  
Figure 6(a)-(d) show the model quality statistics for the group size Na of 12. 6(a) 
shows the average Generalized R2 values. From the figure, it can be seen that the evenly 
distributed Group Sequential techniques (GS 444 and GS 66) performed better than other 




6(b) shows the model performances based on average RMSE values. Amongst the 
models compared, the Group Sequential technique (GS 444) showed lowest average 
values for the RMSE. 6(c) represents the average AICc values for these models. Again, 
the group sequential technique (GS 444) performed better than other models by achieving 
lower average AICc values.  





































Average Generalized R Squared values (Na=12)










Models were also evaluated using the Chi-squared GOF test with the significance 
level of 0.05. 6(d) shows that Group Sequential technique with GS444 model had 100% 
rate of success in terms of the Chi-squared GOF test. Therefore, it can be said that the 
model quality proved to be better when the 12 D-optimal runs are added to the model by 




Figure 6: (a) Average Generalized R-squared for Na=12, (b) Average RMSE for Na=12  
(c) Average AICc values for Na=12 (d) % of models qualifying Chi Squared GOF test for Na=12 
 
 






















Average RMSE value for different models (Na=12)
Row 1-5 represent experimental ranges R1-R5


























Average AICc for different models (Na=12)
Row 1-5 represent experimental ranges R1-R5













% of models qualifying Chi Squared GOF test (Na=12)





Figure 7(a) and (b) show the performance of different models in terms of the 
parameter and median quantile estimation for Na=12. GS 444 model had true parameters 
values within the 95% CI of the fitted parameter values 100% of the times. When it 
comes to the absolute difference between the true median quantile and obtained median 
quantile, GS 444 and GS 66 show lesser difference as compared to other models. 
Therefore, the strategy of adding D-optimal runs in groups proved more efficient for 
Na=12.  
 
                                           7(a)                                                                                               7(b) 
 
Figure 7: (a) Confidence Interval results for Na=12  
(b) Average absolute difference between the true and obtained median quantiles for Na=12  
 
A similar analysis was carried out by adding 8 runs after the BSM. Two models 
GS 44 and FS 8 are compared here to determine which strategy is better for the modeling 
quality as well as parameter and quantile estimation accuracy. In terms of model quality 
characteristics including, the Generalized R2, the RMSE, the AICc and the Chi-squared 
GOF test, the Group sequential technique (GS 44) performed better. The results are 
represented in Figure 8(a)-(d). 
 













% of models that include true parameters within 95% CI around fitted parameters(Na=12)
Row 1-5 represent experimental ranges R1-R5

































Average Absolute difference from true V50 (Na=12)






                                                 8(a)                                                                                                    8(b)  
   
 
                                             8(c)                                                                                                      8(d) 
 
Figure 8: (a) Average Generalized R-squared values for Na=8 (b) Average RMSE values for Na=8  
(c) Average AICc values for Na=8 (d) % of models qualifying The Chi-squared GOF test for Na=8 
 
Figure 9 (a) and (b) show the performance of different models in terms of the 
parameter and median quantile estimation for Na=8 respectively. The Group sequential 
technique (GS 44) clearly outperformed the Fully Sequential (FS 8) in both the criteria. 
Therefore, the strategy of adding D-optimal runs in groups proved more efficient for this 



































Average Generalized R Squared values (Na=8)
























Average RMSE value for different models (Na=8)



























Average AICc for different models (Na=8)














% of models satisfying Chi Squared GOF test (Na=8)






9(a)                                                                                                9(b) 
 
Figure 9: (a) Confidence Interval results for Na=8  
(b) Average absolute difference between the true and obtained median quantiles for Na=8 
 
The simulation study for adding 6 D-optimal runs after the BSM showed different 
results. Figure 10(a)-(d) show the model quality comparison criteria for different 
strategies. Unlike previous results, the fully sequential strategy (FS 6) for adding D-
optimal runs performed better here. Since the number of runs to be added is small, the 
group sizes for group sequential strategy are also small i.e., 2 and 3.   
 
 














% of models that include true parameters within 95% CI around fitted parameters (Na=8)


































Average Absolute difference of obtained median quantile from true median quantile  (Na=8)
Row 1-4 represent experimental ranges R1-R4




































Average Generalized R Squared values (Na=6)
Row 1-5 represent experimental ranges R1-R5























Average RMSE value for different models (Na=6)






10(c)                                                                                                 10(d) 
 
Figure 10: (a) Average Generalized R-squared values for Na=6 (b) Average MSE values for Na=6 
 (c) Average AICc values for Na=6 (d) % of models qualifying the Chi-squared GOF test for Na=6 
 
Figure 11(a) and 11(b) shows the parameter and median quantile estimation 
comparison of the GS and FS strategies for Na=6 respectively. In these criteria, the Fully 
sequeltial approach (FS 6) again outperformed the Group Sequential approach (GS 222 
and GS 33). Based on the study results, we can say that the Fully Sequential approach is 
better when the number of runs to be added is small. However, if the number of runs to 
be added is greater than 6, then the Group Sequential strategy provides better model 
quality.  
 
11(a)                                                                                                  11(b) 
 
Figure 11: (a) Confidence Interval results for Na=6  (b) The absolute difference between the true and obtained 
median quantiles for Na=6 
 






















Average AICc for different models (Na=6)
Row 1-5 represent experimental ranges R1-R5













% of models satisfying Chi Squared GOF test (Na=6)
Row 1-5 represent experimental ranges R1-R5













% of models that include true parameters within 95% CI around fitted parameters (Na=6)
Row 1-5 represent experimental ranges R1-R5






























Average Absolute difference of obtained median quantile from true median quantile (Na=6)





To assess the overall performances of different models over all the comparison 
criteria, we scored them. The best model from a specific set of experimental conditions 
was given a score of 1 while other models were scored 0. For example, consider the 
experimental range of 2300-2500 (R1), an assumed standard deviation at 33.33 and 
sample size Na of 12. The average RMSE value for the models GS 444, GS 246, GS 642, 
GS 66 and FS 12 recorded were 0.28, 0.32, 0.33, 0.30 and 0.34 respectively. In this case, 
the GS 444 will be given 1 point and others 0 because lower value RMSE is preferred. In 
a similar way, all the models with different experimental conditions were scored. The 
total scores for each model for different Na are shown in Figure 12. 
 
Figure 12: Scoring for ACH testing model simulations 
 A separate score plot is shown in Figure 13 for R5 since we only considered one 
value of assumed standard deviation for this range. Moreover, it can serve as a test set for 


















Score for different models based on R1-R4 data (ACH testing)





suggests that the Group Sequential technique (GS 444) outperformed the Fully Sequential  
for a sample size of 12. Similar is the case for Na=8. A similar analysis of the larger 
sample sizes of 18 and 24 showed that the Group Sequential approach (GS 666 and GS 
6666 respectively) performed better .However, with smaller sample size (Na=6) the Fully 
Sequential technique performed better. A visual analysis of all the models with sample 
sizes 6, 8, 12, 18 and 24 is shown using Chernoff faces in Appendix III. 
 
Figure 13: Scoring for R5 simulations 
 
Based on the simulation study, we can say that if the number of runs added after 
the BSM is less or equal to 6 then the Fully Sequential method should be used to add D-
optimal runs. If the number of runs added is greater than 6, then Group Sequential 
method with an equal number of design runs in each group would be a better choice. 
















Score for difference models based on R5 (Wu's example data) 





which was significant to update the model parameters. An adequate group size, not too 
big and not too small helped the parameter estimation be more precise and learn more 
from the experiment being conducted. A group size of 4 to 8 was optimum for a better 
model quality. If the number of runs to be added after BSM is not even, then one of the 
sub-groups can have an odd group size to accommodate the required number of runs. 
These simulations were carried out using JMP statistical analysis software. 
The next section illustrates the application of the BSM and D-optimal 
















5. Application Examples 
 
This section provides examples of the BSM and D-optimal design combination for 
median quantile estimation and model fitting. The testing of the Advanced Combat 
Helmet will be used with an assumed median quantile of the velocity of 2400 feet/s (i.e. 
0.50 probability of a bullet perforating the ACH occurs at a velocity of 2400 feet/s).  
Example 1 
In this example, we assume that our budget limits us to test less than 20 ACH per 
lot. Number of runs to be added using the D-optimal design will depend on the number of 
runs taken by the BSM. Experimental Range taken here is 2100 – 2700 feet/s and the 
assumed Standard Deviation is taken as 75 feet/s.  
Here, the BSM took seven experimental runs to satisfy BSSC as shown in Table 
17. To illustrate the Group Sequential approach with the model GS 444, we decided to 
add 12 more design runs. The fitted model satisfies the Chi-Square GOF test. Equation 




                  (12)                 
If we substitute P(x̂) with 0.5 then we can estimate the median quantile. In this 








Table 17: Application Example 1 
Sr. Velocity Perforation Selection 
1 2250 0 
BSM 
2 2550 1 
3 2325 0 
4 2475 1 
5 2406.659 1 
6 2302.5 1 
7 2212.5 0 
8 2212.5 0 
D-optimal 
group 1 (4) 
9 2550 1 
10 2250 0 
11 2550 1 
12 2302.5 0 
D-optimal 
group 2 (4) 
13 2353.925 1 
14 2353.925 0 
15 2353.925 0 
16 2524.257 1 
D-optimal 
group 3 (4) 
17 2212.5 0 
18 2475 1 










This example is carried out with larger sample size. The experimental range and 
the assumed standard deviations mentioned in Example 1 were used. Table 18 shows the 
data collected during the experiment. After BSM had taken 9 runs, we decided to add 24 
design runs using the D-optimal design with the GS 888 strategy. Based on the data 




                          (13) 
The fitted model satisfies the Chi-Square GOF test. If we plug in P(x̂) as 0.5, we 
will get the median quantile i.e. the velocity at which the probability of bullet perforating 
the ACH is 0.5. From Equation (13), V50 = 2442 feet/s.  
 
Table 18: Application Example 2 
Sr. Velocity Perforation Selection 
1 2250 0 
BSM 
2 2550 1 
3 2325 0 
4 2475 1 
5 2394.256 0 
6 2379.181 0 
7 2490.075 0 
8 2575.125 1 
9 2600.25 1 
10 2250 0 
D-optimal 
group 1 (8) 
11 2250 0 
12 2288.676 0 
13 2250 0 
14 2600.25 1 
15 2288.676 0 





17 2394.256 0 
18 2459.441 0 
D-optimal 
group 2 (8) 
19 2459.441 0 
20 2575.125 1 
21 2459.441 1 
22 2459.441 1 
23 2600.25 1 
24 2459.441 1 
25 2459.441 1 
26 2424.573 0 
D-optimal 
group 3 (8) 
27 2250 0 
28 2424.573 1 
29 2424.573 0 
30 2424.573 1 
31 2490.075 1 
32 2600.25 1 
33 2490.075 1 
 
A logistic regression curve for example 2 is shown in Figure 15. It can be seen that it has 
a decent S-shaped curve indicating a good fit. 
 





6. Conclusion and future scope 
 
The BSM eliminates the separation issue and follows the Break Separation 
Stopping Criteria of Department of Defense for Ballistic testing. This method will help 
the DoD to complete Personal Protective Equipment Testing with ≤ 13 runs while the 
current method, the Up and Down needs at least 40 runs to be reliable. The BSM’s 
augmentation using the D-optimal design criterion improves the parameter estimates. 
Along with the DoD testing, this method finds applications in Biostatistics research (like 
dose response), explosive testing, material toughness testing, damage threshold testing, 
toxicology and anywhere else with a binary response variable and a single continuous 
independent variable.  
Future research work may include adding more variables and developing a 
multifactor sequential design with a binary response. Developing a multi-factor multi-
response sequential design is a whole new challenge.  
Current research dealt with estimation of the median quantile. Further research 
can be done for estimating the extreme quantiles while having multiple continuous 
independent variables. If the data has already been recorded and the data pose separation 
issue, then the sequential design cannot help. In such cases, we have to figure out a way 
to estimate the parameters and the desired quantiles. Future research may involve 
investigating different methods to deal with separation issue and identifying a better 
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Appendix I (a) Mathematics behind the D-optimal design  
 
The D-optimal design works by maximizing the Fisher Information matrix 
thereby minimizing the generalized variance of the parameters. This is the reason why D-
optimal design is model dependent (Borkowski, 2003). Therefore, we can write that, 
 
 
The Fishers Information Matrix can be written as, 
    
Where, 
 
Ford [28] has suggested that we can introduce G1 and G2 such that, 
 
 
And we can write the information matrix as, 
 
By maximizing this information matrix, optimal design runs are determined which 





Appendix I (b) Phase III of 3pod 
 
Authors have used the Robbins-Monro-Joseph’s method in this phase. This method is 
known to converge to extreme quantiles more quickly. The only difference is that, in the 
RMJ method, the initial value is mere a guess, in phase III of 3pod, we use the 
information that is available from the phase I and phase II which helps to avoid the 
situations like wasted runs as in the case of RMJ method.  
For initial value for this phase, we take, 
 
Where n1 represents the last run performed in phase II.  
 
Future runs are obtained as follows: 
 
Where ai and bi are same as used RMJ 
 
 
Here, β is replaced with 0.5β since τ1 is truncated between [2.3429, 6.5079] due to 
stability reasons again. The above-mentioned steps are taken n2 number of times, i.e. the 
predefined runs dedicated to phase III of 3pod. The final value obtained by this method is 






Appendix I(c) Probit Model 
 
Probit function also produces probability between 0 and 1. Therefore, for any number ‘z’ 
the value φ(z) has the range [0,1]. Therefore, we can say that P = φ(z). When z is 
replaced by βx + Ꜫ, this becomes a probit function. One unit change in x results in a β 
change in the z-score of response. Z-score is (x – μ / σ), where μ stands for the mean and 




In general, probit can be represented by (Finney, 1971), 
 
Cumulative Distribution Function of Probit Model indicates that that the response 






Appendix II Chernoff faces for visual representation 
 
The human brain is significantly good with understanding graphics, especially 
expressions. Facial expressions can be used to compare different entities. Chernoff’s 
faces are graphical/expressional tools which are easy to understand and fun to work with. 
If we consider all of our comparison metrics as different elements of a face, the changing 
characteristics of faces can lead to an easy understanding of relative performances of 
different models. Therefore, we have created Chernoff faces for our simulations. These 
faces represent the overall performances of different models over all simulations. The 














Table 19: Facial Characteristic Details 
Facial Feature  Representing metric  Positive Effects  
Height of Face  RMSE  Lower the RMSE, higher the 
height  
Width of Face  Generalized R Squared  Higher the R-Squared, 
Narrower the face  
Height of Hair  AICc  Longer hair, lower AICc  
Smile  Absolute Deviation  Smaller the deviation, longer 
the smile  
Width of Mouth  % CI  higher the % , wider the 
mouth  
Width of Nose  RMSE  Lower the RMSE , wider the 
Nose  
Height of Ear  AICc  Lower the AICc, Smaller the 
Ear  
Height of Mouth  Chi-Squared %  Higher the %, longer the 
mouth  
Width of Eyes  Generalized R Squared  Higher the R-Squared, 
Stretched and narrower the 
eyes.  
 
Based on Table 19, a good model will have a face with higher height, wider mouth, 
longer nose, narrower but taller eyes, smaller ears, longer hair and a big smile! The 
Chernoff faces for our simulations are presented in Figure 16. From the facial 
expressions, following models with different sample sizes are better than other models in 























Figure 16: Chernoff Faces 
 
 
