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Introduction
Description Logic (abbrv. DL) [Baa+17] belongs to the field of knowledge representation and
reasoning. DL researchers have developed a large family of logic-based languages, so-called
description logics (abbrv. DLs). These logics allow their users to explicitly represent knowledge
as ontologies, which are finite sets of (human- and machine-readable) axioms, and provide
them with automated inference services to derive implicit knowledge. The landscape of de-
cidability and computational complexity of common reasoning tasks for various description
logics has been explored in large parts: there is always a trade-off between expressibility and
reasoning costs. It is therefore not surprising that DLs are nowadays applied in a large variety
of domains [Baa+17]: agriculture, astronomy, biology, defense, education, energy manage-
ment, geography, geoscience, medicine, oceanography, and oil and gas. Furthermore, the most
notable success of DLs is that these constitute the logical underpinning of the Web Ontology
Language (abbrv. OWL) [HKR10] in the Semantic Web.
Formal Concept Analysis (abbrv. FCA) [GW99] is subfield of lattice theory that allows to an-
alyze data-sets that can be represented as formal contexts. Put simply, such a formal context
binds a set of objects to a set of attributes by specifying which objects have which attributes.
There are two major techniques that can be applied in various ways for purposes of conceptual
clustering, data mining, machine learning, knowledge management, knowledge visualization,
etc. On the one hand, it is possible to describe the hierarchical structure of such a data-set in
form of a formal concept lattice [GW99]. On the other hand, the theory of implications (de-
pendencies between attributes) valid in a given formal context can be axiomatized in a sound
and complete manner by the so-called canonical base [GD86], which furthermore contains a
minimal number of implications w.r.t. the properties of soundness and completeness.
In spite of the different notions used in FCA and in DLs, there has been a very fruitful in-
teraction between these two research areas. My thesis continues this line of research and,
more specifically, I will describe how methods from FCA can be used to support the automatic
construction and extension of DL ontologies from data.
Related Work
So far, several approaches for axiomatizing concept inclusions (abbrv. CIs) in different descrip-
tion logics have been developed, and many of these utilize sophisticated techniques from Formal
Concept Analysis [GO16; GW99]: on the one hand, there is the so-called canonical base, cf.
Guigues and Duquenne in [GD86], that provides a concise representation of the implicative
theory of a formal context in a sound and complete manner and, on the other hand, the in-
teractive algorithm Attribute Exploration exists, which guides an expert through the process
of axiomatizing the theory of implications that are valid in a domain of interest, cf. Ganter
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in [Gan84]. In particular, Attribute Exploration is an interactive variant of an algorithm for
computing canonical bases [Gan84], and it works as follows: the input is a formal context
that only partially describes the domain of interest (that is, there may be implications that
are not valid, but for which this partial description does not provide a counterexample), and
during the run of the exploration process a minimal number of questions is enumerated and
posed to the expert (such a question is an implication for which no counterexample has been
explored, and the expert can either confirm its validity or provide a suitable counterexample).
On termination, a minimal sound and complete representation of the theory of implications
that are valid in the considered domain has been generated.
Note that the notions of Formal Concept Analysis are strongly related to those in proposi-
tional logic. More specifically, a formal context is simply a set of (named) propositional models
and the implication logic in FCA (for formal contexts with finite attribute set) is exactly the
propositional Horn logic (without the unsatisfiable formula ⊥).
Three recent doctoral theses [Ser07; Dis11; Bor14] already provide a broad overview on
research in the intersection of FCA and of DL. In the following, we only briefly mention existing
approaches.
The Canonical
Base, Attribute Exploration, and their Variations in Formal Concept Analysis
1. Guigues and Duquenne [GD86] describe how for a given formal context a minimal
implication base, the so-called canonical base, can be computed. The canonical base is
thus sometimes also called Duquenne-Guigues-base.
2. Ganter [Gan84; Gan87] introduces the interactive algorithm Attribute Explorationwhich
allows for constructing the canonical base of a formal context that is only indirectly ac-
cessible through an expert. During the algorithm’s run a sequence of implications is
generated and the expert can either confirm that the implication is valid or has to specify
a counterexample.
3. Luxenburger [Lux93] defines the notion of confidence for implications in formal con-
texts and demonstrates how an implication base for the confident implications can be
constructed. Put simply, an implication is confident (or has high confidence), if it does
not have too many counterexamples in the formal context.
4. Stumme [Stu96] shows how an existing set of valid implications can be incorporated in
the computation of the canonical base and in the algorithm Attribute Exploration. Distel
[Dis11] proves that the result is minimal.
5. Krauße [Kra98; GK05] formulates a canonical base of so-called cumulated clauses for
formal contexts. A cumulated clause generalizes the notion of an implication such that
the conclusion is a disjunction of conjunctions of attributes (propositional variables).
6. Ganter [Gan99] equips his algorithm Attribute Exploration with means for using arbi-
trary valid propositional formulas as background knowledge. However, it still enumerates
implications, which then not already follow from the background knowledge.
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7. Holzer [Hol01; Hol04a; Hol04b] generalizes the algorithm Attribute Exploration to a
setting of incomplete knowledge, i.e., in the initial formal context it might be unknown
whether an object has an attribute, and further the expert might not be able to completely
specify counterexamples.
8. Sertkaya [Ser07] provides another generalization of the algorithm Attribute Exploration
that starts with a formal context that is only partially specified, but assumes that the
expert has full knowledge, i.e., can answer with fully specified counterexamples.
9. Borchmann [Bor14] constitutes the algorithm Attribute Exploration by Confidence, which
allows for exploring the theory of confident implications of a formal context with help of
an expert.
Applications and Variations
of the Canonical Base and of Attribute Exploration in Description Logic
1. Zickwolff [Zic91] devises the algorithm Rule Exploration as an extension of Attribute
Exploration to function-free first-order Horn logic (Datalog). The domain of interest,
which is only accessible though an expert and from which only a part is initially known,
is then not a formal context but a first-order logic interpretation.
2. Rudolph [Rud06] introduces the interactive algorithm Relational Exploration. The do-
main of interest is described by a description logic interpretation, and his algorithm
enumerates valid FLE concept inclusions.
3. Sertkaya [Ser07] proposes the algorithm Ontology Completion for completing the termi-
nological part of a description logic ontology. Completeness is only achieved for concept
inclusions consisting of conjunctions of a predefined set of concept descriptions. The
underlying description logic is arbitrary.
4. Distel [Dis11] demonstrates how a minimal canonical base of EL⊥gfp concept inclusions
can be constructed for a description logic interpretation and also shows how such a base
can be translated into EL⊥. He also describes how expert interaction can be integrated,
yielding the two algorithms Model Exploration and ABox Exploration.
5. Borchmann [Bor14] shows how a base of confident EL⊥gfp concept inclusions can be ob-
tained from a description logic interpretation. His interactive algorithmModel Exploration
by Confidence further allows for interaction with an expert.
Contributions
Parallel Computation of the Canonical Base
The canonical base of some formal context provides a concise representation of its implicative
theory. In particular, it has minimal cardinality among all implication bases for a fixed formal
context. So far, only two algorithms existed for computing the canonical base: the algorithm
NextClosure by Ganter [Gan84], and an attribute-incremental algorithm by Obiedkov and
Duquenne [OD07]. Unfortunately, both algorithms do not perform well on modern computer
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systems due to their enumerative character, i.e., the implications of the canonical base are con-
structed one by one. In order to resolve this bottleneck, I propose to generate the implications
in subset inclusion order with respect to increasing cardinality of the premises instead of in
lectic order. Experiments have shown that this allows for a highly parallel computation of the
canonical base. More specifically, the computation time decreases linearly with the number of
available CPU cores.
An initial chaotic draft of this new algorithm NextClosures was provided in a technical report
[Kri15f], which has never been published. Its contents were thoroughly rewritten in a series
of four publications. The algorithm specifically tailored to the case of a formal context can be
found in [KB15].1 An extension being able to incorporate an existing implication set as back-
ground knowledge that need not necessarily be valid in the input formal context was published
in [KB17]. Furthermore, [Kri16b] provided a generalization to closure operators in lattices,
and [Kri16c] described an interactive variant: Parallel Attribute Exploration.
My other contributions on computing bases of concept inclusions heavily depend on using
canonical bases as an important intermediate result during the computation. Thus, having a
highly parallel algorithm for this computation problem at hand greatly improves practicability
and applicability.
Publications, Technical Reports, and Software
[Kri19a] Francesco Kriegel: Concept Explorer FX. Software for Formal Concept Anal-
ysis with Description Logic Extensions. 2010–2019
(cited on pages 8, 9, 15, 26, 31)
[Kri15f] Francesco Kriegel: NextClosures – Parallel Exploration of Constrained Clo-
sure Operators. LTCS-Report 15-01. Unpublished, since chaotic. Chair for Au-
tomata Theory, Institute for Theoretical Computer Science, Technische Universität
Dresden, Dresden, Germany, 2015 (cited on pages viii, xviii, xix, 9)
[KB15] Francesco Kriegel and Daniel Borchmann: NextClosures: Parallel Compu-
tation of the Canonical Base. In: Proceedings of the 12th International Conference
on Concept Lattices and their Applications (CLA 2015), October 13–16, 2015,
Clermont-Ferrand, France. Ed. by Sadok Ben Yahia and Jan Konecny. Vol. 1466.
CEUR Workshop Proceedings. Best Paper Award. CEUR-WS.org, 2015, 182–192
(cited on pages viii, xviii, xix, 19, 25)
1After presenting the results in [KB15] at the conference venue, Bazinmentioned that he had already published an
algorithm for this task that is somehow similar. Checking his publication [BG13] showed that there are indeed
some similarities but also obvious differences. In particular, Algorithm 2 in [BG13] uses a lectic order during
computation with the goal to rule out some duplicate computations, since this lectic order induces a spanning tree
of the set of intents and pseudo-intents to be computed. In contrast, Algorithm 1 in [KB15] is explicitly designed
to perform large amounts of independent computation steps in parallel and further a thorough proof of its sound-
ness and completeness is provided, i.e., it is shown that any computation order on parallel steps is admissible.
Contributions ix
[Kri16b] Francesco Kriegel: NextClosures with Constraints. In: Proceedings of the 13th
International Conference on Concept Lattices and Their Applications (CLA 2016),
July 18–22, 2016, Moscow, Russia. Ed. by Marianne Huchard and Sergei
Kuznetsov. Vol. 1624. CEUR Workshop Proceedings. CEUR-WS.org, 2016, 231–
243 (cited on pages viii, xii, xviii, xix, 10, 15, 17, 19, 178, 194)
[Kri16c] Francesco Kriegel: Parallel Attribute Exploration. In: Proceedings of the 22nd
International Conference on Conceptual Structures (ICCS 2016), July 5–7, 2016,
Annecy, France. Ed. by Ollivier Haemmerlé, Gem Stapleton, and Catherine
Faron-Zucker. Vol. 9717. Lecture Notes in Computer Science. Springer, 2016,
91–106 (cited on pages viii, xix, 9)
[KB17] Francesco Kriegel and Daniel Borchmann: NextClosures: Parallel Compu-
tation of the Canonical Base with Background Knowledge. In: International
Journal of General Systems 46.5 (2017), 490–510
(cited on pages viii, xviii, xix, 8, 17, 19, 20, 21, 22, 23, 24, 25, 26)
Role-Depth-Bounded Axiomatization of Concept Inclusions
A first approach for axiomatizing DL interpretations in a sound and complete manner has been
devised by Baader and Distel [BD08; Dis11]. In particular, they have shown that, for each fi-
nite interpretation, there is a (finite) TBox which entails exactly all those concept inclusions that
are valid in the interpretation. The resulting TBox is formulated in EL⊥gfp, which is an extension
of the description logic EL⊥ with greatest fixed-point semantics—this choice is necessary due to
possible cycles occurring in the input interpretation. However, the usage of EL⊥gfp might be seen
as a weakness impairing practicability for two reasons. Although the computational complexity
of reasoning in EL⊥gfp is not harder than in EL⊥—in both logics the subsumption problem is
P-complete—only few reasoner implementations exist and these are not as highly optimized as
those for EL⊥. Furthermore, it might be the case that the cyclic concept descriptions expressible
in EL⊥gfp are harder to grasp for humans.
A natural adaptation, as proposed by Distel [Dis12], is to restrict attention to the concept
inclusions involving only concept descriptions up to a predefined role depth, i.e., where the
number of nestings of existential restrictions is bounded. The goal is then to find an EL⊥ TBox
that is sound and complete for the concept inclusions satisfying the chosen bound on the role
depth. On the one hand, performing reasoning with the result is cheaper and, on the other hand,
readability is greatly improved—if the bound is not set too high, of course. A thorough study
of this idea has been conducted by Borchmann, Distel, and the author in [BDK15; BDK16].
A further advancement is to expand on their results by replacing EL⊥ with a more expressive
description logic. However, one should be cautious with choosing that logic, since higher expres-
sivity could easily lead to overfitting of the result. As a thumb rule, any logic providing disjunc-
tion or full negation is not suitable in general. Nominals should not be allowed either, since these
allow rewriting the input interpretation into a TBox without any terminological abstraction.
In [Kri15b] a first proposal towards the axiomatization of interpretations in the descrip-
tion logic M has been made, which in addition to the concept constructors of EL⊥ allows
for primitive negations, qualified at-least restrictions, unqualified at-most restrictions, value
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restrictions, and existential self restrictions. The basic argumentation is similar, and the only
major difficulty was the computation of model-based most specific concept descriptions inM,
which was not addressed in [Kri15b]. Some first steps have been made in an unpublished
technical report [Kri15e] that corresponds to a rejected conference submission. A solution to
the problem of computing such model-based most specific concept descriptions as well as an
in-depth description of the whole approach including proofs has been published later [Kri17a].
Although reasoning in EL⊥ is tractable (P-complete) and using EL⊥ concept inclusion bases
in practical applications is thus cheap, it might be the case that some terminological facts cannot
be expressed in EL⊥. Contrary to that, computingM concept inclusion bases leads to a more
fine-grained axiomatization of the input interpretation with the downside that reasoning with
the result is more expensive or even intractable (EXP-complete). However, it is often the case
that data complexity of assertional reasoning gets considerably cheaper in Horn fragments of
DLs. So, I have investigated the problem of axiomatizing concept inclusions in the description
logic Horn-M as well [Kri19b; Kri19c], which is the Horn fragment ofM and has an expressiv-
ity between EL⊥ andM. Indeed, instance checking is coNP-complete forM, but P-complete
for Horn-M.2 Hence, it makes sense to use a Horn-M TBox as the schema for ontology-based
data access (abbrv. OBDA) applications.
Publications and Technical Reports
[BDK15] Daniel Borchmann, Felix Distel, and Francesco Kriegel: Axiomatization of
General Concept Inclusions from Finite Interpretations. LTCS-Report 15-13.
Chair for Automata Theory, Institute for Theoretical Computer Science, Technis-
che Universität Dresden, Dresden, Germany, 2015
(cited on pages ix, xviii, xix, 80)
[Kri15b] Francesco Kriegel: ExtractingALEQR(Self)-Knowledge Bases fromGraphs.
In: Proceedings of the International Workshop on Social Network Analysis using For-
mal Concept Analysis (SNAFCA 2015) in conjunction with the 13th International
Conference on Formal Concept Analysis (ICFCA 2015), June 23–26, 2015, Nerja,
Spain. Ed. by Sergei O. Kuznetsov, Rokia Missaoui, and Sergei A. Obiedkov.
Vol. 1534. CEUR Workshop Proceedings. CEUR-WS.org, 2015
(cited on pages ix, x, xviii, xix)
[Kri15e] Francesco Kriegel: Model-Based Most Specific Concept Descriptions and
Least Common Subsumers in ALEQ≥N≤(Self). LTCS-Report 15-02. Unpub-
lished, since erroneous. Chair for Automata Theory, Institute for Theoretical
Computer Science, Technische Universität Dresden, Dresden, Germany, 2015
(cited on pages x, xix)
[BDK16] Daniel Borchmann, Felix Distel, and Francesco Kriegel: Axiomatisation of
General Concept Inclusions from Finite Interpretations. In: Journal of Applied
Non-Classical Logics 26.1 (2016), 1–46 (cited on pages ix, xviii,
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Axiomatization of Concept Inclusions from Closure Operators
A weakness of the existing approaches for generating concept inclusion bases is that these are
static, i.e., once a TBox has been learned it is not possible to extend or modify it with new
observations. For developing an incremental approach to learning concept inclusions we could
assume that there is a sequence ( In | n ∈N ) of interpretations such that In is available at time
point n. The goal is now to construct a sequence ( Tn | n ∈N ) such that, for each time point n,
the TBox Tn is sound and complete for the concept inclusions being valid in all interpretations
observed so far.
A first step towards this has been published in [Kri15c]. Therein, it is shown how relative con-
cept inclusion bases can be obtained. More specifically, it is assumed that there is some TBox S
as well as an interpretation I that is a model of S . A relative base is then a TBox T such that the
union S ∪ T is both sound and complete for I . The mentioned publication then devises a way
to construct such relative bases. However, the condition that I must be a model of S is rather
restrictive and need not hold true in general. It might certainly be the case that a later observed
interpretation in the sequence contains a counterexample against some previously valid concept
inclusion. In such cases, it is necessary to also adjust the terminological knowledge that has been
obtained so far. As one quickly verifies, we need some technique that allows us to compute (a
finite base of) the logical intersection of the terminological knowledge entailed by the last TBox
Tn−1 and valid in the current interpretation In in order to construct the current TBox Tn.
That same problem can easily be solved in Formal Concept Analysis. Note that each formal
context K := (G,M, I) induces the closure operator ϕK : X ↦→ X I I on the attribute set M. Now
an implication X → Y is valid in K if, and only if, Y is a subset of X I I , i.e., if it is valid for this
closure operator ϕK. Furthermore, any implication set L over M induces a closure operator
ϕL : X ↦→ XL on the underlying attribute set M, and an implication X → Y follows from L if,
and only if, Y is a subset of the closure XL, that is, if X → Y is valid for ϕL. Given a formal
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contextK and an implication set L, we have that any implication is both valid inK and entailed
by L if, and only if, it is valid in the closure operator that is the infimum of ϕK and ϕL, as it has
been explained in [Kri16b, Section 3.1].
While Distel [Dis11] has shown that each interpretation I induces a closure operator
ϕI : C ↦→ CII such a concept inclusion is valid in I if, and only if, it is valid for ϕI , we would
also need a way to let a TBox T induce some closure operator ϕT and suitably combine both
in order to make incremental learning possible. A half-finished proposal towards this has been
published in [Kri16a], where the notion of a most specific consequence has been introduced.
For understanding this new notion, we go back to the closure operator ϕL induced by some
implication set L. It is easy to see that, for each subset X ⊆ M, the implication X → XL follows
from L and further that, for each superset Z ⊋ XL, the implication X → Z is not entailed
by L. Hence, we may also refer to XL as the most specific consequence of X with respect to L.
Translating this into the DL setting yields the following definition. If C is a concept description
and T is some TBox, then we call a concept description D a most specific consequence of C with
respect to T if C ⊑ D is entailed by T and if further D is more specific than each concept
description E where T entails C ⊑ E. Note that all most specific consequences of C w.r.t. T are
equivalent and so it makes sense to speak of themost specific consequence and further denote it
by CT . Thus, we obtain the necessary closure operator ϕT as the mapping C ↦→ CT—provided
the most specific consequence exists.
A more sophisticated study of the notion of a most specific consequence as well as for com-
bining closure operators induced by an interpretation, a TBox, or an ABox has been conducted
in a following publication [Kri18c; Kri19e]. It has been shown that most specific consequences
always exist in extensions of EL with greatest fixed-point semantics and always exist for the
role-depth-bounded case in EL. Furthermore, the idea of axiomatizing concept inclusions from
streams of interpretations has been cultivated further. It also described a more general setting
of learning from ABoxes under open world assumption, domain closure assumption, and unique
name assumption. While learning from interpretation streams makes use of the infimum of
closure operators, one could also ask whether utilizing the supremum has some practical rele-
vance. As it turns out, this is the case. When axiomatizing the supremum of ϕI and ϕT , we only
get concept inclusions that are satisfied by the subsets of ∆I which satisfy the concept inclusions
in T . That way, we get a method for error-tolerant axiomatization of an interpretation where
the TBox is used to detect and ignore erroneous sets of objects within I , and in consequence
only concept inclusions are generated that are valid in the error-free part of I .
Further applications described in my thesis are the following.
• Axiomatizing or approximating the logical intersection of TBoxes
• Foundation of an interactive, gentle ontology repair algorithm
• Keeping role depths small in a concept inclusion base by an iterated computation that
increases the maximal role depth in each step
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The Distributive,
Graded Lattice of EL Concept Descriptions and its Neighborhood Relation
In a conference paper [Kri18e] and a following extended technical report [Kri18f], I have in-
vestigated the description logic EL from a perspective of lattice theory. It is easy to see that the
subsumption relation ⊑T with respect to some TBox T is a quasi-order. Furthermore, conjunc-
tions correspond to infima and least common subsumers are suprema in this quasi-ordered set.
These least common subsumers always exist if, e.g., the TBox is empty or if greatest fixed-point
semantics is applied. Apart from that not much is known about the lattice of EL concept descrip-
tions. The above mentioned publications start with considering the neighborhood relation ≺T
induced by the subsumption relation ⊑T , i.e., it holds true that ≺T = ⊑❘ T \ (⊑❘ T ◦ ⊑❘ T ). Then,
the question whether⊑T is neighborhood generated, i.e., if the reflexive-transitive closure of≺T
equals ⊑T , is answered. As it turns out, ⊑T is neighborhood generated in the following cases.
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• The description logic is EL and the TBox is empty.
• The description logic is EL and the TBox is acyclic.
• The description logic is EL and the TBox is cycle-restricted.
Complementing these results, it was found that in the following cases the subsumption relation
⊑T is not neighborhood generated in each of the following situations.
• The description logic is EL⊥, i.e., the bottom concept description ⊥ is present.
• The description logic is ELgfp, i.e., greatest fixed-point semantics is applied.
• The description logic is EL, and the TBox is general.
For the cases where ⊑T is neighborhood generated, procedures for deciding neighborhood
between two concept descriptions as well as for enumerating all upper and all lower neighbors
of a given concept descriptions have been devised and their computational complexities have
been analyzed.
Continuing this investigation, it was further shown that the lattice of EL concept descriptions
for the empty TBox is distributive, graded, and metric. More specifically, there exists a rank
function that can be obtained using the neighborhood relation using a standard construction
from order theory, and from this rank function a distance function can be constructed. While
these results help understanding the structure of the lattice of EL concept descriptions, one
should be cautious when trying to utilize the rank or distance function in practical applications.
This is due to the fact that there is no elementary bound on the values of the rank function:
for each number d, there is some EL concept description with role depth d and linear size such
that its rank is asymptotically bounded above and below by
22
. . .
22
d
⏞⏟⏟⏞
d times
.
For instance, the rank of Er4. (A1 ⊓ A2 ⊓ . . . ⊓ A6) is greater than (2.33·10556141.16·1055614). Consequently,
algorithms that walk along the neighborhood relation would not terminate in acceptable time.
However, there are at least two applications as follows.
• For analyzing the complexity of a problem deciding whether some concept description is
most general or most specific with respect to some monotonic property, one can use the
procedure that enumerates all upper neighbors or all lower neighbors, respectively, in the
obvious way. For instance, if the TBox is empty and there is a problem in P (consisting
of EL concept descriptions), then the subproblem containing all most specific concept
descriptions is in coNP.
• For enumerating the closures of some given closure operator in EL, one can use an algo-
rithm in the style of Close-By-One: initially compute the closure of⊤, and then inductively
continue with a last obtained closure by enumerating its lower neighbors and computing
their closures.
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Axiomatization of Concept Inclusions in Probabilistic Description Logic
Logics in their standard form only allow for representing and reasoning with crisp knowledge
without any degree of uncertainty. Of course, this is a serious shortcoming for use cases where
it is impossible to perfectly determine the truth of a statement or where there exist degrees
of truth. For resolving this expressivity restriction, probabilistic variants of logics have been
introduced. A thorough article on extending first-order logics with means for representing
and reasoning with probabilistic knowledge was published by Halpern [Hal90]. In particular,
Halpern explains why it is important to distinguish between two contrary types of probabili-
ties: statistical information (type 1) and degrees of belief (type 2). The crucial difference between
both types is that type-1 probabilities represent information about one particular world, the
real world, and require a probability distribution on the objects, while type-2 probabilities
represent information about a multi-world view such that there is a probability distribution on
the set of possible worlds. In my thesis, I only consider probabilities of the second type.
Probabilistic multi-world interpretations can be seen as families of directed graphs in which
the vertices and edges are labeled and for which there exists a probability measure on this
graph family, i.e., these are discrete probability distributions over description graphs. Results
of scientific experiments, e.g., in medicine, psychology, biology, finance, or economy, that are
repeated several times can induce probabilistic interpretations in a natural way. Each repetition
corresponds to a world, and the results of a particular repetition are encoded in the graph
structure of that world.
There are two options for referring to probabilities in DL expressions: on the one hand, we
can assign probabilities to concept inclusions, and on the other hand, we can probabilistically
quantify concept descriptions within the axioms.
For the first option, an approach is presented in [Kri15g; Kri17d]. The notion of probability
of an EL⊥ concept inclusion is defined as the probability of the set of worlds in which it is valid,
and then a procedure is proposed for constructing a base for the concept inclusions having a
probability exceeding a predefined threshold. Note that the two mentioned publications first
consider the simpler version of this problem for the propositional logic used in Formal Concept
Analysis and then extend the results to the description logic EL⊥. The resulting procedure is
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somewhat similar to Luxenburger’s base [Lux93] of a given formal context, except that I do not
consider the statistical probability (type 1) induced by a uniform probability distribution of
the object set of the formal context. Furthermore, the EL⊥ case is basically comparable to the
results of Borchmann [Bor14], except that I do not consider statistical probabilities (type 1)
of concept inclusions, but rather degrees of belief (type 2) of concept inclusions.
The second approach does not utilize the notion of probability of a concept inclusion, but
rather allows for using the probability restrictions provided by the DL Prob-EL⊥ [Gut+17]. In
this DL, the concept descriptions themselves may refer to probabilities by containing probabilis-
tically quantified subconcepts. These are of the form P≥ p.C and describe all objects for which
the probability of being in the extension of C is at least p. A given probabilistic interpretation
could be analyzed with the procedure proposed in my thesis, which produces a sound and com-
plete axiomatization of it. In particular, the outcome would then be a logical-statistical evaluation
of the input data. However, one should be cautious when interpreting the results, since the
procedure, like any other existing statistical evaluation technique, cannot distinguish between
causality and correlation. It should further be mentioned that for evaluating observations by
means of the proposed technique no hypotheses are necessary.
Instead of a probabilistic interpretation, the input data may also come in form of a simple
probabilistic ABox containing probabilistically quantified assertional axioms. Under open world
assumption, unique name assumption, and domain closure assumption there is only a finite,
bounded number of possible worlds in a model of such a probabilistic ABox. Using a linear op-
timization program it is possible to compute a unique model for which the entropy is maximal,
the so-called maximum entropy model. This model can now be processed with the approaches
for axiomatizing concept inclusions from probabilistic interpretations.
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1 Formal Concept Analysis
We begin this section with a quote of the inventor Rudolf Wille of Formal Concept Analysis
(abbrv. FCA) from his initial article [Wil82a].
“Lattice theory today reflects the general status of current mathematics: there is a
rich production of theoretical concepts, results, and developments, many of which are
reached by elaborate mental gymnastics; on the other hand, the connections of the
theory to its surroundings are getting weaker and weaker, with the result that the
theory and even many of its parts become more isolated. Restructuring lattice theory
is an attempt to reinvigorate connections with our general culture by interpreting the
theory as concretely as possible, and in this way to promote better communication
between lattice theorists and potential users of lattice theory.” (Rudolf Wille)
This shows one of the major driving forces of the evolution of FCA: restructuring lattice theory
and making it more accessible to potential users. The other major driving force for the evolution
of FCA is thoroughly described in a later, more philosophical article [Wil05].
“The aim and meaning of Formal Concept Analysis as mathematical theory of con-
cepts and concept hierarchies is to support the rational communication of humans by
mathematically developing appropriate conceptual structures which can be logically
activated.” (Rudolf Wille)
FCA provides a mathematical view on the philosophical notion of a concept, which is an object
of thought. As such, the interpretation of a concept can differ between contexts of thinking.
Moreover, a concept can be described in a certain context both extensionally and intentionally.
While the extent of a concept is a collection of all objects belonging to that concept, the intent
of a concept is a collection of all attributes that characterize it. In FCA, this gave rise to the
notion of a formal context for describing a context of thinking. Put simply, it binds a set of
objects to a set of attributes by specifying which object has which attributes. Such a formal
context then fully describes the domain of interest by relating objects to their attributes. A
formal concept is now a pair (A, B) consisting of a set A of objects and a set B of attributes such
that A and B are both maximal w.r.t. the property that each object in A has all attributes in B.
Put differently, whenever an arbitrary object has all attributes in B, then it is already contained
in A, and if an arbitrary attribute is shared by all objects in A, then it is already contained in B.
The computation of all formal concepts of a given formal context is a well-understood problem
and many algorithms are available for computationally solving it. An application of FCA is thus
conceptual clustering of data. One needs to suitably transform given data into a formal context,
and then one enumerates all formal concepts. The clusters are then represented by the formal
concepts. Furthermore, the formal concepts can be ordered, that is, a “is subconcept of” relation
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can be defined. It was shown that this ordering constitutes a complete lattice, which means that
an arbitrary number of formal concepts always has a most general subconcept as well as a most
specific superconcept. This leads to another important application of FCA: the visualization of
data represented by a formal context. For this purpose, a line diagram of the lattice of formal
concepts can be drawn in which each formal concept is displayed as a node and it is connected
by an upwards directed edge to all its neighboring superconcepts. The hierarchy of the formal
concepts is then easily read off from such a line diagram.
Another important notion in FCA is that of an (attribute) implication. Given a formal context
and two attribute sets X and Y, it might be the case that each object having all attributes in X
also has all attributes in Y. In such a case we say that the implication X → Y is valid. Exploring
valid implications of a data set represented as a formal context can be an important utility for
data mining applications. However, one should not try to naïvely enumerate all valid implica-
tions, since the resulting set would contain a huge amount of redundancy, meaning that some of
the implications would already follow from others. Research on characterizing the theory of im-
plications of a given formal context in a concise way has thus been conducted. On the one hand,
there is the so-called canonical base [GD86] that provides a representation of the implicative the-
ory of a formal context in a sound and complete manner with a minimal number of implications.
The canonical base is sometimes also called Duquenne-Guigues-base. On the other hand, one
might also think of a formal context containing only partial knowledge and for this purpose the
interactive algorithm Attribute Exploration [Gan84; Gan87] has been devised by Ganter, which
guides an expert through the process of axiomatizing the theory of implications that are valid in
a domain of interest. In particular, Attribute Exploration is an interactive variant of an algorithm
for computing canonical bases [Gan84; Gan87], and it works as follows. The input is a formal
context that only partially describes the domain of interest, that is, there may be implications
that are not valid, but for which this partial description does not provide a counterexample. Dur-
ing the run of the exploration process a minimal number of questions is enumerated and posed
to the expert. Such a question is an implication for which no counterexample is present in the
current formal context, and the expert can either confirm its validity or provide a suitable coun-
terexample. If the implication is valid, then it is added to a list; otherwise the counterexample is
inserted into the formal context. On termination, a minimal sound and complete representation
of the theory of implications that are valid in the considered domain has been generated.
This Chapter 1 cites the standard notions and important results in the field of Formal Concept
Analysis from [GW99] with the exception of Section 1.6 citing from [Kri19b; Kri19c], which
introduces so-called joining implications and shows how these can be axiomatized from a given
data-set.
1.1 Formal Contexts
A formal context K := (G,M, I) consists of a set G of objects (Gegenstände in German), a set M
of attributes (Merkmale in German), and an incidence relation I ⊆ G×M. For a pair (g,m) ∈ I,
we say that g has m. The derivation operators of K are the mappings ·I : ℘(G) → ℘(M) and
·I : ℘(M) → ℘(G) such that for each object set A ⊆ G, the set AI contains all attributes that
are shared by all objects in A, and dually for each attribute set B ⊆ M, the set BI contains all
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those objects that have all attributes from B. Formally, we define the derivation operators as
follows.
AI := {m ∈ M | (g,m) ∈ I for each g ∈ A } for object sets A ⊆ G
BI := { g ∈ G | (g,m) ∈ I for each m ∈ B } for attribute sets B ⊆ M
For singleton sets, we may also use the abbreviations gI := {g}I for all objects g ∈ G, as well
as mI := {m}I for all attributes m ∈ M.
It is well-known [GW99] that both derivation operators constitute a so-called Galois connec-
tion between the powersets ℘(G) and ℘(M), i.e., the following statements hold true for all
subsets A,C ⊆ G and B,D ⊆ M.
1. A ⊆ BI if, and only if, B ⊆ AI if, and only if, A× B ⊆ I
2. A ⊆ AI I
3. AI = AI I I
4. A ⊆ C implies AI ⊇ CI
5. B ⊆ BI I
6. BI = BI I I
7. B ⊆ D implies BI ⊇ DI
For obvious reasons, formal contexts can be represented as binary tables the rows of which
are labeled with the objects, the columns of which are labeled with the attributes, and the
occurrence of a cross × in the cell at row g and column m indicates that the object g has the
attribute m. Exemplary formal contexts are shown in Table 1.1.1 and later in Table 1.6.2.
1.2 Formal Concepts
A formal concept of a formal contextK := (G,M, I) is a pair (A, B) consisting of a set A ⊆ G of
objects as well as a set B ⊆ M of attributes such that AI = B and BI = A. We then also refer
to A as the extent, and to B as the intent, respectively, of (A, B). Another characterization of a
formal concept is as follows: (A, B) is a formal concept ofK if, and only if, A ⊆ G, B ⊆ M, and
both A and B are maximal with respect to the property A× B ⊆ I, i.e., C× B ̸⊆ I for each strict
superset C ⊋ A, and accordingly A× D ̸⊆ I for each strict superset D ⊋ B. In the denotation
of K as a cross table, those formal concepts are the maximal rectangles full of crosses (modulo
reordering of rows and columns). Then, the set of all extents ofK is symbolized as Ext(K), the
set of all intents of K is denoted by Int(K), and the set of all formal concepts of K is denoted
as B(K). It is readily verified that the following equalities hold true.
Ext(K) = { AI I | A ⊆ G } = { BI | B ⊆ M }
Int(K) = { BI I | B ⊆ M } = { AI | A ⊆ G }
B(K) = { (AI I , AI) | A ⊆ G } = { (BI , BI I) | B ⊆ M }
Formal concepts can be ordered: we say that (A, B) is a subconcept of (C,D), denoted by
(A, B) ≤ (C,D), if A ⊆ C holds true or, equivalently, if B ⊇ D is satisfied. In [Wil82b; GW99]
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K1 m
1
m
2
m
3
m
4
m
5
m
6
m
7
g1 × · · · · · ·
g2 · × · · · · ·
g3 · × · · · × ·
g4 · × · · · · ·
g5 · × · · · × ·
g6 · × · · · × ·
g7 × × × · × × ·
g8 · · · · · · ·
g9 · × · · · × ·
g10 · · · · × · ·
g11 · × × · · · ·
g12 · × × · × × ×
g13 × × × × · · ·
1.1.1 Table. An exemplary formal context K1
it was shown that this order always induces a complete lattice
B(K) := (B(K),≤,⋀︁,⋁︁,⊤,⊥),
called the concept lattice of K, in which the infimum and the supremum operation satisfy the
equations ⋀︂{ (At, Bt) | t ∈ T } = (︁⋂︂{ At | t ∈ T }, (⋃︂{ Bt | t ∈ T })I I)︁,
and
⋁︂{ (At, Bt) | t ∈ T } = (︁(⋃︂{ At | t ∈ T })I I ,⋂︂{ Bt | t ∈ T })︁,
and where ⊤ = (∅I ,∅I I) is the greatest element and ⊥ = (∅I I ,∅I) is the smallest element,
respectively.
The number of formal concepts can be exponential in the size of the formal context.
Kuznetsov shows that determining this number is a #P-complete problem, cf. [Kuz01]. Fur-
thermore, the problems of existence of a formal concept with restrictions on the size of the
extent, intent, or both, respectively, are investigated in [Kuz01]—Kuznetsov demonstrates
that the existence of a formal concept (A, B) such that |A| = k, |B| = k, or |A| + |B| = k,
respectively, are NP-complete problems; the similar problems with ≥ are all in P; and the
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problems with ≤ are also in P, except the problem where |A|+ |B| ≤ k is NP-complete.
g7, g8
g13
m4
g12
m7
g3, g5, g6, g9
m6
g10
m5
g11
m3
g2, g4
m2
g1
m1
1.2.1 Figure. A line diagram of the concept lattice B(K1) of the exemplary formal context
in Table 1.1.1
Furthermore, the concept lattice of K can be nicely represented as a line diagram as follows:
each formal concept is depicted as a vertex. Furthermore, there is an upward directed edge
from each formal concept to its upper neighbors, i.e., to all those formal concepts which are
greater with respect to ≤, but for which there is no other formal concept in between. The nodes
are labeled as follows: an attribute m ∈ M is an upper label of the attribute concept (mI ,mI I),
and an object g ∈ G is a lower label of the object concept (gI I , gI). Then, the extent of the
formal concept represented by a vertex consists of all objects which label vertices reachable by
a downward directed path, and dually the intent is obtained by gathering all attribute labels
of vertices reachable by an upward directed path. The concept lattice of the exemplary formal
context from Table 1.1.1 is depicted in Figure 1.2.1, and Figure 1.6.3 shows the concept lattice
of the formal context from Table 1.6.2.
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1.3 Implications
An implication over M is an expression X → Y where X,Y ⊆ M. It is valid in K, denoted as
K |= X → Y, if X I ⊆ Y I , i.e., if each object of K that possesses all attributes in X also has all
attributes in Y. An implication set L is valid inK, denoted asK |= L, if all implications in L are
valid in K. Furthermore, the relation |= is lifted to implication sets as follows: an implication
set L entails an implication X → Y, symbolized as L |= X → Y, if X → Y is valid in all formal
contexts in which L is valid. More specifically, |= is called the semantic entailment relation. We
shall denote by Imp(M) the set of all implications over M.
A model of X → Y is an attribute set Z ⊆ M such that X ⊆ Z implies Y ⊆ Z, and we shall
then write Z |= X → Y. Of course, then an implication X → Y is valid in K if, and only if, for
each object g ∈ G, the object intent gI is a model of X → Y. It is furthermore straightforward
to verify that the following statements are equivalent.
1. X → Y is valid in K.
2. Each object intent of K is a model of X → Y.
3. Each intent of K is a model of X → Y.
4. Y ⊆ X I I .
The equivalence between the first and the last statement indicates that X I I is the largest con-
sequence of X in K, i.e., X → X I I is valid in K, and for each strict superset W ⊋ X I I , the
implication X →W is not valid in K.
Consider an implication set L ⊆ Imp(M). A model of L is an attribute set which is a model
of each implication in L. In particular, each model Z of L satisfies that X ⊆ Z implies Y ⊆ Z
for each implication X → Y ∈ L, i.e., Z is a fixed point of the operator
Z ↦→ ZL(1) := Z ∪⋃︂{Y | X → Y ∈ L and X ⊆ Z for some X }.
We shall denote by Mod(L) the set of all models of L. It is easy to verify that Mod(L) is closed
under intersection. If we now consider some subset Z ⊆ M, then the intersection of all models
of L that contain Z as a subset must clearly be the smallest model of L that contains Z. This
smallest model is symbolized by ZL, and for a finite attribute set M it is obtained as the greatest
fixed-point of successive exhaustive application of the operator ·L(1), i.e.,
ZL =
⋃︂{ ZL(n) | n ≥ 1 }
where ZL(n+1) := (ZL(1))L(n) for all n ≥ 1. Additionally, the following statements are equiva-
lent.
1. L entails X → Y.
2. Each model of L is a model of X → Y.
3. X → Y is valid in all those formal contexts with attribute set M in which L is valid.
4. Y ⊆ XL.
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We then infer that XL is the largest consequence (the most specific consequence) of X with
respect to the implication set L, i.e., L entails X → XL, and for all supersets W ⊋ XL, the
implication X →W does not follow from L.
It was shown that entailment can also be decided syntactically by applying deduction rules
to the implication set L without the requirement to consider all formal contexts in which L is
valid, or all models of L, respectively. Recall that an implication X → Y is syntactically entailed
by an implication set L, denoted as L |− X → Y, if X → Y can be constructed from L by the
application of inference axioms, cf. [Mai83, Page 47], which are described as follows.
F1. Reflexivity: ∅ |− X → X
F2. Augmentation: {X → Y} |− X ∪ Z → Y
F3. Additivity: {X → Y,X → Z} |− X → Y ∪ Z
F4. Projectivity: {X → Y ∪ Z} |− X → Y
F5. Transitivity: {X → Y,Y → Z} |− X → Z
F6. Pseudo-Transitivity: {X → Y,Y ∪ Z →W} |− X ∪ Z →W
In the inference axioms above the symbols X, Y, Z, and W denote arbitrary subsets of the
considered set M of attributes. Formally, we define L |− X → Y if there is a finite sequence of
implications X0 → Y0, . . . ,Xn → Yn such that the following conditions hold.
1. For each i ∈ {0, . . . , n}, there is a subset Li ⊆ L∪ {X0 → Y0, . . . ,Xi−1 → Yi−1} such that
Li |− Xi → Yi matches one of the Axioms F1 – F6.
2. Xn → Yn = X → Y.
Often, the Axioms F1, F2, and F6 are referred to as Armstrong’s axioms. These three axioms
constitute a complete and independent set of inference axioms for entailment, i.e., from it the
other Axioms F3 – F5 can be derived, and none of them is derivable from the others.
The semantic entailment and the syntactic entailment coincide, i.e., an implication X → Y
is semantically entailed by an implication set L if, and only if, L syntactically entails X → Y,
cf. [Mai83, Theorem 4.1 on Page 50; GW99, Proposition 21 on Page 81]. Consequently, we do
not have to distinguish between both entailment relations |= and |− when it is up to decide
whether an implication follows from a set of implications.
1.4 Implication Bases
Fix some formal context K as well as an implication set S such that K |= S . A pseudo-intent
of K relative to S is an attribute set P ⊆ M which is no intent of K, but is a model of S , and
satisfies QI I ⊆ P for all pseudo-intents Q ⊊ P. The set of all those pseudo-intents is symbolized
by PsInt(K,S). Then the implication set
Can(K,S) := { P→ PI I | P ∈ PsInt(K,S) }
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constitutes an implication base of K relative to S , i.e., for each implication X → Y over M, the
following equivalence is satisfied.
K |= X → Y if, and only if, Can(K,S) ∪ S |= X → Y
Can(K,S) is called the canonical base of K relative to S . It can be shown that it is a minimal
implication base of K relative to S , i.e., there is no implication base of K relative to S with
smaller cardinality. Further information as well as proofs can be found in [GD86; Gan84;
GW99, Section 2.3; Stu96, Section 2; Dis11, Theorem 3.8]. Sometimes we also say that an
implication set is sound or complete for a formal context: in particular, L is sound for K if L is
valid in K or, equivalently, if Int(K) ⊆ Mod(L) holds true, and L is complete for K if L entails
each implication that is valid in K or, equivalently, if Mod(L) ⊆ Int(K) is satisfied.1
Example. For the given example of a formal context in Table 1.1.1, the canonical base with
respect to the empty background knowledge ∅ contains the following implications.
{m1, m2} → {m3},
{m1, m2, m3, m4, m5, m6} → {m7},
{m1, m2, m3, m5, m6, m7} → {m4},
{m1, m5} → {m2, m3, m6},
{m2, m3, m6} → {m5},
{m2, m5} → {m3, m6},
{m3} → {m2},
{m4} → {m1, m2, m3},
{m6} → {m2},
{m7} → {m2, m3, m5, m6} △
The most prominent algorithm for computing the canonical base is certainly NextClosure de-
veloped by Ganter [Gan84; Gan84]. Bazhanov and Obiedkov propose an optimized version
of NextClosure in [BO14] which speeds up the computation of the lectically next closure, and
furthermore they then perform some benchmarks to compare both versions. Additionally, they
also utilize three different algorithms for computing closures with respect to implication sets,
i.e., firstly the already presented and straightforward algorithm which computes the (least)
fixed point of the operator X ↦→ XL(1), see also [Mai83], secondly the LinClosure algorithm
[BB79], which computes XL in linear time, and thirdlyWild’s Closure algorithm [Wil95], which
is essentially an improved version of LinClosure. Please note that LinClosure is not always faster
than computing the least fixed point of X ↦→ XL(1), due to its initialization overhead. Further-
more, Obiedkov and Duquenne constitute an attribute-incremental algorithm for constructing
the canonical base, cf. [OD07]. A parallel algorithm called NextClosures is also available [KB17],
and an implementation is provided in Concept Explorer FX [Kri19a]; its advantage is that its
1Proof of the only if direction: LetW ∈ Mod(L). Then K |= W → W I I holds true, which implies L |= W → W I I .
We conclude thatW I I ⊆WL =W, i.e.,W ∈ Int(K).
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processing time scales almost inverse linear with respect to the number of available CPU cores.
We shall describe the algorithm NextClosures in Section 2.1.
There are some important complexity problems related to the pseudo-intents and canonical
bases. Kuznetsov, and later together with Obiedkov, has proven in [Kuz04; KO06; KO08]
that the number of pseudo-intents can be exponential in |M| as well as in |G| · |M| or in |I|,
and determining this number is #P-hard, furthermore that recognizing a pseudo-intent is in
coNP, and that determining the number of non-pseudo-intents is #P-complete. Sertkaya and
Distel demonstrated in [Ser09a; Ser09b; Dis10; DS11] that the number of intents can be ex-
ponential in the number of pseudo-intents, i.e., the set of pseudo-intents cannot be enumerated
in output-polynomial time by utilizing one of the existing algorithms, which all enumerate the
closure system of both intents and pseudo-intents, and that the lectically first pseudo-intent can
be computed in polynomial time, but recognizing the first n pseudo-intents is coNP-complete.
Consequently, the pseudo-intents of a given formal context cannot be enumerated in the lectic
order with polynomial delay, unless P = NP. Enumeration of pseudo-intents (in an arbi-
trary order) was also investigated, but concrete complexity results are outstanding. Babin
and Kuznetsov showed in [BK10; BK13] that recognizing a pseudo-intent is coNP-complete,
and furthermore that recognizing the lectically largest pseudo-intent is coNP-hard. Hence,
computing pseudo-intents in the dual lectic order is also intractable, i.e., not possible with
polynomial delay, unless P = NP. As a corollary Babin and Kuznetsov conclude that the
maximal pseudo-intents cannot be enumerated with polynomial delay, unless P = NP. Further
consequences which they found are, for example, that premises of minimal implication bases
cannot be tractably recognized, since this problem is coNP-complete, and that there cannot be
an algorithm that outputs a random pseudo-intent in polynomial time, unless NP = coNP.
Eventually, in case a given formal context is not complete in the sense that it does not contain
enough objects to refute invalid implications, i.e., only contains some observed objects in the
domain of interest, but one aims at exploring all valid implications over the given attribute
set, a technique called Attribute Exploration can be utilized, which guides the user through the
process of axiomatizing an implication base for the underlying domain such that the number of
questions posed to the user is minimal. For a sophisticated introduction as well as for theoretical
and technical details, the interested reader is rather referred to [Gan84; Stu96; Gan99; Gan84;
Kri16c]. A parallel variant of Attribute Exploration also exists, cf. [Kri15f; Kri16c], which is
implemented in Concept Explorer FX [Kri19a].
1.5 Closure Operators
We have seen in Section 1.3 that an implication X → Y is valid in a formal context K if, and
only if, each intent of K is a model of X → Y or, equivalently, Y ⊆ X I I is satisfied. Similarly,
X → Y follows from some implication set L if, and only if, each model of L is a model of
X → Y or, equivalently, Y ⊆ XL holds true. Thus, validity of an implication in K can be
characterized using the operator ϕK : X ↦→ X I I while entailment of an implication from L can
be characterized by means of the operator ϕL : X ↦→ XL. The commonality is that both are
closure operators on M, a notion that is formally defined as follows. A closure operator on M is
some mapping ϕ : ℘(M)→ ℘(M) with the following properties for all subsets X,Y ⊆ M.
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1. X ⊆ ϕ(X) (extensive)
2. X ⊆ Y implies ϕ(X) ⊆ ϕ(Y) (monotonic)
3. ϕ(ϕ(X)) = ϕ(X) (idempotent)
Instead of ϕ(X) we often write Xϕ. We shall call each Xϕ a closure of ϕ, and the set of all
closures is denoted by Clo(ϕ). If we now define that an implication X → Y is valid for ϕ if each
closure of ϕ is a model of X → Y, which we denote by ϕ |= X → Y, then validity for ϕK is the
same as validity in K and, likewise validity for ϕL is equivalent to entailment from L.
We can now generalize the notion of a pseudo-intent by replacing the closure operator ϕK
with ϕ. In particular, assume that S is an implication set that is valid for ϕ; then a pseudo-
closure for ϕ relative to S is a subset P ⊆ M which is no closure of ϕ, but is a model of S , and
satisfies Qϕ ⊆ P for each pseudo-closure Q ⊊ P. The set of all pseudo-closures is symbolized
by PsClo(ϕ,S). It is then straightforward to verify by generalizing the proofs in [GD86; Gan84;
GW99, Section 2.3; Stu96, Section 2; Dis11, Theorem 3.8] that the implication set
Can(ϕ,S) := { P→ Pϕ | P ∈ PsClo(ϕ,S) },
called canonical base for ϕ relative to S , is an implication base for ϕ relative to S , i.e., ϕ |= X → Y
is equivalent to Can(ϕ,S)∪S |= X → Y for each implication X → Y, and further that Can(ϕ,S)
has minimal cardinality among all such implication bases.
A further generalization replaces the powerset lattice (℘(M),⊆,⋂︁,⋃︁,∅,M) with an arbi-
trary complete lattice M := (M,≤,⋀︁,⋁︁,⊥,⊤), i.e., ≤ is a partial order relation on M such
that, for any subset X ⊆ M, the infimum ⋀︁X as well as the supremum ⋁︁X exists, and further it
holds true that ⊥ is the smallest element and ⊤ is the greatest element. We do not refrain basic
definitions from order theory and lattice theory here, and rather refer the interested reader
to the following authors and references: Davey and Priestley [DP02], Ganter and Wille
[GW99], Grätzer [Grä02], and Birkhoff [Bir40].
A closure operator in M is a mapping ϕ : M → M that satisfies the following properties for
all elements x, y ∈ M. Instead of ϕ(x) we shall write xϕ.
1. x ≤ xϕ (extensive)
2. x ≤ y implies xϕ ≤ yϕ (monotonic)
3. xϕϕ = xϕ (idempotent)
The set of all closure operators in M is denoted by ClOp(M). The following notions can be
easily generalized from the previous definitions: closure, implication, model (of an implica-
tion), validity (of an implication for a closure operator), entailment (of an implication from an
implication set), the closure operator ϕL : x ↦→ xL mapping x to the smallest model of L above
x, pseudo-closure, implication base, canonical base. See also [Kri16b].
Further information on closure operators can be found in [Hig98; DP02; CM03], and we
shall cite some important results in the sequel of this section. For any mapping ϕ : M → M,
the following statements are equivalent.
1. ϕ is a closure operator onM, i.e., ϕ ∈ ClOp(M)
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2. x ≤ yϕ if, and only if, xϕ ≤ yϕ for all x, y ∈ M
3. x ∨ yϕϕ ≤ (x ∨ y)ϕ for all x, y ∈ M
4. x ≤ xϕ and (x ∨ y)ϕ = (xϕ ∨ yϕ)ϕ for all x, y ∈ M
For every closure operator ϕ inM, the following statements hold true.
1. (x ∧ y)ϕ ≤ xϕ ∧ yϕ for all x, y ∈ M
2. (xϕ ∧ yϕ)ϕ = xϕ ∧ yϕ for all x, y ∈ M
A closure system in M is a ⋀︁-closed subset P ⊆ M, i.e., it holds true that ⋀︁X ∈ P for each
subset X ⊆ P. Note that the empty infimum ⋀︁∅ in M equals ⊤, i.e., each closure system in
M contains ⊤. A subset P ⊆ M is a closure system in M if, and only if, { p ∈ P | x ≤ p } has
a smallest element for all x ∈ M. There exists a one-to-one-correspondence between closure
operators and closure systems as follows. For every closure operator ϕ in M, the set Clo(ϕ) is
a closure system inM. For every closure system P inM, the mapping
ϕP : x ↦→
⋀︂{ p | p ∈ P and x ≤ p }
is a closure operator inM. Both operations are mutually inverse, i.e., ϕClo(ϕ) = ϕ for all closure
operators ϕ, and Clo(ϕP) = P for all closure systems P.
Indeed, closure operators can be ordered, cf. [Hig98; Rud14]. For closure operators ϕ and
ψ in M, we call ϕ finer than ψ and, dually, we call ψ coarser than ϕ, denoted as ϕ ⊴ ψ, if all
ψ-closures are also ϕ-closed, that is, if Clo(ψ) ⊆ Clo(ϕ) holds true. It can be shown that the
statements ϕ ⊴ ψ, ϕ ◦ ψ = ψ, and ϕ ≤ ψ (pointwise order) are equivalent. As it turns out, the
set of all closure operators inM ordered by ⊴ constitutes a complete lattice
ClOp(M) := (ClOp(M),⊴,a,`,⊥,⊤).
In particular, every set Φ of closure operators inM has an infimum aΦ as well as a supremum`
Φ and these are given as follows.i
Φ : x ↦→ ⋀︂{ xϕ | ϕ ∈ Φ }h
Φ : x ↦→ ⋀︂{ y | x ≤ y and y = yϕ for each ϕ ∈ Φ }
The finest closure operator is the identity mapping⊥ : x ↦→ x, and the coarsest closure operator
is the constant mapping ⊤ : x ↦→ ⊤. It is easy to see that Clo(aΦ) is the smallest closure system
that contains ⋃︁{Clo(ϕ) | ϕ ∈ Φ }, and that Clo(`Φ) equals ⋂︁{Clo(ϕ) | ϕ ∈ Φ }.
1.6 Joining Implications
We are now interested in a restricted form of implications. In particular, we restrict the sets
of attributes that may occur in the premise X and in the conclusion Y, respectively, of every
implication X → Y. Thus, let further Mp be a set of premise attributes and let Mc be a set of
conclusion attributes such that Mp ∪Mc ⊆ M holds true. Note that, in general, it is not required
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that the sets Mp and Mc form a partition of the attribute set. Both can overlap, one can be
contained in the other, or their union can be a strict subset of the whole attribute set. For each
x ∈ {p, c}, we define the subcontextKx := (G,Mx, Ix) where Ix := I ∩ (G×Mx). Furthermore,
we may also write Xx instead of X Ix for subsets X ⊆ G or X ⊆ Mx. Please note that then
each pair (·x, ·x) is a Galois connection between (℘(G),⊆) and (℘(Mx),⊆), that is, similar
statements like in Section 1.1 are valid.
1.6.1 Definition. A joining implication from Mp to Mc, or simply pc-implication, is an expres-
sion X → Y where X ⊆ Mp and Y ⊆ Mc.2 It is valid in K, written K |= X → Y, if Xp ⊆ Yc
holds true. △
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Bob · × × · × × × × × × × ·
Alice · · · · · × × × × · × ·
Tom · · · · · × · × × · × ·
Julia × × × × × · × × · × · ×
Keith × × × · × × · · × · · ×
Wendy × × × × × × × · · × · ×
Mp Mc
1.6.2 Table. The formal context Killnesses.
Example. Consider the formal context Killnesses in Table 1.6.2. It considers six persons as ob-
jects and their symptoms and illnesses as attributes. Furthermore, we regard the symptoms as
premise attributes and the illnesses as conclusion attributes. The concept lattice is displayed in
Figure 1.6.3.
The expression {Cold, Cough} → {Chills} is no pc-implication, since the attribute Cold must
not occur in a premise and, likewise, the attribute Chills must not occur in a conclusion. The
expression {Sneezing, Cough, Stuffy Nose} → {Cold} is a well-formed joining implication and
it is valid in Killnesses, since {Sneezing, Cough, Stuffy Nose}p = {Bob, Alice} is a subset of
{Cold}c = {Bob, Alice, Tom}. Furthermore, the expression {Abrupt Onset} → {Cold} is a
2Sergei Kuznetsov mentioned in his review on this thesis that joining implications have already been considered
under different names in [Duq+03; Kuz05, Section 4]. However, the objectives of the respective authors were
different than mine and, in particular, they have not demonstrated how minimal bases of joining implications
can be characterized and computed.
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well-formed joining implication as well, but it is not valid in Killnesses, as {Abrupt Onset}p =
{Julia, Keith, Wendy} is not a subset of {Cold}c = {Bob, Alice, Tom}. △
Sneezing
Cough
Stuffy Nose
Sore Throat
Fatigue, Fever,
Aches
Tom
Cold
Flu, Abrupt Onset
Headache
AliceKeith
Chills
Wendy
Julia
Bob
1.6.3 Figure. The concept lattice of Killnesses.
In the following, we shall characterize the set of all joining implications valid inK. Of course,
the pc-implication set
Imppc(K) := {X → Xpc | X ⊆ Mp }
contains only valid pc-implications and further entails any valid pc-implication, sinceK |= X →
Y is equivalent to Y ⊆ Xpc and so {X → Xpc} |= X → Y. For the above joining implication
set, we easily get that the operator X ↦→ XL(1) from Page 8 for the case L = Imppc(K) equals
ϕpcK : X ↦→ X ∪ (X ∩Mp)pc
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for any X ⊆ M. This operator is idempotent, since the following holds true.
((X ∪ (X ∩Mp)pc) ∩Mp)p
= ((X ∩Mp) ∪ ((X ∩Mp)pc ∩Mp))p
= (X ∩Mp)p ∩ ((X ∩Mp)pc ∩Mp)p
= (X ∩Mp)I ∩ ((X ∩Mp)I I ∩Mc ∩Mp⏞ ⏟⏟ ⏞
⊆(X∩Mp)I I
)I
⊇ (X ∩Mp)I ∩ (X ∩Mp)I I I
= (X ∩Mp)I
= (X ∩Mp)p
We conclude that ϕpcK is the closure operator induced by the implication set Imppc(K).
1.6.4 Definition. An implication set is join-sound or pc-sound if it is sound for ϕpcK , and it is
join-complete or pc-complete if it is complete for ϕpcK . Fix some pc-sound implication set S . A
pc-implication set is called joining implication base or pc-implication base relative to S if it is
pc-sound and its union with S is pc-complete. △
Obviously, the above Imppc(K) is a joining implication base relative to ∅. Our aim for the
sequel of this section is to find a canonical representation of the valid joining implications of
some formal context, i.e., we shall provide a joining implication base that hasminimal cardinal-
ity among all joining implication bases. For this purpose, we consider the canonical implication
base of the above closure operator ϕpcK and show how we can modify it to get a canonical joining
implication base. We start with showing that we can rewrite any join-sound and join-complete
implication set into a joining implication base in a certain normal form. For the remainder of
this section, fix some arbitrary join-sound joining implication set S that is used as background
knowledge.
1.6.5 Lemma. Fix some join-sound implication set L over M. Further assume that L ∪ S is
join-complete, and define the following set of joining implications.
Lpc := {X ∩Mp → (X ∩Mp)pc | X → Y ∈ L }
Then, Lpc is a joining implication base relative to S .
Proof. Since Lpc ⊆ Imppc(K) obviously holds true, we know that Lpc is join-sound. For join-
completeness we show that Lpc ∪ S |= Imppc(K). Thus, consider some Z ⊆ Mp. As L ∪ S is
join-complete, it must hold true that L∪S |= Z → Zpc, that is, there are implications X1 → Y1,
. . ., Xn → Yn in L ∪ S such that the following statements are satisfied.
X1 ⊆ Z
X2 ⊆ Z ∪Y1
X3 ⊆ Z ∪Y1 ∪Y2
...
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Xn ⊆ Z ∪Y1 ∪Y2 ∪ · · · ∪Yn−1
Zpc ⊆ Z ∪Y1 ∪Y2 ∪ · · · ∪Yn−1 ∪Yn
Let L := { k | k ∈ {1, . . . , n} and Xk → Yk ∈ L \ S } and S := {1, . . . , n} \ L. Since L is
join-sound, we have Yk ⊆ Xk ∪ (Xk ∩ Mp)pc for each index k ∈ L. Define Xn+1 := Zpc. An
induction on k ∈ {1, . . . , n+ 1} shows the following.
Xk ⊆ Z ∪
⋃︂{Yi | i ∈ {1, . . . , k− 1} ∩ S }
∪⋃︂{ (Xi ∩Mp)pc | i ∈ {1, . . . , k− 1} ∩ L }
Of course, Xk ∩Mp ⊆ Xk is satisfied for any index k ∈ L. We conclude that { Xk → Yk | k ∈
S } ∪ {Xk ∩Mp → (Xk ∩Mp)pc | k ∈ L } entails Z → Zpc and we are done.
The transformation from Lemma 1.6.5 can now immediately be applied to the canonical
implication base of the closure operator ϕpcK to obtain a joining implication base, which we call
canonical. This is due to fact that, by definition, Can(ϕpcK ) is both pc-sound and pc-complete.
1.6.6 Proposition. The following is a joining implication base relative to S and is called canonical
joining implication base or canonical pc-implication base of K relative to S .
Canpc(K,S) := { P ∩Mp → (P ∩Mp)pc | P ∈ PsClo(ϕpcK ,S) }
Proof. Note that ϕpcK (P) = P ∪ (P ∩Mp)pc holds true and, consequently, the canonical implica-
tion base for ϕpcK relative to S evaluates to
Can(ϕpcK ,S) = { P→ (P ∩Mp)pc | P ∈ PsClo(ϕpcK ,S) }.
We already know that Can(ϕpcK ,S) is join-sound and its union with S is join-complete.
Since (Can(ϕpcK ,S))pc = Canpc(K,S) holds true, an application of Lemma 1.6.5 shows that
Canpc(K,S) is indeed a joining implication base relative to S .
Example. We continue with investigating our exemplary formal context Killnesses. In order to
compute the canonical joining implication base of it (relative to ∅), we first need to construct
the canonical base of the closure operator ϕpcKillnesses . We get that Can(ϕ
pc
Killnesses
,∅) contains the
following implications.3
{Headache, Sore Throat} → {Cold}
{Abrupt Onset} → {Flu}
{Sore Throat, Stuffy Nose} → {Cold}
{Flu, Sore Throat, Chills} → {Cold}
{Stuffy Nose, Sneezing} → {Cold}
{Chills} → {Flu}
3The result has not been obtained by hand, but instead the implementation of the algorithm NextClosures [Kri16b]
in Concept Explorer FX [Kri19a] has been utilized. Thus, no intermediate computation steps are provided.
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{Sore Throat, Cough} → {Cold}
Now applying the transformation from Lemma 1.6.5 yields the following set of joining implica-
tions, which is the canonical joining implication base. In particular, only the fourth implication
is altered. We obtain that Canpc(Killnesses,∅) contains the following joining implications.
{Headache, Sore Throat} → {Cold}
{Abrupt Onset} → {Flu}
{Sore Throat, Stuffy Nose} → {Cold}
{Sore Throat, Chills} → {Flu, Cold}
{Stuffy Nose, Sneezing} → {Cold}
{Chills} → {Flu}
{Sore Throat, Cough} → {Cold}
The canonical base Can(Killnesses,∅) of Killnesses, which coincides with the canonical base of
the induced closure operator ϕKillnesses , is as follows. Note that it is sound and complete for all
implications valid in Killnesses, i.e., no constraints on premises and conclusions are imposed.
{Fever} → {Fatigue, Aches}
{Sore Throat} → {Sneezing}
{Chills} →
{︄
Headache, Flu, Fatigue, Cough,
Fever, Aches, Abrupt Onset
}︄
{Cold} → {Sore Throat, Stuffy Nose, Sneezing}
{Headache} → {Fatigue, Cough, Fever, Aches}{︄
Headache, Flu, Fatigue, Cough,
Fever, Aches, Abrupt Onset
}︄
→ {Chills}
{Aches} → {Fatigue, Fever}
{Stuffy Nose, Sneezing} → {Sore Throat, Cold}
{Fatigue} → {Fever, Aches}
{Sore Throat, Sneezing, Cough} → {Stuffy Nose, Cold}
{Fatigue, Stuffy Nose, Fever, Aches} → {Headache, Cough}
{Fatigue, Cough, Fever, Aches} → {Headache}
{Abrupt Onset} → {Flu, Fatigue, Fever, Aches}
{Flu} → {Fatigue, Fever, Aches, Abrupt Onset}
If we apply the transformation from Lemma 1.6.5 to Can(Killnesses,∅), then we obtain the
following set of joining implications. Obviously, it is not complete, since it does not entail the
valid joining implication {Headache, Sore Throat} → {Cold}.
{Chills} → {Flu}
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{Stuffy Nose, Sneezing} → {Cold}
{Sore Throat, Sneezing, Cough} → {Cold}
{Abrupt Onset} → {Flu} △
We close this section with two further important properties of the canonical joining impli-
cation base. On the one hand, we shall show that it has minimal cardinality among all joining
implication bases or, more generally, even among all join-sound, join-complete implication
bases. On the other hand, we investigate the computational complexity of actually computing
the canonical joining implication base.
1.6.7 Proposition. The canonical joining implication base Canpc(K,S) has minimal cardinality
among all implication sets that are join-sound and have a union with S that is join-complete.
Proof. Consider some implication set L such that L ∪ S is join-sound and join-complete. Ac-
cording to Lemma 1.6.5, we can assume that—without loss of generality—L ⊆ Imppc(K) holds
true. In particular, note that |Lpc| ≤ |L| is always true.
Join-soundness and join-completeness of L ∪ S yield that L ∪ S and Can(ϕpcK ,S) ∪ S are
equivalent. It is well-known [Dis11, Theorem 3.8] that Can(ϕpcK ,S) has minimal cardinality
among all implication bases for ϕpcK relative to S , and so it follows that |L| ≥ |Can(ϕpcK ,S)|.
Clearly, the choice L := Canpc(K,S) implies |Canpc(K,S)| ≥ |Can(ϕpcK ,S)|. It is fur-
ther apparent that |Canpc(K,S)| ≤ |Can(ϕpcK ,S)| holds true and we infer that, in particular,
Canpc(K,S) and Can(ϕpcK ,S) must contain the same number of implications.
The next proposition shows that computing the canonical joining implication base is not more
expensive than computing the canonical implication base where no constraints on the premises
and conclusions must be satisfied. It uses the fact that canonical implication bases of closure
operators can be computed using the algorithm NextClosures, cf. [Kri16b; KB17] or Chapter 2.
1.6.8 Proposition. The canonical joining implication base can be computed in exponential time,
and there exist formal contexts for which the canonical joining implication base cannot be encoded
in polynomial space.
Proof. The canonical implication base of the closure operator ϕpcK relative to some background
implication set S can be computed in exponential time by means of the algorithm NextClosures,
cf. [KB17; Kri16b] and Section 2.1, which is easy to verify. The transformation of Can(ϕpcK ,S)
into Canpc(K,S) as described in Lemma 1.6.5 can be done in polynomial time.
Kuznetsov and Obiedkov have shown in [KO08, Theorem 4.1] that the number of impli-
cations in the canonical implication base Can(K) of a formal context K := (G,M, I) can be
exponential in |G| · |M|. Clearly, if we let S := ∅ and set both Mp and Mc to M, then Can(K)
and Canpc(K,S) coincide.
We have seen in the running example that the canonical pc-implication base can be used to
characterize implications between symptoms and diagnoses/illnesses. A further applications is,
for instance, formal contexts encoding observations between attributes satisfied yesterday and
today, i.e., we could construct the canonical base of pc-implications and then use it as a forecast
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stating which combinations of attributes being satisfied today would imply which combinations
of attributes being satisfied tomorrow. In general, we could think of the premise attributes as ob-
servable attributes and the conclusion attributes as goal/decision attributes. By constructing the
canonical pc-implication base from some formal context in which the goal/decision attributes
have been manually assessed, we would obtain a set of rules with which we could analyze new
data sets for which only the observable attributes are specified.
2 Parallel Computation of Canonical Bases
For each closure operator ϕ, the canonical base as introduced in Section 1.4 provides a sound
and complete axiomatization of the implication theory of ϕ, and it further enjoys the property
of being of minimal cardinality among all implication bases for ϕ. If background knowledge
in form of an implication set S valid for ϕ is already present, then it can be incorporated in
the construction of the canonical base, leading to a minimal extension of S that is then sound
and complete for ϕ. This section is now concerned with developing an algorithm for computing
such canonical bases. Later in this thesis, solutions for axiomatizing concept inclusions under
different assumptions and in different description logics will be developed and, for each of
these, we will reduce the respective axiomatization task to the task of axiomatizing implications
of a suitable closure operator. Thus, such an algorithm is strongly required as a foundation for
the techniques described later.
Of course, a suitable algorithm already exists: the algorithm NextClosure by Ganter [Gan84;
Gan87]. However, it operates in a highly sequential fashion by enumerating the implications
of the canonical base one by one (in the so-called lectic order). Nowadays computers possess
many CPU cores, and so a procedure working in parallel by utilizing as many CPU cores as
possible in order to lower computation time is desired. The algorithm NextClosures [KB15;
Kri16b; KB17]1 solves this problem of constructing canonical bases in parallel, and we will
describe it in the next Section 2.1. Afterwards, Section 2.2 shows benchmarks results and, in
particular, demonstrates the speed–up gained by utilizing many CPU cores as well as shows
that, on one CPU core, its performance is comparable to the existing NextClosure algorithm.
In [GW99, Proposition 26; Stu96, Corollary 4] it has been shown that, for each for-
mal context K (and background knowledge S), there is a closure operator ψ such that
Clo(ψ) = Int(K) ∪ PsInt(K,S) holds true. The very same also holds true for the (pseudo-)clo-
sures of a closure operator instead of the (pseudo-)intents of a formal context, and we shall
describe in the following how this operator can be defined.
Fix some implication set L. We have seen that, for each subset Z ⊆ M, the smallest model
ZL of L that is a superset of Z can be obtained by exhaustively saturating Z against the impli-
cations in L. In particular, this saturation operator Z ↦→ ZL has been defined as the repeated
application of the one-step saturation operator Z ↦→ ZL(1). We now define a similar operator
Z ↦→ ZL∗(1) but replace X ⊆ Z with the stronger condition X ⊊ Z, and further denote the
1After presenting the results in [KB15] at the conference venue, Bazinmentioned that he had already published an
algorithm for this task that is somehow similar. Checking his publication [BG13] showed that there are indeed
some similarities but also obvious differences. In particular, Algorithm 2 in [BG13] uses a lectic order during
computation with the goal to rule out some duplicate computations, since this lectic order induces a spanning tree
of the set of intents and pseudo-intents to be computed. In contrast, Algorithm 1 in [KB15] is explicitly designed
to perform large amounts of independent computation steps in parallel and further a thorough proof of its sound-
ness and completeness is provided, i.e., it is shown that any computation order on parallel steps is admissible.
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(greatest) fixed point of applying it starting from some subset Z ⊆ M by ZL∗ . More specifically,
we define the monotonic operator
Z ↦→ ZL∗(1) := Z ∪⋃︂{Y | X → Y ∈ L and X ⊊ Z for some X }
and further set ZL∗ = ⋃︁{ ZL∗(n) | n ≥ 1 } where ZL∗(n+1) := (ZL∗(1))L∗(n) for each n ≥ 1.
Obviously, the mapping ϕL∗ : Z ↦→ ZL∗ is a closure operator. Now let ϕ be a closure operator
and consider an implication set S that is valid for ϕ. It is not hard to verify that a subset B ⊆ M
is either a closure of ϕ or a pseudo-closure of ϕ relative to S if, and only if, B is a closure of
the supremum ϕCan(ϕ,S)∗ ϕS . For the case where the closure operator ϕ is induced by a formal
context, this statement has already been proven by Stumme [Stu96]. In the following we shall
use the abbreviation ψϕ,S for ϕCan(ϕ,S)∗ ϕS .
The following text in Sections 2.1 and 2.2 is a citation of [KB17]. In particular, Section 2.1 is a
modified copy of [KB17, Section 5] in which cross-references and citations have been updated,
and the closure operator ϕK induced by a formal context is replaced by an arbitrary closure op-
erator ϕ where we only consider the case that the background knowledge S is valid for ϕ. This
setting is suitable for the computation problems encountered in this thesis, more specifically
in Sections 1.6, 6.6, 7.1, 7.2 and 8.1. Furthermore, Section 2.2 is an almost complete copy of
[KB17, Section 6], again with some slight modifications in the notations.
2.1 The Algorithm NextClosures
The well-known NextClosure algorithm developed by Ganter [Gan84] can be used to enumer-
ate the implications of the canonical base. The mathematical idea behind this algorithm is to
compute all intents and pseudo-intents of a given formal context K in a certain linear order,
namely the lectic order. As an advantage the next (pseudo-)intent is uniquely determined, but
we potentially have to compute several candidate closures in order to find it. As we have seen
above, those sets form a closure system, and the NextClosure algorithm uses the corresponding
closure operator ψϕK,∅, which equals ϕCan(K,∅)∗ , to enumerate the pseudo-intents (and the
intents as a by-product) of K in the lectic order. Furthermore, this algorithm is inherently
sequential, i.e., it is not possible to parallelize it.
In our approach we shall not make use of the lectic order. Indeed, our algorithm will enu-
merate all pseudo-closures of ϕ relative to S in the subset order, with no further restrictions.
As a benefit we get a very easy and obvious way to parallelize this enumeration. Moreover,
in multi-threaded implementations no communication between different threads is necessary.
However, as it is the case with all other known algorithms for computing the canonical base,
we also have to compute all closures of ϕ in addition to all pseudo-closures.
The main idea is very simple and works as follows. From the definition of pseudo-closures we
see that in order to decide whether an attribute set P ⊆ M is a pseudo-closure we only need all
pseudo-closures Q ⊊ P, i.e., it suffices to know all pseudo-closures with a smaller cardinality
than P. This allows for the level-wise computation of the canonical base with respect to the sub-
set order, i.e., we can enumerate the (pseudo-)closures with respect to increasing cardinality.
An algorithm that implements this idea works as follows. First we start by considering the
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empty set, as it is the only set of cardinality 0. Of course, it must either be a closure or a
pseudo-closure, and the distinction can be made by checking whether ∅ = ∅ϕ. Then assum-
ing inductively that all pseudo-closures with cardinality < k have been determined, we can
correctly decide whether a subset P ⊆ M with |P| = k is a pseudo-closure or not.
To compute the set of all closures of ϕ and all pseudo-closures of ϕ relative to S , the algorithm
manages a set of candidates that contains the (pseudo-)closures on the current level. Then,
whenever a pseudo-closure P has been found, the ⊆-next closure is uniquely determined by its
closure Pϕ. If a closure B has been found, then the⊆-next (pseudo-)closures must be of the form
(B∪ {m})ψϕ,S for an attribute m /∈ B. However, as we are not aware of the full implication base
of ϕ relative to S yet, but only of an approximation L of it, the operators ψϕ,S = ϕCan(ϕ,S)∗ ϕS
and ϕL∗ ϕS do not coincide on all subsets of M. We will show that they yield the same closure
for attribute sets B with a cardinality |B| ≤ k if L contains all implications P→ Pϕ where P is a
pseudo-closure with a cardinality |P| < k. Consequently, the ϕL∗ ϕS -closure of a set B ∪ {m}
may not be a closure or a pseudo-closure. Instead, they are added to the candidate list, and are
processed when all pseudo-closures with smaller cardinality have been determined. We will for-
mally prove that this technique is correct. Furthermore, the computation of all pseudo-closures
and closures of cardinality k can be done in parallel, since they are independent of each other.
In summary, we can describe the inductive structure of the algorithm as follows. Let ϕ be
a closure operator over a finite attribute set M, and let S be a set of background implications
that are valid for ϕ. We use four variables: k denotes the current cardinality of candidates,
Candidates is the set of candidates, Closures is a set of closures, and L is an implication set.
Then the algorithm works as follows.
1. Set k := 0, Candidates := {∅}, Closures := ∅, and L := ∅.
2. In parallel: for each candidate set C ∈ Candidates with cardinality |C| = k, determine
whether it is both a closure of ϕL∗ and a model of S . If not, then add its closure2 CL∗ S
to the candidate set Candidates, and go to Step 5.
3. If C is a closure of ϕ, then add C to Closures. Otherwise, C must be a pseudo-closure of ϕ
relative to S , and thus we add the implication C → Cϕ to the set L, and add the closure
Cϕ to the set Closures.
4. For each observed closure Cϕ, add all its upper neighbors Cϕ ∪ {m} where m /∈ Cϕ to the
candidate set Candidates.
5. Wait until all candidates of cardinality k have been processed. If k < |M|, then increase
the candidate cardinality k by 1, and go to Step 2. Otherwise return Closures and L.
In order to approximate the operator ϕL∗ we furthermore introduce the following notion: if
L is a set of implications, then L↾k denotes the subset of L that consists of all implications with
premise cardinality not exceeding k.
2.1.1 Lemma. [KB17, Lemma 4] For all attribute sets X ⊆ M, the following statements are
equivalent.
1. X is either a closure of ϕ or a pseudo-closure of ϕ relative to S .
2We write CL∗ S instead of CϕL∗ ϕS .
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2. X is a closure of ϕCan(ϕ,S)∗ ϕS .
3. X is a closure of ϕ(Can(ϕ,S)↾|X|−1)∗ ϕS .
Proof. As mentioned in the beginning of Chapter 2, the equivalence of Statements 1 and 2 is a
straightforward generalization of [GW99, Proposition 26; Stu96, Corollary 4]. Regarding the
equivalence of Statements 2 and 3, the if direction follows from the fact that P ⊊ X implies
|P| ≤ |X| − 1, and the only if direction follows from Can(ϕ,S)↾|X|−1 ⊆ Can(ϕ,S).
As an immediate consequence of Lemma 2.1.1 we infer that in order to decide whether
an attribute set X is a closure or a pseudo-closure it suffices to know all implications in the
canonical base for which the premises have a lower cardinality than X. More specifically, if L
contains all implications P → Pϕ where P is a pseudo-closure of ϕ relative to S with |P| < k,
and otherwise only implications with premise cardinality k, then for all attribute sets X ⊆ M
with |X| ≤ k, the following statements are equivalent.
1. X is either a closure of ϕ or a pseudo-closure of ϕ relative to S .
2. X is a closure of ϕL∗ and a model of S .
In a certain sense, this corollary allows us to approximate the set of all closures and pseudo-
closures in the order of increasing cardinality, and thus also permits the approximation of the
closure operator ϕCan(ϕ,S)∗ . In the following Lemma 2.1.2 we will characterize the structure of
the set of all closures and pseudo-closures, and also give a method to compute upper neigh-
bors. It is true that between comparable pseudo-closures there must always be a closure. In
particular, the unique upper ψϕ,S -closed neighbor of a pseudo-closure must be a closure.
2.1.2 Lemma. [KB17, Lemma 6] The following statements hold true.
1. If P ⊆ M is a pseudo-closure of ϕ relative to S , then there is no closure or pseudo-closure
strictly between P and Pϕ.
2. If B ⊆ M is a closure, then the next closures or pseudo-closures are of the form (B∪ {m})ψϕ,S
for attributes m /∈ B.
3. If X ⊊ Y ⊆ M are neighboring ψϕ,S -closures, then Y = (X ∪ {m})ψϕ,S for all attributes
m ∈ Y \ X.
Proof. 1. Assume that P ∈ PsClo(ϕ,S). Then for every closure B between P and Pϕ, i.e.,
P ⊆ B ⊆ Pϕ, we have that B = Bϕ = Pϕ. Thus, there cannot be a closure strictly between
P and Pϕ. Furthermore, if Q were a pseudo-closure such that P ⊊ Q ⊆ Pϕ, then by
definition of a pseudo-closure it follows that Pϕ ⊆ Q, which is an obvious contradiction.  
2. Let B ⊆ M be a closure of ϕ. Consider a subset X ⊇ B that is a closure or a pseudo-
closure such that there is no other closure or pseudo-closure between them. Of course,
then B ⊆ B ∪ {m} ⊆ X for all m ∈ X \ B. Consequently, B = Bψϕ,S ⊊ (B ∪ {m})ψϕ,S ⊆
Xψϕ,S = X. Then (B ∪ {m})ψϕ,S is a closure or a pseudo-closure between B and X which
strictly contains B, and thus (B ∪ {m})ψϕ,S = X.
3. Let m ∈ Y \ X. Then X ∪ {m} ⊆ Y implies that X ⊊ (X ∪ {m})ψϕ,S ⊆ Y, since Y is
already closed. Consequently, (X ∪ {m})ψϕ,S = Y.
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2.1.3 Algorithm. [KB17, Algorithm 1] NextClosuresWithBackgroundKnowledge
Input: a closure operator ϕ on M
Input: an implication set S over M such that ϕ |= S
Initialize: a candidate set Candidates := {∅}
Initialize: a closure set Closures := ∅
Initialize: an implication set L := ∅
1 for all k = 0, . . . , |M| do
2 for all C ∈ Candidates with |C| = k do in parallel
3 if C = CL∗ and C = CS then
4 if C ̸= Cϕ then
5 L := L ∪ {C → Cϕ}
6 Closures := Closures∪ {Cϕ}
7 Candidates := Candidates∪ {Cϕ ∪ {m} | m ̸∈ Cϕ }
8 else
9 Candidates := Candidates∪ {CL∗ S}
10 Wait for termination of all parallel processes.
Output: the set Closures of all closures of ϕ
Output: the canonical base L of ϕ relative to S
We are now ready to formulate our algorithm NextClosuresWithBackgroundKnowledge in
pseudo-code, see Algorithm 2.1.3. In the remainder of this section we shall show that this
algorithm always terminates—of course, under the assumption that ϕ is computable and that
the attribute set M is finite— and that it returns the canonical base of ϕ relative to S as well as
the set of all closures of ϕ. Beforehand, let us introduce the following notation.
1. Algorithm 2.1.3 is in state k (where −1 ≤ k ≤ |M|) if it has processed all candidate sets
with a cardinality ≤ k, but none of cardinality > k.
2. Candidatesk denotes the set of candidates in state k.
3. Lk denotes the set of implications in state k.
4. Closuresk denotes the set of closures in state k.
2.1.4 Proposition. [KB17, Proposition 7] Assume that Algorithm 2.1.3 has been started on
inputs ϕ and S and is in state k. Then, the following statements are true.
1. Candidatesk contains all pseudo-closures with cardinality k + 1, and contains all closures
with cardinality k+ 1 that are not yet in Closuresk.
2. Closuresk contains all closures with cardinality ≤ k.
3. Lk contains all implications P→ Pϕ where the premise P is a pseudo-closure with cardinality
≤ k.
4. Between the states k and k + 1 an attribute set with cardinality k + 1 is a closure or a
pseudo-closure if, and only if, it is both a closure of ϕL∗ and a model of S .
Proof. We prove the statements by induction on k. The base case handles the initial state
k = −1. Of course, ∅ is always a closure or a pseudo-closure. Furthermore, it is contained in
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the candidate set Candidates. As there are no sets with cardinality ≤ −1, Closures−1 and L−1
trivially satisfy Statements 2 and 3, respectively. Finally, we have that L−1 = ∅, and hence
every attribute set is ϕL∗−1-closed, in particular ∅.
We now assume that the induction hypothesis is true for k. For every implication set L be-
tween states k and k+ 1, i.e., Lk ⊆ L ⊆ Lk+1, the induction hypothesis yields that L contains
all implications P→ Pϕ where P is a pseudo-closure with cardinality≤ k, and furthermore only
implications the premises of which have cardinality k + 1 (by definition of Algorithm 2.1.3).
Additionally, we know that the candidate set Candidatesk contains all pseudo-closures P where
|P| = k+ 1, and all closures B such that |B| = k+ 1 and B /∈ Closuresk. Lemma 2.1.1 immedi-
ately yields the validity of Statements 2 and 3 for k+ 1, as those ψϕ,S -closures are recognized
correctly in Line 3. Then Lk+1 contains all implications P → Pϕ where P is a pseudo-closure
with |P| ≤ k + 1, and hence each implication set L with Lk+1 ⊆ L ⊆ Lk+2 contains all
those implications, too, and furthermore only implications with a premise cardinality k+ 2. By
another application of Lemma 2.1.1 we conclude that also Statement 4 is satisfied for k+ 1.
Finally, we show Statement 1 for k+ 1. Consider any ψϕ,S -closed set X where |X| = k+ 2.
Then Lemma 2.1.2 states that for all lower ψϕ,S -neighbors Y and all m ∈ X \ Y it is true that
(Y ∪ {m})ψϕ,S = X. We proceed with a case distinction.
If there is a lower ψϕ,S -neighbor Y which is a pseudo-closure, then Lemma 2.1.2 yields that
the (unique) next ψϕ,S -neighbor is obtained as Yϕ, and the closure Yϕ is added to the set
Closures in Line 6. Of course, it is true that X = Yϕ.
Otherwise all lower ψϕ,S -neighbors Y are closures, and in particular this is the case for X
being a pseudo-closure, cf. Lemma 2.1.2. Then for all these Y we have (Y ∪ {m})ψϕ,S = X for
all m ∈ X \Y. Furthermore, all sets Z with Y ∪ {m} ⊊ Z ⊊ X are not ψϕ,S -closed. Since X \Y
is finite, the following sequence must also be finite:
C0 := Y ∪ {m} and Ci+1 := CL∗ Si where L|Ci |−1 ⊆ L ⊆ L|Ci |.
The sequence is well-defined, since implications from L|Ci | \ L|Ci |−1 have no influence on the
closure of Ci. Furthermore, the sequence obviously ends with the set X, and contains no further
ψϕ,S -closed sets, and each of the sets C0,C1, . . . appears as a candidate during the run of the
algorithm, cf. Lines 7 and 9.
From the previous result we can infer that in the last state |M| the set Closures contains all
closures of ϕ, and that L is the canonical base of ϕ relative to S . Both sets are returned from
Algorithm 2.1.3, and hence we can conclude that NextClosuresWithBackgroundKnowledge is
sound and complete. The following corollary summarizes our results obtained so far, and also
shows termination.
2.1.5 Corollary. [KB17, Corollary 8] If Algorithm 2.1.3 is started on a computable closure opera-
tor ϕ over a finite attribute set and an implication set S (where ϕ |= S) as inputs, then it terminates,
and returns both the set of all closures of ϕ as well as the canonical base of ϕ relative to S as outputs.
Proof. The second part of the statement is a direct consequence of Proposition 2.1.4. Finally,
the computation time between states k and k+ 1 is finite, because there are only finitely many
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candidates of cardinality k+ 1, and the computation of closures of the operators ϕL∗ , ϕS , and
ϕ, can be done in finite time. As there are exactly |M| states, the algorithm must terminate.
One could ask whether there are closure operators that do not allow for a speed-up in the
enumeration of all closures and pseudo-closures on parallel execution. This would happen for
a closure operator for which the closures and pseudo-closures are linearly ordered, i.e., form
a chain with respect to the subset inclusion order. However, the next Lemma 2.1.6 shows that
this is impossible.
Note that a formal context K := (G,M, I) is clarified if {g}I = {h}I implies g = h for all
objects g, h ∈ G, and dually {m}I = {n}I implies m = n for all attributes m, n ∈ M.
2.1.6 Lemma. [KB17, Lemma 9] For each non-empty clarified formal context, the set of its
intents and pseudo-intents is not linearly ordered with respect to the subset inclusion order.
Proof. Assume that K := (G,M, I) with G := {g1, . . . , gn}, n > 0, were a clarified formal
context with (pseudo-)intents P1 ⊊ P2 ⊊ . . . ⊊ Pℓ. In particular, then all object intents form a
chain gI1 ⊊ gI2 ⊊ . . . ⊊ gIn where n ≤ ℓ. Since K is clarified, it follows |gIj+1 \ gIj | = 1 for all j,
and hence w.l.o.g. M = {m1, . . . ,mn}, and gi I mj if, and only if, i ≥ j. Hence, K is isomorphic
to the ordinal scaleKn := ({1, . . . , n}, {1, . . . , n},≤). It is easy to verify that the pseudo-intents
of Kn are either ∅, or of the form {m, n} where m < n− 1, a contradiction.  
In order to relate the above result to closure operators, we note that there is a strong corre-
spondence between closure operators and formal contexts as follows. If ϕ is a closure operator
on M, then Kϕ := (Clo(ϕ),M,∋) is a formal context such that Int(Kϕ) = Clo(ϕ) (and hence
PsInt(Kϕ,S) = PsClo(ϕ,S) as well). For the converse direction, we have already seen that
each formal context K with attribute set M induces the closure operator ϕK : X ↦→ X I I on M
and it holds true that Clo(ϕK) = Int(K) (and thus also PsClo(ϕK,S) = PsInt(K,S)).
Consequently, there is no closure operator with a linearly ordered set of closures and pseudo-
closures. Hence, a parallel enumeration of the closures and pseudo-closures will always result
in a speed-up compared to a sequential enumeration.
In the case where no background knowledge is available, i.e., S = ∅, we can easily see that
Algorithm 2.1.3 may be simplified to Algorithm 2.1.7 which computes the canonical base of a
closure operator ϕ, as it has been described for the case of a formal context in [KB15].
2.2 Benchmarks
The purpose of this section is to show that our parallel Algorithms 2.1.3 and 2.1.7 for computing
the canonical base indeed yield a speed-up, both qualitatively and quantitatively, compared to
the classical algorithm NextClosure [Gan84]. To this end, we shall present the running times
of our algorithm NextClosures when applied to selected data sets and with a varying number of
available CPU cores. We shall see that, up to a certain limit, the running time of our algorithm
decreases proportional to the number of available CPU cores. Furthermore, we shall also show
that this speed-up is not only qualitative, but indeed yields a real speed-up compared to the
original sequential algorithm NextClosure for computing the canonical base.
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2.1.7 Algorithm. [KB17, Algorithm 2] NextClosures
Input: a closure operator ϕ on M
Initialize: a candidate set Candidates := {∅}
Initialize: a closure set Closures := ∅
Initialize: an implication set L := ∅
1 for all k = 0, . . . , |M| do
2 for all C ∈ Candidates with |C| = k do in parallel
3 if C = CL∗ then
4 if C ̸= Cϕ then
5 L := L ∪ {C → Cϕ}
6 Closures := Closures∪ {Cϕ}
7 Candidates := Candidates∪ {Cϕ ∪ {m} | m ̸∈ Cϕ }
8 else
9 Candidates := Candidates∪ {CL∗}
10 Wait for termination of all parallel processes.
Output: the set Closures of all closures of ϕ
Output: the canonical base L of ϕ
The presented algorithmsNextClosures andNextClosuresWithBackgroundKnowledge have been
integrated into Concept Explorer FX [Kri19a]. The implementations are straightforward adap-
tations of Algorithms 2.1.3 and 2.1.7 to the programming language Java 8, and heavily use the
new Stream API and thread-safe concurrent collection classes (like ConcurrentHashMap). As
we have described before, the processing of all candidates on the current cardinality level can
be done in parallel, i.e., for each of them a separate thread is started that executes the neces-
sary operations for Lines 3–9 in Algorithms 2.1.3 and 2.1.7, respectively. Furthermore, as the
candidates on the same level cannot affect each other, no communication between the threads
is needed. More specifically, we have seen that the decision whether a candidate is an closure
or a pseudo-closure is independent of all other sets with the same or a higher cardinality.
The formal contexts used for the benchmarks3 are listed in Table 2.2.1, and are either ob-
tained from the FCA Data Repository [FCADR] ( a to d , and f to p ), randomly created ( q to
u ), or created from experimental results ( e ). For each of them we executed the implementa-
tion at least three times, and recorded the average computation times. The experiments were
performed on the following two systems:
Taurus (1 Node of Bull HPC-Cluster)
CPU: 2x Intel Xeon E5-2690 with eight cores @ 2.9GHz, RAM: 32GB
Atlas (1 Node of Megware PC-Farm)
CPU: 4x AMD Opteron 6274 with sixteen cores @ 2.2GHz, RAM: 64GB
Please note that the experiments were only conducted for the implementation of the simpler
Algorithm 2.1.7 without any background knowledge and where the closure operator is induced
by a formal context. The execution of Algorithm 2.1.3 could possibly be slower, and the concrete
slow-down depends on the size of the background knowledge S , due to the additional costs for
3The test contexts used for the experiments can be obtained from the author via email.
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2.2.2 Figure. Benchmark Results (left: Atlas, right: Taurus)
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Formal Context Objects Attributes Density
a car.cxt 1728 25 28%
b mushroom.cxt 8124 119 19%
c tic-tac-toe.cxt 958 29 34%
d wine.cxt 178 68 20%
e algorithms.cxt 2688 54 22%
f o1000a10d10.cxt 1000 10 10%
g o1000a20d10.cxt 1000 20 10%
h o1000a36d17.cxt 1000 36 16%
i o1000a49d14.cxt 1000 49 14%
j o1000a50d10.cxt 1000 50 10%
k o1000a64d12.cxt 1000 64 12%
l o1000a81d11.cxt 1000 81 11%
m o1000a100d10-001.cxt 1000 100 11%
n o1000a100d10-002.cxt 1000 100 11%
o o1000a100d10.cxt 1000 100 11%
p o2000a81d11.cxt 2000 81 11%
q 24.cxt 17 26 51%
r 35.cxt 18 24 43%
s 51.cxt 26 17 76%
t 54.cxt 20 20 48%
u 79.cxt 25 26 68%
2.2.1 Table. Formal Contexts in Benchmarks
computing closures with respect to the induced closure operator ϕS , and for computing closures
of the supremum of ϕL∗ and ϕS , respectively. However, the processing of all candidates with the
same cardinality is still independent, i.e., the same scaling behavior is to be expected whenmore
CPU cores are available and utilized, and of course if the input formal context is large enough.
The benchmark results are displayed in Figures 2.2.2 and 2.2.3. While in Figure 2.2.2 the
individual results for the test contexts are tagged by their label as defined in Table 2.2.1, no
individual labeling is done in Figure 2.2.3. However, solid lines represent large formal contexts
with more than 20 attributes and more than 100 objects, and dotted lines denote smaller for-
mal contexts. The charts have both axes logarithmically scaled, to emphasize the correlation
between the execution times and the number of available CPU cores. We can see that the
computation time is almost inverse linear proportional to the number of available CPU cores,
provided that the context is large enough, meaning there are enough candidates on each car-
dinality level for the computation to be done in parallel. However, we note that there are some
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2.2.3 Figure. Benchmark Results (red: Atlas, blue: Taurus)
cases where the computation times increase when utilizing all available CPU cores. We are cur-
rently not aware of an explanation for this exception, but we conjecture that this is due to some
technical details of the platforms or the operation systems, e.g., some background tasks that are
executed during the benchmark, or overhead caused by thread maintenance. Note that we did
not have full system access during the experiments, but could only execute tasks by scheduling
them in a batch system. Additionally, for some of the test contexts only benchmarks for a large
number of CPU cores could be performed, due to the time limitations on the test systems.
Furthermore, we have performed the same benchmark with small-sized contexts having at
most 15 attributes. The computation times were far below one second. We have noticed that
there is a certain number of available CPU cores for which there is no further increase in speed
of the algorithm. This happens when the number of candidates is smaller than that of the
available CPU cores.
Finally, we compared our two implementations of NextClosure and NextClosures when only
one CPU core is utilized. The comparison was performed on a notebook with Intel Core i7-
3720QM CPU with four cores @ 2.6GHz and 8GB RAM. The results are shown in Figures 2.2.4
and 2.2.5. We conclude that our proposed algorithm is on average as fast as NextClosure on
the test contexts. The computation time ratio is between 13 and 3, depending on the specific
context. Low or no speed-ups are expected for formal contexts where NextClosure does not have
to compute candidate closures in order to find the next, but where it can find the next intent
or pseudo-intent immediately. Those formal contexts exist and some of them have been used
in our benchmarks.
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2.2.4 Figure. Performance Comparison
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2.2.5 Figure. Performance Comparison
Please do not take the absolute computation times too seriously, as they can certainly be
lowered by utilizing other more efficient data structures, or faster programming languages. For
example, NextClosureswas reimplemented in Concept Explorer FX [Kri19a], and the new version
essentially operates on java.util.BitSets. Due to its smaller memory footprint and the faster
execution of its methods (compared to java.util.HashSet), the absolute computation times
were reduced by a factor of approximately 10.
Acknowledgments. The author gratefully thanks Bernhard Ganter for his helpful hints
on optimal formal contexts for his NextClosure algorithm. The benchmarks were performed
on servers at the Institute of Theoretical Computer Science, and the Center for Information
Services and High Performance Computing (ZIH) at TU Dresden. The author thanks them both
for their generous allocations of computer time.

3 Description Logic
This chapter provides a brief introduction to Description Logic (abbrv. DL). It is out of scope
to elaborate on the history and origins of DL—the interested reader is rather referred to a
thorough summary in [Baa+17, Chapter 1] written by distinguished experts in this field of
research. Put simply, the family of description logics is the condensed result of several attempts
to defining languages for knowledge representation and reasoning and puts these on a strongly
logical foundation.
Section 3.1 introduces two basic description logics EL and M and further explains funda-
mental notions that are also used in other description logics. Section 3.2 presents the Horn
fragment Horn-M, for which terminological axioms can be translated into Datalog and thus
has a lower data complexity than M for both instance checking and query answering. Then,
Section 3.3 defines the notion of a simulation for EL, which characterizes the semantics of
EL from another perspective. It also constitutes the foundation for the description logic ELsi
introduced in the following Section 3.4. ELsi is an extension of EL with greatest fixed-point
semantics and it is more expressive than EL, since it allows for the construction of cyclic con-
cept descriptions. In particular, results of many non-standard inference tasks can always be
expressed in ELsi but not in EL. Section 3.5 continues with defining the notion of a simulation
for the description logic M and provides separation results, i.e., it is demonstrated that some
concept constructors cannot be expressed in M. A probabilistic variant of EL is introduced
in Section 3.6, which allows for logical reasoning with probabilistic knowledge. Eventually,
Section 3.7 briefly mentions the Web Ontology Language.
The DLs M in Section 3.1 and Horn-M in Section 3.2 have been introduced by the author
in [Kri17a] and in [Kri19b; Kri19c], respectively. Furthermore, note that new results are only
contained in Sections 3.4.2 – 3.4.4 and 3.5, the other sections only cite existing basic notions
and results from the literature.
3.1 The Description Logics EL andM
In this section we shall introduce the syntax and semantics of two description logics: the
light-weight DL EL [BBL05], which has tractable reasoning problems, and further the DL M
[Kri17a], which is a large fragment of the DL SROIQ [HKS06] underlying OWL2. Note that
the name EL is an abbreviation of existential logic, while M stands for monotonicity—a prop-
erty that all concept constructors of M have as we shall see later.1 Furthermore, we describe
common reasoning problems in DLs as well as their computational complexity for the two
exemplary description logics EL andM.
1According to the default naming scheme for DLs,M equals ALQ≥N≤(Self).
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3.1.1 Syntax
Throughout the whole section assume that Σ is a signature, that is, a disjoint union of a set
ΣC of concept names, a set ΣR of role names, and a set ΣI of individual names. An M concept
description C over Σ is a term that is constructed by means of the following inductive rule,
where A ∈ ΣC and r ∈ ΣR, and n ∈N.
C ::= ⊥ (bottom concept description)
| ⊤ (top concept description)
| A (concept name)
| ¬A (negated concept name)
| C ⊓ C (conjunction)
| E≥ n. r.C (qualified at-least restriction)
| E≤ n. r (unqualified at-most restriction)
| Er. Self (existential self restriction)
| Ar.C (value restriction)
Furthermore, an EL⊥ concept description can be constructed with the inductive rule
C ::= ⊥ | ⊤ | A | C ⊓ C | Er.C
where Er.C is called existential restriction, and an EL concept description can be built with the
rule C ::= ⊤ | A | C ⊓ C | Er.C. For each description logic DL, the set of all DL concept
descriptions over Σ is denoted as DL(Σ). If C is a concept description, then the set Sub(C)
contains all subconcepts of C, i.e., all substrings of C that are well-formed concept descriptions
as well. Within this document, we stick to the default conventions and denote concept names
by letters A or B, denote concept descriptions by letters C, D, E, etc., and denote role names
by letters r, s, t, etc., each possibly with sub- or superscripts.
Example. The following is an example of an EL concept description.
Person⊓ Ehas.UniversityDegree⊓ Epublished. ScientificArticle (3.1.A)
It refers to the concept of all persons that have an university degree and have published a
scientific article. △
A concept inclusion (abbrv. CI) is an expression C ⊑ D where both the premise C as well as
the conclusion D are concept descriptions. A concept equivalence is an expression C ≡ D such
that C and D are concept descriptions, and furthermore a concept definition is a term A ≡ C
where A is a concept name and C is a concept description. A terminological box (abbrv. TBox)
is a finite set of concept inclusions, concept equivalences, and concept definitions.
Example. An example of a terminological axiom is the following concept definition.
Researcher ≡ Person⊓ Ehas.UniversityDegree⊓ Epublished. ScientificArticle (3.1.B)
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It expresses that the class of researchers is exactly the class of persons that have obtained a
university degree and further have published some scientific article. More specifically, the above
axiom defines the concept name Researcher to coincide with the concept description in (3.1.A).
A further example of a concept definition is as follows.
UniversityProfessor ≡ Person⊓ Ehas.DoctoralDegree⊓ Epublished. ScientificArticle
⊓ Eteaches.UniversityLecture⊓ Epublished.TextBook (3.1.C)
An exemplary concept inclusion is
DoctoralDegree ⊑ UniversityDegree (3.1.D)
and it states that each doctoral degree is a university degree. △
A concept assertion is a term a ⊏− C where a ∈ ΣI is an individual name and C is a concept
description, and a role assertion is a term (a, b) ⊏− r where a, b ∈ ΣI are individual names and
r ∈ ΣR is a role name. An assertional box (abbrv. ABox) is a finite set of concept assertions
and role assertions; an ABox is called simple if all concept descriptions occurring in concept
assertions are concept names.
While we have seen that terminological axioms describe the schema of the domain of interest,
i.e., knowledge that holds true for all entities, assertional axioms can be used to describe the
data, i.e., facts about certain entities.
Example. The following is an example of a concept assertion.
james ⊏− UniversityProfessor (3.1.E)
It says that the individual name james belongs to the class of university professors in (3.1.C). △
An ontology O is a union of an assertional box and a terminological box, and elements that
can occur in ontologies are also called axioms. For each axiom α, the set Sub(α) of all subcon-
cepts of α consists of all substrings of C being a well-formed concept description. We further set
Sub(O) := ⋃︁{ Sub(α) | α ∈ O } for each ontology O.
A role inclusion (abbrv. RI) is an expression r ⊑ s where r, s ∈ ΣR are role names. A relational
box (abbrv. RBox) is a finite set of role inclusions. In case a description logic allows for the usage
of these role inclusions, then its name contains the letter H, i.e., we can use role inclusions in
the description logics ELH, ELH⊥, andMH.
Informally, the role depth of a concept description is defined as the maximal number of nest-
ings of role restrictions. More formally, we can recursively define the role depth rd(C) of a
concept description C. We set 0 as the role depth of ⊥, ⊤, A, and ¬A. Concept descriptions
of the form E≤ n. r and Er. Self have role depth 1. The role depth of a conjunction C ⊓ D is
defined as the maximum of rd(C) and rd(D). Eventually, the role depth of Er.C, E≥ n. r.C,
and Ar.C is set to 1+ rd(C). For a role depth bound d ∈ N, we denote by DLd(Σ) the set of
all DL concept descriptions over Σ with a role depth not exceeding d.
We further introduce some syntactic sugar. Firstly, we allow using words of role names
within existential restrictions: if w ∈ Σ∗R and C is some concept description, then
E
w.C is a
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well-formed concept description; it is defined by Eε.C := C and Erw.C := Er. Ew.C. Secondly,
we allow conjunctions of any finite number of concept descriptions: if C is a finite set of concept
descriptions, then dC is a well-formed concept description as well; it is defined by d∅ := ⊤
and d{C1, . . . ,Cn} := C1 ⊓ . . . ⊓ Cn.
It is easy to see that each EL⊥ concept description essentially is a conjunction of atomic EL⊥
concept descriptions, where an atomic concept description is either ⊥, or ⊤, or some concept
name A, or an existential restriction Er.C. In particular, if we define Conj(C) as the set of all
atomic top-level conjuncts in an EL⊥ concept description C, then C has the form dConj(C)
(modulo associativity and commutativity of ⊓).
3.1.2 Semantics
An interpretation I := (∆I , ·I ) over Σ consists of a non-empty set ∆I of objects, called the
domain, and an extension function ·I that maps concept names A ∈ ΣC to subsets AI ⊆ ∆I ,
maps role names r ∈ ΣR to binary relations rI ⊆ ∆I × ∆I , and maps individual names a ∈ ΣI
to elements aI ∈ ∆I . Of course, we can also treat each relation rI as a function of type
∆I → ℘(∆I ) by defining rI (δ) := { ϵ | (δ, ϵ) ∈ rI }.
The active signature of an interpretation I is defined as the set ΣI that contains all
concept and role names from Σ with a non-empty extension in I , that is, we define
ΣI := { σ | σ ∈ Σ and σI ̸= ∅ }. Furthermore, we call an interpretation I finite if its
domain ∆I and its active signature ΣI are both finite.
Then, the extension function is canonically extended to all concept descriptions by the fol-
lowing recursive definitions.
⊥I := ∅
⊤I := ∆I
(¬A)I := ∆I \ AI
(C ⊓ D)I := CI ∩ DI
(
E
r.C)I := { δ | rI (δ) ∩ CI ̸= ∅ }
(
E≥ n. r.C)I := { δ | |rI (δ) ∩ CI | ≥ n }
(
E≤ n. r)I := { δ | |rI (δ)| ≤ n }
(
E
r. Self)I := { δ | (δ, δ) ∈ rI }
(
A
r.C)I := { δ | rI (δ) ⊆ CI }
A concept inclusion C ⊑ D is valid in I , written I |= C ⊑ D, if CI ⊆ DI . A concept
equivalence C ≡ D is valid in I , denoted by I |= C ≡ D, if CI = DI . A concept assertion
a ⊏− C is valid in I , symbolized by I |= a ⊏− C, if aI ∈ CI . A role assertion (a, b) ⊏− r is valid in I ,
written I |= (a, b) ⊏− r, if (aI , bI ) ∈ rI . We say that r ⊑ s is valid in I , denoted as I |= r ⊑ s, if
rI ⊆ sI holds true. We also refer to I as amodel of the axiom α if I |= α holds true. Furthermore,
I is a model of an ontology O, symbolized as I |= O, if each axiom in O is valid in I .
Example. The graph in Figure 3.1.1 shows an interpretation Iex over the signature that is
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teaches
has
δ
james
Person
UniversityProfessor
ϵ
UniversityLecture
ζ
DoctoralDegree
3.1.1 Figure. The exemplary interpretation Iex
used in the axioms in (3.1.B)–(3.1.E). For instance, the object δ of Iex is in the extension
of Person ⊓ UniversityProfessor ⊓ Eteaches.UniversityLecture, but it is not in the extension of
E
published.Textbook. Furthermore, the interpretation Iex is a model of the axiom in (3.1.E),
since the node assigned to the individual name james belongs to the set of nodes with label
UniversityProfessor. However, it is not a model of the axiom in (3.1.C), since it does not contain
a node with label DoctoralDegree that is connected to δ with an edge labeled by has. △
The entailment relation is lifted to ontologies as follows: an axiom α is entailed by an ontol-
ogy O, denoted as O |= α, if each model of O is a model of α too. An ontology O1 entails an
ontology O2, symbolized as O1 |= O2, if O1 entails each axiom in O2 or, equivalently, if each
model of O1 is also a model of O2. In case O |= C ⊑ D, we then also say that C is subsumed
by D with respect to O or, alternatively, that C is more specific than D modulo O. Two concept
descriptions C and D are equivalent with respect to some ontology O if O |= C ≡ D, and we
may alternatively say that C and D are equal moduloO. For an individual name a and a concept
description C, we say that a is an instance of C with respect to some ontology O if O |= a ⊏− C.
Example. We now collect all aforementioned axioms in (3.1.B)–(3.1.E) in the ontology Oex. It
is easily verified that Oex entails the following two axioms.
UniversityProfessor ⊑ Researcher
james ⊏− Researcher △
As a further abbreviation, let O |= C ⊑❘ D if both O |= C ⊑ D and O ̸|= C ⊒ D, and we then
say that C is strictly subsumed by D with respect to O or, alternatively, that C is strictly more
specific than D modulo O. We say that two concept descriptions C and D are incomparable with
respect to O, written O |= C ∥ D, if O ̸|= C ⊑ D as well as O ̸|= C ⊒ D holds true. In the
sequel of this document we may also write x ≤Z y instead of Z |= x ≤ y where Z is either an
interpretation or an ontology and x ≤ y is an axiom where ≤ is some suitable relation symbol,
e.g., ⊏−, ⊑, ⊑❘ , ≡, or ∥.
It is readily verified that the concept descriptions C⊓D and D⊓C are always equivalent, i.e.,
we can treat the conjunction ⊓ as a commutative operation. Furthermore, we have that C⊓ (D⊓
E) and (C⊓D)⊓ E are equivalent, which means that the conjunction ⊓ is also an associative op-
eration. Wewill sometimes say that two concept descriptionsC andD are equal moduloAC to ex-
press that we can syntactically rewrite C intoD using associativity and commutativity of ⊓. Usu-
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ally, we do not need to distinguish between concept descriptions that are equal modulo AC, and
we can thus treat (DL(Σ),⊓,⊤) as a commutative monoid in which each element is idempotent.
To justify the choice of the abbreviationM for ALQ≥N≤(Self), we remark that each of the
constructors having a concept description filler is monotonic, since the following entailment
holds true.
{C ⊑ D} |= {C ⊓ E ⊑ D ⊓ E, Ar.C ⊑ Ar.D, E≥ n. r.C ⊑ E≥ n. r.D}
Of course, we can express existential restrictions in M, since Er.C is obviously equivalent to
the quantified at-least restriction E≥ 1. r.C modulo ∅.
Reduced Forms of EL⊥ Concept Descriptions
It is not hard to find EL⊥ concept descriptions which are equivalent w.r.t. ∅, i.e., have the
same extension in all interpretations, but are not equal. For instance, consider C := A ⊓⊥ and
D :=
E
r.⊥; both concepts must always have an empty extension, and hence both are equivalent
to ⊥. It is therefore helpful for technical details to have a unique reduced form for EL⊥ concept
descriptions. According to [BM10; Küs01] an EL⊥ concept description C can be transformed
into a reduced form that is equivalent toC by exhaustive application of the reduction ruleD⊓E ↦→
D whenever D ⊑∅ E to the subconcepts of C (modulo commutativity and associativity of ⊓),
and this reduced form is uniquemodulo AC. We shall denote by reduce(C) the reduced form of C.
From the definition of syntax and semantics of EL⊥ it is immediately clear that each reduced EL⊥
concept description C is either the bottom concept description ⊥ or an EL concept description.
Example. The concept description A ⊓ Er. A ⊓ Es. (B ⊓ C) ⊓ Er. (A ⊓ C) ⊓ A has the reduced
form A ⊓ Es. (B ⊓ C) ⊓ Er. (A ⊓ C). △
The Lattice of EL⊥ Concept Descriptions
It is readily verified that, for each TBox T , the subsumption relation ⊑T constitutes a quasi-
order—a reflexive, transitive binary relation—on the set EL⊥(Σ) of all EL⊥ concept descriptions
over the signature Σ. Hence, the quotient of EL⊥(Σ) with respect to the induced equivalence
relation ≡T is a partially ordered set (abbrv. poset). In particular, this quotient consists of
equivalence classes, that are defined as
[C]T := {D | D ∈ EL⊥(Σ) and C ≡T D }
for each EL⊥ concept description C. If C ⊆ EL⊥(Σ) is a set of concept descriptions, then we
may also simply write C/T for the quotient if C w.r.t. ≡T . Furthermore, we shall denote by
MinT (C) the set of concept descriptions from C that are most specific w.r.t. T ; analogously,
MaxT (C) contains those concept descriptions from C which are most general w.r.t. T . Formally,
we define the following.
MinT (C) := {C | C ∈ C and there does not exist any D ∈ C such that D ⊑❘ T C }
MaxT (C) := {C | C ∈ C and there does not exist any D ∈ C such that C ⊑❘ T D }
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In the following we will not distinguish between the equivalence classes and their represen-
tatives, and we consider only the case T = ∅. Of course, ⊥ is the smallest element, ⊤ is the
greatest element, and the quotient set EL⊥(Σ)/∅ is also a lattice that we shall symbolize by
EL⊥(Σ). It is easy to verify that the conjunction ⊓ corresponds to the finitary infimum opera-
tion. In a description logic allowing for disjunction ⊔, it dually holds true that the disjunction ⊔
corresponds to the finitary supremum operation. Unfortunately, this does not apply to our con-
sidered description logic EL⊥. As an obvious solution, we can simply define the lattice-theoretic
notion of a supremum specifically tailored to the case of EL⊥ concept descriptions as follows.
The supremum or least common subsumer (abbrv. LCS) of two EL⊥ concept descriptions C and
D is a concept description E such that
1. C ⊑∅ E as well as D ⊑∅ E, and
2. for each EL⊥ concept description F, if C ⊑∅ F and D ⊑∅ F, then E ⊑∅ F.
Since all least common subsumers of C and D are unique up to equivalence, we may denote
a representative of the corresponding equivalence class by C ∨ D. It is well known that least
common subsumers always exist in EL⊥; in particular, the least common subsumer C ∨ D can
be computed, modulo equivalence, by means of the following recursive formula.
C ∨ D =
l
(ΣC ∩ Conj(C) ∩ Conj(D))
⊓
l
{ Er. (E ∨ F) | r ∈ ΣR, Er. E ∈ Conj(C), and Er. F ∈ Conj(D) }
Note that this formula follows from Proposition 3.4.3.
Example. For the concept descriptions A ⊓ B ⊓ Er. (A ⊓ B) ⊓ Es.C and B ⊓ C ⊓ Er. A ⊓
E
r. (B ⊓ C), the least common subsumer evaluates to B ⊓ Er. A ⊓ Er. B. △
Of course, the definition of a least common subsumer can be extended to an arbitrary number
of arguments in the obvious way, and we shall then denote the least common subsumer of a
set C of concept descriptions by ⋁︁C. We say that two concept descriptions C,D ∈ EL⊥(Σ) are
orthogonal or disjoint w.r.t. ∅, written ∅ |= C ⊥ D or C ⊥∅ D, if it holds true that C∨D ≡∅ ⊤.
It is easy to see that the equivalence ≡ is compatible with both ⊓ and ∨. In the sequel
of this document, we shall denote this bounded lattice by EL⊥(Σ) := (EL⊥(Σ),⊑∅)/≡∅,
and accordingly EL⊥d (Σ) := (EL⊥d (Σ),⊑∅)/≡∅ symbolizes the corresponding bounded lattice
of (equivalence classes of) EL⊥ concept descriptions. Note that EL⊥d (Σ) is complete if the
underlying signature Σ is finite.
3.1.3 Reasoning and Computational Complexity
So far, we have seen that DLs are suitable for knowledge representation and have introduced
syntax and semantics of two exemplary description logics that are used within this thesis.
Furthermore, we have shown that it is possible to derive other axioms from ontologies, i.e., to
infer implicit knowledge from the explicit knowledge contained in an ontology—a task called
reasoning. Apparently, this is the other major goal that DLs have been invented for. Deriving
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implicit knowledge from an ontology is, however, not the only type of inference. Another com-
mon question is whether an ontology does not contain contradictory knowledge, i.e., if it has
some model, or whether a concept description can be satisfied with respect to some ontology.
There are the following common reasoning tasks, cf. [BHS08, Section 3.2.2].
Ontology Consistency. Let O be an ontology. Is O consistent, i.e., does it have some model?
Concept Satisfiability. Let O be an ontology and consider a concept description C. Is there a
model of O in which C has a non-empty extension?
Concept Subsumption. Let O be an ontology and consider a concept inclusion C ⊑ D. Is C
subsumed by D w.r.t. O, i.e., does O entail C ⊑ D?
Instance Checking. Let O be an ontology and consider a concept assertion a ⊏− C. Is a an
instance of C w.r.t. O, i.e., does O entail a ⊏− C?
Of course, the above reasoning tasks are decision problems, i.e., the answer can either be “Yes”
or “No”, and their decidability and computational complexity has nowadays been explored for
most DLs. As a thumb rule, one can say that there is always a trade-off between expressibility
and complexity, that is, the more knowledge representation features a DL provides the more
expensive, or even undecidable, reasoning becomes. For solving a decidable reasoning problem,
one is interested in a suitable decision procedure, i.e., a sequence of instructions to be followed
for solving the problem which is
• sound, i.e., all “Yes” answers are correct, and
• complete, i.e., all “No” answers are correct, and
• terminating, i.e., an answer is given after a finite amount of time.
It is readily verified that, in a sufficiently expressive DL, the above reasoning problems are
mutually reducible to each other. For instance, O is consistent if, and only if, ⊤ is satisfiable
w.r.t. O. Furthermore, C is subsumed by D w.r.t. O if, and only if, O ∪ {a ⊏− C} entails a ⊏− D
(where a is a fresh individual name not occurring in O). As a consequence, it often suffices
to find a decision procedure for one of the problems. For instance, the well-known tableaux
algorithm [BHS08, Subsection 3.4; Baa+17, Chapter 4; HKS06] decides ontology consistency,
and thus also all other above reasoning problems. The tableaux algorithm takes as input an
ontology and then tries to construct a model, i.e., a witness for consistency.
For determining the computational complexity of reasoning problems, we need to be able to
quantify how “large” a concept description, an axiom, or an ontology is when it is used as input
for a computing device. As usual, we say that the size of some object is the length of an efficient
string encoding for that object. For our purposes, of course, we can assume that the alphabet
used for encoding contains
• all names from the signature Σ,
• the symbols used in the concept constructors, e.g., ⊤, ⊓, E, etc.,
• 0 and 1 for binary encodings of numbers, e.g., in qualified greater-than restrictions
E≥ n. r.C, and
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• the symbols from the axiom constructors, e.g., ⊑, ⊏−, etc.
For instance, the size || E≥ n. r.C|| is then defined by 1+ log2(n) + 1+ ||C||. It should now be
obvious how to recursively define the size of the other forms of concept descriptions. Further-
more, encoding a subsumption axiom C ⊑ D yields a string starting with the encoding of C
followed by the symbol ⊑ and then followed by the encoding of D, i.e., the size ||C ⊑ D|| is
defined as ||C||+ 1+ ||D||. For an instance axiom a ⊏− C, we can set ||a ⊏− C|| := 1+ 1+ ||C||.
Sizes of other types of axioms are obtained similarly. Eventually, an ontology O can be encoded
by simply concatenating the encodings of all axioms in O (possibly separated by some delim-
iter), i.e., the size of an ontology O is given as the sum of the sizes of all axioms in O (plus the
number of delimiters).
Now there are two approaches to measuring the computational complexity of the above
reasoning tasks. Beforehand, note that we often call the assertional part of an ontology the
data and the terminological part of an ontology the schema. If a question of the form O |= α ?
is to be decided, then we also call the axiom α the query.
Combined Complexity. This is the default. Necessary time and space for solving the reason-
ing problem is measured as a function in the size of the whole input. For instance, if
a ⊏−O E is to be decided, then time and space requirements are measured as a function
of ||a ⊏− E||+ ||O||.
Data Complexity. Determining data complexity is more meaningful for practical purposes, as
in most cases the size of the stored data easily outgrows the size of the schema and query.
In particular, time and space needed for solving the reasoning problem is measured as
a function in the size of the ABox only. If, e.g., a ⊏−O E is to be decided where O is the
union of an ABox A and some TBox T , then necessary time and space is only measured
as a function of ||A||.
We shall now elaborate on the computational complexity of the description logics EL, EL⊥,
andM.
It is easy to see that in the DL EL we cannot express unsatisfiability. Thus, deciding con-
sistency of an ontology as well as deciding satisfiability of a concept description w.r.t. some
ontology is trivial, since the answers to all instances of these problems are always “Yes”. In
particular, the canonical model IC,T [LW10, Definition 11], which is also cited in Section 4.3.1,
is always a witness model for the satisfiability of an EL concept description C w.r.t. some EL
TBox T . Henceforth, it is more interesting to investigate the problems of concept subsumption
and of instance checking. In [BBL05] it is shown that concept subsumption is in P. Further-
more, it is also P-hard for the following reason. The path system accessibility problem is a
well-known P-complete problem [GJ79]. A path system is a tuple (N, E, S) consisting of a set
N of nodes, an accessibility relation E ⊆ N × N × N, and a set S ⊆ N of source nodes. All
source nodes in S are accessible, and a node n is accessible if (n, p, q) ∈ E and both p and q
are accessible. The P-complete accessibility problem consists now in deciding whether a target
node t ∈ N is accessible in some path system (N, E, S). This problem can easily be LOGSpace-
reduced to the subsumption problem: t is accessible in (N, E, S) if, and only if, the EL TBox
{ Ap ⊓ Aq ⊑ An | (n, p, q) ∈ E } entails the EL concept inclusion d{ An | n ∈ S } ⊑ At.
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The upper bound for the data complexity of instance checking in EL follows immediately
from the results in [BBL05]: it is in P as well. Hardness for P in data complexity can again
be shown by a reduction of path system accessibility, see [Baa19, Proposition 7.12] (since the
used conjunctive query is an instance query) or see [Cal+13, Theorem 4.3].
Since EL is a sublogic of EL⊥, both P-hardness results also apply to EL⊥. Containment in P
of concept subsumption for combined complexity and of instance checking for data complexity
is again proven in [BBL05]. We conclude that reasoning in the description logics EL and EL⊥
is always tractable.
We now determine the combined complexity of concept subsumption and the data com-
plexity of instance checking for M. In order to be able to use existing complexity results for
other description logics, we consider the sublogic M− instead in which we disallow existen-
tial self-restrictions Er. Self. We conjecture that the results then also hold true for M. Some
further comments on this are given in Section 3.2.2. Obviously, the hardness results transfer
immediately fromM− toM.
In [BBL05] it was shown that concept subsumption for FL0 is EXP-complete. Since FL0 is
a sublogic ofM−, we conclude that concept subsumption forM− is EXP-hard. Furthermore,
sinceM− is a sublogic of SHIQ in which concept subsumption is EXP-complete [Tob01], we
conclude that concept subsumption inM− is EXP-complete.
For the following reasons, instance checking forM− is coNP-complete in data complexity.
Instance checking in SHIQ is in coNP (data complexity) [HMS05] and M− is a sublogic of
SHIQ. Furthermore, ELk f is a sublogic ofM− in which instance checking is coNP-hard (data
complexity) [KL07].
Since the description logic SHIQ used for obtaining the upper complexity bounds allows
for using role inclusions, we further conclude that the subsumption problem for M−H is
EXP-complete as well and instance checking forM−H is coNP-complete for data complexity.
However, the results only refer to worst-case complexities, that is, we need for instance not
expect that a decision procedure for deciding concept subsumption in M− always needs ex-
ponential time in the size of the input. In particular, the popular tableaux algorithms [BHS08,
Subsection 3.4; Baa+17, Chapter 4; HKS06] behave very well in practice for most ontologies.
In the prominent DL ALC, which is obtained from EL by allowing negation of arbitrary con-
cept descriptions, all of the above mentioned inference problems are decidable in exponential
time and, more specifically, these are EXP-complete [Baa+17, Chapter 5]. However, it is not
always the case that reasoning is decidable for each DL. There are examples of very expressive
DLs in which undecidable problems can be encoded as a reasoning problem, e.g., the extension
of ALC with Boolean operators on roles (∩, ∪, ¬) and composition of roles (◦), called the DL
ALC(∪,¬, ◦), is undecidable [Sch89]. Other undecidable extensions of ALC include role value
maps or concrete domains [Baa+17, Section 5.3].
3.2 The Description Logic Horn-M
A Horn description logic [Her+18; HMS07; KRH13] can be obtained from some existing DL by,
roughly speaking, disallowing any disjunctions. While Hornness decreases expressivity, it often
also significantly lowers the computational complexity of some common reasoning tasks, e.g.,
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instance checking or query answering. Reasoning procedures can then work deterministically,
i.e., reasoning by case is not required [HMS05]. These are, thus, of importance in practical
applications where computation times and costs must not be too high.
Hornness is not a new notion: Horn clauses in first order logic are disjunctions of an arbitrary
number of negated atomic formulas and at most one non-negated atomic formula. It is easy to
see that such Horn clauses have an implicative character, since ¬ϕ1 ∨ . . .∨¬ϕn ∨ψ is equivalent
to ϕ1 ∧ . . . ∧ ϕn → ψ and likewise ¬ϕ1 ∨ . . . ∨ ¬ϕn is equivalent to ϕ1 ∧ . . . ∧ ϕn → ⊥ and simi-
larly ψ is equivalent to ⊤ → ψ. A logic program is a set of Horn clauses, and a Datalog program
is a function-free logic program [Dan+01]. All commonly known Horn description logics can
be translated into Datalog—more specifically, each Horn-DL TBox T can be translated into
some Datalog program D such that, for each simple ABox A, the ontology T ∪ A is satisfiable
if, and only if, the Datalog program D ∪ A is satisfiable. For deeper insights please consider
[Her+18; HMS07; KRH13].
Note that EL and EL⊥ are already Horn DLs, i.e., both coincide with their Horn fragments.
3.2.1 Syntax and Semantics
We shall now introduce the description logic Horn-M, which is the Horn fragment of the
description logic M from Section 3.1.1. Syntax and semantics are the same as for M,
and restrictions are imposed on concept inclusions only. Generally speaking, premises
must always be EL∗ := EL⊥(Self) concept descriptions while conclusions may be arbitrary
M≤1 := ALQ≥N≤1(Self) concept descriptions, that is,M concept descriptions except that in
unqualified smaller-than restrictions E≤ n. r only the case n = 1 is allowed. More specifically,
a Horn-M concept inclusion is an expression C ⊑ D where the concept descriptions C and D are
built by means of the following inductive rules.
C := ⊥ | ⊤ | A | C ⊓ C | Er.C | Er. Self (EL∗)
D := ⊥ | ⊤ | A | ¬A | D ⊓ D | E≥ n. r.D | E≤ 1. r | Ar.D | Er. Self (M≤1)
We call a concept description E≤ 1. r a local functionality restriction. Note that the above
syntactic characterization follows easily from the results in [Her+18; HMS07; KRH13].
As it has already been pointed out in [HMS07], the following properties can be expressed in
a sufficiently strong Horn DL, e.g., in Horn-M.
Inclusion of Simple Concepts. A ⊑ B states that each individual being A is also B.
Concept Disjointness. A ⊓ B ⊑ ⊥ states that there are no individuals that are both A and B.
Domain Restrictions. Er.⊤ ⊑ A states that each individual having an r-successor must be an A.
Range Restrictions. ⊤ ⊑ Ar. A states that each individual being an r-successor must be an A.
Functionality Restrictions. ⊤ ⊑ E≤ 1. r states that each individual has at most one r-successor.
Participation Constraints. A ⊑ Er. B states that each individual that is an A has an r-successor
that is a B.
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3.2.2 Computational Complexity
We have already seen in Section 3.1.3 that concept subsumption forM− is an EXP-complete
problem for combined complexity and further that instance checking for M− is a coNP-
complete problem for data complexity. We shall now catch up on this and determine the
complexity of these two reasoning problems for Horn-M. Again we only consider Horn-M− for
the instance checking problem to be able to reuse existing results.
In [BBL05, Theorem 11] it was shown that concept subsumption is EXP-complete for the
description logic EL≤1, i.e., EL extended with local functionality restrictions E≤ 1. r. The proof
shows hardness even if the local functionality restrictions only occur in the right-hand sides of
concept inclusions, i.e., concept subsumption is EXP-hard for Horn-EL≤1. We can thus con-
clude that, since Horn-EL≤1 is a sublogic of Horn-M−, concept subsumption is also EXP-hard
for Horn-M−. Furthermore, since Horn-M− is a sublogic of M−, we conclude that concept
subsumption in Horn-M− is EXP-complete (combined complexity) as well.
As instance checking in Horn-SHIQ is in P (data complexity) [HMS05] and Horn-M− is
a sublogic of Horn-SHIQ, we conclude that the similar problem in Horn-M− is in P (data
complexity) as well. Furthermore, EL is a sublogic of Horn-M− and instance checking in EL
is P-hard (data complexity), cf. Section 3.1.3. Consequently, instance checking in Horn-M− is
P-hard as well.
We see that terminological reasoning in Horn-M− is not cheaper than in M−, but that
assertional reasoning with ontologies containing both a schema (TBox) and data (ABox) is
considerably cheaper in Horn-M− than in M− if we only take into account the size of the
ABox (data complexity), unless P = NP. It is obvious that the hardness results transfer from
Horn-M− to Horn-M. Unfortunately, the author cannot provide sharp upper bounds. A com-
ment regarding the data complexity of instance checking inM and Horn-M is as follows. If one
takes a closer look on the proofs in [HMS07], one could get the impression that it might suffice
to include the case πy(
E
R. Self,X) := R(X,X) for the translation of concept descriptions into
first-order logic. The author conjectures that this extended translation allows for obtaining the
same complexity results.
Henceforth, it makes sense to use a Horn-M TBox—or, more cautiously, some Horn-M−
TBox—as the schema for ontology-based data access (abbrv. OBDA) applications. This motivates
the development of a procedure that can learn Horn-M concept inclusions from observations
in form of an interpretation, which will be presented later in Chapter 7.
3.3 Simulations for EL
The semantics of EL and of its fixed-point extensions, some of which are described in Sec-
tion 3.4, can be characterized bymeans of so-called simulations. A short overview is given below.
A pointed interpretation is a pair (I , δ) consisting of an interpretation I and an element
δ ∈ ∆I . Now let (I , δ) and (J , ϵ) be two pointed interpretations, and assume that Γ ⊆ Σ. A
Γ-simulation from (I , δ) to (J , ϵ) is a relation S ⊆ ∆I × ∆J that satisfies (δ, ϵ) ∈ S as well as
the following conditions for all pairs (ζ, η) ∈ S.
1. For all concept names A ∈ ΓC, if ζ ∈ AI , then η ∈ AJ .
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2. For all role names r ∈ ΓR, if there is an element θ ∈ ∆I such that (ζ, θ) ∈ rI , then there
is an element ι ∈ ∆J such that (η, ι) ∈ rJ and (θ, ι) ∈ S.
We then also write S : (I , δ) ⇀∼Γ (J , ϵ), and to express the mere existence of a Γ-simulation
from (I , δ) to (J , ϵ) we may write (I , δ) ⇀∼Γ (J , ϵ). Furthermore, if Γ = Σ, then we speak of
simulations instead of Γ-simulations, and we leave out the subscript Γ, i.e., we use the symbol⇀∼
instead of⇀∼Γ. Two pointed simulations (I , δ) and (J , ϵ) are equi-similar if there is a simulation
in each direction, and we shall then write (I , δ) ↼⇀∼ (J , ϵ).
Assume that (I , δ) ⇀∼ (J , ϵ). It is easily verified by structural induction that δ ∈ CI implies
ϵ ∈ CJ for all EL⊥ concept description C, and we also say that EL⊥ concept descriptions are
preserved under simulations. In [LW10, Theorem 5] it has been shown that simulations can
be used to characterize the description logic EL. More specifically, Lutz and Wolter [LW10,
Theorem 5] state that the set of (FOL translations of) EL concept descriptions is a maximal
set of FOL formulas that is preserved under simulations and has finite minimal models, where
we say that a set L of FOL formulas has finite minimal models if, for each ϕ(x) ∈ L, there
is some finite pointed interpretation (I , δ) such that, for each ψ(x) ∈ L, it holds true that
I , {x ↦→ δ} |= ψ(x) if, and only if, Ax. (ϕ(x)→ ψ(x)) is a tautology. It is easy to see that these
finite minimal models are the canonical models IC defined below.
Simulations can be used to characterize subsumption between EL concept descriptions w.r.t.
the empty TBox. More specifically, Baader, Küsters, and Molitor [BKM98] have shown
that C ⊑∅ D holds true if, and only if, there is a simulation from (ID,D) to (IC,C). The
interpretation IC is the canonical model of C and it is defined as follows.2
∆IC := {C} ∪ {D | Er.D ∈ Sub(C) for some r ∈ ΣR }
·IC :
{︄
A ↦→ {D | A ∈ Conj(D) } for each A ∈ ΣC
r ↦→ { (D, E) | Er. E ∈ Conj(D) } for each r ∈ ΣR
As an immediate corollary, we get that an EL concept description C is more specific than
another EL concept description D modulo ∅ if, and only if,
• A ∈ Conj(D) implies A ∈ Conj(C) for each concept name A, and
• for each existential restriction Er. F ∈ Conj(D), there is an existential restriction
E
r. E ∈ Conj(C) such that E ⊑∅ F.
This yields a recursive procedure for deciding subsumption modulo ∅.
Furthermore, we can also utilize simulations to characterize the extension of an EL concept
description for some interpretation. More specifically, [BDK16, Proposition A.6] shows that
δ ∈ CI holds true if, and only if, there exists a simulation from (IC,C) to (I , δ). It follows that
CI = { δ | (IC,C) ⇀∼ (I , δ) }.
It is easy to see that ⇀∼ is a partial order relation. Furthermore, infima w.r.t. ⇀∼ always exist
and can be characterized by products. The product of interpretations I and J over the same
signature Σ is defined as the interpretation I × J consisting of the following components.
∆I×J := ∆I × ∆J
2We have IC = IC,∅ for the canonical models IC,T w.r.t. TBoxes that are cited later in Section 4.3.1.
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·I×J :
{︄
A ↦→ { (δ, ζ) | δ ∈ AI and ζ ∈ AJ } for each A ∈ ΣC
r ↦→ { ((δ, ζ), (ϵ, η)) | (δ, ϵ) ∈ rI and (ζ, η) ∈ rJ } for each r ∈ ΣR
Given two pointed interpretations (I , δ) and (J , ϵ), their product (I , δ) × (J , ϵ) is defined
as the pointed interpretation (I × J , (δ, ϵ)). Now, Lutz, Piro, and Wolter [LPW10, Ob-
servation 3] have found that the product operation × is the infimum operation in the set of
(equivalence classes of) pointed interpretations ordered by ⇀∼. It is immediate to extend the
notion of a product to an arbitrary number of (pointed) interpretations used as factors, and we
shall denote the product of a set I of (pointed) interpretations as×I.
3.4 The Description Logic ELsi
In Section 3.3 we have seen that CI = { δ | (IC,C) ⇀∼ (I , δ) } holds true for each EL concept
description C and each interpretation I . For defining a new concept constructor, the idea of
Lutz, Piro, and Wolter in [LPW10] is to replace the acyclic pointed interpretation (IC,C)
by an arbitrary, possibly cyclic, pointed interpretation that is finite. This extension yields the
more expressive description logic ELsi. Since it allows for cyclic concept descriptions, results of
non-standard reasoning tasks can often be expressed in ELsi while the same is not true for EL
that only has acyclic concept descriptions. In this section, we start with formally introducing
syntax and semantics. In Section 3.4.2, we show that there is a polynomial translation between
ELsi and ELgfp, which means that ELsi is an extension of EL with greatest fixed-point seman-
tics. Then, Section 3.4.3 explains how simulations can be utilized for reasoning in ELsi and it
further cites results on the computational complexity of common reasoning problems. Finally,
Section 3.4.4 develops an approach for computing reduced forms of ELsi concept descriptions.
3.4.1 Syntax and Semantics
The description logic ELsi extends EL by the concept constructor Esim(I , δ) where (I , δ) is a
pointed interpretation such that I is finite. The semantics of the additional concept constructor
is defined as follows: for each interpretation J and any object ϵ ∈ ∆J , it holds true that
ϵ ∈ ( Esim(I , δ))J if (I , δ) ⇀∼ (J , ϵ). As shown in [LPW10, Lemma 7], every ELsi concept
description is equivalent to a concept description of the form Esim(I , δ), and furthermore, such
an equivalent concept description can be constructed in linear time. Adding the bottom concept
description ⊥ yields the description logic EL⊥si .
For a given ELsi concept description Esim(I , δ), we define the set of its top-level conjuncts in
the following way.
Conj(
Esim(I , δ)) := { A | A ∈ ΣC and δ ∈ AI } ∪ { Er. Esim(I , ϵ) | r ∈ ΣR and (δ, ϵ) ∈ rI }
It then holds true that Esim(I , δ) is equivalent todConj( Esim(I , δ))modulo∅. Furthermore, the
set Sub( Esim(I , δ)) of subconcepts is the smallest set that contains { Esim(I , ϵ)}∪Conj( Esim(I , ϵ))
for each object ϵ that is reachable from δ on some (possibly empty) path.
The size of an ELsi concept description Esim(I , δ) is defined as || Esim(I , δ)|| := 1 + ||I||
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where the size of I is defined as
||I|| := |∆I |+∑( |σI | | σ ∈ Σ ).
It then follows that |Conj( Esim(I , δ))| ≤ ||I|| ≤ || Esim(I , δ)|| and |Sub( Esim(I , δ))| ≤ ||I||2 ≤
|| Esim(I , δ)||2.
3.4.2 A Comparison with ELgfp
We show in this section that the description logic ELsi is equi-expressive to ELgfp [Baa03b;
Dis11], which is an existing extension of EL with greatest fixed-point semantics. An ELgfp
concept description C over a signature Σ is a pair (AC, TC) consisting of a concept name AC
and a possibly cyclic EL TBox TC of concept definitions such that
• there is a set ΓC of concept names where Σ ∩ ΓC = ∅ and AC ∈ ΓC, and
• TC is formulated over the extended signature Σ ∪ ΓC and uniquely defines each concept
name in ΓC, i.e., there is exactly one concept definition A ≡ DA for each A ∈ ΓC.
Without loss of generality we assume that the sets ΓC are mutually disjoint for all ELgfp concept
descriptions.
Let C = (AC, TC) be an ELgfp concept description and consider an interpretation over Σ.
The extension of C for I is defined by means of the gfp-model of I w.r.t. TC, which we shall
introduce in the following. An interpretation J over Σ ∪ ΓC extends I if J coincides with I
on Σ. The extensions of I can be ordered: we let J1 ≤ J2 if AJ1 ⊆ AJ2 holds true for all
concept names A ∈ ΓC. We now define a mapping f on extensions of I: if J is an extension of
I , then A f (J ) := DJA for all concept names A ∈ ΓC and f (J ) coincides with J on all names
in Σ. Obviously, the mapping f is order-preserving and thus, according to Tarski’s fixed-point
theorem [Tar55], f has a greatest fixed point I∗, which is called gfp-model of I w.r.t. TC. Then,
the extension of C for I is given by CI := AI∗C . Furthermore, the fixed points of f are exactly
the models of TC, since J = f (J ) implies AJ = A f (J ) = DJA is satisfied for each A ∈ ΓC, and
vice versa AJ = DJA for each A ∈ ΓC implies that A f (J ) = DJA = AJ , i.e., f (J ) = J .
It is easy to see that every EL concept description C is equivalent to the ELgfp concept
description (A, {A ≡ C}) where A is a concept name not occurring in C.
3.4.1 Proposition. The description logics ELgfp and ELsi are polynomially equivalent.
Proof. Let Esim(I , δ) be some ELsi concept description and define the following ELgfp concept
description.
C := (Aδ, T )
where T := { Aϵ ≡
l
{ A | ϵ ∈ AI } ⊓
l
{ Er. Aζ | (ϵ, ζ) ∈ rI } | ϵ ∈ ∆I }
We show that both concept descriptions are equivalent. Consider an interpretation J . If
α ∈ ( Esim(I , δ))J , then there is a simulation S from (I , δ) to (J , α). Now [Baa02, Proposi-
tion 18; Baa03b, Proposition 6] immediately yields that α ∈ AJ ∗δ where J ∗ is the gfp-model
of J w.r.t. T , i.e., we have α ∈ CJ .
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Vice versa, let (AC, TC) be some ELgfp concept description. As explained in [Baa02, Sec-
tion 3.1], we can assume without loss of generality that TC is normalized, i.e., the fillers of exis-
tential restrictions occurring in right-hand sides of concept definitions in TC are always concept
names that are defined in TC. It is now straightforward to transform TC into an interpretation IC
such that each defined concept name AC′ corresponds to the object δC′ . If we now assume that
α ∈ (AC, TC)J holds true for some interpretation J , then [Baa02, Proposition 18; Baa03b,
Proposition 6] implies that there is a simulation from (IC, δC) to (J , α), which means that
α ∈ ( Esim(IC, δC))J . Thus, (AC, TC) is equivalent to the ELsi concept description Esim(IC, δC).
Eventually, it is easy to see that both transformations can be computed in polynomial time.
Note that, according to [Baa02], the normalization of TC can be obtained in polynomial
time.
3.4.3 Computational Complexity and Reasoning with Simulations
As shown in [LPW10, Theorem 12], all common reasoning problems in ELsi can be decided
in polynomial time. Since EL is a sublogic, we also have P-hardness for the reasoning prob-
lems. Note that the results from Section 4.3.1 can also be utilized for deciding the subsumption
problem in ELsi. We are going to show in Propositions 4.3.27 and 4.3.30 that the concept satis-
fiability problem as well as the concept subsumption problem in EL⊥si are both P-complete too.
In the sequel of this section, we shall show how simulations can be used for characterizing
subsumption in ELsi without any TBox, and we also provide some important results, like the
finite model property.
3.4.2 Proposition. Esim(I , δ) ⊑∅ Esim(J , ϵ) if, and only if, there is a simulation from (J , ϵ) to
(I , δ).
Proof. Assume that Esim(I , δ) is more specific than Esim(J , ϵ) modulo ∅. Since the reflexive
relation on ∆I is a simulation from (I , δ) to (I , δ), we have that δ ∈ ( Esim(I , δ))I holds true.
It follows that δ ∈ ( Esim(J , ϵ))I and so there exists some simulation from (J , ϵ) to (I , δ).
For the converse direction, let S be a simulation from (J , ϵ) to (I , δ). If for some interpreta-
tionK it holds true that ζ ∈ ( Esim(I , δ))K, then there is a simulation from (I , δ) to (K, ζ). Com-
posing it with S yields a simulation from (J , ϵ) to (K, ζ), implying that ζ ∈ ( Esim(J , ϵ))K.
As a direct consequence of the definition and the above proposition we obtain that the
following statements are all equivalent.
1. ϵ ∈ ( Esim(I , δ))J
2. (J , ϵ) ⇀∼ (I , δ)
3. Esim(J , ϵ) ⊒∅ Esim(I , δ)
Another immediate consequence of the above proposition is that we can easily compute least
common subsumers as follows.
3.4.3 Proposition. Esim((I , δ) × (J , ϵ)) is the least common subsumer of Esim(I , δ) and
Esim(J , ϵ).
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Proof. Note that in [LPW10, Observation 3] is has been found that the product operation × is
the infimum operation in the set of (equivalence classes of) pointed interpretations ordered by
⇀∼. Together with Proposition 3.4.2 this immediately implies the claim.
It is straightforward to generalize the above proposition to the case of finitely many ELsi
concept descriptions instead of only two. Furthermore, in EL⊥si the least common subsumer⋁︁
C of some set C of EL⊥si concept descriptions is equivalent to ⊥ modulo ∅ if, and only if,
there exists some C ∈ C such that C ≡∅ ⊥; otherwise the least common subsumer ⋁︁C can be
computed as above. As an immediate consequence we infer that ELsi(Σ) := (ELsi(Σ),⊑∅)/≡∅
as well as EL⊥si (Σ) := (EL⊥si(Σ),⊑∅)/≡∅ are lattices in which the finitary infimum operation is
the conjunction operation d and where the finitary supremum operation is the least common
subsumer operation ⋁︁.
3.4.4 Proposition. For each ELsi concept description Esim(I , δ), the following equivalence holds
true.
Esim(I , δ) ≡∅
l
{ A | δ ∈ AI } ⊓
l
{ Er. Esim(I , ϵ) | (δ, ϵ) ∈ rI }
Proof. The subsumption ⊑∅ is obvious. For the converse direction we first transform the right-
hand side into some concept description of the form Esim(J , ζ). We add ζ to the domain ∆J
as well as to the extension AJ for each concept name A where δ ∈ AI . For each (ϵ, r) with
(δ, ϵ) ∈ rI , we create a copy (I(ϵ,r), η(ϵ,r)) of (I , ϵ) such that the domains ∆I(ϵ,r) are pairwise
disjoint. We then add all these interpretations I(ϵ,r) to J , and we further add the pair (ζ, η(ϵ,r))
to rJ for each role name r where (δ, ϵ) ∈ rI . It is then easy to construct a simulation from
(I , δ) to (J , ζ), i.e., the converse subsumption ⊒∅ is satisfied as well.
Lutz, Piro, and Wolter [LPW10, Definition 28] define the nth characteristic concept de-
scription Xn(I , δ) of a pointed interpretation (I , δ) that has a finite active signature recursively
as follows.
X0(I , δ) :=
l
{ A | A ∈ ΣC and δ ∈ AI }
Xn+1(I , δ) := X0(I , δ) ⊓
l
{ Er.Xn(I , ϵ) | r ∈ ΣR and (δ, ϵ) ∈ rI }
We also call Xn(I , δ) the nth approximation of Esim(I , δ). In general, we shall denote the nth
approximation of an EL⊥si concept description C as C↾n where we additionally need to define
that ⊥↾n := ⊥ for each n ∈ N. Clearly, if C is an EL⊥ concept description with role depth d,
then C ≡∅ C↾n holds true for each n ≥ d. Alternatively, we may call an nth approximation C↾n
also a restriction of C to a role depth of n.
The approximations can also be obtained from the tree unravellings of I . Fix some object
δ ∈ ∆I . A finite path p in I starting at δ is a sequence
δ =: δ0
r1→ δ1 r2→ δ2 . . . rn→ δn
such that (δi−1, δi) ∈ rIi for each index i ∈ {1, . . . , n}. We further define the last object of p as
last(p) := δn and the length of p is length(p) := n. Then, the tree unraveling tree(I , δ) of I at δ
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is defined as the interpretation with the following components.
∆tree(I ,δ) := { p | p is a finite path in I starting at δ }
·tree(I ,δ) :
{︄
A ↦→ { p | last(p) ∈ AI } for any A ∈ ΣC
r ↦→ { (p, q) | p r→ last(q) = q } for any r ∈ ΣR
The relation { (ϵ, p) | ϵ = last(p) } is a simulation from (I , δ) to its tree unraveling
(tree(I , δ), δ), and the inverse relation is a simulation in the converse direction, showing
that the pointed interpretations (I , δ) and (tree(I , δ), δ) are equi-similar.
Furthermore, the tree unraveling tree(I , δ)↾d of I at δ restricted to depth d is the induced
subinterpretation of tree(I , δ) such that the domain only contains the finite paths in I starting
at δ with lengths not exceeding d. It is easy to see that the concept descriptions Xd(I , δ), and
Xd(tree(I , δ)↾d, δ), and
Esim(tree(I , δ)↾d, δ) are equivalent modulo ∅.
Example. Consider the interpretation I depicted below.
r
δ
The approximations of the concept description Esim(I , δ) are then the concept descriptions
Xn(I , δ) = Ern.⊤. △
Example. As another example, consider the interpretation IList shown below.
tail
head
tail
head
tail
head
δ0
ϵ0
Float
δ1
ϵ1
Float
δ2
ϵ2
Float
. . .
. . .
The finite approximations of Esim(IList, δ0) are the following concept descriptions.
X0(IList, δ0) = ⊤
X1(IList, δ0) = Ehead.Float⊓ Etail.⊤
X2(IList, δ0) = Ehead.Float⊓ Etail. ( Ehead.Float⊓ Etail.⊤)
X3(IList, δ0) = Ehead.Float⊓ Etail. ( Ehead.Float⊓ Etail. ( Ehead.Float⊓ Etail.⊤))
...
Xn+1(IList, δk) = Ehead.Float⊓ Etail.Xn(IList, δk+1) △
In [LPW10] it has been shown that ELsi has the finite model property. In particular, this
implies that the following statements hold true.
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1. If a concept description C is satisfiable w.r.t. some TBox T , then there exists a finite model
of T in which C has a non-empty extension.
2. If a concept inclusion C ⊑ D is not entailed by some TBox T , then there exists a finite
model of T that contains some counterexample against C ⊑ D.
We will see later that both statements are justified by the existence of so-called canonical models
IC,T .
3.4.5 Lemma. Fix some ELsi concept description C as well as a finite interpretation I . Then C
has a finite closure ordinal for I , i.e., there exists some number m ∈ N such that CI = (C↾m)I
holds true.
Proof. It is obvious that k ≤ ℓ implies C↾k ⊒∅ C↾ℓ. In particular, then (C↾k)I ⊇ (C↾ℓ)I
holds true. Since the domain ∆I is finite, there must exist some number m ∈ N such that
(C↾m)I = (C↾n)I for all n ≥ m. We continue with proving that (C↾m)I = CI is satisfied. The
direction ⊇ is trivial.
Assume that C has the form Esim(J , α). Furthermore, consider some object δ ∈ ∆I where
δ ∈ (C↾m)I = (Xm(J , α))I . Note that
⋂︁{ (Xn(J , α))I | n ∈ N } = (Xm(J , α))I holds true.
With analogous arguments as above we infer that, for each object β ∈ ∆J , there exists some
(finite) number mβ ∈N satisfying ⋂︁{ (Xn(J , β))I | n ∈N } = (Xmβ(J , β))I .
We now construct a simulation S : (J , α) ⇀∼ (I , δ) as follows, and its existence then justifies
that δ ∈ ( Esim(J , α))I = CI .
S := { (β, ϵ) | ϵ ∈ ⋂︂{ (Xn(J , β))I | n ∈N } }
Of course, (α, δ) ∈ S is satisfied. Now fix some pair (β, ϵ) ∈ S.
• Let β ∈ AJ . Then ϵ ∈ (X0(J , β))I ⊆ AI .
• Assume that (β,γ) ∈ rJ . We then have ϵ ∈ (Xn+1(J , β))I ⊆ ( Er.Xn(J ,γ))I for each
n ∈N, that is, for each number n ∈N, there exists some object ζn such that (ϵ, ζn) ∈ rI
and ζn ∈ (Xn(J ,γ))I . Now set ζ := ζmγ . It follows that (ϵ, ζ) ∈ rI and ζ ∈ (Xn(J ,γ))I
for each number n ∈N. We conclude that (γ, ζ) ∈ S.
3.4.6 Lemma. Let T ∪{C ⊑ D} be some ELsi TBox. Then the following statements are equivalent.
1. T entails C ⊑ D
2. T entails C ⊑ D↾n for each n ∈N
Proof. Since D ⊑∅ D↾n holds true for each n ∈N, it is obvious that the first implies the second
statement. Now assume that T does not entail C ⊑ D. Since ELsi has the finite model property,
there exists a finite model I of T containing a counterexample against C ⊑ D. Lemma 3.4.5
shows that D has a finite closure ordinal m for I . Thus, we conclude that C ⊑ D↾m is not valid
in I , which shows that T does not entail C ⊑ D↾m.
3.4.7 Lemma. Let Esim(I , δ) and Esim(J , ϵ) be ELsi concept descriptions and fix some number
d ∈N. The following statements are equivalent.
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1. Esim(I , δ) ⊑∅ Xd(J , ϵ)
2. Xd(I , δ) ⊑∅ Xd(J , ϵ)
Proof. Since Esim(I , δ) is more specific than the approximation Xd(I , δ), Statement 2 implies
Statement 1.
For the converse direction, assume that Esim(I , δ) ⊑∅ Xd(J , ϵ) is satisfied. Now note
that Xd(J , ϵ) is equivalent to Esim(tree(J , ϵ)↾d, ϵ). According to Proposition 3.4.2 there ex-
ists some simulation S from (tree(J , ϵ)↾d, ϵ) to (I , δ). Since (I , δ) and its tree unraveling
(tree(I , δ), δ) are equi-similar, we infer that also a simulation S from the bounded tree unrav-
eling (tree(J , ϵ)↾d, ϵ) to the tree unraveling (tree(I , δ), δ) exists. It is apparent that we do not
need the paths in I issuing at δ with a length exceeding d, i.e., S must be a simulation from
(tree(J , ϵ)↾d, ϵ) to (tree(I , δ)↾d, δ) as well. We conclude that
Xd(I , δ) ≡∅ Esim(tree(I , δ)↾d, δ) ⊑∅
Esim(tree(J , ϵ)↾d, ϵ) ≡∅ Xd(J , ϵ).
3.4.8 Proposition. Let Esim(I , δ) and Esim(J , ϵ) be ELsi concept descriptions. The following
statements are equivalent.
1. Esim(I , δ) ⊑∅ Esim(J , ϵ)
2. Esim(I , δ) ⊑∅ Xd(J , ϵ) for each number d ∈N
3. Xd(I , δ) ⊑∅ Xd(J , ϵ) for each number d ∈N
Proof. The equivalence of Statements 1 and 2 follows from Lemma 3.4.6, and further
Lemma 3.4.7 implies that Statements 1 and 2 are equivalent.
3.4.9 Definition. Let C be a set of ELsi concept descriptions. We say that an ELsi concept
description D is the infimum or greatest common subsumee of C if it satisfies the following
conditions.
1. D ⊑∅ C for each C ∈ C.
2. If E is some EL⊥si concept description such that E ⊑∅ C for each C ∈ C, then E ⊑∅ D.
Clearly, all infima of C are equivalent modulo ∅, and so we denote the infimum as ⋀︁C. If
now ( Cn | n ∈ N ) is some decreasing sequence of EL⊥si concept descriptions, then its limit
limn→∞ Cn is defined as the infimum of {Cn | n ∈N }. Clearly, if such a sequence is ultimately
constant modulo ∅, i.e., if there is some index k such that Ck ≡∅ Ck+1 ≡∅ Ck+2 ≡∅ . . . holds
true, then the limit must be Ck. △
It is easy to see that, for each finite set C, the infimum ⋀︁C is equivalent to the conjunctiond
C modulo ∅.
3.4.10 Proposition. Each ELsi concept description Esim(I , δ) is the infimum of all its approxima-
tions Xd(I , δ), that is, the following holds true.⋀︂{Xd(I , δ) | d ∈N } ≡∅ Esim(I , δ)
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Proof. Since Esim(I , δ) ⊑∅ Esim(I , δ) is satisfied, Proposition 3.4.8 implies that Esim(I , δ) ⊑∅
Xd(I , δ) holds true for each number d ∈ N. Now consider some ELsi concept description
Esim(J , ϵ) such that Esim(J , ϵ) ⊑∅ Xd(I , δ) for each d ∈ N. Then Proposition 3.4.8 yields
that Esim(J , ϵ) ⊑∅ Esim(I , δ). Eventually, we conclude that Esim(I , δ) is indeed the limit of the
sequence of its approximations Xd(I , δ).
3.4.4 Reduced Forms of Interpretations
We have seen before that each EL concept description can be reduced by applications of the
rule C ⊓ D ↦→ C whenever C ⊑∅ D to its subconcepts. In the sequel of this section we are
going to develop tools for reducing ELsi concept descriptions. Since each ELsi concept descrip-
tion can be transformed in linear time into the form Esim(I , δ), it suffices to find means for
transforming such a pointed interpretation (I , δ) into an equi-similar, but “smaller” pointed
interpretation. We shall split such a reduction process into three steps. At first, the domain
is reduced by identifying equi-similar objects. Then, we utilize an existing approach [ET13;
EPT15] for minimizing the number of role edges in the interpretation’s graph. Eventually, we
delete anything outside the connected component of δ.
Domain-Reduced Interpretations
3.4.11 Definition. Let I be a finite interpretation. We define the equivalence relation ∼I on
∆I by δ ∼I ϵ if (I , δ) ↼⇀∼ (I , ϵ). Then, the domain reduction of I is defined as the interpretation
I∗ that has the following components.
∆I∗ := ∆I/∼I
·I∗ :
⎧⎨⎩A ↦→ { [δ] |
Esim(I , δ) ⊑∅ A } for any A ∈ ΣC
r ↦→ { ([δ], [ϵ]) | Esim(I , δ) ⊑∅ Er. Esim(I , ϵ) } for any r ∈ ΣR
Furthermore, I is domain-reduced if δ ∼I ϵ implies δ = ϵ for any objects δ, ϵ ∈ ∆I . △
The next proposition shows that we do not have to distinguish between an interpretation I
and its domain reduction I∗.
3.4.12 Proposition. Let I be a finite interpretation. Then, the following statements hold true.
1. (I , δ) ↼⇀∼ (I∗, [δ]) for each object δ ∈ ∆I
2. I |= C ⊑ D if, and only if, I∗ |= C ⊑ D for any concept descriptions C and D
Proof. Firstly, we shall show that the relation
S := { (ϵ, [ϵ]) | ϵ ∈ ∆I }
is a simulation from (I , δ) to (I∗, [δ]). Of course, it holds true that (δ, [δ]) ∈ S. Now consider
some pair (ϵ, [ϵ]) ∈ S.
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• If ϵ ∈ AI for a concept name A ∈ ΣC, then we infer that Esim(I , ϵ) ⊑∅ A and, thus, that
[ϵ] ∈ AI∗ .
• Furthermore, assume that (ϵ, ζ) ∈ rI for some role name r ∈ ΣR. Since ζ ∈ ( Esim(I , ζ))I
is satisfied, we infer that ϵ ∈ ( Er. Esim(I , ζ))I or, equivalently, that Esim(I , ϵ) ⊑∅
E
r.
Esim(I , ζ). We conclude that ([ϵ], [ζ]) ∈ rI∗ . By its very definition, S contains (ζ, [ζ]).
Secondly, we prove that, vice versa, the relation
T := { ([ϵ], ζ) | Esim(I , ζ) ⊑∅ Esim(I , ϵ) }
is a simulation in the converse direction. It is obvious that ([δ], δ) ∈ T is satisfied. Let
([ϵ], ζ) ∈ T, i.e., Esim(I , ζ) ⊑∅ Esim(I , ϵ) holds true.
• If [ϵ] ∈ AI∗ , then Esim(I , ϵ) ⊑∅ A. We infer that Esim(I , ζ) ⊑∅ A, and so it follows that
ζ ∈ AI .
• If ([ϵ], [η]) ∈ rI∗ , then it follows that Esim(I , ϵ) ⊑∅ Er. Esim(I , η). We further infer that
Esim(I , ζ) ⊑∅ Er. Esim(I , η), that is, ζ ∈ ( Er. Esim(I , η))I . Consequently, there is some
object θ ∈ ( Esim(I , η))I such that (ζ, θ) ∈ rI . It follows that Esim(I , θ) ⊑∅ Esim(I , η),
which means that ([η], θ) ∈ T.
Thus, Statement 1 holds true. Eventually, it is apparent that Statement 2 is a consequence of
Statement 1.
Successor-Reduced Interpretations
The following notion has been defined by Ecke and Turhan [ET13, Definition 7] and Ecke,
Peñaloza, and Turhan [EPT15, Definition 5.4] under the name normal form. However, we
shall choose another.
3.4.13 Definition. (Reformulation of [EPT15, Definition 5.4]) Let I be an interpretation.
Then, I is successor-reduced if there does not exist an object δ ∈ ∆I that has distinct succes-
sors ϵ, ζ ∈ ∆I , i.e., ϵ ̸= ζ, which satisfy {(δ, ϵ), (δ, ζ)} ⊆ rI for some role name ΣR and
(I , ϵ) ⇀∼ (I , ζ). △
Clearly, each interpretation I can be transformed into an equi-similar successor-reduced
interpretation by exhaustively applying the following rule. Furthermore, we call any interpre-
tation that results from exhaustive application of this rule also a successor reduction of I .
Successor-Reduce-Rule Choose an object δ ∈ ∆I as well as a role name r ∈ ΣR. If there are
distinct r-successors ϵ, ζ ∈ ∆I , i.e., ϵ ̸= ζ as well as {(δ, ϵ), (δ, ζ)} ⊆ rI , that satisfy
(I , ϵ) ⇀∼ (I , ζ), then define the interpretation J := I , but where rJ := rI \ {(δ, ϵ)}, and
return J ; otherwise the rule is not applicable for the specific choice of δ and r.
3.4.14 Lemma. (Reformulation of [ET13, Lemma 8]) Let (I , δ) and (J , ϵ) be pointed inter-
pretations such that I ′ is a successor-reduced form of I and J ′ is a successor-reduced form of J .
Then, the following statements hold true.
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1. (I , δ) ⇀∼ (J , ϵ) implies (I ′, δ) ⇀∼ (J ′, ϵ)
2. If (I ′, δ) ↼⇀∼ (J ′, ϵ) and (δ, ζ) ∈ rI ′ , then there exists a unique η ∈ ∆J ′ such that
(I ′, ζ) ↼⇀∼ (J ′, η) and (ϵ, η) ∈ rJ ′ . □
3.4.15 Lemma. Let (I ′, [δ]) be the successor reduction of the domain reduction of (I , δ). Then,
the following relation S is a simulation from (I ′, [δ]) to (I , δ).
S := { ([ϵ], ϵ) | [ϵ] ∈ ∆I ′ }
Proof. By definition we have that ([δ], δ) is in S. Now fix some arbitrary pair ([ϵ], ϵ) in S.
• If [ϵ] ∈ AI ′ , then Esim(I , ϵ) ⊑∅ A holds true by definition of the domain reduction. We
conclude that ϵ ∈ AI .
• Let ([ϵ], [ζ]) ∈ rI ′ , that is, we have Esim(I , ϵ) ⊑∅ Er. Esim(I , ζ). We conclude that
ϵ is an element of the extension ( Er. Esim(I , ζ))I , and so there is some object η such
that (ϵ, η) ∈ rI and η ∈ ( Esim(I , ζ))I . Of course, the latter statement is equivalent to
(I , ζ) ⇀∼ (I , η). Proposition 3.4.12 further implies that (I∗, [ζ]) ⇀∼ (I∗, [η]).
Now (ϵ, η) ∈ rI implies that Esim(I , ϵ) ⊑∅ Er. Esim(I , η) is satisfied, which means that
([ϵ], [η]) ∈ rI∗ . Since I ′ is the successor reduction of I∗, we conclude that [ζ] = [η].
Connected Interpretations
We call a pointed interpretation (I , δ) connected if each object ϵ ∈ ∆I is reachable from δ.
It is obvious that, for each pointed interpretation (I , δ), there exists a pointed interpretation
(J , δ) which is connected and equi-similar to (I , δ). Such a (J , δ) can simply be obtained by
removing all objects not reachable from δ, and is called connected component of (I , δ).
Reduced Interpretations
Combining all three notions leads us to the following. A pointed interpretation (I , δ) is reduced
if it is domain-reduced, successor-reduced, and connected.
3.4.16 Lemma. Each pointed interpretation (I , δ) can be transformed into a reduced pointed
interpretation by means of the following procedure.
1. Firstly, construct the domain reduction (Id, δd) of (I , δ).
2. Secondly, construct the successor reduction (Is, δs) of (Id, δd).
3. Thirdly, construct the connected component (Ic, δc) of (Is, δs).
4. Eventually, return (Ic, δc).
Proof. Let (J , ϵ) be the result of applying the above procedure to some pointed interpretation
(I , δ). It is easy to see that (J , ϵ) is successor-reduced and connected. It remains to show
that (J , ϵ) is domain-reduced. For this purpose, fix two objects η, θ ∈ ∆J where η ̸= θ. In
particular, both η and θ are contained in the domain of Id and it follows that (Id, η) ̸↼⇀∼ (Id, θ),
since Id is domain-reduced. We further know that (Id, η) ↼⇀∼ (Is, η) ↼⇀∼ (Ic, η) = (J , η) and
similarly for θ. Thus, it must as well hold true that (J , η) ̸↼⇀∼ (J , θ).
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Note that a homomorphism from (I , δ) to (J , ϵ) is a left-total, functional3 simulation from
(I , δ) to (J , ϵ). In particular, such a homomorphism satisfies the following conditions.
1. ϕ(δ) = ϵ
2. ζ ∈ AI implies ϕ(ζ) ∈ AJ for any concept name A ∈ ΣC.
3. (ζ, η) ∈ rI implies (ϕ(ζ), ϕ(η)) ∈ rJ for each role name r ∈ ΣR.
An isomorphism between (I , δ) and (J , ϵ) is a bijective homomorphism from (I , δ) to (J , ϵ)
such that its inverse is a homomorphism in the converse direction.
3.4.17 Proposition. Let (I , δ) and (J , ϵ) be reduced pointed interpretations. If (I , δ) and (J , ϵ)
are equi-similar, then there exists an isomorphism between (I , δ) and (J , ϵ).
Proof. We define a mapping ϕ : ∆I → ∆J inductively. Initially, set ϕ(δ) := ϵ. If ϕ(δ1) = ϵ1 has
been defined and (δ1, δ2) ∈ rI , then according to Lemma 3.4.14 there exists a unique ϵ2 ∈ ∆J
such that (I , δ2) ↼⇀∼ (J , ϵ2) and (ϵ1, ϵ2) ∈ rJ . Now set ϕ(δ2) := ϵ2.
ϕ is well-defined for the following reasons. Assume that ϕ(δ1) = ϵ1 has been defined,
(δ1, δ2) ∈ rI ∩ sI , and that there are objects ϵ2, ϵ′2 ∈ ∆J such that (ϵ1, ϵ2) ∈ rJ , (ϵ1, ϵ′2) ∈ sJ ,
(I , δ2) ↼⇀∼ (J , ϵ2), and (I , δ2) ↼⇀∼ (J , ϵ′2). It then follows that (J , ϵ2) ↼⇀∼ (J , ϵ′2), and since J is
domain-reduced we conclude that ϵ2 = ϵ′2. This shows that ϕ(δ2) = ϵ2 is well-defined.
We proceed with demonstrating that ϕ is a homomorphism. By construction, (I , δ1) ↼⇀∼
(J , ϕ(δ1)) holds true for all objects δ1 ∈ ∆I . Of course, δ1 ∈ AI immediately implies ϕ(δ1) ∈
AJ . Further assume that (δ1, δ2) ∈ rI . By definition, it then follows that (ϕ(δ1), ϕ(δ2)) ∈ rJ .
Let ϕ(δ1) = ϕ(δ2). It follows that (I , δ1) ↼⇀∼ (J , ϕ(δ1)) = (J , ϕ(δ2)) ↼⇀∼ (I , δ2), which yields
that δ1 = δ2, since I is domain-reduced. We conclude that ϕ is injective.
Now we show that ϕ is surjective. Since (J , ϵ) is connected, we can reach every object in
∆J by a path issuing from ϵ. Let ϵ r1→ ϵ1 r2→ ϵ2 r3→ . . . rn→ ϵn be an arbitrary path in J . Then,
[ET13, Lemma 8] yields the existence of a unique path δ r1→ δ1 r2→ δ2 r3→ . . . rn→ δn such that
(I , δi) ↼⇀∼ (J , ϵi) for all indexes i ∈ {1, . . . , n}. By definition of ϕ, we then have the path
ϕ(δ)
r1→ ϕ(δ1) r2→ ϕ(δ2) r3→ . . . rn→ ϕ(δn) in J , and further it holds true that (I , δi) ↼⇀∼ (J , ϕ(δi))
for all i ∈ {1, . . . , n}. We infer that (J , ϵi) ↼⇀∼ (J , ϕ(δi)), and thus ϵi = ϕ(δi) for all i.
It remains to show that the inverse of ϕ is a homomorphism as well. By construction, we
have that (I , ϕ−1(ϵ1)) ↼⇀∼ (J , ϵ1) is satisfied for all objects ϵ1 ∈ ∆J . Hence, ϵ1 ∈ AJ im-
plies ϕ−1(ϵ1) ∈ AI . Furthermore, if (ϵ1, ϵ2) ∈ rJ , then there is a unique δ2 ∈ ∆I such that
(ϕ−1(ϵ1), δ2) ∈ rI and (I , δ2) ↼⇀∼ (J , ϵ2). Since I is successor-reduced, we conclude that
ϕ−1(ϵ2) = δ2.
Since it holds true that any pointed interpretation (I , δ) is equi-similar to each of its re-
duced forms, we infer by means of Proposition 3.4.17 that all reduced forms of (I , δ) must be
isomorphic. Consequently, we do not need to distinguish between them, and may symbolize
one arbitrary reduced form as reduce(I , δ). Furthermore, the next proposition shows that this
reduced form can be computed in polynomial time.
3A relation R ⊆ X × Y is left-total and functional if, for each element x ∈ X, there is exactly one element y ∈ Y
with (x, y) ∈ R. We then also write R : X → Y to indicate that R is left-total and functional, and further we
write R(x) = y instead of (x, y) ∈ R.
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3.4.18 Proposition. The reduced form reduce(I , δ) of some pointed interpretation (I , δ) can be
computed in time polynomial in ||I||.
Proof. We start with considering the task of computing the domain reduction (Id, δd) of (I , δ).
Its domain is obtained by factorizing the domain of I with respect to the equivalence relation
∼I . Since checking the existence of a simulation can be done in polynomial time, and only
polynomially many such checks whether δ ∼I ϵ for all δ, ϵ ∈ ∆I are necessary, we infer that the
domain ∆Id can be obtained in polynomial time. Since reasoning in ELsi has polynomial time
complexity [LPW10, Theorem 12], it follows that all extensions can be computed in polynomial
time as well. Since (I , δ) is finite, there are at most ||I|| non-empty extensions in Id, i.e., which
need to be computed.
As next step we investigate the required time for constructing the successor reduction (Is, δs)
from the domain reduction (Id, δd). Clearly, the number of choices (δ, ϵ, ζ, r) for applying the
Successor-Reduce-Rule is polynomial in the size ||I||. For each such choice, we need to check
whether ϵ ̸= ζ and {(δ, ϵ), (δ, ζ)} ⊆ rI , which can be done in polynomial time. (The concrete
time complexity depends on the data structure that is used to store and represent the inter-
pretation I .) Furthermore, it is well known that deciding the existence of a simulation can be
made in polynomial time as well. Summing up, we conclude that computing (Is, δs) needs time
polynomial in ||I||.
Eventually, for computing the connected reduction (Ic, δc) of (Is, δs), we have to determine
which objects are reachable from δs. Since the Floyd-Warshall algorithm solves this task in
polynomial time—more specifically, it can compute the transitive closure E+ of a finite directed
graph (V, E) in time O(|V|3) and in space O(|V|2)—it is immediate to conclude that (Ic, δc)
can be constructed in polynomial time as well.
Of course, we can utilize the above approach for reducing interpretations for defining a
reduced form of ELsi concept descriptions: we call Esim(reduce(I , δ)) the reduced form of
Esim(I , δ). Both concept descriptions are then equivalent modulo ∅. Furthermore, the reduced
form can be computed in polynomial time and is unique modulo renaming of objects. Obvi-
ously, Proposition 3.4.17 implies that there cannot exist a reduced pointed interpretation that
is equi-similar to (I , δ) but has a smaller domain than reduce(I , δ).
3.5 Simulations forM
We have already seen that the description logic EL can be characterized by means of simula-
tions and the existence of finite minimal models. More specifically, [LPW10, Theorem 5] shows
that the set of (FOL translations of) EL concept descriptions is a maximal set of FOL formulas
that is preserved under simulations and has finite minimal models. The goal of this section
now is to also find a suitable characterization for the more expressive description logicM. In
particular, we define a notion of simulation specifically tailored to M and then show that the
set of (FOL translations) of M concept descriptions is a maximal set of FOL formulas that is
preserved under M simulations. Note that the technique of proving preservation under the
new notion of simulation is strongly influenced by Kurtonina and de Rijke [Kd99].
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As pointed out earlier, the extension rI of a role name r can also be treated as a function
rI : ∆I → ℘(∆I ) such that rI (x) ∋ y if, and only if, (x, y) ∈ rI . In case y ∈ rI (x) we call
y an r-successor of x in I . Furthermore, for each subset X ⊆ ∆I we denote by rI (X) the set
of all r-successors of elements in X, i.e., we set rI (X) := ⋃︁{ rI (x) | x ∈ X }. The following
quantified successor sets are now defined.
SuccI (X,
E≥ n. r) := {Y | Y ⊆ rI (X) and Ax ∈ X : |rI (x) ∩Y| ≥ n }
SuccI (X,
A
r) := {Y | Y ⊆ rI (X) and Ax ∈ X : rI (x) ⊆ Y }.
It is readily verified that SuccI (X,
A
r) = {rI (X)} always holds true.
3.5.1 Definition. Let I and J be interpretations over the same signature Σ. Then an M
simulation from I to J is a relation S ⊆ ℘(∆I )×℘(∆J ) such that, for all pairs (X,Y) ∈ S,
the following conditions are satisfied.
S1. X ⊆ AI implies Y ⊆ AJ for each concept name A ∈ ΣC.
S2. X ∩ AI = ∅ implies Y ∩ AJ = ∅ for each concept name A ∈ ΣC.
S3. For all positive natural numbers n ∈ N+ and for all role names r ∈ ΣR, if
X′ ∈ SuccI (X, E≥ n. r), then there is a subset Y′ ⊆ ∆J such that (X′,Y′) ∈ S and
Y′ ∈ SuccJ (Y, E≥ n. r).
S4. For all natural numbers n ∈ N and for all role names r ∈ ΣR, if it holds true that
|rI (x)| ≤ n for all x ∈ X, then it also holds true that |rJ (y)| ≤ n for all y ∈ Y.
S5. For all role names r ∈ ΣR, if X′ ∈ SuccI (X, Ar), then there is a subset Y′ ⊆ ∆J such that
(X′,Y′) ∈ S and Y′ ∈ SuccJ (Y, Ar).
Alternative formulation: For all role names r ∈ ΣR, it holds true that (rI (X), rJ (Y)) ∈ S.
S6. For all role names r ∈ ΣR, if (x, x) ∈ rI for all x ∈ X, then (y, y) ∈ rJ for all y ∈ Y.
We shall denote by S : I ⇀∼ J the fact that S is anM simulation from I to J . Furthermore,
we say that S is an M simulation from (I ,X) to (J ,Y), symbolized by S : (I ,X) ⇀∼ (J ,Y),
if S is an M simulation from I to J such that (X,Y) ∈ S. In case only the existence of a
simulation shall be expressed, then we may use the notations I ⇀∼ J as well as (I ,X) ⇀∼ (J ,Y)
with their obvious meanings. △
3.5.2 Theorem. Let Σ be a signature, and consider a FOL formula ϕ(x) over Σ with one free
variable x. Then the following statements are equivalent.
1. ϕ is equivalent to (the FOL translation of) an M concept description, i.e., there is an M
concept description C over Σ such that Ax. (ϕ(x)↔ C#(x)) is a tautology.4
2. ϕ is preserved under M simulations, i.e., if S : (I ,X) ⇀∼ (J ,Y) is an M simulation and
X ⊆ ϕI , then Y ⊆ ϕJ .5
4We denote by C# the translation of anM concept description C into a FOL formula.
5We define ϕI := { δ ∈ ∆I | I , {x ↦→ δ} |= ϕ } for each FOL formula ϕ(x) with one free variable x and each
interpretation I .
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Proof. It is a finger exercise to prove by structural induction on C that Statement 1 implies
Statement 2. We now turn our attention to the more difficult part of demonstrating that State-
ment 2 holds true only if Statement 1 holds true. Hence, assume that ϕ(x) is a FOL formula
over Σ which has one free variable x and is preserved underM simulations. Define
ConM(ϕ) := {C# | C ∈ M(Σ) and ϕ |= C# }
as the set of all FOL translations of M concept descriptions which are entailed by ϕ. Our
objective is to show that ConM(ϕ) |= ϕ, since then we can conclude by compactness of FOL
that there is a finite subset Fϕ ⊆ ConM(ϕ) with Fϕ |= ϕ, and thus ϕ is equivalent to the M
concept description
Cϕ :=
l
{C | C# ∈ Fϕ }.
Let I be an interpretation and δ ∈ ∆I such that I , {x ↦→ δ} |= ConM(ϕ). We are going to
show that I , {x ↦→ δ} |= ϕ. For this purpose define
Mδ := {C | C ∈ M(Σ) and δ ̸∈ CI }.
For each C ∈ Mδ, since it holds true that C# cannot be a consequence of ϕ, i.e., C# ̸∈ ConM(ϕ),
we conclude that the set {ϕ,¬C#} is consistent. Consequently, for each C ∈ Mδ, there is a
pointed interpretation (JC, δC) such that δC ∈ ϕJC ∩ (¬C)JC . Now let
J := ⨄︂{ JC | C ∈ Mδ }
be the disjoint union of all these interpretations, and let κ be an infinite cardinal greater than
|N× ∆I |. By [CK90] there is a κ-saturated elementary extension I∗ of I , i.e., in particular
then for all M concept descriptions D over Σ and for all δ ∈ ∆I , the statements δ ∈ DI and
δ ∈ DI∗ are equivalent. Let S ⊆ ℘(∆J )×℘(∆I∗) be defined as follows.
S := { (X,Y) | X ⊆ DJ implies Y ⊆ DI∗ for each D ∈ M(Σ) }
We demonstrate that S is anM simulation. So consider an arbitrary pair (X,Y) ∈ S.
S1. Since each concept name A ∈ ΣC is an M concept description, X ⊆ AJ ⇒ Y ⊆ AI∗
holds by the very definition of S.
S2. For each concept name A ∈ ΣC, its primitive negation ¬A is anM concept description,
and so the definition of S immediately yields that X ⊆ (¬A)J implies Y ⊆ (¬A)I∗ .
S3. Let X′ ∈ SuccJ (X, E≥ n. r) for an n ∈ N+ and an r ∈ ΣR, i.e., |rJ (x) ∩ X′| ≥ n
for all x ∈ X, and X′ ⊆ rI (X). Define D := { D | D ∈ M(Σ) and X′ ⊆ DJ },
and let Φ be the following set of FOL formulas the free variables of which are in
Var(Φ) := { xyi | i ∈ {1, . . . , n} and y ∈ Y }.
Φ := { xyi ̸= xyj | i, j ∈ {1, . . . , n}, i < j, and y ∈ Y }
∪ {D#(xyi ) | D ∈ D, i ∈ {1, . . . , n}, and y ∈ Y }
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∪ { r(y, xyi ) | i ∈ {1, . . . , n} and y ∈ Y }
Then Φ is finitely satisfiable in I∗ for the following reasons. First, each finite subset
Ψ ⊆ Φ is contained in a finite subset ΨZ,F of Φ which has the form
ΨZ,F := { xyi ̸= xyj | i, j ∈ {1, . . . , n}, i < j, and y ∈ Z }
∪ {D#(xyi ) | D ∈ F , i ∈ {1, . . . , n}, and y ∈ Z }
∪ { r(y, xyi ) | i ∈ {1, . . . , n} and y ∈ Z }
for some finite subset Z ⊆ Y and some finite subset F ⊆ D. Second, each such finite sub-
set ΨZ,F ⊆ Φ is satisfiable. X′ ⊆ (
dF )J implies X ⊆ ( E≥ n. r.dF )J , and so (X,Y) ∈
S yields Y ⊆ ( E≥ n. r.dF )I∗ . In particular, (dF )I∗ ∩ rI∗(Y) ∈ SuccI∗(Y, E≥ n. r),
and as Z ⊆ Y holds true we also know that (dF )I∗ ∩ rI∗(Z) ∈ SuccI∗(Z, E≥ n. r),
i.e., there is a set { dy1, . . . , dyn | y ∈ Z } ⊆ ∆I
∗ such that, for each y ∈ Z, the set
{dy1, . . . , dyn} only contains pairwise distinct elements, { (y, dyi ) | i ∈ {1, . . . , n} } ⊆ rI
∗ ,
and { dyi | i ∈ {1, . . . , n} } ⊆ (
dF )I∗ . As a corollary we have that
I∗, { xyi ↦→ dyi | i ∈ {1, . . . , n} and y ∈ Z } |= ΨZ,F ,
i.e., ΨZ,F is satisfiable in I∗.
Since I∗ is κ-saturated, and |Var(Φ)| < κ as well as |Y| < κ, it follows that Φ is satisfiable
in I∗. Let hence Z : Var(Φ) → ∆I∗ be a variable assignment such that I∗,Z |= Φ, i.e.,
for all y ∈ Y, for all i, j, k ∈ {1, . . . , n} with j < k, and for all D ∈ D, it holds true that
Z(xyi ) ∈ ∆I
∗
,
Z(xyj ) ̸= Z(xyk),
Z(xyi ) ∈ DI
∗
,
and (y,Z(xyi )) ∈ rI
∗
.
If we set Y′ := { Z(x) | x ∈ Var(Φ) }, then (X′,Y′) ∈ S and Y′ ∈ SuccI∗(Y, E≥ n. r).
S4. For each natural number n ∈ N and for each role name r ∈ ΣR, the term E≤ n. r is an
M concept description. Consequently, X ⊆ ( E≤ n. r)J implies Y ⊆ ( E≤ n. r)I∗ .
S5. Let r ∈ ΣR be a role name. If C ∈ M(Σ) with rJ (X) ⊆ CJ , then X ⊆ ( Ar.C)J ,
and so Y ⊆ ( Ar.C)I∗ , i.e., rI∗(Y) ⊆ CI∗ . Of course, this immediately shows that
(rJ (X), rI∗(Y)) ∈ S.
S6. Of course, Er. Self is an M concept description for every role name r ∈ ΣR. Hence,
X ⊆ ( Er. Self)J only if Y ⊆ ( Er. Self)I∗ .
In summary, we have so far proven that S is anM simulation from J to I∗. We can now con-
clude that ({ δC | C ∈ Mδ }, {δ}) ∈ S is satisfied for the following reasons. If D is anM concept
description over Σ such that { δC | C ∈ Mδ } ⊆ DJ , then it follows that D ̸∈ Mδ. To see this, as-
sume to the contrary that D ∈ Mδ, which implies δD ̸∈ DJD and δD ∈ DJ . It is readily verified
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that the reflexive relation on ℘(∆JD) is anM simulation from (J , {δD}) to (JD, {δD}). Con-
sequently, δD ̸∈ DJD implies δD ̸∈ DJ .  By definition of Mδ, we have that D ̸∈ Mδ implies
δ ∈ DI , and so we conclude that δ ∈ DI∗ holds true as I∗ is an elementary extension of I .
Fix some C ∈ Mδ, then δC ∈ ϕJC is satisfied. Since ϕ is preserved underM simulations and
the reflexive relation on ℘(∆JC) is an M simulation from (JC, {δC}) to (J , {δC}), we infer
that δC ∈ ϕJC implies δC ∈ ϕJ . As a consequence, we obtain { δC | C ∈ Mδ } ⊆ ϕJ . From the
result in the last paragraph we infer that δ ∈ ϕI∗ . As I∗ is an elementary extension of I and
δ ∈ ∆I , we eventually conclude that δ ∈ ϕI holds true, i.e., I , {x ↦→ δ} |= ϕ.
We have seen that the set ofM concept descriptions can be exactly characterized by preser-
vation underM simulations. This fact is now used to separateM from other description logics,
i.e., we show that some extensions ofM with further concept constructors are more expressive
than M. We do this by specifying a pair of interpretations between which there exists an M
simulationS and then show that there is one concept description C in the extensionMY ofM
that is not preserved under the particularM simulationS. Of course, this then implies that the
considered MY concept description C cannot be equivalent to some M concept description,
i.e., the extensionMY is more expressive thanM.
We first consider the concept constructor disjunction, i.e., for concept descriptions C and D
also C ⊔ D is a concept description, and it has the semantics
(C ⊔ D)I := CI ∪ DI .
3.5.3 Proposition. The description logicMU , i.e.,M extended with disjunctions, is more expres-
sive thanM.
Proof. We show that A⊔ B is not expressible inM. Therefore, consider the two interpretations
I1 and I2 depicted below. It is easy to verify that {({d1, e1}, {d2}), (∅,∅)} is anM simulation
from I1 to I2.
I1 d1
A
e1
B
I2
d2
However, {d1, e1} ⊆ (A ∪ B)I1 and {d2} ̸⊆ (A ∪ B)I2 .
As next extension, we consider the concept constructor full negation, i.e., if C is a concept
description, then also ¬C is a concept description as well, and we have
(¬C)I := ∆I \ CI .
3.5.4 Proposition. The description logic MC, i.e., M extended with full negations, is more
expressive thanM.
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Proof. We show that ¬ E≥ 2. r. A is not expressible inM. Therefore, consider the two interpre-
tations I1 and I2 depicted below. It is easy to verify that
{({d1, e1}, {d2, e2}),
({ f1, j1}, { f2, j2}),
({ f1, g1, j1}, { f2, j2}),
({ f1, h1, j1}, { f2, j2}),
({ f1, g1, h1, j1}, { f2, j2}),
({ f1, j1, k1}, { f2, j2}),
({ f1, k1}, { f2, k2}),
({ f1, g1, k1}, { f2, k2}),
({ f1, h1, k1}, {h2, k2}),
({ f1, g1, h1, k1}, {h2, k2}),
({g1, j1}, { f2, j2}),
({g1, h1, j1}, { f2, j2}),
({g1, j1, k1}, { f2, j2}),
({g1, k1}, { f2, k2}),
({g1, h1, k1}, {h2, k2}),
({h1, j1}, {h2, j2}),
({h1, j1, k1}, {h2, k2}),
({h1, k1}, {h2, k2}),
({ f1, g1, j1, k1}, { f2, g2, j2, k2}),
({ f1, h1, j1, k1}, { f2, h2, j2, k2}),
({g1, h1, j1, k1}, {g2, h2, j2, k2}),
({ f1, g1, h1, j1, k1}, { f2, g2, h2, j2, k2}),
(∅,∅)}
is anM simulation from I1 to I2.
I1 d1 e1
f1 g1 h1
A
j1
A
k1
r r r r r
I2 d2 e2
f2 g2
A
h2
A
j2
A
k2
r r r r r
However, {d1, e1} ⊆ (¬ E≥ 2. r. A)I1 and {d2, e2} ̸⊆ (¬ E≥ 2. r. A)I2 .
For each number n ∈ N, each role name r ∈ ΣR, and each concept description C, also the
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quantified at-most restriction E≤ n. r.C is a concept description. Its semantics are defined by
(
E≤ n. r.C)I := { δ | |rI (δ) ∩ CI | ≤ n }.
3.5.5 Proposition. The description logic MQ, i.e., M extended with quantified at-most restric-
tions, is more expressive thanM.
Proof. The previous example also demonstrates that the concept description E≤ 1. r. A is not ex-
pressible inM, since we have that {d1, e1} ⊆ ( E≤ 1. r. A)I1 and {d2, e2} ̸⊆ ( E≤ 1. r. A)I2 .
Eventually, we consider nominals. If a ∈ ΣI is an individual name, then {a} is a concept
description, and we interpret it by
{a}I := {aI}.
3.5.6 Proposition. The description logicMO, i.e.,M extended with nominals, is more expressive
thanM.
Proof. We show that {a} is not expressible inM. Therefore, consider the two interpretations I1
and I2 depicted below. It is easy to verify that {({d1}, {d2})} is anM simulation from I1 to I2.
I1
d1
a
I2 d2
e2
a
However, {d1} ⊆ {a}I1 and {d2} ̸⊆ {a}I2 .
3.6 The Probabilistic Description Logic Prob>EL⊥
Logics in their standard form only allow for representing and reasoning with crisp knowledge
without any degree of uncertainty. Of course, this is a serious shortcoming for use cases where
it is impossible to perfectly determine the truth of a statement or where there exist degrees
of truth. For resolving this expressivity restriction, probabilistic variants of logics have been
introduced. A thorough article on extending first-order logics with means for representing
and reasoning with probabilistic knowledge was published by Halpern [Hal90]. In particular,
Halpern explains why it is important to distinguish between two contrary types of proba-
bilities: statistical information (type 1) and degrees of belief (type 2). The crucial difference
between both types is that type-1 probabilities represent information about one particular
world, the real world, and assume that there is a probability distribution on the objects, while
type-2 probabilities represent information about a multi-world view such that there is a prob-
ability distribution on the set of possible worlds. Following his arguments and citing two of his
examples, the first following statement can only be expressed in type-1 probabilistic logics and
the second one is only expressible in type-2 probabilistic logics.
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1. “The probability that a randomly chosen bird will fly is greater than 0.9.”
2. “The probability that Tweety (a particular bird) flies is greater than 0.9.”
Bacchus has published a further early work on probabilistic logics [Bac88]. In particular,
he defined the probabilistic first-order logic Lp, which allows to express various kinds of prob-
abilistic/statistical knowledge: relative, interval, functional, conditional, independence. It is
of type 1, since its semantics is based on probability measures over the domain of discourse
(the objects). However, it also supports the deduction of degrees of belief (type 2) from given
knowledge by means of an inference mechanism that is called belief formation and is based on
an inductive assumption of randomization.
In [Hei94], Heinsohn introduced the probabilistic description logic ALCP as an extension
of ALC. An ALCP ontology is a union of some acyclic ALC TBox and a finite set of so-called
p-conditionings, which are expressions of the form C [p,q]→ D where C and D are Boolean com-
binations of concept names and where p and q are real numbers from the unit interval [0, 1].
ALCP allows for expressing type-1 probabilities only, since a p-conditioning C [p,q]→ D is defined
to be valid in an interpretation I if it holds true that p ≤ |CI∩DI ||CI | ≤ q, that is, a uniform
distribution on the domain of I is assumed and it is measured which percentage of the objects
satisfying the premise C also satisfies the conclusion D. In particular, this means that only
finite models are considered, which is a major restriction. Heinsohn shows how important
reasoning problems (consistency and determining minimal p-conditionings) can be translated
into problems of linear algebra. Please note that there is a strong correspondence with the
notion of confidence of a concept inclusion as utilized by Borchmann in [Bor14].
Another probabilistic extension of ALC was devised by Jaeger [Jae94]: the description logic
PALC. Probabilities can be assigned to both terminological information and assertional infor-
mation, rendering it a mixture of means for expressing type-1 and type-2 probabilities. A PALC
ontology is a union of an acyclic ALC TBox, a finite set of probabilistic terminological axioms of
the form P(C | D) = p, and a finite set of probabilistic assertions of the form P(a ∈ C) = p. The
model-theoretic semantics are defined by extending the usual notion of a model with probability
measures: onemeasure µ dedicated to the probabilistic terminological axioms, and onemeasure
νa dedicated to the probabilistic assertions for each individual a. Furthermore, these probability
measures are defined on some finite subalgebra of the Lindenbaum-Tarski algebra ofALC con-
cept descriptions that is generated by the concept descriptions occurring in the ontology, and it
is further required that each ABox measure νa has minimal cross entropy to the TBox measure µ.
Lukasiewicz introduced in [Luk08] the description logics P-DL-Lite, P-SHIF (D), and
P-SHOIN (D) that are probabilistic extensions of DL-Lite and of the DLs underlying OWL
Lite and OWL DL, respectively. We shall now briefly explain P-SHOIN (D), the others are
analogous. It allows for expressing conditional constraints of the form (ϕ|ψ)[l, u] where ϕ and ψ
are elements from some fixed, finite set C of SHOIN (D) concept descriptions, so-called basic
classification concepts, and where l and u are real numbers from the unit interval [0, 1]. Similar
to PALC, P-SHOIN (D) ontologies are unions of some SHOIN (D) ontology, a finite set of
conditional constraints (PTBox) as probabilistic terminological knowledge, and a finite set of
conditional constraints (PABox) as probabilistic assertional knowledge for each probabilistic
individual. The semantics are then defined using interpretations that are additionally equipped
3.6 The Probabilistic Description Logic Prob>EL⊥ 65
with a discrete probability measure on the Lindenbaum-Tarski algebra generated by C. Note
that, in contrast to PALC, there is only one probability measure available in each interpretation.
While the terminological knowledge is, just like for PALC, the default knowledge from which
we only differ for a particular individual if the corresponding knowledge requires us to do so,
the inference process is different, i.e., cross entropy is not utilized in any way. In order to allow
for drawing inferences from a P-SHOIN (D) ontology, lexicographic entailment is defined for
deciding whether a conditional constraint follows from the terminological part or for a certain
individual. A thorough complexity analysis shows that the decision problems in these three
logics are NP-complete, EXP-complete, and NEXP-complete, respectively.
Gutiérrez-Basulto, Jung, Lutz, and Schröder consider in [Gut+17] the probabilistic
description logics Prob-ALC and Prob-EL where probabilities are always interpreted as degrees
of belief (type 2). Among other language constructs, a new concept constructor is introduced
that allows to probabilistically quantify a concept description. The semantics are based on
multi-world interpretations where a discrete probability measure on the set of worlds is de-
fined. Consistency and entailment is then defined just as usual, but using such probabilistic
interpretations. A thorough investigation of computational complexity for various probabilistic
extensions of DLs is provided: for instance, the common reasoning problems in Prob-EL and in
Prob-ALC are EXP-complete, that is, not more expensive than the same problems in ALC.
One should never mix up probabilistic and fuzzy variants of (description) logics. Although at
first sight one could get the impression that both are suitable for any use cases where imprecise
knowledge is to be represented and reasoned with, this is definitely not the case. A very simple
argument against this is that in fuzzy logics we can easily evaluate conjunctions by means of
the underlying fixed triangular norm (abbrv. t-norm), while it is not (always) possible to deduce
the probability of a conjunction given the probabilities of the conjuncts. For instance, consider
statements α and β. If both have fuzzy truth degree 12 and the t-norm is Gödel’s minimum,
then α ∧ β has the fuzzy truth degree 12 as well. In contrast, if both have probabilistic truth
degree 12 , then the probability of α ∧ β might be any value in the interval [0, 12 ], but without
additional information we cannot bound it further or even determine it exactly.
The probabilistic description logic Prob>EL⊥ constitutes an extension of the tractable de-
scription logic EL⊥ [Baa+17] that allows for expressing and reasoning with probabilities. More
specifically, it is a sublogic of Prob-EL introduced by Gutiérrez-Basulto, Jung, Lutz, and
Schröder [Gut+17] in which only the relation symbols > and ≥ are available for the prob-
ability restrictions, and in which the bottom concept description ⊥ is present.6 In the sequel
of this section, we shall introduce the syntax and semantics of Prob>EL⊥. Furthermore, we
will show that a common inference problem in Prob>EL⊥ is EXP-complete and, thus, more
expensive than in EL⊥ where the same problem is P-complete.
3.6.1 Syntax and Semantics
The description logic Prob>EL⊥ extends EL⊥ by concept descriptions of the form P⋗ p.C,
so-called probability restrictions, where ⋗ ∈ {≥,>}, and p ∈ [0, 1] ∩ Q, and where C is a
6We merely introduce ⊥ as syntactic sugar; of course, it is semantically equivalent to the unsatisfiable probabilistic
restriction P> 1.⊤.
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Prob>EL⊥ concept description.7
Example. An example of a Prob>EL⊥ concept description is the following.
Cat⊓ P≥ 12 .
E
hasPhysicalCondition.Alive
⊓ P≥ 12 .
E
hasPhysicalCondition.Dead (3.6.A)
It describes cats that are both alive and dead with a respective probability of at least 50%. In
particular, we could consider the above concept description as a formalization of the famous
thought experiment Schrödinger’s Cat. △
The probability depth pd(C) of a Prob>EL⊥ concept description C is defined as the maxi-
mal nesting depth of probability restrictions within C, and we formally define it as follows:
pd(A) := 0 for each A ∈ ΣC ∪ {⊥,⊤}, pd(C ⊓ D) := pd(C) ∨ pd(D), pd( Er.C) := pd(C),
and pd( P⋗ p.C) := 1+ pd(C). Then, Prob>nEL⊥(Σ) denotes the set of all Prob>EL⊥ concept
descriptions over Σ the probability depth of which does not exceed n.
Much like EL, our considered logic Prob>EL⊥ possesses a model-theoretic semantics. How-
ever, in order to suitably give meaning to the probability restrictions, we need to extend the
notion of an interpretation to a so-called probabilistic interpretation. Such a probabilistic inter-
pretation over Σ is a tuple I := (∆I ,ΩI , ·I ,PI ) that consists of a non-empty set ∆I of objects,
called the domain, a non-empty, countable set ΩI of worlds, a discrete probability measure
PI on ΩI , and an extension function ·I such that, for each world ω ∈ ΩI , any concept name
A ∈ ΣC is mapped to a subset AI(ω) ⊆ ∆I and each role name r ∈ ΣR is mapped to a binary
relation rI(ω) ⊆ ∆I × ∆I . We remark that the discrete probability measure is a mapping
PI : ℘(ΩI )→ [0, 1] which satisfies PI (∅) = 0 and PI (ΩI ) = 1, and which is σ-additive, that
is, for all countable families (Un | n ∈ N ) of pairwise disjoint sets Un ⊆ ΩI it holds true that
PI (
⋃︁{Un | n ∈N }) = ∑(PI (Un) | n ∈N ).
We shall follow the assumption in [Gut+17, Section 2.6] and consider only probabilistic
interpretations without any infinitely improbable worlds, i.e., which do not contain any world
ω ∈ ΩI with PI{ω} = 0. Furthermore, a probabilistic interpretation I is finite if ∆I is finite,
ΩI is finite, the active signature
ΣI := { σ | σ ∈ Σ and σI(ω) ̸= ∅ for some ω ∈ ΩI }
is finite, and if PI has only rational values.
It is easy to see that, for any probabilistic interpretation I , each world ω ∈ ΩI can be repre-
sented as a labeled, directed graph: the node set is the domain ∆I , the edge set is ⋃︁{ rI(ω) | r ∈
ΣR }, any node δ is labeled with all those concept names A that satisfy δ ∈ AI(ω), and any edge
(δ, ϵ) has a role name r as a label if (δ, ϵ) ∈ rI(ω) holds true. That way, we can regard proba-
bilistic interpretations also as discrete probability distributions over description graphs.
Let I be a probabilistic interpretation. Then, the extension CI(ω) of a Prob>EL⊥ concept
description C in a world ω of I is recursively defined as follows.
⊥I(ω) := ∅
7Note that we do not use the denotation P⋗pC as in [Gut+17].
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⊤I(ω) := ∆I
(C ⊓ D)I(ω) := CI(ω) ∩ DI(ω)
(
E
r.C)I(ω) := { δ | δ ∈ ∆I and rI(ω)(δ) ∩ CI(ω) ̸= ∅ }
(
P
⋗ p.C)I(ω) := { δ | δ ∈ ∆I and PI{δ ∈ CI} ⋗ p }
In the last of the above definitions we use the abbreviation
{δ ∈ CI} := {ω | ω ∈ ΩI and δ ∈ CI(ω) }.
Please note that, in accordance with [Gut+17], there is nothing wrong with the above defi-
nition of extensions; in particular, it is true that the extension ( P⋗ p.C)I(ω) of a probabilis-
tic restriction P⋗ p.C is indeed independent of the concrete world ω, i.e., it holds true that
(
P
⋗ p.C)I(ω) = (
P
⋗ p.C)I(ψ) whenever ω and ψ are arbitrary worlds inΩI . This is due to the
intended meaning of P⋗ p.C: it describes the class of objects for which the probability of being
a C is ⋗ p. As a probabilistic interpretation I provides a multi-world view where probabilities
can be assigned to sets of worlds, the probability of an object δ ∈ ∆I being a C is defined as the
probability of the set of all those worlds in which δ is some C, just like we have defined it above.
ICat(ω1) :
PICat{ω1} := 12
SchrödingersCat
Cat
pcS
Alive
NeighborsCat
Cat
pcN
Alive
hasPhysicalCondition
hasPhysicalCondition
likes likes
ICat(ω2) :
PICat{ω2} := 12
SchrödingersCat
Cat
pcS
Dead
NeighborsCat
Cat
pcN
Alive
hasPhysicalCondition
hasPhysicalCondition
likes likes
3.6.1 Figure. An exemplary probabilistic interpretation
Example. A toy example of a probabilistic interpretation is ICat shown in Figure 3.6.1. As
one quickly verifies, only the object SchrödingersCat belongs to the extension of the concept
description in (3.6.A). △
A concept inclusion C ⊑ D is valid in I if, for each world ω ∈ ΩI , it holds true that
CI(ω) ⊆ DI(ω), and we shall then write I |= C ⊑ D as usual.
3.6.2 Computational Complexity
The next proposition shows that the subsumption problem in Prob>EL⊥ is EXP-complete and,
consequently, more expensive than deciding subsumption w.r.t. a TBox in its non-probabilistic
sibling EL⊥—a problem which is well-known to be P-complete. We conclude that reasoning in
Prob>EL⊥ is worst-case intractable, while reasoning in EL⊥ is always tractable.
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3.6.2 Proposition. In Prob>EL⊥, the subsumption problem is EXP-complete.
Proof. Containment in EXP follows from [Gut+17, Theorem 3] and the fact that Prob>EL⊥
is a sublogic of Prob-ALC. EXP-hardness is a consequence of [Gut+17, Theorem 13 and Sec-
tions A.1, A.2, and A.3], where EXP-hardness of the logics Prob-EL∼p for ∼ ∈ {≥,>}, that is,
of sublogics of Prob>EL⊥, is demonstrated.
3.7 Web Ontology Language
The advent of increasing popularity of DL was the invention of the Web Ontology Language
(abbrv. OWL) as a DL-based language used in the Semantic Web. The World Wide Web Consor-
tium (abbrv.W3C) has published its second version, called OWL2 [Cue+08], in 2009, after its
predecessor OWL1 had attracted significant interest in several areas. In particular, then-recent
advances from DL research were incorporated into the second version. The full version of
OWL2 is based on the DL SROIQ [HKS06], for which reasoning is N2EXP-complete [Kaz08].
Furthermore, profiles of OWL2 are defined that only provide a limited expressivity of full OWL2
and have, thus, cheaper reasoning complexity and allow for simpler implementations of ap-
propriate reasoners. For instance, the profile OWL2EL is based on the EL family of DLs, more
specifically, on the DL EL++, and has P-complete reasoning problems [BLB08].
The ontology editor Protégé [Mus15] has become a popular, widely used software for work-
ing with ontologies. In particular, it supports the full specification of OWL2. Its workbench
supports creating ontologies, maintaining ontologies, and reasoning with ontologies. Due to
its plug-in architecture, new features can be easily added. Protégé uses the OWL API [HB11]
at its core, which is an application program interface written in Java supporting all language
constructs of OWL2.
4 Non-Standard Inferences
As explained in Section 3.1.3, standard reasoning tasks in Description Logic are usually con-
cerned with subsumption of concept descriptions, satisfiability of ontologies, instance checking,
or query answering. However, there are also other reasoning tasks, which are often called non-
standard, since they do not address questions immediately arising from the semantics, but
are rather used in procedures for solving specific tasks, e.g., for knowledge acquisition or
construction of ontologies.
This chapter shall introduce several non-standard inferences that are needed for later pur-
poses, and it shall describe computation means as well as algebraic properties of these. We start
with defining model-based most specific concept descriptions in Section 4.1 for the description
logic EL. These are defined for subsets X of the domain of a given interpretation as the most
specific concept description such that the extension contains X. The following Section 4.2 shows
how model-based most specific concept descriptions can be computed for the more expressive
description logicM. Then in Section 4.3, we introduce the notion of a most specific consequence
as the most specific concept description that subsumes a given concept description C with re-
spect to a TBox T , and consider EL as the target description logic. Both for model-based most
specific concept descriptions and for most specific consequences it might happen that these do
not always exist in a description logic with standard semantics. More specifically, if the given
interpretation I or the given TBox T is cyclic in a certain sense, then these cycles cannot be
expressed within an acyclic concept description. As a solution to guaranteeing the existence we
can, on the one hand, restrict the role depth, i.e., we only consider concept descriptions up to a
certain degree of nesting role restrictions and can thus only approximate the cycles, or we can,
on the other hand, utilize a description logic with greatest fixed-point semantics as we have
introduced in Section 3.4.
Finally, in Section 4.4 we introduce model-based most specific concept descriptions relative
to a given TBox and we characterize these for the case of EL by means of the results from the
preceding Sections 4.1 and 4.3.
4.1 Model-Based Most Specific EL Concept Descriptions
This section presents the existing definition as well as existing results on the notion of a model-
based most specific concept description in a slightly different way so that it integrates better
into this thesis. Furthermore, a few new results are provided. These results are needed for later
purposes, in particular for the upcoming Section 4.3 on so-called most specific consequences.
In the following, we partially cite from [Dis11; BDK16].
In Chapter 1 we have seen that in Formal Concept Analysis the pair of the derivation operators
·I : ℘(G) → ℘(M) and ·I : ℘(M) → ℘(G) of a formal context K := (G,M, I) consti-
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tutes a Galois connection. In Description Logic however, for an interpretation I := (∆I , ·I )
we only have an extension mapping ·I : EL⊥si(Σ) → ℘(∆I ), i.e., the adjoint mapping of type
℘(∆I ) → EL⊥si(Σ) is missing. Further details on Galois connections can also be found in
[DP02, Definition 7.23; DP02, Lemma 7.26].
By definition, the extension mapping ·I : EL⊥si(Σ) → ℘(∆I ) preserves finitary joins, i.e., we
have that (d{ Ct | t ∈ T })I = ⋂︁{ CIt | t ∈ T } for all finite families { Ct | t ∈ T } of EL⊥si
concept descriptions over Σ. When imposing a role-depth bound d on the concept descriptions,
then we know that there are only finitely many concept descriptions in case of a finite signature,
and thus the extension mapping ·I : EL⊥d (Σ) → ℘(∆I ) preserves arbitrary joins—then [DP02,
7.34] yields that there is another mapping ℘(∆I ) → EL⊥d (Σ), which together with ·I consti-
tutes a Galois connection, and in terms of lattice theory this mapping is called the upper adjoint
of the extension mapping ·I . Furthermore, [DP02, 7.33] then states that this other mapping
can be found as X ↦→ Min{ C ∈ EL⊥d (Σ) | X ⊆ CI },1 i.e., the mapping which assigns to each
subset X ⊆ ∆I the most specific concept description having an extension that contains X. Such
a concept description is then called the model-based most specific concept description of X for I .
While for the role-depth-bounded case it is immediately clear thatMin{C ∈ EL⊥d (Σ) | X ⊆ CI }
always exists, the existence in the unbounded case of EL⊥si in not obvious, since we cannot sim-
ply construct the conjunction of the infinite set { C ∈ EL⊥si(Σ) | X ⊆ CI }. However, we will
see that such unbounded most specific concept descriptions exist in EL⊥si too.
4.1.1 Definition. [Dis11, Definition 4.1; BDK16, Definition 4.1] Fix some description logic
DL. Let I be an interpretation over the signature Σ, and let X ⊆ ∆I . A DL concept description
C is called model-based most specific concept description (abbrv.MMSC) of X in I if it satisfies
the following conditions.
1. X ⊆ CI
2. C is more specific than D modulo ∅ for each DL concept descriptions D over Σ such that
X ⊆ DI .
We shall denote the set of all MMSCs in I by MMSC(I ,DL) or simply by MMSC(I) if DL is
clear from the context. △
Firstly, all model-based most specific concept descriptions of X in I are equivalent, and a
representative of the equivalence class is hence denoted as XIDL or just as XI if the description
logic DL is clear from the context. Secondly, it need not be the case that XI exists for each
description logic DL.
For the choice DL = EL⊥d , we can easily convince ourselves that XI always exists – provided
that the underlying signature is finite. This is due to the fact that for a finite signature, only
finitely many EL⊥ concept descriptions with a role depth of at most d exist. Consequently, in
order to construct XI we may just build the (finite) conjunction of all those concept descriptions
with a role depth not exceeding d and for which the extension is a superset of X. Of course,
1For a subset X ⊆ P of a quasi-ordered set (P,≤), we use the expression Min(X) to denote the set of all those
elements in X which are minimal with respect to ≤, i.e., x ∈ Min(X) if, and only if, x ∈ X and there is no other
element y ∈ X such that y ≤ x and y ̸≡ x.
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this does not yield a practical means for the construction of model-based most specific concept
descriptions, but we will investigate an appropriate computation method later.
For the choice DL = EL⊥, the model-based most specific concept description need not
always exist. A counterexample is provided by some cyclic interpretation. More specifically,
consider the interpretation I where the domain contains only one element δ and where δ is
an r-successor of itself. It is then obvious that δ is in the extension of Ern.⊤ for each number
n ∈N, and further there is no most specific concept description among these.
Eventually, model-based most specific concept descriptions always exist for the case
DL = EL⊥si if the considered interpretation is finite. In the following, it is demonstrated
how MMSCs can be computed in the description logic EL⊥si.
4.1.2 Lemma. [Dis11, Lemma 4.1; BDK16, Lemmas 4.3 and 4.4] Consider a description logic
DL as well as some interpretation such that MMSCs for I always exist in DL. Then, the extension
mapping ·I : DL(Σ)→ ℘(∆I ) and the MMSC mapping ·I : ℘(∆I )→ DL(Σ) constitute a Galois
connection between (℘(∆I ),⊆) and the quotient of (DL(Σ),⊒∅) w.r.t. ≡∅. In particular, the
following statements hold true for all subsets X,Y ⊆ ∆I and for all DL concept descriptions C,D
over Σ.
1. X ⊆ CI if, and only if, XI ⊑∅ C
2. X ⊆ XII
3. XI ≡∅ XIII
4. X ⊆ Y implies XI ⊑∅ YI
5. C ⊒∅ CII
6. CI = CIII
7. C ⊑∅ D implies CI ⊆ DI
Proof. It suffices to prove the first statement, since the others are then obtained as conse-
quences, cf. [DP02, Definition 7.23 and Lemma 7.26]. Hence, assume that X ⊆ CI . Then by
Statement 2 of Definition 4.1.1 we conclude that XI ⊑∅ C. Vice versa, if XI is subsumed by C
with respect to the empty TBox ∅, then in particular it follows that XII ⊆ CI . An application
of Statement 1 of Definition 4.1.1 then yields X ⊆ XII ⊆ CI .
4.1.3 Lemma. [Dis11, Lemma 4.5] For each finite interpretation I and each object δ in the
domain of I , the ELsi concept description Esim(I , δ) is the model-based most specific concept
description of {δ} in I .
Proof. It is trivial that the identity is a simulation from (I , δ) to (I , δ), i.e., it holds true that
δ ∈ ( Esim(I , δ))I . Furthermore, consider some ELsi concept description Esim(J , ϵ) such that
δ ∈ ( Esim(J , ϵ))I , which means that there exists some simulation from (J , ϵ) to (I , δ). By
an application of Proposition 3.4.2 we conclude that the concept description Esim(I , δ) is more
specific than Esim(J , ϵ) modulo ∅.
4.1.4 Proposition. [Dis11, Lemma 4.6] For each finite interpretation I and each non-empty
subset X of the domain of I , the least common subsumer ⋁︁{ Esim(I , δ) | δ ∈ X } is the model-based
most specific concept description of X in I .
Proof. We show more generally that the least common subsumer XI1 ∨ . . . ∨ XIn is equivalent to
the model-based most specific concept description (X1 ∪ . . .∪Xn)I for subsets X1, . . . ,Xn ⊆ ∆I .
The above claim then follows for the case when all subsets Xi are singletons.
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We know that Xi ⊆ XIIi is satisfied for each index i ∈ {1, . . . , n}. Since each XIi is more
specific than XI1 ∨ . . . ∨ XIn , we conclude that X1 ∪ . . . ∪ Xn is a subset of (XI1 ∨ . . . ∨ XIn )I .
Now fix some ELsi concept description C such that X1 ∪ . . . ∪ Xn ⊆ CI holds true. In par-
ticular, we have Xi ⊆ CI for each index i ∈ {1, . . . , n}, which implies that XIi ⊑∅ C. It is
now straightforward to conclude that the least common subsumer XI1 ∨ . . . ∨ XIn must be more
specific than C modulo ∅ as well, and we are done.
So far, we have seen that model-based most specific concept descriptions can easily be char-
acterized in the description logic ELsi. In particular, MMSCs of non-singleton sets X can be
obtained as least common subsumers of the MMSCs of the singletons {δ} for δ ∈ X. We shall
now show that we can also use a powerset construction on interpretations for computing MMSCs
of non-singletons. This construction has the benefit that it produces smaller representations of
non-singleton MMSCs XI if the size of X is linear in the size of the domain ∆I and, furthermore,
all MMSCs XI for non-empty subsets X ⊆ ∆I can be directly read off from it.
Fix some interpretation I . For an object δ in the domain of I , we define the set succ(δ, r) :=
{ ϵ | (δ, ϵ) ∈ rI } containing all r-successors of δ in I and, dually, we define the set pred(δ, r) :=
{ ϵ | (ϵ, δ) ∈ rI } containing all r-predecessors of δ in I . If X is a subset of the domain of I , then
we further let succ(X, r) := ⋃︁{ succ(x, r) | x ∈ X } and pred(X, r) := ⋃︁{ pred(x, r) | x ∈ X }.2
With these notions, we now define Succ(X, r) := { Y | Y ⊆ succ(X, r) and X ⊆ pred(Y, r) },
that is, Succ(X, r) contains all subsets of ∆I consisting only of objects that are an r-successor
of some object in X and which contain at least one r-successor of each object in X.
Furthermore, we define the interpretation℘(I), which is called the powering of I , as follows.
∆℘(I) := ℘(∆I ) \ {∅}
·℘(I) :
{︄
A ↦→ {X | X ⊆ AI } for any A ∈ ΣC
r ↦→ { (X,Y) | Y ∈ Min(Succ(X, r)) } for any r ∈ ΣR
4.1.5 Lemma. Fix some finite interpretation I as well as some non-empty subset X ⊆ ∆I .
Further let Esim(J , ϵ) be an ELsi concept description. Then, X ⊆ ( Esim(J , ϵ))I is equivalent to
(J , ϵ) ⇀∼ (℘(I),X).
Proof. Let X ⊆ ( Esim(J , ϵ))I . We immediately conclude that there exists some simulation Sδ
from (J , ϵ) to (I , δ) for each δ ∈ X. We now define the following relation and show that it is
a simulation from (J , ϵ) to (℘(I),X).
S := { (η,Y) | (η, ζ) ∈ ⋃︂{Sδ | δ ∈ X } for each ζ ∈ Y }
Since (ϵ, δ) ∈ Sδ is satisfied for each δ ∈ X, it follows that (ϵ,X) ∈ S. Now fix some pair
(η,Y) ∈ S.
• Let η ∈ AJ . For each ζ ∈ Y, it holds true that (η, ζ) ∈ Sδ for some δ ∈ X, which implies
ζ ∈ AI . Thus, we conclude that Y ⊆ AI , and this means that Y ∈ A℘(I).
2Note that succ(δ, r) = rI (δ) and succ(X, r) = rI (X) holds true for the notions introduced earlier.
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• Consider some pair (η, ι) ∈ rJ . For each ζ ∈ Y, it holds true that (η, ζ) ∈ Sδ for some
δ ∈ X, which implies that there exists some θ such that (ζ, θ) ∈ rI and (ι, θ) ∈ Sδ. Now
define Z as the set containing all these θ; it holds true that Z ∈ Succ(Y, r). Of course,
there exists some Z′ such that Z′ ⊆ Z and Z′ ∈ Min(Succ(Y, r)), i.e., (Y,Z′) ∈ r℘(I) is
satisfied. The above also shows that (ι,Z) as well as (ι,Z′) are both elements of T.
For the converse direction, assume that T is a simulation from (J , ϵ) to (℘(I),X). We need
to find simulations from (J , ϵ) to (I , δ) for each object δ ∈ X. For this purpose, we define the
following relation.
U := { (η, ζ) | (η,Y) ∈ T and ζ ∈ Y }
Obviously, we have that (ϵ, δ) ∈ U for each δ ∈ X. Now consider some pair (η, ζ) ∈ U, i.e.,
there is some Y such that (η,Y) ∈ T and ζ ∈ Y.
• If η ∈ AJ , then Y ∈ A℘(I) follows, since T is a simulation. We conclude that Y ⊆ AI ,
which immediately implies ζ ∈ AI .
• If (η, ι) ∈ rJ , then there is some Z such that (ι,Z) ∈ T and (Y,Z) ∈ r℘(I), i.e.,
Z ∈ Min(Succ(Y, r)). In particular, Z contains some θ such that (ζ, θ) ∈ rI . Of course,
we also have that (ι, θ) ∈ U.
4.1.6 Proposition. For each finite interpretation I and each non-empty subset X of the domain of
I , the ELsi concept description Esim(℘(I),X) is the model-based most specific concept description
of X in I for the description logic ELsi.
Proof. Lemma 4.1.5 immediately implies that X is a subset of ( Esim(℘(I),X))I . Furthermore,
consider some ELsi concept description Esim(J , ϵ) such that X ⊆ ( Esim(J , ϵ))I is satisfied.
Lemma 4.1.5 shows that then there exists a simulation from (J , ϵ) to (℘(I),X), which yields
that Esim(℘(I),X) is more specific than Esim(J , ϵ) modulo ∅.
Consider an interpretation I with n objects in the domain. Our objective is to compute
the MMSC of the whole domain ∆I . According to Propositions 3.4.3 and 4.1.4 we would
now construct the n-fold product In := I × · · · × I and can then obtain the MMSC as
Esim(In, (δ1, . . . , δn)) where ∆I = {δ1, . . . , δn}. However, the domain of In is quite large,
since it contains nn objects (and all of them might be reachable from (δ1, . . . , δn), e.g., if
rI = ∆I × ∆I). In contrast, the domain of the powering ℘(I) contains only 2n − 1 objects and
Proposition 4.1.6 shows that we can obtain the desired MMSC as Esim(℘(I),∆I ) too.
As next step, we now consider the computation of MMSCs for the role-depth-bounded case.
Existing results immediately show that these bounded MMSCs can be obtained as the approx-
imations of the unbounded MMSCs.
4.1.7 Lemma. [BDK16, Theorem 4.17 and Corollary 4.22] Fix some finite interpretation I ,
some non-empty subset X ⊆ ∆I , and a role depth bound d ∈ N. If C is the model-based most
specific concept description of X in I for the description logic ELsi, then the dth approximation C↾d
is the model-based most specific concept description of X in I for the description logic ELd.
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Proof. We already know that X is a subset of the extension CI . Since C is more specific than
its dth approximation C↾d modulo ∅, we infer that X ⊆ (C↾d)I holds true as well.
Now let D be some ELd concept description such that X ⊆ DI is satisfied. Since D is an ELsi
concept description as well, we infer that C ⊑∅ D. An application of Lemma 3.4.7 eventually
shows that C↾d ⊑∅ D.
Until now we have only been concerned with computing MMSCs for non-empty sets. It is
easy to see that then these MMSCs coincide in ELsi and EL⊥si, as well as in ELd and EL⊥d , since
the MMSCs of non-empty sets can never be unsatisfiable. The following lemma shows how the
MMSC of ∅ can be characterized.
4.1.8 Lemma. [Dis11, Lemma 4.4] Let I be a finite interpretation. In both description logics
EL⊥si and EL⊥d the model-based most specific concept description of ∅ in I exists and is the bot-
tom concept description ⊥. If the signature Σ is finite, then ∅I exists in ELsi and is the concept
description Esim(I⊥, δ) where I⊥ has the following components
∆I⊥ := {δ}
·I⊥ :
{︄
A ↦→ {δ} for any A ∈ ΣC
r ↦→ {(δ, δ)} for any r ∈ ΣR
and ∅I exists in ELd as well and is the concept description Xd(I⊥, δ). □
The next theorem collects all results that we have obtained so far.
4.1.9 Theorem. Let DL be one of the description logics ELsi, EL⊥si, ELd, or EL⊥d . If DL does not
provide the bottom concept description ⊥, then assume that the signature Σ is finite. Further fix
some finite interpretation I . For each subset X ⊆ ∆I , the model-based most specific concept de-
scription of X in I for the description logic DL exists, and these have the following representations.
• In ELsi we have ∅I ≡∅ Esim(I⊥, δ), and in ELd we have ∅I ≡∅ Xd(I⊥, δ). Both in EL⊥si
and in EL⊥d it holds true that ∅I ≡∅ ⊥.
• For each X ̸= ∅, we have XI ≡∅ ⋁︁{ Esim(I , δ) | δ ∈ X } ≡∅ Esim(℘(I),X) in ELsi as well
as in EL⊥si, and further it holds true that XI ≡∅
⋁︁{Xd(I , δ) | δ ∈ X } ≡∅ Xd(℘(I),X) in
ELd as well as in EL⊥d .
Furthermore, the mapping
ϕI : DL(Σ)→ DL(Σ)
C ↦→ CII
is a closure operator in DL(Σ) and a DL concept inclusion is valid in I if, and only if, it is valid
for ϕI .
Proof. The existence of all MMSCs as well as the equivalences follow from Lemmas 4.1.3, 4.1.7,
and 4.1.8 and Propositions 4.1.4 and 4.1.6. The fact that ϕI is a closure operator is a direct
consequence of Lemma 4.1.2.
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extensive. This is Statement 7 of Lemma 4.1.2.
monotonic. Monotonicity follows from Statements 3 and 6 of Lemma 4.1.2.
idempotent. Statement 5 of Lemma 4.1.2 shows that CII ⊒∅ CIIII . The converse subsumption
follows from Statements 3 and 5 of Lemma 4.1.2.
Eventually, fix some ELsi concept inclusion C ⊑ D. The following equivalences are implied by
the definitions of validity of a concept inclusion in an interpretation and in a closure operator,
respectively, as well as by Statement 1 of Lemma 4.1.2.
C ⊑I D if, and only if, CI ⊆ DI if, and only if, CII ⊑∅ D if, and only if, C ⊑ϕI D
4.1.10 Proposition. Let I be some finite interpretation.
1. The MMSC ∅I does not exist in EL, but it exists in EL⊥.
2. The MMSC XI exists in EL and in EL⊥ for each non-empty subset X ⊆ ∆I if, and only if,
the interpretation I is acyclic.
3. The problem whether all MMSC exist in EL or in EL⊥ can be decided in polynomial time.
4. The problem whether the MMSC XI exists in EL or in EL⊥ can be decided in polynomial time.
5. The representation Esim(I , δ) of {δ}I for ELsi and EL⊥si has a size that is linear in ||I||. If
X ̸= ∅, then representations of XI for ELsi and EL⊥si can have an exponential size; more
specifically it holds true that the concept description Esim(×{ (I , δ) | δ ∈ X }) can have a
size that is linear in ||I|||X|.
6. The representation Xd(I , δ) of {δ}I for ELd and EL⊥d has a size that is linear in ||I|| and
exponential in d. If X ̸= ∅, then representations of XI for ELd and EL⊥d can have an expo-
nential size both in ||I|| and in d; more specifically it holds true that the concept description
Xd(×{ (I , δ) | δ ∈ X }) can have a size that is linear in ||I|||X| and exponential in d.
Proof. Clearly, we have that ∅ is a subset of the extension CI for each EL concept description
C. Furthermore, the concept description C ⊓ Er.C is strictly more specific than C modulo the
empty TBox, which implies that there cannot exist a most specific EL concept description for
∅ in any interpretation.
It has already been mentioned in [Dis11, Section 4.1.2] that cycles within the given inter-
pretation I can prevent the existence of model-based most specific concept descriptions in the
description logics EL and EL⊥. Obviously, one can utilize the Floyd-Warshall algorithm for
checking whether I is cyclic, and this check can be done in polynomial time.
For checking the existence of the MMSC of a singleton {δ} in I for EL, it is sufficient to
determine whether a cycle in I is reachable from δ. For a subset X ⊆ ∆I where |X| ≥ 2, we
have that XI is equivalent to the least common subsumer ⋁︁{ {δ}I | δ ∈ X }. Obviously, if there
is at least one object δ ∈ X for which {δ}I exists in EL, then the least common subsumer must
be an EL concept description as well, since its role depth cannot exceed the role depth of {δ}I .
By the very definition, the size of Esim(I , δ) is linear in ||I||. For the general case where X
is an arbitrary subset of the domain ∆I , the product×{ (I , δ) | δ ∈ X } can clearly have a
size that is exponential in |X|. By unraveling the MMSCs in EL⊥si up to depth d we obtain the
MMSCs in EL⊥d , and so the upper bounds on their sizes are obviously satisfied.
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Example. Fix the following interpretation ILionKing that contains the objects simba and timon
as well as corresponding ancestors.
hasMother hasFather
hasMother hasFather hasMother hasFather
simbaLion,Mammal
sarabiLion,Mammal mufasa Lion,Mammal
. . . . . . . . . . . .
hasMother hasFather
hasMother hasFather hasMother hasFather
timonMeerkat,Mammal
maMeerkat,Mammal timonsFather Meerkat,Mammal
. . . . . . . . . . . .
We now want to construct the model-based most specific concept description of {simba, timon}
in ILionKing, which is equivalent to
Esim((ILionKing, simba)× (ILionKing, timon)).
The product ILionKing×ILionKing is as follows where we only construct objects that are reachable
from (simba, timon).
hasMother hasFather
hasMother hasFather hasMother hasFather
(simba, timon)Mammal
(sarabi,ma)Mammal (mufasa, timonsFather) Mammal
. . . . . . . . . . . .
It is not hard to verify that (ILionKing × ILionKing, (simba, timon)) is equi-similar to the following
pointed interpretation (I , δ).
hasMotherhasFather δ
Mammal
We conclude that {simba, timon}ILionKing is equivalent to Esim(I , δ). △
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4.2 Model-Based Most SpecificM Concept Descriptions
We have defined the notion of a model-based most specific concept description in Section 4.1.
In the sequel of this section, we are going to develop a method for the computation of MMSCs
inM with respect to an upper bound on the role depth. Throughout the whole chapter, we use
the abbreviation XId for XIMd .
Note that we have defined the following quantified successor sets in Section 3.5.
SuccI (X,
E≥ n. r) := {Y | Y ⊆ rI (X) and Ax ∈ X : |rI (x) ∩Y| ≥ n }
SuccI (X,
A
r) := {Y | Y ⊆ rI (X) and Ax ∈ X : rI (x) ⊆ Y }.
We shall see in the following that it suffices to only consider the minimal sets in
SuccI (X,
E≥ n. r) and in SuccI (X, Ar) for constructing MMSCs. Of course, it holds true
that Min(SuccI (X,
A
r)) = {rI (X)}. We further define n(X, r) := max{ |rI (δ)| | δ ∈ X }, i.e.,
n(X, r) is the smallest number n such that X ⊆ ( E≤ n. r)I is satisfied.
The first step now is to define a so-called canonical MMSC by induction on the role depth.
Afterwards, we prove that it always equals the MMSC.
4.2.1 Definition. Let I be a finite interpretation over a finite signature Σ, X ⊆ ∆I with X ̸= ∅
be a subset of the domain, and d ∈ N be a role-depth bound. Then, the canonical MMSC of X
for I in the description logicMd is the concept description mmsc(X, I , d) which is defined by
induction on the role depth as follows.
mmsc(X, I , 0) :=
l
{ A | X ⊆ AI } ⊓
l
{ ¬A | X ∩ AI = ∅ }
mmsc(X, I , d) :=mmsc(X, I , 0)
⊓
l
{ Ar.mmsc(Y, I , d− 1) | Y ∈ Min(SuccI (X, Ar)) }
⊓
l
{ E≥ n. r.mmsc(Y, I , d− 1) | Y ∈ Min(SuccI (X, E≥ n. r) and n ≤ |∆I | }
⊓
l
{ E≤ n(X, r). r | r ∈ ΣR }
⊓
l
{ Er. Self | { (x, x) | x ∈ X } ⊆ rI }
Furthermore, we define mmsc(∅, I , d) := ⊥ for all d ∈N. △
4.2.2 Theorem. Let I be a finite interpretation over the signature Σ, consider a subset X ⊆ ∆I ,
and let d ∈N be a role depth bound. Then, mmsc(X, I , d) is the model-based most specific concept
description of X for I in the description logicMd, i.e., it holds true that XId ≡∅ mmsc(X, I , d).
Proof. The case X = ∅ is obvious. Hence, consider a non-empty subset X ⊆ ∆I . It is easy
to see, that for a finite interpretation I , it always holds true that Min(SuccI (X, E≥ n. r)) = ∅
for all numbers n > |∆I | and all role names r ∈ ΣR. Consequently mmsc(X, I , d) consists of
finitely many conjunctions, and is thus a well-definedM concept description.
We now show the three properties of Definition 4.1.1 by induction on the role-depth bound d.
We start with the induction base where d = 0. It is readily verified that mmsc(X, I , 0) has role
depth 0 that that X ⊆ mmsc(X, I , 0)I is satisfied. Assume that D is anM concept description
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over Σ with a role depth of 0, i.e., D is a conjunction of concept names and primitive negations
only, and let X ⊆ DI . Then, for each concept name A ∈ ΣC occurring in D, it certainly holds
that X ⊆ AI , and hence A must be a top-level conjunct in mmsc(X, I , 0), too. Analogously, for
a primitive negation ¬A in D, we know that X ⊆ (¬A)I must be satisfied, and so also ¬A is
contained in the top-level conjunction of mmsc(X, I , 0). We just showed that each conjunct in
D also occurs in mmsc(X, I , 0), and hence mmsc(X, I , 0) ⊑∅ D follows.
For the induction step now let d > 0. By induction hypothesis, we know that the role depth
of each mmsc(Y, I , d − 1) where Y ∈ Min(SuccI (X, Qr)) does not exceed d − 1, and so we
conclude that the role depth of mmsc(X, I , d) is at most d.
Consider a top-level conjunct Qr.mmsc(Y, I , d− 1) occurring in mmsc(X, I , d), i.e.,
Y ∈ Min(SuccI (X, Qr)) holds true. By induction hypothesis, Y is a subset ofmmsc(Y, I , d− 1)I .
We continue with a case distinction on the quantifier Q.
(
Q
=
E≥ n) By definition of the successor sets, it holds true that all elements in Y are r-
successors of some element in X, since Y ⊆ rI (X). Furthermore, Y satisfies the condition
that, for each element x ∈ X, the cardinality of the intersection rI (x) ∩ Y is at least n,
i.e., each element x ∈ X has n or more r-successors in Y. Consequently, it holds true that
X ⊆ ( E≥ n. r.mmsc(Y, I , d− 1))I .
(
Q
=
A
) In this case, we have that Y = rI (X). Consider an arbitrary x ∈ X. If y ∈ ∆I and
(x, y) ∈ rI , then y ∈ Y, and so x ∈ ( Ar.mmsc(Y, I , d− 1))I follows easily.
It is obvious that X is also a subset of the extension of the other top-level conjuncts in
mmsc(X, I , d).
Eventually, fix some M concept description D such that rd(D) ≤ d and X ⊆ DI . Further
let E be a conjunct on the top level of D. Of course, it then holds true that X ⊆ EI . We
proceed with a case distinction on E, and prove that there is always a top-level conjunct in
mmsc(X, I , d) which is more specific than E modulo ∅. As a consequence we then obtain that
mmsc(X, I , d) ⊑∅ D is satisfied.
(E = Ar. F) Since X ⊆ ( Ar. F)I , we infer that each r-successor of each element in X is in the
extension FI , i.e.,
A
x ∈ X Ay ∈ ∆I : (x, y) ∈ rI implies y ∈ FI .
As the set rI (X) contains all r-successors of any element in X and no additional
elements, we conclude that rI (X) ⊆ FI . Applying Statement 1 of Lemma 4.1.2
yields (rI (X))Id−1 ⊑∅ F. An application of the induction hypothesis implies that
(rI (X))Id−1 ≡∅ mmsc(rI (X), I , d− 1). Eventually, it follows that
A
r.mmsc(rI (X), I , d− 1) ⊑∅ Ar. F.
(E = E≥ n. r. F) By assumption, we have that X ⊆ ( E≥ n. r. F)I , i.e., every element x ∈ X
has n or more r-successors which are in the extension of F. Thus, |rI (x) ∩ FI | ≥ n for
all x ∈ X, and consequently there is a set Y ∈ Min(SuccI (X, E≥ n. r)) such that Y ⊆ FI .
By applying Statement 1 of Lemma 4.1.2 we conclude that YId−1 ⊑∅ F, and since the
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induction hypothesis yields that YId−1 ≡∅ mmsc(Y, I , d − 1), it eventually follows that
E≥ n. r.mmsc(Y, I , d− 1) ⊑∅ E≥ n. r. F.
(E = E≤ n. r) The set inclusion X ⊆ ( E≤ n. r)I yields that, for every element x ∈ X, the
number of r-successors of x does not exceed n. It is readily verified that then n(X, r) ≤ n,
and thus E≤ n(X, r). r ⊑∅ E≤ n. r. Of course, E≤ n(X, r). r is contained as a top-level
conjunct in mmsc(X, I , d).
(E = Er. Self) From X ⊆ ( Er. Self)I it follows that each element x ∈ X is an r-successor of
itself, i.e., { (x, x) | x ∈ X } ⊆ rI . By definition, mmsc(X, I , d) then also contains Er. Self
as a top-level conjunct.
4.3 Most Specific Consequences in EL
The notion of a most specific consequence was introduced by the author in [Kri16a]. However,
no conditions for their existence have been known, and it has been unclear how and whether
these could be computed—problems that will be solved in Section 4.3.1. For describing the
origin of that notion, we first take a short detour to Formal Concept Analysis, cf. Chapter 1.
Consider a set L of implications over an attribute set M and let X ⊆ M be a subset. On
Page 7 we have seen that there is always a most specific consequence of X with respect to L, i.e.,
there is some superset Y ⊇ X such that L entails X → Y and, if L entails X → Z, then Z ⊆ Y.
This most specific consequence Y equals XL, which is the result of exhaustively saturating X
with the implications in L and, alternatively, it can be characterized as the smallest model of
L that contains X.
As it turns out, there is no such notion in the field of Description Logic. Anyways, it is readily
verified that sets of implications correspond to TBoxes, and consequently we can simply define
the following.
4.3.1 Definition. Let DL1 and DL2 denote description logics, and fix some DL1 TBox T as
well as a DL1 concept description C. Then, a DL2 concept description D is called amost specific
consequence or most specific subsumer (abbrv.MSS) in DL2 of C with respect to T if it satisfies
the following conditions.
1. The concept inclusion C ⊑ D follows from T , i.e., C ⊑T D.
2. D is most specific with respect to the property of subsuming C w.r.t. T , that is, for each
DL2 concept description E, if C ⊑T E, then D ⊑∅ E. △
Note that simply choosing D := C does not do the job in general. For instance, consider the
TBox T := {A ⊑ B}. Clearly, A ⊓ B is more specific than A w.r.t. ∅ and both A and A ⊓ B
subsume A w.r.t. T , i.e., A is not the most specific consequence of A w.r.t. T .
Within this document, we only consider the description logics EL and EL⊥ or its extensions
with greatest fixed-point semantics, e.g., ELsi, and EL⊥si, as possible choices for DL1, and for
DL2 we investigate the cases EL, EL⊥, ELsi, EL⊥si, ELd, and EL⊥d for some d ∈N.
As one quickly verifies, all most specific consequences of C with respect to T are unique up
to equivalence, and hence we shall denote the most specific consequence of C with respect to
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T by CT—provided that it exists. Another immediate consequence of Definition 4.3.1 is that C
and its most specific consequence CT are equivalent with respect to T , since, on the one hand,
C ⊑T CT is satisfied, and, on the other hand, C clearly is a consequence of itself w.r.t. T , that
is, CT ⊑∅ C. Please note that writing CT can cause an abuse of notation, since the target DL
DL2 is not specified; however, in this document this will not cause any issues.
Note that Distel [Dis11, Chapter 7] has investigated a dual notion, namely that of a min-
imal possible consequence, which he utilized to constitute an algorithm for the exploration of
ontologies, called ABox Exploration. To emphasize this duality, it is also reasonable to use the
name of a minimal certain consequence for a most specific consequence.3
As an example, consider the TBox T := {⊤ ⊑ Er.⊤}. It can be readily verified that, for each
n ∈ N, the concept description Ern.⊤ is a consequence (i.e., a subsumer) of ⊤ with respect to
T . However, Ern+1.⊤ is more specific than Ern.⊤, and thus a most specific consequence of
⊤ w.r.t. T does not exist in the description logic EL⊥ with descriptive semantics (the standard
semantics as introduced in Section 3.1.2). There are two solutions to tackle this problem of
existence of most specific consequences. The first one is to use an extension of EL⊥ with great-
est fixed-point semantics, as these have been introduced in Section 3.4. We have already seen
that concept descriptions for standard semantics are finite trees, while concept descriptions
for greatest fixed-point semantics can be seen as arbitrary, possibly cyclic, finite graphs. Such
extensions have been extensively studied [Baa03a; Baa03b; Dis11; LPW10; LPW10], and in
particular it has been shown that these extensions can handle terminological cycles (as present
in the given TBox T above) also within concept descriptions. We are going to prove in the
upcoming Section 4.3.1 that most specific consequences always exist in variants of EL⊥ that
are equipped with greatest fixed-point semantics. Another solution for ensuring the existence
of most specific consequences is to restrict the role depth of the concept descriptions under con-
sideration, as this has been done by Borchmann, Distel, and Kriegel [BDK15] to ensure the
existence of model-based most specific concept descriptions in EL⊥ with descriptive semantics.
This approach shall be considered in Section 4.3.1 as well. Returning to our above example, we
can readily verify that, for each role-depth bound d ∈ N, the EL⊥d concept description
E
rd.⊤
is the most specific consequence of ⊤ w.r.t. T in EL⊥d (for the standard semantics).
4.3.1 Existence and Computation of Most Specific Consequences
Within this section, we shall investigate whether most specific consequences exist in EL and
some of its variants. In particular, we also consider the extension EL⊥ with the bottom con-
cept description, which can be used to express unsatisfiability, and we consider the variant
EL⊥si that is equipped with greatest fixed-point semantics. As we will demonstrate, most spe-
cific consequences always exist in EL⊥si, most specific consequences always exist in EL⊥ for
so-called cycle-restricted TBoxes, and further most specific consequences always exist in EL⊥d
for any d ∈ N. Additionally, we shall provide means for the computation of most specific
consequences, and analyze the complexity of computing these.
3Being minimal w.r.t. the subsumption order means being most specific.
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The Unrestricted Case
We start our investigations with the unrestricted case, that is, we do not impose any bound on
the role depths. More specifically, we will show that in ELsi most specific consequences always
exist and can be computed in polynomial time. Furthermore, it holds true that most specific
consequences need not exist in EL, but we can decide in polynomial time whether these exist
in EL. The only reason that prevents the existence of CT in EL is that T induces a cycle for
some subconcept of C or, more generally, for some concept description that subsumes some
subconcept of C w.r.t. T . By such a cycle we mean a concept description D together with a
non-empty word r1r2 . . . rn of role names such that
D ⊑T Er1r2 . . . rn.D.
It turns out that CT can be constructed from the canonical model IC,T (see Page 83), and
that CT is equivalent to the model-based most specific concept description of {C} in IC,T ,
which is an ELsi concept description in general due to the possible presence of cycles in the
canonical model. Of course, if IC,T does not contain cycles, then CT is equivalent to an EL
concept description. Thus, in order to check existence of CT in EL, it suffices to construct the
canonical model, which can be done in polynomial time, then compute its reachability relation,
i.e., the transitive closure of its set of edges, and finally test if there is some vertex reachable
from itself on a path of length at least 1. The task of computing the reachability relation can be
solved with the Floyd-Warshall algorithm, which is well-known to run in polynomial time.
Furthermore, we shall prove that, for cycle-restricted TBoxes T , all canonical models IC,T for
arbitrary concept descriptions C are acyclic, which means that most specific consequences with
respect to cycle-restricted TBoxes always exist in EL.
The Unrestricted Case for ELst
The description logic ELst [LPW10] extends EL by the concept constructor Esim Γ. (T ,C), where
Γ ⊆ Σ is a finite signature, T is a TBox, and C is a concept description. More specifically, ELst
concept descriptions, ELst concept inclusions, and ELst TBoxes are defined by simultaneous
induction as follows.
1. Every EL concept description, every EL concept inclusion, and every EL TBox is an ELst
concept description, ELst concept inclusion, and ELst TBox, respectively;
2. if T is an ELst TBox, C an ELst concept description, and Γ ⊆ Σ a finite signature, then
Esim Γ. (T ,C) is an ELst concept description;
3. if C and D are ELst concept descriptions, then C ⊑ D is an ELst concept inclusion;
4. an ELst TBox is a finite set of ELst concept inclusions.
The semantics of the additional concept constructor is defined as follows: let I be an interpre-
tation, then δ ∈ ( Esim Γ. (T ,C))I if there exists a pointed interpretation (J , ϵ) such that J is
a model of T , ϵ ∈ CJ , and (J , ϵ) ⇀∼Σ\Γ (I , δ). In case Γ = ∅ we may abbreviate
Esim Γ. (T ,C)
as Esim(T ,C). Adding the bottom concept description ⊥ yields the description logic EL⊥st. In
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[LPW10, Theorem 10] it is demonstrated that ELst and ELsi are polynomially equivalent, i.e.,
both are equi-expressive and there are translations between both DLs that are computable in
polynomial time.
The next proposition demonstrates that most specific consequences of ELst concept descrip-
tions with respect to ELst TBoxes always exist in ELst.
4.3.2 Proposition. For each ELst TBox T and each ELst concept description C, the most specific
consequence CT exists in ELst. More specifically, it holds true that
CT ≡∅ Esim(T ,C).
Proof. Firstly, we show that Esim(T ,C) is a consequence of C with respect to T . Let I be a
model of T such that δ ∈ CI . It is trivial that (I , δ) ⇀∼ (I , δ), and hence we immediately
conclude that δ ∈ ( Esim(T ,C))I .
Secondly, we prove that Esim(T ,C) is indeed most specific. For this purpose, consider an ELst
concept description E such that C ⊑T E, and let I be an arbitrary interpretation such that δ ∈
(
Esim(T ,C))I . Of course, then there is a pointed interpretation (J , ϵ) such that (J , ϵ) ⇀∼ (I , δ),
ϵ ∈ CJ , and J |= T . We proceed with a case distinction on E. If E is an EL concept description,
then we immediately conclude that ϵ ∈ EJ , and so δ ∈ EI . Otherwise, let E = Esim Γ. (U ,D) be
an ELst concept description.4 It then follows that ϵ ∈ ( Esim Γ. (U ,D))J , and so there is another
pointed interpretation (K, ζ) with K |= U , ζ ∈ DK, and (K, ζ) ⇀∼Σ\Γ (J , ϵ). We may conclude
that (K, ζ) ⇀∼Σ\Γ (I , δ), and consequently δ ∈ (
Esim Γ. (U ,D))I .
Since EL is a sublogic of ELst, we can immediately draw the following conclusion.
4.3.3 Corollary. For each EL TBox T and each EL concept description C, the most specific
consequence CT exists in ELst. □
Furthermore, as ELst is polynomially equivalent to ELsi, we can also conclude that most
specific consequences always exist in ELsi.
The Unrestricted Case for EL
Furthermore, we can interconnect the notions of most specific consequences and of model-
based most specific concept descriptions. In particular, according to the following proposition it
holds true that the most specific consequence CT is equivalent to the model-based most specific
concept description {C}IC,T . This important result will later be used to analyze the complexity
of computing CT as well as for deciding existence of CT in EL.
The Canonical Model of an EL Concept Description w.r.t. some EL TBox
The following definition of a canonical model and the following properties are cited from Lutz
andWolter [LW10].
4Since each EL concept description E is equivalent to the ELst concept description Esim(∅, E), the first case also
follows from this second case.
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[LW10, Definition 11]. Let T be an EL TBox, and C be an EL concept description. The
canonical model IC,T of T and C consists of the following components.
∆IC,T := {C} ∪ {D | Er ∈ ΣR : Er.D ∈ Sub(T ) ∪ Sub(C) }
·IC,T :
⎧⎪⎪⎨⎪⎪⎩
A ↦→ {D | D ⊑T A } for any A ∈ ΣC
r ↦→
{︄
(D, E)
⃓⃓⃓⃓
⃓ D ⊑T
E
r. E and Er. E ∈ Sub(T ),
or Er. E ∈ Conj(D)
}︄
for any r ∈ ΣR
△
Note that IC = IC,∅ holds true for any C ∈ EL(Σ).
[LW10, Lemma 12]. Let T be an EL TBox, and C be an EL concept description. Then, the
following statements hold true.
1. D ∈ DIC,T for all D ∈ ∆IC,T
2. IC,T |= T
3. (IC,T , E) ⇀∼ (ID,T , E) for all D ∈ EL(Σ) and all E ∈ ∆IC,T ∩ ∆ID,T □
[LW10, Lemma 13]. Let T be an EL TBox, and C be an EL concept description.
1. For all models I of T and all objects δ ∈ ∆I , the following statements are equivalent.
a) δ ∈ CI
b) (IC,T ,C) ⇀∼ (I , δ)
2. For all EL concept descriptions D, the following statements are equivalent.
a) T |= C ⊑ D
b) C ∈ DIC,T
c) (ID,T ,D) ⇀∼ (IC,T ,C) □
Example. As an example, consider the concept descriptions IntegerList and ElementList as well
as the following terminological box T over the signature Σ.
ΣC := {ElementList, IntegerList,Element, Integer}
ΣR := {head, tail}
T :=
⎧⎪⎪⎨⎪⎪⎩
ElementList ≡ Ehead.Element⊓ Etail.ElementList,
IntegerList ≡ Ehead. Integer⊓ Etail. IntegerList,
Integer ⊑ Element
⎫⎪⎪⎬⎪⎪⎭
It is easy to see that IntegerList ⊑T ElementList holds true. Figure 4.3.4 depicts an according
simulation S from the canonical model IElementList,T to the canonical model IIntegerList,T that
contains (ElementList, IntegerList). Note that, in order to ease readability, we have not included
node labels; to be complete, we list these as follows. Each node C is labeled with C itself, and
further IntegerList has label ElementList and Integer has label Element. △
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tail
tail
head
head
tail
head
tail
tail
head
head
tail
head
IntegerList ElementList
Integer Element
IntegerList ElementList
Integer Element
S
S
S
S
4.3.4 Figure. A simulation S from IElementList,T to IIntegerList,T
Most Specific Consequences of EL Concept Descriptions w.r.t. EL TBoxes
4.3.5 Proposition. Let T be an EL TBox, and C be an EL concept description. Then the most
specific consequence of C with respect to T is equivalent to the model-based most specific concept
description of {C} with respect to the canonical model of T and C, i.e.,
CT ≡∅ {C}IC,T .
Proof. Note that the model-based most specific concept description of {C} with respect to
IC,T is described by the ELsi concept description Esim(IC,T ,C). Hence, it suffices to show
that the concept descriptions Esim(T ,C) and Esim(IC,T ,C) are equivalent. For this purpose
consider an arbitrary interpretation I and an element δ ∈ ∆I . By definition of the seman-
tics, δ ∈ ( Esim(T ,C))I if, and only if, there is a pointed interpretation (J , ϵ) such that
(J , ϵ) ⇀∼ (I , δ), J |= T , and ϵ ∈ CJ . Furthermore, δ ∈ ( Esim(IC,T ,C))I if, and only if,
(IC,T ,C) ⇀∼ (I , δ), i.e., if there is a simulation from (IC,T ,C) to (I , δ).
Firstly, assume that δ ∈ ( Esim(T ,C))I . Then [LW10, Lemma 13] yields that there is a
simulation from (IC,T ,C) to (I , δ), since simulations are closed under composition, and thus
δ ∈ ( Esim(IC,T ,C))I .
Vice versa, let δ ∈ ( Esim(IC,T ,C))I , i.e., (IC,T ,C) ⇀∼ (I , δ). By [LW10, Lemma 12] we have
that IC,T is a model of T , and that C ∈ CIC,T . Consequently, δ ∈ ( Esim(T ,C))I .
As already mentioned, the existence of cycles induced by the TBox T can require that also a
description of the most specific consequence CT must contain a cycle, which can be expressed
in ELsi, but not in EL. This observation yields a sufficient condition for the existence of CT
in EL, namely that most specific consequences always exist w.r.t. cycle-restricted TBoxes—a
notion that is cited below.
[BBM12b; BBM12a, Definition 2]. An EL TBox T is cycle-restricted if there does not exist an
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EL concept description C and a non-empty role word w ∈ Σ+R such that C ⊑T
E
w.C. □
Example. The TBox T defined below is not cycle-restricted, since it entails the cyclic concept
inclusion A ⊑ Er3. A.
T :=
⎧⎪⎪⎨⎪⎪⎩
A ⊑ Ers. (B ⊓ Er. B),
E
s.
E
r.⊤ ⊑ B,
E
r. B ⊑ Errr. A
⎫⎪⎪⎬⎪⎪⎭ △
In the following, we shall consider the directed graphs (∆I ,⋃︁{ rI | r ∈ ΣR }) for inter-
pretations I over Σ. That way, we can utilize graph-theoretic notions when speaking about
interpretations.
4.3.6 Proposition. For each EL TBox T , the following statements are equivalent.
1. T is cycle-restricted.
2. For each EL concept description C, the canonical model IC,T is acyclic.
3. For each EL concept description C, the most specific consequence CT exists in EL.
Proof. We start with demonstrating that Statement 1 implies Statement 2. Consider a TBox T
and a concept description C, and assume that the canonical model IC,T is not acyclic. Then,
IC,T contains some cycle
D
r1→ D1 r2→ D2 r3→ . . . rn→ D.
It immediately follows that D ⊑T Ew.D where w := r1r2r3 . . . rn ∈ Σ+R , which yields that T is
not cycle-restricted.
We proceed with proving that Statement 2 implies Statement 1. Let w ∈ Σ+R and consider
some concept description D such that D ⊑T Ew.D. Firstly, assume that the word w has length
1, i.e., w = r for some role name r ∈ ΣR. By the very definition of a canonical model, it is then
apparent that (D,D) ∈ rIC,T is a loop in the canonical model IC,T , that is, IC,T is not acyclic.
Secondly, assume that w has a length of at least 2, i.e., there are role names r, s ∈ ΣR and a
role word v ∈ Σ∗R such that w = rvs. Our assumption implies that D ⊑T
E
r.
E
v.
E
s.D, and so
[LW10, Lemma 13] shows that D ∈ ( Er. Ev. Es.D)IC,T , i.e., there is a path D r→ E v→ F s→ G
in IC,T such that G ∈ DIC,T . In particular, we infer that F ⊑T Es.G and G ⊑T D, and thus
F ⊑T Es.D. Consequently, we have found a path D r→ E v→ F s→ D in the canonical model
IC,T , which is hence not acyclic.
Of course, an ELsi concept description Esim(I , δ) is equivalent to an EL concept description
if, and only if, the connected component of I that contains δ is acyclic. Since we have shown
in Proposition 4.3.5 that CT ≡∅ Esim(IC,T ,C) holds true, we immediately conclude that State-
ment 2 implies Statement 3. For the converse direction, assume that Statement 3 is satisfied
and consider some EL concept description C. First note that the canonical model IC,T is a
disjoint union of connected components. More specifically, there are D1, . . . ,Dn ∈ ∆IC,T such
that IC,T is the disjoint union of the connected components of ID,T containing D where D
ranges over {C,D1, . . . ,Dn}. By assumption we now have that, for each concept description
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D ∈ {C,D1, . . . ,Dn}, the most specific consequence DT exists, i.e., in ID,T the connected
component containing D is acyclic. It follows that all connected components of IC,T must be
acyclic, i.e., the whole canonical model IC,T is acyclic, which yields Statement 2.
4.3.7 Corollary. The problem whether all most specific consequences with respect to some EL
TBox T exist in EL can be decided in deterministic polynomial time.
Proof. The problemwhether an EL TBox is cycle-restricted can be decided in deterministic poly-
nomial time, cf. [BBM12b, Lemma 21]. Thus, the statement follows from Proposition 4.3.6.
However, the condition that T is cycle-restricted is not necessary for the existence of CT in
EL. To see this, consider the TBox T := {A ⊑ Er. A}. It is apparent that T is not cycle-
restricted, although the most specific consequence of B w.r.t. T exists in EL, and is (equivalent
to) B. We see that T induces a cycle which does not affect the concept description B or, more
specifically, B does not contain any subconcept that entails A, and so the cycle in T does
not induce a cycle in a description of BT . This idea is utilized in the proof of the upcoming
proposition, which shows that existence of CT in EL can always be decided in polynomial time.
4.3.8 Proposition. The problem whether the most specific consequence CT of an EL concept de-
scription C with respect to an EL TBox T exists in EL can be decided in deterministic polynomial
time.
Proof. We have shown in Proposition 4.3.5 that the most specific consequence CT is equiv-
alent to the model-based most specific concept description {C}IC,T , which is equivalent to
Esim(IC,T ,C). Furthermore, an ELsi concept description Esim(I , δ) is equivalent to an EL con-
cept description if, and only if, the connected component of I that contains δ is acyclic. Ac-
cording to Lutz and Wolter [LW10], the canonical model IC,T can be constructed in time
polynomial in the size of C and T . By means of the Floyd-Warshall algorithm, the transitive
closure E+ for a given directed graph (V, E) can be computed in deterministic timeO(|V|3) and
in deterministic space O(|V|2). It follows that reachability in the canonical model IC,T can be
decided in time polynomial in the size of C and T . We now only need to check whether in IC,T
there is some object in the connected component containing C that is reachable from itself on a
path of length at least 1. Clearly, such an object exists if, and only if, CT does not exist in EL.
Eventually, we analyze the complexity of computing CT . This is an easy task, since we have
already shown that CT can be computed as a model-based concept description for the canonical
model IC,T , and since canonical models can be constructed in polynomial time.
4.3.9 Proposition. The most specific consequence CT of an EL concept description C with respect
to an EL TBox T can be computed in deterministic polynomial time, and its size is polynomial in
||C||+ ||T ||.
Proof. The statements are obtained as immediate corollaries from Proposition 4.3.5 and the
fact that the canonical model IC,T can be computed in polynomial time, cf. Lutz andWolter
[LW10].
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The Canonical Model of an ELsi Concept Description w.r.t. some ELsi TBox
In the following, we shall extend the results from the previous section to the description logic
ELsi. Thus, fix some ELsi concept description C as well as some ELsi terminological box T . The
canonical model IC,T of C and T consists of the following components. Note that the definition
is essentially the same as [LW10, Definition 11] except that all occurring concept descriptions
are now formulated in ELsi instead of EL.
∆IC,T := {C} ∪ {D | Er ∈ ΣR : Er.D ∈ Sub(T ) ∪ Sub(C) }
·IC,T :
⎧⎪⎪⎨⎪⎪⎩
A ↦→ {D | D ⊑T A } for any A ∈ ΣC
r ↦→
{︄
(D, E)
⃓⃓⃓⃓
⃓ D ⊑T
E
r. E and Er. E ∈ Sub(T ),
or Er. E ∈ Conj(D)
}︄
for any r ∈ ΣR
Some of the following statements and corresponding proofs might be similar to [LW10,
Lemmas 12 and 13]. However, note that we use ELsi instead of EL and our goal is obtaining a
computation method for most specific consequences. As a consequence, we only formulate and
prove statements that are directly required for demonstrating that the ELsi concept description
Esim(IC,T ,C) is the most specific consequence of C w.r.t. T . Afterwards, analogs of [LW10,
Lemmas 12 and 13] will be provided.
4.3.10 Lemma. The following statements hold true.
1. Esim(IC,T , Esim(J , ϵ)) ⊑∅ Esim(J , ϵ) for each Esim(J , ϵ) ∈ ∆IC,T .
2. If K is a model of T and a ∈ XK for some X ∈ ∆IC,T , then there is a simulation from
(IC,T ,X) to (K, a).
3. If there is a simulation from (J , ϵ) to (IC,T ,X), then it follows that X ⊑T Esim(J , ϵ).
4. X ⊑T Esim(IC,T ,X) for each X ∈ ∆IC,T .
5. Esim(IC,T ,X) ⊑T Y implies Esim(IC,T ,X) ⊑∅ Y for each Y ∈ ΣC ∪ { Er.Z | Er.Z ∈
Sub(T ) }.
Proof. 1. It is easy to see that the relation
{ (ζ, Esim(J , ζ)) | ζ ∈ ∆J }
is a simulation from (J , ϵ) to (IC,T , Esim(J , ϵ)).
2. Define the relation S := { (Y, b) | b ∈ YK }. By assumption it holds true that (X, a) is in
S. Now consider an arbitrary pair (Y, b) ∈ S.
• If Y ∈ AIC,T , i.e., Y ⊑T A, then we have YK ⊆ AK. It follows that b ∈ AK.
• If (Y,Z) ∈ rIC,T , i.e., Y ⊑T Er.Z, then we have YK ⊆ ( Er.Z)K. It follows that
b ∈ ( Er.Z)K, i.e., there is some object c ∈ ∆K such that (b, c) ∈ rK and c ∈ ZK,
which means that (Z, c) ∈ S.
3. Let K be some model of T such that a ∈ XK. From Statement 2 we then get some
simulation from (IC,T ,X) to (K, a). Composing it with the existing simulation from
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(J , ϵ) to (IC,T ,X) yields a simulation from (J , ϵ) to (K, a). Of course, this shows
a ∈ ( Esim(J , ϵ))K.
4. Since the reflexive relation is a simulation from (IC,T ,X) to (IC,T ,X), Statement 3
implies that X ⊑T Esim(IC,T ,X).
5. Consider some Y ∈ ΣC ∪ { Er.Z | Er.Z ∈ Sub(T ) } such that Esim(IC,T ,X) ⊑T Y. Using
Statement 4 we conclude that X ⊑T Y holds true as well.
• If Y = A is a concept name, then according to the definition of IC,T it follows that
X ∈ AIC,T , i.e., Esim(IC,T ,X) ⊑∅ A.
• If Y = Er.Z is an existential restriction which occurs as a subconcept in T , then
we have that (X,Z) ∈ rIC,T and Z ∈ ∆IC,T . This implies that Esim(IC,T ,X) ⊑∅
E
r.
Esim(IC,T ,Z). Since further Esim(IC,T ,Z) ⊑∅ Z is implied by Statement 1, we
obtain Esim(IC,T ,X) ⊑∅ Er.Z.
4.3.11 Proposition. IC,T is a model of T .
Proof. Let X ∈ ∆IC,T and consider some concept inclusion E ⊑ F in T such that X ∈ EIC,T . We
shall prove that X ∈ FIC,T holds true as well. X ∈ EIC,T implies Esim(IC,T ,X) ⊑∅ E and so it
follows that Esim(IC,T ,X) ⊑T F, i.e., Esim(IC,T ,X) ⊑T G for each G ∈ Conj(F). We can now
apply Statement 5 of Lemma 4.3.10 to infer that Esim(IC,T ,X) ⊑∅ G for each G ∈ Conj(F). Of
course, this shows that Esim(IC,T ,X) ⊑∅ F, i.e., X ∈ FIC,T .
4.3.12 Proposition. Esim(IC,T ,C) is the most specific consequence of C w.r.t. T .
Proof. Statement 4 of Lemma 4.3.10 shows that Esim(IC,T ,C) is a consequence of C w.r.t. T . It
remains to show that Esim(IC,T ,C) is most specific. Thus, consider some ELsi concept descrip-
tion Esim(I , δ) where C ⊑T Esim(I , δ). We need to prove that Esim(IC,T ,C) ⊑∅ Esim(I , δ), i.e.,
that there is some simulation from (I , δ) to (IC,T ,C).
Since IC,T |= T , we have CIC,T ⊆ ( Esim(I , δ))IC,T . Furthermore, Statement 1
of Lemma 4.3.10 implies that C ∈ CIC,T holds true, and so we infer that C ∈ ( Esim(I , δ))IC,T .
This in turn means that Esim(IC,T ,C) ⊑∅ Esim(I , δ) as claimed.
4.3.13 Lemma. For each D ∈ ∆IC,T , the pointed interpretations (IC,T ,D) and (ID,T ,D) are
equi-similar.
Proof. We know from Proposition 4.3.11 that ID,T is a model of T . Furthermore, Statement 1
of Lemma 4.3.10 shows that Esim(ID,T ,D) is more specific than D modulo ∅, which yields that
D ∈ DID,T by an application of the laws of Galois connections, cf. Lemmas 4.1.2 and 4.1.3.
According to Statement 2 of Lemma 4.3.10, there must exist some simulation from (IC,T ,D)
to (ID,T ,D).
Of course, we have that D is an object of ID,T as well and IC,T is a model of T . Statement 1
of Lemma 4.3.10 implies that Esim(IC,T ,D) ⊑∅ D holds true, and we conclude that D ∈ DIC,T .
Now Statement 2 of Lemma 4.3.10 ensures the existence of some simulation from (ID,T ,D) to
(IC,T ,D).
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4.3.14 Corollary. Fix some ELsi concept description C as well as an ELsi TBox T . For each object
D in the domain of IC,T and for each ELsi concept description E, the following statements are
equivalent.
1. D ∈ EIC,T
2. Esim(IC,T ,D) ⊑∅ E
3. D ⊑T E
Proof. Statements 1 and 2 are equivalent according to Lemmas 4.1.2 and 4.1.3. Furthermore,
Lemma 4.3.13 shows that (IC,T ,D) and (ID,T ,D) are always equi-similar, i.e., the concept
descriptions Esim(IC,T ,D) and Esim(ID,T ,D) are equivalent modulo ∅. We also know from
Proposition 4.3.12 that Esim(ID,T ,D) is the most specific consequence of D w.r.t. T . On the one
hand, this immediately shows that Statement 3 implies Statement 2. On the other hand, this in
particular means that D ⊑T Esim(ID,T ,D) is satisfied. It is now easy to verify that Statement 2
implies Statement 3 as well.
Eventually, we note that similar statements as given in [LW10, Lemmas 12 and 13] hold true
for the generalization of the canonical model IC,T to the description logic ELsi.
4.3.15 Corollary. (Generalization of [LW10, Lemma 12]) Fix some ELsi concept description C
and some ELsi TBox T . Then the following statements hold true.
1. D ∈ DIC,T for all D ∈ ∆IC,T
2. IC,T |= T
3. (IC,T , E) ⇀∼ (ID,T , E) for all D ∈ ELsi(Σ) and all E ∈ ∆IC,T ∩ ∆ID,T
Proof. In Statement 1 of Lemma 4.3.10 we have shown that Esim(IC,T ,D) ⊑∅ D is satisfied for
each D ∈ ∆IC,T . By means of Lemmas 4.1.2 and 4.1.3 we infer that D ∈ DIC,T must be true,
which shows Statement 1.
Statement 2 has already been shown in Proposition 4.3.11.
Regarding Statement 3 let now E ∈ ∆IC,T ∩∆ID,T . According to Lemma 4.3.13 it follows that,
on the one hand, (IC,T , E) and (IE,T , E) are equi-similar and, on the other hand, (ID,T , E)
and (IE,T , E) are equi-similar. Since equi-similarity is transitive, we obtain that the pointed
interpretations (IC,T , E) and (ID,T , E) are equi-similar as well.
4.3.16 Corollary. (Generalization of [LW10, Lemma 13]) Fix some ELsi concept description C
and some ELsi TBox T .
1. For each model I of T and each object δ ∈ ∆I , the following statements are equivalent.
a) δ ∈ CI
b) (IC,T ,C) ⇀∼ (I , δ)
2. For each ELsi concept description D, the following statements are equivalent.
a) C ⊑T D
b) C ∈ DIC,T
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c) (ID,T ,D) ⇀∼ (IC,T ,C)
Proof. Assume that C has the form Esim(J , ϵ). Then δ ∈ CI is equivalent to (J , ϵ) ⇀∼ (I , δ).
Since (J , ϵ) ⇀∼ (IC,T ,C) obviously holds true, we conclude that Statement 1b implies State-
ment 1a.
Now regarding the converse direction. We know that (J , ϵ) ⇀∼ (I , δ) means that Esim(I , δ)
is more specific than C modulo ∅. Proposition 4.3.35 implies that ( Esim(I , δ))T is more spe-
cific than CT modulo ∅. Note that CT is equivalent to Esim(IC,T ,C) modulo ∅. It remains to
show that Esim(I , δ) and ( Esim(I , δ))T are equivalent as well, which then implies that there
exists a simulation from (IC,T ,C) to (I , δ). The subsumption ( Esim(I , δ))T ⊑∅ Esim(I , δ)
is obvious. Since I is a model of T , we infer by an application of Proposition 4.3.50
that ( Esim(I , δ))II ⊑∅ ( Esim(I , δ))T . Furthermore, Lemmas 4.1.2 and 4.1.3 shows that
(
Esim(I , δ))II and Esim(I , δ) are equivalent, and we are done.
Statement 2 follows from Corollary 4.3.14, since C ∈ DIC,T is equivalent to Esim(IC,T ,C) ⊑∅
D by Lemmas 4.1.2 and 4.1.3, and since further (ID,T ,D) ⇀∼ (IC,T ,C) is equivalent to
CT ⊑∅ DT where the latter statement is equivalent to C ⊑T D by Proposition 4.3.39.
Rule-Based Approaches
for Constructing Canonical Models of ELsi Concept Descriptions w.r.t. ELsi TBoxes
We have shown in Proposition 4.3.12 that most specific consequences in the description logic
ELsi can be described by the canonical models from Page 101. However, a reasoner that de-
cides concept subsumption w.r.t. a TBox is necessary for constructing such canonical models.
For resolving this issue, we will now devise a rule-based procedure for constructing canonical
models that only needs a reasoner for deciding concept subsumption without a TBox (i.e., only
existence of a simulation needs to be checked).
Fix some ELsi concept description C as well as an ELsi TBox T . Let AC,T be the ABox that is
obtained from the initial ABox {C ⊏− C} by exhaustively applying the following rules.
⊓-rule. If D ⊏− E ∈ A and {D ⊏− F | F ∈ Conj(E) } ̸⊆ A,
then A → A∪ {D ⊏− F | F ∈ Conj(E) }.
E-rule. If D ⊏− Er. E ∈ A, but (D, E) ⊏− r ̸∈ D,
then A → A∪ {(D, E) ⊏− r, E ⊏− E}.
⊑-rule. If D ∈ Ind(A), E ∈ ΣC ∪ ESub(T ), and D ⊑T E, but D ⊏− E ̸∈ A,
then A → A∪ {D ⊏− E}.
The rule precedence is ⊓-rule > E-rule > ⊑-rule. It is easy to see that the resulting ABox AC,T
is unique. Furthermore, we shall denote by JC,T the interpretation that is induced by AC,T
using the standard construction: ∆JC,T := Ind(AC,T ), and AJC,T := { D | D ⊏− A ∈ AC,T } for
each A ∈ ΣC, and rJC,T := { (D, E) | (D, E) ⊏− r ∈ AC,T } for each r ∈ ΣR. Note that we only
use the ABox notation for the intermediate construction, in the end we will consider just the
interpretation JC,T .
4.3.17 Lemma. Let C ⊑T Er.D, then there exists a subconcept Er. E ∈ Conj(C) ∪ Sub(T ) such
that C ⊑T Er. E and E ⊑T D.
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Proof. Corollary 4.3.14 shows that C ⊑T Er.D implies C ∈ ( Er.D)IC,T . We infer that there
is some E ∈ ∆IC,T such that (C, E) ∈ rIC,T and E ∈ DIC,T . The latter statement immediately
yields that E ⊑T D holds true, cf. Corollary 4.3.14.
Furthermore, (C, E) ∈ rIC,T implies that C ⊑T Er. E and Er. E ∈ Sub(T ), or Er. E ∈ Conj(C).
In both cases, we can be sure that Er. E ∈ Conj(C) ∪ Sub(T ) and C ⊑T Er. E are satisfied.
4.3.18 Proposition. The pointed interpretations (IC,T ,C) and (JC,T ,C) are equi-similar.
Proof. We start with demonstrating that the following relation S is a simulation from (IC,T ,C)
to (JC,T ,C).
S := { (D, E) | D ⊒T E }
Of course, the pair (C,C) is contained in S. Now fix an arbitrary pair (D, E) in S.
• If D ∈ AIC,T , then D ⊑T A holds true. It follows that E ⊑T A. Since the ⊑-rule has been
applied exhaustively, we conclude that E ∈ AJC,T must be true.
• If (D, F) ∈ rIC,T , then Er. F ∈ Conj(D) ∪ Sub(T ) and D ⊑T Er. F. It follows that E ⊑T
E
r. F. If Er. F ∈ Sub(T ), then the axiom E ⊏− Er. F must have been created by an appli-
cation of the ⊑-rule. This shows that (E, F) ∈ rJC,T . It is further obvious that (F, F) ∈ S.
In the remaining case where Er. F is a conjunct in D, we only know that E ⊑T Er. F.
Lemma 4.3.17 shows that there exists some subconcept Er.G ∈ Conj(E) ∪ Sub(T ) such
that E ⊑T Er.G and G ⊑T F. Since both the ⊓-rule and the ⊑-rule have been applied
exhaustively, we conclude that G ∈ ∆JC,T and (E,G) ∈ rJC,T are satisfied. Furthermore,
we get (F,G) ∈ S for free.
Furthermore, we shall show that the relation T defined as follows is a simulation from
(JC,T ,C) to (IC,T ,C). Beforehand note that ∆JC,T ⊆ ∆IC,T must hold true.
T := { (D,D) | D ∈ ∆JC,T }
It is trivial that (C,C) is in T. Consider an arbitrary pair (D,D) ∈ T.
• Assume D ∈ AJC,T . According to the rule-based construction of AC,T (and of JC,T ), this
can only be the case if either A is a conjunct in D or A is a consequence of D w.r.t. T . In
either case D ⊑T A must be satisfied, and it now immediately follows that D ∈ AIC,T .
• Fix (D, E) ∈ rJC,T . According to the construction of JC,T , the axiom (D, E) ⊏− r needs
to be in AC,T and this axiom can have only been created by the E-rule from the axiom
D ⊏− Er. E in AC,T . Furthermore, this last axiom D ⊏− Er. E must be created either
by the ⊓-rule or by the ⊑-rule, which means that either Er. E ∈ Conj(D) holds true or
E
r. E ∈ Sub(T ) and D ⊑T Er. E is satisfied. For both cases we infer that (D, E) ∈ rIC,T
holds true. Of course, we also have that (E, E) ∈ T, and we are done.
4.3.19 Lemma. Let Esim(I , δ) ⊑ Esim(J , ϵ) be a non-tautological ELsi concept inclusion which
is entailed by an ELsi TBox T . Then, there exists some concept inclusion E ⊑ F in T as well as
some object ζ ∈ ∆I such that Esim(I , ζ) ⊑∅ E and Esim(I , ζ) ̸⊑∅ F.
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Proof. Since Esim(I , δ) is not more specific than Esim(J , ϵ) modulo ∅, there is no simulation
from (J , ϵ) to (I , δ). It follows that I cannot be a model of Esim(I , δ) ⊑ Esim(J , ϵ), and thus
I ̸|= T . Consequently, there must exist some concept inclusion E ⊑ F ∈ T that is not valid in
I , i.e., the domain of I must contain an object ζ satisfying ζ ∈ EI \ FI . Utilizing the laws of
Galois connections implies that Esim(I , ζ) ⊑∅ E and Esim(I , ζ) ̸⊑∅ F hold true.
As usual, we denote by IA the interpretation that is induced by some ABox A. For instance,
IA has been defined in [LW10] as follows. The domain is ∆IA := Ind(A), and AIA := { a | a ⊏−
A ∈ A} for each concept name A ∈ ΣC, and rIA := { (a, b) | (a, b) ⊏− r ∈ A} for each role name
r ∈ ΣR. If A is an EL ABox, then [LW10, Statement 2 of Lemma 27] claims that IA is a model
of A and, furthermore, [LW10, Statement 3 of Lemma 27] claims that a ⊏−A C is equivalent to
a ∈ CIA for each EL concept description C. However, the last two statements only hold true for
⊓- E-complete ABoxes A, i.e., such ABoxes A satisfying the following two conditions.
1. For each assertion a ⊏− C in A and each concept name A ∈ Conj(C), it holds true that the
assertion a ⊏− A is in A as well.
2. For each assertion a ⊏− C in A and each existential restriction Er.D ∈ Conj(C), it holds
true that there is some individual name b such that the assertion (a, b) ⊏− r is in A and
b ⊏− D is entailed by A.
Obviously, any simple ABox not containing assertions a ⊏− C for a complex concept description
C is ⊓- E-complete.
The next lemma shows that Statements 2 and 3 of Lemma 27 in [LW10] can be adapted to
the more general case of ⊓- E-complete ELsi ABoxes and ELsi concept descriptions.
4.3.20 Lemma. (Generalization of [LW10, Statements 2 and 3 of Lemma 27]) The following
statements hold true for each ⊓- E-complete ABox A.
1. IA is a model of A.
2. a ⊏−A C is equivalent to a ∈ CIA for each individual name a ∈ Ind(A) and for each ELsi
concept description C.
Proof. By construction, IA satisfies all role assertions as well as all concept assertions involving
only a concept name. Now fix some concept assertion a ⊏− C in A where C is not a concept
name, and assume that C has the form Esim(J , ϵ). We show that the relation
S := { (ζ, b) | b ⊏−A Esim(J , ζ) }
is a simulation from (J , ϵ) to (IA, a). The assumption that A contains a ⊏− Esim(J , ϵ) immedi-
ately implies that (ϵ, a) ∈ S. Let (ζ, b) be an arbitrary pair in S.
• If ζ ∈ AJ , then Esim(J , ζ) ⊑∅ A follows, and we obtain that A entails b ⊏− A. This can
only be true if b ⊏− A is contained in A, and so we conclude that b ∈ AIA is satisfied.
• If (ζ, η) ∈ rJ , then Esim(J , ζ) ⊑∅ Er. Esim(J , η) must hold true, which implies that
b ⊏−A Er. Esim(J , η). We infer that either there is some individual name c such that A
contains the role assertion (b, c) ⊏− r and entails the concept assertion c ⊏− Esim(J , η), or
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A contains some concept assertion b ⊏− Esim(K, α) where Esim(K, α) ⊑∅ Er. Esim(J , η).
Due to the characterization of ⊑∅ by simulations we conclude for the second case that
there must exist an object β where (α, β) ∈ rK and Esim(K, β) ⊑∅ Esim(J , η). Then,
E
r.
Esim(K, β) is a top-level conjunct of Esim(K, α), and ⊓- E-completeness of A yields that
there is some individual name c such that (b, c) ⊏− r is in A and c ⊏−A Esim(K, β), i.e.,
c ⊏−A Esim(J , η). Summing up, it follows that (b, c) ∈ rIA and (η, c) ∈ S in both cases.
We conclude that a ∈ CIA is satisfied. We have shown that IA models all assertions in A, i.e.,
Statement 1 is true.
For the only if direction of Statement 2 we can use the same proof as above involving the
construction of the simulation S. Vice versa, let a ∈ CIA . It follows that Esim(IA, a) is more
specific than C. We proceed with proving that A entails a ⊏− Esim(IA, a). Let J be a model
of A. It is easy to verify that { (b, bJ ) | b ∈ Ind(A) } is a simulation from (IA, a) to (J , aJ ),
which implies aJ ∈ ( Esim(IA, a))J .
4.3.21 Lemma. Fix some ⊓- E-complete ELsi ABox A as well as an ELsi TBox T , and let a be
an individual name occurring in A and let C be some ELsi concept description. If a ̸⊏−A C but
a ⊏−A∪T C, then there exists some individual name b occurring in A as well as a concept inclusion
D ⊑ E in T such that b ⊏−A D and b ̸⊏−A E.
Proof. Since a ̸⊏−A C, it follows that a ̸∈ CIA . Together with a ⊏−A∪T C this implies that IA
cannot be a model of A ∪ T . As IA |= A, we conclude that IA is not a model of T . Thus,
there exists some individual name b ∈ Ind(A) and a concept inclusion D ⊑ E ∈ T such that
b ∈ DIA and b ̸∈ EIA . Of course, the last two statements are equivalent to b ⊏−A D and b ̸⊏−A E,
respectively.
We are now going to consider a variation where we replace the ⊑-rule by the following rule
and show that we can obtain equivalent results.
⊑′-rule. If D ∈ Ind(A), E ⊑ F ∈ T , and D ⊏−A E, but D ̸⊏−A F,
then A → A∪ {D ⊏− F}.
We shall denote by A′C,T the unique result of exhaustively applying the rules to the initial ABox
{C ⊏− C}, and the induced interpretation is then symbolized by J ′C,T . Note that the resulting
ABox A′C,T is always ⊓-
E-complete.
4.3.22 Lemma. D ⊏−A′C,T ∪T E implies D ⊏−A′C,T E for each individual name D occurring in A′C,T
and for each ELsi concept description E.
Proof. Since the⊑′-rule has been exhaustively applied toA′C,T , we know thatD ⊏−A′C,T X implies
D ⊏−A′C,T Y for each individual name D occurring in A′C,T and for each concept inclusion X ⊑ Y
in T . Now assume that the claim does not hold true, i.e., there is some D ∈ Ind(A′C,T ) and some
E ∈ ELsi(Σ) such that D ⊏−A′C,T ∪T E and D ̸⊏−A′C,T E. Then Lemma 4.3.21 would imply that the⊑′-rule is still applicable to some individual name in A′C,T , which is a contradiction.  
4.3.23 Lemma. D ⊑T E implies D ⊏−A′C,T E for each individual name D occurring in A′C,T and
for each ELsi concept description E.
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Proof. Let D ⊑T E. As D ⊏−A′C,T D must obviously hold true, we infer that D ⊏−A′C,T ∪T E.
Applying Lemma 4.3.22 yields the claim.
4.3.24 Lemma. Assume that (J ′C,T ,D) ⇀∼ (IC,T ,D). Then D ⊏−A′C,T E implies D ⊑T E for each
individual name D occurring in A′C,T and for each ELsi concept description E.
Proof. Let D ⊏−A′C,T E, i.e., D ∈ E
J ′C,T . Then (J ′C,T ,D) ⇀∼ (IC,T ,D) implies D ∈ EIC,T , i.e.,
{D}IC,T ⊑∅ E. Since {D}IC,T ≡∅ DT is satisfied, we conclude that D ⊑T E.
4.3.25 Proposition. The pointed interpretations (IC,T ,C) and (J ′C,T ,C) are equi-similar.
Proof. We start with proving that the relation S := { (D,D) | D ∈ Ind(A′C,T ) } is a simulation
from J ′C,T to IC,T . We do this by induction along the sequence of rule applications. More
specifically, assume that
{C ⊏− C} =: A0 → A1 → A2 → . . . → An := A′C,T
is the sequence of intermediate ABoxes Ak obtained by applying the ⊓-rule, the E-rule, and
the ⊑′-rule exhaustively. Without loss of generality, assume that the ⊑′-rule is only applied if
the other two rules are not applicable, i.e., the ⊑′-rule is only applied to ⊓- E-complete ABoxes.
Furthermore, let Jk be the induced interpretation of Ak for each suitable index k. We shall now
show that, for each index k, the relation
Sk := { (D,D) | D ∈ Ind(Ak) }
is a simulation from Jk to IC,T . Note that eachSk is well-defined, since ∆Jk is a subset of ∆IC,T .
The induction base for k = 0 is obvious. For the induction step we proceed with a case
distinction on the rule that has been applied for the step Ak → Ak+1.
⊓-rule. By assumption there is some axiom D ⊏− E in Ak such that
Ak+1 = Ak ∪ {D ⊏− F | F ∈ Conj(E) }.
The only differences in the induced interpretations Jk and Jk+1 arise from the new asser-
tions D ⊏− A for a concept name A ∈ Conj(E), since it holds true that AJk+1 = AJk ∪ {D}
for each such A ∈ Conj(E) and all other extensions of names do not differ between Jk
and Jk+1. The case D = E is easy, as it then immediately follows that D ⊑∅ A, which
shows that D ∈ AIC,T for each A ∈ Conj(E).
Otherwise, the axiom D ⊏− E must have been created by an application of the ⊑′-rule in a
previous step, i.e., there is some index ℓ < k such that Aℓ+1 = Aℓ ∪ {D ⊏− E} and there
is some F such that F ⊑ E is a concept inclusion in T where D ⊏−Aℓ F.
Since Aℓ is ⊓- E-complete, D ⊏−Aℓ F implies D ∈ FJℓ . By induction hypothesis, Sℓ is a
simulation from Jℓ to IC,T , which implies D ∈ FIC,T . Corollary 4.3.14 yields D ⊑T F. As
F ⊑ E is in T , it follows that D ⊑T E and so we conclude that D ⊑T A is satisfied for
each concept name A ∈ Conj(E). Consequently, D ∈ AIC,T for each A ∈ Conj(E).
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E-rule. Assume that there is some assertion D ⊏− Er. E in Ak such that
Ak+1 = Ak ∪ {(D, E) ⊏− r, E ⊏− E}.
If E is not already an individual name occurring in Ak, then we have that
• ∆Jk+1 = ∆Jk ∪ {E},
• AJk+1 = AJk ∪ {E} if E = A,
• AJk+1 = AJk otherwise, and
• extensions of other concept names do not differ between Jk+1 and Jk;
otherwise ∆Jk+1 = ∆Jk holds true and the extensions of each concept name do not differ
between Jk+1 and Jk. Furthermore, we have rJk+1 = rJk ∪ {(D, E)}, and extensions of
other role names do not differ between Jk+1 and Jk. First note that E must be in the
domain of IC,T , since Er. E is in Sub(C) ∪ Sub(T ). Now if E = A, then E ∈ AIC,T must
surely hold true.
If Er. E ∈ Conj(D), then we can immediately conclude that (D, E) ∈ rIC,T . Otherwise,
the assertion D ⊏− Er. E must have been created by an application of the ⊑′-rule (possibly
followed by the ⊓-rule) in some previous step, that is, we have some index ℓ < k and
some concept inclusion F ⊑ G in T where D ⊏−Aℓ F, and Aℓ+1 = Aℓ ∪ {D ⊏− G}, and
E
r. E ∈ Conj(G).
SinceAℓ is ⊓- E-complete, D ⊏−Aℓ F implies D ∈ FJℓ . According to the induction hypothe-
sis the relationSℓ is a simulation from Jℓ to IC,T , and we hence conclude that D ∈ FIC,T .
An application of Corollary 4.3.14 yields D ⊑T F. We further infer that D ⊑T Er. E, and
thus it follows that (D, E) ∈ rIC,T .
⊑′-rule. Eventually, consider the case where there exists some individual name D occurring in
Ak as well as a concept inclusion E ⊑ F in T such that D ⊏−Ak E and
Ak+1 = Ak ∪ {D ⊏− F}.
If F is not a concept name, then the interpretations Jk+1 and Jk are equal and we are
done. Otherwise for F = A the only difference between the interpretations Jk+1 and
Jk is possibly that AJk+1 = AJk ∪ {D}. As above, D ⊏−Ak E implies D ∈ EJk . It follows
that D ∈ EIC,T and thus D ⊑T E. We further conclude that D ⊑T A, which shows that
D ∈ AIC,T is always satisfied.
In the sequel of this proof we show that (IC,T ,C) ⇀∼ (J ′C,T ,C). For this purpose, define the
following relation.
T := { (D, E) | D ⊒T E }
It is trivial that (C,C) ∈ T holds true. Now fix some (D, E) ∈ T.
• Let D ∈ AIC,T , i.e., D ⊑T A holds true. We infer that E ⊑T A, and now Lemma 4.3.23
implies that E ⊏−A′C,T A is satisfied, which can only be true if E ∈ A
J ′C,T .
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• Assume that (D, F) ∈ rIC,T , i.e., D ⊑T Er. F holds true. It follows that E ⊑T Er. F.
Lemma 4.3.23 yields that E ⊏−A′C,T
E
r. F, i.e., E ∈ ( Er. F)J ′C,T is satisfied and so there is
some G where (E,G) ∈ rJ ′C,T and G ∈ FJ ′C,T , i.e., G ⊏−A′C,T F. According to Lemma 4.3.24
the existence of the above simulation S eventually implies (F,G) ∈ T, and we are
done.
Most Specific Consequences of ELsi Concept Descriptions w.r.t. ELsi TBoxes
We already know that most specific consequences always exist in the description logic ELsi.
The following theorem now collects our previous results on three computation means for most
specific consequences in ELsi. In particular, since the three pointed interpretations (IC,T ,C),
(JC,T ,C), and (J ′C,T ,C) are equi-similar, and
Esim(IC,T ,C) is the most specific consequence of
C w.r.t. T , we get two further ways to compute most specific consequences.
4.3.26 Theorem. Fix some ELsi concept description C and an ELsi TBox T . Each of the concept
descriptions Esim(IC,T ,C), Esim(JC,T ,C), and Esim(J ′C,T ,C) is the most specific consequence of C
w.r.t. T . In particular, the following equivalences hold true.
CT ≡∅ Esim(IC,T ,C) ≡∅ Esim(JC,T ,C) ≡∅ Esim(J ′C,T ,C)
Furthermore, each of the three representations can be computed in polynomial time w.r.t. ||C||
and ||T ||.
Proof. The first part of the claim follows from Propositions 4.3.12, 4.3.18, and 4.3.25. For
the second part we shall show that each of the canonical models IC,T , JC,T , and J ′C,T can be
constructed in polynomial time.
We have already seen that |Sub( Esim(I , δ))| ≤ ||I||2 ≤ || Esim(I , δ)||2 holds true for each
ELsi concept description Esim(I , δ). It follows that |∆IC,T | is polynomial in ||C|| and ||T ||. Since
the subsumption relation ⊑T can be decided in polynomial time, cf. [LPW10, Theorem 12],
we conclude that the whole canonical model IC,T can be constructed in polynomial time w.r.t.
||C|| and ||T ||.
Furthermore, we have ∆JC,T ⊆ ∆IC,T and there are only polynomially many rule applications
each of which need polynomial time during the construction of JC,T . Consequently, JC,T can
be constructed in polynomial time as well. Similar arguments apply to the second rule-based
variant J ′C,T .
The rule-based canonical model J ′C,T can be constructed without any calls to some reasoner.
Henceforth, we can utilize it to constitute a new polynomial-time procedure for deciding the
subsumption relation ⊑T in the description logic ELsi. This is due to the fact that C ⊑T D is
equivalent to Esim(J ′C,T ,C) ⊑∅ D and so we only need to normalize D to some ELsi concept de-
scription of the form Esim(I , δ) and afterwards check whether there is a simulation from (I , δ)
to (J ′C,T ,C). Since normalizing D, constructing J ′C,T , and checking existence of a simulation
can all be done in polynomial time, we conclude that this yields a polynomial-time decision
procedure.
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The Bottom Concept Description
As next step, we investigate the problems of existence and computation of most specific conse-
quences as well as their complexities when we further incorporate the bottom concept descrip-
tion ⊥ in our considered description logics EL and ELsi. Since there has not been published
any notion of canonical models for EL⊥ and EL⊥si, and extending the existing results from EL
and ELsi, respectively, would take plenty of space herein, we are taking the lazy way and rather
reduce the mentioned problems to the solved cases in Section 4.3.1.
For the upcoming complexity analysis, we need the following result.
4.3.27 Proposition. The concept satisfiability problem for EL⊥si is P-complete.
Proof. We first show that it is possible to decide in polynomial time whether an EL⊥si concept
description is satisfiable w.r.t. an EL⊥si TBox. Thus, fix some EL⊥si TBox T as well as an EL⊥si
concept description C. Obviously, C is not satisfiable w.r.t. T if C = ⊥. For the remaining case
let C be an ELsi concept description and further let U be the sub-TBox of T not containing CIs
of the form E ⊑ ⊥. Since CIs of the form ⊥ ⊑ F are tautologies, we can w.l.o.g. assume that
such CIs do not occur in T , that is, U is an ELsi TBox. In the following, we prove that C is not
satisfiable w.r.t. T if, and only if, there is an object D ∈ ∆IC,U as well as a concept inclusion
E ⊑ ⊥ ∈ T \ U such that D ∈ EIC,U . Note that we can safely assume that the canonical model
IC,U equals its connected component containing C, i.e., any object in the domain is reachable
from C by some path of role names.
• Let C be not satisfiable w.r.t. T , i.e., either T is inconsistent or CJ = ∅ holds true for
each model J of T . Since T ⊇ U and CU ≡U C, it follows that CU ≡T C. Consequently,
(CU )J = ∅ holds true for each model J of T . We know that CU ≡∅ Esim(IC,U ,C),
and IC,U |= U , and (CU )IC,U ̸= ∅ (since the reflexive relation is a simulation from
(IC,U ,C) to itself). We conclude that IC,U cannot be a model of T , and so there exists a CI
E ⊑ ⊥ ∈ T \ U such that EIC,U ̸= ∅. Thus, there is some object D ∈ ∆IC,U with D ∈ EIC,U .
• Assume that D ∈ EIC,U is satisfied for some D ∈ ∆IC,U and some E ⊑ ⊥ ∈ T \ U . It then
immediately follows that Esim(IC,U ,D) ⊑∅ E ⊑T ⊥. Now let D be reachable from C via
the path w ∈ Σ∗R. We then have
Esim(IC,U ,C) ⊑∅ Ew. Esim(IC,U ,D) ⊑T Ew.⊥ ≡∅ ⊥,
i.e., CU ≡T ⊥. We have seen above that CU ≡T C is satisfied, and so we conclude that
C ≡T ⊥, i.e., C is not satisfiable w.r.t. T .
Eventually, we can decide satisfiability of C w.r.t. T in polynomial time, since the canonical
model IC,U can be constructed in polynomial time.
Since the concept subsumption problem for EL⊥ is P-hard, and an EL⊥ concept description
C is not satisfiable w.r.t. some EL⊥ TBox T if, and only if, T entails C ⊑ ⊥, the concept
satisfiability problem is already P-hard for the sublogic EL⊥ of EL⊥si.
We continue with showing an unsurprising result, namely that, for any EL⊥si concept descrip-
tion C which is not satisfiable with respect to some EL⊥si TBox T , the most specific consequence
CT always exists in EL⊥si and is (equivalent to) the bottom concept description ⊥. For the
remaining cases, we argue that it suffices to consider only the satisfiable part Tsat of T , i.e., the
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subset of T that contains only those concept inclusions the premises of which are satisfiable
with respect to T . More specifically, the most specific consequence CT is then equivalent to
CTsat if C is satisfiable w.r.t. T .
4.3.28 Lemma. Fix some EL⊥si TBox T and an EL⊥si concept description C. Then, C is unsatisfiable
with respect to T if, and only if, ⊥ is the most specific consequence of C with respect to T .
Proof. If C is not T -satisfiable, then C ⊑T ⊥, i.e., ⊥ is a consequence of C w.r.t. T . Obviously,
there does not exist any more specific consequence, and so ⊥ is the most specific consequence.
Vice versa, let ⊥ be the most specific consequence of C. It then immediately follows that
C ⊑T ⊥, which is equivalent to T -unsatisfiability of C.
Fix some EL⊥si TBox T and define the following TBox Tsat, which we call the satisfiable part
of T .
Tsat := {C ⊑ D | C ⊑ D ∈ T and C is satisfiable w.r.t. T }
It then follows that, for each concept inclusion C ⊑ D ∈ Tsat, both concept descriptions C and
D are satisfiable with respect to T and are, thus, also satisfiable w.r.t. ∅. In particular, we infer
that Tsat must be an ELsi TBox. We continue with demonstrating that, for each EL⊥si concept
description which is satisfiable w.r.t. T , its most specific consequences w.r.t. T and w.r.t. Tsat
are equivalent. That way, we infer that most specific consequences of EL⊥si concept descriptions
with respect to EL⊥si TBoxes always exist in EL⊥si, and that these can be constructed from the
canonical model IC,Tsat if C is T -satisfiable.
Piro [Pir12, Proposition 5.1.13] has shown that EL is invariant under direct products, that
is, CI×J = CI × CJ holds true for each EL concept description C. This result immediately
extends to EL⊥, since ⊥I×J = ⊥I ×⊥J . Furthermore, since the product operation × is the
infimum operation in the set of (equivalence classes of) pointed interpretations ordered by ⇀∼,
we can immediately conclude that also EL⊥si is invariant under products, that is,
(
Esim(I , δ))J×K = ( Esim(I , δ))J × ( Esim(I , δ))K
holds true for all finite pointed interpretations (I , δ) and for all interpretations J and K. Con-
sequently, each EL⊥si concept inclusion C ⊑ D that is valid in both I and J is also valid in the
product I × J .
4.3.29 Lemma. Let T be an EL⊥si TBox, and consider EL⊥si concept descriptions C and D such
that C is satisfiable with respect to T . Then, the concept inclusion C ⊑ D is entailed by T if, and
only if, it is entailed by Tsat.
Proof. Since Tsat ⊆ T , the if direction is trivial. We shall show the contraposition of the only
if direction; consider a model Isat of Tsat that contains a counterexample against C ⊑ D, that
is, Isat is such that CIsat \ DIsat ̸= ∅. Since C is satisfiable with respect to T , there exists some
model JC of T such that CJC ̸= ∅. By definition, each premise E of a concept inclusion E ⊑ F
in T \ Tsat is not satisfiable with respect to T and, thus, we have that EJC = ∅.
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Of course, the direct product Isat × JC is a model of Tsat. It also follows that Isat × JC is a
model of T , since EIsat×JC = EIsat × EJC = ∅ holds true for each premise E of a concept inclu-
sion E ⊑ F ∈ T \ Tsat. Additionally, CIsat \ DIsat ̸= ∅ in conjunction with CJC ̸= ∅ yields that
CIsat×JC \ DIsat×JC = (CIsat × CJC) \ (DIsat × DJC) ̸= ∅,
that is, Isat ×JC contains a counterexample against C ⊑ D too. Eventually, we conclude that
C ̸⊑T D.
4.3.30 Proposition. The concept subsumption problem for EL⊥si is P-complete.
Proof. Fix some EL⊥si TBox T ∪ {C ⊑ D}. By means of Proposition 4.3.27, we can first check in
polynomial time if C is satisfiable w.r.t. T . If not, then it immediately holds true that T entails
C ⊑ D. Otherwise, we determine whether D is satisfiable w.r.t. T . If not, then T cannot entail
C ⊑ D. For the remaining case where both C and D are satisfiable, we know that both are ELsi
concept descriptions. Lemma 4.3.29 shows that T |= C ⊑ D is equivalent to Tsat |= C ⊑ D.
The satisfiable part Tsat can be obtained in polynomial time, cf. Proposition 4.3.27, and is an
ELsi TBox. Since the concept subsumption problem for ELsi is in P, we conclude that we can
decide if Tsat |= C ⊑ D in polynomial time, and we are done. Eventually, concept subsumption
is already P-hard for the sublogic EL⊥, and so the problem is P-complete for EL⊥si.
Now we are ready to show that, for each concept description C that is satisfiable w.r.t. T , its
most specific consequence CT exists and can furthermore be constructed from the satisfiable
part Tsat, which is an ELsi TBox. Thus, for the construction of CT we can utilize our previous
results on most specific consequences in ELsi from Section 4.3.1. Beforehand, we need the
following proposition.
4.3.31 Proposition. If C is satisfiable with respect to T , then the most specific consequence CT
exists in ELsi and is equivalent to CTsat .
Proof. Since C is satisfiable w.r.t. T , it is satisfiable w.r.t. ∅, and it follows that C does not con-
tain ⊥ as a subconcept, that is, C is an ELsi concept description. Furthermore, Lemma 4.3.28
yields that the most specific concept description CT—if it exists—is satisfiable w.r.t. ∅. In order
to prove that CTsat is the most specific consequence of C with respect to T , we need to show
the following two statements.
• C ⊑T CTsat
• C ⊑T D implies CTsat ⊑∅ D or, equivalently, C ⊑Tsat D for any ELsi concept description D.
As Tsat is a subset of T , the first statement is clearly true. The second statement has been
proven in Lemma 4.3.29.
The following statements are immediate consequences of combining the results from Sec-
tion 4.3.1 with Lemma 4.3.28 and Proposition 4.3.31, and provide answers concerning the
complexity of deciding existence of CT in EL⊥ as well as of computing CT . Note that decid-
ing subsumption w.r.t. a TBox in EL⊥ and EL⊥si has polynomial time complexity, and so the
satisfiable part Tsat can be computed in polynomial time as well.
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4.3.32 Corollary. 1. For each EL⊥si TBox T and each EL⊥si concept description C, the most
specific consequence CT exists in EL⊥si and can be computed in polynomial time.
2. For each EL⊥ TBox T and each EL⊥ concept description C, the most specific consequence CT
exists in EL⊥si and can be computed in polynomial time.
3. The problem whether all most specific consequences of EL⊥ concept descriptions with respect
to some EL⊥ TBox T exist in EL⊥ can be decided in polynomial time.
4. The problem whether the most specific consequence CT of an EL⊥ concept description C with
respect to an EL⊥ TBox T exists in EL⊥ can be decided in polynomial time. □
The Role-Depth-Bounded Case
We close this section with an investigation of the role-depth-bounded case, that is, for any
role-depth bound d ∈N, we consider the problem whether most specific consequences of EL⊥
concept descriptions with respect to EL⊥ TBoxes exist in EL⊥d and, if so, how these can be
computed. Obviously, existence is always guaranteed, simply because there are only finitely
many appropriate candidates and this set of candidates is closed under conjunction.
To avoid confusion with the unrestricted case, we shall denote by CTd the most specific
consequence of C w.r.t. T in EL⊥d .
4.3.33 Proposition. Fix some EL⊥ TBox T , an EL⊥ concept description C, and a role depth
bound d ∈ N. Then, the most specific consequence of C w.r.t. T exists in EL⊥d . More specifically,
if C is not satisfiable w.r.t. T , then CTd ≡∅ ⊥ holds true, and otherwise the following equivalences
are satisfied.
CTd ≡∅ CT ↾d ≡∅ Xd(IC,Tsat ,C)
Proof. The proof for the case where C is not satisfiable w.r.t. T is analogous to the proof
of Lemma 4.3.28. Otherwise, let C be satisfiable w.r.t. T . Proposition 4.3.31 shows that
then CT is equivalent to CTsat . Furthermore, Proposition 4.3.12 states that CTsat is equivalent to
Esim(IC,Tsat ,C). We conclude that CT ↾d ≡∅ Xd(IC,Tsat ,C). It remains to show that CTd and CT ↾d
are equivalent. Since C ⊑T CT as well as CT ⊑∅ CT ↾d is satisfied, we infer that CTd ⊑∅ CT ↾d.
Regarding the converse subsumption: we have C ⊑T CTd , which implies CT ⊑∅ CTd . Then,
Lemma 3.4.7 yields CT ↾d ⊑∅ CTd .
Example. For illustrating the computation of most specific consequences, we consider the
exemplary TBox T := {A ⊑ Err.⊤, Er.⊤ ⊑ Es. A} and the concept description C := A ⊓ B.
The canonical model IC,T is shown in Figure 4.3.34.
Now the most specific consequence CT can be read off from the canonical model IC,T as the
model-based most specific concept description of {C}. As there is a cycle reachable from C,
the most specific consequence does not exist in EL, but only in ELsi or in ELd for each role
depth bound d ∈ N. Of course, CT is equivalent to the ELsi concept description Esim(IC,T ,C),
and we further list the first three approximations in the following, which are the most specific
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4.3.34 Figure. A canonical model
consequences in EL0, in EL1, and in EL2, respectively.
CT0 ≡∅ A ⊓ B
CT1 ≡∅ A ⊓ B ⊓ Er.⊤⊓ Es. A
CT2 ≡∅ A ⊓ B ⊓ Er. ( Er.⊤⊓ Es. A) ⊓ Es. (A ⊓ Er.⊤⊓ Es. A) △
4.3.2 Algebraic Properties of Most Specific Consequences
This section’s aim is to explore algebraic properties of most specific consequences. In particular,
we shall connect Sections 1.5 and 4.3.1. For instance, the mappings C ↦→ CT and C ↦→ CTd for
each d ∈N constitute closure operators in the respective lattices of concept descriptions, which
immediately implies a series of mathematical laws and properties. Recursion formulas that are
satisfied by most specific consequences are also provided within this section. We split our ex-
ploration in two cases: firstly, we consider the unrestricted case, and secondly, we investigate
the role-depth-bounded case.
The Unrestricted Case
As announced, we shall start with the unrestricted case. The next proposition formulates that,
for any TBox T , the function which maps concept descriptions to their most specific conse-
quence with respect to T constitutes a closure operator. Then, the following corollary shows
some statements that immediately follow from the fact that the most specific consequence
mapping is a closure operator.
4.3.35 Proposition. For any EL⊥si TBox T , the mapping ϕT : C ↦→ CT is a closure operator in the
dual of EL⊥si (Σ), i.e., for all EL⊥si concept descriptions C and D, the following conditions hold true.
1. CT ⊑∅ C (extensive)
2. C ⊑∅ D implies CT ⊑∅ DT (monotonic)
3. CT ≡∅ CT T (idempotent)
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Proof. Since C is a consequence of itself with respect to T , it follows by Definition 4.3.1 that
CT ⊑∅ C.
Of course, CT ⊑T CT is trivially valid, and so it follows that CT T ⊑∅ CT . Furthermore, it
holds true that C ⊑T CT ⊑T CT T , that is, CT T is a consequence of C with respect to T . Since
CT is most specific, we conclude that CT ⊑∅ CT T .
Eventually, assume that C ⊑∅ D. Since D ⊑T DT , it follows that C ⊑T DT , i.e., DT is a
consequence of C w.r.t. T . Since CT is most specific, we infer that CT ⊑∅ DT .
4.3.36 Corollary. Let T be an EL⊥si TBox, and assume that C as well as D are EL⊥si concept
descriptions. Then, the following statements hold true.
1. (C ⊓ D)T ⊑∅ CT ⊓ DT
2. (C ⊓ D)T ≡∅ (CT ⊓ DT )T
3. CT ∨ DT ⊑∅ (C ∨ D)T
4. CT ∨ DT ≡∅ (CT ∨ DT )T
Proof. The statements are obtained as corollaries of Proposition 4.3.35 and Section 1.5.
The notion of a least common subsumer can also be relativized with respect to a TBox. More
specifically, we say that some concept description E is the least common subsumer of C and D
w.r.t. T if it satisfies the following two conditions.
1. C ⊑T E and D ⊑T E
2. C ⊑T F together with C ⊑T F implies E ⊑T F for each concept description F.
Of course, all least common subsumers are equivalent modulo T , and so we shall denote the
least common subsumer by C ∨T D. According to [ZT13a, Lemma 12], we further have that
C∨T D ≡T Esim((IC,T ,C)× (ID,T ,D)) if C, D, and T are formulated in EL. It is easy to verify
that the same equivalence is also valid in ELsi.
4.3.37 Lemma. It holds true that CT ∨ DT ≡∅ (C ∨T D)T .
Proof. It holds true that CT ≡∅ Esim(IC,T ,C) and DT ≡∅ Esim(ID,T ,D); it follows that
CT ∨ DT ≡∅ Esim((IC,T ,C)× (ID,T ,D)). By means of the generalization of [ZT13a,
Lemma 12] to ELsi, we conclude that CT ∨DT ≡T C∨T D, which implies that (CT ∨DT )T ≡∅
(C ∨T D)T . Since (CT ∨DT )T is equivalent to CT ∨DT with respect to ∅, we eventually infer
that CT ∨ DT ≡∅ (C ∨T D)T holds true as claimed.
It is straightforward to generalize the previous result to an arbitrary number of con-
cept descriptions as follows. For each set C of EL⊥ concept descriptions, it holds true that
(
⋁︁
T C)T ≡∅ ⋁︁{CT | C ∈ C }.
Each TBox T can be normalized by means of the closure operator ϕT in the sense that there
is a TBox which is equivalent to T and only contains concept inclusions of the form C ⊑ CT .
On the one hand, this holds true for the infinite TBox that contains all these concept inclusions
for all concept descriptions C and, on the other hand, it suffices to only take those concept
descriptions C that occur as a premise in T . A more sophisticated characterization is provided
in the following lemma.
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4.3.38 Lemma. Let T be an EL⊥si TBox. We define Prem(T ) as the set of all premises of concept
inclusions in T , i.e., we set Prem(T ) := { C | C ⊑ D ∈ T }. Then, the following sets of concept
inclusions are both equivalent to T .5
T ◦ := {C ⊑ CT | C ∈ EL⊥si(Σ) }
T ∗ := {C ⊑ CT | C ∈ Prem(T ) }
Proof. Since C ⊑T CT for all EL⊥si concept descriptions C, it immediately follows that T entails
both T ◦ and T ∗. Furthermore, since T ◦ ⊇ T ∗ and hence T ◦ |= T ∗, it suffices to show that
T ∗ |= T . Consider a concept inclusion C ⊑ D ∈ T , then C ⊑ CT ∈ T ∗. Since D is a conse-
quence of C with respect to T , we infer that CT ⊑∅ D, and as a consequence it then follows
that C ⊑T ∗ D. Since C ⊑ D is an arbitrary concept inclusion from T , we have just proven that
T ∗ |= T .
As a further important result, we shall show that entailment with respect to some TBox T and
validity for the associated closure operator ϕT are equivalent for any concept inclusion. It also
holds true that subsumption w.r.t. a TBox is equivalent to subsumption of the corresponding
most specific consequences w.r.t. ∅. In particular, subsumption reasoning in EL⊥ with respect
to cycle-restricted TBoxes can, thus, be reduced to the simpler task of subsumption reasoning
in EL⊥ with respect to the empty TBox where in the reduction the most specific consequence
of the premise needs to be computed.
4.3.39 Proposition. For each EL⊥si TBox T ∪ {C ⊑ D}, the following statements are equivalent.
1. C ⊑T D
2. C ⊑T ◦ D
3. C ⊑T ∗ D
4. CT ⊑∅ D
5. CT ⊑∅ DT
6. ET ⊑∅ C implies ET ⊑∅ D for each EL⊥si concept description E.
Proof. The equivalence of Statements 1 to 3 follows from Lemma 4.3.38.
Statements 1 and 4 are equivalent by the following observations. If C ⊑T D, then D is a
consequence of C with respect to T , and consequently CT ⊑∅ D by Definition 4.3.1. Vice
versa, if CT ⊑∅ D, then since C ⊑T CT , we infer that C ⊑T D.
Proposition 4.3.35 and Section 1.5 yield the equivalence of Statements 4 and 5.
Eventually, we demonstrate that Statement 6 is equivalent to the other statements. If C ⊑T D
and the empty TBox ∅ entails ET ⊑ C, then it follows that T entails E ⊑ C, and hence E ⊑T D.
Consequently, ET ⊑∅ D as claimed.
Vice versa, assume that ET ⊑∅ C implies ET ⊑∅ D for all EL⊥si concept descriptions E. Of
course, then E ⊑T C only if E ⊑T D. Since it trivially holds true that C ⊑T C, we immediately
conclude that C ⊑T D.
5Note that since T is a TBox and hence finite, also T ∗ is a finite set of concept inclusions, i.e., a TBox.
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The following two corollaries collect previous results and further connect these to notions
from the theory of closure operators.
4.3.40 Corollary. Let T be an EL⊥si TBox and assume that C ⊑ D is an EL⊥si concept inclusion.
Then, the following statements are equivalent.
1. T |= C ⊑ D
2. ϕT |= C ⊑ D
3. I |= T implies I |= C ⊑ D for any interpretation I .
4. I |= T implies ϕI |= C ⊑ D for each interpretation I .
5. a{ ϕI | I |= T } |= C ⊑ D
6. ∅ |= ⋁︁{CII | I |= T } ⊑ D
7. ∅ |= CT ⊑ D
Proof. The equivalence of Statements 1, 2, and 7 has just been shown in Proposition 4.3.39. By
the very definition of the semantics, also Statements 1 and 3 are equivalent. Since according
to Lemma 4.1.2 X ⊆ CI is equivalent to XI ⊑∅ C, we conclude that C ⊑I D is equivalent to
CII ⊑∅ D, which is equivalent to the validity of C ⊑ D for the closure operator ϕI . Conse-
quently, Statements 3 and 4 are equivalent too. Eventually, Section 1.5 provides the equivalence
of Statements 4 to 6.
4.3.41 Corollary. Consider an EL⊥si TBox T as well as an EL⊥si concept description C. If C is
satisfiable w.r.t. T , then the following equivalences hold true.
CT ≡∅ CTsat ≡∅ {C}IC,Tsat ≡∅ CIC,TsatIC,Tsat ≡∅
⋁︂{CII | I |= Tsat } ≡∅ ⋁︂{CII | I |= T }
Otherwise, if C is not satisfiable w.r.t. T , then CT ≡∅ ⊥ ≡∅ ⋁︁{CII | I |= T }.
Proof. Let C be T -satisfiable. The first equivalence is proven in Proposition 4.3.31 and
the second equivalence has been shown in Proposition 4.3.5. The equivalence of CTsat and⋁︁{ CII | I |= Tsat } as well as of CT and ⋁︁{ CII | I |= T } with respect to the empty TBox
follows from the equivalence of Statements 6 and 7 in Corollary 4.3.40. Since the canonical
model IC,Tsat is a model of Tsat, we can infer that
⋁︁{CII | I |= Tsat } ⊒∅ CIC,TsatIC,Tsat . Further-
more, C ∈ CIC,Tsat implies that {C}IC,Tsat ⊑∅ CIC,TsatIC,Tsat . The case where C is unsatisfiable is
obvious.
Eventually, we formulate a recursive characterization of most specific consequences. It is
readily verified that it follows from Propositions 3.4.4 and 4.3.5.
4.3.42 Corollary. Let T be an EL⊥si TBox, and C be an EL⊥si concept description. If C is satisfiable
with respect to T , then the following recursion formula for the most specific consequence of C with
respect to T in EL⊥si holds true. Otherwise, we have CT ≡∅ ⊥.
CT ≡∅
l
{ A | C ⊑T A }
⊓
l
{ Er.DT | C ⊑T Er.D and Er.D ∈ Sub(Tsat), or Er.D ∈ Conj(C) } □
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The Role-Depth Bounded Case
In this section, we shall continue with our investigations on algebraic properties of most specific
consequences for the role-depth-bounded case. It is no surprise that we find similar results
as in the unrestricted case. We skip a proof if it can be easily obtained from the proof of the
corresponding analog.
4.3.43 Proposition. (Analog of Proposition 4.3.35) Let T be an EL⊥ TBox and consider some
role depth bound d ∈ N. Then, the mapping ϕT ,d : C ↦→ CTd is a closure operator in the dual of
EL⊥d (Σ), i.e., for all EL⊥d concept descriptions C and D, the following conditions are satisfied.
1. CTd ⊑∅ C (extensive)
2. C ⊑∅ D implies CTd ⊑∅ DTd (monotonic)
3. CTd ≡∅ CTdTd (idempotent) □
Please note that, if C has a role depth exceeding d, then it may not follow that CTd ⊑∅ C. It is
readily verified that, for any EL⊥ concept description C, the most specific consequence C∅d and
the dth approximation C↾d coincide—thus, we have that (
E
r. A)∅0 ≡∅ ⊤ ̸⊑∅ Er. A. However,
monotonicity is ensured even if C and D are arbitrary EL⊥ concept descriptions. Let C ⊑∅ D,
then Proposition 4.3.35 implies CT ⊑∅ DT . An application of Proposition 3.4.8 yields that
CT ↾d ⊑∅ DT ↾d, and finally Proposition 4.3.33 shows CTd ⊑∅ DTd . Furthermore, idempotency
is satisfied for all EL⊥ concept descriptionsC. In summary, we obtain that the extension of ϕT ,d to
the domain EL⊥(Σ), or to EL⊥si(Σ), is a monotonic, idempotent mapping, but it is not extensive.
4.3.44 Corollary. (Analog of Corollary 4.3.36) Let T be an EL⊥ TBox, fix some role depth
bound d ∈ N, and assume that C as well as D are EL⊥d concept descriptions. Then, the following
statements hold true.
1. (C ⊓ D)Td ⊑∅ CTd ⊓ DTd
2. (C ⊓ D)Td ≡∅ (CTd ⊓ DTd)Td
3. CTd ∨ DTd ⊑∅ (C ∨ D)Td
4. CTd ∨ DTd ≡∅ (CTd ∨ DTd)Td □
4.3.45 Proposition. (Analog of Lemma 4.3.38 and Proposition 4.3.39) Let T ∪ {C ⊑ D} be an
EL⊥ TBox such that D has a role depth of at most d. Then the following statements are equivalent.
1. C ⊑T D
2. CTd ⊑∅ D
3. C ⊑T ◦d D where T ◦d := { E ⊑ ETd | E ∈ EL⊥d (Σ) }
If all conclusions of concept inclusions in T have role depths not exceeding d, then furthermore the
following statement is equivalent to Statements 1 to 3.
4. C ⊑T ∗d D where T ∗d := { E ⊑ ETd | E ∈ Prem(T ) }
If the concept description C has a role depth not exceeding d, then the following statement is
equivalent to Statements 1 to 3, too.
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5. ETd ⊑∅ C implies ETd ⊑∅ D for each EL⊥d concept description E. □
4.3.46 Corollary. (Analog of Corollary 4.3.40) Let T ∪ {C ⊑ D} be an EL⊥ TBox such that
the role depths of C and of D do not exceed d. Then, the following statements are equivalent.
1. T |= C ⊑ D
2. ϕT ,d |= C ⊑ D.
3. I |= T implies I |= C ⊑ D for every interpretation I .
4. I |= T implies ϕI ,d |= C ⊑ D for any interpretation I .
5. a{ ϕI ,d | I |= T } |= C ⊑ D
6. ∅ |= ⋁︁{CIId | I |= T } ⊑ D
7. ∅ |= CTd ⊑ D. □
4.3.47 Corollary. (Analog of Corollary 4.3.41) Consider an EL⊥ TBox T , an EL⊥ concept
description C, and some role depth bound d ∈ N. If C is satisfiable w.r.t. T , then the following
equivalences hold true.
CTd ≡∅ C(Tsat)d ≡∅ {C}(IC,Tsat )d ≡∅ CIC,Tsat (IC,Tsat )d
≡∅
⋁︂{CIId | I |= Tsat } ≡∅ ⋁︂{CIId | I |= T }
Otherwise, if C is not satisfiable w.r.t. T , then CTd ≡∅ ⊥ ≡∅ ⋁︁{CII | I |= T }. □
4.3.48 Corollary. (Analog of Corollary 4.3.42) Let T be an EL⊥ TBox, and C be an EL⊥ concept
description. If C is satisfiable with respect to T , then the following recursion formulas for the most
specific consequence of C with respect to T in EL⊥d hold true. Otherwise, we have CTd ≡∅ ⊥ for
any d ∈N.
CT0 ≡∅
l
{ A | C ⊑T A }
CTd+1 ≡∅
l
{ A | C ⊑T A }
⊓
l
{ Er.DTd | C ⊑T Er.D and Er.D ∈ Sub(Tsat), or Er.D ∈ Conj(C) } □
4.3.3 A Characterization of Entailment
We have seen in Section 4.3.2 that each TBox T induces a closure operator ϕT in a way such
that any concept inclusion is entailed by T if, and only if, it is valid for ϕT . In the following
lemma, we shall use these closure operators to provide a characterization of entailment be-
tween two TBoxes. A similar result can, of course, be found for the role-depth-bounded case
too using our results from Section 4.3.2.
4.3.49 Proposition. Let T1 ∪ T2 be an EL⊥si TBox. Then, the following statements are equivalent.
1. T1 |= T2.
2. C ⊑T2 D implies C ⊑T1 D for all EL⊥si concept inclusions C ⊑ D.
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3. CT1 ⊑∅ CT2 for all EL⊥si concept descriptions C.
4. CT1T2 ≡∅ CT1 for all EL⊥si concept descriptions C.
5. Each most specific consequence of T1 is a most specific consequence of T2, modulo equivalence
with respect to the empty TBox ∅.
6. ϕT1 ⊵ ϕT2
Proof. We start with demonstrating the equivalence of Statements 1 and 3. Assume that
T1 |= T2 and consider an arbitrary EL⊥si concept description C. By Definition 4.3.1 it holds
true that C ⊑T2 CT2 , and consequently C ⊑T1 CT2 . An application of Proposition 4.3.39 then
yields CT1 ⊑∅ CT2 . Conversely, let CT1 ⊑∅ CT2 for all EL⊥si concept descriptions C. Of course,
Proposition 4.3.39 implies C ⊑T1 CT2 for all C ∈ EL⊥si(Σ). Now consider a concept inclusion
C ⊑ D ∈ T2. It is immediately clear that then D is a consequence of C with respect to T2, and
hence CT2 ⊑∅ D. It follows that CT1 ⊑∅ D, and thus C ⊑T1 D. Since C ⊑ D is an arbitrary
concept inclusion from T2, we have just demonstrated that T1 |= T2.
Furthermore, it is readily verified that Statements 1 and 2 are equivalent. Eventually, Sec-
tion 1.5 implies the equivalence of Statements 3 to 6.
4.3.4 A Characterization of Soundness and Completeness
As we have already mentioned, there are several works on the axiomatization of concept inclu-
sions from interpretations. In particular, these approaches can be used to compute so-called con-
cept inclusion bases for interpretations, and a TBox T is such a concept inclusion base for some
interpretation I if T is sound for I , that is, I |= T , and is complete for I , that is, C ⊑I D implies
C ⊑T D for every concept inclusion C ⊑ D. The aim of this section is to characterize these two
notions of soundness and completeness using the notions of most specific consequences and of
model-based most specific concept inclusions as well as their induced closure operators.
4.3.50 Proposition. Let I be an interpretation, and assume that T is an EL⊥si TBox. Then, the
following statements are equivalent.
1. T is sound for I .
2. I |= T
3. C ⊑T D implies C ⊑I D for all EL⊥si concept inclusions C ⊑ D.
4. CII ⊑∅ CT for all EL⊥si concept descriptions C.
5. Each model-based most specific concept description of I is a most specific consequence of T ,
modulo equivalence with respect to the empty TBox ∅.
6. ϕI ⊵ ϕT
Proof. The equivalence of Statements 1 to 3 is either true by definition or trivial.
By Proposition 4.3.39 we have that C ⊑T D is equivalent to CT ⊑∅ D. Furthermore, we
know that C ⊑I D if, and only if, CII ⊑∅ D.
We are now going to show that Statement 4 implies Statement 3. Therefore assume that T
entails C ⊑ D, i.e., the concept inclusion CT ⊑ D is valid in all interpretations. Of course,
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then CII ⊑∅ CT yields that also the concept inclusion CII ⊑ D is valid in all interpretations,
and consequently C ⊑ D is valid in I . Vice versa, if C ⊑T D implies C ⊑I D, then CT ⊑∅ D
implies CII ⊑∅ D. It readily verified that then CII ⊑∅ CT .
Eventually, the equivalence of Statements 4 and 5 is an immediate consequence of Sec-
tion 1.5.
4.3.51 Proposition. Let I be an interpretation, and assume that T is an EL⊥si TBox. Then, the
following statements are equivalent.
1. T is complete for I .
2. C ⊑I D implies C ⊑T D for all EL⊥si concept inclusions C ⊑ D.
3. CT ⊑∅ CII for all EL⊥si concept descriptions C.
4. Each most specific consequence of T is a model-based most specific concept description of I ,
modulo equivalence with respect to the empty TBox ∅.
5. ϕT ⊵ ϕI
Proof. Statements 1 and 2 are equivalent just by definition, and the equivalence of Statements 3
and 4 follows from Section 1.5. It remains to prove, e.g., that Statements 2 and 3 are equiva-
lent. Hence, assume that CII ⊑∅ D implies CT ⊑∅ D for all EL⊥si concept inclusions C ⊑ D.
Of course, it easily follows that CT ⊑∅ CII . For the converse direction, let CII ⊑∅ D. Then
CT ⊑∅ CII implies CT ⊑∅ D.
Summing up, Propositions 4.3.50 and 4.3.51 yield the following corollary.
4.3.52 Corollary. Let I be an interpretation, and assume that T is an EL⊥si TBox. Then, the
following statements are equivalent.
1. T is a base of concept inclusions for I .
2. T is sound as well as complete for I .
3. C ⊑T D if, and only if, C ⊑I D for all EL⊥si concept inclusions C ⊑ D.
4. CT ≡∅ CII for all EL⊥si concept descriptions C.
5. The most specific consequences of T are exactly the model-based most specific concept descrip-
tions of I , modulo equivalence with respect to the empty TBox ∅.
6. ϕT = ϕI
4.4 Relative Model-Based Most Specific EL Concept Descriptions
In the previous Section 4.1 we have introduced model-based most specific concept descriptions.
We consider now a more general setting where being most specific is considered with respect
to some non-empty TBox T . It is easy to verify that each MMSC w.r.t. ∅ is also an MMSC w.r.t.
T , but it might happen that a MMSC w.r.t. T exists in EL even if the given interpretation is
cyclic. This is the case if the cycle in the interpretation is already expressed in the TBox. For
instance, consider the interpretation I that has only one object δ, and δ is an r-successor of
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itself. The MMSC {δ}I can not be expressed in the description logic EL. However, if we now
further define the TBox T to consist of the single concept inclusion ⊤ ⊑ Er.⊤, then we can
easily see that the MMSC of {δ} for I relative to T is ⊤, i.e., it exists in EL.
4.4.1 Definition. Let I be an interpretation, let T be an EL⊥ TBox such that I |= T , and
consider some subset X ⊆ ∆I . Then, a model-based most specific concept description of X with
respect to I relative to T is a concept description C that satisfies the following conditions.
1. X ⊆ CI
2. For any concept description D, it holds true that X ⊆ DI implies C ⊑T D. △
Since all model-based most specific concept descriptions of X with respect to I relative to T
are equivalent, we shall denote one of these equivalent concept descriptions by XIT . We can
readily verify that ∅IT = ⊥ is always true and, furthermore, that XIT ⊒❘ ∅ ⊥ holds true for
every non-empty subset X ⊆ ∆I .
4.4.2 Proposition. Let I be a finite interpretation and let T be an EL⊥ TBox such that I |= T .
Then, for each concept description C and for every subset X ⊆ ∆I , the following statement holds
true.
XIT ≡∅ C if, and only if, XI ≡∅ CT
Proof. We begin with proving the only if direction; assume that XIT ≡∅ C is satisfied. It
then follows that X ⊆ CI , and so XI ⊑∅ C. Applying the closure operator ϕT yields that
XIT ⊑∅ CT . Since I |= T , we have that ϕI ⊴ ϕT , which means that YIT ≡∅ YI for any subset
Y ⊆ ∆I . We conclude that XI ⊑∅ CT . Furthermore, from X ⊆ XII it follows that XIT ⊑T XI ,
which means that C ⊑T XI , and so we conclude that CT ⊑∅ XI holds true as well.
Regarding a proof for the if direction, let XI ≡∅ CT . Since ϕT is extensive, we infer that
XI ⊑∅ C and, thus, that X ⊆ CI . Now consider some concept description D with X ⊆ DI .
Then, we have that XI ⊑∅ D, i.e., it holds true that CT ⊑∅ D, which immediately yields that
C ⊑T D. In summary, we conclude that XIT ≡∅ C.
As a straightforward consequence of Propositions 4.3.31 and 4.4.2 we get the following.
4.4.3 Corollary. Fix some finite interpretation I as well as some EL⊥ TBox T such that I |= T .
For each subset X ⊆ ∆I it then holds true that XIT is equivalent to XITsat with respect to ∅. □
Combining our previous results from Propositions 3.4.3, 4.1.4, 4.3.5, and 4.4.2 and Corol-
lary 4.4.3 immediately shows that the below corollary is true.
4.4.4 Corollary. Let I be an interpretation and let T be an EL⊥ TBox such that I |= T . Then,
for each concept description C and for every non-empty subset X ⊆ ∆I , the following statement
holds true.
XIT ≡∅ C if, and only if,×{ (I , δ) | δ ∈ X } ↼⇀∼ (IC,Tsat ,C) □
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The non-relative MMSC of some subset X for I can be obtained as the least common sub-
sumer of the singleton MMSCs, cf. Proposition 4.1.4. A similar statement is also true for the
relative MMSCs, i.e., it suffices to develop techniques for computing relative MMSCs of single
objects, since it is clear how least common subsumers can be computed. Note that the LCS
C ∨T D is equivalent to Esim((IC,T ,C)× (ID,T ,D)) modulo T .
4.4.5 Proposition. Fix some finite interpretation I that is a model of an EL TBox T . Then, for
each subset X ⊆ ∆I , the following equivalence holds true.
XIT ≡∅
⋁︂
T { {δ}IT | δ ∈ X }
Proof. We know that that XI is equivalent to ⋁︁{ {δ}I | δ ∈ X } with respect to ∅. From
Proposition 4.4.2 it immediately follows that YIT T ≡∅ YI is satisfied for each subset Y ⊆ ∆I ,
which shows that XI must be equivalent to ⋁︁{ {δ}IT T | δ ∈ X } w.r.t. ∅. Eventually, an
application of Lemma 4.3.37 yields that XI ≡∅ (⋁︁T { {δ}IT | δ ∈ X })T holds true and then
Proposition 4.4.2 implies the claim.
Deciding the Existence in EL
It is easy to see that the MMSC XI is always a relative MMSC too. However, there are cases
where we want to check whether XIT exists in EL if XI is not expressible in EL. One possi-
bility to obtain a decision procedure for checking the existence in EL is by suitably adapting
the results in [ZT13b; ZT13a]. In particular, Zarrieß and Turhan have shown how existence
of least common subsumers and of most specific concept descriptions (for ABoxes) relative to a
given TBox can be decided. It is straightforward to modify their results and proofs to verify that
{δ}JT exists in EL and is equivalent to Xℓ(J , δ) if, and only if, (J , δ) ⇀∼ (IXℓ(J ,δ),Tsat ,Xℓ(J , δ))
where ℓ := |∆J |2 +⋁︁{ rd(C) | C ⊑ D ∈ Tsat }. In particular, a proof for this statement utilizes
a technique for shortening simulation paths that is similar to what Zarrieß and Turhan did
in the technical report [ZT13b]. However, the characteristic concept description Xℓ(J , δ) has
an exponential size, and so it follows that checking the existence of a simulation from (J , δ) to
(IXℓ(J ,δ),Tsat ,Xℓ(J , δ)) needs exponential time.
Another option for deciding the existence in EL is by defining a reduction system on pointed
interpretations. There are two reduction rules: the first one deletes an object from the extension
of a concept name, and the second one deletes a pair of objects from the extension of a role
name, but in both cases only if this piece of information can be restored from the TBox. More
specifically, we can define the following rules.
C-Rule Let (I , δ) →C (J , δ) if there exists some object ϵ ∈ ∆I as well as a concept name
A ∈ ΣC such that ϵ ∈ AI and (I , δ) ⇀∼ (I Esim(J ,δ),Tsat ,
Esim(J , δ)) is satisfied for the
interpretation J := I , but where AJ := AI \ {ϵ}.
R-Rule Define (I , δ)→R (J , δ) if there are objects ϵ, ζ ∈ ∆I as well as a role name r ∈ ΣR such
that (ϵ, ζ) ∈ rI and (I , δ) ⇀∼ (I Esim(J ,δ),Tsat ,
Esim(J , δ)) holds true for the interpretation
J := I , but where rJ := rI \ {(ϵ, ζ)}.
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Soundness of these rules is an immediate consequence of Proposition 4.4.2. Furthermore, the
reduction system is obviously terminating. Moreover, each rule application needs only polyno-
mial time w.r.t. I , and the number of rule applications is polynomial in I as well. However, it
remains an open problem whether this reduction system is also complete, i.e., if it can construct
an acyclic pointed interpretation from an input (I , δ) whenever the relative MMSC {δ}IT exists
in EL.
If we assume that {δ}IT ≡∅ C for some EL concept description C, then Proposition 4.4.2
implies that (I , δ) and (IC,T ,C) are equi-similar. Of course, we could use the above reduc-
tion rules to obtain (IC,C) from (IC,T ,C). However, this is not immediately helpful, as our
reduction system starts with the pointed interpretation (I , δ).
In Section 3.4.4 we have seen that each pointed interpretation is equi-similar to its reduction.
Since (I , δ) and (IC,T ,C) are equi-similar, Proposition 3.4.17 implies that (I , δ) and (IC,T ,C)
can be reduced to isomorphic pointed interpretations, that is, we can w.l.o.g. assume that both
have the same reduction. We could now define a further reduction rule as follows and assign
to it the highest application precedence, i.e., it is immediately applied as first rule. After the
first rule application we would thus reduce the input (I , δ) to a pointed interpretation that is
strongly related to (IC,T ,C).
N-Rule We define (I , δ)→N reduce(I , δ) if (I , δ) is not reduced.
Soundness as well as termination in polynomial time is then still guaranteed. Furthermore, it is
possible to prove that the reduction of (IC,T ,C) is isomorphic to an induced subinterpretation
of (IC,T ,C). However, it remains an open problem how to make use of the fact that (IC,T ,C)
has an acyclic reduction for showing that also the input has an acyclic reduction, i.e., that the
reduction system is complete.

5 Lattice of EL Concept Descriptions
The goal of this section is to explore the properties of the lattice of EL concept descriptions
ordered by subsumption with respect to the empty TBox. We have already seen on Page 39
that the finitary infimum operation corresponds with the finitary conjunction operation d and
that the supremum operation is the least common subsumer operation ⋁︁.
In the next Section 5.1, we will consider the neighborhood relation induced by the subsump-
tion relation. We do this not only for empty TBoxes, but also for cycle-restricted and general
TBoxes. In particular, we demonstrate that EL is neighborhood generated if the underlying
TBox is empty or cycle-restricted and we show how all upper as well as all lower neighbors
of a given concept description can be computed. Furthermore, it is proven that EL is not
neighborhood generated for general TBoxes and that EL⊥ and ELsi are both not neighborhood
generated. The possibility of enumerating all lower or upper neighbors is useful when it comes
to deciding whether a given concept description is most specific or most general with respect
to some monotonic property.
As next step we show in Section 5.2 that the lattice of EL concept descriptions is distributive.
We further prove that, for all concept descriptions C and D with C ⊑∅ D, there cannot exist
any infinite chain between C and D, i.e., the lattice is of locally finite length. According to
Blyth [Bly05, Chapters 4 and 5], we then obtain as an immediate corollary that also the Jor-
dan-Dedekind chain condition is satisfied, which states that for each pair C ⊑∅ D, all maximal
chains in the interval [C,D] have the same length. Furthermore, we demonstrate in Sections 5.3
and 5.4 that this length can be utilized to define a distance between C and D, and in particular
to measure a distance from each concept description C to the top concept description ⊤, which
we call the rank of C. Section 5.5 is concerned with constructing a similarity measure between
EL concept descriptions that satisfies the triangle inequality. The computational complexity of
computing ranks and distances is investigated in Section 5.6.
We close this chapter with demonstrating in Section 5.7 that the lattice of EL concept de-
scriptions has relative pseudo-complements, i.e., it is a residuated lattice.
5.1 Neighborhood of Concept Descriptions
In this section we consider the neighborhood problem for EL and its variants. We have already
seen that the set of concept descriptions ordered by the subsumption relation constitutes a
lattice. In this section we now consider the question whether the subsumption order is discrete
in the sense that it is generated by its induced neighborhood relation. Note that for an order
relation ≤ on some set P its neighborhood relation or transitive reduction is defined as
≺ := { (p, q) | p ⪇ q and there exists no x such that p ⪇ x ⪇ q } = ⪇ \ (⪇ ◦⪇).
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Clearly, if P is finite, then the transitive closure ≺+ equals the irreflexive part ⪇. However,
there are infinite ordered sets where this does not hold true; even worse, there are cases where
≺+ is empty. Consider, for instance, the set R of real numbers with their usual ordering ≤. It
is well-known that R is dense in itself, that is, for each pair x ⪇ y, there is another real number
z such that x ⪇ z ⪇ y—thus, there are no neighboring real numbers. In general, we say that ≤
is neighborhood generated if ≺+ = ⪇ is satisfied. Clearly, ≤ is a neighborhood generated order
relation if, and only if, there is a finite path p = x0 ≺ x1 ≺ . . . ≺ xn = q for each pair p ≤ q.
An alternative formulation is the following. ≤ is not neighborhood generated if, and only if,
there exists some pair p ⪇ q such that every finite path p = x0 ⪇ x1 ⪇ . . . ⪇ xn = q can be
refined, that is, there is some index i and an element y such that xi ⪇ y ⪇ xi+1. Of course, if
the order relation ≤ is bounded, i.e., for each element p ∈ P, there exists a finite upper bound
on the lengths of ⪇-paths issuing from p, then ≤ is neighborhood generated.
Although boundedness of a poset (P,≤) is sufficient for neighborhood generatedness, it is not
necessary. The following result of Ganter [Gan18] immediately implies that any unbounded
poset can be order-embedded into some neighborhood generated poset, which then must be
unbounded as well.
[Gan18]. Any poset (P,≤) is order-embeddable into some neighborhood generated poset.
Proof. For some given poset (P,≤), we define another poset (≤,⊑) where
(a, b) ⊑ (c, d) if, and only if, (a, b) = (c, d) or b ≤ c.
As one quickly verifies, ⊑ is indeed reflexive, antisymmetric, and transitive. In the following,
we shall denote the neighborhood relation of ⊑ by ≺.
We first show that a ⪇ b implies (a, a) ≺ (a, b). Let a ⪇ b. Of course, we have that
(a, a) ⊑❘ (a, b). Now consider some pair c ≤ d such that (a, a) ⊑ (c, d) ⊑❘ (a, b). Then, it follows
that a ≤ c ≤ d ≤ a, which shows that (c, d) = (a, a).
Analogously, we infer that a ⪇ b implies (a, b) ≺ (b, b). We conclude that (a, a) ⊑❘ (b, b)
always implies (a, a) ≺ (a, b) ≺ (b, b).
Eventually, assume that a ⪇ b ⪇ c ⪇ d, i.e., (a, b) ⊑❘ (b, c) ⊑❘ (c, d) is satisfied. Applying the
above yields that (a, b) ≺ (b, b) ≺ (b, c) ≺ (c, c) ≺ (c, d). Consequently, we have that ⊑❘ ⊆ ≺+.
The converse inclusion is trivial. Thus, (≤,⊑) is neighborhood generated.
It remains to show that there is an order-embedding of (P,≤) into (≤,⊑). For this purpose,
define the mapping f : P → ≤, p ↦→ (p, p). It is readily verified that f is order-preserving as
well as order-reflecting, which immediately implies that f is injective as well. As a corollary,
we obtain that f is an order-embedding.
In the sequel of this section, we shall address the neighborhood problem from different per-
spectives. We first consider the general problem of existence of neighbors, and then provide
means for the computation of all upper neighbors and of all lower neighbors, respectively, in
the cases where these exist. As it will turn out, neighbors only exist for all concept descriptions
in the description logic EL without any TBox or in EL with respect to acyclic or cycle-restricted
TBoxes. The presence of either a non-cycle-restricted TBox or of the bottom concept descrip-
tion ⊥ prevents the existence of neighbors for some concept descriptions. Furthermore, the
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extensions of EL with greatest fixed-point semantics also allow for the construction of concept
descriptions that do not possess neighbors.
Furthermore, a complexity analysis shows that, for the case of an empty TBox, deciding
neighborhood in EL is in P, and that all upper neighbors of an EL concept description can be
computed in deterministic polynomial time, while there exists some EL concept description
that has exponentially many lower neighbors, and the sizes of reduced forms of lower neigh-
bors are always polynomial. As an application, we show in Section 5.1.2 how upper bounds
on the computational complexity of deciding whether a concept description is most specific
or most general with respect to some computable property can easily be obtained. For acyclic
or cycle-restricted TBoxes, deciding neighborhood is in coNP, all lower neighbors of an EL
concept description can be enumerated in exponential time, and all upper neighbors of some
EL concept description can be effectively computed.
Eventually, in Section 5.1.9 we compare the notion of lower neighbors with so-called down-
ward refinement operators, in particular with the downward refinement operator for ELH that
has been devised by Lehmann [LH09; Leh10].
5.1.1 Definition. Consider a signature Σ, let T be a TBox over Σ, and further assume that C and
D are concept descriptions over Σ. Then, C is a lower neighbor or amost general strict subsumee of
D with respect to T , denoted as T |= C ≺ D or C ≺T D, if the following statements hold true.
1. C ⊑❘ T D
2. For each concept description E over Σ, it holds true that C ⊑T E ⊑T D implies E ≡T C
or E ≡T D.
Additionally, we then also say that D is an upper neighbor or a most specific strict subsumer of C
with respect to T , and we may also write T |= D ≻ C or D ≻T C. △
Obviously, ⊤ does not have any upper neighbors, and dually ⊥ does not have any lower
neighbors.
We first observe that neighborhood of concept descriptions is not preserved by the concept
constructors. It is easy to see that A ⊓ B ≺∅ A. However, it holds true that Er. (A ⊓ B) ⊑❘ ∅
E
r. A ⊓ Er. B ⊑❘ ∅ Er. A, which shows Er. (A ⊓ B) ̸≺∅ Er. A. Furthermore, we have that A ⊓
B⊓ (A⊓ B) ≡∅ A⊓ (A⊓ B), and consequently A⊓ B⊓ (A⊓ B) ̸≺∅ A⊓ (A⊓ B). There are ac-
cording counterexamples when neighborhood with respect to a non-empty TBox is considered.
It is easily verified that neighborhood with respect to the empty TBox ∅ does not coin-
cide with neighborhood w.r.t. a non-empty TBox T . For instance, A ≺∅ ⊤ holds true, but
{⊤ ⊑ A} |= A ≡ ⊤. For the converse direction, consider the counterexample where {A ⊑
B, B ⊑ A} |= A ⊓ B ≺ ⊤ and A ⊓ B ⊑❘ ∅ A ⊑❘ ∅ ⊤. More details can be found in Section 5.1.8.
5.1.1 The Empty TBox
Since Baader and Morawska [BM10, Proof of Proposition 3.5] showed that ⊑∅ is bounded,1
we can immediately draw the following conclusion.
1Note that it also follows that ⊒∅ is well-founded.
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5.1.2 Proposition. For any signature Σ, the subsumption relation ⊑∅ on EL(Σ) is neighborhood
generated. □
After this first promising result, we continue with describing the neighborhood relation ≺∅.
As an immediate consequence of ⊑∅ being neighborhood generated, we can deduce that neigh-
bors in arbitrary directions exist. More specifically, whenever C ⊑❘ ∅ D holds true, there are U
and L such that C ≺∅ U ⊑∅ D as well as C ⊑∅ L ≺∅ D. We then also say that U is an upper
neighbor of C in direction D and, dually, that L is some lower neighbor of D in direction C.
5.1.3 Lemma. Let C and D be EL concept descriptions over a signature Σ. Then C ≺∅ D holds
true only if rd(C) ∈ {rd(D), rd(D) + 1}.2
Proof. Assume that C is a lower neighbor of D with respect to ∅. In particular, C ⊑∅ D follows,
and so there is a simulation from the tree-shaped interpretation (ID,D) to the tree-shaped
interpretation (IC,C). The mere existence of such a simulation yields that the depth of the tree
(∆ID ,
⋃︁{ rID | r ∈ ΣR }) is bounded by the depth of the tree (∆IC ,⋃︁{ rIC | r ∈ ΣR }), that is, it
must hold true that rd(D) ≤ rd(C).
Finally, assume that rd(C) > rd(D) + 1. Then C ⊑❘ ∅ C↾rd(D)+1 ⊑❘ ∅ D.  
A Necessary Condition
There is a well-known recursive characterization of ⊑∅ as follows: C ⊑∅ D if, and only if,
A ∈ Conj(D) implies A ∈ Conj(C) for each concept name A, and for each Er. F ∈ Conj(D),
there is some Er. E ∈ Conj(C) such that E ⊑∅ F. With the help of that we can prove that there
is the following necessary condition for neighboring concept descriptions.
5.1.4 Lemma. Let C and D be some reduced EL concept descriptions over a signature Σ. If
C ≺∅ D, then exactly one of the following statements holds true.
1. There is exactly one concept name A ∈ Conj(C) such that C ≡∅ D ⊓ A.
2. There is exactly one existential restriction Er. E ∈ Conj(C) such that C ≡∅ D ⊓ Er. E.
Proof. Consider two reduced EL concept descriptions C and D over Σ such that C is a lower
neighbor of D with respect to ∅. It follows that C ⊑∅ D, which means that A ∈ Conj(D)
implies A ∈ Conj(C) for any concept name A ∈ ΣC and further that, for each existential
restriction Er. F ∈ Conj(D), there is some Er. E ∈ Conj(C) such that E ⊑∅ F.
If there exist two distinct concept names A, B ∈ ΣC satisfying {A, B} ⊆ Conj(C) \ Conj(D),
then it would immediately follow that
C ⊑∅ D ⊓ A ⊓ B ⊑❘ ∅ D ⊓ A ⊑❘ ∅ D,
which contradicts our assumption that C ≺∅ D.  Consequently, only one of the following
two mutually exclusive cases can occur: either there is exactly one concept name A ∈ ΣC such
that {A} = (Conj(C) \ Conj(D)) ∩ ΣC, or it holds true that Conj(C) ∩ ΣC = Conj(D) ∩ ΣC. We
proceed with a case analysis.
2Note that the role depth rd(C) of a concept description C has been defined on Page 35.
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1. Assume that {A} = (Conj(C) \ Conj(D)) ∩ ΣC holds true for some concept name A. It
follows that C ⊑∅ D ⊓ A ⊑❘ ∅ D, and so C ≺∅ D implies C ≡∅ D ⊓ A.
2. Now let Conj(C) ∩ ΣC = Conj(D) ∩ ΣC. Since C ̸⊒∅ D holds true by assumption,
there must exist some existential restriction Er. E ∈ Conj(C) such that E ̸⊒∅ F for any
E
r. F ∈ Conj(D). In particular, we have that D ̸⊑∅ Er. E. Now suppose that there are
two such existential restrictions Er. E and Es. F on the top-level conjunction of C. Since
C is assumed to be reduced, Er. E and Es. F are incomparable w.r.t. ∅. It follows that
C ⊑∅ D ⊓ Er. E ⊓ Es. F ⊑❘ ∅ D ⊓ Er. E ⊑❘ ∅ D,
which obviously contradicts our assumption that C ≺∅ D. As a consequence we obtain
that there exists exactly one such existential restriction Er. E ∈ Conj(C) with D ̸⊑∅ Er. E.
It is now straightforward to conclude that C ⊑∅ D ⊓ Er. E ⊑❘ ∅ D is satisfied, which to-
gether with the precondition C ≺∅ D implies that C ≡∅ D ⊓ Er. E.
Upper Neighborhood
5.1.5 Proposition. Let C be a reduced EL concept description over some signature Σ, and recur-
sively define
Upper(C) := {
l
Conj(C) \ {A} | A ∈ Conj(C) }
∪ {
l
Conj(C) \ { Er.D} ⊓
l
{ Er. E | E ∈ Upper(D) } | Er.D ∈ Conj(C) }.
Then Upper(C) contains, modulo equivalence, exactly all upper neighbors of C; more specifically,
for each EL concept description D over Σ, it holds true that
C ≺∅ D if, and only if, Upper(C) ∋ D′ for some D′ with D ≡∅ D′.
Proof. We show the claim by induction on the role depth of C. The induction base where
rd(C) = 0 is obvious. For the induction step let now rd(C) > 0.
Soundness. It is easily verified that, for any concept name A ∈ Conj(C), the concept descriptiond
Conj(C) \ {A} is an upper neighbor of C. Now fix some existential restriction Er. E ∈ Conj(C)
and let
D :=
l
Conj(C) \ { Er. E} ⊓
l
{ Er. F | F ∈ Upper(E) },
i.e., D ∈ Upper(C). We shall demonstrate that C ≺∅ D.
1. It is easily verified that C ⊑∅ D.
2. We proceed with proving that C ̸⊒∅ D. In particular, we are going to show that there is
no existential restriction Er. F ∈ Conj(D) such that E ⊒∅ F. Assume that there was some
such F. Since C is reduced, we infer that Er. F ̸∈ Conj(C), and hence E ≺∅ F.  
3. Let X be a concept description such that C ⊑❘ ∅ X ⊑∅ D. We need to show that X ⊒∅ D.
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a) According to the definition of D, it holds true that Conj(C) ∩ ΣC = Conj(D) ∩ ΣC.
Furthermore, the precondition C ⊑❘ ∅ X ⊑∅ D implies that Conj(C) ∩ ΣC ⊇
Conj(X) ∩ ΣC ⊇ Conj(D) ∩ ΣC. We conclude that A ∈ Conj(D) implies A ∈ Conj(X)
for any concept name A ∈ ΣC.
b) Now consider an existential restriction Es.Y ∈ Conj(X). Then, C ⊑∅ X yields some
E
s.G ∈ Conj(C) satisfying G ⊑∅ Y. If s ̸= r or G ̸= E, then by definition of D we
have that Es.G ∈ Conj(D) as well.
Eventually, we consider the case where s = r and G = E. As C ̸⊒∅ X, there exists
some Et.K ∈ Conj(C) such that K ̸⊒∅ Z for all Et.Z ∈ Conj(X). If t ̸= r or K ̸= E,
then Et.K ∈ Conj(D) follows and immediately yields a contradiction to X ⊑∅ D. As
a corollary it follows that E ⊑❘ ∅ Y, and so there must be an upper neighbor F of E with
F ⊑∅ Y. The induction hypothesis ensures the existence of some concept description
F′ with F ≡∅ F′ and Er. F′ ∈ Conj(D).
Summing up, we have shown that C ⊑❘ ∅ D, and furthermore that, for each concept description
X, it holds true that C ⊑❘ ∅ X ⊑∅ D implies X ≡∅ D. Hence, C is a lower neighbor of D with
respect to ∅.
Completeness. Vice versa, consider a concept description D such that C ≺∅ D. Without loss of
generality suppose that both C and D are reduced. We have to show that, up to equivalence,
Upper(C) ∋ D. In accordance with Lemma 5.1.4 we shall only consider two cases. In the first
case, if C ≡∅ D ⊓ A for some unique concept name A ∈ Conj(C), the claim is trivial.
In the second case, there exists exactly one existential restriction Er. E ∈ Conj(C) such that
C ≡∅ D ⊓ Er. E. We have already proven that C ≺∅ D′ where
D′ :=
l
Conj(C) \ { Er. E} ⊓
l
{ Er. F | F ∈ Upper(E) }.
We proceed with demonstrating that D′ ⊑∅ D, which then immediately yields that D′ ≡∅ D,
and thus D ∈ Upper(C) modulo equivalence.
If A ∈ Conj(D), then it follows that A ∈ Conj(C) and further that A ∈ Conj(D′). Now fix some
existential restriction Es.H ∈ Conj(D). Then, there exists some Es.G ∈ Conj(C) satisfying
G ⊑∅ H. In case s ̸= r or G ̸= E we have that Es.G ∈ Conj(D′) as well. Otherwise, E ⊑∅ H
holds true. If H ⊑∅ E would hold true too, then it would follow that D ⊑∅ D ⊓ Er. E, yielding
D ⊑∅ C—a contradiction to our assumption that C ≺∅ D. So, we conclude that E ⊑❘ ∅ H.
Thus, there exists an F with E ≺∅ F ⊑∅ H. The induction hypothesis shows the existence of
some F′ ∈ Upper(E) with F′ ≡∅ F, and then Er. F′ ∈ Conj(D′) is satisfied.
For instance, consider the concept description A ⊓ Er. B ⊓ Es. (A ⊓ B). It is in reduced form
and has three upper neighbors, namely Er. B ⊓ Es. (A ⊓ B), A ⊓ Er.⊤ ⊓ Es. (A ⊓ B), and
A ⊓ Er. B ⊓ Es. A ⊓ Es. B.
According to Proposition 5.1.5, each top-level conjunct D of some concept description C has
exactly one upper neighbor D↑. If C is reduced, then replacing D with D↑ yields one upper
neighbor of C, and (an equivalent concept description of) each upper neighbor of C can be gen-
erated in this manner. We denote the concept description that is produced from C by replacing
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D with D↑ by C↑D. It then holds true that
Upper(C) = {C↑D | D ∈ Conj(C) }
modulo equivalence. Furthermore, there is a bijection between Conj(C) and Upper(C), cf. the
next proposition.
5.1.6 Proposition. Let C be some reduced EL concept description. The mapping
υC : Conj(C)→ Upper(C)
D ↦→ C↑D
is bijective, that is, |Conj(C)| = |Upper(C)| holds true.
Proof. Apparently, υC is surjective. We proceed with demonstrating that it is injective as
well. It is readily verified that removing one of the concept names on the top-level conjunc-
tion of C yields one unique upper neighbor, that is, if A, B ∈ Conj(C) with A ̸= B, then
C↑A =
d
Conj(C) \ {A} and C↑B = dConj(C) \ {B} are non-equivalent upper neighbors of C.
Analogous statements obviously hold true for top-level conjuncts A and Er.D, or Er.D and
E
s. E where r ̸= s.
Eventually, assume that Er.D and Er. E are top-level conjuncts of C. Since we have assumed
C to be reduced, D and E are incomparable, i.e., it holds true that D ̸⊑∅ E as well as E ̸⊑∅ D.
These two conjuncts induce the following upper neighbors.
C↑
E
r.D =
l
Conj(C) \ { Er.D} ⊓
l
{ Er. F | F ∈ Upper(D) }
C↑
E
r. E =
l
Conj(C) \ { Er. E} ⊓
l
{ Er. F | F ∈ Upper(E) }
For proving that C↑
E
r.D and C↑
E
r. E are incomparable, we assume the contrary, i.e., let
C↑
E
r.D ⊑∅ C↑
E
r. E. Since Er.D ∈ Conj(C↑ Er. E), there must exist some Er.G ∈ Conj(C↑ Er.D)
satisfying G ⊑∅ D. As C is reduced, it cannot be the case that Er.G ∈ Conj(C) \ { Er.D};
it can henceforth only happen that Er.G ∈ { Er. F | F ∈ Upper(D) }, i.e., G = F for some
F ∈ Upper(D). Thus, we have that F = G ⊑∅ D ≺∅ F—a contradiction.  
5.1.7 Lemma. Let C ∈ EL(Σ) be a concept description. For each set D containing only upper
neighbors of C and at least two incomparable upper neighbors of C, it holds true that C ≡∅
d
D.
Proof. Without loss of generality let C be reduced. Assume that D consists of upper neighbors
of C only and further contains two incomparable upper neighbors D and E of C. In particular,
there must exist incomparable top-level conjuncts X,Y ∈ Conj(C) such that D ≡∅ C↑X and
E ≡∅ C↑Y. Obviously, it now follows that
C ⊑∅
l
D ⊑∅ D ⊓ E ≡∅ C↑X ⊓ C↑Y ≡∅ C.
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Lower Neighborhood: A First Characterization
5.1.8 Proposition. For an EL concept description C over some signature Σ, let
Lower(C) := {C ⊓ A | A ∈ ΣC and C ̸⊑∅ A }
∪ {C ⊓ Er.D | r ∈ ΣR, C ̸⊑∅ Er.D, and C ⊑∅ Er. E for all E with D ≺∅ E }.
Then Lower(C) contains, modulo equivalence, exactly all lower neighbors of C; more specifically,
for each EL concept description D over Σ, it holds true that
D ≺∅ C if, and only if, D′ ∈ Lower(C) for some D′ with D ≡∅ D′.
Proof. Soundness. We begin with proving soundness. Thus, fix some L ∈ Lower(C) and, without
loss of generality, let C be reduced. If L = C ⊓ A for some concept name A with C ̸⊑∅ A, then
it is apparent that L is a lower neighbor of C. Henceforth, suppose L = C ⊓ Er.D for some role
name r and a concept description D which satisfies C ̸⊑∅ Er.D as well as C ⊑∅ Er. E for each
upper neighbor E of D. Then, it follows that L ⊑❘ ∅ C. Furthermore, C is obviously equivalent
to the concept description
C′ := C ⊓
l
{ Er. E | E ∈ Upper(D) },
and it is readily verified that C′ ∈ Upper(L). Proposition 5.1.5 shows that L ≺∅ C′ holds true,
which yields L ≺∅ C.
Completeness. We continue with showing completeness. For this purpose, consider a lower
neighbor L of C. Without loss of generality, assume that both C and L are reduced. Accord-
ing to Lemma 5.1.4, two mutually exclusive cases can occur. In the first case there exists
a concept name A such that L ≡∅ C ⊓ A. Clearly, C ̸⊑∅ A must hold true, as otherwise
L ≡∅ C⊓ A ≡∅ C.  We conclude that C⊓ A ∈ Lower(C). In the second case, there is exactly
one existential restriction Er.D ∈ Conj(L) such that L ≡∅ C ⊓ Er.D. Since L ≺∅ C holds true
and Proposition 5.1.5 yields that
L ≡∅ C ⊓ Er.D ≺∅ C ⊓
l
{ Er. E | E ∈ Upper(D) } ⊑∅ C,
it follows that C ̸⊑∅ Er.D as well as C ≡∅ C ⊓
d{ Er. E | E ∈ Upper(D) }, or equivalently, that
C ⊑∅ Er. E for all EwithD ≺∅ E. Summing up, we have shown that C⊓ Er.D ∈ Lower(C).
While the recursive characterization of Upper in Proposition 5.1.5 immediately yields a pro-
cedure for enumerating all upper neighbors of a given concept description, the situation is not
that apparent for lower neighbors. We can, however, formulate a procedure for computing
lower neighbors by means of Proposition 5.1.8. Let C be an EL concept description over some
signature Σ. Proceed as follows.
1. For each concept name A ∈ ΣC with C ̸⊑∅ A, output C ⊓ A as a lower neighbor of C.
2. For each role name r ∈ ΣR, recursively proceed as follows.
a) Let D := ⊤.
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b) While C ⊑∅ Er.D, replace D with a lower neighbor of D.
c) If C ⊑∅ Er. E for all E with D ≺∅ E, then output C⊓ Er.D as a lower neighbor of C.
As we shall infer from the results in Section 5.6, the above algorithm always terminates but
has non-elementary time complexity. Thus, we are going to develop a more efficient procedure
for enumerating all lower neighbors of a given EL concept description in the next section. A
complexity analysis shows that the proposed procedure needs only non-deterministic polyno-
mial time or deterministic exponential time, and that there indeed exist EL concept descriptions
with an exponential number of lower neighbors.
Lower Neighborhood: A More Efficient Characterization
According to Proposition 5.1.8, we can enumerate all lower neighbors of the form C ⊓ A by
simply iterating through the set of concept names while checking, for each such A ∈ ΣC,
whether C ̸⊑∅ A or, equivalently, whether A ̸∈ Conj(C) is satisfied and if so, then output C⊓ A
as a lower neighbor of C. Clearly, this can be done in polynomial time with respect to the size
of C plus the size of Σ.
Let C ∈ EL(Σ) be some reduced concept description and consider a role name r ∈ ΣR. We
define the set of r-successors of C as
Succ(C, r) := {D | Er.D ∈ Conj(C) }.
Then, for each subset S ⊆ Succ(C, r), we define amappingChoicesS : S→ ℘(EL(Σ)) as follows.
ChoicesS : F ↦→ {X | X ∈ EL(Σ) such that F ⊓ X ≺∅ F and F′ ⊑∅ X for each F′ ∈ S \ {F} }
According to Proposition 5.1.8, each such set ChoicesS(F) contains only atomic concept descrip-
tions, i.e., concept descriptions that are either a concept name or some existential restriction.
In the following, we consider choice functions in×ChoicesS :=×{ ChoicesS(F) | F ∈ S }. We
call some such choice function χ ∈×ChoicesS admissible if C ̸⊑∅ Er.dRan(χ).
5.1.9 Lemma. A choice function χ ∈×ChoicesS is admissible if, and only if, F ̸⊑∅ dRan(χ) for
each F ∈ Succ(C, r) \ S.
Proof. Fix some χ ∈×ChoicesS. The only if direction is obvious. We continue with proving the
if direction, for which it suffices to show that D ̸⊑∅
d
Ran(χ) holds true for any D ∈ Succ(C, r).
By assumption, this is satisfied for each D ∈ Succ(C, r) \ S. Furthermore, the above definition
shows that F ̸⊑∅ χ(F) for each F ∈ S, which immediately implies that F ̸⊑∅
d
Ran(χ) for any
F ∈ S, and we are done.
5.1.10 Proposition. A concept description C⊓ Er.D is a lower neighbor of C if there is some subset
S ⊆ Succ(C, r) as well as an admissible choice function χ ∈×ChoicesS such that D ≡∅ dRan(χ).
Proof. Since χ is admissible, we have that C ̸⊑∅ Er.D. Thus, in order to show that C ⊓ Er.D
is a lower neighbor of C it remains to prove that C ⊑∅ Er. E for any upper neighbor E of D, cf.
Proposition 5.1.8.
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We proceed with showing that all concept descriptions in Ran(χ) are mutually incompara-
ble, which implies that, modulo equivalence, the upper neighbors of dRan(χ) are exactly the
concept descriptions dRan(χ)↑χ(F) for F ∈ S. If F, F′ ∈ S are incomparable, then X and X′
are incomparable as well for any X ∈ ChoicesS(F) and for any X′ ∈ ChoicesS(F′): otherwise it
would hold true that F′ ⊑∅ X ⊑∅ X′ or F ⊑∅ X′ ⊑∅ X, which both yields a contradiction.  
Consequently, all top-level conjuncts in dRan(χ) must be mutually incomparable, and so there
are bijections between S, Ran(χ), and Upper(dRan(χ)).
Fix some F ∈ S, i.e., χ(F) is a top-level conjunct in dRan(χ) and dRan(χ)↑χ(F) is an
upper neighbor of dRan(χ). Then, we have that F ⊓ χ(F) ≺∅ F, and F ⊑∅ χ(F′) for each
F′ ∈ S \ {F}. Furthermore, it holds true that F ⊓ χ(F) ⊑∅ F ⊓ χ(F)↑ ⊑∅ F. Now assume
that F ⊓ χ(F)↑ ⊑∅ F ⊓ χ(F) would be satisfied, which would imply that F ⊓ χ(F)↑ ⊑∅ χ(F).
Since χ(F)↑ ⊑∅ χ(F) cannot hold true, we would infer that F ⊑∅ χ(F). However, this yields
the contradiction F ≡∅ F ⊓ χ(F) ≺∅ F.  We conclude that F ⊓ χ(F) ⊑❘ ∅ F ⊓ χ(F)↑ ⊑∅ F,
which together with the precondition F ⊓ χ(F) ≺∅ F implies that F ⊓ χ(F)↑ ≡∅ F. Clearly, this
implies that F ⊑∅
d
Ran(χ)↑χ(F) and, thus, C ⊑∅ Er.
d
Ran(χ)↑χ(F).
5.1.11 Lemma. Let C ⊓ Er.D be a lower neighbor of C where both C and D are reduced. Then,
there is a mapping ϕ : Conj(D)→ Succ(C, r) with the following properties.
1. ϕ(X) ⊑∅ D↑X for each X ∈ Conj(D)
2. ϕ is injective
3. ϕ(X) ̸⊑∅ X for any top-level conjunct X ∈ Conj(D)
4. ϕ(Y) ⊑∅ X for any two mutually distinct X,Y ∈ Conj(D)
Proof. Fix reduced concept descriptions C,D ∈ EL⊥(Σ) and some role name r ∈ ΣR such that
C ⊓ Er.D ≺∅ C. An application of Proposition 5.1.8 yields that C ̸⊑∅ Er.D and C ⊑∅ Er. E
for each upper neighbor E of D.
1. We start with defining such a mapping ϕ : Conj(D) → Succ(C, r). Fix some top-level
conjunct X ∈ Conj(D). Then, D↑X is an upper neighbor of D. Since C ⊑∅ Er.D↑X is
satisfied according to the preconditions, we conclude that there exists some successor
FX ∈ Succ(C, r) such that FX ⊑∅ D↑X. Thus, we can set ϕ(X) := FX.
2. We now show that ϕ is injective. Assume the contrary, i.e., there are two non-equivalent
top-level conjuncts X,Y ∈ Conj(D) such that ϕ(X) = ϕ(Y). It then holds true that
ϕ(X) ⊑∅ D↑X ⊓ D↑Y. Now Lemma 5.1.7 implies that D↑X ⊓ D↑Y ≡∅ D, which contra-
dicts the assumption that C ̸⊑∅ Er.D.  
3. Assume to the contrary that ϕ(X) ⊑∅ X is satisfied. Of course, it then immediately fol-
lows that ϕ(X) ⊑∅ X ⊓ D↑X ≡∅ D would be satisfied, which contradicts the assumption
that C ̸⊑∅ Er.D.  
4. Let X be a top-level conjunct of D. It then follows that D↑X is some upper neighbor of D
and, for each upper neighbor E of D that is incomparable to D↑X, it holds true that E ⊑∅
X, cf. Proposition 5.1.5. Fix a further top-level conjunct Y ∈ Conj(D) that is incomparable
to X. Of course, D↑Y is incomparable to D↑X, since υD : Z ↦→ D↑Z is a bijection between
Conj(D) and Upper(D), cf. Proposition 5.1.6. We conclude that ϕ(Y) ⊑∅ D↑Y ⊑∅ X.
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As a corollary we obtain that |Conj(D)| = |Upper(D)| ≤ |Succ(C, r)| holds true.
5.1.12 Proposition. A concept description C ⊓ Er.D is a lower neighbor of C only if there is
some subset S ⊆ Succ(C, r) as well as an admissible choice function χ ∈×ChoicesS such that
D ≡∅
d
Ran(χ).
Proof. We know that there is some injective mapping ϕ : Conj(D) → Succ(C, r) with all the
properties stated in Lemma 5.1.11. Set S := Ran(ϕ), and define a mapping χ by χ(F) := X if
F = ϕ(X).
We proceed with showing that χ(F) ∈ ChoicesS(F) for each F ∈ S, and for this purpose we
have to show that F⊓ χ(F) ≺∅ F and F′ ⊑∅ χ(F) for each F′ ∈ S \ {F}. Fix some F ∈ S. Then,
χ(F) = X if, and only if, F = ϕ(X).
• We have that ϕ(X) ⊑∅ D↑X. In particular, this implies that ϕ(X) ⊑∅ X↑, that is,
F ⊑∅ χ(F)↑. From ϕ(X) ̸⊑∅ X, we immediately infer that F ̸⊑∅ χ(F). It follows that
F ⊓ χ(F) ⊑❘ ∅ F and, since (F ⊓ χ(F))↑χ(F) = F ⊓ χ(F)↑ ≡∅ F is an upper neighbor of
F ⊓ χ(F), we conclude that F ⊓ χ(F) is a lower neighbor of F as claimed.
• Furthermore, we have that ϕ(Y) ⊑∅ X for each Y ∈ Conj(D) \ {X}. If we now consider
some F′ ∈ S \ {F}, then there is some Y ∈ Conj(D) \ {X} satisfying χ(F′) = Y or,
equivalently, F′ = ϕ(Y). We conclude that F′ ⊑∅ χ(F).
Summing up, we have that χ is a choice function in×ChoicesS. Obviously, it holds true that
D ≡∅
d
Ran(χ) and, thus, χ is admissible.
5.1.13 Corollary. Let C ∈ EL(Σ) be some reduced concept description and define the following.
Lower∗(C) = {C ⊓ A | A ∈ ΣC and C ̸⊑∅ A }
∪
{︄
C ⊓ Er.
l
Ran(χ)
⃓⃓⃓⃓
⃓ r ∈ ΣR and there exists some S ⊆ Succ(C, r)such that χ ∈×Choices∗S and χ is admissible
}︄
Note that, for each subset S ⊆ Succ(C, r), we define the mapping Choices∗S : S → ℘(EL(Σ))
slightly different from ChoicesS, namely as follows.
Choices∗S : F ↦→ {X | X ∈ EL(Σ) where F ⊓ X ∈ Lower∗(F) and F′ ⊑∅ X for each F′ ∈ S \ {F} }
Then Lower∗(C) contains, modulo equivalence, exactly all lower neighbors of C; more specifically,
for each EL concept description D over Σ, it holds true that
D ≺∅ C if, and only if, D′ ∈ Lower∗(C) for some D′ with D ≡∅ D′. □
5.1.14 Proposition. For a fixed concept description C as well as a fixed role name r, all admissible
choice functions are incomparable with respect to ⊆. In particular, if S ⊊ T ⊆ Succ(C, r), then
there does not exist admissible choice functions χ ∈×Choices∗S and ψ ∈×Choices∗T such that
χ ⊆ ψ.
Proof. Consider some G ∈ T \ S. Further assume that χ ∈ Choices∗S is admissible, i.e., it
follows that G ̸⊑∅
d
Ran(χ), which shows that there exists some F ∈ S such that G ̸⊑∅ χ(F).
Consequently, we cannot extend χ to some (admissible) choice function ψ in×ChoicesT.
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5.1.15 Corollary. For any reduced EL concept description C, it holds true that all lower neighbors
in Lower∗(C) are mutually incomparable. □
Computational Complexity
Eventually, we finish our investigations of ≺∅ with analyzing the computational complexity of
three problems related to the neighborhood of EL concept descriptions. In particular, we shall
prove the following results.
• ≺∅ is in P.
• Upper can be computed in deterministic quadratic time. In particular, each upper neighbor
in Upper(C) has a quadratic size, and Upper(C) has a linear cardinality.
• Lower∗ can be computed in deterministic exponential time. Furthermore, any lower neigh-
bor in Lower∗(C) has a quadratic size, and Lower∗(C) has an exponential cardinality.
• There is a non-deterministic polynomial time procedure which on input C has one (suc-
cessful) computation path that returns a concept description equivalent to L for any lower
neighbor L of C.
Enumerating all Upper Neighbors
5.1.16 Proposition. The mapping Upper can be computed in deterministic polynomial time.
More specifically, Upper(C) can be enumerated in deterministic quadratic time w.r.t. ||C|| for each
reduced EL concept description C.
Proof. We could try to prove the claim by induction on the role depth of C. However, the
straightforward attempt to do so would only yield that Upper(C) is computable in deterministic
time O(||C||rd(C)+2). Thus, we shall follow a more sophisticated approach.
For a finite set C of reduced EL concept descriptions, its size is defined by ||C|| :=
∑( ||C|| | C ∈ C ); further let
Upper(C) : C→ ℘(EL(Σ))
C ↦→ Upper(C),
and the size of Upper(C) is defined as ||Upper(C)|| := ∑( ||Upper(C)|| | C ∈ C ). More gener-
ally, we shall show by induction on the maximal role depth rd(C) := ⋁︁{ rd(C) | C ∈ C } that
Upper(C) can be computed in deterministic time O(||C||2), which implies that ||Upper(C)|| ∈
O(||C||2).
The induction base where rd(C) = 0 is obvious. For the induction step assume rd(C) > 0.
For computing a single Upper(C) we can proceed as follows. For each top-level conjunct of
C, create a fresh copy of C. Clearly, the number of copies is bounded by ||C||, and creat-
ing these copies hence takes time quadratic in ||C||. From some of those copies one concept
name is removed, which reduces the size of that copy, and one removal needs constant time.
The sequence of these removal operations thus requires time linear in ||C||. Furthermore, for
some other copies, a top-level conjunct Er.D is replaced by d{ Er. E | E ∈ Upper(D) }. Let
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Succ(C) :=
⋃︁{ Succ(C, r) | r ∈ ΣR } = { D | Er.D ∈ Conj(C) }. By induction hypothesis,
the object Upper(Succ(C)) can be computed in deterministic time O(||Succ(C)||2) and has size
O(||Succ(C)||2). It is apparent that ||Succ(C)|| ≤ ||C||, and henceforth Upper(Succ(C))
can be computed in time O(||C||2) and has size O(||C||2). For each top-level conjunct
E
r.D ∈ Conj(C), we choose a distinct and so far untouched copy of C, remove Er.D, which
takes time linear in ||C||, and add Er. E as new top-level conjunct for each E ∈ Upper(D),
which takes constant time for finding Upper(D) within Upper(Succ(C)) if Upper(Succ(C))
is computed as a function like above, and requires constant time for adding each Er. E for
E ∈ Upper(D) as a new top-level conjunct, since E is already computed and we only need
to link it to the copy we are editing. Since the number of top-level conjuncts of C which are
existential restrictions is bounded by ||C||, and each replacement takes linear time in ||C||,
as the number of concept descriptions in each Upper(D) is bounded by |Conj(C)| ≤ ||C||, we
conclude that only quadratic time in ||C|| is necessary for the replacement of the existential
restrictions. Furthermore, the size of Upper(C) is quadratic in ||C|| too, since in the set of the in
||C|| linearly many copies of C we have removed some nodes and edges, and have added exis-
tential restrictions the fillers of which are from the in ||C|| quadratically sized Upper(Succ(C)).
Finally, if we consider the task of computing Upper(C), then we can compute, for each C ∈ C,
the set Upper(C) in time O(||C||2) and collect the results in a function. Clearly, this takes
O(∑( ||C||2 | C ∈ C )) = O(||C||2) time, and ||Upper(C)|| can similarly be bounded.
Deciding Neighborhood
5.1.17 Theorem. It holds true that ≺∅ ∈ P. More specifically, we can decide in determinis-
tic polynomial time w.r.t. ||C|| + ||D|| whether C is a lower neighbor of D for any EL concept
descriptions C and D.
Proof. We leave out picky details like the encoding of EL concept descriptions, and recognizing
correctly encoded EL concept descriptions. So, assume that C and D are EL concept descrip-
tions. We want to show the existence of a procedure which, given C and D as input, decides
in deterministic polynomial time whether C is a lower neighbor of D with respect to ∅. Such a
procedure can, e.g., work as follows for input concept descriptions C and D.
1. Reduce C.
2. Compute Upper(C).
3. Check whether there is some concept description E ∈ Upper(C) such that D ≡∅ E. If yes,
accept (C,D), and otherwise reject (C,D).
Step 1 needs polynomial time in ||C||. Step 2 also needs polynomial time in ||C||, cf. Propo-
sition 5.1.16. Since ⊑∅ ∈ P holds true, |Upper(C)| ≤ |Conj(C)| ≤ ||C|| is satisfied, and
||E|| ≤ ||Upper(C)|| ∈ O(||C||2) for each E ∈ Upper(C), we infer that, for some n that is the
exponent for deciding ⊑∅, Step 3 requires deterministic time in O(||C|| · (||C||2 + ||D||)n),
which clearly is polynomial in ||C||+ ||D||.
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Enumerating all Lower Neighbors
5.1.18 Lemma. Let C be some reduced EL concept description over the signature Σ. Then, it holds
true that
|Lower∗(C)| ≤ |Σ| · (|Σ| · ||C|| · 2||C||−1)rd(C).
Proof. We show the claim by induction on the role depth of C. If rd(C) = 0, then it holds true
that |Lower∗(C)| ≤ |Σ|, simply because any lower neighbor in Lower∗(C) is either of the form
C ⊓ A for some concept name A ∈ ΣC or of the form C ⊓ Er.⊤ for a role name r ∈ ΣR.
Now assume that rd(C) > 0. Then, we have the following.
|Lower∗(C)| ≤ |ΣC|+ ∑
r∈ΣR
∑
S⊆Succ(C,r)
|×Choices∗S |
Furthermore, we can estimate an upper bound for each |×Choices∗S |.
|×Choices∗S | ≤ |S| ·maxF∈S |Choices∗S(F)|
≤ |S| ·maxF∈S |Lower∗(F)|
As next step, we apply the induction hypothesis to each F ∈ S.
|Lower∗(F)| ≤ |Σ| · (|Σ| · ||F|| · 2||F||−1)rd(F)
≤ |Σ| · (|Σ| · ||C|| · 2||C||−1)rd(C)−1
We now sum up our above results.
|Lower∗(C)| ≤ |ΣC|+ ∑
r∈ΣR
∑
S⊆Succ(C,r)
|S| · |Σ| · (|Σ| · ||C|| · 2||C||−1)rd(C)−1
It is easy to verify that ∑nk=0 (nk) · k = n · 2n−1, and so we can continue with the following.
∑
S⊆Succ(C,r)
|S| =
|Succ(C,r)|
∑
k=0
(|Succ(C,r)|k ) · k
= |Succ(C, r)| · 2|Succ(C,r)|−1
≤ ||C|| · 2||C||−1
Finally, we put the last two results together.
|Lower∗(C)| ≤ |ΣC|+ |ΣR| · (||C|| · 2||C||−1) · |Σ| · (|Σ| · ||C|| · 2||C||−1)rd(C)−1
= |ΣC|+ |ΣR| · (|Σ| · ||C|| · 2||C||−1)rd(C)
≤ |Σ| · (|Σ| · ||C|| · 2||C||−1)rd(C)
5.1.19 Proposition. Fix some reduced concept description C ∈ EL(Σ). Then, for each lower
neighbor D ∈ Lower∗(C), it holds true that the size of D is quadratic in the size of C.
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Proof. We show the claim by induction on the role depth of C—more specifically, we prove that
any lower neighbor D ∈ Lower∗(C) satisfies ||D|| ≤ (3+ rd(C)) · ||C||+ 1.
Clearly, if rd(C) = 0, then each D ∈ Lower(C) must be of the form C ⊓ A for some concept
name A ∈ ΣC or of the form C ⊓ Er.⊤ for some role name r ∈ ΣR. Obviously, this shows that
||D|| ≤ ||C||+ 3 ≤ 3 · ||C||+ 1.
Now assume that rd(C) > 0. If D is of the form C ⊓ A, we again have that ||D|| ≤
3 · ||C||+ 1 ≤ (3+ rd(C)) · ||C||+ 1. Thus, we continue with the non-trivial case where D has
a form C ⊓ Er.dRan(χ) for some role name r ∈ ΣR and a subset S ⊆ Succ(C, r) such that χ ∈×Choices∗S is an admissible choice function. It follows that F⊓χ(F) ∈ Lower∗(F) for each F ∈ S.
An application of the induction hypothesis yields that ||F ⊓ χ(F)|| ≤ (3+ rd(F)) · ||F||+ 1, and
so we infer that ||χ(F)|| ≤ (2+ rd(F)) · ||F||. Summing up, we have that
||
l
Ran(χ)||
= |Ran(χ)| − 1+∑( ||χ(F)|| | F ∈ S )
≤ ||C|| − 1+∑( (2+ rd(F)) · ||F|| | F ∈ S )
≤ ||C|| − 1+∑( (2+ rd(C)− 1) · ||F|| | F ∈ S )
≤ ||C|| − 1+ (2+ rd(C)− 1) ·∑( ||F|| | F ∈ S )
≤ ||C|| − 1+ (2+ rd(C)− 1) · ||C||
= (2+ rd(C)) · ||C|| − 1
and hence ||C ⊓ Er.dRan(χ)|| ≤ (3+ rd(C)) · ||C||+ 1 holds true.
5.1.20 Corollary. For each reduced EL concept description C over some signature Σ, it holds true
that the size of an (efficient) encoding of Lower∗(C) is exponential in ||C||+ |Σ|. □
5.1.21 Proposition. The mapping Lower∗ can be computed in deterministic exponential time.
More specifically, for any reduced C ∈ EL(Σ), the set Lower∗(C) is computable in deterministic
exponential time with respect to ||C||+ |Σ|.
Proof. Using arguments from the proof of Lemma 5.1.18, the fact that subsumption in EL can
be decided in polynomial time, and Proposition 5.1.19, we see that enumerating all admissible
choice functions as required in Corollary 5.1.13 takes at most exponential time with respect to
||C||+ |Σ|. This shows the claim.
As a further result regarding the computational complexity of computing lower neighbors, we
have the following. While it shows a lower complexity for the problem of generating one lower
neighbor of some given EL concept description, one can obviously not expect the proposed
procedure to outperform algorithms that efficiently implement Corollary 5.1.13. However, it
would be not to hard to suitably adapt the deterministic manner of these algorithms to let them
work in a non-deterministic fashion. That way, we can significantly decrease the number of
failing computation paths.
5.1.22 Proposition. For any EL concept description C, we can compute one lower neighbor of
C in non-deterministic polynomial time with respect to ||C|| + |Σ|. More specifically, there is a
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non-deterministic polynomial time procedure such that, for any lower neighbor L of C, it has a
(successful) computation path that returns some concept description equivalent to L, when started
on C as input.
Proof. The claim essentially is a consequence of Theorem 5.1.17 and Proposition 5.1.19, and
the well-known fact that any EL concept description can be reduced in polynomial time. In
particular, a suitable algorithm could work as follows on an input C.
1. Reduce C.
2. Guess some EL concept description L such that ||L|| ≤ (3+ rd(C)) · ||C||+ 1 is satisfied.
3. Check whether L is a lower neighbor of C. If yes, then return L; otherwise fail.
The next lemma’s aim is to show that the means of enumerating all lower neighbors from
Corollary 5.1.13 is optimal in terms of computational complexity. In particular, each efficient
algorithmization of Corollary 5.1.13 runs in exponential time, cf. the above proposition, and
there is some example showing that EL concept descriptions can indeed have exponentially
many lower neighbors, cf. the below lemma.
5.1.23 Lemma. There is a sequence of signatures Σn and concept descriptions Cn ∈ EL(Σn)
such that, for any n ∈ N, the set Lower∗(Cn) of (representatives of) lower neighbors of Cn has a
cardinality that is exponential in the size of Σn plus the size of Cn.
Proof. We define a sequence of signatures Σn and concept descriptions Cn ∈ EL(Σn) as follows.
Fix some n ∈ N such that n ≥ 2. Set (Σn)C := { Ai, Bi | i ∈ {1, . . . , n} } and (Σn)R := {r}.
Furthermore, let
Cn :=
l
{ Er.Din | i ∈ {1, . . . , n} } where Din :=
l
{ Aj, Bj | j ∈ {1, . . . , n} \ {i} }.
If we now set S := Succ(Cn, r), then it obviously holds true that Choices∗S(Din) = {Ai, Bi} for any
index i ∈ {1, . . . , n}. It is easy to verify that any choice function χ ∈×Choices∗S is admissible
and further that there are exponentially many such choice functions, i.e., Cn hasΩ(2n)mutually
incomparable lower neighbors while the size of Cn is O(n2) and the size of Σn is O(n).
5.1.2 Computational
Complexity of Deciding Minimality and Maximality for a Property
Often there are situations where we want to decide whether a concept description is most
specific or most general for some decidable property. Since we have shown in the previous
Section 5.1.1 how all upper as well as all lower neighbors of a given EL concept description can
be enumerated, we can use these procedures as subroutines in a procedure that decides the
problemsMax∅(Ξ) andMin∅(Ξ) for any decidable problem Ξ of EL concept descriptions. With
our complexity results for Upper and Lower∗, it is also immediate to provide upper complexity
bounds for these two types of decision problems.
Note that the polynomial hierarchy is defined as follows.
∆P0 := Σ
P
0 := Π
P
0 := P
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∆Pn+1 := P
ΣPn
ΣPn+1 := NP
ΣPn
ΠPn+1 := (coNP)
ΣPn
PH :=
⋃︂{∆Pn | n ∈N }
In particular, it holds true that ∆P1 = P, ΣP1 = NP, and ΠP1 = coNP.
5.1.24 Proposition. Let Ξ ⊆ EL(Σ) be a problem that is closed under subsumees, that is, C ∈ Ξ
and C ⊒∅ D implies D ∈ Ξ. We consider the problemMax∅(Ξ), which consists of all most general
elements of Ξ.
1. Ξ ∈ C implies Max∅(Ξ) ∈ PC for each complexity class C.
2. Ξ ∈ P implies Max∅(Ξ) ∈ P
3. Ξ ∈ ΣPn implies Max∅(Ξ) ∈ ∆Pn+1 for any number n ∈N.
4. Ξ ∈ C implies Max∅(Ξ) ∈ C for any complexity class C such that PSpace ⊆ C.
5. Ξ ∈ PSpace implies Max∅(Ξ) ∈ PSpace
Proof. We only prove Statement 1; the others are then obtained as corollaries. In particular, for
Statement 4 we need that PC ⊆ C holds true for any complexity class C such that PSpace ⊆ C.
In case C = PSpace this follows from
PSpace ⊆ PPSpace ⊆ NPPSpace ⊆ NPSpace ⊆ PSpace,
cf. [Pap94, Proof of Theorem 14.4]. With similar arguments, we see that PC ⊆ C holds true
as well for the general case PSpace ⊆ C, since each polynomial time Turing machine with
C-oracle can be “recompiled” to a C-Turing machine.
A deterministic procedure that decides Max∅(Ξ) could work as follows when given some EL
concept description C as input.
1. Check if C ∈ Ξ. If not, then reject C.
2. Enumerate all upper neighbors of C.
3. If there exists some upper neighbor D of C with D ∈ Ξ, then reject C; otherwise accept C.
According to Proposition 5.1.16, Step 2 requires polynomial time. We conclude that this
procedure shows that Max∅(Ξ) ∈ PC holds true.
5.1.25 Proposition. Let Ξ ⊆ EL(Σ) be some problem that is closed under subsumers, that is,
C ∈ Ξ and C ⊑∅ D implies D ∈ Ξ. We consider the problem Min∅(Ξ), which consists of all most
specific elements of Ξ.
1. Ξ ∈ C implies Min∅(Ξ) ∈ co (NPC) for each complexity class C.
2. Ξ ∈ P implies Min∅(Ξ) ∈ coNP
3. Ξ ∈ ΣPn implies Min∅(Ξ) ∈ ΠPn+1 for each number n ∈N.
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4. Ξ ∈ C implies Min∅(Ξ) ∈ coC for any complexity class C such that PSpace ⊆ C.
5. Ξ ∈ PSpace implies Min∅(Ξ) ∈ PSpace
Proof. It is sufficient to show Statement 1, since the others are then obtained as immediate con-
sequences. For Statement 4 we use the fact that co (NPC) ⊆ C is satisfied for each complexity
classC satisfyingPSpace ⊆ C. IfC = PSpace, then this follows fromNPPSpace ⊆ NPSpace ⊆
PSpace, cf. [Pap94, Proof of Theorem 14.4], since we can conclude that co (NPPSpace) ⊆
coPSpace = PSpace. More generally if PSpace ⊆ C, we can “recompile” any non-
deterministic polynomial time Turingmachine with C-oracle to some deterministic polynomial
space Turingmachine with C-oracle, which itself can be “recompiled” to a C-Turingmachine.
The following non-deterministic procedure decides the complement ofMin∅(Ξ). Let C be an
EL concept description that is given as input.
1. Check whether C ∈ Ξ. If not, then accept C.
2. Guess some lower neighbor D of C.
3. If D ∈ Ξ, then accept C; otherwise reject C.
Now Proposition 5.1.22 implies that the above is a procedure that needs non-deterministic
polynomial time, and since it uses a C-oracle to decide Ξ, we conclude that the complement of
Min∅(Ξ) is in NPC, which implies that Min∅(Ξ) ∈ co (NPC).
5.1.3 The Bottom Concept Description
Now consider the extension of EL with the bottom concept description ⊥ the semantics of which
is defined as ⊥I := ∅ for any interpretation I . Then ⊑∅ is not bounded, since the following
infinite chain exists.
⊥ ⊑❘ ∅ . . . ⊑❘ ∅ Ern+1.⊤ ⊑❘ ∅ Ern.⊤ ⊑❘ ∅ . . . ⊑❘ ∅ Er2.⊤ ⊑❘ ∅ Er.⊤ ⊑❘ ∅ ⊤
However, ⊒∅ is still well-founded, since whenever a chain starts with ⊥, then the second ele-
ment must be a satisfiable concept description, that is, some C with C ̸≡∅ ⊥, after which the
chain can only have a bounded number of elements. Furthermore, ⊑∅ is not neighborhood
generated, as ⊥ does not have any upper neighbors. To see this, consider a concept description
C such that ⊥ ⊑❘ ∅ C; it then follows that ⊥ ⊑❘ ∅ C ⊓ Er.C ⊑❘ ∅ C. Anyway, ⊥ is the only concept
description that causes problems here: for each satisfiable EL⊥ concept description, that is, for
any C ∈ EL⊥(Σ) such that C ̸≡∅ ⊥, we can enumerate all upper and lower neighbors with the
same techniques as in Section 5.1.1. This is due to the fact that an EL⊥ concept description is
satisfiable if, and only if, it does not contain ⊥ as a subconcept.
5.1.4 Greatest Fixed-Point Semantics
Unfortunately, the situation is also not rosy for the extension ELsi of EL with greatest fixed-point
semantics, see Section 3.4. It then holds true that ⊑∅ is neither bounded nor neighborhood
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generated, and ⊒∅ is not well-founded. The following infinite chain justifies that ⊑∅ is not
bounded and further that ⊒∅ is not well-founded.3
Esim(
A
r ) ⊑❘ ∅ Esim(
A r
r
) ⊑❘ ∅ Esim(
A r r
rr
) ⊑❘ ∅ . . .
5.1.26 Proposition. If the signature Σ contains at least one role name, then the subsumption
relation ⊑∅ on ELsi(Σ) is not neighborhood generated.
Proof. Let r ∈ ΣR be a role name and define the cyclic ELsi concept description (the r-loop)
E
r∞.⊤ := Esim( r )
for which the extension contains objects fromwhich an infinite r-path issues. We shall prove that
E
r∞.⊤ does not have upper neighbors. Consider some ELsi concept description Esim(I , δ)where
E
r∞.⊤ ⊑❘ ∅ Esim(I , δ), i.e., there is a simulation from (I , δ) to the r-loop but not in the converse
direction. It follows that extensions of names different from r must be empty in I , and further
that (the connected component containing δ of) I is acyclic (more specifically, tree-shaped with
root δ). If n is the length of a longest path issuing from δ, then Esim(I , δ) is equivalent to Ern.⊤.
We can easily conclude that Er∞.⊤ ⊑❘ ∅ Ern+1.⊤ ⊑❘ Ern.⊤ ≡∅ Esim(I , δ). Furthermore, we
can approximate Er∞.⊤ from above with the following sequence.
E
r∞.⊤ ⊑❘ ∅ . . . ⊑❘ ∅ Ern+1.⊤ ⊑❘ ∅ Ern.⊤ ⊑❘ ∅ . . . ⊑❘ ∅ Er2.⊤ ⊑❘ ∅ Er.⊤ ⊑❘ ∅ ⊤
5.1.5 Cycle-Restricted TBoxes
Recall that, according to Baader, Borgwardt, and Morawska [BBM12b; BBM12a, Defini-
tion 2], a TBox T is called cycle-restricted if there does not exist a word w ∈ Σ+R and a concept
description C ∈ EL(Σ) such that C ⊑T Ew.C. Furthermore, deciding whether a TBox is
cycle-restricted can be done in polynomial time. In Proposition 4.3.6 we have seen that most
specific consequences with respect to cycle-restricted TBoxes always exist in EL (without great-
est fixed-point semantics). Thus, we can utilize our results on neighborhood in EL without any
TBox to constitute procedures for deciding neighborhood and for enumerating all neighbors in
EL with respect to cycle-restricted TBoxes.
5.1.27 Proposition. For each cycle-restricted TBox T , the subsumption relation ⊑T is neighbor-
hood generated.
Proof. By means of Proposition 4.3.39 it is readily verified that C ≺T D if, and only if,
CT ⊑❘ ∅ DT and there is no most specific consequence ET such that CT ⊑❘ ∅ ET ⊑❘ ∅ DT .
According to Proposition 4.3.6, all most specific consequences of T exist in EL. Furthermore,
we know that ⊑∅ is bounded, cf. [BM10, Proof of Proposition 3.5]. Of course, if we now restrict
the subsumption relation ⊑∅ to the most specific consequences of T , that is, if we consider
3The pointed interpretations are depicted by labeled, directed graphs where the distinguished objects are each
marked with an arrow.
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the relation ⊑∅ ∩MSS(T ) ×MSS(T ) where MSS(T ) := { CT | C ∈ EL(Σ) }, then this
relation must also be bounded. Now since there exists an order isomorphism [C]T ↦→ [CT ]∅
between (EL(Σ),⊑T )/T and (MSS(T ),⊑∅ ∩MSS(T )×MSS(T ))/∅, we conclude that ⊑T
is bounded as well and is, thus, neighborhood generated.
5.1.28 Theorem. Fix some cycle-restricted EL TBox T as well as two EL concept descriptionsC and
D. It then holds true that C ≺T D if, and only if, C ⊑❘ T D and C ⊑T L implies C ≡T L for any L ∈
Lower∗(DT ). Furthermore, it holds true that ≺T ∈ coNP, i.e., non-neighborhood of two EL con-
cept descriptions is decidable in non-deterministic polynomial time w.r.t. ||C||+ ||D||+ ||T ||+ |Σ|.
Proof. We start with proving the if statement. Let C ⊑T X ⊑❘ T D, that is, CT ⊑∅ XT ⊑❘ ∅ DT .
Now there is some L ∈ Lower∗(DT ) such that XT ⊑∅ L, and it follows that X ⊑T L. We
conclude that C ≡T L holds true, which implies C ≡T X.
We proceed with the only if direction. Assume C ≺T D, which immediately yields that C ⊑❘ T
D, and further let L ∈ Lower∗(DT ) such that C ⊑T L. The very definition of a most specific con-
sequence shows that L ≺∅ DT implies L ⊑❘ T D. Eventually, our assumption yields that C ≡T L.
The complexity result can be obtained as a corollary of the following facts.
• Subsumption in EL can be decided in polynomial time.
• Most specific consequences w.r.t. cycle-restricted TBoxes always exist in EL and can be
computed in polynomial time.
• Lower neighbors of an EL concept description can be guessed in polynomial time, cf.
Proposition 5.1.22.
5.1.29 Proposition. Let T be a cycle-restricted EL TBox and C an EL concept description. Then
the set
LowerT (C) := MaxT (Lower∗(CT ))
contains exactly all lower neighbors of C with respect to T modulo equivalence and can further be
computed in exponential time w.r.t. ||C||+ ||T ||+ |Σ|.
Proof. Soundness. Let L ∈ LowerT (C) and assume that L ⊑T X ⊑❘ T C. It then follows that
LT ⊑∅ XT ⊑❘ ∅ CT and, thus, there is some M such that LT ⊑∅ XT ⊑∅ M ≺∅ CT . We
conclude that L ⊑T X ⊑T M. As L is ⊑T -maximal in Lower∗(CT ), we conclude that L ≡T M,
which shows that X ≡T L, that is, L ≺T C.
Completeness. Vice versa, assume that L ≺T C. We infer that L ⊑❘ T C and further that
LT ⊑❘ ∅ CT . According to Corollary 5.1.13, there exists some lower neighbor M ∈ Lower∗(CT )
satisfying LT ⊑∅ M ≺∅ CT . Thus, it follows that L ≡T LT ⊑T M ⊑❘ T CT ≡T C, which yields
L ≡T M. It remains to prove that M is ⊑T -maximal. If M ⊑❘ T N for some N ∈ Lower∗(CT ),
then M ⊑❘ T N ≺∅ CT immediately implies the contradiction M ⊑❘ T N ⊑❘ T C.
Complexity. The complexity result can be obtained as a corollary of the following facts.
• Subsumption in EL can be decided in polynomial time.
5.1 Neighborhood of Concept Descriptions 133
• Most specific consequences w.r.t. cycle-restricted TBoxes always exist in EL and can be
computed in polynomial time.
• (Representatives of) all lower neighbors of some EL concept description can be enumer-
ated in exponential time, cf. Proposition 5.1.21.
5.1.30 Proposition. Fix some cycle-restricted EL TBox T and consider an EL concept description
C. Then the set
UpperT (C) := Min∅(
⋃︂{Upper(X) | X ∈ Max∅([C]T ) })
contains exactly all upper neighbors of C with respect to T modulo equivalence.
Proof. Soundness. Assume that C ≺T D holds true. It follows that CT ⊑❘ ∅ DT . Now consider
some concept description E such that CT ⊑∅ E ⊑∅ DT . According to the properties of most
specific consequences, we can infer that C ⊑T E ⊑T D, which yields that either E ≡T C or
E ≡T D. Formulated alternatively, we have that E ≡T C if, and only if, E ̸≡T D.
It is readily verified that some E satisfying CT ⊑∅ E ⊑∅ DT and E ≡T C exists, namely
E = CT . We now fix some such E that is most general (w.r.t. ∅) such that CT ⊑∅ E ⊑∅ DT and
E ≡T C. Then, we immediately conclude that E ̸≡T D as well as E ⊑❘ ∅ DT , and furthermore
we have that C ̸≡T F ≡T D for any F with E ≺∅ F ⊑∅ DT . In particular, at least one such
upper neighbor F of E must exist and we infer that F ≡∅ DT holds true. Summing up, we have
shown that D ≡T F for some F ∈ ⋃︁{Upper(X) | X ∈ Max∅([C]T ) }.
It remains to show that F is most specific w.r.t. ∅. Assume the contrary, i.e., let E′ ∈ Max∅([C]T )
and F′ ∈ Upper(E′) such that F′ ⊑❘ ∅ F andD ≡T F′. It then follows thatD ⊑T F′, which implies
DT ⊑∅ F′. Putting everything together yields the contradiction DT ⊑∅ F′ ⊑❘ ∅ F ≡∅ DT .  
Completeness. Vice versa, assume that there are two concept descriptions X and D such that
X ∈ Max∅([C]T ), D ∈ Upper(X), and where D is most specific with respect to these two
properties, that is, there does not exist any X′ ∈ Max∅([C]T ) and some D′ ∈ Upper(X′) with
D′ ⊑❘ ∅ D. We claim that then C ≺T D holds true. Before we proceed with proving this, we
show the following auxiliary claim.
Claim. For each Y such that C ⊑T Y ⊑❘ ∅ D, we have C ≡T Y.
Proof. Let C ⊑❘ T Y ⊑❘ ∅ D. Then, there must exist some Z ∈ Max∅([C]T ) such that
CT ⊑∅ Z ⊑❘ ∅ Y. Thus, there is some U ∈ Upper(Z) such that CT ⊑∅ Z ≺∅ U ⊑∅ Y. It
follows that U ⊑❘ ∅ D where U ∈ Upper(Z) and Z ∈ Max∅([C]T ).  
From D ≻∅ X ⊒∅ XT ≡∅ CT we infer that CT ⊑❘ ∅ D, which immediately implies that
C ⊑T D. Apparently, C ≡T D would contradict the precondition that X is most general in
[C]T ; we conclude that C ⊑❘ T D.
Furthermore, it holds true that D ≡∅ DT . To see this, assume the contrary, i.e., let DT ⊑❘ ∅ D.
Since C ⊑T D and D ≡T DT , an application of the above lemma would yield the contradiction
C ≡T DT .  
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According to Theorem 5.1.28, it suffices to check whether C ⊑T L implies C ≡T L for any
L ∈ Lower∗(DT ). However, this is an immediate consequence of the above lemma: if C ⊑T
L ≺∅ DT , then due to D ≡∅ DT we infer that C ⊑T L ⊑❘ ∅ D, and so it follows that C ≡T L.
5.1.6 Acyclic TBoxes
A concept definition is an expression of the form A ≡ C where A ∈ ΣC is a concept name and
where C ∈ EL(Σ) is a concept description. We then also say that A is a defined concept name
and C is its defining concept description. A concept name that is not defined is called primitive.
An acyclic TBox is a finite set of concept definitions that contains at most one concept definition
A ≡ C for each concept name A ∈ ΣC, and for which the following directed graph, called the
dependency graph of T , is acyclic.
(ΣC, { (A, B) | A, B ∈ ΣC, EC : A ≡ C ∈ T and B ∈ Sub(C) }+)
The expansion of an EL concept description Cwith respect to an acyclic TBox T is obtained from
C by exhaustively replacing each defined concept name with its defining concept description.
It is easy to see that the expansion of C w.r.t. T equals the most specific consequence CT .
Of course, any acyclic TBox is cycle-restricted. Thus, we can simply pull and apply the results
from the preceding section and, in particular, conclude that the subsumption relation ⊑T is
neighborhood generated for any acyclic TBox T .
5.1.7 General TBoxes
A similar situation as for greatest fixed-point semantics arises when considering subsumption
with respect to a non-cycle-restricted TBox T .
5.1.31 Proposition. There is an EL TBox T over some signature Σ such that ⊑T is not bounded
and ⊒T is not well-founded.
Proof. We demonstrate the claim by giving a counterexample. Define the TBox T := {A ⊑
E
r. A} over the signature Σ where ΣC := {A} and ΣR := {r}. Apparently, then the following
infinite chain exists.
A ⊑❘ T Er. A ⊑❘ T Er2. A ⊑❘ T Er3. A ⊑❘ T . . .
The model I of T depicted in Figure 5.1.32 shows that the subsumptions in the chain are
indeed strict.
5.1.33 Proposition. There is an EL TBox T over some signature Σ and an EL concept description
C over Σ that strictly subsumes some other EL concept description w.r.t. T , but does not have lower
neighbors with respect to T .
Proof. We consider a simple signature with exactly one concept name and exactly one role
name, i.e., let Σ be given by ΣC := {A} and ΣR := {r}. We are going to show that ⊤ does not
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5.1.32 Figure. A model
have lower neighbors with respect to the TBox
T := {⊤ ⊑ Er.⊤, A ⊑ Er. A}.
For this purpose, we first prove the validity of the following two statements.
1. If C does not contain the concept name A as a subconcept, then C ≡T ⊤.
2. If in the canonical model of an EL(Σ) concept description C with respect to T the shortest
path from the vertex C to a vertex labeled with A has length n, then C ≡T Ern. A.
As a corollary, we then obtain that
EL(Σ)/T = { [ Ern. A]T | n ∈N } ∪ {[⊤]T },
and furthermore that the subsumption ordering of these concept descriptions is as follows.
A ⊑❘ T Er. A ⊑❘ T Er2. A ⊑❘ T Er3. A ⊑❘ T . . . ⊑❘ T ⊤
The interpretation I in Figure 5.1.32 is a model of T and witnesses the strictness of the above
mentioned subsumptions. We may now safely conclude that ⊤ indeed does not have any lower
neighbors with respect to T .
However, we still have to prove the two statements above, with which we proceed now.
1. Let C be an EL(Σ) concept description which does not contain A as a subconcept. It is
easy to verify that in the canonical model IC,T there is an r-edge from C to ⊤, and the
latter has an r-loop. Thus, (IC,T ,C) and (I⊤,T ,⊤) are equi-similar, whence C ≡T ⊤.
2. As supposed, let n be the length of a shortest path p⃗ from C to a vertex D with label A
within the canonical model IC,T . In particular, A is an r-successor of D and A is an r-
successor of itself. Henceforth, the other r-paths starting with D can already be simulated
in the r-loop of A. All other r-paths starting with C may also be simulated by means of p⃗
and the r-loop of A. Thus, we conclude that (IC,T ,C) and the canonical model of Ern. A
w.r.t. T are equi-similar, that is, C ≡T Ern. A.
5.1.34 Proposition. There is an EL TBox T over some signature Σ and an EL concept description
C over Σ that is strictly subsumed by another EL concept description w.r.t. T , but does not have
upper neighbors with respect to T .
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Proof. We try to keep things simple, and consider a rather small signature, namely Σ defined
by ΣC := {A, B} and ΣR := {r}. Furthermore, in order to find a suitable counterexample, we
define a TBox by
T := { Er. A ⊑ A, B ⊑ A, B ≡ Er. B}.
From the very definition of T it follows that the following subsumptions hold true.
B ≡T Ern. B ⊑❘ T Ern. A
. . . ⊑❘ T Ern+1. A ⊑❘ T Ern. A ⊑❘ T . . . ⊑❘ T Er2. A ⊑❘ T Er. A ⊑❘ T A
The interpretation I shown in Figure 5.1.35 is a model of T and justifies the strictness of the
subsumptions above. Let Cn :=
E
rn. A for n ∈ N. According to the previous observations, the
I
. . .
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r r r r
5.1.35 Figure. A model
following infinite chain exists.
B ⊑❘ T . . . ⊑❘ T Cn+1 ⊑❘ T Cn ⊑❘ T . . . ⊑❘ T C2 ⊑❘ T C1 ⊑❘ T C0 = A
The canonical models ICn,T and IB,T are depicted in Figure 5.1.36. It is readily verified that for
each n ∈ N, there exists a simulation from (ICn,T ,Cn) to (IB,T , B), but there is no simulation
in the converse direction, i.e., it indeed holds true that B ⊑❘ T Cn.
Let C ∈ EL(Σ). We proceed with a case distinction on whether C contains B as a subconcept.
1. Assume that B is a subconcept of C. We are going to show that then C ≡T B. The canon-
ical model IC,T contains an r-path from the vertex C to some vertex D which has label B.
Since B ≡ Er. B ∈ T , the very definition of canonical models yields that each vertex on
this path must be labeled with B, and hence each of these vertices has B as an r-successor.
Furthermore, B is an r-successor of itself. We conclude that the canonical model IC,T has
the structure as depicted in Figure 5.1.37. It is not hard to see that (IB,T , B) and (IC,T ,C)
are equi-similar, and thus B ≡T C.
2. Now let B be no subconcept of C, and consider only the connected component of the
canonical model IC,T which contains the vertex C. Then this part must be tree-shaped,
and each vertex may either have label A or no labels at all. Furthermore, if in a branch of
this tree there is a vertex D with label A, then all ancestors of D must also have label A
due to the presence of the concept inclusion Er. A ⊑ A in T . If we set n to the length of
a longest path in this tree, then (IC,T ,C) can be simulated in (ICn,T ,Cn), i.e., Cn ⊑T C.
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5.1.37 Figure. A canonical model
Furthermore, there exists a simulation from (ICm,T ,Cm) to (IC,T ,C)where within the tree
m is the length of a longest path all vertices of which are labeled with A. Hence, C ⊑T Cm.
We conclude that each EL(Σ) concept description C either is equivalent to B w.r.t. T or there
exists an n ∈ N such that B ⊑❘ T Cn−1 ⊑❘ C, i.e., B does not have upper neighbors with respect
to T .
5.1.38 Corollary. There is some EL TBox T over some signature Σ for which the subsumption
relation ⊑T is not neighborhood generated. □
5.1.8 Relationships between ∅-neighbors and T -neighbors
This section’s goal is to explore relationships between neighbors w.r.t. ∅, neighbors w.r.t. T ,
and most specific consequences. For this purpose, let T be some EL TBox, let C,D, E be EL
concept descriptions, and let r be some role name.
1. We have that C ≺T D does not imply Er.C ≺T Er.D. As a counterexample define
T := { Er. A ≡ Er.⊤}. Then it holds true that A ≺T ⊤, but Er. A ̸≺T Er.⊤.
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2. It does not hold true that C ≺T D implies C⊓ E ≺T D⊓ E. Consider the counterexample
T := {A ⊓ B ≡ B}: it holds true that A ≺T ⊤, but A ⊓ B ̸≺T B.
3. C ≺T D is equivalent to CT ≺T DT , since C ≡T CT holds true for all EL TBoxes T .
4. C ≺∅ D does not imply C ≺T D. As a simple counterexample consider C := A, D := ⊤,
and T := {⊤ ⊑ A}.
5. CT ≺∅ DT implies C ≺T D.
Proof. Assume that CT is a lower neighbor of DT with respect to the empty TBox ∅. We
shall immediately conclude that CT ⊑∅ DT as well as CT ̸⊒∅ DT . Applying Proposi-
tion 4.3.39 yields that C ⊑T D and C ̸⊒T D, i.e., Statement 1 of Definition 5.1.1 are
satisfied. Now consider an EL concept description E such that C ⊑T E ⊑T D, i.e., by
means of Proposition 4.3.39 this is equivalent to CT ⊑∅ ET ⊑ DT . By assumption, we
may conclude that ET ≡∅ CT or ET ≡∅ DT , i.e., E ≡T C or E ≡T D. Consequently,
also Statement 2 of Definition 5.1.1 holds true, and thus C ≺T D as claimed.
6. We have that C ≺∅ D does not always imply CT ≺∅ DT .
7. Furthermore, C ≺T D does not imply C ≺∅ D.
Proof. Consider the signature Σ where ΣC := ∅ and ΣR := {r}. Define T := { Er.⊤ ⊑
E
r.
E
r.⊤}, and consider the concept descriptions C := Er. Er.⊤ and D := ⊤. Obviously,
modulo equivalence w.r.t. T there are only two distinct concept descriptions, namely
E
r.⊤ and ⊤. In particular, [⊤]T = {⊤} and [ Er.⊤]T = EL(Σ) \ {⊤}. We conclude that
C ≺T D. However, C ⊑❘ ∅ Er.⊤ ⊑❘ ∅ D, and thus C ̸≺∅ D.
8. Eventually, C ≺T D does not imply CT ≺∅ DT .
Proof. Let the signature Σ be defined by ΣC := {A1, A2, B1, B2} and ΣR := ∅, and con-
sider the TBox T := {A1 ≡ A2, B1 ≡ B2}. Then, modulo equivalence w.r.t. T there exist
exactly four distinct EL(Σ) concept descriptions, which are ⊤, A1, B1, and A1 ⊓ B1.
Now define C := A1⊓ B1 and D := A1. The correspondingmost specific consequences sat-
isfy CT ≡∅ A1 ⊓ A2 ⊓ B1 ⊓ B2 and DT ≡∅ A1 ⊓ A2, respectively. It is apparent that A1 ⊓
A2 ⊓ B1 is strictly between CT and DT with respect to the empty TBox, i.e., CT ̸≺∅ DT .
Eventually, we can readily verify that C ≺T D.
5.1.9 Comparison with Downward Refinement Operators
There is a connection between the notion of neighbors of concept descriptions and ideal down-
ward refinement operators [LH09; Leh10]. For EL, a downward refinement operator with
respect to some EL TBox T is a mapping ρ : EL(Σ) → ℘(EL(Σ)) such that D ∈ ρ(C) implies
D ⊑T C. Furthermore, ρ is ideal if it satisfies the following three conditions.
1. ρ is finite, i.e., ρ(C) is finite for each C.
2. ρ is proper, i.e., D ∈ ρ(C) implies D ̸≡T C.
3. ρ is complete, i.e., D ⊑❘ T C implies the existence of concept descriptions E1, . . . , En such
that E1 ∈ ρ(C), E2 ∈ ρ(E1), . . ., En ∈ ρ(En−1), and En ≡T D.
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It is easy to see that, if ρ is complete, each set ρ(C)must contain (representatives of) all lower
neighbors of C w.r.t. T . Furthermore, Corollary 5.1.13 implies that ρLower : C ↦→ Lower∗(C) is
an ideal downward refinement operator w.r.t. ∅ and, more generally, defining ρLower,T : C ↦→
LowerT (C) for a cycle-restricted TBox T yields an ideal downward refinement operator w.r.t.
T , cf. Proposition 5.1.29. Our previous results in Section 5.1.7 also show that ideal downward
refinement operators cannot exist for general, non-cycle-restricted TBoxes.
Note that [LH09; Leh10] considers subsumption with respect to an ELH ontology that may
only contain axioms of the forms A ⊑ B, A ⊓ B ≡ ⊥, r ⊑ s, domain(r) = A, and range(r) = A
for concept names A, B and role names r. If we ignore the role axioms, then the remaining
ontology is always cycle-restricted. It then makes sense to compare the above ideal downward
refinement operator ρLower,T with the operator ρ∗ from [LH09, Theorem 1].
The refinement operator ρ∗ is defined by means of another refinement operator ρ, which
constructs refinements by applying one of four operations to the syntax tree of the concept
description: add a concept name as label to some node, refine a concept name that is a label
of a node (i.e., if A labels node v and B ⊑ A is in T , then A can be replaced by B), refine a
role name that is a label of an edge, and attach a new subtree to some node. ρ is only weakly
complete, i.e., the above condition for completeness is only satisfied for C = ⊤. The refinements
of some concept description C w.r.t. ρ∗ are then defined as the w.r.t. T most general concept
descriptions D satisfying the following properties.
• There is a sequence of ρ-refinements starting with ⊤ and ending with D.
• D ⊑❘ T C
• rd(D) ≤ rd(C) + 1
Since ρ is weakly complete, the first property is redundant. It is now obvious that D must be a
lower neighbor of C w.r.t. T , i.e., the set inclusion ρ∗(C) ⊆ LowerT (C) must be satisfied mod-
ulo T . As we have already argued above, completeness of ρ∗ implies that ρ∗(C) ⊇ LowerT (C)
modulo T .
Lehmann states in [Leh10, Section 2.2] that “refinement operators are used to structure a
search process for concepts.” While this argument holds true in theory, one should be cautious
when utilizing the ideal downward refinement operators ρ∗, ρLower, and ρLower,T for practical
applications as the results in the upcoming Section 5.6 suggest. The search for an EL concept
description may need a non-elementary number of steps—more specifically, for constructing the
concept description Ern. (A1 ⊓ . . . ⊓ Ak) where k ≥ 3 from⊤ using one of the three ideal down-
ward refinement operators (where T = ∅) the number of necessary consecutive refinement
steps is asymptotically bounded above and below by
22
. . .
22
k
⏞⏟⏟⏞
n times
.
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5.2 Distributivity
On Page 39 we have seen that the least common subsumer C ∨D can be computed, modulo ∅,
by means of the following recursive formula.
C ∨ D =
l
(ΣC ∩ Conj(C) ∩ Conj(D))
⊓
l
{ Er. (E ∨ F) | r ∈ ΣR, Er. E ∈ Conj(C), and Er. F ∈ Conj(D) }
5.2.1 Proposition. For each signature Σ, the lattice EL(Σ) is distributive, i.e., for all concept
descriptions C,D, E ∈ EL(Σ), it holds true that
C ⊓ (D ∨ E) ≡∅ (C ⊓ D) ∨ (C ⊓ E),
and C ∨ (D ⊓ E) ≡∅ (C ∨ D) ⊓ (C ∨ E).
Proof. We first show that the concept names occurring on the top level are the same for both
concept descriptions C ⊓ (D ∨ E) and (C ⊓ D) ∨ (C ⊓ E). For this purpose we use the fact that
the powerset lattice is distributive. Fix some concept name A ∈ ΣC. The following equivalences
hold true.
A ∈ Conj(C ⊓ (D ∨ E))
if, and only if, A ∈ Conj(C) ∪ Conj(D ∨ E)
if, and only if, A ∈ Conj(C) ∪ (Conj(D) ∩ Conj(E))
if, and only if, A ∈ (Conj(C) ∪ Conj(D)) ∩ (Conj(C) ∪ Conj(E))
if, and only if, A ∈ Conj(C ⊓ D) ∩ Conj(C ⊓ E)
if, and only if, A ∈ Conj((C ⊓ D) ∨ (C ⊓ E))
Now consider an existential restriction Er.Y ∈ Conj((C⊓D)∨ (C⊓ E)), i.e., there must exist
E
r.Y1 ∈ Conj(C ⊓ D) and Er.Y2 ∈ Conj(C ⊓ E) such that Y = Y1 ∨ Y2. We need to show that
there is some Er.X ∈ Conj(C ⊓ (D ∨ E)) with X ⊑∅ Y. If Er.Yi ∈ Conj(C) for some i ∈ {1, 2},
then choose X := Yi. Otherwise it must hold true that
E
r.Y1 ∈ Conj(D) and Er.Y2 ∈ Conj(E),
which implies Er. (Y1 ∨Y2) ∈ Conj(D ∨ E), and hence we may choose X := Y1 ∨Y2.
Vice versa, let Er.X ∈ Conj(C ⊓ (D ∨ E)). If Er.X ∈ Conj(C), then Er.X ∈ Conj((C ⊓ D) ∨
(C ⊓ E)). If otherwise Er.X ∈ Conj(D ∨ E), there exist Er.X1 ∈ Conj(D) ⊆ Conj(C ⊓ D)
and Er.X2 ∈ Conj(E) ⊆ Conj(C ⊓ E) such that X = X1 ∨ X2. Thus, it follows that
E
r.X ∈ Conj((C ⊓ D) ∨ (C ⊓ E)) too.
5.2.2 Proposition. For each signature Σ, the lattice EL(Σ) is of locally finite length, that is, for
all concept descriptions C and D with C ⊑∅ D, every chain in the interval [C,D] has a finite length.
Proof. The claim is an immediate consequence of the boundedness of ⊑∅, which Baader and
Morawska showed in [BM10, Proof of Proposition 3.5].
According to Blyth [Bly05, Chapters 4 and 5], the following statements are obtained as
immediate consequences of Propositions 5.2.1 and 5.2.2.
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5.2.3 Corollary. 1. For each signature Σ, the lattice EL(Σ) is modular, i.e., for all concept
descriptions C,D, E ∈ EL(Σ), it holds true that
(C ⊓ D) ∨ (C ⊓ E) ≡∅ C ⊓ (D ∨ (C ⊓ E)),
(C ∨ D) ⊓ (C ∨ E) ≡∅ C ∨ (D ⊓ (C ∨ E)),
C ⊑∅ D implies C ∨ (E ⊓ D) ≡∅ (C ∨ E) ⊓ D,
and C ⊒∅ D implies C ⊓ (E ∨ D) ≡∅ (C ⊓ E) ∨ D.
2. For each signature Σ, the lattice EL(Σ) is both upper and lower semi-modular, i.e., for all
concept descriptions C,D ∈ EL(Σ), it holds true that
C ⊓ D ≺∅ C if, and only if, D ≺∅ C ∨ D.
3. For each signature Σ, the lattice EL(Σ) satisfies the Jordan-Dedekind chain condition,
i.e., for all concept descriptions C,D ∈ EL(Σ) with C ⊑❘ ∅ D, it holds true that all maximal
chains in the interval [C,D] have the same length. □
The above conclusions that EL(Σ) is of locally finite length and satisfies the Jordan-
Dedekind chain condition are used in the following two sections to define distances between
EL concept descriptions using a standard construction from lattice theory. In Section 5.3 the
rank of a concept description C is defined as the length of some chain of neighbors from C to ⊤.
Then, in Section 5.4 these ranks are further used to define distances between arbitrary concept
descriptions.
5.3 Rank Functions
The notion of a rank function can be defined for ordered sets. The following definition specif-
ically tailors this notion for the lattice EL(Σ).
5.3.1 Definition. An EL rank function is a mapping | · | : EL(Σ) → N with the following
properties.
1. |⊤| = 0
2. C ≡∅ D implies |C| = |D| (equivalence closed)
3. C ⊑❘ ∅ D implies |C| ⪈ |D| (strictly order preserving)
4. C ≺∅ D implies |C|+ 1 = |D| (neighborhood preserving)
For an EL concept description C, we say that |C| is the rank of C. △
5.3.2 Proposition. (Special case of [Bly05, Theorem 4.5]) For each C ∈ EL(Σ), let |C| := 0 if
C ≡∅ ⊤, and otherwise define
|C| := max{ n+ 1 | ED1, . . . ,Dn ∈ EL(Σ) : C ≺∅ D1 ≺∅ . . . ≺∅ Dn ≺∅ ⊤}.
Then, | · | is an EL rank function.
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Proof. It is readily verified that | · | satisfies Statements 1 and 2 of Definition 5.3.1. We proceed
with proving that Statement 4 holds true for | · |, which implies the validity of Statement 3 for
| · |. Consider EL concept descriptions C and D such that C ≺∅ D. Clearly, if we consider a
maximal chain from D to ⊤, and add C as prefix, then we have a maximal chain from C to ⊤.
It is thus immediate to conclude |C|+ 1 = |D|.
Since EL(Σ) satisfies the Jordan-Dedekind chain condition, we infer that in order to com-
pute the rank |C| of an EL concept description C over Σ with C ̸≡∅ ⊤, we simply need to
find one chain C ≺∅ D1 ≺∅ D2 ≺∅ . . . ≺∅ Dn ≺∅ ⊤, and then it follows that |C| = n+ 1.
Furthermore, |C| = 0 if C ≡∅ ⊤.
A graded lattice is a lattice for which a rank function exists, cf. [Grä02]. Thus, we can draw
the following conclusion.
5.3.3 Corollary. For each signature Σ, the lattice EL(Σ) is graded. □
5.3.4 Lemma. For all EL concept descriptions C and D over some signature Σ, the following
equation holds true.
|C|+ |D| = |C ⊓ D|+ |C ∨ D|
Proof. follows from Proposition 5.2.2, Corollary 5.2.3, and [Bly05, Theorem 4.6].
The next proposition generalizes Lemma 5.3.4 to the case of conjunctions of arbitrary size.
5.3.5 Proposition. Let C be a set of n EL concept descriptions over Σ. Then, the following equation
holds true.4
|
l
C| =
n
∑
i=1
(−1)i+1 ·∑
D∈(Ci )
|⋁︂D|
Proof. We show the claim by induction on n. The induction base where n ∈ {0, 1} is trivial,
and for n = 2 has been shown in Lemma 5.3.4. For the induction step let now n > 2. Using the
equation from Lemma 5.3.4, we infer the following for each C ∈ C.
|C|+ |
l
C \ {C}| = |
l
C|+ |C ∨
l
C \ {C}|
By means of the finitely generalized distributivity law we conclude that the following equation
holds true for each C ∈ C.
|C|+ |
l
C \ {C}| = |
l
C|+ |
l
{C ∨ D | D ∈ C \ {C} }|
The induction hypothesis allows for replacing the ranks of the (n − 1)-ary conjunctions, and
thus yields the following equation for each C ∈ C.
|C|+
n−1
∑
j=1
∑
D∈(C\{C}j )
(−1)j+1 · |⋁︂D| = |lC|+ n−1∑
k=1
∑
E∈({C∨D | D∈C\{C} }k )
(−1)k+1 · |⋁︂ E|
4For some set X and some number n ∈N, we define (Xn) as the set of all subsets of X that have exactly n elements.
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= |
l
C|+
n−1
∑
k=1
∑
E∈(C\{C}k )
(−1)k+1 · |C ∨⋁︂ E|
If we sum up the n equations, then we see that on the left hand side there are exactly n occur-
rences of |C| for each C ∈ C, and furthermore that for each j ∈ {2, . . . , n − 1} and for each
D ∈ (Cj ), there exist exactly n− j occurrences of the summand (−1)j+1 · |
⋁︁
D|. On the right
hand side, there are, obviously, n occurrences of |dC|. Furthermore, for each k ∈ {2, . . . , n}
and for each E ∈ (Ck ), there are exactly k occurrences of the summand (−1)k · |
⋁︁
E|. Rearranging
and then dividing by n eventually yields the induction claim for n.
Initially, the asymptotic bounds on the rank function in Section 5.6.1 were unknown. The
remainder of this section is concerned with an attempt on computing the rank function more
efficiently than the naïve approach, which calculates the rank |C| by determining some gener-
alizing chain of neighbors from C to ⊤ and then measuring its length.
Let C = A1 ⊓ . . . ⊓ Am ⊓ Er1.C1 ⊓ . . . ⊓ Ern.Cn be a reduced EL concept description. By
means of Proposition 5.3.5, we can compute the rank as follows.
|C| = |A1 ⊓ . . . ⊓ Am ⊓ Er1.C1 ⊓ . . . ⊓ Ern.Cn|
= |A1 ⊓ . . . ⊓ Am|+ | Er1.C1 ⊓ . . . ⊓ Ern.Cn| − |⊤|
= m+ | Er1.C1 ⊓ . . . ⊓ Ern.Cn|
Furthermore, it holds true that Er.C ∨ Es.D ≡∅ ⊤ if r ̸= s. It follows that we can further
simplify the rank computation as follows.
| Er1.C1 ⊓ . . . ⊓ Ern.Cn| = |
l
{
l
{ Eri.Ci | i ∈ {1, . . . , n} and ri = r } | r ∈ ΣR }|
= ∑
r∈ΣR
|
l
{ Eri.Ci | i ∈ {1, . . . , n} and ri = r }|
The rank of the conjunction of existential restrictions can be computed by means of Propo-
sition 5.3.5, and finally it is readily verified that the rank of one existential restriction Er.C
satisfies the following equation.
| Er.C| = 1+ |
l
{ Er.D | C ≺∅ D }|
Next, we relate the rank of an existential restriction Er.C to the rank of C. More specifically,
we show that | Er.C| can be bounded from below by 1+ |C| and from above by 1+ |C|1+|C|.
5.3.6 Lemma. Let Er.C be an EL concept description over some signature Σ. Then the following
inequalities hold true.
1+ |C| ≤ | Er.C| ≤ 1+
|C|
∑
i=1
i−2
∏
j=0
(|C| − j) ≤ 1+ |C| · |C|! ≤ 1+ |C|1+|C|.
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Proof. For each natural number n with n ≤ |C|, let
Xn :=
l
{ Er.D | C ≺n∅ D }.
Clearly, it then holds true that Er.C ≡∅ X0 ⊑❘ ∅ X1 ⊑❘ ∅ X2 ⊑❘ ∅ . . . ⊑❘ ∅ X|C| ≡∅
E
r.⊤ ≺∅ ⊤,
i.e., | Er.C| ≥ 1 + |C|. As a further step, we infer that | Er.C| = 1 + ∑|C|i=1 d(Xi−1,Xi),
and the distances5 d(Xi−1,Xi) can be approximated as follows. Beforehand note that
|Upper(Y)| ≤ |Conj(Y)| ≤ |Y| holds true for all EL concept descriptions Y.
Apparently, d(X0,X1) = 1 holds true.
In order to construct a chain of neighbors from X1 to X2, we could simply iterate over
all top-level conjuncts of X1 and replace each with its unique upper neighbor. Of course,
the number of top-level conjuncts of X1 is bounded by the number of upper neighbors of C,
is henceforth bounded by the number of top-level conjuncts of C, and thus we obtain that
d(X1,X2) ≤ |Conj(X1)| ≤ |Upper(C)| ≤ |Conj(C)| ≤ |C|.
The distance between the next two concept descriptions can be approximated as follows.
d(X2,X3) ≤ |{ Er. E | C ≺2∅ E }| ≤ ∑
C≺∅D
|{ Er. E | D ≺∅ E }|⏞ ⏟⏟ ⏞
≤ |Conj(D)| ≤ |D| ≤ |C| − 1
≤ |C| · (|C| − 1)
Continuing the approach, we infer the following upper bound for the distance between X3
and X4.
d(X3,X4) ≤ |{ Er. F | C ≺3∅ F }| ≤ ∑
C≺2∅E
|{ Er. F | E ≺∅ F }|⏞ ⏟⏟ ⏞
≤ |Conj(E)| ≤ |E| ≤ |C| − 2
≤ ∑
C≺∅D
∑
D≺∅E
(|C| − 2) ≤ ∑
C≺∅D
|D|⏞⏟⏟⏞
= |C| − 1
· (|C| − 2) ≤ |C| · (|C| − 1) · (|C| − 2)
In general, for each i ∈N∩ [1, |C|], we observe the following.
d(Xi−1,Xi) ≤ |{ Er.D | C ≺i−1∅ D }|
≤ ∑
C≺∅Y1
∑
Y1≺∅Y2
. . . ∑
Yi−2≺∅Yi−1
1
≤ |C| · (|C| − 1) · . . . · (|C| − (i− 2))
=
i−2
∏
j=0
(|C| − j).
Eventually, we conclude that the following inequalities are satisfied.
| Er.C| = 1+
|C|
∑
i=1
d(Xi−1,Xi)
5For comparable concept descriptions C ⊑∅ D, we define the distance d(C,D) as the length of a generalizing
chain of neighbors from C to D. We will elaborate on such distances in more detail in the next Section 5.4.
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≤ 1+
|C|
∑
i=1
i−2
∏
j=0
(|C| − j)
≤ 1+
|C|
∑
i=1
|C|!
= 1+ |C| · |C|!
≤ 1+ |C|1+|C|
5.4 Distance Functions
5.4.1 Definition. An EL metric or EL distance function is a mapping d : EL(Σ)× EL(Σ) → N
with the following properties.
1. d(C,D) ≥ 0 (non-negative)
2. d(C,D) = 0 if, and only if, C ≡∅ D (equivalence closed)
3. d(C,D) = d(D,C) (symmetric)
4. d(C, E) ≤ d(C,D) + d(D, E) (triangle inequality)
We then also say that d(C,D) is the distance between C and D. △
Proposition 5.3.5 for the case n = 2 yields that in the rectangle shown in Figure 5.4.2 opposite
edges have the same length, where length means length of a maximal chain between the end-
points. It is easy to see that |C⊓D| = |C|+mC = |D|+mD and |C∨D| = |C|−nC = |D|−nD.
Thus, we infer that mC = |C ⊓ D| − |C| = |D| − |C ∨ D| = nD, and similarly that mD = nC.
Consequently, we can define an EL distance function in the following way.
⊤
C ∨ D
C D
C ⊓ D
mC mD
|C ⊓ D|nC
|C|
nD
|D||C ∨ D|
5.4.2 Figure. Obtaining a distance function from the rank function
5.4.3 Proposition. (Special case of [Bly05, Exercise 4.25]) For all C,D ∈ EL(Σ), define
d(C,D) := |C ⊓ D| − |C ∨ D|.
Then, d is an EL metric.
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Proof. Statements 1 to 3 are obvious. We proceed with proving the triangle inequality in
Statement 4. Fix some EL concept descriptions C, D, and E. Firstly, we observe that
|D| ≤ |D ⊓ (C ∨ E)| = |(C ⊓ D) ∨ (D ⊓ E)|,
and |C ⊓ E| ≤ |D ⊓ (C ⊓ E)| = |(C ⊓ D) ⊓ (D ⊓ E)|.
Since |X ∨Y|+ |X ⊓Y| = |X|+ |Y| for all EL concept descriptions X,Y,Z, we infer that
|C ⊓ E|+ |D| ≤ |C ⊓ D|+ |D ⊓ E|.
Multiplying the inequality with 2, adding some summands, and rearranging now yields
|C ⊓ E| − (|C|+ |E| − |C ⊓ E|)
≤ |C ⊓ D| − (|C|+ |D| − |C ⊓ D|) + |D ⊓ E| − (|D|+ |E| − |D ⊓ E|).
Finally, using the identity |X ∨Y| = |X|+ |Y| − |X ⊓Y| we conclude that
(|C ⊓ E| − |C ∨ E|) ≤ (|C ⊓ D| − |C ∨ D|) + (|D ⊓ E| − |D ∨ E|).
The next proposition justifies the name of a distance function. Indeed, if we consider the
graph of EL concept descriptions such that edges exist exactly between neighboring concept
descriptions, then the distance d(C,D) is the length of a shortest path between C and D in this
graph.
5.4.4 Proposition. In the graph (EL(Σ),≺∅ ∪ ≻∅) it holds true that d(C,D) is the length of a
shortest path from C to D for all C,D ∈ EL(Σ).
Proof. Set ∼∅ := ≺∅ ∪≻∅. Firstly, we show by induction over ℓ that for all EL concept descrip-
tions C and D over Σ and all paths from C to D of length ℓ, it holds true that d(C,D) ≤ ℓ. The
induction base where ℓ ∈ {0, 1} is obvious. For the induction step now let C ∼∅ . . . ∼∅ E ∼∅ D
be a path of length ℓ > 1. In particular, the prefix C ∼∅ . . . ∼∅ E is a path of length ℓ− 1 from
C to E, and the induction hypothesis yields that d(C, E) ≤ ℓ− 1. With the triangle inequality
we can infer that
d(C,D) ≤ d(C, E) + d(E,D) ≤ (ℓ− 1) + 1 = ℓ.
It remains to show that for all C,D ∈ EL(Σ), there exists a path C ∼∅ . . . ∼∅ D of length
d(C,D). We have already seen that d(C,D) = (|C ⊓ D| − |C|) + (|C ⊓ D| − |D|), and there
exists a path from C to C ⊓ D of length |C ⊓ D| − |C| as well as a path from C ⊓ D to D of
length |C ⊓D| − |D|. Conjoining these two paths obviously yields a path from C to D of length
d(C,D), see Figure 5.4.5.
5.4.6 Corollary. EL(Σ) is a metric lattice, i.e., a lattice which is also a metric space. □
Furthermore, this metric space is complete, that is, every Cauchy sequence converges modulo
equivalence. All subsets of (EL(Σ)/∅, d) are open, since for each C ⊆ EL(Σ)/∅ and each
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C D
C ⊓ D
|C ⊓ D| − |C| |C ⊓ D| − |D|
5.4.5 Figure. Constructing a path from C to D
[C]∅ ∈ C, it holds true that B 1
2
([C]∅) = {[C]∅} ⊆ C. Consequently, all subsets of (EL(Σ)/∅, d)
are closed too. It follows that, for all metric spaces (X, d′), all mappings f : EL(Σ)/∅→ X are
continuous.
(EL(Σ)/∅, d) is not bounded, i.e., there is no ε ∈ R such that d(C,D) ≤ ε for all C,D ∈
EL(Σ). It is also not precompact or totally bounded, as there do not exist finitely many open
balls of radius 12 the union of which covers EL(Σ)/∅. Furthermore, this metric space of EL con-
cept descriptions is not compact; the sequence ( Ern.⊤ | n ∈N ) does contain a converging sub-
sequence. However, it is locally compact, since for each point [C]∅ its neighborhood B 1
2
([C]∅)
clearly is compact. If the signature Σ is finite, then each closed ball { [D]∅ | d(C,D) ≤ ε } is
finite and thus compact; it then follows that (EL(Σ)/∅, d) is proper. We have already shown
that all subsets of EL(Σ)/∅ are clopen, and hence this metric space is neither connected nor
path connected. It is well known that EL(Σ)/∅ is countable, and so it is separable.
In a canonical way, the metric space of EL concept descriptions over some signature Σ in-
duces a topological space τd the base of which is the set of open balls Bε([C]∅) for ε ∈ R and
C ∈ EL(Σ). In particular, τd is the smallest subset of ℘(EL(Σ)/∅) which contains all open
balls, and satisfies the following conditions.
1. {∅, EL(Σ)/∅} ⊆ τd.
2. ⋃︁C ∈ τd for all C ⊆ τd.
3. ⋂︁C ∈ τd for all finite C ⊆ τd.
Since all singletons {[C]∅} are open balls B 1
2
([C]∅), the induced topology τd contains all these
singletons. Due to the ⋃︁-closedness we conclude that τd = ℘(EL(Σ)/∅).
It is readily verified that all pairs of distinct points have disjoint neighborhoods, and thus τd is
a Hausdorff space, separated space, or T2 space. Since all topological spaces the base of which
are the open balls of some metric space are perfectly normal Hausdorff or T6, we conclude that
τd is even a T6 space. This means that all disjoint (closed) subsets C and D of EL(Σ)/∅ can
be precisely separated by a continuous function f : EL(Σ)/∅ → R, i.e., f−1({0}) = C and
f−1({1}) = D.
5.4.7 Proposition. Let C ∈ EL(Σ), then d(C,⋁︁Upper(C)) = |Upper(C)| modulo equivalence.
Proof. We show by induction on n that if U ⊆ Upper(C) with |U| = n > 0, then d(C,⋁︁U) = n.
The induction base where n = 1 is trivial. For the induction step now assume that n > 1, and
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let U = V ∪ {D} such that D ̸∈ V. Clearly, d(C,D) = 1, and the induction hypothesis yields
that d(C,⋁︁V) = n− 1. Since the conjunction of two non-equivalent upper neighbors of C is
equivalent to C, it follows that an analogous statement holds true for an arbitrary, but greater
than 2, number of upper neighbors, i.e., C ≡∅ D ⊓ ⋁︁V, and hence we can infer by means of
Lemma 5.3.4 that opposite sides in the rectangle shown in Figure 5.4.8 have the same length.
We conclude that d(C,⋁︁U) = n.
⋁︁
U
⋁︁
V D
C
n− 1 1
1 n− 1
5.4.8 Figure. Relating distance and upper neighbors
According the the previous proposition, we can compute the rank of an EL concept descrip-
tion C as follows.
1. Let D := C and r := 0.
2. While D ̸≡∅ ⊤, compute the set Upper(D) of upper neighbors of D, set r :=
r+ |Upper(D)| and D := ⋁︁Upper(D).
3. Return r.
5.5 Similarity Functions
In [EPT15] Ecke, Peñaloza, and Turhan defined the notion of a concept similarity measure
as a function of type EL(Σ)× EL(Σ) → [0, 1], and then considered so-called relaxed instances
of concept descriptions with respect to ontologies. Simply speaking, a is a relaxed instance of
C if there is a concept that is similar enough to C and has a as an instance. It is straightforward
to consider these relaxed instances also with respect to the distance function we have just
introduced. More formally, we define them as follows.
5.5.1 Definition. Consider an interpretation I over some signature Σ and a concept description
C ∈ EL(Σ), and let n ∈N. Then, the expression D≤ n.C is called a relaxed concept description,
and its extension is defined by
(
D≤ n.C)I := ⋃︂{DI | D ∈ EL(Σ) and d(C,D) ≤ n }.
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Suppose that O is an ontology over some signature Σ, and further let a ∈ ΣI be an individual
name, C ∈ EL(Σ) a concept description, and n ∈ N. We then say that a is a relaxed instance
of C with respect to O and distance threshold n, denoted as O |= a ⊏− D≤ n.C, if it holds true
that aI ∈ ( D≤ n.C)I for each model I of O. △
For transforming our distance function d into a similarity function s : EL(Σ)×EL(Σ)→ [0, 1]
we can proceed as follows. We begin with transforming d into a metric with range [0, 1). For
that purpose, we choose an order-preserving, sub-additive6 function f : [0,∞) → [0, 1) with
ker( f ) = {0}.7 Then f ◦ d is such ametric with range [0, 1). Suitable functions are the following.
• f : x ↦→ x1+x or more generally f : x ↦→ ( x1+x )y for y > 0
• f : x ↦→ 1− 12x or more generally f : x ↦→ 1− yx for y ∈ (0, 1)
Then, s := 1− f ◦ d is a similarity function on EL(Σ). It is easy to verify that s satisfies the
following properties which have been defined by Lehmann and Turhan in [LT12], for all EL
concept descriptions C,D, E over Σ.
1. s(C,D) = s(D,C) (symmetric)
2. 1+ s(C,D) ≥ s(C, E) + s(E,D) (triangle inequality)
3. C ≡∅ D implies s(C, E) = s(D, E) (equivalence invariant)
4. C ≡∅ D if, and only if, s(C,D) = 1 (equivalence closed)
5. C ⊑∅ D ⊑∅ E implies s(C,D) ≥ s(C, E) (subsumption preserving)
6. C ⊑∅ D ⊑∅ E implies s(C, E) ≤ s(D, E) (reverse subsumption preserving)
However, as it turns out such a similarity measure 1− f ◦ d does not satisfy the property of struc-
tural dependence, i.e., there exist concept descriptions C and D as well as a sequence ( En | n ∈
N ) of concept names and existential restrictions such that m ̸= n implies Em ̸⊑∅ En and where
lim
n→∞(1− f ◦ d)(C ⊓
l
{ Eℓ | ℓ ≤ n },D ⊓
l
{ Eℓ | ℓ ≤ n }) ̸= 1.
For instance, consider a signature Σwithout role names and where ΣC := {A}∪ { Bn | n ∈N }.
It is now readily verified that
(1− f ◦ d)(A ⊓
l
{ Bℓ | ℓ ≤ n },
l
{ Bℓ | ℓ ≤ n }) = 1− f (1)
for all n ∈ N, and since f (1) > 0 we conclude that the sequence does not converge to 1 for
n→ ∞.
For extending our rank function | · | and our distance function d to EL⊥, we can simply define
|⊥| := ∞, d(⊥,⊥) := 0, and d(⊥,C) := d(C,⊥) := ∞ for C ̸≡∅ ⊥. When transforming
the extended metric into a similarity measure then two concept descriptions have a similarity
of 0 if, and only if, exactly one of them is unsatisfiable. In EL without the bottom concept
description ⊥, a similarity of 0 can never occur when utilizing the above construction.
6A function f : [0,∞)→ R is sub-additive if f (x+ y) ≤ f (x) + f (y) is satisfied for all x and y, which is for instance
satisfied if f ′′ < 0 and f (0) = 0.
7The kernel of f is ker( f ) := { x | f (x) = 0 }.
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5.6 Computational Complexity
We continue with some investigations on the computational complexity of the rank function
from Proposition 5.3.2. In Section 5.6.1 we show that the rank function cannot be bounded
by an elementary function. We further consider some decision problems related to the rank
function in Section 5.6.2.
Knuth’s Up-Arrow Notation
For better readability, we use Knuth’s up-arrow notation, that is, we set
x ↑↑ n := xx . .
.x
x
⏞ ⏟⏟ ⏞
n times
and further we define the following syntactic sugar as another abbreviation.
(x, y) ↑↑ n := xx . .
.x
xy
⏞ ⏟⏟ ⏞
n times
We further use the following notions the origins of which have been described by Knuth
[Knu76]. Let g : N → N be a function. Then, the sets O(g), Ω(g), and Θ(g) are defined as
follows.
O(g) := { f | f : N→N and Ec ∈ R+ En0 ∈N An ≥ n0 : f (n) ≤ c · g(n) }
Ω(g) := { f | f : N→N and Ec ∈ R+ En0 ∈N An ≥ n0 : f (n) ≥ c · g(n) }
Θ(g) := { f | f : N→N and Ec, d ∈ R+ En0 ∈N An ≥ n0 : c · g(n) ≤ f (n) ≤ d · g(n) }
Obviously, we have that g ∈ O( f ) is equivalent to f ∈ Ω(g), and further that Θ( f ) = O( f ) ∩
Ω( f ) holds true. It is not hard to verify that f ∈ O(g) is equivalent to limsupn→∞ f (n)g(n) < ∞,
and dually f ∈ Ω(g) is equivalent to liminfn→∞ f (n)g(n) > 0.
Furthermore, we write f ⪯ g and say that f is asymptotically bounded above by g if f ∈ O(g),
we write f ⪰ g and say that f is asymptotically bounded below by g if f ∈ Ω(g), and we write
f ≍ g and say that f is asymptotically bounded above and below by g if f ∈ Θ(g). Another
notation that we use within this document is the following. We write f ∼ g and say that f
asymptotically equals g if limn→∞ f (n)g(n) = 1. Clearly, f ∼ g implies f ≍ g.
5.6.1 Computing the Rank Function
As it turns out, the rank of EL concept descriptions can be asymptotically rd(C)-exponential
in the size of C or, more formally, the rank can be asymptotically bounded above and below
by (2, ||C||) ↑↑ rd(C). This vast growth makes it practically impossible to compute the rank
function.
It is easy to prove that in the case where rd(C) = 1, the rank of C can be at least ex-
ponential with respect to the size of C. To see this, consider the concept description Ck :=
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E
r.
d{A1, . . . , Ak} for each k ∈ N. It is well-known that there are exponentially many subsets
of {A1, . . . , Ak} with ⌊ k2⌋ elements; let X1, . . . ,Xℓ be an enumeration of these, and define Dm :=d{ Er.dXi | i ∈ {m, . . . , ℓ} }. Clearly, then Ck ⊑❘ ∅ D1 ⊑❘ ∅ D2 ⊑❘ ∅ . . . ⊑❘ ∅ Dℓ ⊑❘ ∅ ⊤ is an expo-
nentially long chain of strict subsumptions. We conclude that |Ck| is at least exponential in n.
For the general case where the role depth is arbitrarily big, we start with defining the signa-
ture Σk by (Σk)C := {A1, . . . , Ak} for each k ∈ N with k ≥ 3 and (Σk)R := {r}. Note that the
precondition k ≥ 3 is essential, as we will discuss later. Our aim for the sequel of this section is
to demonstrate that the EL concept description
Ckn :=
E
rn.
l
{A1, . . . , Ak}
over Σk has a rank that is asymptotically bounded below by (2, k) ↑↑ n, i.e., the following holds
true.
|Ckn| ⪰ 22
. . .
22
k
⏞⏟⏟⏞
n times
However, we shall not do this directly, but rather translate our setting into order theory. For
this purpose, it is necessary to introduce some notions.
As usual, a partially ordered set (abbrv. poset) P is a pair (P,≤) consisting of a set P and
binary relation ≤ on P that is reflexive, antisymmetric, and transitive. An ideal in P is some
subset of P that is closed under ≤, that is, a subset I ⊆ P such that p ≤ i implies p ∈ I for each
i ∈ I and for any p ∈ P. The prime ideal of some element p ∈ P is the ideal
↓ p := { q | q ∈ P and q ≤ p }.
Obviously, any ideal is a union of prime ideals. As further abbreviation, let ↓Q := ⋃︁{ ↓ q | q ∈
Q }. We denote the set of all ideals in P by Ideals(P).
Two elements p, q ∈ P are comparable in P if either p ≤ q or q ≤ p holds true. A chain in P
is a subset C ⊆ P such that any two elements in C are comparable, while an antichain in P is
a subset A ⊆ P such that no two (distinct) elements in A are comparable. The height of P is
defined as the supremum over all cardinalities of chains in P, denoted by height(P). The width
of P is defined as the supremum over all cardinalities of antichains in P, denoted by width(P).
Dilworth’s theorem [Dil50] states that there is always a partition of P into n disjoint chains
if P has width n. In particular, we have that |P| ≤ height(P) · width(P). A further important
theorem that connects the aforementioned notions is the following. According to Steiner
[Ste93], for each partially ordered set P := (P,≤), it holds true that
2width(P) + |P| − width(P) ≤ |Ideals(P)| ≤
(︂ |P|+width(P)
width(P)
)︂width(P)
.
Let P := (P,≤) and Q := (Q,⊑) be partially ordered sets. We call some mapping f : P→ Q
order-preserving if x ≤ y implies f (x) ⊑ f (y) for any elements x, y ∈ P. Furthermore, f is
order-reflecting if f (x) ⊑ f (y) implies x ≤ y for any elements x, y ∈ P. It is easy to verify that
f and g are both order-reflecting, if g ◦ f = idP and f ◦ g = idQ holds true, and further both f
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and g are order-preserving. Another immediate corollary is that any order-reflecting mapping
is injective. We call some such mapping f : P→ Q an order-isomorphism from P to Q, denoted
as f : P ∼⇁ Q, if it is bijective, order-preserving, and order-reflecting. We conclude that in order
to prove that two partially ordered sets P and Q are isomorphic, it suffices to find two mutually
inverse mappings between P and Q which are both order-preserving.
Let now Pk0 := (Σk)C and inductively define the posets Pkn := (Pkn ,⊆) as follows.
Pk1 := ℘(Pk0 )
Pkn+1 := Ideals(P
k
n) for any n ∈N+
Note that, if we set Pk0 := (Pk0 ,∅), then Pk1 = Ideals(Pk0) is satisfied as well. Furthermore, we
define the following posets Ekn := (Ekn,⊒∅).
Ek1 := {
l
A | A ⊆ (Σk)C }
Ekn+1 := {
l
{ Er.C | C ∈ C } | C ⊆ Ekn } for any n ∈N+
To ease readability, we shall not distinguish between equivalence classes of Ekn w.r.t. ∅ and
their representatives, i.e., we identify Ekn and Ekn/∅.
Figure 5.6.1 displays the poset P32 and Figure 5.6.3 shows the poset E32; both are isomorphic
to FCD(3), the free distributive lattice on three generators.
5.6.2 Lemma. Pkn and Ekn are isomorphic for any n ∈N+.
Proof. We are going to prove the claim by induction on n. For the induction base let n = 1. It
is readily verified that
ιk1 : P
k
1
∼⇁ Ek1
A ↦→
l
A
is an isomorphism from Pk1 to Ek1, and has the following inverse isomorphism.
κk1 : E
k
1
∼⇁ Pk1l
A ↦→ A
Regarding the induction step assume that n > 1. We now show that
ιkn+1 : P
k
n+1
∼⇁ Ekn+1
{p1, . . . , pm} ↦→ Er. ιkn(p1) ⊓ · · · ⊓
E
r. ιkn(pm)
is an isomorphism from Pkn+1 to Ekn+1, and that its inverse isomorphism is as follows.
κkn+1 : E
k
n+1
∼⇁ Pkn+1
E
r.C1 ⊓ · · · ⊓ Er.Cm ↦→ ↓ κkn(C1) ∪ · · · ∪ ↓ κkn(Cm)
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↓{A, B,C}
↓{A, B} ∪ ↓{A,C} ∪ ↓{B,C}
↓{A, B} ∪ ↓{A,C}
↓{A, B} ∪ ↓{B,C} ↓{A,C} ∪ ↓{B,C}
↓{A, B} ∪ ↓{C} ↓{A,C} ∪ ↓{B}
↓{B,C} ∪ ↓{A}
↓{A} ∪ ↓{B} ∪ ↓{C}
↓{A, B}
↓{A,C}
↓{B,C}
↓{A} ∪ ↓{B}
↓{B} ∪ ↓{C} ↓{A} ∪ ↓{C}
↓{B} ↓{A}
↓{C}
↓∅
∅
5.6.1 Figure. The ordered set P32
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• Consider {p1, . . . , pℓ}, {p1, . . . , pm} ∈ Pkn+1 where it holds true that ℓ ≤ m, that is,
{p1, . . . , pℓ} ⊆ {p1, . . . , pm}. In particular, both {p1, . . . , pℓ} and {p1, . . . , pm} are ideals
in Pkn. It is obvious that
ιkn+1({p1, . . . , pℓ}) ⊒∅ ιkn+1({p1, . . . , pm})
holds true.
• Furthermore, we have the following.
(κkn+1 ◦ ιkn+1)({p1, . . . , pm})
= κkn+1(
E
r. ιkn(p1) ⊓ · · · ⊓
E
r. ιkn(pm))
= ↓ κkn(ιkn(p1)) ∪ · · · ∪ ↓ κkn(ιkn(pm))
= ↓ p1 ∪ · · · ∪ ↓ pm
= {p1, . . . , pm}
The penultimate equation follows from the induction hypothesis, while the last equation
is true, since {p1, . . . , pm} is already an ideal.
• Assume that Er.C1 ⊓ · · · ⊓ Er.Cℓ ⊒∅ Er.D1 ⊓ · · · ⊓ Er.Dm. We shall now prove that
↓ κkn(C1) ∪ · · · ∪ ↓ κkn(Cℓ) is a subset of ↓ κkn(D1) ∪ · · · ∪ ↓ κkn(Dm). So, consider some ele-
ment p of the former, i.e., p ⊆ κkn(Ci) for some index i ∈ {1, . . . , ℓ}, which is equivalent
to ιkn(p) ⊒∅ Ci. We now have that there exists some index j ∈ {1, . . . ,m} such that
Ci ⊒∅ Dj, and we infer that p ⊆ κkn(Dj).
• Eventually, we prove that ιkn+1 ◦ κkn+1 = id.
(ιkn+1 ◦ κkn+1)(
E
r.C1 ⊓ · · · ⊓ Er.Cm)
= ιkn+1(↓ κkn(C1) ∪ · · · ∪ ↓ κkn(Cm))
=
l
{ Er. ιkn(p) | p ∈ ↓ κkn(C1) ∪ · · · ∪ ↓ κkn(Cm) }
≡∅
l
{ Er. ιkn(p) | p ∈ {κkn(C1), . . . , κkn(Cm)} }
=
E
r. ιkn(κ
k
n(C1)) ⊓ · · · ⊓
E
r. ιkn(κ
k
n(Cm))
≡∅ Er.C1 ⊓ · · · ⊓ Er.Cm
The first equivalence follows from the fact that p ⊆ q implies ιkn(p) ⊒∅ ιkn(q) and, conse-
quently, Er. ιkn(p) ⊒∅
E
r. ιkn(q). The second equivalence is an immediate consequence of
our induction hypothesis.
5.6.4 Lemma. |Ckn| ≥ height(Pkn+1) holds true for each n ∈N.
Proof. Fix some n ∈ N. In the previous lemma we have shown that Pkn+1 and Ekn+1 are iso-
morphic, and so it follows that height(Pkn+1) = height(Ekn+1). Apparently, ∅ is the smallest
element of Pkn+1 and Pkn is the greatest element of Pkn+1. Since ιkn+1 is an order-isomorphism,
it follows that (the equivalence class with representative) ιkn+1(∅) is the smallest element of
Ekn+1 and that (the equivalence class with representative) ιkn+1(Pkn) is the greatest element of
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E
r. (A ⊓ B ⊓ C)
E
r. (A ⊓ B) ⊓ Er. (A ⊓ C) ⊓ Er. (B ⊓ C)
E
r. (A ⊓ B) ⊓ Er. (A ⊓ C)
E
r. (A ⊓ B) ⊓ Er. (B ⊓ C) Er. (A ⊓ C) ⊓ Er. (B ⊓ C)
E
r. (A ⊓ B) ⊓ Er.C Er. (A ⊓ C) ⊓ Er. B
E
r. (B ⊓ C) ⊓ Er. A
E
r. A ⊓ Er. B ⊓ Er.C
E
r. (A ⊓ B)
E
r. (A ⊓ C)
E
r. (B ⊓ C)
E
r. A ⊓ Er. B
E
r. B ⊓ Er.C Er. A ⊓ Er.C
E
r. B
E
r. A
E
r.C
E
r.⊤
⊤
5.6.3 Figure. The ordered set E32
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Ekn+1. It obviously holds true that ιkn+1(∅) ≡∅ ⊤. Furthermore, we show by induction on n that
ιkn+1(P
k
n) ≡∅ Ckn is satisfied. If n = 0, then ιk1(Pk0 ) = ιk1((Σk)C) =
d
(Σk)C ≡∅ Er0.
d
(Σk)C = Ck0
holds true. Now let n > 0. Then we have the following.
ιkn+2(P
k
n+1)
=
l
{ Er. ιkn+1(p) | p ∈ Pkn+1 }
≡∅ Er. ιkn+1(Pkn)
≡∅ Er.Ckn
= Ckn+1
The second equality follows from the fact that Pkn is the greatest element within Pkn+1, which
means that ιkn+1(p) ⊒∅ ιkn+1(Pkn) is satisfied for any p ∈ Pkn+1. The penultimate equation is a
consequence of the induction hypothesis. Eventually, we conclude that the rank of Ckn must be
greater than or equal to the height of Pkn+1.
The next lemma shows that each antichain A in Pkn induces an antichain in Pkn+1 the car-
dinality of which is exponential in |A|. In particular, this implies that the width of Pkn+1 is
exponential in the width of Pkn. Since the width of Pk1, the powerset lattice of {A1, . . . , Ak},
obviously is asymptotically bounded above and below by 2k, it now follows by induction that
the width of Pkn is asymptotically bounded above and below by (2, k) ↑↑ n, that is,
width(Pkn) ≍ (2, k) ↑↑ n.
5.6.5 Lemma. Let n > 0 and consider some antichain A in Pkn such that |A| = 2 · ℓ. Then, the
following A′ is an antichain in Pkn+1.
A′ := { ↓ a1 ∪ · · · ∪ ↓ aℓ | {a1, . . . , aℓ} ∈ (Aℓ ) }
Proof. Consider two mutually distinct {a1, . . . , aℓ} and {b1, . . . , bℓ} in (Aℓ ). It is readily verified
that ↓ a1 ∪ · · · ∪ ↓ aℓ and ↓ b1 ∪ · · · ∪ ↓ bℓ are elements of Pkn+1, and we shall now show that
these are incomparable with respect to ⊆.
From the assumption {a1, . . . , aℓ} ̸= {b1, . . . , bℓ} it follows that, without loss of generality,
a1 ̸∈ {b1, . . . , bℓ}, that is, a1 ̸= bi for any index i ∈ {1, . . . , ℓ}. Now the precondition that A is
an antichain yields that a1 ̸⊆ bi for each index i ∈ {1, . . . , ℓ}, and we infer that a1 ̸∈ ↓ bi for
each i, which means that
a1 ̸∈ ↓ b1 ∪ · · · ∪ ↓ bℓ.
Furthermore, it is trivial that a1 ∈ ↓ a1, and consequently we have that
a1 ∈ ↓ a1 ∪ · · · ∪ ↓ aℓ.
We conclude that ↓ a1∪ · · · ∪ ↓ aℓ ̸⊆ ↓ b1∪ · · · ∪ ↓ bℓ. The converse direction follows analogously,
and so we have that ↓ a1 ∪ · · · ∪ ↓ aℓ and ↓ b1 ∪ · · · ∪ ↓ bℓ are indeed not comparable.
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5.6.6 Proposition. width(Pkn) is asymptotically bounded above and below by (2, k) ↑↑ n for any
n ∈N+.
Proof. We prove the statement by induction on n. For the induction base where n = 1,
Sperner’s theorem [Spe28] yields that
width(Pk1) = (
k
⌊ k2⌋).
Furthermore, for the central binomial coefficients it is well-known that (2·kk ) ∼ 4
k√
π·k is satisfied.
We infer that
width(Pk1) ∼ 2
k√︂
π
2 · k
or more simplified that width(Pk1) ≍ 2k.
Now for the induction step let n > 1. The induction hypothesis states that there exists some
antichain in Pkn that has n-exponential cardinality in k. An application of Lemma 5.6.5 yields an
antichain in Pkn+1 that has (n+ 1)-exponential cardinality in k, which implies that width(Pkn+1)
is at least (n + 1)-exponential in k. Since |Pkn+1| ≤ (2, k) ↑↑ (n + 1) holds true, we conclude
that width(Pkn+1) is at most (n+ 1)-exponential in k as well.
5.6.7 Proposition. height(Pkn+1) ≥ width(Pkn) for each n ∈N+.
Proof. We show that any antichain A in Pkn induces a chain C in Pkn+1 such that |A| = |C|,
which obviously implies our claim. Thus, consider some such antichain A = {a1, . . . , aℓ} in Pkn.
We define C as follows.
C := {c1, . . . , cℓ} where ci := ↓ a1 ∪ · · · ∪ ↓ ai
It is apparent that C consists of ideals of Pkn, that is, C ⊆ Pkn+1 is satisfied. Furthermore, we can
readily verify that any two elements in C are comparable with respect to ⊆. We conclude that
C is a chain. It remains to prove that |A| = |C|. Of course, |C| ≤ |A| follows from the very
definition of C. We show the converse inequality by demonstrating that no two elements of C
are equal. Let 1 ≤ i1 < i2 ≤ ℓ. Of course, it then holds true that ci1 ⊆ ci2 . Now consider some
aj where j ∈ {i1 + 1, . . . , i2}. Since A is an antichain, it follows that aj is ⊆-incomparable to
each ah for h ∈ {1, . . . , i1}, which implies that aj ̸∈ ↓ ah although aj ∈ ↓ aj. Consequently, the
set inclusion is strict.
5.6.8 Corollary. height(Pkn+1) is asymptotically bounded above and below by (2, k) ↑↑ n for any
n ∈N+, that is,
height(Pkn+1) ≍ (2, k) ↑↑ n. □
With the results obtained so far we can now conclude that our initial claim on the rank of
the concept description Ckn is true. More specifically, Corollary 5.6.8 and Lemma 5.6.4 yield the
following fact.
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5.6.9 Corollary. |Ckn| is asymptotically bounded above and below by (2, k) ↑↑ n for any n ∈ N+,
that is,
|Ckn| ≍ (2, k) ↑↑ n. □
We close this section with a justification that the precondition k ≥ 3 is crucial for the non-
elementary growth of the ranks of the concept descriptions Ckn. The proof of this asymptotic
behavior heavily relies on the fact that the width of Pkn+1 is exponential in Pkn. However, this
does not hold true in case k < 3. To see this, reconsider the proof of Lemma 5.6.5. For k < 3
any antichain in Pk1 has at most two elements. Since for the central binomial coefficient it
holds true that (21) = 2, we can only infer that there must exist some antichain in Pk2 with two
elements and so on and so forth. In fact, we can easily verify that width(Pkn) ≤ 2 is always
satisfied. In particular, we have the following.
• Each P0n is a chain of height n.
• Each P1n is a chain of height n+ 1.
• Each P2n consists of two chains of height n that are connected by two incomparable
elements as displayed in Figure 5.6.10.
5.6.10 Figure. A line diagram of P2n
In fact, the upcoming Proposition 5.6.12 shows that the ranks of the concept descriptions
E
rn.⊤, Ern. A, and Ern. (A ⊓ B) are all linear in n.
5.6.11 Lemma. For each n ∈N and each reduced concept description C, it holds true that
Upper(
E
rn+1.C) = { Ern.
l
{ Er.D | C ≺∅ D }}.
Proof. We show the claim by induction over n. The base case where n = 0 has been proven
in Proposition 5.1.5. For the inductive case let n > 0. According to Proposition 5.1.5 and the
induction hypothesis, it holds true that
Upper(
E
rn+2.C) = { Er. Ern+1.C}
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= { Er. E | E ∈ Upper( Ern+1.C) }
= { Er. Ern.
l
{ Er.D | C ≺∅ D }}
= { Ern+1.
l
{ Er.D | C ≺∅ D }}.
5.6.12 Proposition. Let n ∈N. Then the following equalities hold true.
1. | Ern.⊤| = n
2. | Ern. A| = n+ 1
3. | Ern. (A ⊓ B)| = 2 · (n+ 1)
Proof. 1. We show the claim by induction on n. If n = 0, then Ern.⊤ = ⊤ and we can
thus immediately conclude that | Ern.⊤| = 0. Let n > 0. Since it holds true that
E
rn+1.C ≺∅ Ern.
d{ Er.D | C ≺∅ D }, we infer that | Ern+1.⊤| = 1+ | Ern.⊤| = 1+ n.
2. We know that Ern. A ≺∅ Ern.⊤, and so we infer that | Ern. A| = 1+ | Ern.⊤| = 1+ n.
3. We first observe that the following neighboring subsumptions hold true.
E
rn. (A ⊓ B) ≺∅ Ern−1. ( Er. A ⊓ Er. B)
≺∅ Ern−2. ( Er2. A ⊓ Er2. B)
≺∅ . . .
≺∅ Ern−j. ( Erj. A ⊓ Erj. B)
≺∅ . . .
≺∅ Ern. A ⊓ Ern. B
≺∅ Ern. A ⊓ Ern.⊤
≡∅ Ern. A
We conclude that | Ern. (A ⊓ B)| = (n+ 1) + | Ern. A| = 2 · (n+ 1).
Of course, for the border case where k = 3, Lemma 5.6.5 does not immediately show a start
of the non-elementary growth either. This is due to the fact that then P31 has width 3, and the
central binomial coefficient (31) = (32) evaluates to 3, i.e., an application of Lemma 5.6.5 does not
induce a bigger antichain in P32. However, we have seen in Figure 5.6.1 that P32 has an antichain
of cardinality 4. Now the sequence ( xn | n ∈ N and n ≥ 2 ) where x2 := 4 and xn+1 := ( xn⌊ xn2 ⌋)
grows non-elementarily, cf. Table 5.6.13, and each P3n contains an antichain of cardinality xn.
n 2 3 4 5 6 7 8
xn 4 (42) = 6 (
6
3) = 20 (
20
10) = 184756 (
184756
92378 ) ≈ 2.33 · 1055614 ≈ (2.33·10
55614
1.16·1055614) ?
5.6.13 Table. Initial values of the sequence with x2 := 4 and xn+1 := ( xn⌊ xn2 ⌋)
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Eventually, we have run some experiments in which we tried to compute ranks of concept
descriptions of the form Ern. (A1 ⊓ · · · ⊓ Ak). The result are listed in Table 5.6.14. As expected,
this only works for sufficiently small values of n and k and henceforth we have provided lower
bounds, namely lower bounds of the widths of Pkn, for these ranks if possible. Please note the
anomaly in Table 5.6.14 for the case where k = 3 and n = 2 as explained above.
k\n 0 1 2 3 4 5 6
0 0 1 2 3 4 5 6
1 1 2 3 4 5 6 7
2 2 4 6 8 10 12 14
3 3 8 ≥ (31) 20 ≥ 4 84 ≥ (42) 8573 ≥ (63) ? ≥ (2010) ? ≥ (18475692378 )
4 4 16 ≥ (42) 168 ≥ (63) ? ≥ (2010) ? ≥ (18475692378 ) ? ⪆ (2.33·10
55614
1.16·1055614) ?
5 5 32 ≥ (52) 7581 ≥ (105 ) ? ≥ (252126) ? ⪆ (3.63·10
74
1.82·1074) ? ?
6 6 64 ≥ (63) ? ≥ (2010) ? ≥ (18475692378 ) ? ⪆ (2.33·10
55614
1.16·1055614) ? ?
7 7 128 ≥ (73) ? ≥ (3517) ? ⪆ (4.54·10
9
2.27·109) ? ? ?
8 8 256 ≥ (84) ? ≥ (7035) ? ⪆ (1.12·10
20
5.61·1019) ? ? ?
9 9 512 ≥ (94) ? ≥ (12663 ) ? ⪆ (6.03·10
36
3.02·1036) ? ? ?
10 10 1024 ≥ (105 ) ? ≥ (252126) ? ⪆ (3.63·10
74
1.82·1074) ? ? ?
5.6.14 Table. Some ranks of Ckn and corresponding lower bounds of widths of Pkn.
5.6.2 Decision Problems related to the Rank Function
There are three decision problems tightly related with the rank function on EL concept de-
scriptions: for some given EL concept description C and a number n ∈ N, the first one asks if
the rank of C equals n, the second one asks whether n is an upper bound for |C|, and the third
one asks if |C| ≥ n. In particular, we define these three decision problems as follows.
PEL-Rank := { (C, n) | C ∈ EL(Σ), n ∈N, and |C| = n }
PEL-Rank-Upper-Bound := { (C, n) | C ∈ EL(Σ), n ∈N, and |C| ≤ n }
PEL-Rank-Lower-Bound := { (C, n) | C ∈ EL(Σ), n ∈N, and |C| ≥ n }
In the following, we shall investigate the relationships between these problems in terms of
reducibility and we shall provide bounds for their complexities.
5.6.15 Proposition. The following Turing reductions exist.
1. PEL-Rank ≤PT PEL-Rank-Upper-Bound
2. PEL-Rank ≤PT PEL-Rank-Lower-Bound
3. PEL-Upper-Bound-Rank ≤PT PEL-Rank if numbers are unarily encoded.
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4. PEL-Upper-Bound-Rank ≤PSpaceT PEL-Rank for binary encoding of numbers
Proof. 1. It is easy to see that (C, n) ∈ PEL-Rank holds true if, and only if, (C, n) ∈
PEL-Rank-Upper-Bound as well as (C, n− 1) ̸∈ PEL-Rank-Upper-Bound are satisfied. This shows
that in order to construct some Turingmachine that decides PEL-Rank, we could query an
oracle Turing machine for PEL-Rank-Upper-Bound twice. Indeed, this Turing machine runs
in polynomial time for the following reason. If n is unarily encoded, then its predecessor
n− 1 can be computed in constant time. Otherwise if n is efficiently encoded, i.e. without
loss of generality, if n is binarily encoded, then its predecessor n− 1 can be computed in
linear time (with respect to the size of n, i.e., the length of an encoding of n) as follows.
• Find the lowest bit in n that is 1. (In particular, all lower bits in n are then 0.)
• Flip this bit and all lower ones.
2. Analogously as for Statement 1, since (C, n) ∈ PEL-Rank holds true if, and only if,
(C, n) ∈ PEL-Rank-Lower-Bound as well as (C, n+ 1) ̸∈ PEL-Rank-Lower-Bound are satisfied.
3. It is apparent that (C, n) ∈ PEL-Upper-Bound-Rank is satisfied if, and only if, (C,m) ∈ PEL-Rank
holds true for some m ≤ n. It follows that we can construct a Turing machine deciding
PEL-Upper-Bound-Rank which uses an oracle for PEL-Rank. Obviously, if n is unarily encoded,
then the number of queries to an oracle for PEL-Rank is linear in n.
4. In case of efficient encodings, i.e., if n is binarily encoded, then it might be the case
that we need to pose an exponential number of queries to the oracle for PEL-Rank, which
implies that the oracle Turing machine constructed for Statement 3 now has an expo-
nential time complexity. However, to generate and store these queries only polynomial
space is required. Thus, we can now only infer that there must exist some polynomial
space Turing reduction.
5.6.16 Corollary. The following statements are satisfied for each complexity class C.
1. PEL-Rank-Upper-Bound ∈ C implies PEL-Rank ∈ PC
2. PEL-Rank-Lower-Bound ∈ C implies PEL-Rank ∈ PC
3. If PEL-Rank ∈ C and numbers are in unary encoding, then PEL-Rank-Upper-Bound ∈ PC.
4. If PEL-Rank ∈ C and numbers are in binary encoding, then PEL-Rank-Upper-Bound ∈
PSpaceC. □
5.6.17 Proposition. 1. If numbers are in unary encoding, then PEL-Rank-Upper-Bound ∈ 2EXP,
otherwise PEL-Rank-Upper-Bound ∈ 3EXP.
2. If n is fixed, then we can decide whether (C, n) ∈ PEL-Rank-Upper-Bound in deterministic polyno-
mial time w.r.t. ||C||.
3. The same upper complexity bounds hold true for PEL-Rank-Lower-Bound and PEL-Rank.
Proof. 1. In order to decide whether (C, n) ∈ PEL-Rank-Upper-Bound, we can use the following
procedure.
a) Set D := C and i := 0.
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b) While i < n, replace D with an upper neighbor of D if it exists, and increment i.
c) If D ≡∅ ⊤, then accept (C, n), otherwise reject.
Each computation of an upper neighbor of D requires quadratic time w.r.t. ||D||, and
the size of such an upper neighbor is also quadratic in ||D||. Since the loop is executed
n times, we conclude that it needs time in O(||C||2 + (||C||2)2 + . . . + ||C||2n). If n is
unarily encoded, this is obviously double exponential. Otherwise if n is binarily encoded,
then the length of the encoding of n is log2(n), and thus we infer that the procedure needs
triple exponential time w.r.t. the size of the encoding of (C, n).
2. In case of n being fixed, the above procedure is polynomial in ||C|| with exponent
2+ 22 + · · ·+ 22n .
3. There are obvious variations of the above algorithm with similar complexities for the
other decision problems PEL-Rank-Lower-Bound and PEL-Rank.
5.7 Most General Differences
EL as a sub-Boolean description logic does not provide the full set of Boolean operations on
concept descriptions. In particular, only the conjunction operation is available, which corre-
sponds to the finitary infimum operator in the lattice of EL concept descriptions. Furthermore,
least common subsumers are the suprema in that lattice. However, there is no way to express
negations of concept descriptions.
When working with sets, there is the set difference operator: the difference X \Y consists of all
elements in X that are not contained in Y. Of course, it holds true that X \Y = X∩Y∁. In terms
of lattice theory [Bly05, Section 7.1; Bir40, Section IX.12] X \ Y is the pseudo-complement of
Y relative to X, since X \Y = ⋂︁{ Z | Y ∪ Z ⊇ X } is always satisfied, and the existence of these
relative pseudo-complements shows that all powerset lattices (ordered by set inclusion ⊆) are
Brouwerian lattices.
In Boolean description logics like ALC it is easy to define a difference operator on concept
descriptions: we can simply set C \ D := C ⊓ ¬D. For defining a difference operator in EL, we
first give an equivalent characterization of set differences that uses only the operations ∪ and ∩
and the relation ⊇, which have all an analog in EL. Let X ⊇ Y. Then we can also characterize
the set difference as the ⊆-smallest set Z satisfying X ⊇ Z and X = Y ∪ Z. In case X ̸⊇ Y we
have X \Y = X \ (X ∩Y). Eventually, replacing ⊇ with ⊑∅, replacing ∪ with ⊓, and replacing
∩ with ∨ leads to the following definition of a difference operator on EL concept descriptions.
Note that we (implicitly) make use of these most general differences in Corollary 5.1.13.
5.7.1 Definition. Let C,D ∈ EL(Σ) be two concept descriptions such that C ⊑∅ D. Then, some
concept description E ∈ EL(Σ) is called most general difference (abbrv.MGD) of C with respect
to D (or, alternatively, complement of D relative to C) if it satisfies the following conditions.
1. C ⊑∅ E
2. C ≡∅ D ⊓ E
3. C ⊑∅ F and C ≡∅ D ⊓ F implies F ⊑∅ E for any F ∈ EL(Σ).
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Furthermore, if C ̸⊑∅ D, then a most general difference of C w.r.t. D is defined as a most
general difference of C w.r.t. C ∨ D. △
It is an immediate consequence from the above definition that all most general differences of
C with respect to D are equivalent. Thus, we shall denote the most general difference by C \D
if it exists. Of course, in the extension EL⊥ of EL with the bottom concept description ⊥ most
general differences cannot exist, since ⊥ \ C must be equivalent to the negation ¬C, which is a
concept description that cannot be expressed in EL⊥ if ⊥ ̸≡∅ C ̸≡∅ ⊤.
We continue our investigations by considering the question whether such most general dif-
ferences always exist. For this purpose, we first define a so-called syntactic difference and then
show that it coincides with the most general difference.
5.7.2 Definition. For two concept descriptions C,D ∈ EL⊥(Σ), the syntactic difference of C
with respect to D is defined modulo ∅ as the following concept description.
C \\ D :=
l
Conj(C) \ { E | D ⊑∅ E } △
5.7.3 Proposition. Most general differences always exist in EL and can be computed in determin-
istic polynomial time. In particular, C \ D ≡∅ C \\ D holds true for any two concept descriptions
C,D ∈ EL(Σ) satisfying C ⊑∅ D.
Proof. It is obvious that C ⊑∅ C \\ D. This fact together with the precondition C ⊑∅ D implies
that C ⊑∅ D ⊓ (C \\ D) is satisfied as well. Now fix some X ∈ Conj(C). In case D ⊑∅ X it im-
mediately follows that D ⊓ (C \\ D) ⊑∅ X. Otherwise if D ̸⊑∅ X, then X ∈ Conj(C \\ D) holds
true, which implies D⊓ (C \\D) ⊑∅ X as well. We conclude that D⊓ (C \\D) ⊑∅ C is satisfied.
Eventually, let E ∈ EL(Σ) such thatC ⊑∅ E andC ≡∅ D⊓E. We shall show that E ⊑∅ C \\D.
Fix some Y ∈ Conj(C \\ D), that is, Y ∈ Conj(C) such that D ̸⊑∅ Y. Since C ≡∅ D ⊓ E, it
follows that D ⊓ E ⊑∅ Y and so D ̸⊑∅ Y implies E ⊑∅ Y.
It is clear that C \\ D can be computed in polynomial time, since the subsumption problem
for EL is in P.
Example. If we consider the concept descriptions C := Er. (A ⊓ B) and D := Er. A ⊓ Er. B,
then we see that C \ D ≡∅ C holds true. △
Reformulating the general definition of a relative pseudo-complement to the case of EL(Σ),
the lattice of EL concept descriptions over Σ, leads to the following definition. For EL concept
descriptions C and D, the relative pseudo-complement of D w.r.t. C is defined modulo ∅ as
follows.
D → C := ⋁︂{ E | D ⊓ E ⊑∅ C }
A lattice in which relative pseudo-complements always exist is called Brouwerian lattice, im-
plicative lattice, or residuated lattice.
5.7.4 Proposition. For all EL concept descriptions C and D, the most general difference of C
w.r.t. D and the relative pseudo-complement of D w.r.t. C are always equivalent modulo ∅, i.e.,
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the following equivalence is satisfied.
C \ D ≡∅ D → C
Proof. Statement 2 yields that
C ≡∅ (C ∨ D) ⊓ (C \ D) ⊒∅ D ⊓ (C \ D).
We infer that C \ D is an element of { E | D ⊓ E ⊑∅ C }. It remains to show that C \ D is
most general in this set. Thus, consider a concept description E such that C \ D ⊑❘ ∅ E and
D ⊓ E ⊑∅ C. Then we have the following.
C ≡∅ (C ∨ D) ⊓ (C \ D)
≡∅ (C ⊓ (C \ D)) ∨ (D ⊓ (C \ D))
≡∅ C ∨ (D ⊓ (C \ D))
⊑∅ C ∨ (D ⊓ E)
⊑∅ C ∨ C
≡∅ C.
Further note that C ∨ (D ⊓ E) ≡∅ (C ⊓ E) ∨ (D ⊓ E) ≡∅ (C ∨ D) ⊓ E where the latter equiv-
alence is obtained by an application of the distributivity law from Proposition 5.2.1 and the
former follows from C ⊑∅ C \ D ⊑∅ E. Thus, we have C ⊑∅ E as well as C ≡∅ (C ∨ D) ⊓ E,
and so Statement 3 implies that E ⊑∅ C \ D.  
5.7.5 Corollary. EL(Σ) is a Brouwerian lattice. □
In the remainder of this section, we explore some mathematical laws that are satisfied for
most general differences.
5.7.6 Proposition. The following statements hold true for any concept descriptions C,D, E, F ∈
EL(Σ).
1. C \ D ⊑∅ E \ F if C ⊑∅ E and D ⊒∅ F
2. C \ ⊤ ≡∅ C or, more generally, C \ D ≡∅ C if C ⊥∅ D
3. (C ⊓ D) \ E ≡∅ (C \ E) ⊓ (D \ E)
4. (C ∨ D) \ E ⊒∅ (C \ E) ∨ (D \ E)
5. (C \ D) \ E ≡∅ C \ (D ⊓ E)
Proof. Statements 1 and 2 easily follow from Proposition 5.7.3. Since Conj(C ⊓ D) =
Conj(C) ∪ Conj(D) holds true, Statement 3 follows from Proposition 5.7.3 as well. We shall
now prove Statement 4.
It is well-known that Conj(C ∨ D) = { X ∨ Y | X ∈ Conj(C) and Y ∈ Conj(D) } holds true.
It then follows according to Proposition 5.7.3 that
Conj((C ∨ D) \ E) = {X ∨Y | X ∈ Conj(C) and Y ∈ Conj(D) such that E ̸⊑∅ X ∨Y }
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and likewise
Conj((C \ E) ∨ (D \ E))
= {X ∨Y | X ∈ Conj(C) and Y ∈ Conj(D) such that E ̸⊑∅ X and E ̸⊑∅ Y }.
Clearly, we have that Conj((C ∨ D) \ E) ⊆ Conj((C \ E) ∨ (D \ E)), which yields the claim.
Statement 5 is again immediately clear due to Proposition 5.7.3.
Note that the converse direction of Statement 2 does not hold true: as a counterexam-
ple one can consider the concept descriptions C := Er. (A ⊓ B) and D := Er. A ⊓ Er. B
again. Furthermore, a counterexample against the converse direction of Statement 4 is
C :=
E
r. (A ⊓ B1), D := Er. (A ⊓ B2), and E := Er. A: it then holds true that (C∨D) \ E ≡∅ ⊤
and (C \ E) ∨ (D \ E) ≡∅ E.
We say that C is strongly not subsumed by D, denoted as ∅ |= C ̸ ⋢ D or, alternatively, as
C ̸ ⋢∅ D, if C ̸⊑∅ E for each E ∈ Conj(D). Note that C ̸⊑∅ D holds true if, and only if, there is
some E ∈ Conj(D) such that C ̸⊑∅ E.
5.7.7 Proposition. Let C,D, E ∈ EL(Σ) be concept descriptions. If C ⊑∅ E and D ̸ ⋢∅ E, then
C \ D ⊑∅ E.
Proof. Let Z ∈ Conj(E). Then, C ⊑∅ E implies there is some X ∈ Conj(C) such that
X ⊑∅ Z. Furthermore, from D ̸ ⋢∅ E it follows that D ̸⊑∅ Z. We infer that D ̸⊑∅ X,
that is, X ∈ Conj(C \ D) holds true as well.

6 Axiomatization of EL
Concept Inclusions from Closure Operators
In this chapter we show how concept inclusions can be axiomatized from datasets described in
the form of a closure operator. This is not an audacious assumption, since we have already seen
in Theorem 4.1.9 that each finite interpretation I induces the closure operator ϕI and further
Proposition 4.3.35 shows that every EL⊥si TBox T induces the closure operator ϕT . Closure op-
erators can then further be obtained by means of the supremum and infimum operation in the
lattice of closure operators as explained in Section 1.5. We will also show that each simple ABox
A induces a closure operator ϕA under a slight restriction of the semantics such that concept
inclusions can be entailed by A. Section 6.2 reformulates the definition of a closure operator
for the lattice of EL⊥si concept descriptions and further defines the notion of compatibility as
an important property. Section 6.3 considers infima of EL⊥si closure operators, shows that the
notion of an infimum corresponds to the logical intersection of TBoxes, and explains problems
that might occur for such infima. In particular, there are examples of infima that cannot be
axiomatized in form of a finite TBox or, equivalently, there are examples of TBoxes for which
the logical intersection must be infinite. The suprema of EL⊥si closure operators are investigated
in Section 6.4. As it turns out, these are rather unproblematic in most cases. Then, Section 6.5
shows how closure operators can be “tamed” by restricting the role depth. For instance, with
such restrictions it is then possible to approximate logical intersections with arbitrary precision.
Eventually, Section 6.6 demonstrates how methods from Formal Concept Analysis can be uti-
lized for computing concept inclusion bases for closure operators that are finite and compatible.
More specifically, we reduce the problem of computing a concept inclusion base of an EL⊥si
closure operator to the problem of computing an implication base of a set closure operator.
Additionally, existing knowledge in form of valid concept inclusions can be incorporated in the
computation, and it is proven the resulting concept inclusion base has minimal cardinality.
Some applications are finally presented in Section 6.8. By iterating the construction with
step-wise increasing role depth, we can compute concept inclusion bases in which role depths
are only as large as necessary and cyclic EL⊥si concept descriptions are avoided if possible.
Another application is concerned with situations where a stream of interpretations shall be
transformed in a corresponding stream of concept inclusion bases, e.g., if new observations in
form of an interpretations are available on a regular basis. We also show how logical intersec-
tions of TBoxes can be approximated. Furthermore, we explain how a dataset in form of an
ABox can be axiomatized if we slightly modify the semantics. A further application describes
how an existing TBox can be used for filtering erroneous objects from a dataset such that con-
cept inclusions are only axiomatized that are valid for the compatible objects. Finally, we show
how our results on axiomatizing closure operators can be used to constitute an interactive,
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gentle repair algorithm for TBoxes.
Since in Section 6.6 and also later in Sections 7.1 and 7.2 we shall expand on Distel’s exist-
ing approach for axiomatizing concept inclusions from interpretations [Dis11, Chapter 5], we
briefly introduce it in the following Section 6.1. Furthermore, we will prove a non-trivial upper
bound on the computational complexity of computing concept inclusion bases from interpreta-
tions. The role-depth-bounded variant in [BDK16] is also mentioned, and we show that there is
a certain depth for which we obtain a role-depth-bounded concept inclusion base that is com-
plete for all EL⊥si concept inclusions valid in the input interpretation and has minimal cardinality.
6.1 Bases of EL⊥si Concept Inclusions for Interpretations
A concept inclusion base for an interpretation I is a TBox T such that, for each concept inclusion
C ⊑ D, it holds true that I |= C ⊑ D if, and only if, T |= C ⊑ D.
Distel has shown in [Dis11, Corollary 5.13 and Theorem 5.18] that, for each finite interpre-
tation I , there is a minimal base of EL⊥si concept inclusions1 for I: the canonical base CanEL⊥si(I).
The construction is built upon the notion of a model-based most specific concept description,
see Section 4.1, and is as follows. From the given finite interpretation I , the induced formal
context KI := (∆I ,M, I) [Dis11, Definitions 4.2 and 5.3] is constructed where
M := {⊥} ∪ ΣC ∪ { Er.XI | r ∈ ΣR and ∅ ̸= X ⊆ ∆I }
and I := { (δ,C) | δ ∈ CI }. Then the canonical base is defined as
CanEL⊥si(I) := {
l
P ⊑
l
PI I | P ∈ PsInt(KI ,S) }
where the background knowledge S contains all implications {C} → {D} over M where
C ⊑∅ D is satisfied. Note that the operator
d is defined on Page 36.
Similarly, Borchmann, Distel, and Kriegel have proven in [BDK16, Theorem 4.32] that
each finite interpretation I has a minimal base of EL⊥d concept inclusions as well, namely the
canonical base CanEL⊥(I , d). The construction of CanEL⊥(I , d) in [BDK16] is essentially the
same except that inM each existential restriction Er.XI is replaced by Er.XId−1 .
Additionally, Distel explained in [Dis11, Section 5.3] that the canonical base CanEL⊥si(I) can
be unraveled up to a depth of dI := |∆I ||∆I |+1 such that adding some further concept inclusions
with a role depth dI + 1 yields a base of EL⊥ concept inclusions for I . Although this base only
contains EL⊥ concept inclusions, it is also complete for the EL⊥si concept inclusions that are
valid in I . However, the unraveled base is not of minimal cardinality.
If we now directly compute the canonical base CanEL⊥(I , dI + 1) then it must be equivalent
to Distel’s unraveling, that is, it is sound and complete for all valid concept inclusions of I .
Furthermore, it enjoys the property of minimal cardinality.
6.1.1 Proposition. The canonical base CanEL⊥(I , dI + 1), which contains only EL⊥ concept
inclusions, is sound and complete for all EL⊥si concept inclusions that are valid in I , and it has
1The results in [Dis11] are formulated in the description logic EL⊥gfp. However, we have seen in Section 3.4.2 that
ELgfp and ELsi are polynomially equivalent. Thus, we reformulate the results in EL⊥si.
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minimal cardinality among all concept inclusion bases for I . □
So far, the complexity of computing concept inclusion bases has not been determined. Using
simple arguments, one could only infer that the canonical base Can(I) can be computed in
double exponential time with respect to I . However, we give an answer to this open question
in the following proposition. As it turns out, Can(I) can always be computed in (single) ex-
ponential time, and further there exist interpretations I for which all concept inclusion bases
must have sizes that are at least exponential w.r.t. |∆I |, that is, for which a concept inclusion
base cannot be encoded in polynomial space.
6.1.2 Theorem. For each finite interpretation I , its canonical base CanEL⊥si(I) can be computed
in exponential time with respect to I . Furthermore, there are finite interpretations I for which a
concept inclusion base cannot be encoded in polynomial space w.r.t. |∆I |.
Proof. We start the proof with citing an important result on sizes of canonical bases of
formal contexts: Albano [Alb17, Theorem 3.2.1] has shown that, for any formal context
K := (G,M, I), it holds true that |Can(K)| ≤ |M| · |Int(K)|. We have seen above that the
premises of the concept inclusions in Can(I) correspond to the pseudo-intents of the induced
formal contextKI and, more specifically, for every pseudo-intent P ofKI , its conjunction
d
P is
such a premise in Can(I). It follows that the number of concept inclusions in Can(I) is bounded
by the number of implications in Can(KI ). Applying Albano’s result yields that the number of
concept inclusions in Can(I) cannot be greater than |M| · |Int(KI )|. Analyzing the definition of
the attribute setM shows that its number of elements is bounded by 1+ |ΣC|+ |ΣR| · (2|∆I |− 1),
that is, the cardinality of M is at most exponential in the cardinality of the domain ∆I . Fur-
thermore, for every formal context K := (G,M, I), the number of intents of K is bounded by
the minimum of 2|G| and 2|M|. Consequently, the cardinality of Int(KI ) cannot exceed 2|∆I |.
Summing up, the cardinality of Can(I) is at most exponential in |∆I |.
In Section 4.1 we have seen that the model-based most specific concept descriptions can
always be computed in exponential time: either one computes the powering ℘(I) and then
gets the MMSC XI as Esim(℘(I),X), or one computes the product×{ (I , δ) | δ ∈ X } and then
Esim(×{ (I , δ) | δ ∈ X }) equals the MMSC XI . Consequently, there is always an encoding of
the attribute set M that has an exponential size w.r.t. |∆I |. Furthermore, Can(I) consists of
at most exponentially many concept inclusions, the premises and conclusions in Can(I) have
at most exponentially many top-level conjuncts, and each of these top-level conjuncts has an
exponential size. In summary, the size of an (efficient) encoding of Can(I) has exponential size.
We proceed with demonstrating that we can compute the canonical base Can(I) in exponen-
tial time w.r.t. |∆I |. We divide this computation task into three steps.
Computing the attribute set M. We have already argued that each model-based most specific
concept description can be computed in exponential time, and since there are at most
exponentially many model-based most specific concept descriptions, we conclude thatM
can be computed in exponential time too.
Computing the induced context KI . It remains to compute the incidence relation of KI . For
that purpose, we consider each object δ ∈ ∆I and each attribute C ∈ M, and check if
δ ∈ CI holds true. Since each such check requires time polynomial in |∆I |+ ||C||, that is,
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time exponential in |∆I |, and exponentially many such checks are necessary, we conclude
that the incidence relation of the induced context can be computed in exponential time.
Including the aforementioned result shows that the induced context can be computed in
exponential time.
Computing the canonical base Can(I). We consider the algorithm NextClosures from Sec-
tion 2.1. Since KI has at most 2|∆I | intents, there are at most 2|∆I | · |M| fresh candidates
during the algorithm’s run on KI as input. We have already argued that the cardinality
ofM is exponential in |∆I |, and it follows that each fresh candidate will at most exponen-
tially many times be closed against L∗ (where L denotes the approximation of Can(KI )
during the algorithm’s run, which will satisfy L = Can(KI ) after termination). Comput-
ing the closure of a subset C ⊆ M against L∗ takes time bounded by |L|2 · (|M|2 + |M|),
since for computing this closure we need to loop at most |L| times and within each loop
iteration it is necessary to check, for each implication X → Y ∈ L, whether X ⊊ C holds
true and if so, we add all elements of Y to C. Consequently, closing a subset ofM against
L∗ requires exponential time with respect to |∆I |.
Summing up, during a run ofNextClosures on an induced contextKI at most exponentially
many fresh candidates will be computed, each of these candidates will at most exponen-
tially many times be closed against L∗ for the current L ⊆ Can(KI ), and each of these clo-
sures can be computed in exponential time. Consequently, NextClosures runs in exponen-
tial time on the inputKI . Eventually, the transformation from Can(KI ) to Can(I) is triv-
ial, does not notably increase the size of an encoding, and needs only one traversal through
Can(KI ), that is, Can(I) can be computed from Can(KI ) in exponential time as well.
We conclude that, using NextClosures, the canonical base of an interpretation can always be
computed in deterministic exponential time.
Kuznetsov andObiedkov [KO08, Theorem 4.1] have shown that the number of implications
in the canonical base Can(K) of a formal contextK := (G,M, I) can be exponential in |G| · |M|.
Their proof shows that we can even ignore the size of the attribute set M, since the considered
formal contexts (G,M, I) are such that the size of M is linear in the size of G and the corre-
sponding canonical bases contain exponentially many implications also with respect to the size
of the object set G. As a consequence, we obtain that there exist formal contexts (G,M, I) for
which an implication base cannot be encoded in space polynomial in |G|, as the canonical base
of a formal context K has a minimal number of implications among all implication bases for
K. Since each formal context can be treated as an interpretation over a signature without role
names, this important result immediately transfers from the Formal Concept Analysis setting
to the Description Logic setting, and we conclude that there exist interpretations I for which a
concept inclusion base cannot be encoded in polynomial space with respect to the cardinality
of the domain ∆I .
Similarly to the above Theorem 6.1.2, we can prove the following result. Note that in Sec-
tion 4.1 we have shown that the size of a role-depth-bounded MMSC XId is exponential in I
and d.
6.1.3 Proposition. For each finite interpretation I and role depth bound d ∈ N, its canonical
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base CanEL⊥(I , d) can be computed in exponential time with respect to I and d. Furthermore, there
are finite interpretations I for which a concept inclusion base cannot be encoded in polynomial
space w.r.t. |∆I |. □
6.2 Closure Operators and Their Properties
In this section, we specialize the notion of a closure operator from Section 1.5 to the lattice of
EL⊥si concept descriptions. Since our overall goal for this chapter is to develop a method for ax-
iomatizing concept inclusions from such closure operators, we shall also formulate a condition
that must be satisfied in order to be axiomatizable.
A closure operator in (the dual of) EL⊥si (Σ) is a mapping ϕ : EL⊥si(Σ)→ EL⊥si(Σ) that satisfies
the following conditions for all EL⊥si concept descriptions C and D.
1. Cϕ ⊑∅ C (extensive)
2. C ⊑∅ D implies Cϕ ⊑∅ Dϕ (monotonic)
3. Cϕϕ ≡∅ Cϕ (idempotent)
Note that we write Cϕ instead of ϕ(C), and such a concept description Cϕ is called a closure
of ϕ. We shall denote by Clo(ϕ) the set of all (equivalence classes of) closures of ϕ. A closure
operator ϕ is finite if Clo(ϕ) is finite, and infinite otherwise.
Furthermore, an EL⊥si concept inclusion C ⊑ D is valid for ϕ, denoted as ϕ |= C ⊑ D or
C ⊑ϕ D, if Eϕ ⊑∅ C implies Eϕ ⊑∅ D for every EL⊥si concept description E. It is readily verified
that C ⊑ϕ D holds true if, and only if, Cϕ ⊑∅ D.
6.2.1 Corollary. Let ϕ be some closure operator in EL⊥si (Σ), and further assume that C as well
as D are EL⊥si concept descriptions. Then, the following statements hold true.
1. (C ⊓ D)ϕ ⊑∅ Cϕ ⊓ Dϕ
2. (C ⊓ D)ϕ ≡∅ (Cϕ ⊓ Dϕ)ϕ
3. Cϕ ∨ Dϕ ⊑∅ (C ∨ D)ϕ
4. Cϕ ∨ Dϕ ≡∅ (Cϕ ∨ Dϕ)ϕ
Proof. The statements are obtained as corollaries of Section 1.5.
6.2.2 Definition. A closure operator ϕ in EL⊥si (Σ) is compatible if Cϕ ⊑∅
E
r.D implies
Cϕ ⊑∅ Er.Dϕ for all C,D ∈ EL⊥si(Σ). △
6.2.3 Lemma. A closure operator ϕ in EL⊥si (Σ) is compatible if, and only if, for each successor-
reduced ELsi concept description Esim(I , δ) that is a closure of ϕ, also the concept description
Esim(I , ϵ) is a closure of ϕ for each object ϵ ∈ ∆I that is reachable from δ.
Proof. Let ϕ be compatible and consider some successor-reduced ELsi concept description
Esim(I , δ) that is a closure of ϕ. We prove the claim by induction on the reachability relation
on ∆I . Fix some object ϵ such that (δ, ϵ) ∈ rI , i.e., ( Esim(I , δ))ϕ = Esim(I , δ) ⊑∅ Er. Esim(I , ϵ)
holds true. Since ϕ is compatible, we conclude that ( Esim(I , δ))ϕ = Esim(I , δ) ⊑∅
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E
r. (
Esim(I , ϵ))ϕ, i.e., there must exist some object ζ such that (δ, ζ) ∈ rI and Esim(I , ζ) ⊑∅
(
Esim(I , ϵ))ϕ. This implies Esim(I , ζ) ⊑∅ Esim(I , ϵ) and, since Esim(I , δ) is successor-reduced,
Definition 3.4.13 shows that ϵ = ζ. We conclude that Esim(I , ϵ) must be a closure of ϕ.
Vice versa, let Esim(I , δ) and Esim(J , ϵ) be ELsi concept descriptions such that Esim(I , δ) is
a closure of ϕ and Esim(I , δ) ⊑ Er. Esim(J , ϵ) is satisfied. Since each concept description is
equivalent to its successor-reduction, we can without loss of generality assume that Esim(I , δ)
is successor-reduced. Then there must exist some ζ with (δ, ζ) ∈ rI such that Esim(I , ζ) ⊑∅
Esim(J , ϵ) holds true. By assumption, Esim(I , ζ) is a closure of ϕ, which implies Esim(I , ζ) ⊑∅
(
Esim(J , ϵ))ϕ. Eventually, this shows that Esim(I , δ) ⊑∅ Er. ( Esim(J , ϵ))ϕ as claimed.
6.2.4 Lemma. Let ϕ be a closure operator in EL⊥si (Σ). Then the following statements hold true.
1. For every EL⊥si concept inclusion C ⊑ D, it holds true that ϕ |= C ⊑ D implies
ϕ |= C ⊓ E ⊑ D ⊓ E for all EL⊥si concept descriptions E.
2. If ϕ is compatible, then for every EL⊥si concept inclusion C ⊑ D, it holds true that ϕ |= C ⊑ D
implies ϕ |= Er.C ⊑ Er.D for all role names r ∈ ΣR.
Proof. 1. Let Cϕ ⊑∅ D. This implies Cϕ ⊓ E ⊑∅ D ⊓ E. According to the mathematical laws
for closure operators cited in Section 1.5, we have that Cϕ ⊓ E ⊒∅ (C ⊓ E)ϕ, which then
yields the claim.
2. Let Cϕ ⊑∅ D. As ϕ is extensive, we know that ( Er.C)ϕ ⊑∅ Er.C must be satisfied.
Using compatibility yields that ( Er.C)ϕ ⊑∅ Er.Cϕ holds true. We can now conclude that
(
E
r.C)ϕ ⊑∅ Er.D as needed.
If a closure operator ϕ is not compatible, then we could define the closure operator ˆ︁ϕ that
exhaustively applies ϕ until no more changes occur. However, it cannot always be guaranteed
that this process would finish after finitely many steps, i.e., an ill-formed infinite concept de-
scription might be constructed. In general, this approach can only succeed if almost all concept
descriptions are closures of ϕ, i.e., there are only finitely many concept descriptions being not
closed for ϕ. In this case, it is possible to show that ˆ︁ϕ is the ⊴-maximal compatible closure
operator ⊴-below ϕ.
6.2.5 Definition. A closure operator ϕ in EL⊥si (Σ) is called
1. representable if there is a set Prem(ϕ) of EL⊥si concept descriptions
2. finitely representable if there is a finite set Prem(ϕ) of EL⊥si concept descriptions
3. acyclically representable if there is a set Prem(ϕ) of EL⊥ concept descriptions
4. finitely acyclically representable if there is a finite set Prem(ϕ) of EL⊥ concept descriptions
such that, for each concept inclusion α, the (possibly infinite) TBox { C ⊑ Cϕ | C ∈ Prem(ϕ) }
entails α if, and only if, α is valid in ϕ. △
6.2.6 Definition. A closure operator ϕ in EL⊥si (Σ) is
1. axiomatizable if there exists a (possibly infinite) EL⊥si TBox T
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2. finitely axiomatizable if there exists an EL⊥si TBox2 T
3. acyclically axiomatizable if there exists a (possibly infinite) TBox T in which all premises
are EL⊥ concept descriptions and all conclusions are EL⊥si concept descriptions
4. finitely acyclically axiomatizable if there exists a TBox T in which all premises are EL⊥
concept descriptions and all conclusions are EL⊥si concept descriptions
such that, for any EL⊥si concept inclusion α, it holds true that α is valid in ϕ if, and only if, α is
entailed by T . △
6.2.7 Lemma. Fix some adverb x ∈ {ϵ, finitely, acyclically, finitely acyclically} and let ϕ be a
closure operator in EL⊥si (Σ). Then, ϕ is x representable if, and only if, ϕ is x axiomatizable.
Proof. If ϕ is x representable, then {C ⊑ Cϕ | C ∈ Prem(ϕ) } x axiomatizes ϕ.
Vice versa, assume that ϕ is x axiomatized by some TBox T . Define Prem(ϕ) := Prem(T ); we
show that T and { C ⊑ Cϕ | C ∈ Prem(ϕ) } are equivalent. Consider some concept inclusion
C ⊑ D in T . Then it must be valid in ϕ as well, i.e., Cϕ ⊑∅ D holds true. We conclude that
{C ⊑ Cϕ} entails C ⊑ D. Since each concept inclusion C ⊑ Cϕ is valid in ϕ for each premise
C ∈ Prem(ϕ), it follows that T |= C ⊑ Cϕ.
representable axiomatizable
finitely
representable
acyclically
representable
finitely
axiomatizable
acyclically
axiomatizable
finitely
acyclically
representable
finitely
acyclically
axiomatizable
6.2.8 Figure. Implications between properties of closure operators
The implications between properties of closure operators are compactly displayed in Fig-
ure 6.2.8.
6.2.9 Proposition. Each axiomatizable closure operator is compatible.
Proof. Consider some possibly infinite T where ϕ |= α is equivalent to T |= α for each concept
inclusion α.
2Note that TBoxes are always finite, cf. Page 34.
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If Cϕ ⊑∅ Er.D, then C ⊑ Er.D is valid in ϕ. We infer that C ⊑ Er.D is entailed by T . It is
further trivial that the concept inclusion D ⊑ Dϕ is valid in ϕ, i.e., T entails D ⊑ Dϕ as well.
We conclude that T entails C ⊑ Er.Dϕ, and thus we conclude that Cϕ ⊑∅ Er.Dϕ.
6.2.10 Definition. EL⊥si is compact if, for each infinite EL⊥si TBox T that entails an EL⊥si concept
inclusion C ⊑ D, there is a finite subset F ⊆fin T such that F |= C ⊑ D. △
[Lut19]. EL⊥si is not compact for infinite signatures.
Proof. Consider the following TBox T where we use Er∞.⊤ as an abbreviation for the concept
description Esim(I , δ) where ∆I := {δ} and rI := {(δ, δ)}
T := { A ⊑ Er.X1, Xn ⊑ Er.Xn+1, Er∞.⊤ ⊑ B | n ∈N+ }
It is easy to see that T entails the concept inclusion A ⊑ B, but no finite subset of T does so.
It is currently unclear whether EL⊥si is compact for finite signatures. If this happens to be true,
then we can prove as follows that the properties compatibility and axiomatizability coincide.
6.2.11 Proposition. Assume that the signature Σ is finite and EL⊥si is compact for finite signatures.
Each compatible closure operator is axiomatizable.
Proof. If ϕ is compatible, then we choose T := { α | ϕ |= α }. It is then obvious that ϕ |= α
implies T |= α for each concept inclusion α.
It remains to prove that T |= α also implies ϕ |= α. Thus let C ⊑ D be some concept
inclusion that is entailed from T . Compactness yields a finite sub-TBox F ⊆fin T which entails
our considered concept inclusion C ⊑ D, that is, CF ⊑∅ D holds true.
First assume that C is satisfiable w.r.t. F . If Cϕ ≡∅ ⊥, then Cϕ ⊑∅ D is clearly satisfied.
Now let Cϕ ̸≡∅ ⊥. Proposition 4.3.31 yields that CF is equivalent to CFsat . We continue with
proving that Cϕ ⊑∅ CF , which then implies the claim.
We know that we can construct the most specific consequence CFsat step-wise with a rule-
based approach. More specifically, there is a sequence of ABoxes
{C ⊏− C} =: A0 → A1 → A2 → . . . → An := A′C,Fsat
such that each Ai+1 is obtained from Ai by applying the ⊓-rule, the E-rule, or the ⊑′-rule.
Without loss of generality, assume that the ⊑′-rule is only applied if the other two rules are not
applicable, i.e., the ⊑′-rule is only applied to ⊓- E-complete ABoxes. Furthermore, let Jk be the
induced interpretation of Ak for each suitable index k. We shall now show by induction that,
for each index k, the relation
Sk := { (D, ϵ) | D ⊒∅ Esim(I , ϵ) }
is a simulation from (Jk,C) to (I , δ) where Cϕ = Esim(I , δ) and, without loss of generality,
the concept description Esim(I , δ) is reduced and the domain ∆I contains only objects that are
reachable from δ. Since Esim(I , δ) = Cϕ ⊑∅ C must be satisfied due to extensitivity of ϕ, it
follows that (C, δ) ∈ Sk for each k. Further note that during the construction of the above
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sequence of ABoxes individual names can only be added to the ABoxes but never be deleted,
that is, Sk ⊆ Sk+1 holds true for every k.
The induction base for k = 0 is obvious. For the induction step we proceed with a case dis-
tinction on the rule that has been applied for the stepAk → Ak+1. Fix some pair (D, ϵ) ∈ Sk+1,
i.e., D ⊒∅ Esim(I , ϵ) holds true. In particular, we also have (D, ϵ) ∈ Sℓ for each index ℓ ≤ k if
D already occurs as an individual name in Aℓ.
⊓-rule. By assumption there is some axiom D ⊏− E in Ak such that
Ak+1 = Ak ∪ {D ⊏− F | F ∈ Conj(E) }.
The only differences in the induced interpretations Jk and Jk+1 arise from the new asser-
tions D ⊏− A for a concept name A ∈ Conj(E), since it holds true that AJk+1 = AJk ∪ {D}
for each such A ∈ Conj(E) and all other extensions of names do not differ between Jk
and Jk+1.
The case D = E is easy, as it then immediately follows that D ⊑∅ A, which shows that
Esim(I , ϵ) ⊑∅ A, i.e., ϵ ∈ AI .
Otherwise, the axiom D ⊏− E must have been created by an application of the ⊑′-rule in a
previous step, i.e., there is some index ℓ < k such that Aℓ+1 = Aℓ ∪ {D ⊏− E} and there
is some F such that F ⊑ E is a concept inclusion in Fsat where D ⊏−Aℓ F. By definition,
F ⊑ E must be valid in ϕ.
Since Aℓ is ⊓- E-complete, D ⊏−Aℓ F implies D ∈ FJℓ . By induction hypothesis, Sℓ is a
simulation from Jℓ to I and contains (D, ϵ), which implies ϵ ∈ FI , i.e., Esim(I , ϵ) ⊑∅ F
holds true. We conclude that Esim(I , ϵ) ⊑ϕ E. Thus, it follows that ( Esim(I , ϵ))ϕ ⊑∅ E,
and compatibility of ϕ in conjunction with the fact that Esim(I , δ) is a closure of ϕ im-
plies Esim(I , ϵ) ⊑∅ E. In particular, this means that ϵ ∈ AI for each concept name
A ∈ Conj(E).
E-rule. Assume that there is some assertion D ⊏− Er. E in Ak such that
Ak+1 = Ak ∪ {(D, E) ⊏− r, E ⊏− E}.
If E is not already an individual name occurring in Ak, then we have that
• ∆Jk+1 = ∆Jk ∪ {E},
• AJk+1 = AJk ∪ {E} if E = A,
• AJk+1 = AJk otherwise, and
• extensions of other concept names do not differ between Jk+1 and Jk;
otherwise ∆Jk+1 = ∆Jk holds true and the extensions of each concept name do not differ
between Jk+1 and Jk. Furthermore, we have rJk+1 = rJk ∪ {(D, E)}, and extensions of
other role names do not differ between Jk+1 and Jk.
If Er. E ∈ Conj(D), then Esim(I , ϵ) ⊑∅ Er. E follows. We conclude that there is some
ζ ∈ ∆I such that (ϵ, ζ) ∈ rI and Esim(I , ζ) ⊑∅ E, i.e., (E, ζ) ∈ Sk+1.
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Otherwise, the assertion D ⊏− Er. E must have been created by an application of
the ⊑′-rule (possibly followed by the ⊓-rule) in some previous step, that is, we have
some index ℓ < k and some concept inclusion F ⊑ G in Fsat where D ⊏−Aℓ F, and
Aℓ+1 = Aℓ ∪ {D ⊏− G}, and Er. E ∈ Conj(G). Note that F ⊑ G is valid in ϕ.
SinceAℓ is ⊓- E-complete, D ⊏−Aℓ F implies D ∈ FJℓ . According to the induction hypothe-
sis the relation Sℓ is a simulation from Jℓ to I containing (D, ϵ), and we hence conclude
that ϵ ∈ FI , i.e., Esim(I , ϵ) ⊑∅ F. We further infer that Esim(I , ϵ) ⊑ϕ G ⊑∅ Er. E, which
implies ( Esim(I , ϵ))ϕ ⊑∅ Er. E. Since ϕ is compatible and Esim(I , δ) is a closure of ϕ, it
follows that Esim(I , ϵ) ⊑∅ Er. E, and so we can conclude as above that there exists some
ζ ∈ ∆I such that (ϵ, ζ) ∈ rI and (E, ζ) ∈ Sℓ+1 ⊆ Sk+1.
It remains to demonstrate that ζ ∈ AI is satisfied for the case where E = A. However,
this follows from Esim(I , ζ) ⊑∅ E, which is satisfied in both above cases.
⊑′-rule. Eventually, consider the case where there exists some concept inclusion E ⊑ F in Fsat
such that D ⊏−Ak E and
Ak+1 = Ak ∪ {D ⊏− F}.
If F is not a concept name, then the interpretations Jk+1 and Jk are equal and we are
done. Otherwise for F = A the only difference between the interpretations Jk+1 and
Jk is possibly that AJk+1 = AJk ∪ {D}. As above, D ⊏−Ak E implies D ∈ EJk . It follows
that ϵ ∈ EI and thus Esim(I , ϵ) ⊑∅ E. We conclude that Esim(I , ϵ) ⊑ϕ F and thus
(
Esim(I , ϵ))ϕ ⊑∅ F. Now using compatibility of ϕ together with the precondition that
Esim(I , δ) is a closure of ϕ yields Esim(I , ϵ) ⊑ F, i.e., ϵ ∈ AI .
Finally, assume that C is satisfiable w.r.t. F . We continue with a proof by contradiction and
show that that the closure Cϕ must be equivalent to ⊥. Thus, let Cϕ ̸≡∅ ⊥. Like in the proof
of Proposition 4.3.27, let U be the subset of F not containing any concept inclusions E ⊑ ⊥.
Since U is an ELsi TBox, we can use the same proof as above to conclude that Cϕ ⊑∅ CU holds
true. According to arguments in the proof of Proposition 4.3.27, there must exist some role
word w ∈ Σ∗R as well as some concept inclusion E ⊑ ⊥ ∈ F \ U such that CU ⊑∅
E
w. E.
It follows that Cϕ ⊑∅ Ew. E. We now use the compatibility of ϕ inductively to conclude that
Cϕ ⊑∅ Ew. Eϕ. Since E ⊑ ⊥ is valid for ϕ, we infer that Cϕ ⊑ Ew.⊥ ≡∅ ⊥.  
We close this section with providing some examples of compatible closure operators.
6.2.12 Proposition. For each finite interpretation I , the mapping
ϕI : EL⊥si(Σ)→ EL⊥si(Σ)
C ↦→ CII
is a compatible, finitely acyclically representable closure operator.
Proof. Theorem 4.1.9 shows that ϕI is a closure operator. Propositions 3.4.4 and 4.1.6 yields
that ϕI is compatible. Furthermore, Proposition 6.1.1 implies that ϕI is finitely acyclically
representable.
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6.2.13 Proposition. For each EL⊥si TBox T , the mapping
ϕT : EL⊥si(Σ)→ EL⊥si(Σ)
C ↦→ CT
is a compatible, finitely representable closure operator. If all premises in T are EL⊥ concept
descriptions, then ϕT is finitely acyclically representable.
Proof. The fact that ϕT is a closure operator has been proven in Proposition 4.3.35. Compati-
bility is demonstrated in Corollary 4.3.42. The statements on representability are obvious.
It is easy to verify that, for each subset Γ ⊆ Σ, the below mapping ϕΓ is a compatible closure
operator.
ϕΓ : EL⊥si(Σ)→ EL⊥si(Σ)
Esim(I , δ) ↦→
{︄
Esim(I , δ) if σI = ∅ for each σ ∈ Σ \ Γ
⊥ otherwise
For each ELsi concept description C that is not equivalent to some EL concept description, we
define its rank as |C| := ∞. Now fix some number ℓ ∈ N. Then, the following mapping is a
compatible closure operator.
ϕℓ : EL⊥si(Σ)→ EL⊥si(Σ)
C ↦→
{︄
C if |C| ≤ ℓ
⊥ otherwise
Note that in Section 6.8.4 we will also show that each (simple) ABox A induces a closure
operator ϕA, which is compatible and finitely acyclically representable.
6.3 The Infimum of Closure Operators
This section is concerned with the infimum operation on closure operators. For two closure
operators ϕ and ψ, the infimum ϕ ψ satisfies the equivalence Cϕ ψ ≡∅ Cϕ ∨ Cψ for each ELsi
concept description C, cf. Section 1.5. We first show some general statements for such infima
and later provide some applications that utilize the canonical base of an infimum. We define
the notion of a logical intersection of two TBoxes and show how it corresponds to the infimum
of the corresponding closure operators. As it turns out, it is not always possible to finitely rep-
resent the logical intersection, since there are examples of pairs of TBoxes for which the logical
intersection would need to contain infinitely many concept inclusions and can thus not exist.
However, it is possible to approximate the logical intersection up to a predefined role depth
by computing a canonical base for the depth restriction of the infimum of the corresponding
closure operators. A further application considers a setting where a (possibly infinite) sequence
of interpretations is available. For instance, these interpretations could contain observations
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that are made accessible on a regular basis. The overall goal is then to constitute an incremental
procedure that can axiomatize the concept inclusions being valid up to the current time point,
i.e., being valid in all interpretations that have been processed until the current time point.
A last application varies the restrictions on the input data set: we replace interpretations by
simple ABoxes, and thus switching from closed-world assumption to open-world assumption.
Basically, such simple ABoxes can be seen as a three-mode data structure; we can not only
express that some object belongs to some concept name or not, or is connected to some other
object by some role name or not, but we can also express that it is unknown.
6.3.1 Proposition. If ϕ and ψ are finite closure operators, then the infimum ϕ ψ is finite too.
Proof. The claim is an obvious consequence of the fact that Cϕ ψ ≡∅ Cϕ ∨ Cψ holds true for
each ELsi concept description C.
6.3.2 Proposition. If ϕ and ψ are compatible closure operators in EL⊥si (Σ), then their infimum
ϕ ψ is compatible as well.
Proof. Consider some EL⊥si concept descriptions C and D such that Cϕ ψ ⊑∅
E
r.D. Since
Cϕ ψ ≡∅ Cϕ ∨ Cψ holds true, we conclude that Cϕ ⊑∅ Er.D and Cψ ⊑∅ Er.D. Compatibility
of ϕ and ψ implies Cϕ ⊑∅ Er.Dϕ and Cψ ⊑∅ Er.Dψ. Since we have that Dϕ ⊑∅ Dϕ ∨ Dψ and
likewise Dψ ⊑∅ Dϕ ∨ Dψ, we conclude that both Cϕ and Cψ are subsumed by Er.Dϕ ψ w.r.t.
∅, i.e., Cϕ ψ ⊑∅ Er.Dϕ ψ follows.
Since we always consider finitely representable closure operators in order to be able to treat
these with a computer, we have that, for each such closure operator ϕ, there is always a TBox
T with the property that a concept inclusion is valid for ϕ if, and only if, it is entailed by T ,
cf. Section 6.2. In the following, we show that the notion of an infimum of two finitely repre-
sentable closure operators can also be equivalently treated as a notion of a logical intersection
of two TBoxes. In particular, we shall demonstrate that a concept inclusion is simultaneously
entailed by two TBoxes T1 and T2 if, and only if, it is valid for the infimum ϕT1 ϕT2 of the
corresponding closure operators.
6.3.3 Proposition. Let T1 ∪ T2 ∪ {C ⊑ D} be an EL⊥si TBox. Then, the following statements are
equivalent.
1. C ⊑T1 D and C ⊑T2 D
2. CT1 ⊑∅ D and CT2 ⊑∅ D
3. CT1 ∨ CT2 ⊑∅ D
4. ϕT1 |= C ⊑ D and ϕT2 |= C ⊑ D
5. ϕT1 ϕT2 |= C ⊑ D
Proof. Statements 1 and 2 are equivalent by Proposition 4.3.39. The very definition of least com-
mon subsumers yields that Statements 2 and 3 are equivalent. Furthermore, Corollary 4.3.40
implies the equivalence of Statements 1 and 4. Eventually, Section 1.5, or alternatively [Kri16b,
Section 3.1], shows the equivalence of Statements 4 and 5.
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We conclude that, if ϕ and ψ are closure operators with respective finite representations T
and U , then a finite representation of the infimum ϕ ψ is a logical intersection of T and U ,
which is defined in the following way.
6.3.4 Definition. Let DL1 and DL2 denote description logics and fix two DL1 terminological
boxes T and U . Then, some DL2 terminological box V is called logical intersection of T and U
in DL2 if it satisfies the following conditions.
1. T |= V and U |= V hold true.
2. For any DL2 terminological boxW , if T |=W and U |=W , then V |=W .
It is immediate to conclude that, if existent, the logical intersection of T and U is unique modulo
equivalence—hence, we shall denote it by T U . △
Note that the logical intersection must be finite, since terminological boxes are always finite.
If we would drop this constraint, then the logical intersection of terminological boxes T and U
would exist in every case, as it could simply contain all concept inclusions that are entailed by
both T and U , i.e.,
T U ≡ {C ⊑ D | T |= C ⊑ D and U |= C ⊑ D }.
For our purposes, we only consider the cases where the description logics DL1 and DL2 are
one of EL, EL⊥, ELd, EL⊥d , ELsi, or EL⊥si.
6.3.5 Proposition. The logical intersection of the EL TBoxes
T := {A ⊑ Er. B1, B1 ⊑ Er. B1}
and U := {A ⊑ Er. B2, B2 ⊑ Er. B2}
does not exist in EL, i.e., there is no (finite) EL TBox that axiomatizes the infimum ϕT ϕU .
Proof. It is easy to see that both T and U entails A ⊑ Ern.⊤ for each number n ∈N. Now as-
sume that T U exists in EL, i.e., T U |= A ⊑ Ern.⊤ for each n ∈N. We infer that AT U ⊑∅
E
rn.⊤ for each n ∈N. We conclude that the most specific consequence AT U must be a cyclic
ELsi concept description, i.e., the logical intersection T U is not cycle-restricted and the canon-
ical model IA,T U is not tree-shaped. More specifically, there is a concept description C in the
domain of IA,T U and role words v ∈ Σ∗R, w ∈ Σ+R such that A ⊑T U
E
v.C and C ⊑T U Ew.C.
Claim. If T entails C ⊑ D, then Sig(T ) ∪ Sig(C) ⊇ Sig(D).3
Proof. Fix some name σ ∈ Sig(D) \ (Sig(T ) ∪ Sig(C)). On Page 83 we have seen that the
canonical model IC,T is a model of T and satisfies CIC,T ̸= ∅. Define J := IC,T except for
σJ := ∅. Then J is also a model of T and CJ ̸= ∅, but DJ = ∅. We conclude that T does
not entail C ⊑ D.
3By Sig(X) we denote the set of all concept and role names occurring in X.
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Since in T and U only the role name r occurs, we infer that v and w cannot contain any role
names different from r. Furthermore, we conclude that Sig(C) ⊆ {A, r}. If A occurs in C, then
there is some number m ∈ N such that C ⊑∅ Erm. A—it follows that both T and U entail
A ⊑ Ev. Erm. A, a contradiction.  As a consequence, C must be of the form Ern.⊤ for some
n ∈N. However, this means that Ern.⊤ ⊑ Ew. Ern.⊤must be entailed by both T and U , which
yields a contradiction as well.  Thus, the logical intersection T U cannot exist in EL.
6.3.6 Proposition. If the signature Σ contains some role name, then the infimum ϕS ϕT is not
finitely acyclically representable for the TBoxes S := {A ⊑ B1} and T := {A ⊑ B2}, although
both closure operators ϕS and ϕT are finitely acyclically representable.
Proof. Fix a role name r ∈ ΣR. It is easy to see that both S and T entail the concept inclusion
E
rn. (A ⊓ B1) ⊓ Ern. (A ⊓ B2) ⊑ Ern. (A ⊓ B1 ⊓ B2)
for each number n ∈ N, i.e., each of these concept inclusions must be valid in the infimum
ϕS ϕT . Furthermore, note that CS T ≡∅ CS ∨ CT holds true for each concept description
C ∈ EL⊥si(Σ).
Now assume that there is some finite set P of EL⊥ concept descriptions such that ϕS ϕT ≡ P
is satisfied for P := { P ⊑ PS ∨ PT | P ∈ P }. This implies that P entails the above concept
inclusion for each n ∈ N. Obviously, the above concept inclusion is no tautology, i.e., not valid
in all interpretations. An application of Lemma 4.3.19 shows that, for each n ∈ N, there must
exist some premise Pn ∈ P such that
1. either Ern. (A ⊓ B1) ⊓ Ern. (A ⊓ B2) ⊑∅ Pn
and Ern. (A ⊓ B1) ⊓ Ern. (A ⊓ B2) ̸⊑∅ PSn ∨ PTn ,
2. or Erk. (A ⊓ Bi) ⊑∅ Pn and Erk. (A ⊓ Bi) ̸⊑∅ PSn ∨ PTn
for some k ∈ {0, . . . , n} and i ∈ {1, 2}.
Let d := max{ rd(P) | P ∈ P }. Then the first option cannot be satisfied for n = d+ 1 and
there must exist some k ∈ {0, . . . , d} and some i ∈ {1, 2} such that Erk. (A ⊓ Bi) ⊑∅ Pd+1 holds
true. This means that Pd+1 must be equivalent to a concept description either of the form
E
rj.⊤
where j ≤ k or of the form Erk.X where X ∈ {A, Bi, A ⊓ Bi}. It is readily verified that in every
case Pd+1 must be equivalent to PSd+1 ∨ PTd+1 w.r.t. ∅, which yields a contradiction.  
6.3.7 Proposition. If the signature Σ contains some role name, then the infimum ϕS ϕT is not
finitely representable for the TBoxes S := {A ⊑ B1} and T := {A ⊑ B2}.
Proof. The proof is similar to the above proof of Proposition 6.3.6. However, the set P of
premises can now also contain EL⊥si concept descriptions. Without loss of generality, assume
that P does not contain any acyclic EL⊥si concept descriptions. Now let P = P1 ⊎P2 be a partition
such that P1 contains all EL⊥ concept descriptions in P, and such that P2 contains all (cyclic)
EL⊥si concept descriptions in P.
According to the comment below Lemma 4.3.19, we then get that, for each n ∈ N, there
must exist some premise Pn ∈ P1 satisfying one of the properties in the above proof. We can
then similarly construct a contradiction by considering d := max{ rd(P) | P ∈ P1 }.
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It is currently an open problem whether the infimum ϕ ψ is acyclically representable if the
closure operators ϕ and ψ are both finitely acyclically representable. Since our overall goal is to
compute finite representations of closure operators if this is possible, a solution to this question
is not directly necessary. However, an affirmative answer would then show that we can start
an enumeration of a then acyclic representation of ϕ ψ, but which could continue infinitely
long. In such an enumeration, we could step-wise increase the role depths of the premises and
compute a concept inclusion base for the current role depth relative to the union of the bases
for smaller role depths, as explained in Section 6.8.1.
The author believes that the above statement holds true, and that it might help to show that,
for any d ∈N, there exists some e ∈N such that (C↾e)T ⊑∅ CT ↾d.
6.3.8 Corollary. If ϕ and ψ are finite, compatible closure operators, then the infimum ϕ ψ is
finite and compatible as well.
6.4 The Supremum of Closure Operators
Note that, for two closure operators ϕ and ψ, the supremum closure Cϕ ψ of each EL⊥si concept
description C is defined as the most general EL⊥si concept description that is subsumed by C
and is a closure of both ϕ and ψ, i.e., it is formally defined as follows.4
Cϕ ψ :=
⋁︂{D | D ∈ EL⊥si(Σ) and D ⊑∅ C and D ≡∅ Dϕ ≡∅ Dψ }
It would be straightforward to claim that such a supremum closure Cϕ ψ can always be obtained
as the fixed point of the sequence
C, Cϕ, (Cϕ)ψ, ((Cϕ)ψ)ϕ, (((Cϕ)ψ)ϕ)ψ, . . .
However, this need not be true if we do not impose constraints on the signature or on the
closure operators. For instance, let the signature Σ contain the countably many concept names
A0, A1, A2, . . . and further assume that ϕ and ψ have the following mappings.
A0
ϕ↦→ A0 ⊓ A1 ψ↦→ A0 ⊓ A1 ⊓ A2 ϕ↦→ A0 ⊓ A1 ⊓ A2 ⊓ A3 ψ↦→ . . .
It is apparent that exhaustive alternating applications of ϕ and ψ starting from A0 would con-
struct the infinite conjunction d{ An | n ∈ N }, i.e., the sequence does not reach a fixed point
after finitely many iterations. In contrast, we have Aϕ ψ0 ≡∅ ⊥.
As we have already argued earlier, we only consider finitely representable closure operators
to be able to load these into some computing device. Under this restriction we can now show
that our above claim holds true.
4We do not know whether EL⊥si (Σ) is complete and can thus not be sure that the closures Cϕ ψ always exist. Of
course, we could construct the least common subsumer using products of interpretations, but the problem here
is that we possibly have infinitely many operands, yielding an infinite interpretation that cannot (directly) be
used within an EL⊥si concept description. However, Proposition 6.4.1 shows that we can ignore this problem if
the involved closure operators are finitely representable.
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6.4.1 Proposition. Let ϕ and ψ be finitely representable closure operators. For each EL⊥si concept
description C, the sequence
C, Cϕ, (Cϕ)ψ, ((Cϕ)ψ)ϕ, (((Cϕ)ψ)ϕ)ψ, . . .
is ultimately constant modulo ∅, i.e., it has a fixed point, and the fixed point is the supremum
closure Cϕ ψ modulo ∅.
Proof. Since ϕ and ψ are finitely representable, there are (finite) ELsi TBoxes S and T such
that ϕ ≡ S and ψ ≡ T . This implies that Dϕ ≡∅ DS and Dψ ≡∅ DT for each ELsi concept de-
scription D. According to the characterization in Theorem 4.3.26 together with the arguments
in the proof of Proposition 4.3.27, computing DS or DT can be done by saturating D with
subconcepts occurring in S or in T , respectively. Since both TBoxes S and T are finite and
all concept descriptions occurring in both TBoxes are finite as well, we see that the process of
exhaustively saturating C alternatingly w.r.t. S and w.r.t. T must stagnate after a finite number
of steps, i.e., the above sequence must have a fixed point.
Clearly, the fixed point F must be a closure of both ϕ and ψ. Since ϕ and ψ are extensive,
we also obtain that F ⊑∅ C. We thus conclude that F ⊑∅ Cϕ ψ. It remains to prove that the
converse subsumption is satisfied as well.
Since each closure operator is extensive, we know that Cϕ ψ ⊑∅ C must hold true. Applying
the fact that ϕ is monotonous yields that C(ϕ ψ)ϕ ⊑∅ Cϕ. As the supremum closure Cϕ ψ is
already a closure of ϕ, we obtain that Cϕ ψ ⊑∅ Cϕ. This argumentation can now be contin-
ued inductively with alternating between both closure operators ϕ and ψ, demonstrating that
the supremum closure is more specific than each concept description of the above sequence.
Eventually, this shows that Cϕ ψ ⊑∅ F.
We continue this section with providing some general statements on suprema of closure
operators. Afterwards, some applications utilizing the notion of a supremum are presented. In
particular, we show how an error-tolerant axiomatization of concept inclusions from a given
interpretation can be achieved. To do so, we need a closure operator ψ such that being non-
closed for ψ indicates the presence of an error. Then axiomatizing the supremum ϕI ψ for
some finite interpretation I filters the errors and axiomatizes only the error-free part of I .
6.4.2 Proposition. Let ϕ and ψ be closure operators such that ϕ is finite. Then the supremum
ϕ ψ is finite as well.
Proof. Note that the supremum closure Cϕ ψ is the largest concept description that is more
specific than C and is a closure of both ϕ and ψ. The claim is now obvious.
6.4.3 Proposition. If ϕ and ψ are finitely representable closure operators in EL⊥si (Σ), then their
supremum ϕ ψ is compatible.
Proof. First note that ϕ and ψ are compatible. Fix some EL⊥si concept descriptions C and D such
that Cϕ ψ ⊑∅ Er.D. We shall demonstrate that then also Cϕ ψ ⊑∅ Er.Dϕ ψ is satisfied. We
furthermore know that the closure Dϕ ψ can be obtained as the fixed point of the sequence D,
Dϕ, (Dϕ)ψ, ((Dϕ)ψ)ϕ, (((Dϕ)ψ)ϕ)ψ, . . .modulo ∅. An induction along this sequence now shows
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the claim. Beforehand note thatCϕ ψ is a closure of both ϕ and ψ, i.e., it holds true thatCϕ ψ ≡∅
(Cϕ ψ)ϕ ≡∅ (Cϕ ψ)ψ. Thus, the assumption Cϕ ψ ⊑∅ Er.D together with compatibility of
ϕ yields that (Cϕ ψ)ϕ ⊑∅ Er.Dϕ. Afterwards, compatibility of ψ implies that (Cϕ ψ)ϕ ⊑∅
E
r. (Dϕ)ψ. Continuing this argumentation shows that Cϕ ψ ⊑∅ Er.Dϕ ψ indeed holds true.
6.4.4 Proposition. If ϕ and ψ are finitely acyclically representable closure operators, then their
supremum ϕ ψ is finitely acyclically representable as well.
Proof. Assume that ϕ is finitely acyclically representable by means of a finite set Prem(ϕ) ⊆
EL⊥(Σ), and likewise let ψ be finitely acyclically representable by means of a finite set
Prem(ψ) ⊆ EL⊥(Σ). Furthermore, define S := { P ⊑ Pϕ | P ∈ Prem(ϕ) } and T := { P ⊑
Pψ | P ∈ Prem(ψ) }. In the following, we show that the supremum ϕ ψ is finitely acyclically
representable as well, namely by means of the set Prem(ϕ ψ) := Prem(ϕ) ∪ Prem(ψ). Set
U := { P ⊑ Pϕ ψ | P ∈ Prem(ϕ ψ) }.
Fix some EL⊥si concept description C. We know that the closure Cϕ ψ can be obtained as the
fixed point of the sequence C, Cϕ, (Cϕ)ψ, ((Cϕ)ψ)ϕ, (((Cϕ)ψ)ϕ)ψ, . . .modulo ∅. By assumption,
we have the following.
• S entails C ⊑ Cϕ.
• T entails Cϕ ⊑ (Cϕ)ψ.
• S entails (Cϕ)ψ ⊑ ((Cϕ)ψ)ϕ.
• T entails ((Cϕ)ψ)ϕ ⊑ (((Cϕ)ψ)ϕ)ψ.
• . . .
We conclude that the union S ∪ T entails C ⊑ Cϕ ψ.
Eventually, we show that U entails the union S ∪ T , which then yields our claim. Consider
some P ∈ Prem(ϕ). Then U contains the concept inclusion P ⊑ Pϕ ψ, and further ϕ ⊴ ϕ ψ
implies Pϕ ⊒∅ Pϕ ψ. We conclude that U entails each concept inclusion P ⊑ Pϕ in S . With
analogous arguments we obtain that U entails T as well.
6.4.5 Proposition. If ϕ and ψ are finitely representable closure operators, then their supremum
ϕ ψ is finitely representable as well.
Proof. The proof is essentially the same as for Proposition 6.4.4, except that the premises are
now EL⊥si concept descriptions instead of EL⊥ concept descriptions.
6.4.6 Corollary. If ϕ and ψ are finitely representable closure operators where ϕ is furthermore
finite, then the supremum ϕ ψ is finite and compatible.
6.5 Role-Depth-Bounded Closure Operators
6.5.1 Definition. For a closure operator ϕ and some number d ∈ N, let the restriction of ϕ to
role depth d be defined as the closure operator ϕ↾d in EL⊥d (Σ) where Cϕ↾d := Cϕ↾d for each
EL⊥ concept description C where rd(C) ≤ d. △
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All of the properties defined for closure operators in EL⊥si (Σ) with the exception of compati-
bility can be easily treated as properties for closure operators in EL⊥d (Σ) by replacing EL⊥si with
EL⊥d in the respective definitions. In particular, this applies to the following: closure, finite,
infinite, validity (of a concept inclusion), representable, finitely representable, acyclically rep-
resentable, finitely acyclically representable, axiomatizable, finitely axiomatizable, acyclically
axiomatizable, and finitely acyclically axiomatizable. We say that a restriction ϕ↾d is compatible
if Cϕ↾d ⊑∅ Er.D implies Cϕ↾d ⊑∅ Er.Dϕ↾d−1 for all C ∈ EL⊥d (Σ) and D ∈ EL⊥d−1(Σ).
Of course, a restriction ϕ↾d is finite if the underlying signature Σ is finite, since then only
finitely many EL⊥ concept descriptions with a role depth not exceeding d exist. It is further easy
to see that the properties representable, finitely representable, acyclically representable, finitely
acyclically representable, axiomatizable, finitely axiomatizable, acyclically axiomatizable, and
finitely acyclically axiomatizable are all equivalent for each restriction ϕ↾d.
6.5.2 Proposition. Let ϕ be a closure operator and C ⊑ D be some EL⊥d concept inclusion. C ⊑ D
is valid for ϕ if, and only if, C ⊑ D is valid for ϕ↾d.
Proof. It is apparent that the following equivalences hold true.
C ⊑ϕ D
if, and only if, Cϕ ⊑∅ D
if, and only if, Cϕ↾d ⊑∅ D
if, and only if, Cϕ↾d ⊑∅ D
if, and only if, C ⊑ϕ↾d D
6.5.3 Proposition. If ϕ is a compatible closure operator in EL⊥si (Σ), then each restriction ϕ↾d is
a finite, compatible closure operator in EL⊥d (Σ).
Proof. We have already argued above that each restriction ϕ↾d is finite. We further show that
ϕ↾d is compatible. Thus, assume that Cϕ↾d ⊑∅
E
r.D holds true for EL⊥ concept descriptions C
and D such that rd(C) ≤ d and rd(D) ≤ d− 1. We know that Cϕ must be more specific than
Cϕ↾d modulo ∅, which implies that Cϕ ⊑∅ Er.D holds true. Since ϕ is compatible, we infer that
Cϕ ⊑∅ Er.Dϕ is satisfied, and we conclude that Cϕ ⊑∅ Er.Dϕ↾d−1 . The latter concept descrip-
tion Er.Dϕ↾d−1 has a role depth of at most d, and so it follows that Cϕ↾d ⊑∅
E
r.Dϕ↾d−1 . Of course,
Cϕ↾d and Cϕ↾d are equivalent modulo ∅ by definition of a restriction, and we are done.
6.6 Bases of EL⊥si Concept Inclusions for Closure Operators
6.6.1 Definition. Fix a compatible closure operator ϕ as well as some TBox T containing
background knowledge that is valid in ϕ. A concept inclusion base for ϕ relative to T is a TBox B
such that, for any concept inclusion α, it holds true that ϕ |= α if, and only if, B ∪ T |= α. △
In the following, we show how concept inclusion bases of closure operators can be computed.
In particular, a unified, generalized theory of the results in [Dis11, Chapter 5; Kri15c, Section 4;
BDK16, Sections 4.2 and 4.4; Kri19e, Section 8.4] is provided. This also implies that statements,
proofs, and proof ideas can be similar to those used in the aforementioned documents.
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Since we want to reduce the problem of computing a concept inclusion base for a DL closure
operator to the problem of computing an implication base for an FCA closure operator, we need
some finite setM of attributes on which we define the latter; otherwise infinite closures might
occur, which cannot be handled in a computing device. To be able to suitably define such a
finite attribute set M, the reduction presented in the sequel of this section requires the given
DL closure operator to be finite, i.e., to have only finitely many closures, and further to be
compatible. Some exemplary cases of finite, compatible closure operators are as follows.
• ϕI for some finite interpretation I
• ϕA for some simple ABox A, cf. Section 6.8.4
• ϕT for some EL⊥si TBox T where it is known that only finitely many closures exist, e.g., if
T is a concept inclusion base of some finite interpretation
• ϕ↾d for some compatible closure operator ϕ
• ϕ ψ for finite, compatible closure operators ϕ and ψ
• ϕ ψ for finitely representable closure operators ϕ and ψ where ϕ is finite (according
to Corollary 6.6.9 it suffices to require that ϕ is finite and compatible, and ψ is finitely
representable)
Throughout the whole section, assume that the signature Σ is finite and fix some finite,
compatible closure operator ϕ. Further let T be some TBox containing background knowledge
that is valid for ϕ. Without loss of generality we assume that T only contains concept inclu-
sions of the form E ⊑ Eϕ.5 Sometimes it is necessary to distinguish between the unrestricted
case of a closure operator ϕ in EL⊥si (Σ) and the role-depth-bounded case of a restricted closure
operator ϕ↾d in EL⊥d (Σ). This will be explicitly mentioned; otherwise both ϕ and ϕ↾d can be
treated in the same way. More specifically, if no case distinction is made, then the statement or
proof is formulated for the unrestricted case and the corresponding statement or proof for the
role-depth-bounded case is obtained by replacing ϕ with ϕ↾d and EL⊥si with EL⊥d . For our given
closure operator and valid background knowledge this means the following.
unrestricted case. ϕ is a finite, compatible closure operator in EL⊥si (Σ) and T is an EL⊥si TBox
containing only concept inclusions of the form E ⊑ Eϕ.
role-depth-bounded case. For some compatible closure operator ϕ in EL⊥si (Σ), we only consider
the restriction ϕ↾d, which is a finite, compatible closure operator in EL⊥d (Σ), and we
further assume that T is an EL⊥d TBox containing only concept inclusions of the form
E ⊑ Eϕ↾d .
We now define the following set of concept descriptions.
M := {⊥} ∪ ΣC ∪ { Er.C | r ∈ ΣR and C ∈ Clo(ϕ) } (unrestricted case)
M := {⊥} ∪ ΣC ∪ { Er.C | r ∈ ΣR and C ∈ Clo(ϕ↾d−1) } (role-depth-bounded case)
5If this is not the case, then replace each CI E ⊑ F in T by E ⊑ Eϕ. The modified TBox is then still valid for ϕ, but
it may have more consequences.
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Note that we can also replace the existential restrictions Er.C in M where C is a closure of ϕ
by an existential restriction Er.D where C and D are equivalent modulo T . For instance, if
we have some method for reducing EL⊥si concept descriptions w.r.t. some EL⊥si TBox, then such
a concept description D can be a reduction of C w.r.t. T . By a reduction we mean a concept
description that is smaller or less complex; for instance, sometimes it might be possible that
a cyclic EL⊥si concept description can be reduced to an acyclic EL⊥ concept description w.r.t. a
TBox. We say that some concept description C ∈ EL⊥si(Σ) is expressible in terms of M if there is
a subset X ⊆ M such that C ≡T
d
X holds true.
It is easy to see that in order to generate the attribute set M, it suffices to have a procedure
that can enumerate the finite set Clo(ϕ) of closures. For the cases of finite, compatible closure
operators listed above, we demonstrate how the set of all closures can be computed.
• For a closure operator ϕI induced by a finite interpretation I , we can simply iterate
through all subsets X of the domain ∆I and return the respective model-based most spe-
cific concept description XI . Note that in order to ease computation, we can beforehand
reduce the interpretation I with the methods described in Section 3.4.4, which only need
polynomial time.
• A closure operator ϕA induced by some simple ABox A, which is defined in Section 6.8.4,
can be treated as in the former case, since ϕA equals the closure operator that is induced
by the canonical ΣI-model IΣIA of A.
• If ϕT is a closure operator induced by a TBox T and this TBox T is a concept inclusion
base of some finite interpretation I , then Corollary 4.3.52 shows that ϕT equals ϕI . Thus,
we can treat ϕT as in the first case.
• The finitely many closures of a restriction ϕ↾d−1 can be enumerated as follows.
1. Set C := ⊤.
2. If the role depth of C does not exceed d− 1, compute the closure C := Cϕ↾d−1 , and
then output C.
3. Compute the set of lower neighbors of C, e.g., by means of Corollary 5.1.13, and for
each such lower neighbor L, set C := L and go to Statement 2.
• Let ϕ and ψ be finite, compatible closure operators. Since Cϕ ψ ≡∅ Cϕ ∨ Cψ holds true,
we can simply enumerate the sets Clo(ϕ) and Clo(ψ) and then compute all least common
subsumers C ∨ D where C ∈ Clo(ϕ) and D ∈ Clo(ψ). To see this, we formally prove that
Clo(ϕ ψ) = { C ∨ D | C ∈ Clo(ϕ) and D ∈ Clo(ψ) } holds true modulo ∅. If C is a
closure of ϕ ψ, then C ≡∅ Cϕ ∨ Cψ, which shows the set inclusion ⊆. Now consider a
closure C of ϕ as well as a closure D of ψ. Then
Cϕ ∨ Dψ ⊒∅ (Cϕ ∨ Dψ)ϕ ψ ⊒∅ (Cϕ)ϕ ψ ∨ (Dψ)ϕ ψ ≡∅ Cϕ ∨ Dψ
holds true, where the first subsumption follows from the extensitivity of ϕ ψ, the sec-
ond subsumption is implied by Corollary 6.2.1, and the third subsumption follows from
ϕ ψ ⊴ ϕ and ϕ ψ ⊴ ψ, since according to Section 1.5 this implies (ϕ ψ) ◦ ϕ = ϕ as
well as (ϕ ψ) ◦ ψ = ψ. Then C ∨ D ≡∅ Cϕ ∨ Dψ yields that C ∨ D is a closure of ϕ ψ.
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• The last case is concerned with the supremum of two closure operators ϕ and ψ where ϕ
is finite and compatible, and ψ is finitely representable. In order to enumerate all closures
of ϕ ψ, we can generate all closures of ϕ and then compute the respective closures w.r.t.
ϕ ψ. To justify this, we show that Clo(ϕ ψ) = { Cϕ ψ | C ∈ Clo(ϕ) } is satisfied
modulo ∅. The set inclusion ⊇ is obvious. If C is a closure of the supremum ϕ ψ, then
C must also be a closure of ϕ, i.e., C is equivalent to both Cϕ ψ and Cϕ modulo ∅. We
conclude that C ≡∅ (Cϕ)ϕ ψ.
Furthermore, we define a projection mapping π : EL⊥si(Σ)→ ℘(M) by
π(C) := {D | D ∈ M and C ⊑T D }.
We then also call ⌈C⌉ := dπ(C) the upper approximation of C in terms ofM.
6.6.2 Lemma. (Generalization of [Bor14, Lemma 4.2.6]) The pair (π,d) is a Galois connec-
tion between (EL⊥si(Σ),⊑T )/≡T and (℘(M),⊆), i.e., the following statements hold true for all
subsets X,Y ⊆ M and for all concept descriptions C,D ∈ EL⊥si(Σ).
1. X ⊆ π(C) if, and only if, dX ⊒T C
2. X ⊆ Y implies dX ⊒T dY
3. X ⊆ π(dX)
4. dX ≡T dπ(dX)
5. C ⊑T D implies π(C) ⊇ π(D)
6. C ⊑T
d
π(C)
7. π(C) = π(dπ(C))
Proof. It suffices to show Statement 1; the others are then obtained as corollaries. Fix X ⊆ M
and C ∈ EL⊥si(Σ). By definition, X ⊆ π(C) is equivalent to C ⊑T X for each X ∈ X. Obviously,
the latter statement is equivalent to C ⊑T
d
X, and we are done.
6.6.3 Lemma. If C is expressible in terms of M, then C is equivalent to its upper approximationd
π(C) modulo T .
Proof. Since C is expressible in terms of M, there is some subset X ⊆ M such that C ≡T
d
X
holds true. The claim is now an immediate consequence of Statement 4 in Lemma 6.6.2.
For each ELsi concept description C, we define its lower approximation of C in terms ofM as
follows.
⌊C⌋ :=
l
{ A | A ∈ Conj(C) } ⊓
l
{ Er.Dϕ | Er.D ∈ Conj(C) } (unrestricted case)
⌊C⌋ :=
l
{ A | A ∈ Conj(C) } ⊓
l
{ Er.Dϕ↾d−1 | Er.D ∈ Conj(C) } (role-depth-b. case)
Additionally, we define ⌊⊥⌋ := ⊥. Obviously, each lower approximation is expressible in terms
ofM.
6.6.4 Proposition. Each closure of ϕ is expressible in terms of M.
Proof. Fix some ELsi concept description C. It is easy to see that ⌊C⌋ ⊑∅ C always holds true.
We can further show that Cϕ ⊑∅ ⌊C⌋ is satisfied. If A ∈ Conj(C), then we have Cϕ ⊑∅ C ⊑∅ A.
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Now let Er.D ∈ Conj(C). Then we have Cϕ ⊑∅ C ⊑∅ Er.D. Since ϕ is compatible, we conclude
that Cϕ ⊑ Er.Dϕ.
Summing up, we have shown that Cϕ ⊑∅ ⌊C⌋ ⊑∅ C holds true for each ELsi concept
description C, and it follows that
Cϕ ≡∅ Cϕϕ ⊑∅ ⌊Cϕ⌋ ⊑∅ Cϕ.
The case for a closure⊥ is trivial. We infer that each closure of ϕ is expressible in terms ofM.
6.6.5 Proposition. (Generalization of [Dis11, Theorem 5.10]) The following TBox BM is sound
and complete for ϕ relative to T .
BM := {
l
X ⊑ (
l
X)ϕ | X ⊆ M }
Proof. Soundness is obvious, since each concept inclusion from BM is valid in ϕ.
unrestricted case. For proving completeness, we show that BM entails the concept inclusion
C ⊑ Cϕ for each ELsi concept description C. Fix some such C ∈ ELsi(Σ). Since the lower
approximation ⌊C⌋ is expressible in terms of M, the concept inclusion ⌊C⌋ ⊑ ⌊C⌋ϕ is
entailed by BM ∪ T .6 Of course, ⌊C⌋ is more specific than C modulo ∅, and so we infer
using monotonicity of ϕ that BM ∪ T |= ⌊C⌋ ⊑ Cϕ. We already know that Cϕ is more
specific than the lower approximation ⌊C⌋ modulo ∅, it follows that ⌊C⌋ ≡BM∪T Cϕ.
It remains to prove that BM ∪ T entails C ⊑ ⌊C⌋. According to Lemma 3.4.6, we can
equivalently show that BM ∪ T |= C ⊑ ⌊C⌋↾d for each number d ∈ N. We do this by
induction on d. The induction base where d = 0 is obvious. Regarding the induction step
we have
⌊C⌋↾d+1 ≡∅
l
{ A | A ∈ Conj(C) } ⊓
l
{ Er.Dϕ↾d |
E
r.D ∈ Conj(C) }
≡BM∪T
l
{ A | A ∈ Conj(C) } ⊓
l
{ Er. ⌊D⌋↾d |
E
r.D ∈ Conj(C) } (6.6.A)
⊒BM∪T
l
{ A | A ∈ Conj(C) } ⊓
l
{ Er.D | Er.D ∈ Conj(C) } (6.6.B)
≡∅ C
where Equation (6.6.A) follows from the above justified fact that Dϕ and ⌊D⌋ are equiva-
lent modulo BM ∪ T , and Equation (6.6.B) is a consequence of the induction hypothesis.
role-depth-bounded case. For demonstrating completeness in the role-depth-bounded case, we
show by structural induction that BM entails the concept inclusion C ⊑ Cϕ↾d for each EL
concept description C with a role depth not exceeding d.
• For C = ⊤, the conjunction d∅ is equivalent to ⊤ and the concept inclusiond
∅ ⊑ (d∅)ϕ is in BM.
• The cases C = ⊥ and C = A for some concept name A ∈ ΣC are satisfied by
construction, since {⊥} ∪ ΣC ⊆ M.
6The union with T is needed here, since we allowed that the concept descriptions in M may be replaced by
T -equivalent ones.
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• Assume that C = D ⊓ E is a conjunction. The induction hypothesis yields that BM
entails D ⊑ Dϕ↾d and E ⊑ Eϕ↾d , which implies that BM entails D ⊓ E ⊑ Dϕ↾d ⊓ Eϕ↾d
as well. Furthermore, both closures Dϕ↾d and Eϕ↾d are expressible in terms of M,
i.e., there exist subsets X and Y ofM such that Dϕ↾d ≡T
d
X and Eϕ↾d ≡T
d
Y hold
true. Thus, BM contains the concept inclusion
d
(X ∪ Y) ⊑ (d(X ∪ Y))ϕ↾d , which
means that BM ∪ T entails Dϕ↾d ⊓ Eϕ↾d ⊑ (Dϕ↾d ⊓ Eϕ↾d)ϕ↾d . Since ϕ↾d is extensive
and monotonic, we also have that (Dϕ↾d ⊓ Eϕ↾d)ϕ↾d ⊑∅ (D ⊓ E)ϕ↾d . In summary, it
follows that BM ∪ T entails D ⊓ E ⊑ (D ⊓ E)ϕ↾d .
• Finally, fix some existential restriction C = Er.D. By induction hypothesis, BM
entails D ⊑ Dϕ↾d . The subsumption Dϕ↾d ⊑∅ Dϕ↾d−1 is obvious. Furthermore,
E
r.Dϕ↾d−1 is equivalent to an element of M modulo T , which implies that BM ∪ T
entails Er.Dϕ↾d−1 ⊑ ( Er.Dϕ↾d−1)ϕ↾d . Utilizing extensitivity of ϕ↾d−1 and mono-
tonicity of ϕ↾d shows that (
E
r.Dϕ↾d−1)ϕ↾d is subsumed by ( Er.D)ϕ↾d modulo ∅. We
conclude that Er.D ⊑ ( Er.D)ϕ↾d is a consequence of BM ∪ T .
Now we define the induced closure operator ˆ︁ϕ on the setM as follows.
Xˆ︁ϕ := {C | C ∈ M and lX ⊑ϕ C }
It is easy to see that, for arbitrary subsets X,Y ⊆ M, the implication X → Y is valid for ˆ︁ϕ if,
and only if, the concept inclusion dX ⊑ dY is valid for ϕ.
ˆ︁ϕ |= X→ Y if, and only if, Y ⊆ Xˆ︁ϕ
if, and only if, ϕ |=
l
X ⊑ Y for each Y ∈ Y
if, and only if, ϕ |=
l
X ⊑
l
Y
6.6.6 Lemma. (dX)ϕ and dXˆ︁ϕ are equivalent modulo T for each subset X ⊆ M.
Proof. We start with proving that π((dX)ϕ) = Xˆ︁ϕ.
π((
l
X)ϕ) = {C | C ∈ M and (
l
X)ϕ ⊑T C }
= {C | C ∈ M and ((
l
X)ϕ)T ⊑∅ C }
= {C | C ∈ M and (
l
X)ϕ ⊑∅ C }
= {C | C ∈ M and
l
X ⊑ϕ C }
= Xˆ︁ϕ
Note that ((dX)ϕ)T and (dX)ϕ are equivalent modulo ∅, since ϕ |= T holds true by our
initial assumption, i.e., each closure of ϕ is a most specific consequence for T .
We conclude that dπ((dX)ϕ) ≡T dXˆ︁ϕ holds true. Since (dX)ϕ is a closure of ϕ, it is
expressible in terms of M. We conclude that dπ((dX)ϕ) and (dX)ϕ are equivalent modulo
T . Summing up, we obtain that (dX)ϕ ≡T dXˆ︁ϕ.
In the following, we show how implication bases for ˆ︁ϕ can be used to construct concept inclu-
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sion bases for ϕ. Since we do not want to have tautological concept inclusions in the result and
we also want to incorporate the background knowledge T in order to achieve that the result
does not contain any concept inclusion that is already entailed by T , we define the following
implication set ˆ︁T that we use as background knowledge during the axiomatization of ˆ︁ϕ.
ˆ︁T := {X→ {C} | X ∪ {C} ⊆ M and lX ⊑T C }
This implication set is strongly related to the projection operator π defined earlier. Sinced
X ⊑T C holds true if, and only if, C ∈ π(
d
X) is satisfied, ˆ︁T is equivalent to the implication set
{ X → π(dX) | X ⊆ M }. We can furthermore show that each closure X ˆ︁T is equal to π(dX).
The inclusion X ˆ︁T ⊇ π(dX) follows from the fact that ˆ︁T entails the implication X → π(dX).
It is further easy to see that dX ⊑T dX ˆ︁T and so Lemma 6.6.2 implies X ˆ︁T ⊆ π(dX).
Note that we make use of the background implication set ˆ︁T only virtually. In particular, we
would not pre-compute it in its full form, but rather devise a procedure that is able to compute
closures for it. This is due to the fact that ˆ︁T can have an exponential size, and using it explicitly
would severely impact the performance of our approach of axiomatizing ϕ.
We have shown above that X ˆ︁T equals π(dX). Thus, for computing a closure X ˆ︁T on-demand
for some subset X ⊆ M, we can use the following procedure.
1. Initialize a set Y := ∅.
2. Iterate over M and check for each element C whether dX ⊑T C holds true. If yes, then
add C to Y.
3. Eventually, return X ∪ Y.
Since deciding subsumption w.r.t. some TBox can be done in polynomial time, we conclude that
the above procedure runs in time |M| · (|M| · s + ||T ||)n, where s is the largest size of some
concept description inM and n is the exponent for deciding subsumption, that is in polynomial
time w.r.t. |M|, s, and ||T ||. In contrast, computing closures for ˆ︁T in the usual way from an
explicit representation of ˆ︁T would first require the computation of ˆ︁T , which can have a size that
is exponential in M, and we conclude that taking this way of computation needs exponential
time w.r.t.M.
6.6.7 Theorem. (Generalization of [Dis11, Theorem 5.12]) If L is an implication base for ˆ︁ϕ
w.r.t. the background knowledge ˆ︁T , then
BL := {
l
U ⊑ (
l
U)ϕ | U→ V ∈ L for some V }
is sound and complete for ϕ relative to T .
Proof. Soundness is obvious. We proceed with proving that BL ∪ T entails BM from Proposi-
tion 6.6.5, which then yields completeness. For this purpose fix some model I of BL ∪ T . Our
goal is to show that I is a model of BM as well. We define the formal context K := (∆I ,M, I)
where I := { (δ,C) | δ ∈ CI }, and we now show that all implications from L and from ˆ︁T are
valid in K.
Consider some such implicationU→ V in L. Without loss of generality assume thatV = Uˆ︁ϕ.
By definition, BL contains the concept inclusion
d
U ⊑ (dU)ϕ, i.e., it must be valid in I . We
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conclude that the implication U → Uˆ︁ϕ is valid in K, since the following set inclusions are
satisfied.
UI = (
l
U)I ⊆ (
l
U)ϕI = (
l
Uˆ︁ϕ)I = Uˆ︁ϕI
Further let Y→ Z be an implication in ˆ︁T , that is,dY ⊑T dZ is satisfied. Since I is a model
of T , we have that the concept inclusion dY ⊑ dZ is valid in I . This implies that
YI = (
l
Y)I ⊆ (
l
Z)I = ZI ,
which means that the implication Y→ Z is valid in K.
If we now consider an arbitrary subset X ⊆ M, then the implication X → Xˆ︁ϕ is, of course,
valid for ˆ︁ϕ. This immediately implies that it must be a consequence of L ∪ ˆ︁T and further that
it is valid in K. We conclude that the concept inclusion dX ⊑ dXˆ︁ϕ is valid in I . We further
have that the concept descriptionsdXˆ︁ϕ and (dX)ϕ are equivalent modulo ∅, which yields thatd
X ⊑ (dX)ϕ is valid in I . Since the considered subset X is arbitrary, we conclude that I is
indeed a model of BM.
6.6.8 Corollary. (Generalization of [Dis11, Corollary 5.13]) The following TBox Can(ϕ, T ),
called canonical base for ϕ relative to T , is sound and complete for ϕ relative to T .
Can(ϕ, T ) := {
l
P ⊑
l
Pˆ︁ϕ | P is a pseudo-closure of ˆ︁ϕ relative to ˆ︁T }
6.6.9 Corollary. Each finite, compatible closure operator is finitely representable.
Note that each finitely representable closure operator is compatible as shown in Section 6.2.
However, not every finitely representable closure operator is also finite. A counterexample is
the closure operator induced by the empty TBox: ∅ is a finite axiomatization of ϕ∅, but the set
of closures of ϕ∅ contains all EL⊥si concept descriptions.
6.6.10 Theorem. (Generalization of [Dis11, Theorem 5.18]) Can(ϕ, T ) is of minimal cardi-
nality among all TBoxes that are sound and complete for ϕ relative to T .
Proof. Consider some TBox B that is sound and complete for ϕ relative to T . Without loss of
generality assume that B only contains concept inclusions of the form E ⊑ Eϕ. Further note
that we have assumed the very same for the background knowledge T : it only contains concept
inclusions of the form E ⊑ Eϕ as well. We already know that, by construction, |Can(ϕ, T )| ≤
|Can(ˆ︁ϕ, ˆ︁T )| is satisfied, and we are now going to devise an implication set L that satisfies
|Can(ˆ︁ϕ, ˆ︁T )| ≤ |L| ≤ |B|,
which then implies the claim. In particular, we choose the following.
L := {π(⌊E⌋)→ π(Eϕ) | E ∈ Prem(B) }
The second inequality |L| ≤ |B| is obviously satisfied. To prove the first inequality we show
that L is sound and complete for ˆ︁ϕ relative to ˆ︁T .
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Soundness. We know that ⌊E⌋ ⊑∅ E is always satisfied, which implies ⌊E⌋ϕ ⊑∅ Eϕ due to
monotonicity of ϕ. Since the approximation ⌊E⌋ is expressible in terms of M, we obtain
⌊E⌋ ≡T
d
π(⌊E⌋). It follows that ⌊E⌋ϕ ≡T (
d
π(⌊E⌋))ϕ ≡T
d
(π(⌊E⌋))ˆ︁ϕ. Summing
up shows that d(π(⌊E⌋))ˆ︁ϕ ⊑T Eϕ. Utilizing the laws of a Galois connection yields
(π(⌊E⌋))ˆ︁ϕ ⊇ π(Eϕ).
Completeness, unrestricted case. We already know that L is complete for ˆ︁ϕ relative to ˆ︁T if, and
only if, Mod(L ∪ ˆ︁T ) ⊆ Clo(ˆ︁ϕ) holds true. Thus, consider some subset U ⊆ M that is a
model of L ∪ ˆ︁T .
We have already seen before that U ˆ︁T equals π(dU), and so we conclude that U = U ˆ︁T
implies U = π(dU).
We further show that U = U ˆ︁T implies that dU ≡∅ (dU)T . Since all existentially
quantified subconcepts of dU are closures of ϕ, it suffices to prove that the root dU
is saturated for T , i.e., we show that dU ⊑∅ E implies dU ⊑∅ Eϕ for each concept
inclusion E ⊑ Eϕ ∈ T . Thus, fix some E ⊑ Eϕ ∈ T and let dU ⊑∅ E. It follows
that dU ⊑T Eϕ. Since Eϕ is expressible in terms of M, we can w.l.o.g. assume that
Conj(Eϕ) ⊆ M. As a consequence, we obtain that dU ⊑T Y for each Y ∈ Conj(Eϕ),
which means that Conj(Eϕ) ⊆ U as U is a model of ˆ︁T .
Since U is a model of L, we obtain that π(⌊E⌋) ⊆ U implies π(Eϕ) ⊆ U for each concept
inclusion E ⊑ Eϕ ∈ B. The premise can be transformed into an equivalent statement in
the following way.
π(⌊E⌋) ⊆ U
if, and only if, π(⌊E⌋) ⊆ π(
l
U)
if, and only if,
l
π(⌊E⌋) ⊒T
l
U
if, and only if, ⌊E⌋ ⊒T
l
U
if, and only if, ⌊E⌋ ⊒∅ (
l
U)T
if, and only if, ⌊E⌋ ⊒∅
l
U
if, and only if, E ⊒∅
l
U
All of the above equivalences except the last one are either implied by Lemma 6.6.2
or by the results from Section 4.3. Let dU ⊑∅ E. Consider some top-level conjunct
E
r. F ∈ Conj(E), then there must exist some Er.Gϕ ∈ U such that Gϕ ⊑∅ F. We can
immediately conclude that Gϕ ⊑∅ Fϕ, since ϕ is monotonic and idempotent. Thus, we
can safely infer that dU ⊑∅ ⌊E⌋.
We further transform the above conclusion into an equivalent statement as follows.
π(Eϕ) ⊆ U
if, and only if, π(Eϕ) ⊆ π(
l
U)
if, and only if,
l
π(Eϕ) ⊒T
l
U
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if, and only if, Eϕ ⊒T
l
U
if, and only if, Eϕ ⊒∅ (
l
U)T
if, and only if, Eϕ ⊒∅
l
U
We conclude that dU ⊑∅ E implies dU ⊑∅ Eϕ for each concept inclusion E ⊑ Eϕ ∈ B,
i.e., the root dU is saturated for B. Since all existentially quantified subconcepts of dU
are closures of ϕ, these are saturated for B as well. Consequently, dU must be a most
specific consequence for B.
It remains to show that U is a closure of ˆ︁ϕ. For this purpose, fix some C ∈ Uˆ︁ϕ, i.e., it holds
true that dU ⊑ϕ C and so dU ⊑B∪T C. Of course, the latter statement is equivalent
to (dU)B∪T ⊑∅ C. As we have shown above that dU is a most specific consequence of
both B and T , it holds true that (dU)B∪T is equivalent to dU modulo ∅. It thus follows
that dU ⊑∅ C. In particular, this implies dU ⊑T C, and since U is a model of ˆ︁T , we
infer further that C ∈ U must be satisfied.
Completeness, role-depth-bounded case. The proof for the role-depth-bounded case is essentially
the same as for the unrestricted case, except that we cannot prove that dU is a most spe-
cific consequence for both B and T . Instead, we suitably consider the concept descriptiond
V where
V := { A | A ∈ U } ∪ { Er. Fϕ | Er. Fϕ↾d−1 ∈ U }.
Of course, dV is more specific than dU modulo ∅, and (dV)↾d ≡∅ dU holds true.
It is now possible to prove that dV is a most specific consequence of both B and T . We
must only make use of the fact thatdV ⊑∅ C is equivalent todU ⊑∅ C for each concept
description C with a role depth not exceeding d.
Finally, if we consider some C ∈ Uˆ︁ϕ, then we have dU ⊑B∪T C as in the unrestricted
case. Of course, this implies that dV ⊑B∪T C, and we can conclude that dV ⊑∅ C,
since dV is a most specific consequence of both B and T . As argued above, rd(C) ≤ d
yields dU ⊑∅ C, and we are done.
6.6.11 Corollary. The canonical base Can(ϕ, T ) does not contain any concept inclusion that is
entailed by T .
Proof. Assume to the contrary that there is some concept inclusion C ⊑ D in Can(ϕ, T ) which
is entailed by T . Now define the TBox B := Can(ϕ, T ) \ {C ⊑ D}. Then B is still sound for
ϕ. Since T entails C ⊑ D, we conclude that B ∪ T entails Can(ϕ, T ) ∪ T , which shows that
B ∪ T is complete for ϕ. However, since |B| ⪇ |Can(ϕ, T )| holds true, we get a contradiction
to the minimality shown in Theorem 6.6.10.
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6.7 Comments and Remarks
The original intention was to use a generalized version of the algorithm NextClosures for enu-
merating canonical bases of EL⊥si closure operators. For this purpose, the author published
in [Kri16b] such a variant that is capable of handling closure operators in lattices. However,
several problems occurred.
1. It had been unknown whether and how lower neighbors of EL⊥si concept descriptions can
be computed. Such a computation step is necessary to generate the next candidates after
a closure was found. As we have seen in Section 5.1, the lattice EL⊥si (Σ) is not always
neighborhood generated, and so this step is impossible.
2. It had also not been clear whether there is a quasi-rank function on the lattice EL⊥si (Σ).
Note that a quasi-rank function is a function that satisfies Statements 1 to 3 of Defini-
tion 5.3.1. The example in the proof of Proposition 5.1.26 shows that such a quasi-rank
function cannot exist.
3. A further issue was that computing closures w.r.t. implication sets only saturates an el-
ement at its root. Thus, the notion of a most specific consequence w.r.t. a TBox as the
DL generalization of closures w.r.t. implication sets was defined and investigated in Sec-
tion 4.3. With the help of that, we could now reformulate the notion of a pseudo-closure
for the case of closure operators in EL⊥si (Σ) as follows: a pseudo-closure of ϕ is a con-
cept description P such that P ̸≡∅ Pϕ and P is a most specific consequence of { Q ⊑
Qϕ | Q is a pseudo-closure such that Q ⊒❘ ∅ P or Q ⊒∅ U for some
E
r.U ∈ Sub(P) }.
It is straightforward to show that then { P ⊑ Pϕ | P is a pseudo-closure } is sound and
complete for ϕ, but we do not know whether it is finite (and hence a TBox) and how to
actually compute it.
As a consequence, a reduction to the enumeration of implication bases of set closure operators,
i.e., to the existing methods from Formal Concept Analysis, has been devised in Section 6.6.
We could only take the above described approach for axiomatizing concept inclusions from
role-depth-bounded closure operators as defined in Section 6.5, since we then only have to
deal with EL concept descriptions and ⊥. The next lemma shows that enumerating the (role-
depth-bounded) pseudo-closures along the the rank function is suitable, that is, with respect to
increasing rank. The reason is that, if we want to decide whether a current candidate concept
description C is a pseudo-closure, then we already know all pseudo-closures Q where Q ⊒❘ ∅ C
or Q ⊒∅ U for some Er.U ∈ Sub(C).
6.7.1 Lemma. If D ∈ Sub(C), then |D| ≤ |C|.
Proof. The proof is by induction on the depth of D within C. If D is in the top level of C, then
C ⊑∅ D follows, and so Definition 5.3.1 implies |C| ≥ |D|. Otherwise, there must exist some
top-level conjunct Er. E of C such that D ∈ Sub(E). Of course, we then have that |C| ≥ | Er. E|,
and the induction hypothesis yields |D| ≤ |E|. Lemma 5.3.6 shows that |E| < | Er. E|, and in
summary we obtain |C| > |D|.
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Future research could investigate how the attribute set M on Page 185 can be replaced
by a smaller set. For instance, we can partition the set of closures of some closure opera-
tor ϕ as follows. A closure C is reachable if there is some concept description P such that
P ⊑ϕ C and P ̸⊑∅ C, and otherwise unreachable. It is not hard to show that then the set
M :=
⋃︁{Conj(C) | C is a reachable closure } can be used as well (at least until the minimality
proof). However, the notion of reachability is still too general. If we consider the closure
operator induced by the TBox {A ⊑ B}, then it would obviously suffice to have M = {A, B}.
We see that we need to define when a reachable closure is essential, and in the example only
A ⊓ B should be essential but not Er. (A ⊓ B).
6.8 Applications
6.8.1 Small Role Depths in a Concept Inclusion Base
For axiomatizing concept inclusions valid in a given closure operator ϕ, we consider the follow-
ing three use cases and propose respective computing approaches that keep the role depths as
small as possible.
1. In the first use case the goal is to compute a base of EL⊥ concept inclusions for ϕ↾dmax .
This can be achieved as follows.
Initially, compute a base B0 of concept inclusions for ϕ↾0.
The subsequent bases are then computed inductively until the predefined role depth
bound dmax has been reached. More specifically, compute a base Bd+1 of concept inclu-
sions for ϕ↾d+1 relative to B0 ∪ . . . ∪ Bd.
Eventually, return B0 ∪ . . . ∪ Bdmax .
2. In the second use case the goal is to compute a base of EL⊥ concept inclusions for ϕ if it
is finitely acyclically representable. Clearly, this is a special case of the first use case when
defining dmax := dϕ + 1 where the number dϕ is the greatest role depth of a premise in
the existing finite acyclic representation of ϕ, i.e., we define the following.
dϕ := min{max{ rd(C) | C ⊑ D ∈ T } | T is a finite acyclic representation for ϕ }
3. In the third use case the goal is to compute a base of concept inclusions for ϕ which
contains EL⊥ concept inclusions only up to a role depth dmax and may further contain
EL⊥si concept inclusions. This can be achieved as follows.
Start the computation as for the first use case. Additionally, compute a base B∞ of EL⊥si
concept inclusions for ϕ relative to B0 ∪ . . . ∪ Bdmax . Then, return B0 ∪ . . . ∪ Bdmax ∪ B∞.
Now let B := B0 ∪ . . . ∪ Bdmax be a result for the first use case. By construction, B satisfies
the following two properties.
1. For each role depth bound d ≤ dmax, the subset { α | α ∈ B and rd(α) ≤ d } is a base for
ϕ↾d.
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2. For each role depth bound d ≤ dmax, it holds true that B contains a minimal number of
concept inclusions α with rd(α) = d among all TBoxes satisfying the above condition.
6.8.2 Axiomatization of Concept Inclusions from Sequences of Interpretations
Consider a setting where a sequence ( In | n ∈ N ) of interpretations can be observed and, for
each time point n ∈ N, a terminological box Tn shall be constructed that entails exactly those
concept inclusions which are simultaneously valid in all previously observed interpretations
I0, I1, . . . , In, that is, such that for each concept inclusion C ⊑ D, it holds true that Tn |= C ⊑ D
if, and only if, Ik |= C ⊑ D for all previous time points k ≤ n. For the initial moment n = 0,
we can simply compute T0 as a concept inclusion base for I0 utilizing the approaches from
Distel [Dis11], or from Borchmann, Distel, and Kriegel [BDK16]. Of course, for the fol-
lowing moments n ≥ 1, we could construct a concept inclusion base for the disjoint union of
the interpretations I0, I1, . . . , In. However, since the aforementioned methods require the con-
struction of so-called induced contexts the size of which may be exponential in the cardinality
of the interpretation’s domain, this technique could possibly be infeasible for late time points.
Furthermore, it would require the storing of all interpretations observed so far. We shall present
another technique for solving the above mentioned task. Please note that this problem has al-
ready been addressed by Kriegel [Kri15c] for the case where In+1 |= Tn for all time points
n ∈N. Herein, we propose a solution that circumvents this rather restrictive precondition.
The following proposition states that the concept inclusions that are both valid in an inter-
pretation I and entailed by some TBox T are exactly those which are valid for the infimum
ϕI ϕT of the induced closure operators.
6.8.1 Proposition. Let I be an interpretation, T an EL⊥si TBox, and C ⊑ D an EL⊥si concept
inclusion. Then, the following statements are equivalent:
1. C ⊑I D and C ⊑T D
2. CII ⊑∅ D and CT ⊑∅ D
3. CII ∨ CT ⊑∅ D
4. ϕI |= C ⊑ D and ϕT |= C ⊑ D
5. ϕI ϕT |= C ⊑ D
Proof. The proof is similar to the proof of Proposition 6.3.3.
Consequently, we can outline the following incremental procedure for computing concept
inclusion bases from some sequence of interpretations I0, I1, . . . , In.7
1. Upon availability of the first observed interpretation I0, compute its canonical base
B0 := Can(ϕI0 ,∅) using the results from Section 6.6 or, equivalently, using the results
from [Dis11, Chapter 5].
2. For each subsequent interpretation Ik+1, compute the canonical base Bk+1 := Can(ϕIk+1
ϕBk ,∅) using the results from Section 6.6.
7The sequence need not be finite; the procedure could continue indefinitely as well.
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It is readily verified that—by construction—for each time point k ∈ N, the TBox Bk entails an
EL⊥si concept inclusion C ⊑ D if, and only if, C ⊑ D is valid in all interpretations I0, . . . , Ik.
Note that each result Bk is equivalent to the canonical base of the disjoint union I0 ⊎ . . . ⊎ Ik
computed by means of the results in [Dis11, Chapter 5], and both have the same cardinality,
cf. [Dis11, Theorem 5.18] and Theorem 6.6.10.
With themethods that are developed in Section 6.6, we can also solve the problem in a slightly
different way such that we do not throw away each previous TBox when computing the next one.
More specifically, we devise an incremental procedure which shows in each step the changes in
the concept inclusion base induced by integrating the observations from the new interpretation.
1. Initially, compute the canonical base B0 := Can(ϕI0 ,∅) for the first interpretation I0.
2. When the next interpretation Ik+1 is available, we can either remove from Bk all concept
inclusions that are not valid in Ik+1 or replace each concept inclusion C ⊑ D in Bk that
is not valid in Ik+1 by the modified concept inclusion C ⊑ D ∨ CIk+1Ik+1 . The resulting
TBox is called the adjustment of Bk w.r.t. Ik+1 and is denoted by B∗k .8 It then holds true
that each interpretation I0, . . . , Ik, Ik+1 is a model of the adjustment B∗k . This is obvious
when simply deleting CIs; otherwise we have the following. Fix some ℓ ∈ {0, . . . , k}.
Then C ⊑ D is valid in Iℓ, i.e., CIℓIℓ ⊑∅ D holds true. We immediately conclude that
CIℓIℓ ⊑∅ D ∨ CIk+1Ik+1 is satisfied as well, which means that C ⊑ D ∨ CIk+1Ik+1 is valid in
Iℓ. Furthermore, it is obvious that CIk+1Ik+1 is more specific than D ∨ CIk+1Ik+1 modulo ∅,
and it follows that C ⊑ D ∨ CIk+1Ik+1 is valid in Ik+1 as well.
Furthermore, we then compute the next TBox Bk+1 := Can(ϕIk+1 ϕBk ,B∗k ) ∪ B∗k . Since
B∗k is sound for I0, . . . , Ik+1 and Bk is both sound and complete for I0, . . . , Ik, we conclude
that Bk+1 must be sound and complete for all interpretations I0, . . . , Ik+1 that we have
observed so far.
We have seen that the methods in Section 6.6 can only be applied to finite9 closure operators.
Both above proposed procedures require the computation of a canonical base for an infimum
ϕI ϕT where I is some interpretation and T is some TBox. Unfortunately, it holds true that,
as one quickly verifies, the infimum ϕI ϕT is infinite in general. In contrast, closure operators
of the form ϕI for some finite interpretation I have only finitely many closures, namely all
those of the form XI for some X ⊆ ∆I . However, for the case of axiomatizing a sequence of
finite interpretations I0, I1, . . . , In we find the following.
6.8.2 Proposition. The initial closure operator ϕI0 as well as all subsequent closure operators
ϕIk+1 ϕBk for k ∈ {0, . . . , n− 1} are finite.
Proof. Since each interpretation Ik is finite, its domain ∆Ik must be finite. Thus, there are only
finitely many MMSCs for Ik, which means that the closure operator ϕIk is finite. We show the
other statement by induction on k.
induction base. Since B0 is a concept inclusion base for I0, Corollary 4.3.52 shows that the
closures of the induced closure operators ϕI0 and ϕB0 coincide, which means that
8Alternatively, an adjustment can be obtained by replacing each concept inclusion C ⊑ D by C ⊑ CBk ∨ CIk+1Ik+1 .
9Recall that we call a closure operator ϕ finite if Clo(ϕ) is finite, and infinite otherwise.
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ϕB0 is finite. We conclude that the closure operator ϕI1 ϕB0 must be finite, since
CϕI1 ϕB0 = CϕI1 ∨ CϕB0 holds true and both closure operators ϕI1 and ϕB0 are finite.
induction step. Since Bk is a concept inclusion base for ϕIk ϕBk−1 , we have ϕBk = ϕIk ϕBk−1 .
Furthermore, since ϕIk ϕBk−1 is finite by induction hypothesis, we conclude that this
also holds true for ϕBk . Now we have that each closure of ϕIk+1 ϕBk is of the form
CϕIk+1 ∨ CϕBk , and since ϕIk+1 is finite it follows that ϕIk+1 ϕBk must be finite as well.
6.8.3 Merging Terminological Boxes
We have already seen in the beginning of Section 6.3 that there is a strong correspondence be-
tween the logical intersection of two TBoxes T and U and the infimum ϕT ϕU of the induced
closure operators. Thus, a use case that utilizes the notion of an infimum of closure operators
is the merging of TBoxes, i.e., the computation of a logical intersection. In theory, this could be
tackled by computing the canonical base for such an infimum. Unfortunately, this would not
practically work, since Propositions 6.3.5 – 6.3.7 show that the logical intersection T U does
not need to exist in EL⊥ or in EL⊥si, and it also follows that such an infimum ϕT ϕU need not
be finite.
What we can do, however, is to set some upper bound d on the role depths and then only ax-
iomatize the logical intersection of T and U up to depth d. This can be achieved by considering
the restriction (ϕT ϕU )↾d, which has only finitely many closures.
6.8.4 Axiomatization of Concept Inclusions from ABoxes
Assume thatA is a simple ABox which may not only contain positive assertions, but also negative
assertions, i.e., A may consist of axioms of the forms
a ⊏− A, a ̸⊏− A, (a, b) ⊏− r, (a, b) ̸⊏− r,
where a, b ∈ ΣI are individual names, A ∈ ΣC is a concept name, and r ∈ ΣR is a role name.
We further require A to be consistent, that is, it has a model. Apparently, A is consistent if,
and only if, it does not contain a ⊏− A and a ̸⊏− A at the same time, and similarly it does not
simultaneously contain (a, b) ⊏− r and (a, b) ̸⊏− r.
ABoxes entail only tautological concept inclusions with respect to the default semantics, i.e.,
when we only adopt the Unique Name Assumption (abbrv.UNA), i.e., different individual names
address different individuals, and the Open World Assumption (abbrv.OWA), i.e., an axiom may
be true in the domain of interest irrespective of it being entailed by the ABox, or alternatively,
there may be axioms the validity of which cannot be decided with only the information con-
tained in the ABox. In particular, if an ABox entails C ⊑ D, then C ⊑∅ D must hold true.
We can show this fact as follows. Assume that C ⊑ D is no tautology, i.e., there exists some
interpretation I containing a counterexample against C ⊑ D. Now the interpretation IA from
Page 92 is a model of A, and we define J as the disjoint union of I and IA such that individual
names are interpreted by IA. Clearly, J is then a model of A which contains a counterex-
ample against C ⊑ D, i.e., C ̸⊑A D. Put simply, we can extend each model of an ABox by a
counterexample against some non-tautological concept inclusion.
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Consequently, when we aim at learning terminological boxes from assertional boxes as
above, we have to impose further restrictions on the allowed models. An idea which would
probably perform well in practice would be to further require the Domain Closure Assumption
(abbrv.DCA), i.e., all individuals/objects of the domain of interest are known. The DCA is also
utilized in Database Theory, where it is assumed that every individual/object which occurs in
the domain of interest also occurs in the data set. Applying the DCA to the Description Logic set-
ting, we would enforce that there are no individuals except explicitly described in the signature
or used in the ABox, or when applying it to interpretations I , the restriction of the extension
function to ΣI is surjective. Analogously, requiring the UNA to hold true for interpretations I
implies that the restriction of the extension function to ΣI is injective. Thus, for interpretations
I satisfying both the UNA and DCA, the mapping ·I↾ΣI is bijective, and w.l.o.g. we shall hence
simply assume that ∆I = ΣI.10
In particular, we then restrict the semantics as follows. A ΣI-interpretation is an interpretation
I where ∆I := ΣI and where aI := a for all individual names a ∈ ΣI.11 Furthermore, we call
a ΣI-interpretation I a ΣI-model of A if I is a model of A, and we shall then write I |=ΣI A.
The ABox A ΣI-entails a concept inclusion C ⊑ D if, for each ΣI-interpretation I , it holds true
that I |=ΣI A implies I |= C ⊑ D, and we denote this as A |=ΣI C ⊑ D. If ΣI is finite, then
reasoning with respect to ΣI-semantics can be reduced to reasoning with respect to default
semantics when we further allow for the use of nominals. A nominal is a concept description of
the form {a} where a ∈ ΣI is an individual name, and its extension is defined by
{a}I := {aI}
for each interpretation I . It is easy to verify that, for any concept inclusion C ⊑ D, it holds
true that A |=ΣI C ⊑ D if, and only if, A ∪ TΣI |= C ⊑ D where the TBox TΣI encodes the ΣI-
semantics, i.e., that objects do not have multiple names (UNA) and that all objects are known,
i.e., named (DCA). In particular, TΣI is defined as follows.12
TΣI := { {a} ⊓ {b} ⊑ ⊥ | a, b ∈ ΣI and a ̸= b } ∪ {⊤ ⊑
⨆︂{ {a} | a ∈ ΣI }}
Note that the above ΣI-semantics are a special case of the semantics for fixed-domain reasoning
[GRS16].
Our goal now is to find a technique for the axiomatization of assertional boxes with respect to
ΣI-semantics, that is, to compute a concept inclusion base for a given ABox A that is sound and
complete for all C ⊑ D satisfying A |=ΣI C ⊑ D. Before we investigate the technical details, we
first demonstrate that using an ABox (with UNA, DCA, OWA) as input yields indeed different
results than using an interpretation (with UNA, DCA, CWA13). Both the ABox and each of its
10Since we want to develop a technique for axiomatizing concept inclusions from ABoxes that can be transformed
into an implementation, we require that the input is finite, which in particular means that the set ΣI of individual
names must be finite.
11Note that this somehow corresponds to the Herbrand universe of a FO-theory.
12The binary disjunction operator ⊔ and its finitary generalization ⨆︁ are defined dually to the conjunction operators
⊓ and d from Pages 34 and 36. In particular, (C ⊔ D)I := CI ∪ DI .
13The Closed World Assumption (abbrv. CWA) is the converse of the Open World Assumption. In particular, for the
case of an interpretation I it means that an axiom holds true in the domain of interest described by I if, and
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ΣI-model have in common that the set of individuals/objects is fully known. However, an ABox
allows for the presence of unknown facts, i.e., by leaving out both assertions a ⊏− A and a ̸⊏− A
we leave it open whether a is an instance of A, simply because we do not know it. This degree of
freedom is not possible in an interpretation I: either an object δ ∈ ∆I belongs to an extension
AI or not; there is no means to express that it is not known. Consequently, utilizing ABoxes as
input data to learn from allows for more practical use cases.
For instance, define A := {a ⊏− A, a ⊏− B} over the signature Σ with ΣC := {A, B}, ΣR := ∅,
and ΣI := {a, b}. Then, the concept inclusion A ⊑ B is no consequence of A, but it would be
if we consider A as an interpretation—more specifically, A ⊑ B is valid in the canonical model
IA that has been defined on Page 92. Note that it is defined as follows.
∆IA := ΣI
·IA :
{︄
A ↦→ { a | a ⊏− A ∈ A} for each A ∈ ΣC
r ↦→ { (a, b) | (a, b) ⊏− r ∈ A} for each r ∈ ΣR
The dual canonical model I∂A is given as follows.
∆I
∂
A := ΣI
·I∂A :
{︄
A ↦→ { a | a ̸⊏− A ̸∈ A } for each A ∈ ΣC
r ↦→ { (a, b) | (a, b) ̸⊏− r ̸∈ A } for each r ∈ ΣR
Clearly, both IA and I∂A are ΣI-models of A. Furthermore, it holds true that any ΣI-model of
A is between these two canonical models and, more specifically, for each ΣI-model I of A, it
holds true that
AIA ⊆ AI ⊆ AI∂A for any A ∈ ΣC
and rIA ⊆ rI ⊆ rI∂A for each r ∈ ΣR.
As an immediate consequence we obtain that, for each finite signature Σ, there are only finitely
many ΣI-models of a simple ABox.
The following proposition states some equivalent characterizations of ΣI-entailment.
6.8.3 Proposition. Let A be an ABox, and assume that C ⊑ D is a concept inclusion. Then, the
following statements are equivalent:
1. A |=ΣI C ⊑ D
2. I |=ΣI A implies I |= C ⊑ D for each interpretation I .
3. I |=ΣI A implies ϕI |= C ⊑ D for any interpretation I .
4. a{ ϕI | I |=ΣI A} |= C ⊑ D
5. ∅ |= ⋁︁{CII | I |=ΣI A} ⊑ D.
only if, it is valid in I .
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Proof. Statements 1 and 2 are equivalent by the very definition of ΣI-semantics. An application
of Theorem 4.1.9 or of [Dis11, Lemma 4.1] shows that Statements 2 and 3 are equivalent too.
The equivalence of Statements 3 to 5 follows immediately from Section 1.5.
We define the mapping ϕA : EL⊥si(Σ)→ EL⊥si(Σ) induced by some simple ABox A as above by
ϕA : C ↦→ CA :=
⋁︂{CII | I |=ΣI A}.
It then holds true that ϕA =
a{ ϕI | I |=ΣI A }, and so ϕA is a closure operator in the dual of
EL⊥si (Σ). Furthermore, the interpretation IΣIA , called canonical ΣI-model of A, is defined as the
disjoint union of all ΣI-models of A, that is, we set
IΣIA :=
⨄︂{ I | I |=ΣI A}.
It follows that, for any concept inclusion C ⊑ D,
A |=ΣI C ⊑ D if, and only if, IΣIA |= C ⊑ D,
and so the closure operators ϕA and ϕIΣIA coincide. The canonical ΣI-model I
ΣI
A is finite if the
signature Σ is finite.
Returning back to our initial goal of axiomatizing concept inclusions from some such finite
simple ABoxA, we can now provide a solution for doing so, namely we suggest to compute some
concept inclusion base of this newly introduced closure operator ϕA or, equivalently, to compute
a concept inclusion base of the canonical ΣI-model IΣIA . For the latter, we could also apply the
existing procedures from Distel [Dis11] and Borchmann, Distel, and Kriegel [BDK16].
6.8.5 Error-Tolerant Axiomatization of Concept Inclusions from Interpretations
Assume that an interpretation I as well as a TBox T are given such that I contains observations
that could possibly be faulty due to inaccurate generation methods, and that T is certainly valid
in the domain of interest, e.g., as it has been hand-crafted by experts. In particular, we assume
that I is not a model of T , i.e., that at least one domain element in I exists which serves as a
counterexample against at least one concept inclusion in T . However, we are expected to axiom-
atize terminological knowledge from I which is valid in the domain of interest. As a solution,
we suggest to construct the concept inclusion base of the supremum of the closure operators
that are induced by I and by T , respectively. It is then ensured that only concept inclusions are
axiomatized which are valid for all those domain elements of I that respect the concept inclu-
sions in T , i.e., we axiomatize concept inclusions from I that are compatible with the axioms
contained in T . In a certain sense this yields a method for an error correction in I when learning
concept inclusions. We will define a short motivating example as follows. Define the signature
Σ by ΣC := {Person,Car,Wheel} and ΣR := {child}, and consider the following interpretation I .
I : δ
Car
ϵ
Wheel
ζ
Person
η
Person
child child
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Consider the concept inclusion Car ⊑ Echild.Wheel. Of course, it is valid in I and, thus, it
is entailed by the canonical base for I when applying the construction of Distel [Dis11] or of
Borchmann, Distel, and Kriegel [BDK16]. In the real world, however, this concept inclusion
does not make sense. We already know that only persons have children, and that nothing is
both a person and a car. This existing, verified knowledge can be formulated as the following
EL⊥ TBox T .
T := { Echild.⊤ ⊑ Person, Person⊓ Car ⊑ ⊥}
It is easy to see that the object δ is not compatible with T—in contrast to the other objects ϵ,
ζ, and η. If we now consider the supremum ϕI ϕT instead, then we effectively filter out all
information on the incompatible object δ.
Note that the closure of Car with respect to ϕI ϕT is the least common subsumer of all
those concept descriptions that are closures of both ϕI and ϕT and that are subsumed by Car.
According to Proposition 6.4.1, this closure can also be computed by an exhaustive alternating
application of both closure operators until a fixed point is reached. As we shall see below, the
fixed point ⊥ is reached after the first iteration, and hence ⊥ is the closure.
CarII ≡ Car⊓ Echild.Wheel
(Car⊓ Echild.Wheel)T ≡ Car⊓ Echild.Wheel⊓ Person⊓⊥ ≡ ⊥
It follows that the concept inclusion Car ⊑ ⊥ is valid for ϕI ϕT , and hence the canonical base
contains the axiom expressing the non-existence of cars. This is obviously a correct result, since
the only object being a Car has been filtered out from I by T .
In the following, we show explicitly that ϕI ϕT defines a filtering of I by specifying an
interpretation for which the induced closure operator coincides with ϕI ϕT . Beforehand, we
show how closures of suprema can be computed if one of the closure operators is induced by
an interpretation.
6.8.4 Lemma. For each EL⊥si concept description C, the following statement holds true.
CϕI ψ ≡∅ (
⋃︂{X | X ⊆ CI and X ⊆ XIψI })I
Proof. We have the following which shall be justified below.
CϕI ψ ≡∅
⋁︂{D | D ∈ EL⊥si(Σ) and D ≡∅ DII ≡∅ Dψ ⊑∅ C } (6.8.A)
≡∅
⋁︂{XI | X ⊆ ∆I and XI ≡∅ XIψ ⊑∅ C } (6.8.B)
≡∅
⋁︂{XI | X ⊆ CI and X ⊆ XIψI } (6.8.C)
≡∅ (
⋃︂{X | X ⊆ CI and X ⊆ XIψI })I (6.8.D)
We begin with observing that the equivalence in Equation (6.8.A) is satisfied; it follows from
the characterization of suprema of closure operators in Section 1.5. As all concept descriptions
D over which the least common subsumer is constructed are model-based most specific concept
descriptions for I , we infer that Equation (6.8.B) holds true. Lemma 4.1.2 shows that XI ⊑∅ C
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is equivalent to X ⊆ CI . Of course, XI ≡∅ XIψ is satisfied if, and only if, XI ⊑∅ XIψ as well as
XI ⊒∅ XIψ, where the former is equivalent to X ⊆ XIψI and the latter is trivially true (since
ψ is extensive). We conclude the validity of Equation (6.8.C). Equation (6.8.D) immediately
follows from a claim in the proof of Proposition 4.1.4.
For an interpretation I and some closure operator ψ, we define the following interpretation
Iψ, called filtering of I w.r.t. ψ.
∆Iψ := {X | X ⊆ ∆I and XI ≡∅ (XI )ψ }
·Iψ :
{︄
A ↦→ {X | X ⊆ AI } for any A ∈ ΣC
r ↦→ { (X,Y) | Y ∈ Min(Succψ(X, r)) } for any r ∈ ΣR
The successor sets are defined by
Succψ(X, r) := Succ(X, r) ∩ ∆Iψ = {Y | YI ∈ Clo(ψ), Y ⊆ succ(X, r), and X ⊆ pred(Y, r) }
using the notions from the definition of the powering of I on Page 72. The next proposition now
shows that the supremum ϕI ψ is equal to the induced closure operator of the filtering Iψ.
6.8.5 Proposition. It holds true that CϕI ψ ≡∅ CIψIψ for each EL⊥si concept description C.
Proof. The case C = ⊥ is trivial. Thus, assume that C is an ELsi concept description. If we show
that {X}Iψ is equivalent to (XI )ψ for each X ∈ ∆Iψ , i.e., where XI is a closure of ψ, then we
can immediately derive the following. Note that the first equivalence has already been shown
in the proof of Lemma 6.8.4 as Equation (6.8.B).
CϕI ψ ≡∅
⋁︂{XI | X ⊆ ∆I and XI ≡∅ XIψ ⊑∅ C }
≡∅
⋁︂{XI | X ∈ ∆Iψ and XI ⊑∅ C }
≡∅
⋁︂{ (XI )ψ | X ∈ ∆Iψ and (XI )ψ ⊑∅ C }
≡∅
⋁︂{ {X}Iψ | X ∈ ∆Iψ and {X}Iψ ⊑∅ C }
≡∅
⋁︂{ {X}Iψ | X ∈ ∆Iψ and X ∈ CIψ }
≡∅ CIψIψ
It remains to show that the above equivalence {X}Iψ ≡∅ (XI )ψ is satisfied for each X in the
domain of Iψ. Thus, fix some such X ∈ ∆Iψ . We already know from Proposition 4.1.6 that XI is
equivalent to Esim(℘(I),X)modulo∅. Now let (J ,X) be the successor-reduction of (℘(I),X);
then XI is equivalent to Esim(J ,X) modulo ∅ as well. Since Esim(J ,X) is a closure of ψ and
is successor-reduced, an application of Lemma 6.2.3 yields that also Esim(J ,Y) is a closure of
ψ for each Y that is reachable from X in J . Without loss of generality assume that J only
contains objects that can be reached from X. It then follows that YI is a closure of ψ for each
Y ∈ ∆J , since Esim(J ,Y) is a closure of ψ and satisfies Esim(J ,Y) ≡∅ Esim(℘(I),Y) ≡∅ YI .
Consequently, ∆J is a subset of ∆Iψ .
We proceed with demonstrating that the pointed interpretations (J ,X) and (Iψ,X) are equi-
similar. We first show that the relation S := { (Y,Y) | Y ∈ ∆J } is a simulation from (J ,X) to
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(Iψ,X). Obviously, (X,X) ∈ S is satisfied. Now consider an arbitrary pair (Y,Y) ∈ S.
• If Y ∈ AJ , then Y ∈ A℘(I) follows. We conclude that Y ⊆ AI holds true, which implies
Y ∈ AIψ .
• Let (Y,Z) ∈ rJ . In particular, then both Y and Z are closures of ψ and (Y,Z) ∈ r℘(I).
The latter implies Z ∈ Min(Succ(Y, r)), and so we conclude that Z ∈ Succ(Y, r) ∩ ∆Iψ =
Succψ(Y, r). To justify that (Y,Z) ∈ rIψ is satisfied, we need to verify that Z is minimal in
Succψ(Y, r). Assume the contrary, i.e., there is some W ∈ Succψ(Y, r) such that W ⊊ Z.
Then W must also be an element of Succ(Y, r), which contradicts the minimality of Z in
Succ(Y, r).  
We conclude that {X}Iψ ≡∅ Esim(Iψ,X) ⊑∅ Esim(J ,X) ≡∅ (XI )ψ.
Eventually, we have to show the converse subsumption (XI )ψ ⊑∅ {X}Iψ . According to
Lemma 4.1.2 and since XI is already a closure of ψ, we can equivalently show that X is a
subset of ({X}Iψ)I , i.e., that there is a simulation from (Iψ,X) to (I , δ) for each object δ ∈ X.
Fix some δ ∈ X and define the relation T := { (Y, ϵ) | Y ∋ ϵ }. Clearly, the pair (X, δ) is
contained in T. Now consider an arbitrary pair (Y, ϵ) ∈ T.
• If Y ∈ AIψ , then Y ⊆ AI , and so it follows that ϵ ∈ AI .
• If (Y,Z) ∈ rIψ , then Z ∈ Min(Succψ(Y, r)), which in particular means thatY ⊆ pred(Z, r).
We infer that ϵ ∈ pred(Z, r), and so there must exist some ζ ∈ Z satisfying (ϵ, ζ) ∈ rI .
Of course, (Z, ζ) is in T.
We conclude that T is a simulation as needed.
6.8.6 Interactive, Gentle Ontology Repair
A further application is the repairing of ontologies. More specifically, we consider situations
where an ontology O entails an unwanted axiom α and the ontology should be modified such
that it does not have α as a consequence anymore. On the one hand, it might be the case that the
entailed axiom α is simply wrong in the domain of interest that is described by O and, on the
other hand, we might want to publish the ontology but the consequence α represents sensitive
information that should not be accessible. Baader, Kriegel, Nuradiansyah, and Peñaloza
[Baa+18a] have introduced a general framework for repairing ontologies. The approach is in-
dependent of the concrete logical language that is used to formulate the axioms in the ontology,
it only assumes that there is a monotonic consequence operator between sets of axioms. Their
(modified) gentle repair algorithm computes a so-called justification, i.e., a minimal subset of the
ontology that entails α, and then weakens some axiom in the justification (instead of removing
it as for classical repairs). However, the aforementioned step of weakening some axiom in a
justification needs to be iterated in order to ensure that the resulting ontology does not have
α as a consequence, and furthermore at most exponentially many iterations are sufficient. In
[Baa+18a] it is then further shown how suitable weakening relations on EL concept inclusions
can be defined, yielding unsupervised repair approaches for EL TBoxes. We continue with
citing the definition of a repair for the special case of TBoxes, and then describe how our results
from this chapter can be utilized to compute such repairs as well.
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6.8.6 Definition. (Special Case of [Baa+18a, Definition 1]) Let T = Ts ∪ Tr be an EL⊥si
TBox consisting of a static and a refutable part, and C ⊑ D a concept inclusion such that
T |= C ⊑ D and Ts ̸|= C ⊑ D. The TBox T ′ is a repair of T w.r.t. C ⊑ D if T |= T ′ and
Ts ∪ T ′ ̸|= C ⊑ D. △
The algorithm Attribute Exploration by Ganter [Gan84] allows for exploring the implication
theory of a domain of interest in a sound and complete manner. In particular, it interacts with
an expert by asking whether some implication is valid, and the expert can either confirm the im-
plication or has to provide a counterexample against it. Of course, an ontology repair algorithm
can also use expert interaction. We simply ask the expert to specify a counterexample against
the concept inclusion, i.e., some interpretation I such that I is a model of the static TBox Ts
and C ⊑ D is not valid for I . In order to remove the consequence, we replace the refutable
TBox Tr by the canonical base of the infimum ϕTr ϕI relative to Ts. Since C ⊑ D is not valid
for I , it is not valid for the induced closure operator ϕI , and consequently it is not valid for
ϕTr ϕI , which shows that the replacement Can(ϕTr ϕI , Ts) does not entail C ⊑ D anymore.
However, the expert should be as general as possible when specifying the counterexample,
since the repair also does not entail all other concept inclusions that are not valid for I .
In order to give some more freedom to the expert, a counterexample could also be provided
in the form of some simple ABox A such that C ⊑ D is not ΣI-entailed by A. We then use the
closure operator ϕA instead of ϕI .

7 Axiomatization ofM and of Horn-M
Concept Inclusions from Interpretations
In this chapter we show how concept inclusions in two quite expressive description logics
can can axiomatized from interpretations. More specifically, we generalize from the EL case
[BDK16] described in Section 6.1 and show in Section 7.1 how we can generate a base of
M concept inclusions and then adapt the technique to the description logic Horn-M from
Section 3.2. For both cases, we assume that there is a bound on the role depths, i.e., we show
how from the input interpretation a TBox can be constructed that is sound and complete for
all concept inclusions up to a predefined role depth. Since instance checking for the sublogic
Horn-M− is P-complete for data complexity—and for Horn-M probably also P-complete—as
explained in Section 3.2.2, such a Horn-M TBox can be used as schema in ontology-based data
access (abbrv. OBDA) applications. Eventually, Section 7.3 demonstrates how role inclusions can
be axiomatized in a sound and complete manner and how the resulting base can integrated in
the results obtained in Sections 7.1 and 7.2.
7.1 Bases ofM Concept Inclusions
For the sequel of this section, fix some finite interpretation I over a finite signature Σ as well
as some role depth bound d ∈ N. Whenever we refer to a concept description, we mean an
M concept description with a role depth not exceeding d; likewise we only consider concept
inclusions involving Md concept inclusions. Note that we have explained in Section 4.2 how
model-based most specificM concept descriptions XId can be computed.
7.1.1 Lemma. (Generalization of [BDK16, Lemma 4.6]) Let C and D beM concept descriptions
with role depths not exceeding d. If the concept inclusion C ⊑ D is valid in I , then the concept
inclusion C ⊑ CIId is valid in I too, and furthermore C ⊑ D follows from {C ⊑ CIId}.
Proof. For the concept description C it follows by an application of Statement 6 of Lemma 4.1.2
that CI = CIIdI , i.e., the CI C ⊑ CIId is always valid in I .
Now consider a model J of the CI C ⊑ CIId . Since I |= C ⊑ D, it follows that CI ⊆ DI ,
and by Statement 1 of Lemma 4.1.2 we conclude that ∅ |= CIId ⊑ D. In particular, then the
last CI is also valid in J , and hence J |= C ⊑ D. Since J was an arbitrary model, we conclude
that {C ⊑ CIId} |= C ⊑ D.
In the case of EL⊥gfp, Baader and Distel showed that each (unbounded) MMSC of an inter-
pretation I can be expressed in terms of {⊥} ∪ ΣC ∪ { Er.XI | r ∈ ΣR and ∅ ̸= X ⊆ ∆I }, see
Section 6.1. Similarly, for the role-depth-bounded case, Borchmann, Distel, and the author
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showed that each MMSC of I in EL⊥d is expressible in terms of {⊥} ∪ ΣC ∪ {
E
r.XId−1 | r ∈
ΣR and ∅ ̸= X ⊆ ∆I }. As a straightforward extension to M, we define the following set M
and then show that it can express each model-based most specific concept description of I .
M := {⊥} ∪ { A,¬A | A ∈ ΣC } ∪
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
E≥m. r.XId−1 ,
E≤ n. r,
E
r. Self,
A
r.XId−1
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓
r ∈ ΣR,
0 < m ≤ |∆I |,
0 ≤ n ≤ |∆I |,
∅ ̸= X ⊆ ∆I
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
Like in Section 6.6 and [Dis11, Chapter 5], we say that anM concept description C is express-
ible in terms of M if there is some subset X of M such that C is equivalent to the conjunctiond
X modulo ∅. Analogously, we also define a projection mapping π : Md(Σ)→ ℘(M) by
π(C) := {D | D ∈ M and C ⊑∅ D }.
In particular, then similar statements as in Lemmas 6.6.2 and 6.6.3 and Proposition 6.6.4 hold
true, which are as follows. Note that now there is no background TBox containing existing
knowledge.
1. (π,d) is a Galois connection between (Md(Σ),⊑∅)/≡∅ and (℘(M),⊆).
2. If C is expressible in terms ofM, then C is equivalent to dπ(C) modulo ∅.
3. All model-based most specific concept descriptions of I are expressible in terms ofM.
The first two statements can be proven in the same way as Lemmas 6.6.2 and 6.6.3. The third
statement is an obvious consequence of Theorem 4.2.2.
7.1.2 Proposition. (Generalization of [BDK16, Theorem 4.9]) The following TBox BM is sound
and complete for theM concept inclusions that are valid in I and have role depths of at most d.
BM := {
l
X ⊑ (
l
X)IId | X ⊆ M } ∪N
The sub-TBox N is defined by
N := {⊤ ⊑ E≤ |∆I |. r | r ∈ ΣR }
and encodes that, for each role name r ∈ ΣR, each object in I cannot have more r-successors than
there are objects in I .1
Proof. It is obvious thatBM is sound for I . IfC ⊑ D is some concept inclusionwhich is valid in I ,
then Lemma 7.1.1 yields that the CI C ⊑ CIId is also valid in I , and furthermore the entailment
{C ⊑ CIId} |= C ⊑ D holds true. Hence, it suffices to show that our TBox BM entails all CIs
of the form C ⊑ CIId . We proceed with a proof by induction on the structure of C.
• If C is ⊥, a concept name A, a negated concept name ¬A, an existential self restriction
E
r. Self, or an unqualified less-than restriction E≤ n. r where n ≤ |∆I |, then C is an
element ofM, and so we can immediately conclude that the CI C ⊑ CIId is in BM.
1Note that each concept inclusion in N has the same models as E≥ (|∆I |+ 1). r.⊤ ⊑ ⊥.
7.1 Bases ofM Concept Inclusions 209
• For the case C = ⊤ we have that ⊤ is equivalent to d∅ modulo ∅. It follows that BM
entails the CI ⊤ ⊑ ⊤IId .
• Consider an unqualified less-than restriction E≤ n. r such that n > |∆I |. We have that
E≤ n. r ⊒∅ E≤ |∆I |. r, which implies that ⊤ and E≤ n. r are equivalent modulo N . We
have already seen that the CI ⊤ ⊑ ⊤IId follows from BM, and so we conclude that BM
entails E≤ n. r ⊑ ( E≤ n. r)IId .
• Consider a conjunction C = D ⊓ E. By induction hypothesis, BM entails both CIs
D ⊑ DIId and E ⊑ EIId , which implies that BM entails D ⊓ E ⊑ DIId ⊓ EIId . Since
all MMSCs are expressible in terms of M, there are subsets X and Y of M such that
DIId ≡∅
d
X and EIId ≡∅
d
Y. Of course, then the CI d(X ∪ Y) ⊑ (d(X ∪ Y))IId is
in BM. We conclude that BM entails DIId ⊓ EIId ⊑ (DIId ⊓ EIId)IId . Now Statement 5
of Lemma 4.1.2 shows that (DIId ⊓ EIId)IId is more specific than (D ⊓ E)IId modulo ∅.
Summing up yields the claim.
• Assume that C = Ar.D is a value restriction. Then the following subsumptions hold true.
A
r.D ⊑BM
A
r.DIId
⊑∅ Ar.DIId−1
⊑BM(
A
r.DIId−1)IId
⊑∅ ( Ar.D)IId
The first subsumption is a consequence of the induction hypothesis and the fact that
value restrictions are monotonic. For the second subsumption, observe that DIId−1 cer-
tainly satisfies that rd(DIId−1) ≤ d as well as DI ⊆ DIId−1I , and so an application of
Statement 2 of Definition 4.1.1 yields that DIId is more specific than DIId−1 modulo ∅.
The third subsumption follows from the fact that Ar.DIId−1 is contained in M. The last
subsumption follows from Statement 5 of Lemma 4.1.2.
• Now let C = E≥ n. r.D be a qualified greater-than restriction, and first assume that
n ≤ |∆I |. Then, we may argue similarly as for the value restrictions that the following
subsumptions hold true.
E≥ n. r.D ⊑BM
E≥ n. r.DIId
⊑∅ E≥ n. r.DIId−1
⊑BM(
E≥ n. r.DIId−1)IId
⊑∅ ( E≥ n. r.D)IId
For the remaining case where n > |∆I |, we argue as follows.
E≥ n. r.D ⊑∅ E≥ n. r.⊤
⊑∅ E≥ |∆I |+ 1. r.⊤
⊑N⊥,
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Hence, the concept descriptions ⊥ and E≥ n. r.D are equivalent modulo N . Since we
have already proven above that ⊥ ⊑ ⊥IId follows from BM, also the CI E≥ n. r.D ⊑
(
E≥ n. r.D)IId is entailed by BM.
The induced formal context of I is defined as
KI := (∆I ,M, I)
where the incidence relation is defined by (δ,C) ∈ I if δ ∈ CI . It is easy to see that XI equals
(
d
X)I for each subset X ⊆ M. We conclude that, for all subsets X,Y ⊆ M, the concept
inclusion dX ⊑ dY is valid in I if, and only if, the implication X→ Y is valid in KI .
Now fix some concept description C ∈ M. Considering the singleton X := {C} shows that
{C}I equals CI . Using the laws of Galois connections we infer that, for each subset X ⊆ ∆I ,
the statements XId ⊑∅ C, and X ⊆ CI , and C ∈ X I are equivalent. As a consequence, we
obtain that X I equals π(XId).
As an immediate consequence of the above, we get that X I I = (dX I)I = (dπ(XId))I =
XIdI holds true for each subset X ⊆ ∆I where the last equality follows from the fact that
the MMSC XId is expressible in terms of M. Furthermore, we infer that XI I = π((XI)Id) =
π((
d
X)IId), and applying the operator d yields dXI I ≡∅ dπ((dX)IId). Since the MMSC
(
d
X)IId is expressible in terms ofM, we conclude that dXI I ≡∅ (dX)IId .
As final step we use the tautological concept inclusions to define some background knowledge
for the computation of the canonical implication base of the induced concept context which is
trivial in terms of Description Logics, but not for Formal Concept Analysis, due to their different
semantics. In particular, we define the following implication set S that is used as background
knowledge.
S := {X→ {C} | X ∪ {C} ⊆ M and
l
X ⊑∅ C }.
Similarly to what has been explained on Page 190 for the implication set ˆ︁T , we can easily show
that S = { X → π(dX) | X ⊆ M } holds true and further we use the implication set S only
virtually, i.e., we can devise an oracle that is able to compute closures XS for subsets X ⊆ M.
7.1.3 Theorem. (Generalization of [BDK16, Theorem 4.30]) Let L be an implication base of
the induced formal context KI with respect to the background knowledge S . Then, the following
TBox BL is sound and complete for the M concept inclusions that are valid in I and have role
depths of at most d.
BL := {
l
X ⊑ (
l
X)IId | X→ Y ∈ L for some Y } ∪N
Proof. It is obvious that BL is sound. For showing completeness for the concept inclusions, it
suffices to show that BL entails the complete TBox BM from Proposition 7.1.2.
Consider a model J of BL. We divide the remaining part of this proof in three steps.
1. First, we show that all implications in L are also valid in the induced formal contextKJ :=
(∆J ,M, J) where (δ,C) ∈ J if δ ∈ CJ . W.l.o.g. we may assume that L only contains
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implications of the form X → XI I . Hence, let X → XI I ∈ L, then it follows that XJ =
(
d
X)J ⊆ (dX)IIdJ = (dXI I)J = XI I J, i.e., the implication X→ XI I is valid in KJ .
2. Then, we prove that the background knowledge S is valid in the induced formal context
KJ too. Consider an implication X→ {C} in S . Since
d
X ⊑ C is a tautology, it must be
valid in J . It follows that the considered implication must be valid in the induced formal
context KJ .
3. Finally, we show that J is a model of each CI dX ⊑ (dX)IId in BM, which then yields
completeness of BL. Thus, fix some such concept inclusion. Since the implication set
L ∪ S is sound and complete for KI , and X → XI I is valid in KI , it holds true that
X→ XI I is entailed by L∪ S . As KJ is a model of both L and S , it follows that X→ XI I
is valid in KJ too. We conclude that the CI
d
X ⊑ dXI I is valid in J , and using the
equivalence dXI I ≡∅ (dX)IId finishes the proof.
7.1.4 Corollary. (Generalization of [BDK16, Theorem 4.32]) The following TBox, called canon-
ical base for I , is sound and complete for the M concept inclusions that are valid in I and have
role depths not exceeding d.
CanM(I , d) := {
l
P ⊑
l
PI I | P is a pseudo-intent of KI relative to S } ∪N □
The author conjectures that the canonicalM concept inclusion base CanM(I , d) hasminimal
cardinality among all M concept inclusion bases for I and d. However, it is not immediately
possible to suitably adapt the minimality proof for the EL case in [BDK16; Dis11]. The crucial
point is that we need the validity of the following claim, which resembles [Dis11, Lemma 5.16;
BDK16, Lemma A.9] for our case ofM.
Claim. Fix some M TBox T ∪ {C ⊑ D} in which all occurring concept descriptions have role
depths not exceeding d. Further assume that I is a finite model of T such that, for each subconcept
E
r.X of C, the filler X is (equivalent to) some model-based most specific concept description of I;
more specifically, we assume that Y ≡ YIId−1 is satisfied for each Er.Y ∈ Conj(C). If C ̸⊑∅ D and
C ⊑T D, then C ⊑∅ E and C ̸⊑∅ F holds true for some concept inclusion E ⊑ F contained in T .
It should be possible to prove the claim as soon as there is technique for computing most
specific consequences w.r.t.M TBoxes. However, this remains an open problem here.
With a similar proof as for Proposition 7.2.6 we can justify the following complexity result
on computing the canonical base.
7.1.5 Proposition. The canonicalM concept inclusion base for a finite interpretation I and role
depth bound d ≥ 1 can be computed in exponential time with respect to I and d, and further there
exist finite interpretations I for which the canonicalM concept inclusion base cannot be encoded
in polynomial space w.r.t. |∆I |. □
7.2 Bases of Horn-M Concept Inclusions
In Section 1.6 we have introduced the new notion of so-called joining implications. More specif-
ically, we have assumed that there are two distinct sets of attributes: the first one containing
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attributes that may occur in premises of implications, while conclusions must only contain
attributes from the second set. A canonical base for the joining implications valid in a given for-
mal context has been developed and it has been proven that it is of minimal cardinality among
all such bases. In this chapter, we propose an application to inductive learning in the Horn
description logic Horn-M from Section 3.2. Using the canonical base of joining implications, we
show how the Horn-M concept inclusions valid in a given interpretation can be axiomatized.
Now fix some finite interpretation I over a signature Σ, and further let d ∈N be a role-depth
bound. In the remainder of this section, we show how the techniques from Section 1.6 can be
applied to axiomatize Horn-M concept inclusions valid in I . Note that the proofs are suitable
adaptations of those for the case of M in Section 7.1. Further remark that Horn-M concept
inclusions are of the form C ⊑ D where C is an EL∗ concept description and D is an M≤1
concept description, cf. Section 3.2.1.
7.2.1 Lemma (Analog of Lemma 7.1.1). If the Horn-M concept inclusion C ⊑ D is valid in I ,
then the Horn-M concept inclusion C ⊑ CIIM≤1d is valid in I too, and furthermore C ⊑ D follows
from {C ⊑ CIIM≤1d }. □
The characterization of MMSCs in Section 4.2 restricted to the special case of EL∗ now
implies that each MMSC XIEL
∗
d is expressible in terms ofMp defined as follows.
Mp := {⊥} ∪ ΣC ∪ { Er. Self | r ∈ ΣR } ∪ { Er.XIEL
∗
d−1 | r ∈ ΣR and ∅ ̸= X ⊆ ∆I }
As next step, we prove that there exists a concept inclusion base for I in which the premises
of concept inclusions are of the form dC for subsets C ⊆ Mp.
7.2.2 Proposition (Analog of Proposition 7.1.2). The following Horn-M TBox is sound and
complete for the Horn-M concept inclusions valid in I and having role depths at most d.
BMp := {
l
C ⊑ (
l
C)II
M≤1
d | C ⊆ Mp }
Proof. Soundness is obvious. According to Lemma 7.2.1, for completeness it suffices to show
that BMp |= C ⊑ CIIM
≤1
d for each EL∗ concept description C. We do this by structural induction
on C ∈ EL∗(Σ). The base cases where C ∈ {⊥} ∪ ΣC ∪ { Er. Self | r ∈ ΣR } are obvious.
Case C = D ⊓ E. Two applications of the induction hypothesis yield that BMp entails D ⊑
DIIM
≤1
d and E ⊑ EIIM≤1d . We infer that
D ⊓ E ⊑BMp DII
M≤1
d ⊓ EIIM≤1d .
Since EL∗ is less expressive thanM≤1, we can show by induction on the role-depth bound
d and using the recursive characterizations in Section 4.2 that XIM
≤1
d ⊑∅ XIEL
∗
d holds
true for each subset X ⊆ ∆I . Consequently, it follows that
DII
M≤1
d ⊓ EIIM≤1d ⊑∅ DIIEL
∗
d ⊓ EIIEL∗d .
Now the latter concept description is expressible in terms ofMp, and so we infer that BMp
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must entail the concept inclusion
DII
EL∗
d ⊓ EIIEL∗d ⊑ (DIIEL∗d ⊓ EIIEL∗d )IIM≤1d .
As DIIEL
∗
d is subsumed by D and EIIEL
∗
d is subsumed by E with respect to ∅, we conclude
that
(DII
EL∗
d ⊓ EIIEL∗d )IIM≤1d ⊑∅ (D ⊓ E)IIM
≤1
d
and we are done.
Case C = Er.D. Using the induction hypothesis, we get that BMp entails
E
r.D ⊑ Er.DIIM≤1d .
It is further readily verified that
E
r.DII
M≤1
d ⊑∅ Er.DIIM
≤1
d−1 ⊑∅ Er.DIIEL
∗
d−1
holds true. Since Er.DIIEL
∗
d−1 is an element of Mp (choose X := DI), it must be the case
that BMp entails
E
r.DII
EL∗
d−1 ⊑ ( Er.DIIEL∗d−1 )IIM≤1d . Eventually, we know that DIIEL∗d−1 ⊑ D
is a tautology, and we conclude that Er.DIIEL
∗
d−1 ⊑ ( Er.D)IIM≤1d follows from BMp .
Similarly to Sections 6.1 and 7.1, we define the induced formal context KI := (∆I ,M, I)
where M := Mp ∪Mc for the premise attribute set Mp that is already defined above and for
the conclusion attribute set is given as
Mc := {⊥} ∪ { A,¬A | A ∈ ΣC } ∪ { Er. Self, E≤ 1. r, Ar.⊥ | r ∈ ΣR }
∪
{︄
Q
r.XI
M≤1
d−1
⃓⃓⃓⃓
⃓
Q∈ { E≥ n | 1 ≤ n ≤ |∆I | } ∪ { A},
r ∈ ΣR, and ∅ ̸= X ⊆ ∆I
}︄
,
and where (δ,C) ∈ I if δ ∈ CI . Of course, it holds true that dX ⊑ dY is a Horn-M concept
inclusion for each subset X ⊆ Mp and each subset Y ⊆ Mc, and such a concept inclusion is valid
in I if, and only if, the joining implication X → Y is valid in the induced formal context KI .
As we are only interested in axiomatizing those concept inclusions that are valid in I and are
no tautologies, we define the following joining implication set that we shall use as background
knowledge on the FCA side.
S := { {C} → {D} | C ∈ Mp, D ∈ Mc, and C ⊑∅ D }
∪ { {C, Er. Self} → {D} | C ∈ Mp, r ∈ ΣR, D ∈ Mc, and C ⊓ Er. Self ⊑∅ D }
Wewill see at the end of this section that the model-based most specific concept descriptions XId
can have an exponential size w.r.t. I and d inM≤1. Since the problem of deciding subsumption
in Horn-M is EXP-complete, we infer that a naïve approach of computing S needs double expo-
nential time. However, a more sophisticated analysis yields that most concept inclusions cannot
be valid. In particular, a concept description fromMp only contains concept names and existen-
tial (self-)restrictions and, thus, these can never be subsumed (w.r.t. ∅) by a concept description
fromMc containing a negated concept name, a local functionality restriction, a qualified at-least
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restriction where n > 1, or a value restriction. Thus, we conclude from the characterization in
Section 4.2 that S does not contain any implication {C} → {D} or {C, Er. Self} → {D} except
for the trivial cases where C = ⊥, C = D, or D = Er. Self (only for the second form), and it can
hence be computed in single exponential time. Even in the case where the tautological TBox S
is not that simple, e.g., for another description logic where subsumption is also EXP-complete
and model-based most specific concept descriptions can have exponential sizes, we could also
dispense with the expensive computation of S , since the canonical base can then still be com-
puted in single exponential time with the only drawback that it could contain tautologies.
Furthermore, when computing the MMSC of a conjunction dC where C ⊆ Mp we do not
have to do this on the DL side, which is expensive, but it suffices to compute the result Cpc
on the FCA side by applying the derivation operators ·p and ·c. The conjunction dCpc is then
(equivalent to) the MMSC in the DLM≤1.
7.2.3 Lemma. For any subset C ⊆ Mp, the following equivalence holds true.l
Cpc ≡∅ (
l
C)II
M≤1
d
Proof. The equivalence follows by a suitable variation of the argumentation on Page 210. How-
ever, we shall present the full proof in the following. In particular, we show the following
subclaims.
1. Cpc = πc((
d
C)IIM
≤1
d ) where the projection mapping πc : M≤1(Σ)→ ℘(Mc) is defined
by πc(D) := { E | E ∈ Mc and D ⊑∅ E }.
2. If C is expressible in terms ofMc, then C ≡∅
d
πc(C) holds true.
Statement 2 can be shown in a similar way as Lemma 6.6.3, and the proof of Statement 1 is as
follows.
πc((
l
C)II
M≤1
d ) = {D | D ∈ Mc and (
l
C)II
M≤1
d ⊑∅ D }
= {D | D ∈ Mc and (
l
C)I ⊆ DI }
= {D | D ∈ Mc and Cp ⊆ {D}c }
= {D | D ∈ Mc and D ∈ Cpc }
= Cpc
Our main claim then follows easily in the following way, where the first equivalence follows
from Statement 1 and where the second equivalence is a consequence of Statement 2 together
with the fact that the concept description (dC)IIM≤1d is expressible in terms ofMc.l
Cpc ≡∅
l
πc((
l
C)II
M≤1
d ) ≡∅ (
l
C)II
M≤1
d .
The main result for inductive learning of Horn-M concept inclusions is as follows. It states
that (the premises of) each pc-implication base of the induced context KI give rise to a base of
Horn-M concept inclusions for I .
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7.2.4 Theorem (Analog of Theorem 7.1.3). If L is a joining implication base for KI relative to
S , then the following TBox is sound and complete for the Horn-M concept inclusions that are valid
in I and have role depths not exceeding d.
BL := {
l
C ⊑ (
l
C)II
M≤1
d | C→ D ∈ L }
Proof. It suffices to prove that BL entails BMp , i.e., we show that BL entails
d
C ⊑ (dC)IIM≤1d
for each subset C ⊆ Mp. Thus, fix some model J of BL and consider some subset C ⊆ Mp.
We define the formal context KJ := (∆J ,M, J) where (δ,C) ∈ J if δ ∈ CJ .
1. We show that KJ |= L. Fix some joining implication C → D contained in L. We know
that CJp = CJ = (dC)J holds true and, analogously, that DJc = DJ = (dD)J is
satisfied. Since l
C ⊑BL (
l
C)II
M≤1
d ≡∅
l
CIp Ic ⊑∅
l
D,
we infer that (dC)J ⊆ (dD)J . Consequently, we have that CJp ⊆ DJc , that is, the
considered joining implication C→ D is valid in KJ .
2. We show that KJ |= S . Let {C1,C2} → {D} ∈ S , i.e., C1 ⊓ C2 ⊑ D is a tautology. In
particular, we infer that CJ1 ∩ CJ2 ⊆ DJ , which implies {C1}Jp ∩ {C2}Jp ⊆ {D}Jc , i.e.,
the implication {C1,C2} → {D} is valid in KJ as well.
3. We finish the proof by demonstrating that dC ⊑ (dC)IIM≤1d is valid in J . As
L ∪ S is sound and complete for the joining implications valid in KI , we have that
L∪ S |= C→ Cpc, and so C→ Cpc must be valid in KJ too. Clearly, this shows that the
concept inclusiondC ⊑ dCpc is valid inJ . Using the equivalencedCpc ≡∅ (dC)IIM≤1d
yields the claim.
Instantiating the previous theorem with the canonical pc-implication base from Proposi-
tion 1.6.6 now yields the following corollary.
7.2.5 Corollary (Analog of Corollary 7.1.4). The following Horn-M TBox, called canonical
Horn-M concept inclusion base for I and d, is sound and complete for the Horn-M concept
inclusions that are valid in I and have role depths at most d.
CanHorn-M(I , d) := {
l
C ⊑
l
D | C→ D ∈ Canpc(KI ,S) }
= {
l
(P ∩Mp) ⊑
l
(P ∩Mp)pc | P ∈ PsClo(ϕpcKI ,S) } □
In the sequel of this section, we investigate the computational complexity of computing the
canonical Horn-M concept inclusion base. As it turns out, the complexity is the same as for
computing the canonical pc-implication base—both can be obtained in exponential time. After-
wards, we investigate whether we can show that the canonical Horn-M concept inclusion base
has minimal cardinality.
7.2.6 Proposition. The canonical Horn-M concept inclusion base for a finite interpretation I and
role depth bound d ≥ 1 can be computed in exponential time with respect to I and d, and further
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there exist finite interpretations I for which the canonical Horn-M concept inclusion base cannot
be encoded in polynomial space w.r.t. |∆I |.
Proof. The proof is very similar to Theorem 6.1.2 and heavily depends on an argument from
Albano [Alb17] too. However, we need to elaborate on the size of model-based most spe-
cific concept descriptions as well as on the complexity of computing these. The remaining
argumentation is then the same.
Wemake use of the recursive formula for MMSCs in Section 4.2. Fix some finite interpretation
I such that ∆I contains n objects. We start with the M≤1 case. In particular, we inductively
construct upper estimates2 ud such that ||XId || ⪯ ud is satisfied for any subset X ⊆ ∆I . For
d = 0, XId can only contain concept names and negations of concept names, i.e., we set
u0 := 2 · |ΣC| ≤ 2 · |Σ|. Furthermore, for computing XId we only need to traverse through ΣC
and check, for each concept name A, whether X ⊆ AI or X ∩ AI = ∅ is satisfied; clearly, this
needs only polynomial time w.r.t. n.
For a depth d > 0, XId can contain concept names and negations thereof, one unqualified
at-most restriction E≤ n. r for each role name r ∈ Σ as well as one existential self-restriction
E
r. Self for each role name r ∈ ΣR, and XId can further contain qualified at-least restrictions
E≥ k. r.YId−1 for each k ∈ {1, . . . , n}, r ∈ ΣR, and Y ⊆ ∆I as well as universal restrictions
A
r.YId−1 for each role name r ∈ ΣR and each subset Y ⊆ ∆I , which yields an upper estimate
of ud := 2 · |ΣC| + 2 · |ΣR| + (n + 1) · |ΣR| · 2n · ud−1. Consequently, we obtain the following
estimate.
||XIM≤1d || ⪯
d
∑
k=0
((n+ 1) · |ΣR| · 2n)k · 2 · |Σ|
Furthermore, finding all top-level conjuncts of the form A or ¬A can be done in polynomial time
w.r.t. n just like for d = 0. Determining all top-level conjuncts of the form E≤ n. r or Er. Self
can be achieved in polynomial time w.r.t. n as well. For the qualified at-least restrictions and
the universal restrictions occurring in the top-level conjunction, the crucial task is to determine
the minimal successor sets Min(Succ(X, Qr)): while for Q= Athis is polynomial, it can take
exponential time w.r.t. n for Q= E≥ k. An induction on d shows that XId can be computed in
exponential time w.r.t. n and d.
In order to show that the above exponential bound is tight, we consider the following inter-
pretation In over the signature Σn where (Σn)C := {A1, . . . , An} and (Σn)R := {r}.
∆In := {δ1, . . . , δn}
·In :
{︄
Ai ↦→ { δj | j ∈ {1, . . . , n} and i ̸= j } for each i ∈ {1, . . . , n}
r ↦→ { (δi, δj) | i, j ∈ {1, . . . , n} }
It is then easy to verify that, in In, the model-based most specific concept description of
{δ1, . . . , δn} for the role-depth bound 1 in M≤1 contains the mutually ⊑∅-incomparable top-
level conjuncts E≥ k. r.dA for each k ∈ {2, . . . , n} and each A ∈ ((Σn)Cn−k ).
2Following Knuth [Knu76], we write f ⪯ g for f ∈ O(g), that is, if Ec ∈ R+ En0 ∈N An ≥ n0 : f (n) ≤ c · g(n),
and then say that f is asymptotically bounded above by g.
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Similarly for the easier EL∗ case, we can prove by induction on d that we can compute XId
in exponential time w.r.t. n and d, and that we get the following estimate.
||XIEL∗d || ⪯
d
∑
k=0
(|ΣR| · 2n)k · |Σ|
We conclude that model-based most specific concept descriptions always have a size that is
at most exponential in n and d and can be computed in exponential time w.r.t. n and d in both
description logics EL∗ andM≤1.
Note that in order to save space for representing the model-based most specific concept de-
scriptions, we could also represent them in the form XI↾d where XI is the model-based most
specific concept description without any bound on the role depth and E↾d denotes the unrav-
eling of some concept description E (formulated in a DL with greatest fixed-point semantics)
up to role depth d. In general, these unbounded MMSCs XI only exist in extensions of the
considered DL with greatest fixed-point semantics. The advantage is that then the size of XI↾d
is exponential only in I but not in d.
The author conjectures that, for each finite interpretation I , the canonical Horn-M concept
inclusion base CanHorn-M(I , d) has minimal cardinality among all Horn-M concept inclusion
bases for I and d. However, it is not immediately possible to suitably adapt the minimality
proof for the EL case described in [BDK16; Dis11], since not all notions from EL are available in
more expressive description logics. The crucial point is that we need the validity of the following
claim, which resembles [Dis11, Lemma 5.16; BDK16, Lemma A.9] for our case of Horn-M.
Claim. Fix some Horn-M TBox T ∪ {C ⊑ D} in which all occurring concept descriptions have role
depths not exceeding d. Further assume that I is a finite model of T such that, for each subconcept
E
r.X of C, the filler X is (equivalent to) some model-based most specific concept description of I
in the description logic EL∗; more specifically, we assume that Y ≡ YIIEL∗d−1 is satisfied for each
E
r.Y ∈ Conj(C). If C ̸⊑∅ D and C ⊑T D, then C ⊑∅ E and C ̸⊑∅ F holds true for some concept
inclusion E ⊑ F contained in T .
It might be possible to prove the claim if there is technique for computing most specific
consequences w.r.t. Horn-M TBoxes. However, this is left for future research.
7.3 Bases of Role Inclusions
In Section 3.1 so-called role inclusions have been introduced as expressions of the form r ⊑ s
where r and s are role names. Such an axiom is valid in an interpretation I if rI is a subset
of sI . We shall now describe how we can extend our previous approaches for axiomatizing
concept inclusions from interpretations such that also the valid role inclusions are described in
a sound and complete manner.
Fix some finite interpretation I . We want to construct a minimal RBox R from I that is
sound and complete for all role inclusions valid in I . For this purpose, we use the equivalence
relation ≡I on ΣR defined by r ≡I s if rI = sI as well as the quasi-order relation ⊑I on ΣR
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defined by r ⊑I s if rI ⊆ sI . Now let ΓR be a set of representatives of the equivalence relation
≡I , i.e., we have |ΓR ∩ [r]| = 1 for each role name r ∈ ΣR. Fix some such representative r ∈ ΓR
and consider an arbitrary enumeration {r1, . . . , rℓ} of the equivalence class of r. Then define
the following RBox.
Rr := {r1 ⊑ r2, r2 ⊑ r3, . . . , rℓ−1 ⊑ rℓ, rℓ ⊑ r1}
Furthermore, let ≺I be the neighborhood relation of ⊑I , that is, r ≺I s is satisfied if, and only
if, rI is a strict subset of sI and there is no role name t ∈ ΓR satisfying rI ⊊ tI ⊊ sI . The final
RBox is then defined as follows.
R := { r ⊑ s | r, s ∈ ΓR and r ≺I s } ∪
⋃︂{Rr | r ∈ ΓR }
Obviously, the constructed RBox is sound and complete for I , that is, a role inclusion α is valid
in I if, and only if, R entails α. It is further easy to see that R has minimal cardinality among
all RBoxes that are sound and complete for I .
For instance, if we want to extend the approach in Section 7.1, then we would only need to
modify the definition of the background knowledge S on Page 210 by replacing the subsumption
relation ⊑∅ with ⊑R, that is, we now define S as follows.
S := {X→ {C} | X ∪ {C} ⊆ M and
l
X ⊑R C }.
Additionally, we have to add R to the ontology BL in Theorem 7.1.3 and also to the ontology
CanM(I , d) in Corollary 7.1.4 and then both ontologies are sound and complete both for the
concept inclusions and for the role inclusions valid in I .
8 Axiomatization of Prob-EL⊥
Concept Inclusions from Interpretations
Of course, the probabilistic multi-world interpretations from Section 3.6 can be treated as
families of directed graphs the vertices and edges of which are labeled and for which there
exists a probability measure on this graph family. Thus, results of scientific experiments, e.g., in
medicine, psychology, biology, finance, or economy, that are repeated several times can induce
probabilistic interpretations in a natural way. Each repetition corresponds to a world, and the
results of a particular repetition are encoded in the graph structure of that world.
Within this chapter, we consider the probabilistic variant Prob>EL⊥ of the description logic
EL⊥ from Section 3.6 and develop a suitable axiomatization technique for deducing terminolog-
ical knowledge from the assertional data given in such probabilistic interpretations. More specif-
ically, we shall provide a method for constructing a set of concept inclusions from probabilistic
interpretations in a sound and complete manner. Note that the probabilistic DL Prob>EL⊥ al-
lows the usage of probability restrictions only with lower probability bounds. This choice shall
ease readability; it is not hard to verify that similar results can be obtained when additionally
allowing for upper probability bounds. Furthermore, we have chosen Prob>EL⊥ as a DL that is
not closed under Boolean operations in order to prevent the generated ontology from overfitting.
For instance, a researcher could collect data on consumption of the drugs ethanol and nico-
tine as well as on occurrence of serious health effects, e.g., cancer, psychological disorders,
pneumonia, etc., such that a world corresponds to a single person and all worlds are equally
likely. Then, the resulting probabilistic interpretation could be analyzed with the procedure
described in the sequel of this chapter, which produces a sound and complete axiomatization of
it. In particular, the outcome would then be a logical-statistical evaluation of the input data,
and could include concept inclusions like the following.1
E
drinks. (Alcohol⊓ Efrequency.TwiceAWeek)
⊑ P≥ 110 .
E
suffersFrom.Cancer⊓ P≥ 15 .
E
develops.PsychologicalDisorder
E
smokes.Tobacco
⊑ P≥ 14 .
E
suffersFrom.Cancer⊓ P≥ 13 .
E
suffersFrom.Pneumonia
The first one states that any person who drinks alcohol twice a week suffers from cancer with
a probability of at least 10% and develops some psychological disorder with a probability of at
1Please note that, although similar statements with adjusted probability bounds do hold true in the real world,
the mentioned statements are not taken from any publications in the medical or psychological domain. The
author has simply read Wikipedia articles and then wrote down the statements.
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least 20%; the second one expresses that each person smoking tobacco suffers from cancer with
a probability of at least 25% and suffers from pneumonia with a probability of at least 3313 %.
However, one should be cautious when interpreting the results, since the procedure, like
any other existing statistical evaluation technique, cannot distinguish between causality and
correlation. It might as well be the case that an application of our procedure yields concept
inclusions of the following type.
P≥ 12 .
E
develops.PsychologicalDisorder
⊑ P≥ 13 .
E
drinks. (Alcohol⊓ Efrequency.Daily)
The above concept inclusion reads as follows: any person who develops a psychological disorder
with a probability of at least 50% drinks alcohol on a daily basis with a probability of at least
33 13 %.
It should further be mentioned that for evaluating observations by means of the proposed
technique no hypotheses are necessary. Instead, the procedure simply provides a sound and
complete axiomatization of the observations, and the output is, on the one hand, not too hard
to be understood by humans (at least if, the probability depth is not set too high) and, on the
other hand, well-suited to be further processed by a computer.
This chapter also resolves an issue found by Franz Baader with the techniques described
by the author in [Kri15a, Sections 5 and 6]. In particular, the concept inclusion base proposed
therein in Proposition 2 is only complete with respect to those probabilistic interpretations that
are also quasi-uniform with a probability ε of each world. Herein, we describe a more sophis-
ticated axiomatization technique of not necessarily quasi-uniform probabilistic interpretations
that ensures completeness of the constructed concept inclusion base with respect to all prob-
abilistic interpretations, but which only allows for bounded nesting of probability restrictions.
It is not hard to generalize the following results to a more expressive probabilistic description
logic, for example to a probabilistic variant Prob-M of the description logic M, for which
an axiomatization technique is available, see Chapter 7. That way, we can regain the same,
or even a greater, expressivity as the author has tried to tackle in [Kri15a], but without the
possibility to nest probability restrictions arbitrarily deep. A first step for resolving this issue
has already been made in [Kri18a] where a nesting of probability restrictions is not supported.
As a follow-up, [Kri19d] expands on these results in [Kri18a] with the goal to allow for nesting
of probabilistically quantified concept descriptions. In the sequel of this chapter, we shall now
present the results from [Kri19d].
8.1 Bases of Prob>nEL⊥ Concept Inclusions
In this section, we shall develop an effective method for axiomatizing Prob>nEL⊥ concept inclu-
sions which are valid in a given finite probabilistic interpretation. After defining the appropriate
notion of a concept inclusion base, we show how this problem can be tackled using the aforemen-
tioned existing results on computing concept inclusion bases in EL⊥ from Chapter 6 or in [Dis11;
BDK16]. More specifically, we devise an extension of the given signature by finitely many proba-
bility restrictions P⋗ p.C that are treated as additional concept names, and we define so-called
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scalings In of the input probabilistic interpretation I which are (single-world) interpretations
that suitably interpret these new concept names and, furthermore, such that there is a corre-
spondence between Prob>nEL⊥ CIs valid in I and CIs valid in In. This very correspondence
makes it possible to utilize the above mentioned techniques for axiomatizing CIs in EL⊥.
8.1.1 Definition. A Prob>nEL⊥ concept inclusion base for a probabilistic interpretation I is a
Prob>nEL⊥ terminological box T which is sound for I , that is, C ⊑T D implies C ⊑I D for each
Prob>nEL⊥ concept inclusion C ⊑ D,2 and complete for I , that is, C ⊑I D only if C ⊑T D for
any Prob>nEL⊥ concept inclusion C ⊑ D. △
The following definition is to be read inductively, that is, initially some objects are defined
for the probability depth n = 0, and if the objects are defined for the probability depth n, then
these are used to define the next objects for the probability depth n+ 1.3
A first important step is to significantly reduce the possibilities of concept descriptions oc-
curring as a filler in the probability restrictions, that is, of fillers C in expressions P⋗ p.C. As
it turns out, it suffices to consider only those fillers that are model-based most specific con-
cept descriptions of some suitable scaling of the given probabilistic interpretation I . We shall
demonstrate that there are only finitely many such fillers—provided that the given probabilistic
interpretation I is finite.
As next step, we restrict the probability bounds p occurring in probability restrictions P⋗ p.C.
Apparently, it is sufficient to consider only those values p that can occur when evaluating the
extension of Prob>n+1EL⊥ concept descriptions in I , which, obviously, are the valuesPI{δ ∈ CI}
for any δ ∈ ∆I and any C ∈ Prob>nEL⊥(Σ). In the sequel of this section we will see that there
are only finitely many such probability bounds if I is finite.
Having found a finite number of representatives for probability bounds as well as a finite
number of fillers to be used in probability restrictions for each probability depth n, we now
show that we can treat these finitely many concept descriptions as concept names of a signature
Γn extending Σ in a way such that any Prob>nEL⊥ concept inclusion is valid in I if, and only if,
that concept inclusion projected onto the extended signature Γn is valid in a suitable scaling of
I that interprets Γn.
8.1.2 Definition. Fix some probabilistic interpretation I over a signature Σ. Then, we define
the following objects Γn, In, and PI ,n by simultaneous induction over n ∈N.
1. The nth signature Γn is inductively defined as follows. We set (Γ0)C := ΣC and
(Γ0)R := ΣR. The subsequent signatures are then obtained in the following way.
(Γn+1)C := (Γn)C ∪
{︄
P≥ p.XIn
⃓⃓⃓⃓
⃓ p ∈ PI ,n \ {0}, X ⊆ ∆I ×ΩI ,and ⊥ ̸≡∅ XIn ̸≡∅ ⊤
}︄
(Γn+1)R := ΣR
2. The nth scaling of I is defined as the interpretation In over Γn that has the following
2Of course, soundness is equivalent to I |= T .
3The probability depth pd(C) of a concept description C has been defined on Page 66.
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components.
∆In := ∆I ×ΩI
·In :
{︄
A ↦→ { (δ,ω) | δ ∈ AI(ω) } for each A ∈ (Γn)C
r ↦→ { ((δ,ω), (ϵ,ω)) | (δ, ϵ) ∈ rI(ω) } for each r ∈ (Γn)R
3. The nth set PI ,n of probability values for I is given as follows.
PI ,n := {PI{δ ∈ CI} | δ ∈ ∆I and C ∈ Prob>nEL⊥(Σ) }
Furthermore, for each p ∈ [0, 1), we define (p)+I ,n as the next value in PI ,n above p, that
is, we set
(p)+I ,n :=
⋀︂{ q | q ∈ PI ,n and q > p }. △
Of course, we have that {0, 1} ⊆ PI ,n for each n ∈ N. Note that In+1 extends In by also
interpreting the additional concept names in (Γn+1)C \ (Γn)C, that is, the restriction In+1↾Γn
equals In. Similarly, In↾Γm and Im are equal if m ≤ n.
As explained earlier, it suffices to only consider fillers in probabilistic restrictions that are
model-based most specific concept descriptions. More specifically, the following holds true.
8.1.3 Lemma. Consider a probabilistic interpretation I and a concept description P⋗ p.C such
that C ∈ EL⊥(Γn) for some n ∈N. The concept equivalence P⋗ p.C ≡ P⋗ p.CInIn is valid in I .
Proof. Using structural induction on EL⊥ concept descriptions C over Σ, it can be proven
that CI(ω) × {ω} = CIn ∩ (∆I × {ω}) is satisfied for each world ω ∈ ΩI and for every
n ∈ N, cf. [Kri17d, Lemma 16]. For extending this result to Prob>nEL⊥ concept descriptions
that are in EL⊥(Γn), we need to show a further inductive case for the probability restrictions
P
⋗ p.C. As one quickly verifies, the following equalities hold true for all probability restrictions
P
⋗ p.C ∈ (Γn)C.
(
P
⋗ p.C)I(ω) × {ω} = { (δ,ω) | PI{δ ∈ CI} ⋗ p } = ( P⋗ p.C)In ∩ (∆I × {ω})
It follows that, for any n ∈ N and for each concept description C ∈ EL⊥(Γn), it holds true
that CI(ω) = π1(CIn ∩ (∆I × {ω})) (where π1 projects pairs to their first components). By
applying well-known properties of Galois connections we obtain that CI(ω) = CInInI(ω), and
so PI{δ ∈ CI} = PI{δ ∈ CInInI} holds true.
The above lemma does not hold true for arbitrary fillers C, but only for fillers that can (syn-
tactically) also be seen as EL⊥ concept descriptions over Γn. However, this does not cause any
problems, since we can simply project any other filler onto this signature Γn. In particular,
we define projections of arbitrary Prob>nEL⊥ concept descriptions onto the signature Γn in the
following manner.
8.1.4 Definition. Fix some n ∈N as well as a probabilistic interpretation I . The nth projection
πI ,n(C) of a Prob>nEL⊥ concept description C with respect to I is obtained from C by replacing
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subconcepts of the form P⋗ p.D with suitable elements from (Γn)C and, more specifically, we
recursively define it as follows. We set πI ,0(C) := C for each concept description C ∈ EL⊥(Σ).4
The subsequent projections are then given in the following manner.
πI ,n+1(A) := A if A ∈ ΣC ∪ {⊥,⊤}
πI ,n+1(C ⊓ D) := πI ,n+1(C) ⊓ πI ,n+1(D)
πI ,n+1(
E
r.C) :=
E
r.πI ,n+1(C)
πI ,n+1(
P
⋗ p.C) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⊥ if ⋗ p = > 1
⊤ else if ⋗ p = ≥ 0
⊥ else if (πI ,n(C))In+1In+1 ≡∅ ⊥
⊤ else if (πI ,n(C))In+1In+1 ≡∅ ⊤
P≥ p.(πI ,n(C))In+1In+1 else if ⋗ = ≥ and p ∈ PI ,n+1
P≥ (p)+I ,n+1.(πI ,n(C))In+1In+1 else △
For technical details, we introduce further notation: we denote by π′I ,n+1(
P
⋗ p.C) and
π′′I ,n+1(
P
⋗ p.C) the concept description that is obtained from the projection πI ,n+1(
P
⋗ p.C)
by replacing (πI ,n(C))In+1In+1 with πI ,n(C) and C, respectively.
For some of the upcoming proofs we need the following lemma, which expresses the fact
that the probabilistic restriction constructor—more specifically, each mapping C ↦→ P⋗ p.C for
⋗ ∈ {≥,>} and p ∈ [0, 1] ∩Q—is monotonic.
8.1.5 Lemma. Consider a Prob>EL⊥ terminological box T and a Prob>EL⊥ concept inclusion C ⊑
D. Then, C ⊑T D implies P⋗ p.C ⊑T P⋗ p.D for any ⋗ ∈ {≥,>} and for each p ∈ [0, 1] ∩Q.
Proof. Fix some model I of T and let PI{δ ∈ CI} ⋗ p for an object δ ∈ ∆I . From T |= C ⊑ D
we infer that, for each world ω ∈ ΩI , it holds true that δ ∈ CI(ω) implies δ ∈ DI(ω). Con-
sequently, we have that {δ ∈ CI} ⊆ {δ ∈ DI} and, thus, PI{δ ∈ DI} ⋗ p due to the
monotonicity of the probability measure PI .
Usually, projection mappings in mathematics are idempotent. It is easy to verify by induction
over n that this also holds true for our projection mappings πI ,n which we have just defined.
This justifies the naming choice. Furthermore, we can show that the mappings πI ,n are ex-
tensive, i.e., projecting some Prob>nEL⊥ concept description C onto the nth signature Γn yields
a more specific concept description, cf. the next lemma. Furthermore, the mappings πI ,n are
monotonic—a fact that can be proven by induction over n as well. As a corollary, it follows that
each mapping πI ,n is a closure operator. However, please just take this as a side note, since we
do not need the two additional properties of idempotency and monotonicity within this chapter.
8.1.6 Lemma. Assume that I is a probabilistic interpretation, let n ∈N, and fix some Prob>nEL⊥
concept description C. Then, it holds true that πI ,n(C) ⊑∅ C.
Proof. We prove by induction over k that πI ,k(C) ⊑∅ C for any k ≤ n and every
C ∈ Prob>k EL⊥(Σ). Due to equality of C and its 0th projection πI ,0(C), the base case for
4Note that Σ = Γ0.
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k = 0 is obvious. For the inductive step for k + 1, we continue with an (inner) induction on
the structure of C. All cases, except the case for a probability restriction P⋗ p.D, are easy. We
claim that πI ,k+1(
P
⋗ p.D) ⊑∅ P⋗ p.D. Since (πI ,k(D))Ik+1Ik+1 ⊑∅ πI ,k(D), it follows by
means of Lemma 8.1.5 that
πI ,k+1(
P
⋗ p.D) ⊑∅ π′I ,k+1(
P
⋗ p.D). (8.1.A)
The induction hypothesis together with Lemma 8.1.5 implies that
π′I ,k+1(
P
⋗ p.D) ⊑∅ π′′I ,k+1(
P
⋗ p.D) (8.1.B)
and, furthermore, it is apparent that
π′′I ,k+1(
P
⋗ p.D) ⊑∅ P⋗ p.D. (8.1.C)
In summary, Equations (8.1.A) – (8.1.C) show that πI ,k+1(
P
⋗ p.D) is subsumed by P⋗ p.D
with respect to the empty TBox.
As a crucial observation regarding projections, we see that—within our given probabilistic
interpretation I—we do not have to distinguish between any Prob>nEL⊥ concept description C
and its nth projection πI ,n(C), since the upcoming lemma shows that both always possess the
same extension in each world of I . Simply speaking, the signatures Γn contain enough building
bricks to describe anything that happens within I up to a probability depth of n.
8.1.7 Lemma. Assume that I is a probabilistic interpretation, let n ∈ N, and consider some
Prob>nEL⊥ concept description C. Then, C and its nth projection πI ,n(C) have the same extension
in any world of I .
Proof. We show the claim by means of an outer induction on n and an inner induction on the
structure of C. The outer base case for n = 0 is trivial, since then C and its projection πI ,0(C)
are equal. We proceed with the outer inductive case for n+ 1 and a structural induction on C.
Then, according to the definition of an (n+ 1)st projection, the only non-trivial case considers
probabilistic restrictions occurring in C. It is readily verified that P⋗ p. E and π′′I ,n+1(
P
⋗ p. E)
have the same extension in each world of I . Using the fact that E is a Prob>nEL⊥ concept
description together with the outer induction hypothesis, we infer that π′′I ,n+1(
P
⋗ p. E) and
π′I ,n+1(
P
⋗ p. E) have the same extension in each world of I too. An application of Lemma 8.1.3
now yields that, in every world of I , also the extensions of π′I ,n+1(
P
⋗ p. E) and πI ,n+1(
P
⋗ p. E)
are the same.
As a last important statement on the properties of the projection mappings, we now demon-
strate that validity of some concept inclusion C ⊑ D with a probability depth not exceeding n
is equivalent to validity of the projected concept inclusion πI ,n(C) ⊑ πI ,n(D) in the scaling In.
This is a key proposition for the upcoming construction of a concept inclusion base for I .
8.1.8 Proposition. Let n ∈ N, and consider a probabilistic interpretation I as well as some
Prob>nEL⊥ concept inclusion C ⊑ D. Then, C ⊑ D is valid in I if, and only if, the nth projected
concept inclusion πI ,n(C) ⊑ πI ,n(D) is valid in the nth scaling In.
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Proof. We start with observing that, according to Lemma 8.1.7, C ⊑ D is valid in I if, and only
if, πI ,n(C) ⊑ πI ,n(D) is valid in I . Then, the equivalence of I |= πI ,n(C) ⊑ πI ,n(D) and
In |= πI ,n(C) ⊑ πI ,n(D) follows from the very definition of the nth scaling In and the fact that
the projections πI ,n(C) and πI ,n(D) can be interpreted as EL⊥ concept descriptions over Γn.
Now we go on to considering the sets PI ,n of essential probability values. As we have already
claimed, these sets are always finite—provided that the fixed probabilistic interpretation is
finite. In order to prove this, we need the following statement.
8.1.9 Proposition. For each probabilistic interpretation I and any n ∈N, the following equation
is satisfied.
PI ,n = {PI{δ ∈ XInI} | δ ∈ ∆I and X ⊆ ∆I ×ΩI }
Proof. Fix some Prob>nEL⊥ concept description C. From Lemma 8.1.7 we infer that
PI{δ ∈ CI} = PI{δ ∈ (πI ,n(C))I}
holds true. In the proof of Lemma 8.1.3 we have shown that PI{δ ∈ DI} = PI{δ ∈ DInInI}
holds true for each Prob>EL⊥ concept description D over Σ that (syntactically) is also an EL⊥
concept description over Γn. Hence, we can use this identity for D := πI ,n(C), which yields that
PI{δ ∈ (πI ,n(C))I} = PI{δ ∈ (πI ,n(C))InInI}.
Of course, we have that (πI ,n(C))In ⊆ ∆I ×ΩI .
Since C is an arbitrary concept description, we conclude that PI ,n is a subset of { PI{δ ∈
XInI} | δ ∈ ∆I and X ⊆ ∆I ×ΩI }. The reverse set inclusion is trivial.
For most, if not all, practical use cases we can argue that the given probabilistic interpretation
I can be assumed as finite. Utilizing some of our previous results then implies that each nth
scaling of I is finite as well. More specifically, the following is satisfied.
8.1.10 Corollary. If I is a finite probabilistic interpretation, then it holds true that, for each
n ∈ N, the subset Γn \ Σ of the nth signature is finite, the nth scaling In is finite and has a finite
active signature, and the nth set PI ,n of probability values is finite and satisfies PI ,n ⊆ Q. □
As already mentioned, we want to make use of existing techniques that allow for axioma-
tizing interpretations in the description logic EL⊥. In order to do so, we need to be sure that
the semantics of EL⊥ and its probabilistic sibling Prob>EL⊥ are not too different, or expressed
alternatively, that there is a suitable correspondence between (non-probabilistic) entailment in
EL⊥ and (probabilistic) entailment in Prob>EL⊥. A more sophisticated formulation is presented
in the following lemma. Beforehand, note that there might exist EL⊥ concept inclusions over
the nth signature Γn which, when treated as Prob>EL⊥ concept inclusions, are tautologies, i.e.,
are valid in each probabilistic interpretation. As there is no need for such tautologies in the
computed base of concept inclusions, we collect these in a TBox (symbolized by B or Bn in the
following) that is used as background knowledge during the computation.
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8.1.11 Lemma. Let T be a Prob>EL⊥ TBox, and assume that B is a set that consists of tautolog-
ical Prob>EL⊥ concept inclusions, i.e., ∅ |= B. If C ⊑ D is a Prob>EL⊥ concept inclusion that is
entailed by T ∪ B with respect to non-probabilistic entailment, then C ⊑ D is also entailed by T
with respect to probabilistic entailment.
Proof. Fix some signature Σ, let T ∪ B |= C ⊑ D (non-probabilistically), and consider
some probabilistic interpretation I such that I |= T . Of course, it also holds true that
I |= B. We extend Σ to the signature Γ defined as follows: ΓC := ΣC ∪ { P⋗ p.C | ⋗ ∈
{≥,>}, p ∈ [0, 1] ∩ Q, and C ∈ Prob>EL⊥(Σ) } and ΓR := ΣR. It is apparent that,
syntactically, EL⊥(Γ) = Prob>EL⊥(Σ) holds true. Furthermore, we define the interpreta-
tion J where ∆J := ∆I × ΩI , AJ := { (δ,ω) | δ ∈ AI(ω) } for each A ∈ ΓC, and
rJ := { ((δ,ω), (ϵ,ω)) | (δ, ϵ) ∈ rI(ω) } for each r ∈ ΓR. We can show with structural in-
duction that CJ = ⋃︁{CI(ω) × {ω} | ω ∈ ΩI } for any C ∈ EL⊥(Γ). Consequently, I |= E ⊑ F
is equivalent to J |= E ⊑ F for each Prob>EL⊥ concept inclusion E ⊑ F. It follows that
J |= T ∪ B, and we infer that J |= C ⊑ D, which implies that I |= C ⊑ D. As I is an
arbitrary model of T , we can safely conclude that T |= C ⊑ D (probabilistically).
As final step, we show that each concept inclusion base of the probabilistic scaling In induces
a Prob>nEL⊥ concept inclusion base of I . While soundness is easily verified, completeness fol-
lows from the fact that C ⊑T πI ,n(C) ⊑T πI ,n(D) ⊑∅ D holds true for every valid Prob>nEL⊥
concept inclusion C ⊑ D of I .
8.1.12 Theorem. Fix a number n ∈ N and some finite probabilistic interpretation I . If Tn is a
concept inclusion base for the nth scaling In with respect to some set Bn of tautological Prob>nEL⊥
concept inclusions used as background knowledge, then the following terminological box T is a
Prob>nEL⊥ concept inclusion base for I .
T := Tn ∪
⋃︂{ UI ,ℓ | ℓ ∈ {1, . . . , n} } where
UI ,ℓ := { P> p.XIℓIℓ ⊑ P≥ (p)+I ,ℓ.XIℓIℓ | p ∈ PI ,ℓ \ {1} and X ⊆ ∆I ×ΩI }
Proof. Soundness is clearly satisfied. We proceed with showing completeness; thus, fix some
Prob>nEL⊥ concept inclusion C ⊑ D which is valid in I . We shall demonstrate the validity of
the following subsumptions.
C ⊑T πI ,n(C) ⊑T πI ,n(D) ⊑∅ D
According to Lemma 8.1.6, it holds true that πI ,n(D) ⊑∅ D. Proposition 8.1.8 immediately
yields that πI ,n(C) ⊑ πI ,n(D) is valid in the nth scaling In. Since Tn is complete for In rela-
tive to Bn, it follows that Tn ∪ Bn entails πI ,n(C) ⊑ πI ,n(D) with respect to non-probabilistic
entailment and, thus, T entails πI ,n(C) ⊑ πI ,n(D) with respect to probabilistic entailment.
It remains to show that C ⊑T πI ,n(C) holds true; we do so by proving with an induction on
k that C ⊑T πI ,k(C) holds true for each k ≤ n and C ∈ Prob>k EL⊥(Σ). The base case where
k = 0 is obvious, since each Prob>0 EL⊥ concept description C equals its 0th projection πI ,0(C).
For the inductive case for k+ 1, we proceed with an inner induction on the structure of C. The
only non-trivial case considers probability restrictions P⋗ p. E. Of course, E is then a Prob>k EL⊥
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concept description, and the induction hypothesis yields that E ⊑T πI ,k(E). As an immediate
consequence from Lemma 8.1.5 we infer that
P
⋗ p. E ⊑T P⋗ p.πI ,k(E). (8.1.D)
Furthermore, the concept inclusion πI ,k(E) ⊑ (πI ,k(E))Ik+1Ik+1 is valid in Ik+1. Since
In↾Γk+1 = Ik+1 holds true, and both πI ,k(E) and (πI ,k(E))Ik+1Ik+1 (syntactically) are EL⊥
concept descriptions over Γk+1 ⊆ Γn, we conclude that the considered concept inclusion
πI ,k(E) ⊑ (πI ,k(E))Ik+1Ik+1 is valid in In. Consequently, this CI is (non-probabilistically) en-
tailed by Tn ∪Bn and, according to Lemma 8.1.11, it is hence (probabilistically) entailed by T .
An application of Lemma 8.1.5 now shows that
P
⋗ p.πI ,k(E) ⊑T P⋗ p.(πI ,k(E))Ik+1Ik+1 . (8.1.E)
Obviously, the subset UI ,k+1 of T entails the concept inclusion
P
⋗ p.(πI ,k(E))Ik+1Ik+1 ⊑ π′′I ,k+1(
P
⋗ p.(πI ,k(E))Ik+1Ik+1),
and since the latter concept description is exactly πI ,k+1(
P
⋗ p. E) we infer that
P
⋗ p.(πI ,k(E))Ik+1Ik+1 ⊑T πI ,k+1( P⋗ p. E). (8.1.F)
Putting the results from Equations (8.1.D) – (8.1.F) together now demonstrates the truth of the
claim that P⋗ p. E is subsumed by πI ,k+1(
P
⋗ p. E) with respect to T .
As already mentioned in Chapter 6 and according to [Kri15c], a suitable such concept inclu-
sion base Tn for the nth scaling In with respect to background knowledge Bn exists and can be
computed effectively, namely the canonical base Can(In,Bn). This enables us to immediately
draw the following conclusion.
8.1.13 Corollary. Let I be a finite probabilistic interpretation, fix some n ∈N, and let Bn denote
the set of all EL⊥ concept inclusions over Γn that are tautological with respect to probabilistic
entailment, i.e., are valid in every probabilistic interpretation. Then, the canonical base for I and
probability depth n that is defined as
Can(I , n) := Can(In,Bn) ∪
⋃︂{ UI ,ℓ | ℓ ∈ {1, . . . , n} }
is a Prob>nEL⊥ concept inclusion base for I , and it can be computed effectively.
Eventually, we close our investigations with a complexity analysis of the problem of actually
computing the canonical base Can(I , n). As it turns out, this computation is—in terms of
computational complexity—not more expensive than the corresponding axiomatization task in
EL⊥, cf. [Kri18c, Proposition 2]; both in EL⊥ and in Prob>nEL⊥ concept inclusion bases can be
computed in exponential time.
However, this result only holds true if we dispense with the pre-computation of the tauto-
logical background knowledge Bn at all. First of all, Γn can have exponential size, and there
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are d-exponentially many EL⊥ concept descriptions over some fixed signature. Thus, a naïve
enumeration of Bn is too expensive. However, also computing the implicative background
knowledge on the FCA side with utilizing some Prob>EL⊥ reasoner on demand is too expensive
as well. This is due to the fact that one needs to enumerate all implications C → {D} where
C ∪ {D} is a subset of the attribute set of the induced formal context of Id. On the one hand,
the number of such implications is exponential in the size of the attribute set and this attribute
set can contain exponentially many concept descriptions that can each have an exponential
size. On the other hand, we have already seen that deciding subsumption in Prob>EL⊥ is an
EXP-complete problem. Even a more sophisticated approach—much like the oracle defined on
Page 190—that directly uses a Prob>EL⊥ reasoner to close a pseudo-intent against the tauto-
logical Prob>EL⊥ concept inclusions does not solve this problem due to the exponential size of
the attributes of the induced context and subsumption being EXP-complete for Prob>EL⊥.
Hence, if we define Can∗(I , n) := Can(In) ∪ ⋃︁{ UI ,ℓ | ℓ ∈ {1, . . . , n} }, then Can∗(I , n) is
still a Prob>nEL⊥ concept inclusion base for I but, as a drawback, might contain tautological
axioms. Its advantage is that it can always be computed in exponential time.
8.1.14 Proposition. For any finite probabilistic interpretation I and any n ∈ N, the canonical
base Can∗(I , n) can be computed in deterministic time that is exponential in |∆I | · |ΩI | and
polynomial in n, i.e., in deterministic time O(np · 2|∆I |·|ΩI |) for some fixed p. Furthermore, there
are finite probabilistic interpretations I for which a concept inclusion base cannot be encoded in
polynomial space with respect to |∆I | · |ΩI | · n.
Proof. The statements are obtained as corollaries of Theorem 6.1.2 for the following reasons.
The sum of two rational numbers can be computed in polynomial time. This result is neces-
sary for determining the complexity of evaluating a Prob>EL⊥ concept description C in some
world of a probabilistic interpretation I , which is polynomial in |C| + |∆I | · |ΩI |. For each
n ∈ N, it holds true that the cardinality of PI ,n is bounded by |∆I | · 2|∆I |·|ΩI |, i.e., |PI ,n| is
exponential in |∆I | · |ΩI |. For each n ∈ N, we have that the cardinality of Γn \ Σ is bounded
by n · |∆I | · 22·|∆I |·|ΩI |, i.e., |Γn \ Σ| is exponential in |∆I | · |ΩI |. Furthermore, each element in
Γn \ Σ has an encoding of exponential size, and we conclude that Γn \ Σ also has an encoding
of exponential size.
We have devised an effective procedure for computing finite axiomatizations of observations
that are represented as probabilistic interpretations. More specifically, we have shown how
concept inclusion bases—TBoxes that are sound and complete for the input data set—can be
constructed in the probabilistic description logic Prob>EL⊥. In a complexity analysis we found
that we can always compute a canonical base in exponential time.
Future research is possible in various directions. One could extend the results to a more ex-
pressive probabilistic DL, e.g., to Prob-M, or one could include upper probability bounds. Fur-
thermore, for increasing the practicability of the approach, it could be investigated how the con-
struction of a concept inclusion base can be made incremental or interactive. It might be the case
that there already exists a TBox and there are new observations in form of a probabilistic inter-
pretation; the goal is then to construct a TBox being a base for the CIs that are entailed by the ex-
isting knowledge as well as hold true in the new observations. While this would represent a push
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approach of learning, future research could tackle the pull approach as well, i.e., equip the pro-
cedure with expert interaction such that an exploration of partial observations is made possible.
Additionally, it is worth investigating whether the proposed approach could be optimized;
for instance, one could check if equivalent results can be obtained with a subset of Γn or with
another extended signature. Currently, it is also unknown whether, for each finite probabilistic
interpretation I , there is some finite bound n on the probability depth such that each Prob>nEL⊥
concept inclusion base for I is also sound and complete for all Prob>EL⊥ concept inclusions
that are valid in I—much like this is the case for the role depth in EL⊥.
8.2 Axiomatization of Concept Inclusions from Probabilistic ABoxes
A simple probabilistic ABox is a finite set of axioms of the form a ⊏− P▷◁ p. A or (a, b) ⊏− P▷◁ p. r
where a, b ∈ ΣI are individual names, A ∈ ΣC is a concept name, r ∈ ΣR is a role name,
▷◁ ∈ {<,≤,=,≥,>} is a relation symbol, and p ∈ [0, 1] ∩Q is a rational probability value. A
probabilistic interpretation I is a model of a ⊏− P▷◁ p. A if PI{aI ∈ AI} ▷◁ p is satisfied, and a
model of (a, b) ⊏− P▷◁ p. r if PI{(aI , bI ) ∈ rI} ▷◁ p holds true. We assume that each individual
has a fixed extension over all worlds, i.e., aI(ω) = aI(ψ) holds true for all worlds ω,ψ ∈ ΩI .
Much like in Section 6.8.4, we now apply the Open World Assumption, the Unique Name
Assumption, and the Domain Closure Assumption in order to be able to derive terminological
knowledge from such a simple probabilistic ABox. As for the non-probabilistic case, assuming
unique names and a closed domain implies that, for each probabilistic interpretation I , there is
always a bijection between the domain ∆I and the set ΣI of individual names. Without loss of
generality, we thus assume that ∆I = ΣI is always satisfied, and then I is called a probabilistic
ΣI-interpretation. In order to make our methods from axiomatizing probabilistic interpretations
applicable to probabilistic ABoxes, we will now describe how to select a suitable ΣI-model of A.
Given a simple probabilistic ABox A over a finite signature Σ, it is easy to verify that there
are (at most) |ΣI| · 2|ΣC| · |ΣI|2 · 2|ΣR| different worlds in a probabilistic ΣI-interpretation being a
model of A. It is straightforward to transform the ABox A into a linear program for which the
solutions correspond to ΣI-models of A. In particular, a solution vector describes a probability
measure on the set of worlds.
Entropy is a measure for describing the amount of randomness or uninformativeness of a
particular system, and has variants in different fields, e.g., in thermodynamics (where it was
defined first), in statistical mechanics, but also in probability theory (where it describes a lack
of predictability), and in information theory as well (where it is also called Shannon entropy,
and describes the amount of information contained in a message sent through a channel). In
particular, one of the first works on entropy in information theory was published by Shannon
and Weaver in 1949 [SW49]. Later, there were several researchers who adapted the notion
of entropy to probabilistic logic. For example, a motivating and wide introduction can be found
in the book The Uncertain Reasoner’s Companion - a Mathematical Perspective [Par94] written
by Paris. A thorough introduction to reasoning under maximum entropy semantics can be
found therein on pages 76ff. Paris shows that reasoning under maximum entropy semantics
somehow implements common sense reasoning, i.e., yields conclusions which are expected by
humans when dealing with probabilistic theories or data sets. In particular, a knowledge base
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entails an axiom w.r.t. maximum entropy semantics if, and only if, the axiom is valid in the
(unique) model of the knowledge base for which entropy is maximal. Put simply, for a given
incomplete knowledge base (e.g., an ABox), the maximum entropy model is a model without
any bias on probabilities that cannot be precisely deduced from the knowledge base.
More specifically, we define that a maximum entropy ΣI-model of A is some ΣI-model for
which the entropy
H(I) := −∑(PI{ω} · log(PI{ω}) | ω ∈ ΩI )
is maximal. It can be shown that there is always a unique maximum entropy model, and we
thus denote it by IMEA . Of course, we can formulate a linear optimization program such that
its unique solution describes the probability measure of IMEA . Eventually, we can utilize the
approach from the previous section and construct a Prob>EL⊥ concept inclusion base for IMEA ,
yielding a maximum entropy base of Prob>EL⊥ concept inclusions for A.
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