In this paper, we propose a dynamic forecasting framework, named DMDP (dynamic multi-source default probability prediction), to predict the default probability of a company. The default probability is a very important factor to assess the credit risk of listed companies on a stock market. Aiming at aiding financial institutions in decision making, our DMDP framework not only analyzes financial data to capture the historical performance of a company, but also utilizes long short-term memory model to dynamically incorporate daily news from social media to take the perceptions of market participants and public opinions into consideration. The study of this paper makes two key contributions. First, we make use of unstructured news crawled from social media to alleviate the impact of financial fraud issue made on default probability prediction. Second, we propose a neural network method to integrate both structured financial factors and unstructured social media data with appropriate time alignment for default probability prediction. Extensive experimental results demonstrate the effectiveness of DMDP in predicting default probability for the listed companies in mainland China, compared with various baselines.
Introduction
Granting loans to potential borrowers is considered as one of the core business activities for financial institutions. Though loans can help these institutions gain profits, they may also cause huge loss, which is often known as financial risks. For instance, the 2008 financial crises resulted in huge losses globally. Hence, nowadays financial institutions devote more and more attention to evaluating risks before granting loans. In particular, most financial institutions are now cognizant of the need to adopt rigorous credit risk assessment models when determining whether or not to grant loans to specific borrowers.
In the early stage, various classical statistical approaches [3, 7] such as logistic regression [10] , multivariate adaptive regression splines [19, 20] and linear discriminate analysis [1, 2] were proposed for credit risk prediction. However, statistical approaches are typically based on certain assumptions, e.g., multivariate normality for independent variables and non-multicollinearity of data, which make the proposed solutions theoretically invalid for finite samples [16] . Fortunately, with the advent of machine learning algorithms, many studies demonstrated that neural network (NN) [19, 31, 38] , support vector machine (SVM) [6, 11, 13, 15, 23] , decision tree (DT) [4, 32] , random forest (RF) [5, 29] and Naive Bayes (NB) [3, 25, 33] can be used to build credit scoring models for measuring default risks with high accuracy. Some practical works [8, 26, 27, 30, 34] have focused on classifier ensembles and demonstrated that ensemble classifiers constantly outperform single classifier in terms of prediction accuracy.
Although machine learning methods can automatically learn hidden and critical factors based on the past observations and do not require specific prior assumption, the performance of these supervised methods greatly relies on the quality of training data. To be more specific, the accuracy of the risk evaluation results is typically affected by 1 3 the trustworthiness and the comprehensiveness of the available historical data. At corporation level, the data for default probability prediction involve basic financial indicators such as industry section, geographical area and financial statements. One of the major problems encountered in adopting financial indicators for credit risk assessment is that the companies might commit accounting fraud in order to artificially improve the appearance of the financial reports, which impedes the effectiveness of the learned prediction models. Furthermore, almost all the prior works focus on static models that leverage the most recent indicator values for prediction, but do not consider the temporal trend of indicators that is valuable to reflect the long-term financial status of a company.
In practice, for credit risk assessment, most lenders take advantage of the information from social media networks, such as Twitter and Facebook, to decide whether their potential borrowers are creditworthy. However, probably due to the difficulty in grabbing daily financial news, we do not find any study that leverages social media analysis to improve the prediction performance in terms of the default probabilities for companies. It is important to notice that besides financial statements, social media data contain subjective appraisals of the firm's prospects which are discriminate indicators to assess the default probability of a publicly traded company.
In this paper, we propose a dynamic multi-source default probability predication framework named DMDP, to predict the default probability of the listed companies. In order to relieve the exertion of potentially flawed financial data and enhance the accuracy of machine learning-based default probability prediction method, we make use of social media data to trace the latest development of a company. Through mining the public opinions (randomly updated) as well as the financial indicators (periodically updated), we can make a comprehensive evaluation of the observed companies in terms of their default probabilities. More importantly, aiming at prior evaluation for group loans, our framework is designed to handle the evolving data and continuously produce default probability prediction results based on the upto-date company statuses, thus allowing financial institutions to make quick response when the borrowers experience a drastic market decline.
A preliminary version of this work was published in [37] . In this paper, we have made four important enhancements as follows:
-We have changed the frequency of news text updates, from quarterly updates to weekly updates. More frequent updates allow us to be aware of fine-grained changes of public opinions on the target company. Apparently, it is easier to identify subtle fluctuations of the public opinions within a shorter time window. It is important to note that more frequent updates require zooming into weekly news updates will result in longer sequences, which typically calls for a more complicated model to learn the complex temporal dependencies. -We have improved the way to represent the news text. In the preliminary work, we first concatenated all the related news text concerning the target company in a quarter. Then, we extracted the top 50 keywords to and calculated the average word embeddings of the keywords to represent the public opinion inherent in the news text of the target company during the quarter. In this work, we use the average word embeddings of the title of a news text to represent it, which we dub it as the title embedding. Then, we calculate the average title embedding out of all the news text concerning the target company during a week. This change is mainly due to the observation that the titles themselves are good abstractions of the news text produced by professional editors. -We have improved the dataset splitting mechanism. In the preliminary work, we randomly sample 70%, 15% we have replaced the LSTM in the original paper with the Phased LSTM [22] , which extends the LSTM unit by adding a new time gate and can process asynchronous time series data. We also adopted a recently proposed CNN-based Wavenet [28] to encode the news text time series. The results have shown that Wavenet has greatly improved AUC on our default behavior dataset.
The remainder of this paper is organized as follows. Section 2 presents preliminaries. Section 3 introduces our proposed framework with two major components: dynamic multi-source data alignment and neural network-based prediction. Section 4 provides the experimental results. We review the related works in Sect. 5 and conclude this paper in Sect. 6.
Preliminaries
In general, the objective of this study is to effectively distinguish "bad" corporations from "good" ones, which can be considered as a classification problem where a company is categorized to class "1" if it is predicted to be default, i.e., receive delisting risk warning (*ST). Otherwise, it will be labeled by "0." In this work, we use sequences of historical financial indicators and unstructured news data in the previous time periods to predict whether the target company will be default or not in the future.
Definitions
We first introduce the definitions used in this paper. is the binary response variable to indicate whether the company is labeled (*ST) in the period.
Financial Indicators (FIN)
Financial indicators are commonly included in the financial statements, and they reflect important characteristics of an company. For instance, the indicator "cash flow to liabilities ratio" directly reflects a company's ability to cover its liability within a time window and hence is critical when predicting the default probability of the company in near future. By similar logic, we extract several key financial indicators from financial statements of a company at the end of a financial period. Suppose we extract P indicators in each time period (quarter) t for a company c, we denote them by
News Data Representation (TEXT)
TEXT stands for the embedding-based representation of news data that are relevant to the company during a period. The news is crawled from social media. Because the news is classified into each company directly, we can easily match them to corresponding companies. As described earlier, in a specific time period (quarter) t for company c, we can denote the more granular news text sequence as TEXT is the representation of all the news texts related to the company c during the kth week in quarter t and is calculated by the average of all the title embeddings of news in that week.
Class Label (y)
y stands for the class label of the target company in a financial period. That is, y = 1 if the company receives delisting risk warning (*ST) during the period. Otherwise, y = 0 . In this work, we do not take the sequence of the previously observed label values as the input for our prediction model as the discriminative power of the previous *ST values is quite limited.
Problem Statement
We now formally define the problem studied in this paper as follows.
Definition 1 (Problem Statement) Given a target company, an observation financial period (quarter) t, sequences of financial indicators FIN and news TEXT before time period t (t is included) in chronological order, we want to develop a framework to predict the default probability of the company during time period t + 1 . The predicted value could be 0 or 1, representing relatively low default probability or high default probability, respectively.
Methodology
Our DMDP framework consists of two major components: (1) dynamic multi-source data alignment and (2) neural network-based prediction model. Figure 1 provides the illustration of our DMDP framework.
Dynamic Multi-source Data Alignment
To predict whether a company c will be labeled (*ST) or not at time period T + 1 , we extract the sequences of financial indicators {FIN } , where i ∈ {1, … , P} and t ∈ {1, … , T} . For the sequence of news representations, we perform preprocessing and alignment over the raw news data to deal with the problems of data missing and irregularity. On the one hand, the number of news within a specific financial period varies from one company to another. On the other hand, even for the same company, the number of relevant news released in different financial periods varies greatly, from zero to several dozens. For instance, a company may receive multiple news within one day, while it might take weeks to get one relevant news for certain time period.
To handle the missing and irregularity problems of the news sequence, we apply the following method to preprocess the raw news data and align them properly. First, given each news text for a company c during week k of quarter t, we obtain the embedding of the title by averaging the pretrained Word2Vec embeddings of the words in the title. We denote the embedding of nth news title as title Note that not every company has related news in each week, and hence, we have to decide how to impute or align
the data for news text sequence. We have tried three ways to align such data. One is to impute zero vectors into the missing weekly representations of news for each company. To be specific, if a company c has news representation until week k in quarter t, we impute zero vector into all missing weeks before week tk. We call this alignment method ZeroInputAlign. The second way is to serialize the week number tk into a sequence and feed them into the model too. Since Phased LSTM can take time step as direct input into the model, we feed it in this way. We dub this alignment method as TimeInputAlign. The third way is to squeeze the text news sequence directly without considering the potential sparsity of the input. For instance, for a company c, which has only three records {TEXT , TEXT T4 } , we directly input the sequence as {TEXT 1 , TEXT 2 , TEXT 3 } into the model. In this way, the time only determines the position in the sequence but does not serve as input to the model. We refer to this alignment method as SqueezeInputAlign. We would compare the performance of the three methods in our experiments.
Finally, we put the financial variables and news text time series into different parts of the model and concatenate them to predict. After aligning multi-source data, we obtain the final input to our prediction model
where {t text } is determined by the aligning method we use. We summarize the pseudocode for the multi-source data alignment in Algorithm 1. Fig. 1 DMDP framework Fig. 2 The architecture of the proposed neural prediction model harder to encode the news time series. To resolve this problem, we introduce Phased LSTM and Wavenet in addition to LSTM into our model. Phased LSTM [22] introduces a time gate to take time as an input directly and can thus deal with asynchronous time series. Wavenet is a CNN-based model with causal dilations [28] , which has shown powerful expressive power in encoding audio, text. Next we will briefly describe the three models and compare their results in the experiments part.
Long short-term memory (LSTM) was proposed in [14] . It is a variant of vanilla RNN, which includes cell states with the gating mechanism. With different types of gates, LSTM is capable of controlling how much information flow through the cell state and thus is capable of learning longterm dependencies. In this work, we follow the implementation of LSTM used in [35] :
Neural Network-Based Default Probability Prediction Model
The architecture of our neural network-based model is illustrated in Fig. 2 . In this section, we describe each layer of the model in details.
Input Layer
The first layer is the input layer, which contains the aligned sequences of financial indicators and news representations, during time periods 1, … , T . Formally, the input layer is defined as
Encode Layer
The second layer is to encode the financial variables time series and the news text time series, respectively. Because the news representations are updated at a weekly frequency while the financial variables are updated quarterly, the length of the former is much longer than the latter and it is much where t , t , t , t , t refer to the forget gate, input gate, output gate, memory cell state and hidden state, respectively; x t refers to the input to the LSTM unit; represents the standard sigmoid function; ⊙ denotes the Hadamard product; and terms are the weight matrices and bias terms to be learned, respectively. The Phased LSTM [22] model extends the LSTM model by adding a time gate k t and uses the gate to mediate the cell updates. The time gate is calculated as follows:
Then, the equations for cell updates in LSTM are as follows:
Wavenet [28] uses a stack of dilated causal convolutional layers to have very large receptive fields. In addition, residual connection is also used in the network to speed up convergence and enable training of deeper models. Specifically, given a time series , we can encode it with Wavenet as follows:
where * denotes a convolution operator, k is the layer index, f and g denote filter and gate, respectively, and W is a learnable convolution filter.
After encoding the news time series using one of these three models, we then extract the representation of the final time step and combine it with the hidden states from the LSTM on financial variable time series and pass the concatenated vector to the next layer to predict the default probability in the next financial period. In the experiments, we evaluate the performance of the three models on a real dataset.
Prediction Layer
At last, we feed the output from the LSTM layer to a fully connected layer. The output of the fully connected layer is 
the predicted response value indicating whether the company c will be default in time period T + 1 . Formally, we have:
where is the weight vector and b is the bias to be learned.
Learning and Optimization
Our prediction problem is essentially a binary classification problem. Hence, we choose to use cross-entropy as the loss function, which is defined as follows.
where y c T+1
is the actual class label of company c at time period T + 1 and c is the collection of financial periods for company c after it gets listed. We use stochastic gradient descent and Adam optimizer [18] in our training process. The Adam optimizer dynamically adapts the learning rate and makes the convergence faster via adaptive estimates of the lower-order moments. It is computationally efficient with little memory requirements. Besides, it is invariant to diagonal rescaling of the gradients and is well suited for problems that involve data or parameters in large size.
Experiments

Experimental Settings
Datasets
We obtained the financial indicators for the listed companies using tushare 1 package. The dataset covers 30 financial indicators for 3125 listed companies in mainland China, from January 2014 to September 2017. It contains 32, 420 records of financial indicators updated in each quarter, and thus, we have 29,295 records which has at least one historical quarterly record. The news data are crawled from Sina Finance 2 and contain more than 700,000 pieces of news, describing the historical financial performance and the public opinions of the observed companies. The news data are categorized by the companies and can be integrated with the financial variables by stock id. Among the 3125 companies, the vast Table 1 .
Preprocessing News Text
In the preliminary paper [37] , we concatenated the news in one season and extracted top 50 keywords using TF-IDF for each company. In this paper, however, we make two changes. First, instead of concatenating news in a quarter into single text and extracting the keywords, we use the titles instead of the body of the news. This is based on the observation that the titles are mostly good abstractions of the news written by the professional editors. Second, we further change the granularity from quarterly base to weekly base. That is, for each company, we calculate the average of all the news titles embeddings to represent the news for the company in the week. By doing this, we expect that the updates of news text could be more timely and we can better model the fluctuations of the public opinions for the stock. When calculating the average word embeddings in a title, we first adopt Jieba 3 for Chinese word segmentation. Next we remove the stop words and look up the word embeddings from the pretrained Word2Vec model provided by Facebook's FastText module [17] . We represent the news text in week with a 300-dimensional embedding vector, which is the average of the all the news concerning the company in the week. After that, we remove the null value from the financial dataset and standardize the numerical data into range (0,1) with MaxMin Scalar. We align the two sequences of financial indicators and news representation using Algorithm 1.
Implementation Details
In the preliminary paper [37] , we randomly partitioned the datasets into the training, validation and test sets. In this work, we split the data according to the time order to avoid using future information. Specifically, we treat all records ranging from Quarter 1 of 2014 to Quarter 2 of 2016 as training set. And data records ranging from Quarter 3 of 2016 to Quarter 4 of 2016 are labeled as validation set. And records since 2017 are treated as testing set. Such splitting mechanism yields 17, 509 records for training, 4, 781 for validation and 7, 005 records for testing set. To minimize the influence of the variability of the training set, model training process is repeated 10 times for each setting. We use Tensorflow to implement and train our prediction model. Generally, we test different learning rates ranging from 0.1 to 0.001. We also test different batch sizes. Besides, we evaluate the effects of different numbers of LSTM hidden units, i.e., {16, 32, 64, 128}. In our experiments, we try to lessen the influence of class imbalance using random over-sampling. We control the parameter "resampling ratio" in our experimental results, which stands for the percentage of positive samples in a training batch. We summarize our parameters in Table 2 .
Compared Methods
In this work, we compare our DMDP framework with the baseline GAM model. Also we run our prediction model on FIN sequence or TEXT sequence only. The compared methods are described as follows:
(1) GAM (generalized additive model) [24] is treated as the baseline in our study. In general, GAM is used to deal with time series data with a fixed window size. Enabling the discovery of a nonlinear fit between a variable and the response, the model makes use of the 
Metrics
We adopt area under receiver operating characteristic curve (AUC) as our evaluation criterion. Commonly used in selecting the optimal classifier that predicts the classes best, AUC weights errors on the two classes separately and tells a more truthful story when working with the imbalanced dataset.
The random predictor will produce the AUC value with 0.5, the more powerful the classifier is, the larger AUC value will be. We also report the prediction accuracy of different methods on the test set.
Comparison Results
To verify the efficiency of our DMDP framework, we compare the results of DMDP with several baseline methods. The average accuracy and AUC are summarized in Table 3 .
From the table, we find that DMDP with LSTM on financial variables and Wavenet on news time series achieves the highest AUC of 0.761, higher than all the baselines. Note that all the neural network-based methods outperform the 
Parameter Tuning
Alignment method We run experiments with three different alignment methods on the real-word dataset. The results can be seen in Table 4 . The results show that SqueezeInputAlign yields the best performance, while TimeInputAlign may suffer due to the selection of models because it can only be applied to Phased LSTM.
Learning rate
We test different values of learning rate from {0.1, 0.01, 0.001} in our models. The results are presented in Table 5 . We can see that our model configured with learning rate as 0.001 outperforms the other settings.
Hidden units
We also evaluate the effects of different numbers of hidden units on model performance. The results are presented in Table 6 . We can see that the models with 16 hidden units give the best performance. The results indicate that model with more hidden units tends to overfit and yields worse results.
Resampling ratio
The data, which have no more than 1% of records as *ST samples, are highly imbalanced. To alleviate this problem, we randomly over-sample the positive cases during the training process. We manually set the percentage of positive samples in the mini-batch as a parameter and tune this parameter to achieve the best performance. We call this parameter "the resampling ratio."
In our experiments, we tested the resampling ratio ranging from 0.1 to 0.9. The results could be seen in Table 7 . The results show that we achieve the best result when the resampling ratio is equal to 0.4.
Dilation layers in wavenet
We also evaluate the effects of different numbers of dilation layers in Wavenet on model performance. The results are presented in Table 8 . We can see that the models with 8 dilation layers give the best performance. Following the practice in [28] , we also tune the parameters including the skip channels, residual channels and the number of filters. The setting which achieves the best performance on validation set is obtained via grid search. Since the tuning is similar with dilation layers, we only list results of different dilation layers here.
Related Work
Recently, RNN variants such as LSTM [14] have been very successful in modeling the long-range sequential dependencies. And they have been applied to many time series forecasting or classification tasks. In [9] , the authors used LSTM to predict whether a stock (6 typical stocks) would increase 0-1% (class 1), above 1% (class 2) or not increasing (class 3) within next three hours with the highest accuracy at 59.5%. In [36] , the authors proposed a novel SFM model, which incorporates discrete Fourier transform (DFT) into LSTM, to predict values in the future series. They argued that by decomposing the hidden states of LSTM into multifrequency components, they could capture different latent patterns behind the original time series. In [21] , the authors tried to combine LSTM and CNN into a single framework called TreNet as the author argued that CNNs extract salient features from local raw data, while LSTM captures longterm dependency. The results demonstrated that the combined network outperforms both CNN and LSTM as well as various kernel-based models in predicting the trend in time series. However, to the best of our knowledge, no prior work has studied the problem of default probability prediction which is a critical task to perform risk assessment for listed companies. Moreover, none of the existing time series prediction methods leverages the informative social media data to enhance prediction accuracy.
Conclusion
This paper has developed a default probability prediction framework DMDP, which leverages both structured financial factors and unstructured news from social media, to capture default risk states of the observed corporations. DMDP involves a data alignment component to absorb multi-source data with different timestamps. We further adopt LSTM, Phased LSTM and Wavenet for financial variables time series and news text time series, respectively, to effectively extract the latent information. In the experiments, we considered over 30 financial indicators including the profitability, solvency, operation ability, cash flow ability and potential growth ability of records for over 3000 listed corporations in mainland China. The results show that compared to the existing risk assessment approach that only considers financial factors, our neural method with additional indicators from social media news improves the accuracy of the default probability prediction results. As future work, we will investigate the following research directions: (1) the effects of public opinions among affiliated companies on a company's default value; (2) the importance of different features on default probability prediction performance.
