Introduction
Development of new computational methods for the prediction of protein-ligand interactions is stimulated by the growing demand in drug discovery for the efficiency and accuracy of virtual screening, including molecular docking and binding affinity prediction applications. To computationally analyze numerous compounds, extremely fast techniques are required. These are typically used to preselect the most probable binders of a target protein for the further experimental investigation. Thus, improving accuracy and speed of such techniques is an active research field in structural bioinformatics.
The protein-ligand complex formation can be considered as a thermodynamic event described with the binding affinity constant, which is related to the binding free energy. Native and near-native binding poses should correspond the minima of the binding free energy. The aim of molecular docking methods is to somehow predict these poses with the corresponding energy values. The binding free energy for a protein-ligand complex is a combination of various terms including not only interactions between the protein and the ligand, but also solvation and entropic contributions. A rigorous computation of the binding free energy requires sampling of the complete configurational space, which is a very computationally demanding task due to its typically high dimensionality, which often makes these approaches prohibitive. We should add that nowadays direct computation of the binding free energy of a molecular complex, or of the relative binding affinities associated with two ligands can be carried out with the thermodynamic integration technique. However, while this method can be applied to complexes consisting of few partners of small size, it generally reaches a prohibitively high computational cost, unless specific properties of the system can be exploited [26, 76, 77] .
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In response to this computational challenge, diverse approximation techniques that estimate the binding energy with a scoring function have been developed in the past years [10, 14, 37, 46, 48, 51, 68, 81, 82, 84] .
The currently existing scoring functions can be categorized into four groups based on the underlying principles of their work: physics-based methods, empirical scoring functions, knowledge-based potentials and descriptor-based scoring functions [49] . However, this classification is not rigorous and there are other scoring functions that combine several aforementioned concepts. Physics-based scoring functions are, perhaps, the most intuitively clear [4, 7, 16, 25, 33] . They are based on direct simulations of the possible physical effects of protein-ligand interactions. Despite a considerable progress in the force-field, quantum chemistry, and solvation models developments [9, 41] , methods based on exhaustive sampling of the configurational space still require high computational resources and the physics-based scoring functions often suffer from unrealistic output energy values, which should be somehow scaled later on. Empirical scoring functions are a linear combination of several terms that represent energy contributions of possible interactions at the protein-ligand interface such as hydrogen bonds, hydrophobic effects, solvation, steric clashes and other terms that may vary from one scoring function to another [1, 15, 17, 80] . These interactions are combined with weights that can be found by a multivariate regression analysis, which requires a training set with known binding affinity constants [39] . Therefore, empirical scoring functions strongly depend on the quality of the experimental data and may be biased. Nevertheless, they are widely used nowadays and often demonstrate good results on the test benchmarks [47] . For example, a very simple empirical scoring function was used in the popular open-source AutoDock Vina package [72] , which was the basis for some recent scoring functions' development [64, 75] . We should specifically mention the random forests-based scoring functions [75] , which recently became a popular method of choice. Knowledge-based potentials employ an assumption that statistical analysis of empirical (structural) data collected from protein-ligand complexes may uncover the differences between native and non-native binding poses [30, 31, 52, 55, 56, 62, 83, 85] . Typically, these potentials are given as a sum of pairwise terms that are derived from the inverse Boltzmann statistical distributions of distances (or, generally, geometric features) between atoms of protein-ligand complexes [21, 29] . Knowledge-based potentials can also include other energy contributions, such as entropy and solvation. The training sets for these potentials contain only structural information, and are independent from the experimental binding affinity data. This allows to use larger training sets. Also, this approach avoids possible binding affinity ambiguities caused by experimental conditions [69] . Hence, knowledge-based potentials are thought to predict the binding poses rather than binding affinities, but can be successful in both of the tasks [84] . Descriptor-based scoring functions appeared in 2000th, being inspired by the growing popularity of machine learning techniques [36, 45, 87] . Although some authors refer to their descriptor-based methods as to an extension of empirical scoring functions, they can be definitely separated into a stand-alone category of scoring functions based on ideas coming from the quantitative structure-activity relationship (QSAR) techniques. Descriptor-based scoring functions rely on a set of various descriptors representing structural, topological, electro-statical, hydrophobic and other contributions to the protein-ligand interactions. One of the potential drawbacks of these methods is a lack of physical interpretation of the non-linear relations between the descriptors [18] .
Generally, scoring functions are used for the following tasks-prediction of putative docking poses, relative affinity predictions, and the absolute affinity predictions [69, 70] . Most of the scoring functions show relatively good results in near-native docking poses prediction, however their estimated affinities are still low-correlated with the experimental binding constants [10, 13, 27, 31, 46] . There are different benchmarks designed to assess the performance of scoring functions. The most notable ones are the Community Structure-Activity Resource (CSAR) benchmarks [6, 14, 68] , benchmarks of its successor, the Drug Design Data Resource (D3R, www.drugdesigndata.org), and the Comparative Assessment of Scoring Functions (CASF) benchmark. All of them include tests for the docking poses prediction and the relative affinities prediction. Recently we have demonstrated performance of our scoring protocol in the CSAR, CAPRI and D3R exercises [23, 24, 35, 44] . Here, we rigorously derive our scoring function for protein-ligand interactions, called Convex-PL, and assess its performance using data from D3R Grand Challenge 2 submissions and the docking test provided in the CASF 2013 study [46, 47] . We also compare it with other prediction methods. More specifically, we focus on the assessment of the ability of our knowledge-based function deduced solely from the structural data to predict the correct docking poses.
Compared scoring functions
Here we will briefly list the scoring functions that were assessed by the authors of the CASF 2013 study. For more details we refer the reader to the corresponding papers cited in this section or to the descriptions provided in Supporting Information of the CASF 2013 paper [46] and references therein. We should note that the vast majority of the scoring functions assessed in the CASF 2013 study are parts of proprietary chemical software packages. From now on, we will refer to them as to function_name@package_name.
The simplest scoring function assessed in CASF 2013 is SAS. It scores protein-ligand complexes according to the difference of the solvent-accessible surface area (SASA) upon formation of the complex. Despite a deceptive simplicity of such a scoring with the SAS function, it demonstrates a very good correlation with experimental results in the relative scoring tests, which will be shown below.
Several empirical scoring functions assessed in CASF 2013 are based on the ChemScore function proposed by Eldridge et al. [15] estimating the binding free energy with a combination of hydrophobic and metal interactions distancedependent terms, hydrogen bonding distance-and angledependent terms and a term accounting for the flexibility penalties of frozen rotatable bonds. Glidescore@GLIDE [17] extends this approach with taking into account the charge of atoms involved in the hydrogen bonds formation. It also includes Coulomb and van der Waals' energy contributions, as well as terms describing hydrophilic-hydrophobic interactions and solvation effects. ChemScore@GOLD scoring function includes a term that measures internal ligand energy and a term designed to penalize steric clashes. In ChemScore@SYBYL, a term that estimates conformational entropies is added, and the metal interactions term depends on both angles and distances.
GoldScore@GOLD is a force-field-based scoring function given as a sum of hydrogen bonding, van der Waals and torsion contributions. It also contains additional terms that were not enabled in the CASF 2013 assessment. ASP@ GOLD [52] is a knowledge-based scoring function, in which pairwise statistical potentials are mixed with internal energy and clash terms taken from ChemScore@GOLD. ChemPLP@GOLD [39] is an empirical scoring function based on a piecewise linear potential (PLP) for attractive and repulsive contacts. It also includes hydrogen bonding and internal energy terms from ChemScore@GOLD.
The CASF 2013 paper also assessed five scoring functions implemented in Discovery Studio [66] . LigScore@DS [40] is an empirical scoring function available in two versions, the best of which combines a Lennard-Jones 9-6 potential and terms corresponding to attractive protein-ligand contacts and the ligand buried polar surface area. PLP@DS [20] is an empirical scoring function, consisting of pairwise potentials for different types of interactions including hydrogen bonding and steric interactions. Jain@DS [32] is an empirical scoring function taking into account hydrophobic, polar attractive, polar repulsive, and solvation contributions along with an entropic term. PMF@DS is a statistical scoring function derived from the potentials of mean force by Muegge et al. [53] [54] [55] . LUDI@DS [1, 2] is one more empirical scoring function consisting of a sum of distance-and angle-dependent hydrogen bonding and ionic interactions terms, and also contributions that depend on hydrophobic buried surface area and rotatable bonds of the ligand molecule. Interestingly, one of several versions of the LUDI scoring functions presented in Discovery Studio also includes a term that estimates aromatic-aromatic interactions. In addition to ChemScore@ SYBYL, three more scoring functions implemented in the SYBYL package were assessed by the authors of the CASF 2013 study. D-Score@SYBYL includes only a Lennard-Jones potential and electrostatic interactions. PMF-Score@SYBYL is a knowledge-based scoring function based on the potential of mean force [53] [54] [55] . G-Score@SYBYL is based on the GoldScore@GOLD and includes terms estimating hydrogen bonding energy, van der Waals energy of the complex and internal energy of the ligand.
As for the MOE package [12] , four scoring functions were assessed in the CASF 2013 study. London-dG@MOE is a scoring function designed to predict the binding free energy that consists of terms describing the flexibility entropy of the ligand, geometrical imperfections of protein-ligand and metal-ligand interactions and desolvation energy approximated with the London dispersion forces between solute atoms and a continuum solvent [42] . Affinity-dG@MOE also estimates the free energy of binding with a linear sum of interactions of certain types. ASE@MOE [22] is a sum of Gaussian overlap functions between the ligand atoms and alpha spheres, with a parameter characterizing each alpha-sphere as occupying the space which is either accessible for a ligand or not. Alpha-HB@MOE consists of two terms, one of which is based on the alpha spheres, as in ASE@MOE, while the other describing the hydrogen bonding. Finally, X-Score is an empirical scoring function [80] that includes van der Waals' interactions, hydrogen bonding, hydrophobic and deformation effects, which was trained on the PDBBind database complexes.
Method

Model of interactions
Let us consider P native protein-ligand complexes C i0 , i = [1, P] . For each native configuration of the complex (which is generally a co-crystal structure found in structural databases), we generate D non-native configurations (decoys) by applying rigid transformations to the ligand and obtain C ij decoys with j ∈ [1, D] , where the first index indicates the protein-ligand complex and the second index indicates the generated decoys. Thus, for each complex we have D + 1 conformations, 1 native and D non-native. Our aim is to find a scoring functional E such that the following inequalities hold, This is a difficult problem in such a general formulation. In order to solve it, we need to make some simplifications.
Thus, we represent the protein-ligand complex as a set of atoms, which are split into a finite number of types. We choose these types according to atoms' properties such as chemical element, aromaticity, hybridization state, and polarity. This results in a total of M 1 × M 2 pairs of different interactions, with M 1 being the total number of protein atom types, and M 2 -the total number of ligand atom types. Then, we assume that E depends only on the distribution of the distances between the atoms, with one atom located on the protein and the other on the ligand. We also assume these interactions to be short-ranged, which can be neglected if the distance between two interaction atoms is larger than a certain cutoff distance r max . This allows us to restrict the information extracted from the complexes to their interfaces. We use a cut-off distance value of 10 Å, which has been widely used in previous approaches [8, 11, 28, 50, 63, 71] , and which gave good results in our earlier experiments [24] . Finally, we assume that E is a linear functional of the following form, where n kl (r) are the number densities of atom-atom pairs at a distance r with the first atom of type k located on the protein, and the second atom of type l located on the ligand, and f kl (r) are the unknown interaction potentials between the atoms of types k and l. In our method, we use the following functional form for the number densities n kl (r),
where each distance distribution is represented with a Gaussian function centered at r ij with the standard deviation of 0.4 Å. This value was fixed and adapted from our previous studies [62] . The sum is taken over all pairs of atoms i of type k and j of type l separated by the distance r ij smaller than r max , with atom i located on the protein molecule and atom i located on the ligand molecule. We should note that Eq. (2) is very similar to the standard widely-used scoring formula, where individual protein-ligand distance-dependent interactions are summed up. Indeed, we can re-write functional E in the canonical way, with individual protein-ligand interactions u kl (r ij ) given as a convolution of the interaction potentials f kl (r) with the Gaussians,
In order to determine the unknown potentials f kl (r), we decompose them along with the number densities n kl (r) in a polynomial basis, Without loss of generality, we can assume that the basis functions are always scaled in such a way that the weight function is unity. Figure 1 shows two examples of basis functions orthogonal on [0, r max ]. Other basis functions, for example those orthogonal on [0, ∞), can be used as well [58] . Thanks to the orthogonal basis functions, expansion coefficients w kl q and x kl q can be determined from the orthogonality condition (7) as
r max Using expansions (6), the functional E can be rewritten as Finally, to have a compact representation, and thanks to the orthogonality of the basis functions, the scoring functional E can be truncated up to the order Q as
We will refer to the vector as to the scoring vector, whose value is to be determined, and to the vector as to the structure vector that is computed from the structural data. We should note that the vector defines the interatomic potentials u kl (r) for protein-ligand interactions. To conclude, Eq. (8) provide a projection from a 3D structure into the scoring space on ℝ Q×M 1 ×M 2 , while Eq. 10) defines the scoring functional in this space.
Geometric interpretation
Using the expansion of the scoring functional E provided by Eq. 10, we can reformulate the scoring problem 1: given P native structure vectors with P parallel separation hyperplanes defined by the common normal . Figure 2( 3) schematically shows three groups of structure vectors separated by three parallel hyperplanes with a common normal . The set of inequalities (12) can have zero, one or infinite number of solutions [74] . Generally, this is an ill-posed problem. To obtain a single solution, we rewrite it as a soft-margin quadratic optimization problem [3] with an additional quadratic regularization term, Here, structure vectors ij are the same as in the above inequalities (11, 12), index i runs over different protein-ligand complexes and index j runs over different conformations of the i-th protein-ligand complex. Particularly, protein conformations with j = 0 are native with the corresponding classifier y i0 = +1 and protein conformations with j = 1..D are the decoys with the corresponding classifier y ij = −1. Parameters C ij can be regarded as regularization parameters, which control the importance of different structure vectors.
To reduce the amount of adjustable parameters C ij to a single regularization parameter C, we set values of C i0 for the native structure vectors to C, and the values of C i1..D for the nonnative structure vectors to C/D. Then, we found the optimal value of the C parameter using the holdout cross-validation procedure [38] . The scoring vector , the offset vector and the slack variables ij are the parameters to be optimized. Figure 2 shows a schematic workflow of the training and scoring stages of the presented method. We should note that the formulation (13) is, of course, not unique. We have also tried other regularization terms and other loss functions, but finally chose the quadratic regularization and the hinge-loss misclassification penalties because of many recent developments in the field of support vector machines [3, 74] , as we explain below.
Optimization algorithm
Solutions and properties of quadratic optimization problems similar to the one stated above (13) have been extensively studied in theory of convex quadratic programming (QP) [3, 74] . Using the notion of Lagrangian, the optimization problem (13) can be converted into its dual form [3, 74] , which is a convex QP problem with the objective function solely depending on a set of Lagrange multipliers ij ,
We should note that this dual QP problem is convex because the corresponding matrix Q (ij),(kl) = y ij y kl ij kl is positive semi-definite. Thus, to solve it we can apply efficient techniques developed in the theory of convex quadratic optimization. In particular, the dual representation (14) of the original primal QP problem (13) allows us to break the original QP problem into a series of smaller sub-problems. More precisely, various decomposition techniques have been developed to reduce requirements of QP solvers on the size of available RAM [43, 59, 60, 73] . Here, we employ a block-decomposition technique and analytically iteratively maximize the Lagrangian with respect to pairs of multipliers (14) Maximize (in ij ):
according to sequential minimal optimization (SMO) algorithm [60] . We should specifically emphasize that the initial values of our potentials were set to zero and no inverse Boltzmann statistics was used during the optimization. Vectors ij for which ij > 0 are called support vectors. Once the dual QP problem (14) is solved and the optimal Lagrange multipliers ij are found, we can express the optimal solution of the original primal problem (13) (the scoring vector) as a linear combination of the support vectors,
Atom types
Convex-PL describes the ligand and protein atoms with 41 and 23 types, respectively. To make the typization of a ligand, we use our recently developed Knodle (KNowledgeDriven Ligand Extractor) library [34] . It allows a conversion of a ligand given in the PDB format into either the Tripos Mol2 format or to an extended format of 164 types, based on the fconv extended type set that aim to represent chemical properties of different atoms [57] .
To reduce the dimensionality of the chemical space, we selected several sets ranging from 30 to 52 atom types out of the initial 164 types using the similarity of the corresponding radial distribution functions. The initial version of our potential contained 52 ligand atom types. In our previous computational experiments [23, 24] we used the version with 48 types. However, we later realized that these numbers are too large for the current training set, as the potentials for some specific types contained oscillations at large interaction distances, which was a reason to merge them with more frequently occurring types. Finally, we chose the typization with 41 atom types, which provided the best cross-validation success rates on the control set. These are 8 carbon types, 14 nitrogen types, 7 oxygen types, 3 sulphur types, 2 phosphorus types, and 7 types describing halogens. These types are listed in Table S1 of Supporting Information.
As proteins contain a reduced chemical subspace compared to small molecules, we described them with a smaller typization set consisting of 23 reduced types. We should note that we did not include explicit hydrogens in our atom types in order to reduce the total number of atom type combinations and also to avoid possible errors in their assignment. Indeed, hydrogens are rarely resolved experimentally and typically included into the structures a posteriori. We should also add that our model does not contain directional (or angle-dependent) terms, that would significantly increase the size of the feature space. Figure 3 shows the matrix of numbers of pairwise contacts between these 23 protein and 41 ligand atom types computed for the training set. As it can be expected, protein types that correspond to the protein backbone and carbon atoms are very frequent. However, we definitely lack statistical data for the selene atoms that occur in modified protein residues. As for the ligand atom types, the rarest are those that correspond to ionic halogens, one of the phosphorus types and one of the nitrogen types. Generally, a small number of available interactions for a certain pair of atom types in a training set may result in unnatural shapes of the obtained potentials. A possible way to overcome this problem will be to modify the regularization coefficients in the optimization problem (13) , such that the contribution of a particular pair of types to the loss function becomes proportional to its frequency in the training set. However, we did not study this possibility.
Training and control sets
To train our model of binding free energy given by Eq. 10, we collected structural information from the PDBBind [78, 79] To do so, they applied a number of filters to the "general set" regarding binding data, crystal structures, as well as the nature of the complexes systematic, and did a systematic, non-redundant sampling of the obtained results. As for us, to construct the training set, we used randomly chosen 80% of protein-ligand complexes from the "general set" of PDBBind release 2015, excluding 195 complexes that intersect with the "core set" of the same database, as the "core set" forms the CASF 2013 benchmark. This resulted in 9372 structures in the training set. The remaining 20% of protein-ligand complexes from the "general set" of the PDBBind release 2015, excluding 195 complexes from CASF 2013, formed the "control" set. We used this set to only adjust free parameters in our prediction model during its training. Both the control and training sets included decoys generated by the same procedure, which is described below.
Generation of decoys
Generation of the decoy conformations is based on the idea from our recent work [62] , where we demonstrated that structural information collected from native and nearnative protein-protein complexes allows to construct powerful predictive models of protein-protein interactions. The near-native complex was defined as a complex with a small ligand-RMSD value, typically about 1 Å, with respect to the native structure. For the protein-protein case, we previously generated near-native protein-protein conformations using deformations of the native structure along some finite number of collective motions computed using the Normal Mode Analysis [62] . For the protein-ligand case, however, in order to generate near-native conformations, we consider ligand molecules as rigid bodies and rotate them about some axes defined such that the ligand-RMSD from the native pose is kept constant. To do so, we chose six axes inside a unit sphere corresponding to its icosahedral tessellation. More precisely, to generate the axes, we first aligned the principal axes of inertia of the icosahedron with the coordinate axes, and then connected its opposite vertices as it is shown in Fig. 4a . The weighted RMSD for a pure rotation about axis by an angle is [61] where the ligand molecule of mass M is considered as a rigid body, whose inertia tensor relative to the axis passing through its center of mass is given as
To obtain a set of decoys with a certain ligand-RMSD from the native structure, we first rotated the ligand about each rotational axis by an angle of ± and then translated along coordinate axes by the lengths of ±RMSD. Thus, for each native structure we generated 18 decoy conformations, which means that the total amount of the training structure vectors was (18 + 1) × 9, 372 = 178, 068. Figure 4b shows an example of generated decoys for RMSD of 0.5 Å. In order to determine the optimal value of decoy RMSD, we carried out the two-fold cross-validation procedure using the training and the control sets. More precisely, we solved optimization problem 13 using structure vectors from the training set and measured the accuracy of the predictions on the control set. We exhaustively repeated this procedure while scanning through different parameters of RMSD and the regularization parameter C. Figure 5 shows the accuracy
of our model with respect to the two adjustable parameters. We can see that, in principle, we can use any value of RMSD for decoy generation inside the [0.2, 1.0 Å] interval, provided that the value of the regularization parameter C is chosen accordingly. Thus, for all further experiments we chose the value of RMSD equal to 0.5 Å. We want to emphasize that we specifically did not generate decoys with molecular docking programs. Indeed, our goal is to obtain a scoring potential that is unbiased with respect to methods for the docking pose generation. Thus, we chose the constant-RMSD rigid deformations for the decoys.
Repulsion term
We should note that the native complexes in the training set and also the generated decoys did not have atom-atom statistics at short interatomic distances. Consequently, the optimization procedure, or more precisely, its regularization term, left zero values of the scoring vector and potentials u kl (r) at these distances, typically within two or three angstroms. To use our scoring function with the structures that contain atomic clashes, we manually filled these regions of u kl (r) potentials with artificial barriers of kl r −2 shape. We adjusted the fitting coefficients kl for each potential u kl (r) to match the first maximum of the u kl (r) curves. Also, to represent a soft repulsion at a zero separation distance, we replaced the barriers 
CASF Benchmark
In this work, we assessed the obtained scoring function using the CASF 2013 benchmark examples. Overall, the CASF benchmark consists of 195 complexes formed by a b Fig. 4 Decoys generation procedure. a Six icosahedral axes about which we rotate the ligand. b An example of a native ligand configuration with the corresponding 18 decoys generated with RMSD of 0.5 Å. These are 12 rotational decoys and 6 translational decoys [47] . Four tests were suggested by the authors of CASF 2013 to assess the abilities of scoring functions to meet requirements of current pharmaceutical tasks that arise in academia and industry. However, we have only assessed our scoring function using the "docking" test. The aim of this test is to predict the best near-native docking poses. The CASF 2013 benchmark also presents the docking test results for 20 popular scoring functions that we have described above. It also repeats the test on three subsets of the test set, corresponding to three descriptors. These are the number of rotatable bonds in the ligand molecule, the fraction of ligand solventaccessible surface area buried upon binding, and a particular descriptor representing the hydrophobic and hydrophilic properties of the protein binding pocket.
D3R Grand Challenge 2 benchmark
We have also taken an opportunity to assess the pose prediction power of Convex-PL on the recently published user submissions to the pose prediction part of Stage 1 of the Drug Design Data Resource (D3R, www.drugdesigndata. org) Grand Challenge 2 [19, 35] . This resource provides unpublished experimental data for testing protein-ligand docking algorithms and protocols. The pose prediction part of the Stage 1 of the Grand Challenge 2 was focused on blind docking of 36 ligands of different chemical series (benzimidazoles, isoxazoles, spiranes, sulfonamide and unclassified) to the farnesoid X receptor (FXR) target. High-quality experimental data was provided by Roche. Participants were allowed to submit no more than five predictions for each of the 36 ligands. After the Challenge was finished, all the user submissions including both the receptor and the ligand structures with corresponding RMSD values to the co-crystal structures became publicly available. For each of the target the Challenge participants submitted 169-184 of docking predictions. One of the ligands was excluded from the evaluation due to crystallographic artifacts, resulting in a set of protein-ligand complexes for 35 ligands that we used for re-scoring.
Computational details
We used the following parameters of our method, expansion order Q = 25, rectangular basis functions (see Fig. 1 ), number of protein atom types M 1 = 23, and number of ligand atom types M 2 = 41. Thus, the dimensionality of the feature space is Q × M 1 × M 2 = 23, 575. We should note that we have fixed the expansion order Q to r max ∕ =10 Å/0.4 Å. The size of the training set was P × (D + 1) = 9372 × 19 = 178, 068 , which is significantly larger than the dimensionality of the feature space. However, some interatomic interactions for rarely occurring atom types still require more data. All the code was written using the C++ 11 language statically linked with the Knodle library [34] . We ran the tests on a Linux machine with 16Gb DDR3 RAM and Intel(R) Xeon(R) CPU E5-2609@2.40GHz. We also provide an executable for the Mac OS operating system.
Results and discussion
Obtained potentials
Starting from the initial vectors filled with zeros, after the optimization we obtained the scoring vector , which we also converted into 23 × 41 interatomic potentials u kl (r) for the sake of comparison with other methods. Some of these are shown in Fig. 6 , where we plot our u kl (r) potentials together with several other potentials for relatively similar protein-protein and protein-ligand atom types that we have found in the literature for DOPE [67] , DFIRE [86] , RAPDF [65] , ITSCORE/SE [29] and DSX [56] scoring functions. Overall, it can be seen from this figure that Convex-PL predicts the first minimum and maximum peaks at similar locations compared to the other potentials. The difference between the first energy minimum locations in Fig. 6b may be caused by the fact that for the protein-ligand interactions these interatomic separation distances are larger compared to similar protein-protein interactions. In Fig.6c we can also see two peaks for the Convex-PL potential with a protonated nitrogen on the ligand molecule that look unphysical. One of the possible explanations for this behavior is the difficulty of the correct type assignment for this type (N.4) on the ligand atoms. More precisely, this atom type can be easily mixed up with a sp3 nitrogen type, as the precise type assignment requires the presence of hydrogen atoms in the structure, while the corresponding lysine nitrogen on the protein molecule is considered to be protonated by default.
CASF 2013 docking test
For this test, 195 sets of decoys were provided by CASF 2013 for each protein-ligand complex. Each set contains 50-100 decoys with RMSD values smaller than 10 Å, generated by three different algorithms. The goal of the test is to predict the best near-native pose for each of the 195 complexes. Figure 7 shows the overall results of our Convex-PL potential with respect to some other top-performing scoring functions. Here, the success rates of finding top-1, 2 and 3 poses within RMSD values of 2 Å are shown. Results with the native and near-native structures excluded from the test set are listed in Table 1 . Figure 7 clearly demonstrates that Convex-PL shows the best performance in the detection of binding poses, with the success rates of 88.2%, 91.8% and 93.3% when predicting top-1, top-2 and top-3 poses, correspondingly, within RMSD of 2 Å. For example, it fails to identify top-3 poses in 9 out of 195 cases. However, two complexes out of these 9 should be considered individually, as for 3pxf and 3f3a complexes our potential tends to prefer decoys that are docked to the second binding site of the corresponding proteins. We should notice here that the authors of the CASF 2013 study visually verified the electron densities of the binding pockets if the structure factors were available. Notably, those complexes where the ligand electron density could be equally well fitted to multiple binding sites, were not included into the benchmark.
To have a more detailed picture of the performance of the Convex-PL potential in the docking test, we examined Figure 8 shows several examples of these for both correctly and incorrectly predicted structures. In this figure, the top row demonstrates profiles for which the top-1 poses had RMSD smaller than 1 Å. Correspondingly, the bottom row demonstrates profiles for which none of these poses was in the top-1 scored configurations. We should note that in the two subsets we have proteins with several spatially proximal binding pockets containing the same ligands, such as the 3n86 and 3f3a complexes. As we can see in the plots, scores that belong to these alternative binding sites are separated into small clusters. A low correlation can be seen for the 3owj complex, whose ligand consists of several conjugated aromatic rings. This ligand is often predicted backwardly, which, nevertheless, seems to be not equivalent in terms of electron density because of asymmetrically located oxygen and nitrogen atoms. For 3ueu, whose ligand is an aliphatic chain consisting of sp3 carbons, only a 2 Å RMSD quality structure was successfully predicted. The rest of the complexes from the bottom row of Fig. 8 contain a large flexible molecule with several etheric rings (2qmj) and a sulphurcontaining molecule with polar substituents and an etheric ring (3l4u), for which Convex-PL preferred a conformation with a rotated tail. Overall, in contrast to the scattered plots of configurations at large RMSD values, near-native scores exhibit a high correlation with RMSD values for all the plots in Fig. 8 . We should mention that we should expect this high correlation because we trained our scoring function on decoys with small RMSD values. In a practical scenario, due to conformational changes, modeling by homology or other inaccuracies in the receptor structure, it is often not possible to obtain near-native ligand poses with RMSD < 1 Å. This is clearly demonstrated in the recent D3R and CSAR challenges. Therefore, we have also evaluated the performance of Convex-PL on the CASF 2013 benchmark docking test with excluded native and near-native poses. These results are listed in Table 1 . For example, if we exclude from the CASF test set both the native and the near-native poses within RMSD values of 1 Å, the top-1, top-2, and top-3 Convex-PL pose prediction success rates drop down to 57.4, 70.1, and 81.5%, respectively, for the poses found within 2 Å. These rates become 75.4, 84.1, and 91.3% for the poses found within 3 Å. We should note that these rates are not normalized to the total number of ligands with docking poses of a certain quality.
The PDBBind "general set" contains a number of proteins homologous or even identical to those constituting the "core set", from which the CASF 2013 benchmark is constructed. To be confident that the presence of these proteins does not cause overfitting, we performed an accurate and computationally expensive leave-one-out cross-validation analysis. More precisely, for each of the 65 proteins from the "core Convex-PL score RMSD, Å set", we generated its own reduced dataset consisting of the "general set" without the protein's homologues. To do this, for each of the 65 proteins we detected its homologues in the "general set" using the 80% sequence identity criterion as computed by the BLASTP program of the BLAST+ package [5] . The list of the excluded proteins can be found in Table S2 of Supporting Information. After generating the 65 datasets, we divided them into the training and the control parts in the same manner as it was described above and ran 65 individual optimization processes. The resulting scoring functions were assessed on the docking test. All of these came to the same results as before, producing errors on a set of complexes that remains constant regardless the proteins excluded from the training set. Therefore, we can state that our scoring function is unbiased with respect to the proteins used in the CASF 2013 benchmark.
D3R Grand Challenge 2 docking test
Although Convex-PL demonstrated an excellent performance in the "docking" test of the CASF 2013 benchmark, we also decided to assess it on a more realistic docking problem. More precisely, for the second docking test we chose a diverse set of user predictions for the recent Stage 1 of D3R Grand Challenge 2. These contain complexes of the FXR apoprotein with 35 ligands of different chemical series. We re-scored all the user-submitted decoys for each of these 35 ligands, and obtained the results listed in Table 2 . For each ligand we had 169-184 available docking poses with native complexes excluded from this test set. We normalized the success rates to the total number of ligands that had successful predictions of a certain quality. More precisely, D3R Challenge participants succeeded to predict poses within RMSD of 1 Å, 2 Å, and 3 Åfor only 24, 33 and 34 out of 35 ligands, respectively.
We should note here that in such realistic docking problems the quality of predictions critically depends on the geometry of the receptor molecule. Indeed, dependent on the prediction quality and the number of the top-scored predictions, we are able to find near-native poses for all or almost all of the benzimidazole ligand targets. These were usually docked by the Challenge participants to a set of benzimidazole-containing receptors that are widely available in the Protein Data Bank. Among the top 5 poses with RMSD < 3 Å we were not able to find a solution for only four ligands, FXR_1, FXR_2, FXR_4, and FXR_23. These were among the most challenging targets for the Challenge participants with the mean RMSD values of the best submitted poses equal to 5.38 Å, 5.82 Å, 4.9 Å, and 6.15 Å, respectively. We should note that in this test we did not cluster or remove geometrically similar docking poses, as our aim was to assess the performance of Convex-PL. In a realistic docking exercise, however, a standard procedure would be to remove spatially proximate docking poses from the pool of top-5 docking solutions.
Evaluation on subsets
As we have mentioned above, the CASF 2013 benchmark provides subsets of the 195 complexes according to some of their chemical properties. Subsets A1-A3 correspond to smaller (A1), medium (A2) and higher (A3) number of rotatable bonds of a ligand. Unlike all the scoring functions, except GlideScore-SP, Convex-PL demonstrates almost the same docking power on the three subsets, as it is shown in Fig. 9 .
Subsets B1-B3 represent smaller (B1), medium (B2) and higher (B3) fraction of the buried surface accessible area of a ligand. In general, the results on the B subsets show an inverse correlation with the results of the A subsets, as it is seen in Fig. 9 . Indeed, most of the molecules with a small number of rotatable bonds are also small in size and thus deeply fit into the binding pockets with a larger fraction of buried solvent-accessible surface area. As for Convex-PL, it follows this trend, but the docking results on the B1 subset are considerably worse compared to the B2 and B3 subsets. One of the possible reasons of more frequent failures on the B1 subset is a smaller amount of protein-ligand interactions because of the larger exposed ligand surface.
The last three subsets, C1-C3, refer to more hydrophilic (C1), intermediate (C2), more hydrophobic (C3) properties. Here, Convex-PL shows almost the same results on the three subsets, with the best success rates produced on the intermediate C2 set, and slightly worse performance on the hydrophobic ligands. Overall, we can conclude that the performance of Convex-PL on the subsets has many similarities with the results demonstrated by other scoring functions, meaning that our method is not free from the common scoring functions difficulties. 
Conclusions
In this paper we presented a machine-learning approach to train a free-shape distance-dependent protein-ligand scoring function. Distinct features of our approach are the following. First, we do not impose any functional form of the scoring function. Instead, we decompose it into a polynomial basis and deduce the expansion coefficients from the knowledge base. Second, for the training set we do not generate decoys with molecular docking packages, but use constant RMSD rigid-body deformations of the ligands inside the binding pockets. Therefore, the obtained scoring function is unbiased with respect to methods for the docking pose generation and can be generally applied to ensembles of molecular conformations generated with different docking methods. Third, for the optimization step, we use a quadratic programming formulation with the regularization term that aims to reduce possible overfitting to structural data. Our optimization problem is convex, and thus can be efficiently solved using multiple optimization techniques.
We have demonstrated the superior behavior of our potential in the docking test of the CASF 2013 benchmark examples, as compared to other 20 scoring functions assessed by the authors of the benchmark. We have also assessed our scoring function on a diverse set of user-submitted docking poses for the D3R Grand Challenge 2. Here, we obtained the success rates only slightly lower than the ones in the CASF 2013 benchmark despite the fact that all the co-crystal conformations of the receptors were unknown to the Challenge participants.
Several ways to improve our method can be envisaged. For example, low pose prediction results for the ligands with a small fraction of buried SASA suggests that including explicit interactions with solvent could help in this case. Second, we can reconsider the composition of the training set. Indeed, currently we generate the non-native configurations for each of the protein-ligand complex with different positions of the same ligand forming the complex. On the one hand, it allows us to construct a knowledge-based potential that is unbiased to different molecular docking packages, which may corrupt the solution of the machine learning problem towards finding some decoy generation-related patterns. On the other hand, adding non-native ligand poses from the other complexes may help our scoring function to be applicable to screening tasks. Finally, we should add that including information about experimental binding affinities into the optimization problem will help to develop a scoring function specifically for screening applications. Indeed, ConvexPL is a pairwise-additive scoring function based solely on a large number of structural features extracted from protein-ligand interfaces. This allows the weights of these features to adopt a large range of values and may result in unrealistic relationships between the scores of different complexes. Extending the optimization problem with terms that penalize the divergence from the known binding constants should produce a model better suited for the absolute binding affinity predictions. 
