ABSTRACT A class-incremental scheme of fisher discriminant analysis is proposed to improve the performance ofprocess fault diagnosis. Fisher discriminant analysis seeks directions which are efficient for discrimination and has excellent fault detection and diagnostic performance for the sample set with the tag. However, due to the property of the model, it has no detection and diagnostic capabilities for un-seen faults. In order to address this issue, the F direction, which is based on a partial F-values with the principle component analysis, is proposed in this paper. After a new fault being detected and added into the known fault collection, a class-incremental scheme is used to update the fisher discriminant analysis model to enhance the model's ability for continuous fault identification. The proposed approach is validated by the Tennessee Eastman process for the fault diagnosis. The results demonstrate that the proposed class-incremental fisher discriminant analysis method outperforms other conventional fisher discriminant analysis methods.
I. INTRODUCTION
With the development of computer-aided process control and instrumentation technology and the emergence of process systems, a large amount of data can be recorded. However, due to the complexity of the chemical industry production system, the collected process data often has high dimensional and complex characteristics, so there may be the problems called dimensional disasters. As one of multivariate projection techniques, principle component analysis (PCA) can extract the latent variables from the data of a highly correlated process and capture its main characteristics. PCA has had a widespread usage of monitoring continuous and batch processes in industry [1] - [8] . In addition, Dynamic Principal Component Analysis (DPCA) is used for monitoring of dynamic multivariate processes [7] , and other data-driven methods such as discriminant partial least square (PLS) and independent component analysis (ICA) were also widely used for fault diagnosis of complex systems [4] .
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These methods play an important role in the variable extraction and fault diagnosis of complex systems. Two statistics, i.e. Hotelling's T 2 and the squared prediction error (SPE or Q), are regularly used to detect abnormal situations [5] , [9] .
Fisher discriminant analysis (FDA) is a classical technique for dimension reduction and classification [3] , [10] . FDA seeks directions which are efficient for discrimination [2] , [11] , [12] and it has a better differentiation than PCA among fault data sets (i.e., fault diagnosis) [7] and between the normal data sets and the fault data sets (i.e., fault detections) [13] - [15] . FDA uses all of fault classification information, so in general it is more effective in separating the normal data sets from the fault ones [16] - [20] , while FDA shows smaller error rate for detecting and diagnosing the known fault classes. However, FDA model may not be able to detect the faults that are not included in the training data set [21] - [25] . Furthermore, FDA for process monitoring requires different and available deterministic fault data sets, which is usually difficult in practice. On one hand, the fault data sets should be gathered as more as possible from historical data, plant tests or mechanistic knowledge, on the other hand, new fault data sets should be kept gathered in the future thereby enriching the known fault collection in FDA for fault diagnosis. Another challenge is how to identify a new fault from the known faults. The fault direction finds out the discriminant vector by maximizing separation between the normal data and fault data on the part of discriminant analysis. By adding a standardization named the standardized fault direction, the standardized discriminant vector makes all variables be compared and improves the explanation of the fault direction. Both the fault direction and the standardized fault direction can be used for identifying a new fault [17] , [26] . However, it is difficult to correctly identify each fault class because of the fact that between-class variability is assessed relative to within-class variability, especially when a chemical process has a large scale and the process data masked with irrelevant information.
With orientation to process fault diagnosis, we propose a new scheme based on class-incremental FDA. For this scheme, the normal data set is only required to build the PCA model. The performance of the developed PCA model lies on its representative ability of the normal data sets and it can be used for detecting the unknown faults. In order to identify new faults from the known ones, the F direction, which is based on partial F-values with the cumulative percent variation (CPV), is introduced. While the conventional approach based on partial F-values works well in detecting faults in most cases [27] - [30] , it still suffers from irrelevant variables and low computation efficiency [31] - [36] . In this paper, the CPV, based on the equivalent variation of each variable, is proposed to determine candidate variables. As a consequence, it not only eliminates redundant variables but also reduces the computational complexity, improving the performance of the fault detection. At the same time, once the F direction is obtained, the cosine values of the angles between the new fault samples and the fault classes are added into the library [18] , [37] - [39] .
The paper is organized as follows. The concepts of PCA and FDA are reviewed in Section II. Section III presents the fundamental idea of the developed class-incremental FDA. And the class-incremental FDA for process fault diagnosis is illustrated in Section IV. Section V describes an application to Tennessee Eastman Process (TEP), and conclusion is given in Section VI.
II. REVIEW ON PCA AND FDA
Let X 0 ∈ R n 0 ×m (with mean of zero and variance of unit) be the normal data set with n 0 samples (rows) and m variables (columns). X k (k = 1, · · · , c) is the k th fault data set with n k samples and m variables. c is the number of fault classes. All fault data are scaled with the mean and variance of the normal data set. Stack the normal data and all fault data sets into the matrix X ∈ R n×m . Thus, X = c k=0 X k . The ith row of X represents the sample vector x i .
A. PCA
PCA is an optimal dimensionality reduction technique in terms of capturing the variance of the data [6] . The matrix X 0 can be decomposed into a score matrix T and a loading matrix P.
whereX 0 =TP T is the residual matrix and P ∈ R m×r is the loading matrix. r is the number of the principal components sufficiently representing the variability of the data set X 0 . The principal component subspace (PCS) is S p = span{P} and the residual subspace (RS) is S r = span{P}. P can be calculated by the singular value decomposition (SVD) algorithm of the covariance matrix R 0 , that is,
where = diag (λ 1 , λ 2 , · · · , λ r ), λ i are the eigenvalues of the covariance matrix in descending order. Denote the PCA model for process monitoring as {b 0 , n 0 , P, , r} where b 0 is the mean vector of the normal data set.
B. FDA
FDA determines a set of Fisher optimal discriminant vectors by maximizing the scatter between the classes while minimizing the scatter within each class [13] . The transformation matrix consisting of these discriminant vectors is denoted by W ∈ R m×d where d ≤ c−1 is the dimension of the projection subspace. Then, a fault sample vector x i is transformed to the projection subspace by
The transformation matrix can be obtained by maximizing the Fisher criterion J F (W )
where
And
S b and S w are the between-class scatter matrix and the within-class scatter matrix, respectively. Here, b is the total mean vector of all fault samples and b k is the mean vector for the fault class k. Denote the FDA model for process monitoring as {b, n, S w , S b , W , d}.
III. CLASS-INCREMENTAL FDA A. UPDATING S W AND S B
When the new fault class c + 1 is detected, the fault data set X c+1 ∈ R n c+1 ×m is gathered and scaled with the normal mean and variance. Then, the mean of the c + 1 th fault data is given in the column vector
The total mean vector of all data X = X T X T c+1 T can be calculated by
where, n = n + n c+1 and
T ∈ R n . Then, the updated within-class matrix S w can be rewritten as
And the updated between-class matrix, S b has the following relationship:
B. UPDATING FDA MODEL
Because the matrix S −1 w S b does not need to be symmetric, the eigen system computation could be unstable. A stable batch eigen system computation method by diagonalizing two symmetric matrices [29] , [31] is adopted. After S w and S b are calculated, let SVD decomposition of S w is
where H w is orthogonal and w is diagonal.
Similarly,
where H b is orthogonal and b is diagonal. Let H = 
IV. PROCESS MONITORING USING CLASS-INCREMENTAL FDA A. FAULT DETECTION USING CLASS-INCREMENTAL FDA
As mentioned above, the merit of the FDA model takes full advantages of fault classification information, so the performance of fault detection is improved. FDA shows small error rate for detecting the known fault classes in comparison with PCA.
When c = 0, there are fault data sets to construct FDA model, the monitoring statistic T 2 FDA can be defined as
where x new is a new sample vector. The process is considered
FDA,α denotes the upper control limit with a given significance level α [1] .
The monitoring performance depends on the similarity between the normal data and the fault data in the training data set. As a result, T 2 FDA may not correctly detect the new faults. Unlike the FDA model, the PCA model represents the normal data sufficiently and the normal data set is only required to build the PCA model. The PCA model can be used for detecting and identifying those unknown faults. In other words, the FDA model and PCA model are complementary to each other in terms of process monitoring, so it will be better if we could combine them and take advantage of both method to improve the monitoring performance.
For process monitoring, typically, Hotelling T 2 PCA and Q PCA statistics are used to represent the variability in the Principal Component Subspace (PCS) and (Residual Subspace)RS, respectively [28] . [17] , [32] . When c = 0, there are no fault data sets and the statistic T 2 FDA loses its meaning. In fact, process fault diagnosis based on class-incremental FDA turns to be based on the conventional PCA.
B. FAULT DIAGNOSIS USING THE DIRECTION
After a fault being detected, fault diagnosis can aims at determining the root cause of the fault [35] . As far as discriminant analysis is concerned, the F direction based the partial F-values with CPV finds out the discriminant vector by maximizing separation between the normal data sets and fault ones. With continuous value, each element of the discriminant vector shows the corresponding variable's responsibility for the fault.
The partial F-values assess each variable's contribution to Hotelling's T 2 for class separation. In the case of two classes: X 0 and X k , the partial F value of the variable i is given by [37] 
where v = n 0 + n k − 2, T 2 m is the two-class Hotelling's T 2 with all m variables. It is defined as:
where, S k is the covariance matrix of the stacked matrix
A chemical process always has characteristics of large scale and process data masked with irrelevant information, which leads to the difficulty of variable weighting [23] , [35] . Although the partial F-values show better interpretation of the single discriminant vector than the fault direction and the standardized fault direction, they still suffer from the irrelevant variables and lower computation efficiency.
For Hotelling's T 2 , generally, the mean matrix and the covariance matrix change two essential factors representing the process change from the normal situation to some fault situation [27] . There are two portions of the result in each variable's contribution to the process change. One is the mean or variance change of the variable itself and the other is the relation with other variables responsible for the process change. Therefore, we define the equivalent variation of the i th variable for the k th fault as: (19) b k and S k are the mean vectors and the covariance matrix and they change between the normal data set X 0 and the k th fault data set X k , respectively. Moreover, After obtaining all variable's equivalent variations, we can rank them. Then, CPV can be calculated by [22] 
CPV is a measure of the percent variation captured by the first l k candidate variables. The number of these candidate variables can be defined when CPV reaches a predetermined limit, such as 85%
The F direction is based on the partial F-values with CPV. For a fault class, it can be obtained from the normal data and a class of fault data. Let F k be the F direction for the fault
T . The ith element F k (i) is the F value of the variable and represents the corresponding variable contribution to Hotelling's T 2 statistic. This process is not repeated until the analysis of all faults.
After they are normalized as
, the fault signature library consists of all known fault F direction as follows:
When the i th new fault data set X new is available, the F direction F new can be obtained in the same way. After F new normalized into F new , the Euclidean Distance D between the new fault signature vector and the corresponding fault signature vector in the known fault signature library is used for fault diagnosis. So,
where D k ∈ [0, 1] . The closer the distance values are to zero, the more nearly collinear the new samples are to the known fault. The new fault samples should be classified to the one whose distance value is closest to zero. Then, the distance value is used for process diagnosis. (7) and (8) respectively after the new fault data set X c+l is gathered.
4. Obtain the updated FDA model {b , n , S w ,
7. Go to Step 1.
V. APPLICATION IN THE TE PROCESS
In order to provide a realistic testbed for control and condition monitoring tasks in a chemical engineering context, a software simulator of a production plant was proposed [23] . A reactor, condenser, stripper, compressor and separator constitute the main components of the system where two liquid products and a liquid byproduct in two parallel reactions are obtained. The original code is written in Fortran, a Matlab/Simulink adaptation is also available [40] . Recent publications from the field of fault diagnose corroborate the efficiency of the TE simulator [18] , [34] - [38] . In these references, the data produced by the simulator in [4] and [13] are used as input to the diagnosis system. Fig. 1 outlines the schema of the Tennessee Eastman simulator. Tennessee Eastman process (TEP) is used to evaluate the new process monitoring approach with class-incremental FDA. TEP is based on an industrial process where the components, kinetics, and operating conditions are modified for proprietary reasons [13] , [30] . It has been a well-known benchmark process for evaluating process monitoring methods [4] . for Faults 2, 8 and 12 have been gathered. So the initial FDA model can be built on the normal and these fault data sets. Table 1 lists the selected fault descriptions.
Fault 2 is a step change of gaseous inert B in Stream 4. Because of the close loop reactor, the inert B composition in Stream 6, 9 and 11 returns to the normal situation after experiencing a transient increase. And the byproduct F composition decreases in those streams. Total 4 variables show abnormal behaviors. In Figure 2, (a) to (c) After the fault being detected, fault diagnosis should be performed according to the monitoring procedure discussed. Figure 2 (d) is the F fault direction for the fault. When the predetermine limit is set to be 85%, CPV selects 37 candidate variables from total 52 measured variables. The F fault direction puts in the paper weights these 16 fault variables exactly, especially variables 28 and 34. The Euclidean Distance D between these new faults and the corresponding faults vectors is 0.03, close to zero. It indicates that the fault has a same root cause as Fault 2. The fault is not a new one, FDA model does not need to be updated in this case.
Fault 5 is a step change in the unmeasured condenser cooling water inlet temperature. When Fault 5 occurs at t = 15 hours (Observation 301), a step change in the reactor cooling water flow (variable 52) is directly induced. The variable 17 lies in a same control loop with the variable 52. After the fault is detected, the fault direction should be performed according to the monitoring procedure discussed in. Figure 4(a) indicates the F fault direction using partial F-values with CPV for Fault 5. Fault 8 and Fault 12 have a same fault type, namely random variation, but they are associated with different fault variables. For Fault 8, there is a random change of A, B and C feed composition at t = 30h, which causes 36 variables to experience obvious changes. For the weighting data set, the F fault direction based on the partial F-values with CPV correctly interprets the fault and identifies all fault variables (see Figure 4(c) ). For fault 12, total of 28 variables show the different behavior from the normal data. Its fault direction can be seen in Figure 4.(d) . Then, the Euclidean Distances D between the new fault and the corresponding fault directions are larger than 0.5, so the fault can't match any fault direction in the history library, we can conclude that the fault is a new one. So, the fault data are gathered to update FDA monitoring model. At the same time, the fault direction is added into the library.
VI. CONCLUSION
This paper proposes a novel approach to the fault diagnosis of industrial processes based on class-incremental fisher discriminant analysis. The method includes the class-incremental based on the partial F-values with cumulative percent variation into fisher discriminant analysis. The developed class-incremental fisher discriminant analysis extracts discriminative features more effectively than the conventional fisher discriminant analysis from overlapping fault data. This proposed approach is applied to the Tennessee Eastman process. The results obtained for the Tennessee Eastman process demonstrated that the proposed method outperforms other conventional fisher discriminant analysis.
The fault detection experiment of the model is currently only carried out in the Tennessee Eastman process, and it is difficult to evaluate the fault diagnosis reliability of the method in other aspects. The future work is further optimizing the model and try to apply the model to the system with more complex processes and more diverse fault types to improve the practical possibilities of the model. 
