Abstract. Over the past decade, functional Magnetic Resonance Imaging (fMRI) has emerged as a powerful new instrument to collect vast quantities of data about activity in the human brain. A typical fMRI experiment can produce a three-dimensional image related to the human subject's brain activity every half second, at a spatial resolution of a few millimeters. As in other modern empirical sciences, this new instrumentation has led to a flood of new data, and a corresponding need for new data analysis methods. We describe recent research applying machine learning methods to the problem of classifying the cognitive state of a human subject based on fRMI data observed over a single time interval. In particular, we present case studies in which we have successfully trained classifiers to distinguish cognitive states such as (1) whether the human subject is looking at a picture or a sentence, (2) whether the subject is reading an ambiguous or non-ambiguous sentence, and (3) whether the word the subject is viewing is a word describing food, people, buildings, etc. This learning problem provides an interesting case study of classifier learning from extremely high dimensional (10 5 features), extremely sparse (tens of training examples), noisy data. This paper summarizes the results obtained in these three case studies, as well as lessons learned about how to successfully apply machine learning methods to train classifiers in such settings.
Introduction
The study of human brain function has received a tremendous boost in recent years from the advent of functional Magnetic Resonance Imaging (fMRI), a brain imaging method that dramatically improves our ability to observe correlates of neural brain activity in human subjects at high spatial resolution (several millimeters), across the entire brain. This fMRI technology offers the promise of revolutionary new approaches to studying human cognitive processes, provided we can develop appropriate data analysis methods to make sense of this huge volume of data. A twenty-minute fMRI session with a single human subject produces a series of three dimensional brain images each containing approximately 15,000 voxels, collected once per second, yielding tens of millions of data observations.
Since its advent, fMRI has been used to conduct hundreds of studies that identify specific regions of the brain that are activated on average when a human performs a particular cognitive function (e.g., reading, mental imagery). The vast majority of this published work reports descriptive statistics of brain activity, calculated by averaging together fMRI data collected over multiple time intervals, in which the subject responds to repeated stimuli of some type (e.g., reading a variety of words).
In this paper we consider a different goal: training machine learning classifiers to automatically decode the subject's cognitive state at a single time instant or interval. The goal here is to make it possible to detect transient cognitive states, rather than characterize activity averaged over many episodes. This capability would clearly be useful in tracking the hidden cognitive states of a subject performing a single, specific task. Such classifier learning approaches are also potentially applicable to medical diagnosis problems which are often cast as classification problems, such as diagnosing Alzheimer's disease. While the approaches we discuss here are still in their infancy, and the more traditional approach of reporting descriptive statistics continues to dominate fMRI research, this alternative data analysis approach based on machine learning has already begun to gain acceptance within the neuroscience and medical informatics research communities (e.g., Strother et al., 2002; Cox & Savoy, 2003; Mitchell et al., 2003) .
This problem domain is also quite interesting from the perspective of machine learning, because it provides a case study of classifier learning from extremely high dimensional, sparse, and noisy data. In our case studies we encounter problems where the examples are described by 100,000 features, and where we have less than a dozen, very noisy, training examples per class. Although conventional wisdom might suggest classifier learning would be impossible in such extreme settings, in fact we have found it is possible in this problem domain, by design of appropriate feature selection, feature abstraction and classifier training methods tuned to these problem characteristics.
In this paper we first provide a brief introduction to fMRI, then describe several fMRI data sets we have analyzed, the machine learning approaches we explored, and lessons learned about how best to apply machine learning approaches to the problem of classifying cognitive states based on single interval fMRI data.
Functional Magnetic Resonance Imaging
Functional Magnetic Resonance Imaging (fMRI) is a technique for obtaining threedimensional images related to neural activity in the brain through time. More precisely, fMRI measures the ratio of oxygenated hemoglobin to deoxygenated hemoglobin in the blood with respect to a control baseline, at many individual locations within the brain. It is widely believed that blood oxygen level is influenced by local neural activity, and hence this blood oxygen level dependent (BOLD) response is generally taken as an indicator of neural activity.
An fMRI scanner measures the value of the fMRI signal (BOLD response) at all the points in a three dimensional grid, or image. In the studies described in this paper, a three dimensional image is captured every 1, 1.5, or 0.5 seconds. We refer to the cells within this three-dimensional image as voxels (volume elements). The voxels in a typical fMRI study have a volume of a few tens of cubic millimeters, and a typical three dimensional brain image typically contains 10,000 to 15,000 voxels which contain cortical matter and are thus of interest. While the spatial resolution of fMRI is dramatically better than that provided by earlier brain imaging methods, each voxel nevertheless contains on the order of hundreds of thousands of neurons.
The temporal response of the fMRI BOLD signal is smeared over several seconds. Given an impulse of neural activity, such as the activity in visual cortex in response to a flash of light, the fMRI BOLD response associated with this impulse of neural activity endures for many seconds. It typically increases to a maximum after approximately four to five seconds, returning to baseline levels after another five to seven seconds. Despite this prolonged temporal response, some researchers (e.g., Menon et al., 1998) have reported that the relative timing of events can be resolved to within a few tens of milliseconds (e.g. to distinguish the relative timing of two flashes of light-one in the left eye and one in the right eye), providing hope that at least some temporal characteristics of brain function can be studied at subsecond resolution using fMRI.
A small portion of fMRI data is illustrated in figure 1 . This figure shows data collected over a fifteen second interval during which the subject read a word, decided whether it was a noun or verb (in this case, it was a verb), then waited for another word. This data was sampled once per second for fifteen seconds, over sixteen planar slices, one of which is shown in the figure.
Related work analyzing fMRI data
Over recent years there has been a growing interest within the computer science community in data processing for fMRI. One popular style of processing involves using Generalized Linear Models (GLM) as in Friston et al. (1995a Friston et al. ( , 1995b and Bly (2001) . Here a regression is performed for each voxel, to predict the signal value at that voxel, based on properties of the stimulus. The degree to which voxel activity can be predicted from stimulus features is taken as an indication of the degree to which the voxel's activity is related to the stimulus. Notice this regression problem (predict voxel activity given the stimulus) is roughly the inverse of the problem we consider here (predict cognitive state given all voxel activities). Others have used t-statistics to determine relevant active voxels, and yet others have used more complex statistical methods to estimate parameters of the BOLD response in the presence of noise (Genovese, 1999) .
Various methods for modelling time series have been used for analyzing fMRI data. For example, Hojen-Sorensen, Hansen, and Rasmussen (1999) used Hidden Markov Models (HMM) to learn a model of activity in the visual cortex resulting from a flashing light stimulus. Although the program was not told the stimulus, the on-off stimulus was recovered as the hidden state by the HMM.
A variety of unsupervised learning methods have also been used for exploratory analysis of fMRI data. For example, Goutte et al. (1998) discussed the use of clustering methods for fMRI data. One particular approach (Penny, 2001) involved the application of Expectation Figure 1 . Typical fMRI data. The top portion of the figure shows fMRI data for a selected set of voxels in the cortex, from a two-dimensional image plane through the brain. A fifteen second interval of fMRI data is plotted at each voxel location. The anterior portion of the brain is at the top of the figure, posterior at bottom. The left side of the brain is shown on the right, according to standard radiological convention. The full three-dimensional brain image consists of sixteen such image planes. The bottom portion of the figure shows one of these plots in greater detail. During this interval the subject was presented a word, answered whether the word was a noun or verb, then waited for another word.
Maximization to estimate mixture models to cluster the data. Others have used Principle Components Analysis and Independent Components Analysis (McKeown et al., 1998) to determine spatial-temporal factors that can be linearly combined to reconstruct the fMRI signal.
While there has been little work on our specific problem of training classifiers to decode cognitive states, there are several papers describing work with closely related goals. For example, Haxby et al. (2001) showed that different patterns of fMRI activity are generated when a human subject views a photograph of a face versus a house, versus a shoe, versus a chair. While they did not specifically use these discovered patterns to classify subsequent single-event data, they did report that by dividing the fMRI data for each photograph category into two samples, they could automatically match the sample means related to the same category. More recently (Cox & Savoy, 2003) applied Support Vector Machine and Linear Discriminant Analysis to a similar set of data to successfully classify patterns of fMRI activation evoked by the presentation of photographs of various categories of objects. Others (Wagner et al., 1998 ) reported that they have been able to make better-than-random predictions regarding whether a visually presented word will be remembered later, based on the magnitude of activity within certain parts of left prefrontal and temporal cortices during that presentation.
In addition to work on fMRI, there has been related recent work applying machine learning methods to data from other devices measuring brain activity. For example, Blankertz, Curio, and Mller (2002) describe experiments training classifiers of brain states for single trial EEG data, while Strother et al., 2002) report training brain state classifiers for images obtained via Positron Emission Tomography (PET).
The work reported in the current paper builds on our earlier research described in Mitchell et al. (2003) and Wang, Hutchinson, and Mitchell (2003) .
Approach
This section briefly describes our approach to data preprocessing, training classifiers, and evaluating them.
Data acquisition and preprocessing
In the fMRI studies considered here, data were collected from normal students from the university community. Typical studies involved between five and fifteen subjects, and we generally selected a subset of these subjects with the strongest, least noisy fMRI signal to train our classifiers. Data were preprocessed to remove artifacts due to head motion, signal drift, and other sources, using the FIASCO program (Eddy et al., 1998) .
1 All voxel activity values were represented by the percent difference from their mean value during rest conditions (when the subject is asked to relax, and not perform any particular task). These preprocessed images were used as input to our classifiers.
In several cases, we found it useful to identify specific anatomically defined regions of interest (ROIs) within the brain of each subject. To achieve this, two types of brain images were collected for each subject. The first type of image, which has been discussed up to this point in the paper, captures brain activation via the BOLD response, and is referred to as a functional image. The second type of image, called a structural image, captures the static physical brain structure at higher resolution. For each subject, this structural image was used to identify the anatomical regions of interest, using the parcellation scheme of Caviness et al. (1996) and Rademacher et al. (1992) . For each subject, the mean of their functional images was then co-registered to the structural image, so that individual voxels in the functional images could be associated with the ROIs identified in the structural image.
Learning methods
In this paper we explore the use of machine learning methods to approximate classification functions of the following form f : fMRI-sequence(t 1 , t 2 ) → CognitiveState where fMRI-sequence(t 1 , t 2 ) is the sequence of fMRI images collected during the contiguous time interval [t 1 , t 2 ], and where CognitiveState is the set of cognitive states to be discriminated. Each of our data sets includes fMRI data from multiple human subjects. Except where otherwise noted, we trained a separate classification function for each subject.
We explored a variety of methods for encoding fMRI-sequence(t 1 , t 2 ) as input to the classifier. In some cases we encoded the input as a vector of individual voxel activities, a different activity for each voxel and for each image captured during the interval [t 1 , t 2 ]. This can be an extremely high dimensional feature vector, consisting of hundreds of thousands of features given that a typical image contains 10,000 to 15,000 voxels, and a training example can include dozens of images. Therefore, we explored a variety of approaches to reducing the dimension of this feature vector, including methods for feature selection, as well as methods that replace multiple feature values by their mean. These feature selection and feature abstraction methods are described in detail in Section 6.3.
We explored a number of classifier training methods, including:
-Gaussian Naive Bayes (GNB). The GNB classifier uses the training data to estimate the probability distribution over fMRI observations, conditioned on the subject's cognitive state. It then classifies a new example x = x 1 . . . x n by estimating the probability P(c i | x) of cognitive state c i given fMRI observation x. It estimates this P(c i | x) using Bayes rule, along with the assumption that the features x j are conditionally independent given the class:
whereP denotes distributions estimated by the GNB from the training data. Each distribution of the formP(x j | c i ) is modelled as a univariate Gaussian, using maximum likelihood estimates of the mean and variance derived from the training data. Distributions of the formP(c i ) are modelled as Bernoulli, again using maximum likelihood estimates based on training data. Given a new example to be classified, the GNB outputs posterior probabilities for each cognitive state, calculated using the above formula. We considered two variants of the GNB, which differ only in their approach to estimating the variances of the univariate Gaussian distributionsP(x j | c i ). In GNB-SharedVariance, it is assumed that the variance of voxel x j is identical for all classes c i . This single variance is estimated by the sample variance of the pooled data for x j taken from all classes (with the class mean subtracted out of each value). In GNB-DistinctVariance, the variance is estimated separately for each voxel and class.
-Support Vector Machine (SVM). We used a linear kernel Support Vector Machine (see, for instance, Burges (1998) ). -k Nearest Neighbor (kNN). We use k Nearest Neighbor with a Euclidean distance metric, considering values of 1, 3, 5, 7 and 9 for k (see, for instance, Mitchell (1997) ).
Evaluating results
Trained classifiers were evaluated by their cross-validated classification error when learning boolean-valued classification functions. When more than two classes are involved, our classifiers output a rank-ordered list of the potential classes from most to least likely. In this case, we scored the success of each prediction by the normalized rank of the correct class in this sorted list, which we refer to as the normalized rank error. Thus, the normalized rank error ranges from 0 when the correct class is ranked most likely, to 1 when it is ranked least likely. Note this normalized rank error is a natural extension of classification error when multiple classes are involved, and is identical to classification error when exactly two classes are involved. Note also that random guessing yields an expected normalized rank error of 0.5 regardless of the number of classes under consideration.
To evaluate classifiers, we generally employ k-fold cross-validation, leaving out one example per class on each fold. In the data sets considered in this paper, the competing classes are balanced (i.e., the number of available examples is the same for each competing class). Thus, by leaving out one example per class we retain a balanced training set for each fold, which correctly reflects the class priors.
Because the fMRI BOLD response is blurred out over several seconds, a strict leave-outone-example-per-class evaluation can sometimes produce optimistic estimates of the true classifier error. The reason is straightforward: when holding out a test image occurring at time t, the training images at times t + 1 and t − 1 will be highly correlated with this test image. Therefore, if the images at t − 1 and t + 1 belong to the same class as the image at t, and are included in the training set, this can lead to optimistically biased error estimates for the held out example. When faced with this situation (i.e., in the Semantic Categories study described below), we avoid the optimistic bias by removing from the training set all images that occur within 5 seconds of the held out test image. In this case, our cross validation procedure involves holding out one test example per class, and also removing temporally proximate images from the training set.
Case studies
This section describes three distinct fMRI studies, the data collected in each, and the classifiers trained for each. In this section we summarize the success of the best classifier obtained for each of these studies. Section 6 discusses more generally the lessons learned across these three case studies.
Picture versus sentence study
In this fMRI study (Keller, Just, & Stenger, 2001) , subjects experienced a collection of trials. During each trial they were shown in sequence a sentence and a simple picture, then answered whether the sentence correctly described the picture. We used this data to explore the feasibility of training classifiers to distinguish whether the subject is examining a sentence or a picture during a particular time interval.
In half of the trials the picture was presented first, followed by the sentence. In the remaining trials, the sentence was presented first, followed by the picture. In either case, the first stimulus (sentence or picture) was presented for 4 seconds, followed by a blank screen for 4 seconds. The second stimulus was then presented for up to 4 seconds, ending when the subject pressed the mouse button to indicate whether the sentence correctly described the picture. Finally, a rest period of 15 seconds was inserted before the next trial began. Thus, each trial lasted approximately 27 seconds. Pictures were geometric arrangements of the symbols +, * and/or $, such as + *
Sentences were descriptions such as "It is true that the plus is below the dollar." Half of the sentences were negated (e.g., "It is not true that the star is above the plus.") and the other half were affirmative sentences. Each subject was presented a total of 40 trials as described above, interspersed with ten additional rest periods. During each of these rest periods, the subject was asked to relax while staring at a fixed point on the screen. fMRI images were collected every 500 msec.
The learning task we consider for this study is to train a classifier to determine, given a particular 8-second interval of fMRI data, whether the subject is viewing a sentence or a picture during this interval. In other words, we wish to learn a separate classifier for each subject, of the following form f : fMRI-sequence(t 0 , t 0 + 8) → {Picture, Sentence} where t 0 is the time of stimulus (picture or sentence) onset. Thus, the input to the classifier is an 8-second interval of fMRI data beginning when the picture or sentence is first presented to the subject. Although the stimulus was presented for a maximum duration of only 4 seconds, we chose this 8-second interval in order to capture the full fMRI activity associated with the stimulus (recall from Section 2 that the fMRI BOLD signal often extends for 9-12 seconds beyond the neural activity of interest).
2
There were a total of 80 examples available from each subject (40 examples per class). The fMRI-sequence was itself described by the activities of all voxels in cortex. The average number of cortex voxels per subject was approximately 10,000, and varied significantly by subject, based in large part on the size of the subject's head. Note that the eight second interval considered by the classifier contains 16 images (images were captured twice per second), yielding an input feature vector containing approximately 160,000 features, before feature selection.
The expected classification error of the default classifier (guessing the most common class) is 0.50 in this case. The average error obtained for the most successful trained classifier, using the most successful feature selection strategy, was 0.11, averaged over 13 subjects, with the best subject reaching 0.04 (refer to Section 6.2 for more details). These results are statistically highly significant, and indicate that it is indeed possible to train classifiers to distinguish these two cognitive states reliably.
In addition to these single-subject classifiers, we also experimented with training classifiers that operate across multiple subjects. In this case, we evaluated the classification error using a leave-one-subject-out regime in which we held out each of the 13 subjects in turn while training on the other 12. The mean error over the held out subject for the most successful combination of feature selection and classifier was 0.25. Again, this is significantly better than the expected 0.5 error from the default classifier, indicating that it is possible to train classifiers for this task that operate on human subjects who where not part of the training set. These results are described in detail in Section 6.4.
Syntactic ambiguity study
In this fMRI study (see Mason et al., 2004 ) subjects were presented with sentences, some of which were ambiguous, and were asked to respond to a yes-no question about the content of each sentence. The questions were designed to ensure that the subject was in fact processing the sentence. The learning task for this study was to distinguish whether the subject was currently reading an ambiguous sentence (e.g., "The experienced soldiers warned about the dangers conducted the midnight raid." ) or an unambiguous sentence (e.g., "The experienced soldiers spoke about the dangers before the midnight raid.").
3
Ten sentences of each of type were presented to each subject. Each sentence was presented for 10 seconds. Next a question was presented, and the subject was given 4 seconds to answer. After the subject answered the question, or 4 seconds elapsed, an "X" appeared on the screen for a 12 second rest period. The scanner collected one fMRI image every 1.5 seconds.
We are interested here in learning a classifier that takes as input an interval of fMRI activity, and determines which of the two types of sentence the subject is reading. Using our earlier notation, for each subject we trained classifiers of the form f : fMRI-sequence(t 0 + 4.5, t 0 + 15) → SentenceType where SentenceType = {Ambiguous, Unambiguous}, and where t 0 is the time at which the sentence is first presented to the subject. Note the classifier input describes fMRI activity during the interval from 4.5 to 15 seconds following initial presentation of the sentence. This is the interval during which the fMRI activity is most intense.
There were a total of 20 examples for each subject (10 examples per class). The fMRIsequence was described using only the voxels from four ROIs considered to be most relevant by a domain expert. These 4 ROIs contained a total of 1500 to 3508 voxels, depending on the subject. Note the 10.5 second interval considered by the classifier contains 8 images (images were captured every 1.5 seconds), yielding a classifier input vector containing from 12,000 to 28,064 features, depending on the human subject, before feature selection.
The expected classification error of the default classifier (guessing the most common class) in this case is 0.50, given the equal number of examples from both classes. The average error obtained by the most successful combination of feature selection and classifier was 0.25, averaged over 5 subjects, with the best single-subject classifier reaching an error of 0.10 (refer to Section 6.2 for more details).
Semantic categories study
In this study, 10 subjects were presented with individual nouns belonging to twelve distinct semantic categories (e.g., Fruits, Tools), and asked to determine whether the word belonged to a particular category. We used this data to explore the feasibility of training classifiers to detect which of the semantic categories of word the subject was examining.
The trials in this study were divided into twelve blocks. In each block, the name of a semantic category was first displayed for 2 seconds. Following this, the subject was shown a succession of 20 words, each presented for 400 msec and followed by 1200 msec of blank screen. After each word was presented, the subject clicked a mouse button to indicate whether the word belonged to the semantic category named at the beginning of the block. In fact, nearly all words belonged to the named category (half the blocks contained no outof-category words, and the remaining blocks contained just one out-of-category word). A multi-second blank screen rest period was inserted between each of the twelve blocks. The twelve semantic categories of words presented were "fish," "four-legged animals," "trees," "flowers," "fruits," "vegetables," "family members," "occupations," "tools," "kitchen items," "dwellings," and "building parts." Words were chosen from lists of high frequency words of each category, as given in Battig and Montague (1968) , in order to avoid obscure or multiple-meaning words. fMRI images were acquired once per second.
The learning task we considered for this study is to distinguish which of the twelve semantic categories the subject is considering, based on a single observed fMRI image. Following our earlier notation, we wish to learn a classifier of the form:
where fMRI(t) is a single fMRI image, and where WordCategory is the set of 12 semantic categories described above.
A total of 384 example images were collected for each subject (32 examples per class, times 12 classes). All voxels from 30 ROIs were used, yielding a total of 8,470 to 11,136 voxels, depending on the subject. In this case the classifier input is a single image, so the classifier input dimension is equal to the number of voxels, prior to feature selection.
The trained classifier outputs a rank-ordered list of the 12 categories, ranked from most to least probable. We therefore evaluate classifier error using the normalized rank error described in Section 4, where the default classifier (guessing the most frequent class) yields an expected normalized rank error of 0.50. The normalized rank error for the most successful combination of feature selection and classifier was 0.08 (i.e. on average the correct word category was ranked first or second out of the twelve categories), over 10 subjects, with the best subject reaching 0.04. (refer to Section 6.2 for details). Color plots show locations of voxels that best predict the word semantic category, for three different human subjects. For each voxel, the color indicates the normalized rank error over the test set, for a GNB classifier based on this single voxel. Note the spatial clustering of highly predictive voxels, and the similar regions of predictability across these three subjects. The range of normalized rank errors is [Red ≈ 0.25, Dark Blue ≈ 0.6], with other colors intermediate between these two extremes. Each image corresponds to a single two-dimensional plane through the brain of one subject.
One reasonable question that can be raised regarding these classifier results is whether the classifier is indeed learning the pattern of brain activity predictive of semantic categories, or whether it is instead learning patterns related to some other time-varying phenomenon that influences fMRI activation. One unfortunate property of the experimental protocol for collecting data, from this point of view, is that all of the words belonging to a single category are presented within a single time interval (i.e., a single experiment block). In fact we do believe this temporal adjacency may be influencing our results, but we also believe the classifier is indeed capturing regularities primarily related to semantic categories. One strong piece of supporting evidence is that classifiers trained for different human subjects tend to rely on the same brain locations to make their predictions, and that these regions have been reported by others as related to semantic categorization. Figure 2 illustrates the brain regions containing the most informative fMRI signal for classification, across three subjects. In this figure, red and yellow indicate the voxels whose activity allows most accurate classification. Note the highly discriminating voxels are clustered together, in similar regions across these subjects. These locations for discriminability match those reported in earlier work on semantic categorization by Chao, Haxby, and Martin (1999) , Chao, Weisberg, and Martin (2002) , Ishai et al. (1999) and Aguirre, Zarahn, and D'Esposito (1998) , as well as some novel areas that are currently under investigation.
Lessons learned

Can one learn to decode mental states from fMRI?
The primary goal leading to this research was to determine whether it is feasible to use machine learning methods to decode mental states from single interval fMRI data. The successful results reported above for all three data sets indicate that this is indeed feasible in a variety of interesting cases. However, it is important to note that while our empirical results demonstrate the ability to successfully distinguish among a predefined set of states occurring at specific times while the subject performs specific tasks, they do not yet demonstrate that trained classifiers can reliably detect cognitive states occurring at arbitrary times while the subject performs arbitrary tasks. While our current results may already be of use in cognitive science research, we intend to pursue this more general goal in future work.
We also attempted but failed to train successful classifiers for several other classification functions defined over these same data sets. For example, we were unable to train an accurate classifier to distinguish the processing of negated versus affirmative sentences in the Picture versus Sentence study. We were also unsuccessful in attempts to train classifiers to distinguish the processing of true versus false sentences, or sentences which the subject answered correctly versus incorrectly. It may be that these failures could be reversed given larger training sets or more effective learning algorithms. Alternatively, it may be the case that the fMRI data simply lacks the information needed to make these distinctions. This line of research is still very new, and while the above results demonstrate the feasibility of discriminating a variety of cognitive states based on fMRI, at this point the question of exactly which cognitive states can be reliably discriminated remains an open empirical question. Given our initial successes plus those reported in Cox and Savoy (2003) , as well as likely advances in brain imaging technology and likely progress in developing machine learning methods specifically for this type of application, we are optimistic that over time we will be able to decode an increasingly useful collection of cognitive states in an increasingly open ended set of experimental settings.
Interestingly, we found that the accuracy of our single-subject classifiers varied significantly among subjects, even within the same study. For example, when training an SVM for the 13 different subjects in the "Picture versus Sentence" study, the error rates of the 13 single-subject classifiers were 0.01, 0.04, 0.06, 0.06, 0.06, 0.06, 0.08, 0.10, 0.16, 0.18, 0.19, 0.20, and 0.25 (additional single-subject data is reported in Tables 2-4). Subjects producing high accuracies with one classifier were typically the same who produced high accuracies for other classifiers, and it is likely that the data for the worst-performing classifiers were corrupted by various kinds of noise (e.g., significant head motion during imaging). Considerable subject-to-subject variation in fMRI responses has been widely reported in the fMRI literature.
Before leaving the topic of whether one can train classifiers in this domain, it is worth considering the question of whether our reported better-than-random classifier error rates are simply the result of having tried many learning algorithms and feature selection methods, then reporting results for the approach that worked best. This is a general issue whenever one experiments with many learning approaches, then reports accuracy for the one that performs best over the test data. In the following subsections we describe in detail the different feature selection methods and learning methods we explored. For the purposes of this discussion, however, there are two important points to be made. First, we found that every learning algorithm (GNB, SVM, and kNN) produced significantly better than random classification accuracies for every case study, supporting our conclusion that it is feasible to learn classifiers in this domain. Second, when performing feature selection, features were chosen over a training set distinct from the test data, using a leave-one-out cross validation approach, so that each test example had no influence on which features were selected. The only way that the test data influenced feature selection was in choosing the number of features, n, for which results are reported. This single parameter n was chosen for each learning algorithm and study, to maximize the mean accuracy over all single-subject classifiers trained by that algorithm for that study. Given that the number of single-subject classifiers ranged from five to thirteen, depending on the study, we conjectured that the choice of this single parameter n would exert only a very minor influence and that we could safely consider our reported accuracies to be very close to true accuracies.
To test this conjecture we conducted an experiment to compare this biased estimate (using the value of n which maximized test set performance) to an unbiased estimate obtained using a more elaborate and computationally intensive approach. To obtain the fully unbiased estimate, we employed a nested cross validation approach to partition the data repeatedly into three sets: a training set, optimization set, and final test set. The training and optimization sets were used to train a GNB classifier, to choose the feature selection method, and to choose the number n of features to be included. The final test set had no influence on training or selecting what to report, and was used only to provide a final unbiased estimate of accuracy. We ran this experiment over the data from all 13 subjects in our "Sentence versus Picture" data set. The resulting unbiased error estimate provided by the final test set was 0.183, whereas the original biased estimate provided by our standard two-set approach was 0.182. Furthermore, the number of features n selected by these two approaches were nearly identical. This experimental outcome supports our conjecture that our reported classifier accuracies, while in theory slightly biased, are in fact very close to their true accuracies.
Which classifier works best?
As discussed earlier, we experimented with three classifier learning methods: a Gaussian Naive Bayes (GNB) classifier, k-nearest neighbor (kNN), and linear Support Vector Machines (SVM). These classifiers were selected because they have been used successfully in other applications involving high dimensional data. For example, Naive Bayes classifiers, kNN, and SVM have all been used for text classification problems (Nigam et al., 2000; Joachims, 2001; Yang, 1999) , where the dimension of the data is approximately 10 5 , corresponding to the size of the natural language vocabulary.
To test the relative performance of our classifiers, we performed two sets of experiments. First, for each fMRI study we analyzed the performance of GNB, linear SVM, and kNN (with k ∈ {1, 3, 5, 7, 9}) using as input to the classifier all voxels in the ROIs selected for those studies. Here the performance metric is classification error, except for the Semantic Categories study where the metric is normalized rank error. The performance reported for a specific study is the mean error over all single-subject classifiers trained for that study, as obtained by leave-one-example-out-from-each-class cross validation. Because the Semantic Categories study is not a binary classification task, we did not experiment with SVMs on this specific study.
The results are shown in Table 1 in the rows indicating no feature selection. The table reports results for the better-performing variant of GNB in each study. In the Syntactic show results when using all voxels within the available ROIs. The rows with Feature Selection "Yes" show results of the feature selection method that produced the lowest errors. In every case except one, this was the "Active" feature selection method described in Section 6.3.1. The exception is the entry marked with the "*", for which "RoiActive" feature selection worked best. The variant of GNB which produced the strongest results (and which is therefore reported in this table) is GNB-SharedVariance for the Syntactic Ambiguity study, and GNB-DistinctVariance for the other two studies.
Ambiguity study this was GNB-SharedVariance, and in the other two studies it was GNBDistinctVariance.
As can be seen in the table, the GNB and SVM classifiers outperformed kNN. Examining the performance of kNN, one can also see a trend that performance generally improves with increasing values of k.
Our second set of experiments examined the performance of the classifiers when used in conjunction with feature selection. The specific feature selection methods we considered are described in detail in the next subsection. For each study and learning method the table reports results using the most successful feature selection method, in the table row indicating feature selection "Yes." In all cases except one (the table entry marked by the "*"), the most successful feature selection method was the "Active" method described in Section 6.3.1.
As can be seen in Table 1 , performing feature selection produced a large and consistent improvement in classification error across all studies and learning methods. As in the experiments with no feature selection, GNB and SVM outperform kNN when feature selection is used, and the performance of kNN improves as k increases.
6.2.1. Analysis. One clear trend in this data is that kNN fared less well than GNB or SVMs across all studies and conditions. In retrospect, this is not too surprising given the high dimensional, sparse training data sets. It is well known that the kNN classifier is sensitive to irrelevant features, as these features add in irrelevant ways to the distance between train and test examples (Mitchell, 1997) . This explanation for the poor performance of kNN is also consistent with the dramatic improvement in kNN performance resulting from feature selection. As the table results indicate, feature selection sometimes reduces kNN error by a factor of two or more, presumably by removing many of these irrelevant, misleading features.
As discussed in Section 4.2, the two variants of GNB we considered differ only in the number of distinct parameters estimated when modeling variances in the class conditional distributions of voxel activities. GNB-SharedVariance estimates a single variance independent of the class, whereas GNB-DistinctVariance estimates a distinct variance per class. We found that GNB-SharedVariance performed better in the study containing the fewest examples per class (Syntactic Ambiguity), whereas GNB-DistinctVariance performed better in the other studies. This empirical result is consistent with a general bias-variance tradeoff: pooling data in order to estimate fewer parameters generally leads to lower variance estimates, but to higher bias. Thus, in general as the number of available examples increases, we expect GNB-DistinctVariance to outperform GNB-SharedVariance, all other things being equal.
Notice that the SVM outperformed GNB in the Picture vs. Sentence study for which there were 40 examples per class, but not in the Semantic Categories study for which there were only 10 examples per class. While this may be due to various factors, it is interesting to observe that this trend is consistent with recent results of Ng and Jordan (2002) , in which they provide empirical and theoretical arguments that GNB often outperforms Logistic Regression when data is scarce, but not when data becomes more plentiful. They explain this by pointing out that although Logistic Regression asymptotically (in the number of training examples) outperforms GNB, Logistic Regression requires O(n) examples to reach its asymptote while GNB requires only O(log n), where n is the number of features. In our case we note that SVM, like Logistic Regression, requires O(n) examples, in comparison to the O(logn) required by GNB. While our empirical results are too sparse to prove a statistically significant trend for the relative performance of SVM and GNB, it is nevertheless interesting to note our results are consistent with the analysis of Ng and Jordan (2002) .
In summary, we found when training fMRI classifiers across a variety of data sets and target functions that GNB and SVM outperformed kNN quite consistently. Furthermore, feature selection has a large and consistent beneficial impact across all studies and learning methods.
Which feature selection method works best?
Given that our classification problem involves very high dimensional, noisy, sparse training data, it is natural to consider feature selection methods to reduce the dimensionality of the data before training the classifier. As we discussed in the previous section, and as summarized in Table 1 , feature selection leads to large and statistically significant improvements in classification error across all three of our case studies. This section discusses in detail the feature selection methods explored in our work, and some surprising lessons learned regarding which feature selection methods worked best. 6.3.1. Approach. Within the field of Machine Learning, the most common approach to feature selection when training classifiers is to select those features that best discriminate the target classes. For example, given the goal of learning a target classification function f : X → Y , one common approach to feature selection is to rank order the features of X by their mutual information with respect to the class variable Y , then to greedily select the n highest scoring features.
Given the nature of classification problems in the fMRI domain (and a variety of other domains as well), a second general approach to feature selection is also possible. To illustrate, consider the problem of learning a Boolean classifier f : X → Y where Y = {1, 2}, given training examples labeled as belonging to either class 1 or class 2 (e.g., learning to distinguish whether the subject is viewing a picture or sentence). In fMRI studies, we naturally obtain three classes of data rather than two. In addition to data representing class 1 and class 2, we also obtain data corresponding to a third "fixation" or "rest" condition. This fixation condition contains data observed during the time intervals between trials, during which the subject is generally at rest (e.g., they are examining neither a picture nor a sentence, but are instead staring at a fixation point). Thus, we can view the data associated with class 1 and class 2 as containing some signal conditioned on the class variable Y , whereas the data associated with fixation contains no such signal, and instead contains only background noise relative to our classification problem. In this setting, we can consider a second general approach to feature selection: score each feature by how well it discriminates the class 1 or class 2 data from this zero signal data. In the terminology of fMRI, we score each feature based on how active it is during the class 1 or class 2 intervals, relative to the fixation intervals. The intuition behind this feature selection method is that it emphasizes choosing voxels with large signal-to-noise ratios, though it ignores whether the feature actually distinguishes the target classes.
We refer to this general setting as the "zero signal" learning setting, summarized in figure 3. Notice many classification problems involving sensor data can be modeled in Figure 3 . The "zero signal" learning setting. Boolean classification problems in the fMRI domain naturally give rise to three types of data: data corresponding to the two target classes plus data collected when the subject is in the "fixation" or "rest" condition. We assume the data from class 1 and class 2 are composed of some underlying signal plus noise, whereas data from the fixation condition contains no relevant signal but only noise. In such settings, feature selection methods can consider both voxel discriminability (how well the feature distinguishes class 1 from class 2), and voxel activity (how well the feature distinguishes class 1 or class 2 from the zero signal class).
terms of this zero signal learning setting (e.g., classifying which of two people is speaking based on voice data, where the zero signal condition corresponds to background noise when neither person is speaking). Therefore, understanding how to perform feature selection and classification within this setting has relevance beyond the domain of fMRI. In fact, within the fMRI literature it is common to use activity to select a subset of relevant voxels, and then to compare the behavior of this selected subset over various conditions.
In the experiments summarized below, we consider feature selection methods that select voxels based on both their ability to distinguish the target classes from one another (which we call discriminability), and on their ability to distinguish the target classes from the fixation condition (which we call activity). Although each feature consists of the value of a single voxel at a single time, we group the features involving the same voxel together for the purpose of feature selection, and thus focus on selecting a subset of voxels. In greater detail, the feature selection (voxel selection) methods we consider here are:
-Select the n most discriminating voxels (Discrim). In this method, a separate classifier is trained for each voxel, using only the observed fMRI data associated with that voxel. The accuracy of this single-voxel classifier over the training data is taken as a measure of the discriminating power of the voxel, and the n voxels that score highest according to this measure are selected. Note when reporting cross validation errors on final classifiers using this feature selection method, features are selected separately for each cross-validation fold in order to avoid using data from the test fold during the feature selection process. Thus, the voxels selected may vary from fold to fold. -Select the n most active voxels (Active). In this method, voxels are selected based on their ability to distinguish either target class from the fixation condition. More specifically, for each voxel, v, and each target class y i , a t-test is applied to compare the voxel's fMRI activity in examples belonging to class y i to its activity in examples belonging to fixation periods. The first voxels are then selected by choosing for each target class y i the voxel with the greatest t statistic. The next voxels are selected by picking the second most active voxel for each class, and so on, until n voxels are chosen. Notice the selected voxels may distinguish just one target class from fixation, or may distinguish both target classes from fixation. -Select the n most active voxels per Region of Interest (roiActive). This is similar to the Active method above, but ensures that voxels are selected uniformly from all regions of interest (ROIs) within the brain. More precisely, given m prespecified ROIs, this method applies the Active method to each ROI, selecting n/m voxels from each. The union of these voxel sets is returned as the set of n selected voxels.
The approaches above for selecting voxels can be combined with methods for averaging the values of multiple features (in space or time), and with methods that select data over a sub-interval in time. We experimented with various combinations of such approaches, and report here on the above three methods (Discrim, Active, roiActive) as well as a fourth method derived from roiActive:
-Calculate the mean of active voxels per ROI (roiActiveAvg). This method first selects n/m voxels for each of the m ROIs using the roiActive method. It then creates a single "supervoxel" for each ROI, whose activity at time t is the mean activity of the selected ROI voxels at time t.
Results.
We experimented with each of these four feature selection methods, over each of the three case study data sets. For comparison purposes we also considered using all available features (denoted "AllFeatures" in our results tables). Tables 2-4 present summarized results of feature selection experiments for each of the three fMRI studies. Each table shows the best errors obtained for each feature selection Table 2 . Picture vs. Sentence study-GNB classifier errors by subject and feature selection method. The first column indicates the feature selection method, along with the number of features selected ("AllFeatures" indicates using all available features, which varies by subject). The second column indicates the average error over all 13 single-subject classifiers when using the feature selection method. Remaining columns indicate errors for individual subjects A through M. For each method, the number of features was chosen to minimize the average error over all subjects. Table 3 . Syntactic ambiguity study-GNB classifier errors by subject and feature selection method. Results are presented using the same format as Table 2 . Results are presented using the same format as Table 2. method and for each subject considered in the study, when using a GNB classifier. Here the best error refers to the lowest error achieved by varying the number of selected voxels. The optimal number of voxels selected varied by study and feature selection method, typically ranging from 1 to 30% of the total number available within the selected ROIs, hence we focused experiments within this range. For each feature selection method and study, the number of features was chosen to minimize the mean error of all single-subject classifiers trained for this study. This number is shown in parentheses next to the feature selection method in the table. The specific numbers of features considered were 120, 240, 480, 960, 1440, 1920, 2400, 2880, and 3360 for the Picture versus Sentence study, 100, 200, 400, 800, 1200, 1600, 2000, 2400, 2800, 3200, and 3600 for the Semantic Categories study, and 4, 20, 40, 80, 160 for the Syntactic Ambiguity study.
These results indicate that using feature selection leads to improved classifier error in all three studies, and that all of our feature selection methods improve over no feature selection in the vast majority of cases. For example, the Active feature selection method outperforms the approach of using all features in 23 of the 28 single-subject classifiers trained over the three studies, and yields equivalent performance in the remaining 5 cases.
A second strong trend in the results is the dominance of feature selection methods based on activity (Active, roiActive, roiActiveAvg) over those based on discriminability (Discrim). As can be seen in the tables, every activity-based feature selection method outperforms the discriminability-based method, on every case study. Of these activity-based methods, the Active method yields best accuracy, and it outperforms the Discrim method in 20 of the 28 single-subject classifiers trained across the three studies, yielding inferior performance in only 1 of the 28 cases. Note also that the Active method selects substantially fewer features than Discrim in all three fMRI studies.
Analysis.
It is at first surprising to observe that selecting features based on their activity level works dramatically better than selecting them based on their ability to discriminate the target classes. Given that the end goal is to discriminate the target classes, and that selecting features based on discriminability is the norm in machine learning applications, one might well expect discriminability to have been the dominant method. Below we look deeper into why we observe the opposite result in all three fMRI studies.
One situation in which we might expect activity-based feature selection to outperform discrimination-based methods is when data dimensionality is very high, noise levels are high, training data are sparse, and very few voxels contain a signal related to the target classes.
In such cases, we should expect to find that some voxels that are truly irrelevant appear nonetheless to be good discriminators over the sparse sample of training data-even when using cross validation to test their discrimination power. The larger the set of such irrelevant voxels, the more likely that a feature selection strategy focused on discrimination would select such overfitting voxels, and be unable to distinguish these from truly informative discriminating voxels. However, in this same case we might expect that choosing voxels with high signal-to-noise ratios would be a useful strategy, as it would remove from consideration the large number of irrelevant voxels (i.e., those with no signal, but only noise). In fact, our activity-based feature selection strategies select exactly this kind of high signal-tonoise ratio voxels. The bottom line is that each feature selection strategy runs its own risk: discrimination-based methods run the risk of selecting voxels that only coincidentally fit the noisy training sample, whereas activity-based methods run the risk of choosing high signalto-noise voxels that cannot discriminate the target classes. Which risk is greater depends on the exact problem, but the relative risk for the discrimination-based method grows more quickly with increasing data dimension, increasing noise level, decreasing training set size, and an increasing fraction of irrelevant features.
To explore this conjecture, let us examine the actual characteristics of the voxels selected by these two methods in our data. In particular, we will focus on a single subject in the Semantic Categories study: subject G, whose best average normalized rank error (0.11) is obtained by a GNB classifier using 800 voxels chosen using the Active feature selection strategy. The Discrim method also obtains its best error (0.19) using 800 voxels for this particular subject. What is the difference in these two sets of voxels selected using these two methods? Are there in fact differences in the degree of overfitting between the two sets?
Let us consider three sets of voxels from subject G: those chosen by Active feature selection but not by Discrim ("ActiveOnly"), those chosen by Discrim by not by Active ("DiscriminatingOnly"), and those chosen independently by both methods ("Intersection"). For this particular subject, there are 251 voxels in the Intersection set, and 549 in each of ActiveOnly and DiscriminatingOnly. Training a GNB classifier using only the voxels in Intersection yields an error of (0.106), slightly but not significantly better than the error from the Active voxels. Figure 4 shows the degree of overfitting for each of these three sets of voxels. On the left, panel (a) provides a scatterplot of training set error (horizontal axis) versus test set error (vertical axis). The straight line indicates where training error equals test error. Notice all three sets of voxels overfit to some degree (i.e., test error is generally greater than or equal to training error), but the cluster of voxels ranges furthest from the straight line for the DiscriminatingOnly voxels. On the right, panel (b) provides a histogram showing the number of voxels in each set that overfit to varying degrees. Note the DiscriminatingOnly voxel set contains many more voxels that overfit to a large degree. Based on the data summarized in this figure, it is clear that the degree of overfitting is indeed greater in this case for voxels selected by Discrim than those selected by Active. It is also clear that the voxels in Intersection suffer the least overfitting.
A different view into the character of these three voxel sets is provided by figure 5 . The top portion of this figure plots the 10 voxels with the best training set error from each of the three sets. Each voxel plot shows the learned Gaussian model for each of the twelve target classes. Notice the greater spread of these models for the voxels chosen by the Discrim method (DiscriminatingOnly and Intersection) than for the ActiveOnly set. The bottom portion of figure 5 provides a scatter plot of standard deviation (horizontal axis) versus test error (vertical axis) for the three voxel sets. Notice the significantly lower standard deviation for the ActiveOnly set.
Above we suggested that the Discrim method for feature selection carries a risk of selecting voxels that overfit the data. The above data, especially from figure 4, indicates that in fact overfitting is greater for Discrim than for Active in our data. We also suggested the Active method carries the counterbalancing risk of selecting irrelevant voxels. Is this in fact occurring in our case? The plots in figure 5 show that the ActiveOnly set of voxels does appear to contain voxels that are poor discriminators among the twelve target classes.
To understand the impact of poor discriminators (irrelevant voxels) selected by the Active method, consider the relative weight of the relevant versus irrelevant voxels used by a GNB. Given an instance x to be classified, the log odds assigned by the GNB for two classes c i and c j is
where x k is the observed value for the kth feature of x, and whereP denotes distributions estimated by GNB based on the training data. Note the GNB classifier will predict class c i if the above log odds ratio is positive, and c j if it is negative. Thus, the decision of the GNB is determined by a linear sum, where each voxel contributes one term to the sum. Now let us consider a voxel x k which is truly irrelevant to the classification (i.e., where the true distributions P(x k | c i ) and P(x k | c j ) are identical). First, consider the situation in which the learned estimatesP(x k | c i ) andP(x k | c j ) are also identical. In this case the fraction involving x k will be equal to 1, its log will be equal to 0 regardless of the observed value of x k , and voxel x k will therefore have no influence on the final GNB decision. Now consider the situation in whichP(x k | c i ) andP(x k | c j ) differ (e.g., due to overfitting) despite the fact that P(x k | c i ) = P(x k | c j ). In this case, the x k term will in fact be non-zero, and will have a detrimental, randomizing influence on the final GNB classification. Is this in fact occurring in our data? The plots in figure 5 suggest that the Active voxels that are irrelevant (i.e., those in ActiveOnly) do indeed have strongly overlappingP(x k | c i ) distributions, limiting the magnitude of their contribution to the final GNB classification.
To summarize, we find clear empirical evidence that feature selection consistently improves classification accuracy in our domain. Furthermore, we find clear empirical evidence that activity-based feature selection methods consistently outperform discriminationbased methods (every activity-based feature selection method we considered outperformed discrimination-based feature selection, in each of our three fMRI studies). The general characteristic of our problem domain that enables this kind of feature selection is summarized in figure 3 . In particular, the key characteristic is the availability of a third category of data in which neither of the target classes is represented-data which we refer to as the "zero signal" class of data. We conjecture, and support with a variety of empirical observations, that activity-based feature selection may outperform discrimination-based feature selection in zero-signal classification problems, especially with increasing data dimension, noise, and data sparsity, and as the proportion of truly relevant features decreases. Given that a variety of sensor-based classification problems fit this zero-signal learning setting, we believe one of the most significant lessons learned from the fMRI domain is the utility of activity-based feature selection in such domains. Examples of such sensor-based classification problems include speaker voice identification (where zero signal data corresponds to background microphone noise when nobody is speaking), and video object classification in fixed-camera settings (where zero signal data corresponds to background images containing no objects of interest). Additional research is needed to formalize this zero-signal learning setting and explore its relevance in these and other domains. One especially promising direction for future work is to understand how best to blend activity-based and discrimination-based feature selection to optimize learning accuracy.
Can one train classifiers across multiple subjects?
All results discussed so far in this paper have focused on the problem of training subjectspecific classifiers. This section considers the question of whether it is possible to train classifiers that apply across multiple human subjects, including human subjects who are not part of the training set. This is an important goal because if it is feasible it opens the possibility of discovering subject-independent regularities in brain activity associated with different types of cognitive processing, it opens the possibility of sharing trained classifiers among researchers analyzing fMRI data collected from many different people, and it makes it possible to pool training data from multiple subjects to alleviate the sparse data problem in this domain.
The biggest obstacle to analysis of multiple-subject fMRI data is anatomical variability among subjects. Different brains vary significantly in their shapes and sizes, as is apparent from the images taken from three different brains in figure 2. This variability makes it problematic to register the many thousands of voxels in one brain to their precise corresponding locations in a different brain. One common approach to this problem is to transform (geometrically morph) fMRI data from different subjects into some standard anatomical space, such as Talairach coordinates (Talairach & Tournoux, 1988) . The drawback of this method is that the morphing transformation typically introduces an error on the order of a centimeter, in aligning the millimeter-scale voxels from different brains. The alternative that we consider here is to instead abstract the fMRI activation, using the mean activation within each ROI as the classifier input, instead of using individual voxel activations. In other words, we treat each ROI as a large "supervoxel" whose activation is defined by the mean activation over all the voxels it contains. Note this is equivalent to using our roiActiveAverage feature selection method, including all voxels within each ROI. Despite the anatomical variability in brain sizes and shapes, it is relatively easy for trained experts to manually identify the same set of ROIs in each subject.
A second difficulty that arises when training multiple-subject classifiers is that the intensity of fMRI response to a particular stimulus is often different across subjects. To partially address this issue, we employ a normalization method that linearly rescales the data from different subjects into the same maximum-minimum range. While there are many crosssubject differences that cannot be addressed by this simple linear transformation, we have found this normalization to be useful. We have also found that a similar normalization method can sometimes reduce classification error for single-subject classifiers, when used to normalize data across different trials associated with a single subject.
Of course a third difficulty that arises is simply that different people may think differently, and we have no reason to assume a priori that we would find the same spatial-temporal patterns of fMRI activation in two subjects even if we could perfectly align their brains spatially, and perfectly normalize the relative intensities of their fMRI readings. Thus, the question of whether one can train multiple-subject classifiers is partly a question of whether different brains behave sufficiently similarly to exhibit a common pattern of activation.
We performed experiments to train multiple-subject classifiers using two data sets: the Picture versus Sentence data, and the Syntactic Ambiguity data. The following two subsections describe these two experiments in turn. We did not attempt to train multiple-subject classifiers for the third dataset, Semantic Categories, because we expected the detailed patterns of activity that distinguish word categories would be undetectable once the voxel-level data was abstracted to mean ROI activity.
6.4.1. Sentence versus picture study. We trained multiple-subject classifiers for the Sentence versus Picture study, to discriminate whether the subject was viewing a picture or a sentence. Multiple-subject classifiers were trained using data from 12 of the 13 subjects, abstracting the data from each subject into seven ROI supervoxels. To evaluate the error of these trained classifiers, we used leave-one-subject-out cross validation. In particular, for The right column shows the error of a multi-subject classifier when applied to subjects withheld from the training set, using leave-one-subject-out cross validation. Results are obtained using normalization and 7 ROIs. All classifiers are trained by averaging all voxels in an ROI into a supervoxel. 95% confidence intervals are computed under the assumption that test examples are identically, independently Bernoulli distributed. The error of a random classifier is 0.50. In this analysis we employed the GNB-DistinctVariance version of GNB.
each subject we trained on the remaining 12 subjects, measured the error on this held out subject, then calculated the mean error over all held out subjects. Notice that in this case there are 960 examples available to train this multiple-subject classifier, in contrast to the 80 examples available to train the single-subject classifiers described earlier.
The results, summarized in Table 5 , show that the linear SVM learns a multiple-subject classifier that achieves error of 0.25 ± 0.026 over the left out subject. This is highly statistically significant compared to the 0.50 error expected of a default classifier guessing the majority class. This indicates that it is indeed possible to train a classifier to capture significant subject-independent regularities in brain activity that are sufficiently strong to detect cognitive states in human subjects who are not part of the training set. As in earlier experiments, we note that SVM and GNB again outperform kNN, and that the performance of kNN improves with increasing values of k.
Although these results demonstrate that it is possible to learn multiple-subject classifiers with accuracies better than random, the accuracies are below those achieved by the singlesubject classifiers summarized in Table 1 . For example, the multiple-subject SVM classifier error of 0.25 is less accurate than the mean single-subject classifier error of 0.11 reported in Table 1 . This difference could be due to a variety of factors, ranging from the lower spatial resolution encoding of fMRI inputs in the multiple-subject classifier (i.e., using supervoxels instead of millimeter-scale voxels), to possible differences in brain activation over different subjects.
In a second set of experiments we directly compared training single-subject versus multiple-subject classifiers, this time using identical training methods and identical encodings for the classifier input (roiActiveAverage, using all voxels within seven manually selected ROIs). In these experiments we used the same Picture versus Sentence data, but Table 6 . Errors for single-subject and multiple-subject classifiers, when trained on P-then-S, and S-then-P data.
Data set
Classifier Single-subject classifier Multiple-subject classifier S-then-P GNB 0.10 ± 0.024 0.14 ± 0.030 S-then-P SVM 0.11 ± 0.025 0.13 ± 0.029 The third column shows the average error of classifiers trained for single subjects. The fourth column shows the error of multi-subject classifiers applied to subjects withheld from the training set. Results are obtained using normalization. All classifiers are trained based upon averaging all voxels in an ROI into a supervoxel. 95% confidence intervals are computed under the assumption that test examples are i.i.d. Bernoulli distributed. The error of a random classifier is 0.50.
this time we partitioned the data into two disjoint subsets: trials in which the sentence was presented before the picture (which we will refer to as S-then-P), and trials in which the picture was presented before the sentence (which we will call P-then-S). Notice that separating the data in this fashion results in an easier classification problem, because all examples of one stimulus (e.g., sentences) occur in the same temporal context (e.g., following only the rest period in the S-then-P dataset, or following only the picture stimulus in the P-then-S dataset), and hence exhibit less variability. For each of these two data subsets we trained both multiple-subject and single-subject classifiers, using GNB, SVM, and kNN classifiers, and employing roiActiveAverage feature selection with all voxels in the selected ROIs. The results are summarized in Table 6 . Note for comparison we present both the leave-1-subject-out error of the multiple-subject classifiers, and the average leave-oneexample-per-class-out error of the corresponding single-subject classifiers. As in the first experiment, the multiple-subject classifiers achieve accuracies significantly greater than the 0.5 expected from random guessing. Interestingly, the multiple-subject classifiers achieve error rates comparable to those of the single-subject classifiers, and in a few cases achieve error rates superior to those of the single-subject classifiers-despite the fact that the multiple-subject classifiers are being evaluated on subjects outside the training set. Presumably this better performance by the multiple-subject classifier can be explained by the fact that it is trained using an order of magnitude more training examples, from twelve subjects rather than one. We interpret these results as strong support for the feasibility of training high accuracy classifiers that apply to novel human subjects. Note these classifiers are generally more accurate than those in the first experiment, presumably due to the easier classification task as discussed above.
6.4.2. Syntactic ambiguity study. We also attempted to train multiple-subject classifiers for the Syntactic Ambiguity study, to discriminate whether the subject was reading an ambiguous or non-ambiguous sentence. In this case, the error of the multi-subject classifier was 0.36 ± 0.094 under leave-one-subject-out cross validation, and correspondingly the average error of single-subject classifiers is 0.35 ± 0.092. The setting which produced this result was using the GNB classifier, minimum-maximum normalization, and the feature selection method roiActiveAvg, averaging the 20 most active voxels from each of four predefined ROI's (left and right Brocca, and left and right temporal regions) into supervoxels. These errors are significantly better than expected from a random classifier, 0.50. Unlike the Sentence versus Picture study, however, these results are quite sensitive to the particular selection of learning method and feature selection. Although we cannot draw strong conclusions from this result, it does provide modest additional support for the feasibility of training multiple-subject classifiers.
Summary and conclusions
We have presented results from three different fMRI studies demonstrating the feasibility of training classifiers to distinguish a variety of cognitive states, based on single-interval fMRI observations. This problem is interesting both because of its relevance to studying human cognition, and as a case study of machine learning in high dimensional, noisy, sparse data settings.
Our comparison of classifiers indicates that Gaussian Naive Bayes (GNB) and linear Support Vector Machine (SVM) classifiers outperform k Nearest Neighbor across all three studies, and that feature selection methods consistently improve classification error in all three studies. In comparing GNB to SVM, we found trends consistent with the observations in Ng and Jordan (2002) , that the relative performance of generative versus discriminative classifiers depends in a predictable fashion on the number of training examples and data dimension. In particular, our experiments are consistent with the hypothesis that the accuracy of SVM's increases relatively more quickly than the accuracy of GNB as the data dimension is reduced via feature selection, and as the number of training examples increases.
Feature selection is an important aspect in the design of classifiers for high dimensional, sparse, noisy data. We defined a new classifier setting (the zero signal setting) that captures an important aspect of our fMRI classification problem, as well as a variety of other classification problems involving sensor data. In this setting, the available data includes not only examples of the classes to be discriminated (e.g., data when the subject is viewing a picture or a sentence), but also a class of "zero signal" data (e.g., when the subject is viewing neither a picture nor a sentence, but is simply fixating on the screen). Our experiments show that within our domain activity-based feature selection methods which take advantage of this zero signal data consistently outperform traditional discrimination-based feature selection methods that use only data from the target classes. Our data and our analysis also suggest that the relative benefit of activity-based versus discrimination-based feature selection will increase as data becomes more sparse, more noisy, higher dimensional, and as the fraction of relevant features decreases. As is clear from our description of the fMRI data sets, this domain represents a fairly extreme point along all four of these dimensions. We plan further research to develop a more precise formal model of this zero signal setting, and to develop and experiment with feature selection strategies tuned to take maximal advantage of this setting.
In addition to training classifiers to detect cognitive states in single subjects, we also explored the feasibility of training cross-subject classifiers to make predictions across multiple human subjects. In this case, we found it useful to abstract the fMRI data by using the mean fMRI activity in each of several anatomically defined brain regions. Using this approach, it was possible to train classifiers to distinguish, e.g., whether the subject was viewing a picture or a sentence describing a picture, and to apply these successfully to subjects outside the training set. In some cases, the classification accuracy for subjects outside the training set equalled the accuracy achieved by training on data from just this single subject. Given this success in training multiple-subject classifiers, we plan additional research to explore a number of alternative approaches to cross-subject classification (e.g., instead of abstracting the data for each subject, map the different brain structures to a standard coordinate system such as Talairach coordinates).
There are many additional opportunities for machine learning research in the context of fMRI data analysis. For example, it would be useful to learn models of temporal behavior, in contrast to the work reported here which considers only data at a single time or time interval. Machine learning methods such as Hidden Markov Models and Dynamic Bayesian Networks appear relevant to this problem. A second research direction is to develop learning methods that take advantage of data from multiple studies, in contrast to the single study efforts described here. In our own lab, for example, we have accumulated fMRI data from over 800 human subjects. In order to develop learning methods to take advantage of such data, it will be necessary to address both how to combine data from multiple subjects and how to combine data from subjects presented with differing stimuli. A third research topic is to develop machine learning methods that could take as a starting point computational cognitive models of human processing, such as ACT-R (Anderson et al., 2004) and 4CAPS (Just, Carpenter, & Varma, 1999) , using these as prior knowledge for guiding the analysis of fMRI data, and automatically refining these models to better fit observed experimental results.
As with many real-world machine learning case studies, our exploration of the fMRI problem domain has drawn on lessons learned from previous research in machine learning, and has yielded new lessons of its own. Given that fMRI is a problem involving very high dimensional, sparse data sets, we drew heavily on previously learned lessons from similar domains such as text classification. This led us to employ SVM, GNB, and kNN classification algorithms that have previously proven useful in such domains, and led us to aggressively explore feature selection methods for reducing the dimension of the data. The most significant new insight about learning to arise from our fMRI studies thus far is the identification of the zero-signal learning setting and the development of new and highly effective feature selection methods for this setting. In particular, our discovery of the unexpected dominance of activity-based feature selection methods over commonly used discrimination-based methods was an essential step toward training successful classifiers in this domain, and suggests that similar feature selection approaches may be useful in other high dimensional, sparse domains that fit the zero-signal learning setting. Looking forward, we expect machine learning methods to have an increasing impact on the analysis of fMRI data as this field matures, and foresee additional opportunities for the fMRI domain to drive novel machine learning research, especially in problems related to discovery of representations for merging data from multiple subjects, and in learning temporal models of cognitive processes.
