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 1．はじめに
 ”Cによるモデル評価は，”Cが期待平均対数尤度の推定量であることに依拠している．こ
の評価の信頼度が評価できれば”Cが安心して使えるようになる．”Cのゆらぎに関する知
見をまとめておくことをこの稿の目的とする．
 2つのモデルの〃Cの差のゆらぎの理論の本質的な部分はすでにKishino and Hasegawa
（1989）によって明らかにされている．最近下平（1993a，1993b）によって精密に論じられてい
ることでもある．そのかならずしも新しくないことがらを，筆者もその一翼をになった『情報
量統計学』（坂元化（1983））の論理展開にっづけるかたちで整理した上で，簡単な数値例で
〃Cの同時分布の明確なイメージを与え，最後に「〃Cの真値のbootstrap推定」を提案する．
 2．理   論
 2．1定義と仮定と記号
 κ＝（κ1，κ・，．．．，κ、）で確率変数X＝（X1，X・，．．．，X、）の実現値を表す．Xの確率密度関数を
（2．1）        9、（κ）＝！、（κ1θ＊）＝n！（κ一θ＊）
                         ゴ＝1
とする．ただし！はパラメータベクトルθ∈θを持つモデルとする．このパラメータの最尤推
定値θは対数尤度
                      η（2．2）              Z、（θ）＝；Σ；1og！（κ｛1θ）
                     一＝ユ
の最大化で求められる．
 モデルム（・1θ）の平均対数尤度は
（・剖 瞭（θ）一州θ）／一中・・仏1θ）！一・戸（・1θ・）1…（・1θ）み
で与えられる．［∂2〃∂θ2］で（ノ，Z）成分が∂2〃∂島∂θ’である行列を表すことにしよう．行列∫。
を
（2．4） ムー一＆［岳1…（・l1）1び
で定義する．ここで［］θホは角カッコの中の式をθ＝θ＊で評価する意味である．記号
                  ”θ112＝e7＊θτ
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を使って，平均対数尤度のθ＊のまわりでのTay1or展開が近似的に
（…）     狩（θ）一／才（θ＊）一号11θ一θ＊112
と表される．適当な正則条件のもとで，最尤推定値θは漸近正規性
 （2．6）       π（θ一θ＊）→M（O，∫；’） （m→∞）
を持ち，大数の法則から
（…）   ÷陽1桝一÷鵜・1…（ル11）1ぴ
（…）     一亙・［幕1…（・ll）1肝一一∫・
がm→∞の極限で成立する．m→∞でθ→θ＊となることから，
（・・）    ÷［劉、一イ・（・一∞）
も成り立ち，このことを使って最尤推定値θのまわりで対数尤度をTay1or展開して近似式
（・…）     み（θ）一み（∂）一号11θ一∂112
を得る．
 パラメータ空間を
 （2．11）            θ。⊂θ
なるθ尾に制約したモデルをMODEL（后）で表す．このモデルのパラメータの最尤推定値θ尾は
 （2．12）                Z、（θ尾）＝max7”（θ）
                       θ∈θ点
を満たす．θ∈θ尾のもとで平均対数尤度を最大化するパラメータθ孝は
 （2．13）                Z才（θ君）＝maxZ才（θ）
                       θ∈θ角
（・…）       一な（θ＊）一号11θ才一θ＊112
を満足する．θ孝はMODEL（々）の申で最もよいパラメータの値である．任意のθ∈θ島に対し
て，
（2．15）I@     llθ一θ＊112＝llθ一θ才112＋i1θダθ＊i12
と
（・…）     1才（θ）一鮒）一号11θ一θ列12
が成立する．同様に’∂と氏と任意のθ∈θ尾に対して，
（2．17）       llθ一∂112＝llθ一氏112＋l1島一∂112
が成り立つ．パラメータ空間θ島の次元をm尾で表すことにしよう．漸近正規性から，mllθ周
一θ才112が自由度m。のλ2分布に従う確率変数になり，誤差評価
 （2．18）              m亙x｛l1乱一θ才112｝＝m尾
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カミ待られる．
2．2∬0の分布
最尤モデルの平均対数尤度
（2．19） ／狐）一鮒）一号11ポθ才112
は“定数12分布に従う確率変数’’の形をしていて
（・川   舳一舳）一サー÷／・l1砿一例1・一・l／
と書き直せる．λ2分布の性質から1／2・｛m llθ才一θ局112－m左｝の平均は0，分散はm為／2であり，
期待平均対数尤度は
                亙｛Z才（θ島）｝＝Z才（θ差）一m々／2
で与えられることが分かる．θ1⊂θ・⊂…であればZ才（θざ）くZ才（θダ）く…がなりたつが，m。くm・く
・でもあるから亙｛7才（θ島）｝を最大化する々（后（m）で表す）はθ差＝θ＊を満足するとは限らな
い．7才（品＊），Z才（あ＊），．．．がmに比例するから々（m）はmの単調増加関数である．
 MODEL（后）の最大対数尤度を以下のように変形することができる：
      帆H1（∂）一号1砿一引12
        －／1（6）一号11θ君イ12・号11θ才一∂1：12
        －／1（∂）一号11θ才一θ＊・θ＊一∂i12・号11θ孝一∂l112
        －／1（∂）一号11θ＊一∂llL・（θ才一θ＊）∫・（θ＊一∂）τ
         一号11θ孝一θ＊11書・号11θ差一∂l112
        一ん（θ＊）一・（θ才一θ＊）∫・（θ＊一∂）τ一号1θ才一θ＊12・号11θ才一∂l112
        一舳＊）一号1θ才一θ＊112・み（θ＊）一狩（θ＊）
         一・（θ才一θ＊）∫・（θ＊一∂）τ十号ilθト砿112
（…1）  一／才（鉗）・／・（θ＊）一1才（θ＊）一・（θ才一θ＊）∫・（θ＊一∂）・号11θ才一氏112・
従って，A∫αは
       ノ4∫C々＝一2Z、（θ庖）十2m伽
 （2．22）          ＝一2Z才（θ才）十m伽一2｛7、（θ＊）一Z才（θ＊）｝十2m（θ君一θ＊）∫＊（θ＊一θ）τ
           一｛mllθガθ左112－m尾｝
と表される．明らかに，等式
 （2．23）      亙｛〃α｝＝一2Z才（θ君）十肌：一2亙｛Z才（θ左）｝
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が成り立つ．この式の値を亙L工麦で表すことにする．
2．3”0の差の分布
 mが大きい時，漸近的に
 （2．24）           ノ1∫C5一ノ4∫C々＝一2Z才（θ戸）十2Z才（θ君）十2m（¢＊一θ彦）∫＊（θ＊一θ）．
が成立する．この量の平均と分散は，それぞれ，
（2．25）        m11耕一θ＊112－m11θ才一θ＊112
と
 （2．26）                               4m11劣＊一θ才112
で与えられる．この見積りはθの漸近正規性から導かれる．〃C5と〃C。の差の標準偏差は
（2，27）          2〃11耕一θ才11
で与えられる事がわかる．〃Cのばらつきがθ差と劣＊に依存するということは2つのモデル
と真の分布の三者の関係で決まるということである．
2．4〃0の差の高次の．；・るまい
 最尤モデルの良さを情報量規準で評価する量亙LLを
（2．28）    肌L＝一2z才（θ。）＝一2z才（θ差）十m。十｛mllθrθ才112－m。｝
で定義しよう．亙LLが小さいほどパラメータθ・で決まる分布は真の分布に近いことになる．
θ才＝餅の場合には，
     亙LL5一五五L＝（m5－m々）十｛m l1耕一引12－m5ト｛m llθ才一θ局112－mゐ｝
と
 （2．29）     λ∫C5－A∫Cゐ＝（mゴーm尾）十｛m llθ才一θ局112－m尾｝一｛m l1耕一島112－m5｝
から，
           A∫C5－A∫Cム＝2（mゴーm尾）一（亙LL5一亙LL々）
が導かれる．この関係式はlm5－m島1に比べてZ才（島）一Z才（θ左）のあばれかたが大きい場合に
亙L工と〃Cの値の間に逆相関が現れることを意味している．Shimizu（1978）が自己回帰モ
デルの次数選択に関して指摘したことである．このことによるダメージはm。＝m5》1のとき
に大きい．しかし，この場合，θ。＝θゴ∩θ島の次元がかなり小さければ〃C、が最小値をとるこ
とが期待できる．
3．数値例一”0の分布のイメージ
 ”Cの揺らぎを簡単な重回帰モデルにおける変数選択の例で見てみよう．データ｛（〃，舳，
．，舳）1ゴ＝1，2，．．．，m｝をそれぞれ后次元と1次元の標準正規分布に従う互いに独立な確率変数
（ル1，．．．，κ扱）とεゴと，
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                       后 （3．1）          ツFΣ柵αチ十ε1
                      5＝1
で生成した．m＝100，α＊は，7番目と8番目の要素が0．3，他はすべてOのベクトルとした．
 このデータに確率密度関数
        真法σ…1－2ルー倉舳肌去…1一争！
のパラメータに“ノ∈白（ノ1，．．．，ノ、）なるノに対しての＝0’’という形の制約を加えたモデル
MODEL（ノI，ノ。，．．．，ノブ）をあてはめた．たとえばMODEL（1，2，3，4，5，6，7，8）は真の構造α＊を含
んでいるが，MODEL（9，10，11，12）は含まない．〃Cの同時分布の様子を見るために，表1に
示した典型的な6通りのモデルの組合せにおける”Cと肌工の値の同時分布を調べて見た．
モデルの対と“真の構造”の関係を図式的に示したのが図1である．
 まず，100組のデータを発生して，そのたびに亙∬を計算した結果を図2に示す．シミュレー
ションデータの解析であるから最尤法であてはめたモデルの（2．28）の値が計算できる．
肌L（ノ1，．．．，ノ、）がMODEL（ノ1，．．．，ノ、）の亙L工を示す．亙肌はその周辺分布が「定数」十κ2分布
になるようにばらつく．この図で点群の左下で密度が高く，右上でまばらなのはそのためであ
る．図の申の○印の中心は点群の重心，つまり点の数が無限大であれば（2．20）式で定義され
る期待平均対数尤度亙Lム＊に一致する点である．
表1．モデルの組合せ．
I
II
III
IV
V
VI
MODEL（5，6，7，8，9，10，11，12）一MODEL（7，8，9，10）
MODEL（5，6，7，8，9，10，11，12）一MODEL（8，9，10，11）
MODEL（5，6，7，8，9，10，11，12）一MODEL（9，10，11，12）
MODEL（5，6，7，8，9，10，11，12）一MODEL（1，2，3，4，5，6，7，8）
MODEL（5，6，7，8，9，10，11，12）一MODEL（1，2，3，4，5，6，7，9）
MODEL（5，6，7，8，9，ユ0，！ユ，ユ2）一MODEL（ユ，2，3，4，5，6，9，ユO）
Case  工
Case ユエ
、皿、
図1，2つのモデルとパラメータの非零要素の関係．
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図2．肌工の値の同時分布．
 図2から，期待平均対数尤度の意味で，MODEL（7，8，9，10）がMODEL（5，6，7，8，9，10，11，
12）よりよいこと，MODEL（8，9，10，11）よりMODEL（5，6，7，8，9，10，11，12）の方がよいけれ
ど，この場合にはデータの出かたによってはMODEL（8，9，10，11）による結果の方が平均対数
尤度の意味ではよくなる場合もあることなどが読みとれる．
 亙∬が推定できるか否かを見るために6つのモデルの亙L工と〃Cの関係を見たのが図3
である．〃C（ノ。，．．．，ノブ）はMODEL（ノ1，．．．，ノ、）の〃Cである．この点群の重心の位置に□がプ
ロットしてある．□が対角線に重なっていることがすなわち，〃Cの不偏性（2．23）を示して
いる．点群が上下にのびていること，つまり〃Cのばらつきがかなり大きいことはモデルの平
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図3．亙L工と〃Cの同時分布．
均対数尤度，あるいは期待平均対数尤度の推定量として”Cがそれほどシャープでないこと
を示している．2つのモデルの対の亙∬の差と，”Cの差をプロットしたのが図4である．図
中の〃C0と亙L工0はそれぞれ〃C（5，6，7，8，9，10，11，12）と亙L工（5，6，7，8，9，10，11，12）の
意味である．この各回の右上第I家元あるいは，左下の第III家元に点が集中していれば，その
モデル対に関する肌工によるモデル選択と”Cによるモデル選択が一致することを意味す
る．
 MODEL（1，2，3，4，5，6，7，8）とMODEL（5，6，7，8，9，10，11，12）を比較するCase IVは2．4節
で指摘した破滅的な場合である．もちろん，左上のCaseIを見れば分かるように，この場合に
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〃Cの差と班工の差の同時分布．
これら2つのモデルとMODEL（7，8，9，10）を比べれば，．MODEL（7，8，9，10）を選択するとい
うことで亙L工と〃Cの判定はほとんどの場合に一致する．
 以上，肌Lと”Cの関係を見たが実データの解析では”Cの値しか求めることはできな
い．モデル対の”Cの値の同時分布を見てみよう（図5）．図2と同じように各モデルの期待
平均対数尤度の位置を中心に○が置いてある．対角線に関して○と同じ側に点がある場合に，
”Cによるモデルの比較が期待平均対数尤度によるものと一致することを考えると，この例題
ではモデル比較がうまくいく事が分かる．1組のデータに対応する”Cの値の組に十印がつけ
てある．このデータが次章のbootstrap法で使われるデータである．
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図5．〃Cの値の同時分布．
 4．〃0のbootstrap推定
 データκ＝｛κル＝1，．．．，m｝を考える．この時，1／mの確率でκ｛（6＝1，．．．，m）という値をとる互
いに独立な確率変数をX1†，兄†，．．．で表し，X†をX†＝（X1f，兄†，．．．，X2）で定義する．Xfの実
現値をbootstrap標本という．X†と同じ分布に従う，X†とは独立な確率変数をγ†で表す事
にする．
 以下，最尤推定量θ島が確率変数Xの実現値に依存して決まるときにθ。（X）と書くことにす
る．
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「〃Cの真値」のbootstrap推定．
 （2．19）カ・ら
（…）   亙γ1・・〃1θ才）一亙・，11・・〃1∂1（x））・号
が得られる．B00tstrap標本γ†に関しても同様に
  （4．2）          亙γ†1og！、（γ↑1θ2）＝亙x†，γ寸109！、（γt lθ尾（X†））十
が成り立つ．ここでθJは（2，13）式に対応する
m島
40
λ∫cのゆらぎについて 235
 （4．3）          亙γ・1ogム（γ†1θ2）＝max亙γ11ogム（γ†1θ）
                       θ∈θ角
で定義されるが，bootstrap標本に関して
 （4．4）                  亙γ寸1og九（γ†1θ）＝1og九（κ1θ）
が成立するからθ2＝θゐ（κ）となり，（4．2）式は，結局
（…）   1・・〃瓦（κ））一亙・・，1†1・・〃†1∂・（Xf））・サ
に帰着する．（2．21）から得られる
（…）   亙・1・・！1（X1乱（X））一亙11・・〃1θ差）・サ
と（4．1）式からλ∫α＝一2109ム（κ1θ尾（κ））十2m角が
 （4．7）                     一2亙x，γ1ogム（γ1θゐ（X））
のまわりに分布することが導かれる．同様にbootstrap標本から計算される
             A∫α＝一21ogム（X†1θ局（X†））十2m島
は一2亙x1，γ11ogム（γ↑1θ（X†））のまわりに分布する．これは（4．5）式から
             一21og九（κ1θ尾（κ））十m島＝A∫α一m尾
に等しい．、結局
            ノはC三†＝一21ogム（X†1θ左（X†））十3m尾
と〃C尾の間に，〃C島とその「真値」の間の関係が再現される’ことになる．〃C尾の同時分布
が「真値」に関して対称であれば，〃C尾の真値，一2万x，γ1ogム（γ1θ尾（X））は〃C††が現れ
る範囲にあるはずである．
 点推定，区間推定ということばに対するものとして，λ∫C††をプロットする方法をここでは
「〃Cのbootstrap推定」と呼ぶ．bootstrap法で統計量の分散を見ることはしばしば行なわれ
るが，”Cの場合不偏性がかなりゆるい条件で保障されているので，「推定」というのは正当な
表現である．
 図5の十印に対応するデータκ＝（κ、，．．．，κ、）に基づく〃Cのbootstrap推定を図6に示す．
図5の点群が○を中心に分布していて，十印がその中心からはずれていたのに対して，この図
では十印のまわりに点がちらばっているのが分かる．図5の○の位置をこの図にも入れてあ
る．点の群の中に○印がとり込まれる形になっている事が分かる．
 5．最後 に
 （2．27）式は下平（1993a，1993b）によるものと本質的に同じものであり，Kishino and Hase・
gawa（1989）で推定量が提案されている．（2．27）式にただちにつながる（2．21）式は筆者も共
著者の一人である坂元化（1983）で求めていたが，差をとることに気がつかなかったのは不覚
である．
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0n Variance／Covar皐ance of A∫C’s
         Makio Ishiguro
（The Institute of StatisticaI Mathematics）
   Mu1tivariate distribution of〃C’s of mode1s is discussed．Especia11y the attention is
focusedonthetheoretica1varianceofthedifferenceofA∫C’s．Ahigherorderbehaviorof
λr is a1so discussed．A“Bootstrap estimation procedure ofλr”is proposedto provide
a visua1expression of the variance of A∫C’s．A numerica1examp1e is given．
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