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The deployment of a Network-based Intrusion Detection System (NIDS) in the
system perimeter security should be supplemented with tools to help improve their
behavior. The alert correlation systems are designed to facilitate the management
of alerts issued, providing additional information and allowing their aggregation,
thereby expediting prevention processes
Throughout the years, the research area of the alert correlation focused on dis-
tributed attack detection. The main motivation of this work derived from the lack
of proposals for correlating the alerts from anomaly-based NIDS, which process the
audited traffic payload. To do this, the proposed system performs a labeling of the
alerts issued by the NIDS, taking into account both quantitative and qualitative cri-
teria. Also, is considered the analysis performed at the packet-level, and the analysis
performed at the trace-level, as an alternative to the construction of attack scenarios.
In view of the results obtained from the experiments, the objectives have been
met satisfactorily. The proposals have managed to mitigate the problem of false-
positive injection and has managed to group the NIDS alerts based on the established
criteria. In addition, the impact on the protected system has been minimal, ensuring
traffic processing in real time.
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Resumen
El despliegue de un Sistema de Deteccio´n de Intrusiones basado en Redes (NIDS)
en el per´ımetro de seguridad de un sistema ha de complementarse con la incorpo-
racio´n de herramientas que ayuden a mejorar su comportamiento. Los sistemas de
correlacio´n de alertas tienen como objetivo facilitar la gestio´n de las alertas emi-
tidas, aportando informacio´n adicional, y permitiendo su agregacio´n, agilizando de
esta manera los procesos de prevencio´n.
A lo largo de los an˜os, el a´rea de investigacio´n en la correlacio´n de alertas se ha
centrado en la deteccio´n de ataques distribuidos. La principal motivacio´n de este
trabajo procede de la escasez de propuestas para correlacionar las alertas emitidas
por NIDS basados en anomal´ıas, que establecen como objeto del ana´lisis, la carga
u´til del tra´fico auditado. Para ello, el sistema propuesto lleva a cabo un etiquetado
de las alertas emitidas por el NIDS, tomando en cuenta criterios cuantitativos y
cualitativos. Adema´s, se considera el ana´lisis llevado a cabo a nivel de paquetes, y
el ana´lisis llevado a cabo a nivel de trazas como alternativa a la reconstruccio´n de
escenarios de ataques.
A la vista de los resultados arrojados por los experimentos, los objetivos han sido
cumplidos satisfactoriamente. Las propuestas han conseguido mitigar el problema
de la inyeccio´n de falsos positivos y se ha conseguido agrupar las alertas emitidas,
en base a los criterios establecidos. Adema´s, el impacto sobre el sistema protegido
ha sido mı´nimo, garantizando un procesamiento del tra´fico en tiempo real.
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ACC Aggregation and Correlation Component
ACM Alert Correlation Matrix
APACS Anomaly Payload Alert Correlation System
API Application Programming Interface
BIDS Battlefield Intrusion Detection System
CIDF Common Intrusion Detection Framework
CISL Common Intrusion Specification Language
DARPA Defense Advanced Research Projects Agency
DNS Domain Name System
FPGA Field Programmable Gate Array
FSM Frequent Structure Mining
GIDO General Intrusion Detection Object
HIDS Host-based Intrusion Detection System
ICMP Internet Control Message Protocol
IDMEF Intrusion Detection Message Exchange Format
IDS Intrusion Detection System
IDWG Intrusion Detection Working Group
IETF Internet Engineering Task Force
IP Internet Protocol
IPS Intrusion Prevention System
LAMBDA Lenguage to Model a Databases for Detection of Attacks
LIDS Linux Intrusion Detection System
MAC Mandatory Access Control
MLP Multilayer Perceptron
MTU Maximum Transmission Unit
NIDS Network-based Intrusion Detection System
NTP Network Time Protocol
R2R Remote To Root
ROC Receiver Operating Characteristic
SO Sistema Operativo
SOM Self-Organizing Map
SVM Support Vector Machines
TEC Tivoli Enterprise Console
TCP Transmission Control Protocol
U2R User To Root
UCM Universidad Complutense de Madrid
UDP User Datagram Protocol
VoIP Voice over Internet Protocol
XML Extensible Markup Language
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Cap´ıtulo 1
Introduccio´n
Un Sistema de Deteccio´n de Intrusiones o IDS (Intrusion Detection System) es
un mecanismo de defensa que basa su comportamiento en el ana´lisis de los diferen-
tes eventos que acontecen en el sistema protegido buscando indicios de actividades
maliciosas. El IDS clasifica los eventos en leg´ıtimos e il´ıcitos, siendo estos u´ltimos
considerados como intrusiones. Si un IDS adema´s de detectar tiene la capacidad de
llevar a cabo acciones para evitar o mitigar los efectos de la intrusio´n, se denomina
Sistema de Prevencio´n de Intrusos o IPS (Intrusion Prevention System). Cuando el
IDS opera en un entorno de red se dice que es un Sistema de Deteccio´n de Intrusos
en Redes conocido como NIDS (Network-based Intrusion Detection System) y si lo
hace a nivel local (host), es un Sistema de Deteccio´n de Intrusos en Host conoci-
do como HIDS (Host-based Intrusion Detection System). Cualquiera de ellos puede
adoptar el comportamiento de prevencio´n, adema´s del de deteccio´n.
Pero el despliegue de un IDS plantea nuevos inconvenientes: por un lado, el pro-
cesamiento de informacio´n puede llegar a penalizar la capacidad de reaccio´n del
sistema en tiempo real; Adema´s, cuando el sistema protegido se expone a entornos
potencialmente hostiles, el IDS tiene tendencia emitir una gran cantidad de alertas.
Esta u´ltima situacio´n dificulta la capacidad del operador de tomar las medidas de
prevencio´n adecuadas. Para simplificar el tratamiento de las alertas, el per´ımetro de
defensa incorpora sistemas de correlacio´n de alertas. El objetivo de dichos sistemas
es clasificar y agrupar las alertas emitidas por uno o varios IDS, con el fin de facilitar
su tratamiento y prevencio´n.
El resto de este cap´ıtulo esta´ organizado como sigue: El apartado 1.1 presenta
el objeto de investigacio´n. En el apartado 1.2 se analizan trabajos relacionados. En
u´ltimo lugar, el apartado 1.3 resume la estructura del resto del trabajo
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2 Cap´ıtulo 1. Introduccio´n
1.1. Objeto de la investigacio´n
La instalacio´n de un IDS en el per´ımetro de seguridad de un sistema ha de com-
plementarse con la incorporacio´n de herramientas que ayuden a mejorar su compor-
tamiento. Los sistemas de correlacio´n de alertas tienen como objetivo aumentar el
conocimiento obtenido de un intento de intrusio´n, a partir de la informacio´n que
proveen las alertas generadas por el IDS. Este conocimiento va a permitir una clasi-
ficacio´n del tra´fico en base a diferentes criterios, ayudando a los operadores a tomar
las mejores decisiones y mejorando aquellas que se llevan a cabo en tiempo real.
La motivacio´n del proyecto ha sido llevar a cabo un disen˜o capaz de correlacio-
nar las alertas emitidas por NIDS basados en anomal´ıas que analizan la carga u´til
del tra´fico de la red, en busca malware. Los principales objetivos han sido la iden-
tificacio´n de los falsos positivos, la valoracio´n cualitativa de la probabilidad de que
una anomal´ıa sea efectivamente una amenaza y una clasificacio´n cuantitativa que
muestre el tipo concreto de amenaza detectada. Esta u´ltima clasificacio´n es llevada
a cabo considerando ataques a nivel de paquete o ataques a nivel de trazas de tra´fico.
Adema´s, el sistema propuesto ha de ser capaz de trabajar en tiempo real, pro-
duciendo un impacto mı´nimo sobre el sistema protegido. Como objetivo adicional,
se propone llevar a cabo un despliegue sobre un escenario real de pruebas.
1.2. Trabajos relacionados
En la especificacio´n del esta´ndar para el intercambio de alertas entre IDS cono-
cido como IDMEF (Intrusion Detection Message Exchange Format) [1], cuando se
habla de correlacio´n de intrusiones se hace distincio´n entre dos tipo correlaciones: la
correlacio´n que se lleva a cabo entre eventos y la correlacio´n que se lleva a cabo entre
alertas. Tambie´n explica que la correlacio´n de eventos hace referencia a eventos neu-
trales que no necesariamente denotan actividades malintencionadas, mientras que
la correlacio´n de alertas hace referencia a amenazas conocidas o a anomal´ıas en el
modo de uso habitual y leg´ıtimo del sistema protegido. El objetivo de este trabajo se
centra en la correlacio´n de alertas y no de eventos, pero resulta interesante resaltar
la distincio´n de uso que propusieron los creadores del esta´ndar.
A lo largo de los an˜os la correlacio´n de alertas ha evolucionado para adaptarse
a las nuevas tendencias en el a´rea de intrusiones. Durante los an˜os 2000 y 2004 los
trabajos publicados sembraron las bases y las ideas principales para el tratamiento
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de las alertas. En los dos an˜os siguientes, la investigacio´n se centro´ en la reconstruc-
cio´n de escenarios de ataques. A partir de entonces la correlacio´n de alertas pierde
protagonismo cedida por el auge de la investigacio´n en el a´rea de la deteccio´n de
intrusiones basada en anomal´ıas. Pero a partir del an˜o 2008 vuelven a publicar-
se interesantes propuestas, centradas en la incorporacio´n de nuevas estrategias de
agrupamiento y etiquetado basadas en la miner´ıa de datos, y en la necesidad de la
correlacio´n de alertas en sistemas distribuidos.
Uno de los primeros trabajos de correlacio´n de alertas, fue llevado a cabo por la
empresa IBM. Se trata del sistema ACC (Aggregation and Correlation Component)
que posteriormente fue presentado en el an˜o 2001 por H. Debar y A. Wespi [2]. Dado
que ha sido uno de los trabajos pioneros, su objetivo se basaba en solucionar dos
problemas simples, pero importantes: Mitigar la repeticio´n de alertas y organizarlas
en funcio´n de sus consecuencias aplicando diferentes criterios.
En ese mismo an˜o, se presento´ otro de los trabajos ma´s influyentes en el a´rea
de correlacio´n de alertas: el trabajo de A. Valdes y K. Skinner [3]. Dicho trabajo
supuso la definicio´n de un marco matema´tico para la correlacio´n de alertas, y fue
de los primeros en aplicar el uso de la arquitectura EMERALD para la deteccio´n
de intrusiones, y de su complementacio´n mediante mecanismos de correlacio´n de
alertas. La propuesta suced´ıa a su trabajo previo [4] en el campo de la deteccio´n
de intrusiones. Dicha l´ınea de investigacio´n culminar´ıa con el trabajo [5] tambie´n
aplicado sobre EMERALD, para la correlacio´n de las alertas generadas por diferen-
tes sensores homoge´neos del tra´fico de una red. Siguiendo la linea de trabajo sobre
dicho NIDS, P. Porras et al. [6] extiende su arquitectura al sistema M-Correlator,
an˜adiendo a los criterios de clasificacio´n la importancia del efecto que pueda causar
la amenaza sobre sistema v´ıctima.
A la vista de la necesidad del desarrollo de este tipo de sistemas, el MIT tam-
bie´n tomo´ partido. O. M. Dain y R. K. Cunningham [7] presentaron una alternativa
a la arquitectura EMERALD, que ten´ıa como principal diferencia la optimizacio´n
automa´tica de los para´metros de correlacio´n mediante la incorporacio´n de conjuntos
de entrenamiento y un nuevo sistema de etiquetado de alertas. Pero dicha propuesta
nunca llego´ a tener la misma importancia a nivel acade´mico.
A finales del 2002 aparecieron propuestas ma´s originales que derivar´ıan en la gran
variedad de aproximaciones que actualmente combaten los problemas de la correla-
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cio´n de alertas. Una de las ma´s innovadoras fue la de Ning and Xu [8] centrada en la
optimizacio´n del proceso de correlacio´n, mediante el uso de te´cnicas de indexacio´n
avanzadas comu´nmente empleadas para mejorar el tiempo de consulta en las bases
de datos. Por otro lado, F. Cuppens et al. [9] propusieron modelar la correlacio´n en
funcio´n del objetivo y el proceso de intrusio´n. Esta fue la extensio´n de su trabajo
previo [10] para correlacionar los ataques en funcio´n a dichos objetivos. Este enfoque
resulto´ interesante a Ning y Xu quienes publicaron en el 2003 un nuevo trabajo [11]
que pretend´ıa extraer las estrategias del atacante estableciendo la similitud entre
diferentes secuencias de ataques.
Otra rama de investigacio´n inspirada en estos trabajos previos, consiste en la
reconstruccio´n de escenarios de ataques a partir de las alertas generadas por los sen-
sores. En el 2004, Noel et al. publicaron otro importante trabajo [12] con la misma
finalidad, basado en la asociacio´n de los grafos que generan los ataques en la red
protegida. Dicha estrategia tendr´ıa mucho e´xito en otra rama muy diferente de la
deteccio´n de intrusiones: la del ana´lisis y la gestio´n de riesgos dina´micos. Pero el
enfoque que abrieron Ning y Xu para construccio´n de escenarios de ataques tuvo
tambie´n muchos seguidores. En el an˜o 2006, Zhu y Ghorbani presentaron otro im-
portante trabajo sobre esa l´ınea [13], que destaco´ entre las mu´ltiples propuestas que
fueron apareciendo.
En el an˜o 2009 Saddodin et al. [14] propusieron un interesante marco para la co-
rrelacio´n de alertas en tiempo real, que incorpora nuevas te´cnicas para la agregacio´n
de alertas en patrones estructurales. A partir de estos trabajos comienza a ser muy
frecuente el uso de estrategias de Soft-Computing para llevar a cabo la agregacio´n
de alertas, como por ejemplo el uso de lo´gica difusa, representada por algunos in-
teresantes trabajos como el de H. Elshoush et al. [15] para la reduccio´n de la tasa
de falsos positivos de un IDS, o el de K. Alsubhi et al. [16] para la priorizacio´n del
tratamiento de alertas.
Tambie´n han sido frecuentes los trabajos basados en el uso de redes neuronales
artificiales, como es el caso del uso de mapas auto-organizativos SOM [17], arboles
de decisio´n y ma´quinas de vectores de soporte SVM (Support Vector Machines) [18],
estrategias de miner´ıa de datos y agrupamiento [19], algoritmos gene´ticos [20] [21]
y el uso de agentes [22].
Pero sin duda la tendencia actual en el a´rea de la correlacio´n de alertas son las
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propuestas referentes a la correlacio´n de alertas en sistemas de deteccio´n distribuidos,
orientados a brindar proteccio´n a sistemas desplegados mediante arquitecturas de
computacio´n Cloud y Ad Hoc [22] [23] [24]. Esta u´ltima tendencia se aleja de la
motivacio´n del trabajo realizado.
1.3. Estructura del trabajo
El documento esta´ estructurado en 6 cap´ıtulos, con la estructura que se comenta
a continuacio´n.
Adema´s de la presente introduccio´n, el segundo cap´ıtulo realiza una aproximacio´n
a los Sistemas de Deteccio´n de Intrusiones, repasando sus caracter´ısticas principa-
les, estado del arte y su clasificacio´n. Adema´s se presenta una taxonomı´a adicional
centrada en los NIDS basados en anomal´ıas, realizada en base a las estrategias de
modelado del tra´fico de la red.
El cap´ıtulo 3 aborda el concepto de sistema de correlacio´n de alertas y sus prin-
cipales caracter´ısticas. Se describen las principales etapas en la correlacio´n de in-
trusiones, el estado del arte y una taxonomı´a en funcio´n del comportamiento de los
sistemas.
El cap´ıtulo 4 describe el sistema de correlacio´n de alertas propuesto en este
trabajo. Se resalta la necesidad de la complementacio´n de los NIDS, y se indica
detalladamente el proceso de construccio´n de cada criterio de ana´lisis aplicado.
El cap´ıtulo 5 contiene los resultados de las pruebas locales, y los resultados
obtenidos al analizar las trazas de tra´fico cedidas por el Centro de Ca´lculo de la
Universidad Complutense de Madrid, capturadas a lo largo del an˜o 2011.
Por u´ltimo, el cap´ıtulo 6 muestra las principales conclusiones extra´ıdas de este
trabajo as´ı como algunas l´ıneas futuras de trabajo.
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Cap´ıtulo 2
Sistemas Detectores de Intrusiones
En este cap´ıtulo se introduce el concepto de Sistema de Deteccio´n de Intrusiones
conocido como IDS. Para ello se establecen sus arquitecturas ma´s representativas y
las te´cnicas que han sido utilizadas a lo largo de los an˜os como me´todo de deteccio´n
de intrusos, as´ı como los temas de investigacio´n ma´s candentes de la actualidad en
el a´rea de la deteccio´n de intrusiones. Por u´ltimo se presenta una taxonomı´a de los
NIDS basados en anomal´ıas en funcio´n de las estrategias de modelado del tra´fico de
la red.
2.1. Estructura general de un IDS
A finales de los an˜os 90, la agencia norteamericana DARPA (Defense Advan-
ced Research Projects Agency), constituyo´ un grupo de investigacio´n enfocado en el
desarrollo de una propuesta de plataforma para la deteccio´n de intrusiones conocida
como CIDF (Common Intrusion Detection Framework) [25]. En ella se plantea que
los componentes del IDS pueden encontrarse en una misma ma´quina o distribuidos
entre diferentes equipos. A pesar de ser una de los propuestas pioneras, la arquitec-
tura CIDF ha dado pie a la estandarizacio´n del IDS en el an˜o 2006 [26].
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Figura 2.1: Esquema de la arquitectura CIDF
La Figura 2.1 representa el esquema ba´sico de la arquitectura CIDF contenida
en el esta´ndar del an˜o 2006. Cabe mencionar que la divisio´n entre los distintos com-
ponentes es funcional y no f´ısica. Esto quiere decir que los mo´dulos pueden estar
situados en distintas ma´quinas con representaciones internas de eventos muy dis-
pares entre s´ı, por lo que se hace necesario el uso de un formato independiente de
comunicacio´n entre ellos. Esta propuesta ha dado pie al lenguaje CISL (Common
Intrusion Specification Language) que ten´ıa entre sus metas: la expresividad para
definir cualquier tipo de intrusio´n, el ser un´ıvoco en caracterizar intrusiones, la flexi-
bilidad para dar cabida a nuevas intrusiones, la simplicidad en la construccio´n de las
representaciones y la portabilidad para poder ser implementado sobre una amplia
variedad de plataformas [27].
A continuacio´n se describe brevemente los distintos mo´dulos que componen la
arquitectura CIDF.
Entorno: El entorno monitorizado va a repercutir en la fase de disen˜o del
resto de mo´dulos. Ha de considerarse, que no es los mismo auditar los eventos
producidos en una red, que los eventos producidos en un sistema operativo.
E-bloque: Los bloques de escucha proporcionan informacio´n sobre los eventos
del entorno al resto de elementos del IDS. Esta informacio´n se materializa en
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forma de objetos de comunicacio´n GIDO (General Intrusion Detection Object).
A-bloque: Los bloques del motor de ana´lisis se encargan de analizar los datos
recogidos por los bloques de escucha y clasificarlos. Los bloques de ana´lisis
reciben y env´ıan objetos de comunicacio´n, los objetos enviados por un mo´dulo
de ana´lisis se presupone que sintetizan los eventos de entrada.
D-bloque: Los bloques de la base de datos son los encargados de almacenar
objetos GIDO observados en los E-blocks para su procesamiento en los bloques
de ana´lisis y de respuesta si esto fuera necesario.
R-bloque: Los bloques del motor de respuesta consumen objetos GIDO. La
respuesta puede ser pasiva o activa lo cual significa que de manera automa´tica
realiza acciones contra la intrusio´n. El empleo de respuestas activas ha de ser
cuidadosamente considerado ya que pueden incurrir ante un falso positivo en
una denegacio´n de servicio a un usuario leg´ıtimo.
En el 2001 el CIDF se fusiono´ con el IETF (Internet Engineering Task Force)
para pasar a denominarse IDWG (Intrusio´n Detection Working Group) que en el
an˜o 2007 publicaron el formato esta´ndar para el intercambio de mensajes entre IDS
conocido como IDMEF (Intrusio´n Detection Message Exchange Format) [1].
Pese a que el CIDF no tuvo e´xito como esta´ndar para el desarrollo de nuevos
sistemas de deteccio´n de intrusos resulta satisfactorio como ejemplo gene´rico de los
componentes de cualquier IDS y de las relaciones existentes entre ellos. De esta ma-
nera fue considerado como la arquitectura ba´sica de un IDS acorde al estandar de la
ISO. Cabe destacar que en la actualidad es cada vez ma´s necesaria la colaboracio´n
entre distintos IDS para la correcta deteccio´n de las amenazas y la minimizacio´n
de las falsas alarmas por lo que cada vez resulta ma´s necesario la actualizacio´n del
esta´ndar considerando las nuevas tendencias de disen˜o.
2.2. Clasificacio´n de eventos y evaluacio´n
El IDS clasifica los eventos producidos en el sistema monitorizado, etiqueta´ndo-
los como positivos y negativos. E´sta clasificacio´n se divide en cuatro subcategor´ıas
como se muestra en la figura 2.2 [28].
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Figura 2.2: Clasificacio´n de los eventos analizados
En ella, los conjuntos de eventos marcados en verde (falsos positivos y verda-
deros positivos) son en principio inofensivos, bien por que han sido correctamente
identificados como pertenecientes a un ataque o por pertenecer a actividades leg´ıti-
mas. Aquellos eventos que son clasificados de manera erro´nea como pertenecientes
a un ataque, pero que en realidad pertenecen a un uso leg´ıtimo del sistema, son
denominados falsos positivos y esta´n resaltados en naranja. Este tipo de eventos no
son deseables, pero en s´ı mismos no suponen una verdadera amenaza. La u´ltima
categor´ıa, resaltada en rojo, constituye la ma´s cr´ıtica de las cuatro, puesto que los
eventos de e´sta categor´ıa son aquellos que han sido erro´neamente clasificados como
inofensivos cuando en realidad pertenecen a actividades maliciosas.
El rendimiento de un IDS se calcula en base al porcentaje de falsos positivos y
la tasa de verdaderos positivos. A pesar de la ausencia de un marco de evaluacio´n
comu´n, existe un gran abanico de herramientas anal´ıticas que pueden ser usadas
para evaluar aspectos espec´ıficos de los sistemas de deteccio´n. Como ejemplo, cabe
destacar el uso de las denominadas curvas de ROC (Receiver Operating Characteris-
tic). Para su evaluacio´n enfrentan el nu´mero de verdaderos positivos de un sistema
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frente a la probabilidad de aparicio´n de falsos negativos. El me´todo para obtener
estas curvas var´ıa de un sistema a otro, pero usualmente se consiguen modificando
alguno de los para´metros del algoritmo empleado para realizar la deteccio´n.
2.2.1. Conjuntos de datos para la evaluacio´n de NIDS
A la hora evaluar el comportamiento de un NIDS, ha de considerarse trazas de
tra´fico representativas y cuya naturaleza haya sido validada. En la actualidad, los
conjuntos de trazas de tra´fico de DARPA [29] [30] constituyen un esta´ndar funcional.
Las trazas de tra´fico DARPA han sido utilizadas como me´todo de evaluacio´n en
multitud de sistemas de deteccio´n de intrusiones basados en redes. Son conjuntos
de datos que se usan para comparar los resultados arrojados por las diferentes pro-
puestas. Han sido publicados dos conjuntos de datos, los del an˜o 1998 y los del an˜o
1999. Inicialmente fueron disen˜ados para evaluar la tasa de falsas alarmas y la tasa
de deteccio´n de los diferentes NIDS. Los datos fueron recogidos de una red local que
simulaba una base de las fuerzas ae´reas norteamericanas y conten´ıa tanto ataques
conocidos como nuevos.
El conjunto de datos del 1998 estaba compuesto por 32 tipos de ataque, reco-
gidos durante nueve semanas de actividad (siete semanas con el fin de entrenar los
algoritmos propuestos, y otras dos semanas de datos para las pruebas). En el con-
junto del 1999 se lanzaron ma´s de 300 ataques de 38 tipos, en la red que simulaba
cientos de usuarios en miles de estaciones. A pesar de las cr´ıticas recibidas [31], su
utilizacio´n ha perdurado, y siguen siendo una prueba referente a la hora de validar
los NIDS actuales.
2.3. Clasificaciones generales de los IDS
Desde su concepcio´n en los an˜os 80 hasta hoy, ha surgido una gran variedad de
propuestas de IDS. Es posible encontrar las principales motivaciones de este hecho
en la ra´pida evolucio´n, la sofisticacio´n y la variedad de los ataques as´ı como en la
disminucio´n de las habilidades requeridas para llevarlos a cabo.
Debido a la enorme cantidad de propuestas, se hace necesario escoger una serie
de ejes (caracter´ısticas definitorias) en torno a los que agrupar la taxonomı´a con el
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fin de poder establecer una clasificacio´n correcta para cualquier IDS existente. A
continuacio´n se presentan los ejes ma´s importantes para clasificar IDS actuales (es-
trategia de respuesta, entorno de monitorizacio´n, estrategia de deteccio´n y tc´nicas
de ana´lisis).
Figura 2.3: Clasificacio´n general de los IDS
La figura 2.3 muestra las diferentes categor´ıas propuestas en la taxonomı´a. A
continuacio´n se explica detalladamente cada una de ellas.
2.3.1. Clasificacio´n por estrategia de respuesta
Cuando el detector etiqueta un evento como malicioso, puede llevar a cabo dos
tipos de acciones: Por un lado, si se trata de un IDS con respuesta pasiva, tan so´lo
se avisara´ al supervisor del incidente. Pero si el IDS emplea una respuesta activa,
adema´s ejecutara´ contramedidas para intentar ralentizar e incluso detener un inten-
to de intrusio´n.
T´ıpicamente, los IDS presentan respuesta pasiva, siendo la respuesta activa una
caracter´ıstica propia de los IPS (Intrusion Prevention Systems). Este tipo de res-
puesta consiste en enviar alertas al administrador del sistema cuando un evento
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supera el umbral de confianza especificado para el detector. El principal problema
de este tipo de IDS es que puede sobrepasar a los operadores humanos con alertas
procedentes de un mismo ataque, o simplemente con la generacio´n de falsos po-
sitivos. En estos casos es necesario complementar el IDS con mecanismos para la
correlacio´n de alertas
Por su parte, es de fa´cil comprensio´n que la respuesta activa presenta ventajas
fundamentales en la proteccio´n de cualquier sistema, puesto que una pronta respues-
ta ante un ataque significa que la integridad del sistema estara´ mejor protegida que
cuando se ha de esperar a que el operador humano analice las alertas generadas por
el IDS. No obstante, la automatizacio´n de los procesos preventivos no siempre es
posible, especialmente cuando se trata con ataques desconocidos. Como se explica
posteriormente, tambie´n implica riesgos adicionales.
La naturaleza de las acciones que pueden ser llevadas a cabo por parte de un
IDS en respuesta a un positivo en el ana´lisis, dependen esencialmente de si se trata
de un NIDS (Network-based Intrusion Detection System) o de un HIDS (Host-based
Intrusion Detection System) [32].
Contramedidas de red
Existen cuatro clases de contramedidas que se pueden utilizar desde la perspec-
tiva de un NIDS. Estas medidas corresponden a las capas de la pila de protocolos
TCP/IP, queda´ndo excluidas por motivos obvios las de la capa f´ısica.
1 Contramedidas de la capa de enlace: La desconexio´n de un puerto asociado a
un sistema desde el que se esta´ lanzando un ataque. Esto es u´nicamente factible si
el ataque esta´ siendo lanzado desde un sistema dentro de la red local.
2 Contramedidas de la capa de red: Interactuar con el cortafuegos externo o con
las tablas del enrutador para bloquear todas las comunicaciones procedentes de una
IP concreta.
3 Contramedidas de la capa de transporte: Se generan paquetes TCP RST para
deshabilitar la sesio´n TCP desde la que procede el ataque. De la misma manera se
enviaran paquetes ICMP de error si el ataque se esta´ realizando mediante el proto-
colo UDP
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4 Contramedidas de la capa de aplicacio´n: E´stas medidas solo son aplicables si
el IDS dispone de modo in-line y e´ste se encuentra habilitado. E´sto significa que
esta´ realizando el ana´lisis sobre datos reales y no sobre copias de los mismos. Las
contramedidas de la capa de aplicacio´n consisten en alterar las cargas u´tiles ma-
liciosas para convertirlas en inofensivas antes de alcanzar su objetivo. El proceso
adema´s requiere modificar los co´digos de comprobacio´n de error correspondientes a
estos paquetes.
Las contramedidas de la capa de enlace y de la capa de aplicacio´n requieren de
mecanismos de tiempo de espera (timeout) para volver a habilitar los puertos y las
direcciones IP bloqueadas, mientras que los de las capas de transporte y aplicacio´n
no los precisan debido a que esta´n vinculados a las sesiones TCP.
Contramedidas locales
La principal ventaja de implementar contramedidas locales es el acceso a las
interfaces de programacio´n de aplicaciones conocidas como API (Application Pro-
gramming Interface) y al nu´cleo mismo del sistema operativo (SO) hace inu´tiles
la mayor´ıa de los intentos de intrusio´n. Normalmente cuando una aplicacio´n se en-
cuentra comprometida realizara´ alguna llamada a la API del nu´cleo del sistema
operativo. Las respuestas posibles tras la deteccio´n de cualquiera de estas acciones
se dividen en dos categor´ıas: modificaciones de sistema y cun˜as de aplicacio´n, aun-
que es comu´n que el propio sistema operativo disponga de medidas preventivas.
1. Modificacio´n del sistema: Este conjunto de te´cnicas incluye la alteracio´n de
permisos en el sistema de ficheros, borrado de virus y gusanos, modificacio´n
del conjunto de reglas del cortafuegos local.
2. Cun˜as de aplicacio´n: Se trata de co´digo especifico que intercepta las inter-
acciones de una aplicacio´n con el SO y las inspecciona para detectar co´digo
malicioso. Para el SO la cun˜a no es ma´s que otra aplicacio´n y se encuentra
sometida a las mismas restricciones de seguridad que el resto de aplicaciones
del sistema.
3. Mecanismos proporcionados por el SO: Es conveniente que el sistema operativo
protegido implemente mecanismos a nivel de nu´cleo para reforzar cualquier
posible contramedida tomada por el IDS. Ejemplos de estos mecanismos son
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el LIDS (Linux Intrusion Dtetection System) y el MAC (Mandatory Access
Control) tambie´n para sistemas GNU-Linux y de los cuales se puede encontrar
una implementacio´n de referencia en [33].
Pese a constituir una mejora respecto a la simple observacio´n de un registro de
alertas, la respuesta activa exacerba el problema de los falsos positivos. En un IDS
con respuesta pasiva, los falsos positivos pueden llegar a ser muy molestos, puesto
que pueden llegar a sobrepasar la capacidad de los operadores humanos para dis-
criminar entre una alerta falsa y una real [34], sin embargo cuando se emplea la
respuesta activa es posible llegar a incurrir en denegaciones de servicio arbitrarias
a usuarios leg´ıtimos, por lo que el rango de circunstancias en las que se emplea una
respuesta activa ha de ser limitado a un pequen˜o conjunto de actividades maliciosas
bien definidas.
2.3.2. Clasificacio´n por entorno monitorizado
Un IDS puede monitorizar eventos locales (HIDS) o eventos en una red (NIDS).
A continuacio´n se explica detalladamente las ideas principales de cada una de ellas.
Sistemas de Deteccio´n de Intrusiones basados en Hosts (HIDS)
Este tipo de IDS fue el primero en ser desarrollado y desplegado. T´ıpicamente
esta´n instalados sobre el servidor principal, elementos claves o elementos expuestos
del sistema al que brinda proteccio´n. Los HIDS operan monitorizando cambios en
los registros de auditor´ıa del host tales como: procesos del sistema, uso de CPU,
acceso a ficheros, cuentas de usuario, pol´ıticas de auditoria o registro de eventos. Si
los cambios en alguno de estos indicadores excede el umbral de confianza del HIDS
o hace peligrar la integridad del sistema protegido, el HIDS lleva a cabo una accio´n
a modo de respuesta.
La principal ventaja de estos detectores es su relativo bajo coste computacio-
nal, puesto que monitorizan informacio´n de alto nivel. Sin embargo, esto tambie´n
constituye su principal inconveniente ya que so´lo pueden lanzar alertas una vez que
el dan˜o al sistema esta´ hecho. la Figura 2.4 puede verse el esquema de un sistema
protegido por un HIDS.
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Figura 2.4: Ejemplo de sistema protegido mediante HIDS
Sistemas de Deteccio´n de Intrusiones basados en Redes (NIDS)
Los NIDS analizan eventos provenientes del tra´fico de red. Existen diversas for-
mas de clasificar los NIDS: por objeto de ana´lisis, por situacio´n de los componentes
del IDS, por tipo de ana´lisis efectuado y por u´ltimo por la te´cnica de ana´lisis em-
pleada. Para el propo´sito de este documento tan so´lo se entra en detalle sobre el
objeto de ana´lisis.
Los objetos del ana´lisis de la red son los paquetes y tramas de los diversos proto-
colos de la misma. Estos componentes del tra´fico de la red se dividen en dos partes:
cabecera y contenedor. En consecuencia se han desarrollado NIDS que abordan el
problema de la deteccio´n de intrusiones mediante el ana´lisis de una de estos compo-
nentes. En la figura 2.5 puede apreciarse un ejemplo de sistema protegido mediante
un NIDS monitorizando un segmento de red.
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Figura 2.5: Ejemplo de sistema protegido mediante NIDS
Ana´lisis de cabeceras
El ana´lisis de cabeceras se basa en analizar el flujo de paquetes teniendo en cuenta
los datos de alto nivel de las cabeceras de los mismos. Este ana´lisis presenta un buen
rendimiento en la deteccio´n de ataques de desbordamiento, en los que se env´ıan una
gran cantidad de paquetes. Se intentan descubrir patrones con respecto al puerto
destino, protocolo utilizado y otra informacio´n presente en la cabecera. Esto permite
analizar gran nu´mero de paquetes a un coste computacional relativamente bajo. El
problema para esta aproximacio´n se da cuando se intentan descubrir ataques en los
cuales la informacio´n distintiva respecto al tra´fico leg´ıtimo se encuentra en la carga
u´til y no en las cabeceras.
Otro punto a tratar en este tipo de detectores es el siguiente: una de las infor-
maciones ma´s utilizadas por estos analizadores es el puerto de destino del paquete,
siendo esto utilizado para determinar el protocolo que esta´ utilizando el servicio.
Sin embargo esto presenta una limitacio´n importante, ya que frecuentemente las
aplicaciones hacen uso de puertos no esta´ndar, siendo un ejemplo de esto, las apli-
caciones tipo VoIP (Voice over IP) como Skype, la cual lleva a cabo dicha accio´n
para permitir las comunicaciones sin interferencias de los cortafuegos locales. E´ste
mismo comportamiento es explotado por parte de los atacantes con los mismos fines,
siendo necesario la implementacio´n de otros mecanismos a nivel de aplicacio´n para
determinar el protocolo utilizado.
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Ana´lisis de la carga u´til
Al analizar la carga u´til, al contrario del ana´lisis de cabeceras se procesan datos
de bajo nivel que se encuentran dentro del paquete capturado de la red monito-
rizada. De nuevo es posible encontrar trabajos centrados en analizar la carga u´til
de distintas maneras dependiendo del protocolo al que pertenezca el paquete. Sin
embargo, esto presenta un problema en la adaptacio´n a nuevos servicios.
En otro sentido se han propuesto alternativas que analizan la carga u´til indepen-
dientemente del protocolo utilizado, siendo estas ma´s costosas pero presentando una
mejor adaptacio´n ante nuevas circunstancias. El ana´lisis de la carga u´til ha demos-
trado ser u´til en la deteccio´n de ataques compuestos de un so´lo paquete. Ejemplos
de este tipo de ataques son los conocidos U2R(User To Root) o el R2R(Remote To
Root).
El principal problema que presenta este ana´lisis es el coste en te´rminos de recur-
sos para el sistema que efectu´a el ana´lisis, debido a la vectorizacio´n de los paquetes
para su procesamiento. Otra dificultad an˜adida es la heterogeneidad en la carga u´til
del tra´fico que circulan en la red.
Consideraciones sobre el uso de NIDS
Un NIDS actu´a como un sniffer del trafico de red, capturando y descodificando
paquetes que circulen por el segmento de red sobre el que ha sido desplegado. A
pesar de su indudable valor como elemento de alerta temprana, hay varios factores
a considerar previos a su despliegue.
En redes conmutadas: en una red conmutada, las comunicaciones se establecen
mediante un circuito propietario en lugar de por un canal comu´n, como en una red
convencional. Para solucionar esto se ha de configurar el NIDS para que escuche el
puerto de monitorizacio´n de la red.
En redes de alta velocidad: cuando se despliega un NIDS la velocidad de ana´lisis
es un factor muy importante a tener en cuenta. Un IDS sin la suficiente velocidad
de procesamiento no analizara´ todo el tra´fico de la red. Esto puede ser usado por
un atacante, el cual sobrecargara´ la red para poder introducir exploits que no sera´n
detectados. Para solucionar esto, los diferentes proveedores ofrecen soluciones con
hardware dedicado para mejorar el rendimiento. Otra posible solucio´n es disminuir
la velocidad de la red para adecuarla a la velocidad de proceso del IDS.
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Redes codificadas: si el atacante hace uso de una conexio´n codificada, el NIDS no
sera´ capaz de detectar el ataque, a no ser que sea capaz de descifrar la carga u´til. En
este caso un HIDS debera´ de ser emplazado en la ma´quina que ofrece la conexio´n
cifrada para vigilar su comportamiento.
2.3.3. Clasificacio´n por estrategia de deteccio´n
La estrategia de deteccio´n se refiere a la aproximacio´n elegida para distinguir
el uso leg´ıtimo y el uso ano´malo del sistema. La mayor parte de autores coinciden
al identificar dos categor´ıas principales y una derivada de ellas: IDS basados en de-
teccio´n de firmas, IDS basados en deteccio´n de anomal´ıas y por u´ltimo IDS h´ıbridos.
Deteccio´n basada en firmas
Los IDS que basan su estrategia de deteccio´n de firmas monitorizan el uso in-
debido de los recursos y realizan su trabajo mediante la clasificacio´n de los eventos
de acuerdo a una base de conocimiento que guarda firmas de ataques conocidos. Si
una secuencia de eventos del sistema coincide con una firma almacenada en la base
de datos se disparara´ una alarma.
Originalmente las firmas eran construidas a mano usando en conocimiento de
expertos. Sin embargo hoy en d´ıa este proceso se ha agilizado gracias a la utilizacio´n
de te´cnicas de miner´ıa de datos sobre registros de intrusiones conocidas [35]. Estos
sistemas funcionan de manera muy precisa siempre que se trate de patrones de ata-
ques conocidos, sin embargo resulta bastante fa´cil engan˜arlos con la introduccio´n de
variaciones en los eventos de los ataques, y resultan inu´tiles frente a ataques desco-
nocidos [36].
Deteccio´n basada en anomal´ıas
Por el contrario, los NIDS orientados a la deteccio´n de anomal´ıas se basan en
el modelado del modo de uso habitual y leg´ıtimo del sistema y en la deteccio´n de
desviaciones sobre el misma. Han recibido una gran atencio´n en los u´ltimos an˜os
debido a que tienen la interesante propiedad de poder hacer frente a amenazas de
nueva aparicio´n. Sin embargo presentan varios problemas relacionados tanto con su
proceso de construccio´n como con el elevado ratio de falsos positivos que suelen arro-
jar. Estos inconvenientes se explican en una seccio´n posterior ma´s detalladamente.
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Deteccio´n h´ıbrida
Existe tambie´n la posibilidad de combinar ambas estrategias dando lugar a de-
tectores h´ıbridos, los cuales intentan combinar los puntos fuertes de las estrategias
antes descritas. Dado que los detectores de anomal´ıas no constituyen una respuesta
completa al problema de la deteccio´n de intrusiones, usualmente han de ser com-
binados con estrategias de deteccio´n de uso indebido. Las razones para esto son el
alto ı´ndice de aciertos y el bajo nu´mero de falsos positivos ante vulnerabilidades
conocidas de los IDS basados en uso indebido, y la proteccio´n frente a nuevos ata-
ques de los IDS basados en la de deteccio´n de anomal´ıas. Un ejemplo de este tipo
de IDS es EMERALD [37], que realiza ambos tipos de ana´lisis. Otra caracter´ıstica
interesante de EMERALD es que hace uso de la plataforma CIDF para permitir la
comunicacio´n entre sus elementos de ana´lisis y la adicio´n de mo´dulos procedentes
de terceras partes permitiendo as´ı configurar el sistema de deteccio´n para responder
a las necesidades de la organizacio´n que lo despliegue.
2.3.4. Clasificacio´n por te´cnicas de ana´lisis
Tambie´n se pueden clasificar en funcio´n de la te´cnica elegida para implementar
el clasificador de eventos en los mo´dulos de ana´lisis del IDS. Existen 5 grandes es-
trategias: basadas en el conocimiento, basadas en el ana´lisis de firmas, basadas en
ana´lisis de la transicio´n de estados, basadas en me´todos estad´ısticos y por u´ltimo
aquellas basadas en el aprendizaje automa´tico.
Sistemas basados en el conocimiento
Basados en reglas de tipo if-then-else, si algu´n evento captado del entorno satisface
todas las precondiciones de una regla, esta se disparara´. Ofrecen la ventaja de se-
parar la lo´gica de control del dominio del problema, sin embargo no son una buena
alternativa para analizar secuencias de eventos. Ejemplo de este tipo de IDS es P-
Best, aunque este sea un inte´rprete utilizado por otros IDS como [36] [37].
Ana´lisis de firmas
Observa la ocurrencia de cadenas especiales en los eventos monitorizados por el IDS
y los compara con los almacenados en una base de datos con firmas de ataques. El
principal problema de este enfoque es la necesidad de incorporar una nueva firma a
la base de datos por cada nuevo ataque conocido. Quiza´s el ejemplo ma´s conocido
de estos IDS sea Snort [38], debido a su licencia libre y capacidad de desarrollo de
preprocesadores y reglas por parte de la comunidad.
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Ana´lisis de transicio´n de estados
Se trata de auto´matas finitos que a trave´s de transiciones basadas en los estados
de seguridad del sistema, intentan modelar el proceso de una intrusio´n. Cuando el
auto´mata alcanza un estado considerado de peligro lanza una alerta. Las represen-
tantes de estos sistemas que alcanzaron mayor difusio´n fueron NetSTAT y USTAT
(basados en red y local respectivamente) [39].
Sistemas basados en me´todos estad´ısticos
Se basan en modelizar el comportamiento de los usuarios en base a me´tricas extra´ıdas
(estrategia de deteccio´n de anomal´ıas) de los registros de auditor´ıas del sistema. Una
caracter´ıstica cla´sica de estos sistemas es el establecimiento de perfiles para los dis-
tintos usuarios del sistema [40].
El proceso de comparacio´n consiste en cotejar un vector de variables que han sido
recogidas del sistema, con otro almacenado que guarda el comportamiento normal de
ese usuario. Si la desviacio´n supera un valor predefinido, se lanzara´ una alarma. Es
conveniente actualizar los perfiles cada cierto tiempo, usando para ello los registros
de actividad del usuario ma´s recientes, para de esa manera moderar el nu´mero de
falsos positivos de la herramienta. Sin embargo e´sta es una fuente de vulnerabilidad
de estos sistemas, puesto que un atacante puede desentrenar la herramienta para
que permita una intrusio´n. Un ejemplo de estos sistemas es el ISA-IDS [39].
Sistemas basados en aprendizaje automa´tico: Se trata de sistemas que rea-
lizan uso de te´cnicas que no necesitan intervencio´n humana para extraer los modelos
que representan o bien ataques, o bien el uso leg´ıtimo del sistema. La extraccio´n de
los modelos se realiza durante la fase de entrenamiento. Ejemplos de conjuntos re-
presentativos disponibles en la red son los elaborados por la DARPA en 1998 y 1999
as´ı como el proveniente de la KDD Cup de 1999 organizada por la ACM. Tambie´n
pueden ser entrenados con datos recogidos de redes reales. Con respecto al mecanis-
mo de entrenamiento se puede hacer la divisio´n entre entrenamiento supervisado y
no supervisado.
El aprendizaje supervisado hace uso de conjuntos etiquetados, teniendo como
desventaja la escasez de dichos conjuntos de datos, ya que pocas organizaciones guar-
dan conjuntos de datos exhaustivamente etiquetados. Por el contrario, el aprendizaje
no supervisado no precisa de conjuntos etiquetados. Muchas te´cnicas de aprendizaje
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automa´tico pueden hacer uso de ambos me´todos en distintas etapas del entrena-
miento. Por ejemplo [41] hace uso de ambas.
Estos sistemas han recibido gran atencio´n tanto en el desarrollo de IDS orien-
tados a deteccio´n de anomal´ıas como en el de uso indebido. E´sto se debe a que
permiten la extraccio´n de conocimiento sobre el dominio del problema, minimizan-
do la intervencio´n humana y el tiempo que se tarda en preparar las defensas frente
a nuevas amenazas.
2.4. Clasificacio´n de IDS basados en anomal´ıas en
base al me´todo de modelado
Dado que el presente trabajo se centra el la correlacio´n de las alertas emitidas
por NIDS basados en anomal´ıas, resulta interesante hacer hincapie´ en este tipo de
sistemas. La te´cnica de modelado que utilice el NIDS dependera´ del tipo de anomal´ıa
a las que se tenga que enfrentar, del tipo y comportamiento de los datos, del entorno
en el que el sistema este´ funcionando, de las limitaciones de coste o del ca´lculo, y
del nivel de seguridad requerido.
Al realizar la implantacio´n de un IDS se debe tener en cuenta que un buen entre-
namiento es de vital importancia en la efectividad del sistema. Asimismo, el modelo
utilizado debe reflejar lo ma´s fielmente posible el comportamiento del sistema en au-
sencia de ataques, para lo cual se debe contar con un tra´fico lo ma´s limpio posible. El
entrenamiento puede definirse como lo suficientemente largo hasta que se construya
un modelo completo del entorno de aplicacio´n, pero ante una actualizacio´n del siste-
ma, el repetir esta fase puede tener un sobrecoste mayor. Si la duracio´n de esta fase
es muy corta puede darse una inadecuada clasificacio´n, vie´ndose incrementadas en
la fase de deteccio´n las alertas de tra´fico leg´ıtimo sen˜alizado como ano´malo (falsos
positivos).
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Figura 2.6: Estrategias de modelado
En la figura 2.6 se presenta una clasificacio´n de los NIDS basados en anomal´ıas
de acuerdo al comportamiento del modelo de procesamiento de los datos [42] iden-
tificando las siguientes categor´ıas: modelos estad´ısticos, entre los cuales se pueden
mencionar el operacional, las cadenas de Markov, el modelo multivariante, modelos
basados en el momento estad´ıstico y modelos univariantes. Por otro lado existen es-
trategias orientadas al uso de bases del conocimiento, como por ejemplo los sistemas
expertos, las ma´quinas de estados finitas y el uso de scripts de descripcio´n; Tam-
bie´n pueden adoptar estrategias de Aprendizaje Automa´tico como el uso de Redes
Bayesianas, algoritmos gene´ticos, redes neuronales artificiales o la lo´gica borrosa.
A continuacio´n se explica en profundidad cada uno de ellos.
2.4.1. Modelos estad´ısticos
Gran cantidad de los NIDS actuales han optado por el uso de modelos estad´ısti-
cos. Dichos sistemas tienen como objetivo la construccio´n de modelos estad´ıstico-
predictivos capaces de identificar el uso ano´malo del sistema frente al uso leg´ıtimo.
Mediante esta te´cnica se captura el tra´fico de red y se crea un perfil que represente
su comportamiento estoca´stico. Este perfil utiliza me´tricas como la tasa de tra´fico,
el nu´mero de paquetes para cada protocolo, la tasa de conexiones o el nu´mero de
direcciones IP diferentes, entre otras, que permiten representar los diferentes modos
de empleo del sistema. En el proceso de deteccio´n se consideran dos conjuntos de
tra´fico de red. Uno de ellos representa las caracter´ısticas observadas en el momento
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del ana´lisis, mientras que el otro representa las caracter´ısticas conocidas previamen-
te.
La clasificacio´n se produce en funcio´n del grado de similitud entre ambos conjun-
tos, etiquetando como anomal´ıa al tra´fico que difiera considerablemente del tra´fico
leg´ıtimo. Neumann et al. [37] introducen en su sistema EMERALD el uso de me-
todolog´ıas distribuidas de correlacio´n de grandes cantidades de eventos. Para ello
combinan el ana´lisis de firmas con perfiles estad´ısticos que permiten llevar a cabo
clasificaciones de tra´fico en tiempo real para cualquiera de los servicios de que en-
tonces dispon´ıan las redes, marcando un hito en el campo de los NIDS basados en
anomal´ıas y en modelos estad´ısticos. An˜os ma´s tarde, Sang et al. [43] proponen el
primer me´todo de deteccio´n de anomal´ıas mediante el uso de algoritmos de agrupa-
miento de informacio´n conocidos como clustering.
A partir de estos primeros trabajos se comienza a aplicar diferentes herramien-
tas estad´ısticas. As´ı, Yu et al. [44] presentan un enfoque de deteccio´n de anomal´ıas
basado en un modelado adaptativo no-parame´trico en el tra´fico de redes sime´tricas,
que tiene la capacidad de ajustar sus para´metros de deteccio´n a la situacio´n en la
que se encuentre la red en que opera. Previamente, Ye et al. [45] ya hab´ıan apro-
vechado la robustez del modelo de Markov para la clasificacio´n de eventos, aunque
so´lo lograron buenos resultados con datos poco distorsionados.
Una de las ventajas del disen˜o basado en el modelado estad´ıstico es que no
requiere de conjuntos de entrenamiento de ataques conocidos para el proceso de
generacio´n del modelo. Adema´s la mayor´ıa de estas propuestas han sido bastante
buenas en condiciones de tra´fico real [46], no causando apenas sobrecarga en la red.
Sin embargo, cabe anotar que al aplicar estas herramientas se asume que el compor-
tamiento del tra´fico de las redes es cuasi-estacionario, algo que no siempre se puede
garantizar.
2.4.2. Modelos basados en conocimiento
Una base de conocimientos es un tipo de base de datos adaptada a la gestio´n y re-
presentacio´n del conocimiento. Los NIDS que incorporan estos mecanismos requieren
una fase de entrenamiento capaz de identificar los para´metros ma´s representativos de
los conjuntos de tra´fico leg´ıtimo y malicioso con que se pretendan entrenar. Una vez
extra´ıdos, se genera una base de reglas capaz de clasificar la naturaleza del tra´fico
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analizado. Lee et al. [35] presentan un NIDS con una base de conocimiento que ana-
liza el tra´fico en funcio´n del contenido de la carga u´til de los paquetes considerando
las caracter´ısticas propias de la conexio´n. Jiang et al. [47] incorporan un enfoque
distribuido de deteccio´n de intrusiones basado en ma´quinas de estado finito, con un
esquema de deteccio´n basado en agrupamiento, en el que perio´dicamente se elige un
nodo como monitor del agrupamiento. Tran et al. [48]. proponen un marco de cla-
sificacio´n multi-experto para detectar diferentes tipos de anomal´ıas de red a trave´s
de te´cnicas de deteccio´n en las que se seleccionan distintos atributos y algoritmos
de aprendizaje.
En general, las ventajas ma´s significativas de la utilizacio´n de bases de cono-
cimiento en el disen˜o de NIDS son el alto grado de solidez y de flexibilidad que
les otorgan. Sin embargo, el uso de ana´lisis basado en reglas puede sobrecargar la
red en la que opera si no se emplean me´todos de agregacio´n de reglas. Adema´s,
determinados disen˜os pueden requerir demasiado conocimiento previo de las amena-
zas a las que se enfrenta, pudiendo aproximarse demasiado a la deteccio´n por firmas.
2.4.3. Modelados basados en aprendizaje automa´tico
El uso de este tipo de te´cnicas permiten al NIDS aprender de eventos conoci-
dos con el fin de llevar a cabo clasificaciones de eventos desconocidos, generalizando
sobre los conocimientos que ha adquirido. Consecuentemente, un NIDS basado en
anomal´ıas con aprendizaje automa´tico tiene la capacidad de cambiar su estrategia
de clasificacio´n mediante la adquisicio´n de nueva informacio´n. Precisamente una ca-
racter´ıstica singular de estos esquemas es la necesidad de datos etiquetados para
entrenar el modelo de comportamiento, una condicio´n que a veces puede ser un pro-
blema, debido a que etiquetados incorrectos pueden conducirle a un comportamiento
no deseado. Para evitarlo, se suelen emplear mecanismos de aprendizaje tolerantes
a un cierto margen de ruido.
El aprendizaje automa´tico tienen un alto grado de similitud con las estrategias
estad´ısticas anteriormente citadas, pero su enfoque se basa directamente en la opti-
mizacio´n del coste computacional de aquellos algoritmos que pueden sobrecargar la
red. A pesar de su alto rendimiento, hay trabajos que han seguido otras ramas. Un
ejemplo es la propuesta publicada por Song et al. [49], en la cual desarrollan una
solucio´n mediante hardware reprogramable para lograr una clasificacio´n de paque-
tes eficiente en un NIDS implementado en una FPGA (Field Programmable Gate
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Arrays), tecnolog´ıa ampliamente utilizada para el ana´lisis en tiempo real.
Uno de los mayores esfuerzos en la aplicacio´n de este tipo de te´cnicas se debe a
Mahoney et al. [50] quienes propone tres sistemas de deteccio´n de intrusiones: de-
tector de anomal´ıas en la cabecera de los paquetes (PHAD), detector de anomal´ıas
en la capa de aplicacio´n (ALAD) y detector de anomal´ıas en el tra´fico de la red
(NETAD). Cada uno de ellos extrae cierta informacio´n del tra´fico analizado y gene-
ra una clasificacio´n acorde al entrenamiento previamente recibido.
Pero sin duda la estrategia de deteccio´n PAYL desarrollada por Wang et al. [51]
representa un hito en el a´rea de la deteccio´n de intrusiones. Este sistema clasifica el
tra´fico basa´ndose en 3 caracter´ısticas: el puerto, el taman˜o del paquete y la direc-
cio´n del flujo (entrada o salida). Mediante estos 3 para´metros clasifican la carga u´til
creando una serie de patrones para definir lo que ser´ıa un comportamiento normal
dentro de cada clase. A ra´ız de este trabajo, aparecen diversas propuestas, como
la de Bolzoni et al. en la que proponen la estrategia POSEIDON [52] con el fin de
solucionar determinadas carencias de PAYL a la hora de llevar a cabo te´cnicas de
agrupamiento. Otra importante aportacio´n de POSEIDON es el uso de mapas au-
to organizativos SOM (Self-Organizing Map), que adema´s de reducir la sobrecarga
del NIDS en la red, reduce el nu´mero de clases generadas en los procesos de en-
trenamiento, permitie´ndole de esta manera operar con una mayor precisio´n. Estos
dos trabajos son especialmente importantes ya que gran parte de las propuestas ac-
tuales de deteccio´n de anomal´ıas en la carga u´til del tra´fico de la red se basan en ellas.
Cap´ıtulo 3
Correlacio´n de Intrusiones
La aparicio´n de nuevas amenazas desconocidas, implica una ra´pida y eficaz adap-
tacio´n de los mecanismos de defensa disen˜ados para hacerles frente. E´sto ha dado
lugar a una ra´pida proliferacio´n de los Sistemas de Deteccio´n de Intrusiones, y en
muchos casos a una especializacio´n muy concreta frente a determinados tipos de
amenazas. La principal consecuencia de dicha especializacio´n es la centralizacio´n de
los esfuerzos en la deteccio´n de las amenazas, y por lo tanto, el descuido o delega-
cio´n de su interpretacio´n a sistemas complementarios, los comu´nmente denominados
sistemas de correlacio´n de alertas.
En este cap´ıtulo se introduce el concepto de sistema de correlacio´n de intrusiones.
Para ello se explica detalladamente cada una de las etapas de la correlacio´n de
intrusiones y se presenta una taxonomı´a en funcio´n de su comportamiento.
3.1. Esquema para la correlacio´n de intrusiones
Trabajar directamente con las enormes cantidades de alertas generadas por los
distintos sensores de los Sistemas de Deteccio´n de Intrusiones instalados en un
per´ımetro de defensa, resulta inviable para cualquier tipo de operador. E´sto inutiliza
completamente el esfuerzo llevado a cabo por mecanismos de deteccio´n, imposibili-
tando el tomar las medidas apropiadas a tiempo, con el fin de mitigar la amenaza.
Este problema ha llevado a plantear la necesidad de disponer de sistemas capaces
de fusionar y correlacionar las alertas, con el fin de simplificar la informacio´n obte-
nida. Para ellos cuentan con bases de conocimiento en ocasiones diferentes a las de
los propios sensores, que tienen como objetivo ayudar a establecer la prioridad de
tratamiento de cada alerta, y extender la informacio´n provista por el sensor para
poder llevar a cabo estudios forenses de la amenaza mucho ma´s detallados.
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En el trabajo de T. Zang et al. [54] se propone un modelo de procesamiento
de alertas jera´rquico, que toma como datos de entrada las secuencias de alertas
generadas por diferentes sensores y las procesa a diferentes mo´dulos. Dichos mo´dulos
se encargan de la normalizacio´n, la agregacio´n, la verificacio´n y la correlacio´n de las
alertas. En este proceso se automatiza el agrupamiento de alertas a bajo nivel y se
procede a su correlacio´n, estableciendo los diferentes niveles de prioridad y de riesgo,
permitiendo al operador gestionar su tratamiento de una manera eficaz y precisa.
Existen muchas variaciones del modelo propuesto, adaptadas a diferentes escenarios.
Pero a pesar de ello, sirve como una buena referencia para conocer los mo´dulos que
habitualmente componen los sistemas de correlacio´n de intrusiones.
Figura 3.1: Esquema de proceso de correlacio´n de intrusiones de T. Zang
En la figura 3.1 puede verse el esquema de proceso de correlacio´n de intrusiones
planteado por T. Zang et al. A continuacio´n se describe brevemente cada uno de sus
niveles.
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3.1.1. Mo´dulo de normalizacio´n de alertas
Los diferentes sensores del per´ımetro de seguridad emiten alertas en diferentes
formatos. El proceso de normalizacio´n de alertas tiene como objetivo la conversio´n
de las alertas emitidas por cada uno de ellos en un formato u´nico, conocido por
el operador. De esta forma, la manera de interpretar las alertas sera´ la misma en
las etapas siguientes del proceso de correlacio´n. En la actualidad, el formato ma´s
usado es el esta´ndar IDMEF [1]. Dicho formato corresponde con una grama´tica del
conocido lenguaje de marcado XML (Extensible Markup Language). Adema´s de la
unificicio´n de alertas, el esta´ndar IDMEF soluciona el problema de la sincronizacio´n
de los relojes de los sensores que llevan a cabo el procesamiento de los eventos. Para
ello utiliza el conocido NTP (Network Time Protocol) [55].
3.1.2. Mo´dulo de agregacio´n de alertas
El objetivo de la etapa de agregacio´n de alertas es la agrupacio´n de aquellas
alertas generadas con proximidad temporal, y de caracter´ısticas similares. Esto va a
evitar el procesamiento mu´ltiple de un mismo evento, y la saturacio´n del operador.
Por ejemplo, si reincide la aparicio´n de un tipo de alerta producida desde una misma
direccio´n IP, contra un mismo puerto y un mismo servicio en ra´fagas temporales,
posiblemente se trate de un mismo atacante replicando el ataque. Mediante agrega-
cio´n se unira´n todas esas alertas en una u´nica, y se tratara´n un´ısonamente. En e´ste
a´mbito han aparecido propuestas muy relevantes, como la de A. Valdes y K. Skin-
ner [3] quienes propusieron en el an˜o 2001 un marco matema´tico para la correlacio´n
de alertas. Otra importante propuesta fue la de S. Staniford et al. [56] orientada
a la prevencio´n de escaneos de puertos, y la de K. Julisch [57] para la agrupacio´n
de alertas en funcio´n de su origen. En base al ejemplo mencionado, H. Debar y A.
Wespi [2] propusieron pautas para la correlacio´n en base a la direccio´n de origen de
la amenaza, la direccio´n destino y la clasificacio´n previa establecida por el IDS.
3.1.3. Mo´dulo de verificacio´n de alertas
La verificacio´n de alertas, analiza cada una de las alertas generadas por los
sensores y establece la probabilidad de que el ataque cumpla su propo´sito con e´xito.
De esta manera, las alertas asociadas a ataques con menos probabilidades de e´xito
son marcadas como tales, y por lo tanto su influencia en el proceso de correlacio´n
va a ser inferior. Esto conlleva, que si por ejemplo, el sistema protegido corre bajo
un sistema operativo GNU-Linux, y se ha detectado el env´ıo de un malware que
afecta u´nicamente al sistema operativo Windows, evidentemente la prioridad de
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tratamiento y el nivel de riesgo son marcados como muy bajos. Si el sistema protegido
funcionara bajo el sistema operativo Windows, entonces la alerta ser´ıa marcada
como prioritaria, lo que le dar´ıa una especial importancia al proceso de prevencio´n.
Histo´ricamente se ha usado dos aproximaciones para la verificacio´n de alertas:
Verificacio´n pasiva de alertas. Esta estrategia so´lo considera la informacio´n
provista por los sistemas host, la red y sus servicios. Su principal ventaja es
que no lleva a cabo comprobaciones extraordinarias que puedan penalizar la
calidad de servicio del sistema protegido. El problema es que los cambios en el
sistema, pueden confundir al sistema de correlacio´n, y no tiene tanta precisio´n
como la verificacio´n activa. Uno de los trabajos ma´s relevantes en esta a´rea
es el de P. Porras et al. [6], en el que se considera la informacio´n provista por
sistemas de defensa como cortafuegos, HIDS o mecanismos de autenticacio´n.
Esto permite ahorrar tiempo de verificacio´n de las alertas, permitiendo una
ra´pida respuesta frente a los ataques.
Verificacio´n activa de alertas. las estrategias de defensa activa necesitan bus-
car pruebas adicionales del e´xito de la amenaza en el sistema contra el que
va dirigida. De esta manera, una vez procesada la alerta, el sistema de corre-
lacio´n ejecutara´ varias pruebas sobre el sistema v´ıctima para comprobar que
los efectos nocivos del aviso corresponden con los de la alerta. Es un proceso
mucho ma´s lento, pero altamente preciso. Esta aproximacio´n incluye el pro-
blema de que un atacante experimentado, conocedor de su funcionamiento,
puede intentar ataques de denegacio´n de servicio mediante la reiteracio´n de
las comprobaciones.
3.1.4. Mo´dulo de correlacio´n de alertas
La fase de correlacio´n de alertas tiene como objetivo descubrir las similitudes
entre el contenido de las alertas que han sido emitidas por los sensores y amenazas
conocidas. De esta manera es posible determinar con mayor precisio´n su naturaleza
y el riesgo que implican. De esta manera es posible priorizar la respuesta para
mitigarlas. Para ello se emplean diferentes estrategias relacionadas con el campo de
la miner´ıa de datos, como el aprendizaje automa´tico, te´cnicas de agrupamiento o el
empleo de estrategias de Soft-Computing como algoritmos gene´ticos o lo´gica difusa.
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3.2. Evolucio´n de los sistemas de correlacio´n de
alertas
La evolucio´n de los sistemas de correlacio´n de alertas ha sido directamente deli-
mitada por las tendencias en las estrategias de deteccio´n de intrusiones. Entre ellas
destacan la necesidad del desarrollo de IDS para entornos distribuidos, el cambio del
ana´lisis basado en firmas al ana´lisis basado en anomal´ıas, o la necesidad de realizar
una correlacio´n eficiente, capaz de procesar las alertas en tiempo real. E´stas son al-
gunas de las motivaciones que han dado lugar a las propuestas que han establecido
nuevas pautas de investigacio´n. A continuacio´n se mencionan los trabajos que han
guiado su avance hasta las tendencias actuales
3.2.1. ACC
Uno de los primeros trabajos de correlacio´n de alertas fue llevado a cabo por
la empresa multinacional IBM. En el an˜o 2001 H. Debat y A. Wespi [2] publicaron
la propuesta ACC (Aggregation and Correlation Component) para la gestio´n de las
alertas emitidas por mu´ltiples sensores. El objetivo del trabajo era la mitigacio´n del
problema de desbordamiento de alertas, la consideracio´n del contexto de las alertas
a la hora de llevar a cabo el agrupamiento, la identificacio´n de los fasos positivos
emitidos por los sensores y el garantizar la escalabilidad de conjuntos de IDS que
cooperan de forma distribuida. Dicho sistema fue desplegado sobre la herramienta
para el diagno´stico y resolucio´n de problemas soportada por IBM, denominada TEC
(Tivoli Enterprise Console).
ACC constaba de tres fases: una fase de normalizacio´n de alertas, una fase de
correlacio´n en la que se construye y clasifica el escenario del ataque, y una u´ltima
fase de agregacio´n en base a los escenarios creados. A pesar de que las reglas que
presentaron y su estrategia de normalizacio´n no eran demasiado robustas, sirvio´ para
resaltar la necesidad de solucionar los problemas planteados. Adema´s fue una de las
primeras propuestas de correlacio´n basada en la reconstruccio´n de escenarios de
ataques.
3.2.2. El marco matema´tivo de Valdes y Skinner
En el an˜o 2000, A. Valdes y K. Skinner presentaron una propuesta de Sistema
de Deteccio´n de Intrusiones [4] capaz de analizar el tra´fico TCP entrante al sistema
protegido. Para ello aplicaron redes bayesianas, y fueron capaces de detectar la ma-
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yor parte de los ataques con que fue probado. El sistema resultaba potencialmente
escalable a arquitecturas distribuidas, pero los experimentos mostraron su debilidad
contra ataques de denegacio´n de servicio a trave´s de la inyeccio´n de falsas alertas.
Como solucio´n a dicho problema, un an˜o ma´s tarde presentaron un marco matema´ti-
co para la correlacio´n de alertas basado en establecer la similitud entre las alertas
emitidas por diferentes sensores [3].
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.6
2 0.3 1 0.6 0.3 0.6 0.6 0.6 0.6 0.4 0.3 0.4 0.1 0.5 0.6
3 0.3 0.6 1 0.3 0.6 0.5 0.5 0.4 0.3 0.6 0.4 0.1 0.5 0.6
4 0.3 0.3 0.3 1 0.6 0.3 0.3 0.4 0.5 0.6 0.4 0.1 0.5 0.6
5 0.3 0.2 0.2 0.3 1 0.7 0.3 0.3 0.3 0.3 0.4 0.8 0.3 0.6
6 0.3 0.6 0.5 0.3 0.6 1 0.6 0.6 0.3 0.3 0.4 0.1 0.5 0.6
7 0.3 0.5 0.3 0.5 0.6 0.8 1 0.6 0.5 0.3 0.4 0.1 0.5 0.6
8 0.3 0.5 0.3 0.5 0.6 0.6 0.6 1 0.6 0.3 0.4 0.1 0.5 0.6
9 0.3 0.5 0.5 0.3 0.6 0.6 0.6 0.6 1 0.3 0.4 0.1 0.5 0.6
10 0.3 0.3 0.3 0.6 0.3 0.3 0.3 0.3 0.3 1 0.4 0.4 0.3 0.6
11 0.3 0.3 0.5 0.3 0.5 0.6 0.5 0.6 0.5 0.3 1 0.1 0.3 0.6
12 0.3 0.1 0.1 0.3 0.8 0.3 0.3 0.3 0.3 0.5 0.4 1 0.3 0.6
13 0.3 0.3 0.3 0.3 0.3 0.6 0.3 0.6 0.5 0.5 0.4 0.1 1 0.6
14 0.3 0.3 0.3 0.3 0.6 0.5 0.3 0.3 0.3 0.3 0.4 0.3 0.3 1
Tabla 3.1: Ejemplo de similitud de alertas segu´n el marco matema´tico
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Categor´ıa Etiqueta
NO VA´LIDO 1
VIOLACIO´N DE PRIVILEGIOS 2
USUARIO INESTABLE 3
DENEGACIO´N DE SERVICIO 4
ENUMERACIO´N 5
VIOLACIO´N DE ACCESO 6
VIOLACIO´N DE INTEGRIDAD 7
ENT. SISTEMA CORRUPTO 8
ENT. USUARIO CORRUPTO 9
ACTIVO EN PELIGRO 10
MODO DE USO SOSPECHOSO 11
VIOLACIO´N DE CONEXIO´N 12
BINARIO INESTABLE 13
INICIO DE SESIO´N 14
Tabla 3.2: Etiquetado para la tabla 3.1
La motivacio´n de la propuesta consist´ıa en la elaboracio´n de un marco matema´ti-
co unificado, basado en un u´nico para´metro, con el que llevar a cabo la fusio´n de las
alertas emitidas por varios IDS. De esta manera, el sistema pod´ıa separar las falsas
alertas de las verdaderas. El para´metro elegido fue la probabilidad de que una alerta
haya sido ocasionada por el mismo evento que las otras, permitiendo de esta manera
su agrupamiento. La tabla 3.1 muestra el grado de similitud entre los diferentes tipos
de alertas obtenido al integrar su sistema de correlacio´n con el conocido IDS, EME-
RALD. La tabla 3.2 indica el significado de cada una de las etiquetas de la tabla 3.1.
Esto causo´ gran impacto en el a´rea de la deteccio´n de intrusiones, y en el an˜o
2002 A. Valdes publico´ junto con D. Andersson et al. [5] una comparativa de los
resultados obtenidos sobre un mismo escenario de pruebas, entre la capacidad de fu-
sio´n de alertas de su sistema de correlacio´n de alertas, en combinacio´n con diversos
IDS, destacando entre ellos EMERALD y Snort.
3.2.3. M-Correlator
Otra interesante propuesta fue presentada en el an˜o 2002 por P. Porras et al.
[6]. En ella se planteaba la necesidad de aplicar mecanismos de fusio´n a las aler-
tas emitidas por los sistemas de seguridad heteroge´neos distribuidos espacialmente
(INFOSEC), como cortafuegos, IDS o herramientas de autenticacio´n. Para ello se
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elaboro´ el sistema de correlacio´n M-Correlator, el cual requiere de la aplicacio´n de
una base del conocimiento sobre las amenazas, y una base del conocimiento sobre
los sistemas protegidos.
La figura 3.2 muestra un resumen del algoritmo mediante el que se procesan las
alertas. Al emitirse dichas alertas, en primer lugar atraviesan una etapa de filtrado de
la informacio´n irrelevante con el fin de simplificar el procesamiento. Se busca alertas
similares y se procede a su priorizacio´n en funcio´n de la base del conocimiento sobre
amenazas y la base del conocimiento sobre sistemas protegidos. A continuacio´n se
clasifican, y por u´ltimo se lleva a cabo su agregacio´n.
Figura 3.2: Esquema de M-Correlator
3.2.4. Correlacio´n sobre BIDS
A la vista del auge en el desarrollo de este tipo de sistemas, el MIT Lincoln
Laboratory tambie´n publico´ su propia propuesta. O. M. Dain y R. K. Cunningham
fueron los encargados de presentar un sistema de correlacio´n probabilista [7] inspi-
rado en el marco matema´tico planteado por A. Valdes y K. Skinner. Su motivacio´n
part´ıa de la necesidad de optimizar el proceso de reconstruccio´n de los vectores que
representaban los escenarios de ataques de la primera propuesta, tratando de llevar
a cabo su elaboracio´n de una manera similar a la que lo har´ıa un operador experto
y humano. Las tablas 3.3 y 3.4 muestran un ejemplo de co´mo se reconstruye di-
cho vector. Partiendo de la suposicio´n de que A,B,C,D y E representan las alertas
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emitidas por los sensores, de una forma ato´mica, se rellenan diferentes tablas co-
rrespondientes a escenarios con diferente nu´mero de alertas. La tabla 3.3 contiene el
ejemplo de reconstruccio´n de ataques de dimensio´n 4, y la tabla 3.4, del dimensio´n 5.
AE ABE ABCE ACE
BE BCE CE E
Tabla 3.3: Ejemplo de construcco´n de vector de ataque de dimensio´n 4
AE ABE ABCE ACE
BE BCE CE E
ADE ABDE ABCDE ACDE
BDE BCDE CDE DE
Tabla 3.4: Ejemplo de construcco´n de vector de ataque de dimensio´n 5
El error obtenido en los resultados era del 11,19 %, lo que para entonces signi-
ficaba un funcionamiento muy deseable. Adema´s, el despliegue sobre un escenario
distinto de EMERALD, en este caso, el IDS conocido como BIDS (Battlefield In-
trusion Detection System) desarrollado por su propio departamento, resultaba alta-
mente innovador. A pesar de esto, la generacio´n de tablas intermedias supon´ıa una
importante penalizacio´n al rendimiento del sistema que lo vuelve inefectivo para el
procesamiento en redes de banda ancha.
3.2.5. La optimizacio´n del rendimiento de Ning y Xu
Un an˜o despue´s de la propuesta del el MIT Lincoln Laboratory, P. Ning y D.
Xu resaltaron la necesidad de optimizar el comportamiento en tiempo real, tanto de
los IDS, como de los sistemas de correlacio´n de alertas. Para ellos se centraron en
el segundo punto, y en las carencias de los marcos matema´ticos publicados frente
a ataques de complejidad, as´ı como al problema de la reduccio´n de la calidad de
servicio del sistema protegido.
Su propuesta ma´s destacada [8] se centro´ en la mejora del rendimiento de este
tipo de sistemas, mediante la aplicacio´n de estrategias de optimizacio´n comu´nmente
empleadas en el a´mbito de las bases de datos. Dichas estrategias combinan el uso
de estructuras de datos que reducen el impacto de las estructuras convencionales
(T Trees, Linear Hashing ..) con me´todos propios de consultas sobre bases de datos
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(nested loop join, sort join ..). En su trabajo tambie´n se compara los experimentos
obtenidos aplicando cada una de ellas, resaltando los beneficios e inconvenientes de
implementar cada una de ellas en los sistemas de seguridad. Por u´ltimo indican la
necesidad de seguir avanzando en la investigacio´n acerca de la mejora del rendimien-
to de este tipo de sistemas, y plantean algunas estrategias como posibles trabajos
futuros.
3.2.6. LAMBDA Y CRIM
En el an˜o 2000, F. Cuppens y R. Ortalo presentaron un lenguaje para modelar
las bases de datos involucradas en el proceso de deteccio´n de alertas denomindo
LAMBDA (A Lenguage to Model a Databases for Detection of Attacks) [58]. Dicho
lenguaje se basaba en la representacio´n lo´gica de las caracter´ısticas de las intrusiones
y en la representacio´n mediante operaciones algebraicas de cada uno de los pasos
del proceso de intrusio´n. De esta manera, de la misma forma que para entonces el
CISL (predecesor del esta´ndar IDMEF) unificaba el formato de alertas emitido por
los distintos sensores, LAMBDA pretend´ıa unificar el formato en el que las bases
de datos almacenaban la informacio´n de las amenazas necesaria para llevar a cabo
una deteccio´n por firmas. La figura 3.3 muestra un ejemplo de ataque MIR-0163
modelado con el lenguaje LAMBDA.
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Figura 3.3: MIR-0163 modelado con el lenguaje lambda
En base a este lenguaje, F. Cuppens presento´ el sistema de correlacio´n de alertas
CRIM [10], involucrado en el proyecto MIRADOR. Dicho proyecto fue soportado
por la Agencia de Defensa Francesa DGA (Direction Ge´ne´rale de lArmement) en
colaboracio´n con la empresa Alcatel y 3 importantes laboratorios de investigacio´n:
ONERA, ENST-Bretagne and Supelec. CRIM consist´ıa en un mo´dulo suplementario
los IDS, que correlacionaba las alertas en funcio´n de una base del conocimiento mo-
delada con el lenguaje LAMBDA. En la figura 3.4 se indica la arquitectura de CRIM.
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Figura 3.4: Arquitectura de CRIM
En CRIM las alertas emitidas por los sensores son transformadas al lenguaje
IDMEF en el mo´dulo de gestio´n de alertas base. Para reducir el procesamiento de
la informacio´n son agrupadas en funcio´n de criterios marcados por la base del cono-
cimiento sobre ataques, y se fusionan. A continuacio´n se lleva a cabo la correlacio´n,
aplicando la base de datos de ataques modelada con LAMBDA, y en funcio´n de
los resultados y las intenciones de la intrusio´n, se toman las medidas preventivas
necesarias para mitigar la amenaza.
Tanto el lenguaje LAMBDA como la propuesta MIRADOR tuvieron gran im-
pacto en el a´rea de la investigacio´n de intrusiones. No obstante, el propio Cuppens se
dar´ıa cuenta de que la deteccio´n basada en firmas resultaba insuficiente para hacer
frente a la ra´pida proliferacio´n de las amenazas, y desvio´ su l´ınea de investigacio´n a
la deteccio´n y correlacio´n de intrusiones basadas en anomal´ıas.
3.2.7. Modelado en funcio´n del objetivo y el proceso de in-
trusio´n
F. Cuppens et al [9] llevaron a cabo una nueva propuesta en el a´rea de la co-
rrelacio´n de intrusiones, basa´ndose en sus experiencias con el sistema CRIM, y en
el lenguaje de modelado de ataques LAMBDA. Para ello enfocaron los criterios de
correlacio´n, en las precondiciones marcadas por las necesidades del proceso de in-
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trusio´n, y en las postcondiciones que representan las consecuencias del ataque.
Adicionalmente, y dado el impacto de los falsos positivos en sus primeras pro-
puestas, se propone un mecanismo para su mitigacio´n. Se basa en una ligera modi-
ficacio´n del lenguaje LAMBDA para llevar a cabo lo que denominaron: correlacio´n
abductiva. La correlacio´n abductiva permite al sistema generar falsas alertas con el
fin de completar los escenarios de las alertas que no han podido ser asociadas a nin-
guno de ellos. De esta manera resulta mucho ma´s sencillo identificar que´ alertas son
causadas por situaciones desconocidas (en este caso, falsos positivos) y que´ alertas
corresponden a verdaderas amenazas.
3.2.8. Correlacio´n basada en la reconstruccio´n de escenarios
mediante grafos de distancias
En el 2004, Noel et al. publicaron un trabajo referente [12] en el campo de la
correlacio´n de alertas basada en la reconstruccio´n de escenarios de ataques. En e´l
se propone por primera vez el uso de grafos de distancias para la representacio´n de
los escenarios. La mayor ventaja que aportaba su uso era la importante mejora en
la eficiencia del procesamiento de escenarios, debido a la reduccio´n del nu´mero de
operaciones de co´mputo a un reducido subconjunto de ca´lculos aritme´ticos. De esta
manera se dejo´ de lado el uso de reglas lo´gicas con dicho propo´sito.
La figura 3.5 muestra la derivacio´n de un grafo de ataque a un grafo de eventos.
El grado del ataque viene dado por las precondiciones de la amenaza, y corresponde
al modo de vista del atacante, ya que incluye los exploits que tendra´ que aplicar
para completar el ataque con e´xito. El grafo de eventos corresponde al modo de vis-
ta del defensor, e identifica los distintos eventos que generara´n las alertas. Es muy
importante tener en cuenta las distancias entre eventos, ya que cuando son cortas,
se trata de una amenaza ma´s probable. Esto quiere decir que se requerira´ un nu´mero
menor de pasos intermedios para llegar a la siguiente etapa de la intrusio´n.
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Figura 3.5: Ejemplo de generacio´n de un grafo de eventos
Los experimentos realizados demostraron que el rendimiento era mucho mejor,
procesando la amenaza ma´s larga en 24 milisegundos. Adema´s, la sobrecarga del sis-
tema apenas llego´ al 30 % en los peores casos. Al llegar la decadencia de la deteccio´n
basada en firmas, esta propuesta tuvo mucho e´xito en otra a´rea de la seguridad: la
del ana´lisis de riesgos.
3.2.9. Reduccio´n del nu´mero de reglas basa´ndose en la ex-
traccio´n de la estrategia de ataque
En el an˜o 2006, B. Zhu, A. A. Ghorbani [13] criticaron el planteamiento de la
mayor parte de los trabajos de correlacio´n de alertas presentados hasta el momento.
Afirmaban que se centraban en agrupar e interrelacionar las alertas emitidas por los
sensores desde el punto de vista del defensor, pero que pasaban por alto la estrategia
del atacante en s´ı.
En consecuencia, proponen una estrategia de extraccio´n de dichas estrategias sin
tener ningu´n conocimiento previo sobre ellas. De esta manera, se dejaban de lado
las enormes bases de firmas cuyo tratamiento generaba un enorme esfuerzo compu-
tacional, y se establec´ıa una alternativa eficiente, acorde con la reciente tendencia a
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la deteccio´n basada en anomal´ıas.
El sistema publicado propon´ıa diferentes implementaciones basadas en redes neu-
ronales MLP (Multilayer Perceptron) y ma´quinas de vector soporte SVM. La salida
probabilista de estas herramientas permite determinar cua´les de las alertas tratadas
deben de ser correlacionadas. Adema´s incorporaba una estructura denominada ma-
triz de correlacio´n de alertas ACM (Alert Correlation Matrix ), mediante la que se
representaba el grado de correlacio´n entre cada par de alertas. Dichas matrices eran
rellenadas en una etapa de entrenamiento, y permit´ıan determinar con que´ alertas
correlacionar los eventos auditados. A partir de los datos obtenidos era posible cons-
truir el grafo del ataque.
Figura 3.6: Ejemplo de matriz ACM para 5 ataques
La figura 3.6 muestra un ejemplo de matriz de correlacio´n ACM para 5 alertas
(a1, a2, a3, a4, a5), en la que C(ai, aj) representa la relacio´n temporal entre las alertas
ai y aj. En los experimentos que realizaron con las trazas de tra´fico DARPA 2000
se arrojaron unos excelentes resultados, sembrando de esta manera las bases para
futuros trabajos pro´ximos al reconocimiento de anomal´ıas.
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3.2.10. Correlacio´n de alertas en tiempo real contra ataques
de denegacio´n de servicio
R. Sadoddin y A. Ghorbani [14] presentaron en el 2009 una propuesta para la
correlacio´n de alertas en tiempo real. Su principal motivacio´n fue el establecimiento
de un marco para la gestio´n de alertas online, basado en la estrategia FSM (Frequent
Structure Mining), y centrado en la deteccio´n de ataques de denegacio´n de servicio
distribuidos.
Figura 3.7: Esquema para la correlacio´n incremental
En la figura 3.7 se muestra su propuesta de correlacio´n incremental. En una
primera etapa se generan patrones en forma de grafos, que contienen informacio´n
acerca del origen y el objetivo de la alerta. La segunda etapa se encarga de consi-
derar en tiempo real, la frecuencia y el momento de aparicio´n de cada una de ellas.
Adema´s se actualiza continuamente acorde a nuevas detecciones. Por u´ltimo se gene-
ran a´rboles que representan los patrones de comportamiento del proceso de intrusio´n.
Este proceso les permite obtener una precisio´n del 96 % en el ana´lisis de las trazas
de tra´fico DARPA 2000, y un comportamiento en tiempo real. La propuesta resulta
pionera en la adaptacio´n de las estrategias de correlacio´n contra la denegacio´n de
servicio distribuida, y plantea un marco que va a ser tenido en consideracio´n en
futuros trabajos.
3.2.11. Tendencias actuales
Una de las dos tendencias actuales en el campo de la correlacio´n de alertas de-
riva de la necesidad de adaptar los sistemas de defensa, a las redes de banda ancha
y fibra o´ptica. La aparicio´n de redes cada vez ma´s ra´pidas requieren de sistemas
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defensivos eficientes, que ocasionen un impacto bajo sobre su calidad de servicio. El
uso de grandes bases de datos sobre escenarios de ataques queda obsoleto, y la ten-
dencia lleva a la implementacio´n de distintas estrategias de miner´ıa de datos. Estas
estrategias normalmente se basan en te´cnicas de aprendizaje automa´tico, capaces
de correlacionar las alertas emitidas por las anomal´ıas en tiempo real.
Una de las estrategias ma´s elegidas es la lo´gica difusa. Dada la naturaleza de
este tipo de sistemas, resulta intuitivo plantear una correlacio´n en base a funciones
de pertenencia a grupos difusos. En esta rama cabe destacar el trabajo de H. T
Elshoush et al.[15] para la reduccio´n de la tasa de falsos positivos del IDS, o el de
K. Alsubhi et al.[16] para la priorizacio´n del tratamiento de alertas.
El trabajo de R. Sadoddin y A. Ghorbani influyo´ sobre nuevos trabajos basa-
dos en el uso de redes neuronales artificiales, como el de G. Tjhai et al. [17]. Esta
propuesta combina el uso de mapas auto-organizativos SOM con el algoritmo de
agrupamiento K-means, para determinar si una alerta era verdadera o falsa.
S. Peddabachigaria et al. [18] propusieron un sistema de correlacio´n de alertas
que combinaba ma´quinas de vector soporte SVM con a´rboles de decisio´n. De esta
manera se alcanzaba una excelente precisio´n en un periodo corto de procesamiento.
Motivados por este trabajo, H. Nguyen et al. [19] publicaron un estudio entre el uso
de diferentes estrategias de miner´ıa de datos sobre los dos niveles propuestos.
Cabe resaltar el uso de otras herramientas, como los algoritmos gene´ticos [20] y
o los agentes [21], con el fin de considerar dichos propo´sitos.
La otra tendencia actual en este a´rea son las propuestas referentes a la correlacio´n
de alertas en Sistemas de Deteccio´n de Intrusiones distribuidos, orientados a brindar
proteccio´n a sistemas desplegados mediante arquitecturas de computacio´n Cloud y
Ad Hoc [22] [23] [24].
3.3. Clasificacio´n de los sistemas de correlacio´n
de alertas en base a su comportamiento
Las estrategias de correlacio´n de alertas se dividen en cinco categor´ıas muy dife-
rentes [59], tomando como criterio de clasificacio´n los objetivos y el comportamiento
de cada una de ellas. Su relevancia ha llevado a los investigadores a aprovechar el
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enfoque propuesto por los primeros trabajos, innovando mediante el uso de estra-
tegias avanzadas de miner´ıa de datos, soft-computing o sistemas multi-agente. Esta
seccio´n se centra en explicar las principales caracter´ısticas de cada una de ellas y los
trabajos pioneros que han dado pie a su consolidacio´n.
La figura 3.8 muestra el esquema de la clasificacio´n de los sistemas de correlacio´n
de alertas, basada en las cinco categor´ıas que se explican a continuacio´n.
3.3. Clasificacio´n de los sistemas de correlacio´n de alertas en base
a su comportamiento 45
Figura 3.8: Clasificacio´n de los sistemas de correlacio´n de alertas
3.3.1. Aproximaciones basadas en la similitud entre los atri-
butos de las alertas
Las aproximaciones contenidas en esta categor´ıa basan su funcionamiento en el
estudio de la informacio´n que proveen los atributos de las propias alertas. Cada tipo
de sensor provee diferente informacio´n. Por ejemplo, un NIDS indica las direccio-
nes IP, el puerto o el protocolo del tra´fico que ha generado la alerta, mientras que
un HIDS indica atributos como el proceso, los registros o las llamadas al sistema
involucradas en el proceso de intrusio´n. Todos los trabajos incluidos en esta cate-
gor´ıa tambie´n tienen en comu´n la tendencia al agrupamiento de las alertas mediante
diferentes estrategias y funciones para demarcar la distancia que separa unas agru-
paciones de otras. Los dos trabajos ma´s importantes pertenecientes a esta categor´ıa,
son el de Valdes y Skinner [3], y el de F. Cuppens [60]. Estas propuestas marcaron
las pautas a seguir en trabajos futuros basados en la similitud entre los atributos de
las alertas. A continuacio´n se explica brevemente cada una de estas dos tendencias:
Correlacio´n de alertas probabilista
Esta aproximacio´n deriva del trabajo de Valdes y Skinner [3]. Se centra en es-
tablecer la similitud entre las alertas emitidas por el sensor en base a los atributos
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que se superponen, es decir, los que son iguales. Las diferencias se etiquetan en una
escala de 0 a 1, en el que 0 indica una diferencia total, y 1 indica que son exacta-
mente la misma alerta. Tras llevar a cabo varias pruebas con diversas funciones de
similitud, los resultados arrojados fueron especialmente buenos, llegando a agrupar
4439 alertas en 604 alertas. El conjunto de datos de los experimentos acabo´ por
convertirse en un esta´ndar funcional.
Agrupacio´n y fusio´n de alertas de mu´ltiples sensores
F. Cuppens [60] fue el pionero en esta aproximacio´n, proponiendo una estrate-
gia de correlacio´n de alertas que involucraba diferentes sensores, enmarcada en el
proyecto MIRADOR. Para normalizar su contenido, partio´ de la premisa de que las
alertas pasaban por una etapa de normalizacio´n al esta´ndar IDEMF [1] para el in-
tercambio de alertas. La arquitectura del sistema planteado constaba de un mo´dulo
para gestionar todas las alertas emitidas, un mo´dulo para establecer el agrupamien-
to, y un mo´dulo para llevar a cabo su fusio´n. Los resultados obtenidos mediante
la combinacio´n de alertas de dos IDS (Snort y e-Trust) resultaron especialmente
favorables, llegando a agrupar ma´s de 300 alertas en casi 100 agrupaciones.
Figura 3.9: Esquema de fusio´n de alertas
La figura 3.9 muestra las etapas para la fusio´n de alertas ma´s comunes.
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3.3.2. Aproximaciones basadas en escenarios de ataque pre-
definidos
La agrupacio´n de las alertas en funcio´n de escenarios de ataques predefinidos
tambie´n ha dado pie a diversos trabajos. En algunos de ellos han sido especificados
por los usuarios, mientras que en otros han sido generados mediante procesos de
aprendizaje automa´tico. Aunque esta estrategia ha resultado especialmente eficaz
contra ataques conocidos, existe bastante pole´mica acerca de su precisio´n contra
ataques desconocidos. Adema´s implica la necesidad de bases de datos con los dife-
rentes escenarios que en algunos casos, pueden incrementar el coste de construccio´n
del sistema [61]. Los trabajos ma´s importantes de esta categor´ıa son el de Debar y
Wespi [2] y el de Morin y Debar [62], el primero de ellos basado en la agregacio´n y
correlacio´n de las alertas en sistemas IBM/Tivoli, y el otro en los formalismos de
Chronicles.
Figura 3.10: Esquema para la correlacio´n basada en escenarios predefinidos
La figura 3.10 muestra un esquema ba´sico para la correlacio´n mediante la cons-
truccio´n de escenarios de ataques.
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Agregacio´n y correlacio´n basada en escenarios
El trabajo de Debar y Wespi [2] propuso diferentes pautas de disen˜o en el a´mbito
de la agregacio´n y correlacio´n basada en escenarios. Entre ellas destacan su pro-
puesta de arquitectura para la combinacio´n de mu´ltiples IDS, el modelado de las
alertas emitidas, y los componentes de agregacio´n y correlacio´n ACC (Aggregation
and Correlation Components). La etapa ACC estaba dividida en tres fases: una de
preprocesamiento de las alertas para normalizar su formato, una de correlacio´n con
la que se establece si un incidente estaba relacionado con otro previo, describiendo
as´ı el escenario del ataque, y una u´ltima etapa de agregacio´n de alertas en base a
los escenarios creados.
Correlacio´n basada en el modelo Chronicles
El trabajo de Morin y Debar [61] fue pionero en la correlacio´n de alertas a
trave´s de sistemas Chronicles. Este tipo de sistemas permite el modelado de patrones
de eventos temporales en sistemas dina´micos, pudiendo de esta manera auditar su
evolucio´n. Su incorporacio´n al a´rea de la deteccio´n de intrusiones tuvo como objetivo
mitigar los ataques de denegacio´n de servicio basados en desbordamientos de alertas,
etiquetando de una manera efectiva las verdaderas amenazas y los falsos positivos.
3.3.3. Aproximaciones basadas en los prerrequisitos y las
consecuencias de los ataques
Las aproximaciones basadas en los prerrequisitos y las consecuencias de los ata-
ques, normalmente son de caracter´ısticas multi-etapa y tienen como objetivo solucio-
nar el problema de la correlacio´n de alertas cuando las amenazas son desconocidas.
Este tipo de alertas son t´ıpicamente emitidas por IDS basados en anomal´ıas, y me-
diante esta estrategia se trata de reconstruir escenarios de cualquier complejidad,
mediante la identificacio´n de las diferentes etapas del ataque. A diferencia de la apro-
ximacio´n basada en escenarios predefinidos, en este caso se desconoce su naturaleza,
y por lo tanto, se van construyendo sobre la marcha. Dicha construccio´n es llevada
a cabo mediante la aplicacio´n de sencillas expresiones lo´gicas de primer orden, o
mediante lenguajes espec´ıficos para el modelado de ataques, como LAMBDA [10].
Las diferentes propuestas han resultado muy precisas frente a amenazas desco-
nocidas, pero tienen el inconveniente de que en muchos trabajos se pasa por alto
las alertas que no pueden ser correlacionadas. Adema´s son muy sensibles ante la
inyeccio´n de falsos positivos por parte del atacante con el fin de forzar la construc-
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cio´n de escenarios incorrectos. Esta situacio´n se ha de prevenir a la hora de llevar a
cabo un disen˜o eficaz. La figura 3.11 muestra un esquema ba´sico para la correlacio´n
considerando las consecuencias de las amenazas. A continuacio´n se explican algunos
de los trabajos y tendencias ma´s representativos
Figura 3.11: Esquema para la consideracio´n de las consecuencias de las amenazas
Aproximaciones basadas en precondiciones y postcondiciones
El trabajo de Cupens y Miege [10] propuso un sistema de correlacio´n para las aler-
tas emitidas por diferentes IDS. La importancia de su propuesta para esta categor´ıa,
reside en ser pionera en la construccio´n de escenarios basa´ndose en precondiciones y
postcondiciones de los ataques, y en su modelado mediante el lenguaje LAMBDA.
A partir de e´l se modelan expresiones que van a permitir evaluar si el ataque pue-
de llegar a completarse con e´xito, as´ı como sus consecuencias. Adema´s de esto, se
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propone una estrategia de mitigacio´n de las tasas altas de falsos positivos utilizando
lo que denominaron correlacio´n abductiva, que consiste en la generacio´n de alertas
virtuales que faciliten la correlacio´n de los falsos positivos y su etiquetado.
Aproximaciones basadas en prerrequisitos y consecuencias
Ning et al. [63] establecieron una nueva aproximacio´n basada en los prerrequisi-
tos y consecuencias de los ataques, que posteriormente fue extendida en posteriores
trabajos. Para ello establec´ıan el tipo de ataque mediante una tripleta que conten´ıa
informacio´n sobre el ataque, una fo´rmula lo´gica que establece los prerrequisitos del
ataque, y las consecuencias a las que se llegan a partir de un conjunto de predicados.
De esta manera, despue´s de la derivacio´n de los prerrequisitos y consecuencias lo´gi-
cas de cada ataque, se establecen asociaciones mediante grafos de correlacio´n que
facilitan su etiquetado, y permiten llevar a cabo la agrupacio´n de alertas similares.
Aproximaciones basadas en hipo´tesis de ataques y te´cnicas de razona-
miento
Esta nueva aproximacio´n [64] surge de una propuesta que originariamente ex-
tiende la aproximacio´n basada en prerrequisitos y consecuencias de Ning et al. [63]
previamente mencionada, orientada a la reduccio´n de la tasa de falsos positivos del
IDS. Aparecio´ a partir de la observacio´n de que cuando ciertos ataques intermedios
son detectados por el IDS, el escenario de ataque que se esta´ construyendo tien-
de a dividirse en mu´ltiples escenarios diferentes. De esta manera, plantean que si
las alertas de dichos escenarios mu´ltiples satisfacen ciertas condiciones de igualdad,
podr´ıan pasar a ser hipo´tesis, y por lo tanto ser derivadas a partir de sus atributos.
Las hipo´tesis podra´n ser validadas o no en base a sus atributos y el contexto en
que se desencadenaron, consolida´ndose u´nicamente aquellas hipo´tesis validadas. Los
resultados de sus experimentos demostraron que descartar las hipo´tesis no validadas
permite reducir con eficiencia la tasa de falsos positivos. A pesar de los buenos
resultados, ha habido mucha controversia en torno al uso de dicha aproximacio´n.
Aplicar esta te´cnica penaliza el rendimiento del sistema, situacio´n no deseable si se
pretende llevar a cabo un etiquetado en tiempo real. Una vez ma´s, el atacante puede
aprovecharse de ello para inyectar falsas alertas en el sistema y denegar su servicio.
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3.3.4. Aproximaciones basadas en fuentes de informacio´n
mu´ltiples
Para proteger un sistema, normalmente se despliegan diferentes mecanismos de
defensa a nivel de red y a nivel de host, a lo largo de distintos per´ımetros de seguridad.
La gran ventaja de esta asociacio´n reside en que determinados mecanismos defensivos
resultas ma´s eficaces frente a determinadas amenazas que otros, complementa´ndose
de esta manera su eficacia. Esta aproximacio´n se centra en la correlacio´n de alertas
de aquellos sensores de caracter´ısticas muy diferentes, como pueden ser un NIDS
y un HIDS, y en su complementacio´n. Los trabajos ma´s representativos de este
a´rea son el de P. Porras et al. [6] basado en la misio´n y el impacto de los intentos
de intrusio´n, el modelo M2D2 de Morin et al. [65] y la aproximacio´n basada en la
correlacio´n de eventos en funcio´n de los recursos comunes de Xu. y Ning [66]. A
continuacio´n se explica brevemente cada uno de ellos.
Aproximacio´n basada en el objetivo y el impacto de los ataques
El trabajo de P. Porras et al. [6] propuso por primera vez la correlacio´n de las
alertas generadas por mu´ltiples sensores en base al objetivo de las amenazas y su
impacto, mediante el sistema M-Correlation, anteriormente mencionado. Para llevar
a cabo la correlacio´n emplearon dos bases del conocimiento. La primera de ellas
contiene toda la informacio´n referente a los ataques y vulnerabilidades a los que se
expone el sistema, y la segunda, incluye la informacio´n acerca del sistema protegido y
la topolog´ıa de la red en que se ubica. De esta manera, cuando alguno de los sensores
emite una alerta, se procede en primer lugar al filtrado de las alertas de mayor y
menor impacto sobre el sistema protegido. Para ello se otorga una puntuacio´n a
cada una de ellas, en funcio´n de dichas bases del conocimiento. Esta puntuacio´n va
a permitir la definicio´n de la prioridad de tratamiento de las alertas y la del peligro
potencial que representan para el sistema. En base a estos dos criterios, se llevara´ a
cabo el agrupamiento de alertas.
El modelo M2D2
Morin et al. [65] propusieron el modelo M2D2, a partir del cual se normalizaban
diferentes caracter´ısticas de las alertas generadas por los sensores, como por ejemplo
el contexto en el que se ubica el sistema protegido, las herramientas de seguridad
disponibles, el grado de proteccio´n de la informacio´n estimado, y por supuesto las
alertas emitidas. En base a este modelo, se llevar´ıan a cabo las acciones de agru-
pamiento y correlacio´n. Este tipo de modelado fue la base del esta´ndar IDEMF [1]
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para la normalizacio´n de alertas.
Aproximacio´n a la correlacio´n de eventos en funcio´n de los recursos co-
munes
La propuesta de Xu y Ning [66] para la agrupacio´n de eventos en funcio´n de
los recursos de entrada y salida, se lleva a cabo en tres etapas. En primer lugar se
agrupan las alertas generadas por eventos similares. En segundo lugar se considera
si los grupos de alertas generados en el paso previo son consistentes con el sistema
protegido, suponiendo en tal caso una amenaza. Por u´ltimo, para aquellos grupos que
resulten peligrosos se construye el escenario del ataque en funcio´n de los recursos de
entrada y salida necesarios para su e´xito, permitiendo as´ı una nueva agrupacio´n au´n
ma´s precisa. Los resultados arrojados por esta aproximacio´n fueron especialmente
buenos, y a partir de ella aumento´ la cantidad de propuestas basadas en diferentes
agrupamientos en distintos niveles, combinando diferentes aproximaciones.
3.3.5. Aproximaciones basadas en algoritmos de filtrado
La idea de filtrar las alertas emitidas por los sensores tiene como finalidad reducir
el impacto en el rendimiento del sistema de correlacio´n de alertas, y reducir la tasa
de falsos positivos encadenada por la estimacio´n de alertas de baja relevancia. La
propuesta de Xu y Ningcite [66] ha sido un claro precedente a esta aproximacio´n,
a pesar de tener como principal objetivo el tratamiento de alertas generadas por
mu´ltiples sensores. En la actualidad esta es la tendencia predominante. El ra´pido
incremento del ancho de banda de las redes y la capacidad de co´mputo de los pro-
cesadores ha llevado a la necesidad de separar la informacio´n que va a ser tratada
y la que no, con el fin de restar carga al sistema. El uso de herramientas como la
lo´gica difusa [16], mapas auto-organizativos SOM [17] o ma´quinas de vector sopor-
te SVM [18], son un ejemplo de la tendencia actual a la aplicacio´n de te´cnicas de
agrupamiento, miner´ıa de datos y Soft-Computing en el a´rea de la correlacio´n de
alertas.
Cap´ıtulo 4
APACS: Sistema de correlacio´n de
alertas para NIDS basados en
anomal´ıas que analizan la carga
u´til del tra´fico
La motivacio´n de esta parte del trabajo ha sido llevar a cabo un disen˜o capaz
de cubrir las necesidades de los NIDS basados en anomal´ıas que analizan la carga
u´til del tra´fico de la red. Los principales objetivos han sido la identificacio´n de los
falsos positivos, la valoracio´n cualitativa de la probabilidad de que una anomal´ıa
sea efectivamente una amenaza, y la clasificacio´n cuantitativa que muestre el tipo
concreto de amenaza detectada. Esta u´ltima clasificacio´n es llevada a cabo conside-
rando ataques a nivel de paquete o a nivel de trazas de tra´fico, siendo esta u´ltima
opcio´n una alternativa a la reconstruccio´n de escenarios de ataques.
Para ello se proponen pautas de disen˜o que pueden ayudar a futuros desarrollado-
res y que pueden ser aplicables en diferentes bases de conocimiento sobre ataques. De
ahora en adelante, el sistema propuesto sera´ denominado APACS (Anomaly Payload
Alert Correlation System).
4.1. Aproximacio´n general
Cuando un IDS analiza el tra´fico de una red, normalmente genera una cantidad
muy grande de falsos positivos. A pesar de que el NIDS haya sido disen˜ado para
disminuir el porcentaje de dichas alertas, la cantidad de informacio´n que se gene-
ra sigue siendo muy alta, y por consiguiente, dif´ıcil de tratar. La repercusio´n del
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nu´mero de falsos positivos tiene tal impacto, que incluso han aparecido te´cnicas de
evasio´n de NIDS basadas en ello. Un ejemplo de esta aplicacio´n, es el ataque de-
nominado Alert Flood, traducido como desbordamiento de alertas. En el an˜o 2001
aparecio´ la primera herramienta conocida que trataba de evitar un IDS mediante
desbordamiento de alertas, denominada Stick [67]. Su funcionamiento se basaba en
saturar el canal de control que comunicaba el IDS con el operador por medio de una
inyeccio´n de falsas alertas, denegando de esta manera su servicio. En el trabajo de
G. Tedesco y U. Aickelin [68] se explican variantes de Alert Flood cuyo objetivo no
se limita a denegar el servicio del IDS, sino que tambie´n permiten ofuscar la natu-
raleza del ataque verdadero en una maran˜a de falsos ataques. Estos mismos autores
proponen una estrategia de correlacio´n de alertas basada en los algoritmos conocidos
como Bucket Token comu´nmente empleados para el control del flujo de tra´fico en
los protocolos de red. El peligro de un ataque de desbordamiento de alertas y la
dificultad de interpretar la informacio´n generada por el IDS en situaciones reales de
tra´fico, ha llevado a establecer la priorizacio´n de la alertas generadas por un NIDS
como uno de los dos grandes objetivos a cubrir a la hora de llevar a cabo el disen˜o
de uno de estos sistemas.
El otro gran objetivo a cubrir es la clasificacio´n del contenido de las alertas acor-
de a una base del conocimiento. De esta manera, el operador no solamente conoce
el grado de peligrosidad del paquete que ha generado la alerta, sino que tambie´n
conoce la naturaleza de la misma. El primer criterio de clasificacio´n es especialmente
bueno para poder tomar decisiones ra´pidas de descarte de paquetes, mientras que
el segundo, adema´s va a permitir un mejor conocimiento de las estrategias llevadas
a cabo por el atacante.
El disen˜o de APACS consiste en un modelo h´ıbrido. APACS consta de un bloque
encargado de establecer la probabilidad de que una alerta se trate de una verdadera
amenaza, y de otro bloque, cuya funcio´n es establecer la naturaleza de la misma.
El mo´dulo encargado de establecer la probabilidad del ataque, utiliza te´cnicas de
agrupamiento conocidas como clustering. Como se explica en la siguiente seccio´n,
las clasificaciones a las que da lugar APACS se fundamentan en el establecimiento
de grupos de riesgo dependientes de la distancia entre los para´metros procedentes
de las reglas generadas por el NIDS y los valores generados en la fase de deteccio´n.
De esta manera se decide si la anomal´ıa tiene pretensiones maliciosas o no. Por otro
lado, el mo´dulo encargado de establecer la naturaleza del ataque consta a su vez de
dos fases que atienden dos posibles amenazas.
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La primera fase se encarga de clasificar la anomal´ıa a nivel de paquete en funcio´n
de las reglas del conjunto de ataques utilizados para el entrenamiento. La clasifica-
cio´n se lleva a cabo mediante una sencilla red neuronal. En combinacio´n con el
bloque encargado de establecer la probabilidad del ataque, y gracias a las ventajas
computacionales de las redes neuronales, es posible establecer una primera clasifi-
cacio´n en tiempo real. Esta clasificacio´n es esencial a la hora de tomar decisiones
sobre que´ hacer con el tra´fico sospechoso que fluye a trave´s del NIDS.
La segunda fase de este mo´dulo tiene como objetivo establecer una clasificacio´n
a nivel de traza de tra´fico. De esta manera es posible desenmascarar ataques distri-
buidos en distintos paquetes capaces de reconstruirse al llegar al sistema v´ıctima,
o de llevar a cabo un ana´lisis forense ma´s detallado de una posible amenaza. Esta
u´ltima opcio´n resulta especialmente interesante cuando el NIDS esta´ integrado en
una Honeynet. Su modelado es llevado a cabo mediante un sistema de encaje de
patrones implementado con un algoritmo gene´tico, decisio´n potenciada por la nece-
sidad de disponer de caracter´ısticas no deterministas, y la probabilidad de que la
anomal´ıa pertenezca a cada una de las posibles soluciones.
Figura 4.1: Esquema de clasificacio´n a nivel de paquete
La figura 4.1 muestra el esquema de las fases en que se lleva a cabo la clasificacio´n
a nivel de paquete. El mo´dulo que etiqueta las probabilidades se basa en estrate-
gias de agrupamiento. El tipo del ataque es establecido mediante una red neuronal
convencional, siendo esta la primera fase del mo´dulo encargado de establecer la cla-
sificacio´n de la amenaza.
Por su parte, la figura 4.2 muestra el esquema de las fases en que se lleva a cabo
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Figura 4.2: Esquema de clasificacio´n a nivel de traza
la clasificacio´n a nivel de traza. El algoritmo gene´tico es la segunda fase de la clasifi-
cacio´n del tipo del ataque, y tiene de entrada las salidas de las clasificaciones a nivel
de paquetes para cada una de las traza a analizar. Una vez generadas las alertas y
establecidas sus clasificaciones, el sistema emite la salida conforme al formato es-
tandarizado de intercambio de mensajes entre Sistemas de Deteccio´n de Intrusiones
conocido como IDMEF [1]. De esta manera se facilita su integracio´n como sensor
en sistemas Honeynet y se permite su interoperabilidad con otros sistemas de corre-
lacio´n de alertas, como por ejemplo el conocido Acarm-ng [69], que adema´s puede
aportar su interfaz gra´fica.
Figura 4.3: Ejemplo de salida convertida al formato IDMEF
La figura 4.3 contiene parte del co´digo traducido al esta´ndar IDMEF generado
a la salida del sistema de APACS en uno de los diversos experimentos realizados.
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4.2. Mo´dulo de etiquetado cuantitativo
Un NIDS analiza el tra´fico de la red paquete por paquete, y una vez lanzada
una alerta, la informacio´n inicial de la que se dispone es la proporcionada por los
propios campos del paquete. Adema´s puede consultar la informacio´n correspondiente
al detector, as´ı como la regla que la ha activado, las caracter´ısticas de la regla que
la ha generado o las caracter´ısticas generadas para el paquete analizado. El mo´dulo
clasificador de probabilidades tiene como objetivo principal determinar el grado en
que una alerta ha sido emitida debido a una amenaza real. Para ellos se basa en la
distancia entre las caracter´ısticas que activan la alerta y las caracter´ısticas generadas
al analizar el paquete. El establecimiento de los distintos grupos de probabilidad se
lleva a cabo mediante un proceso de agrupamiento previo a la etapa de deteccio´n.
Este proceso esta´ integrado en el entrenamiento del NIDS. Durante su desarrollo,
se procede a la etiquetacio´n de los grupos en funcio´n de los conjuntos de trazas de
tra´fico empleados en el entrenamiento del mo´dulo detector. Una vez terminada esta
fase, el sistema de correlacio´n de alertas puede establecer de una manera eficiente el
grupo al que pertenece la alerta generada por el paquete.
Figura 4.4: Mo´dulo clasificador de probabilidades
En la figura 4.4 se muestra el esquema del mo´dulo clasificador de las probabili-
dades de las alertas. En total se compone de las siguientes dos fases.
Fase 1: entrenamiento y creacio´n de caracter´ısticas del tra´fico leg´ıtimo
Uno de los aspectos claves para que el NIDS funcione correctamente es la re-
presentacio´n del espectro que genera el modo de uso habitual y leg´ıtimo de la red.
En esta fase, el sistema inicializa y rellena las estructuras que representan el tra´fico
leg´ıtimo de la red que protege el NIDS. Esta etapa corresponde a la inicializacio´n y
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al entrenamiento base del NIDS. De hecho, utilizan las mismas estructuras.
Fase 2: agrupamiento y etiquetado
Para llevar a cabo el agrupamiento, ha sido modificado el entrenamiento del NIDS
para que al generar las reglas, se cree un fichero con los valores de las caracter´ısticas
generadas para el paquete ma´s representativo del ataque, y las caracter´ısticas de
referencia del tra´fico leg´ıtimo obtenidas en el paso anterior. El objetivo es hallar el
porcentaje de error entre ambos valores. De esta manera, es posible definir el grado
en que se parecen, y es posible la creacio´n de grupos conocidos como clusters, que
puedan clasificarlos. Una vez finalizadas las fases del entrenamiento, no solamente
se genera el conjunto de reglas necesarias para la deteccio´n, sino que se ha hallado
los valores centrales de los grupos en que se va a clasificar el tra´fico. Los grupos
con los ma´s bajos corresponden a aquellos que ma´s se parecen al entrenamiento de
referencias, es decir, al modo de uso habitual y leg´ıtimo de la red. Por el contrario,
lo que tienen mayor porcentaje de error, tienen una mayor probabilidad de tratarse
de verdaderas amenazas.
4.3. Mo´dulo de etiquetado cualitativo
El objetivo del mo´dulo de clasificacio´n del tipo de ataque es definir cualitati-
vamente la naturaleza de las alertas generadas por el NIDS. Para ello es necesario
disponer de una base de conocimiento adecuada al tipo de amenazas con las que se
va a lidiar. Si la base del conocimiento contiene una recopilacio´n precisa y completa
del contenido malintencionado propio del medio en que se lleva a cabo el despliegue,
las anomal´ıas podr´ıan dejar de ser fluctuaciones del uso de la red respecto al modo
de uso habitual leg´ıtimo y podr´ıan pasan a ser ataques catalogados segu´n el criterio
que se considere apropiado. Es importante resaltar que el objetivo de la propuesta
no abarca la elaboracio´n de una compleja base del conocimiento sobre ataques. El
objetivo es disen˜ar el co´mo llevar a cabo dicha clasificacio´n de una manera eficiente,
en sincron´ıa con las necesidades del NIDS.
A modo de sugerencia a la hora de elaborar dicha clasificacio´n, en el an˜o 2011
R. Hunt et al. [70] propusieron las pautas para llevar a cabo futuras taxonomı´as de
ataques en sistemas informa´ticos, teniendo en cuenta factores co´mo los sistemas a
los que afectan, el tipo de red en que trabajan o por ejemplo las propias estrate-
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gias de los ataques. Actualmente existen muchas clasificaciones completas, algunas
generales como por ejemplo la taxonomı´a AVOIDIT [71] de S. Shiva et al. y otras
espec´ıficas como por ejemplo la propuesta por Gruschka et al. [72] para ataques
contra sistemas Cloud.
Antes de explicar co´mo se ha aplicado la base del conocimiento en los experimen-
tos realizados, es conveniente apuntar que para que la clasificacio´n sea correcta, se ha
de disponer de conjuntos de ataques para el entrenamiento correspondientes a cada
una de las caracter´ısticas que van a considerarse en el etiquetado. De esta manera,
si por ejemplo para asociar una alerta a una clase es necesario que se cumplan dos
propiedades, se debe disponer de tra´fico representativo que permita identificar esas
dos propiedades. Dichas colecciones de tra´fico son utilizadas para generar distintos
conjuntos de reglas, partiendo de una misma representacio´n de tra´fico leg´ıtimo.
Por su parte, la fase de generacio´n de las reglas del NIDS para cada amenaza se
va a llevar a cabo por separado. El objetivo de esto es conocer que´ grupo de reglas
se asocia con cada caracter´ıstica.
La figura 4.5 muestra el esquema de entrenamiento para la obtencio´n de los
conjuntos de reglas asociados a cada caracter´ıstica. Como puede verse, tanto la ini-
cializacio´n como el modelado del tra´fico leg´ıtimo son comunes. A partir de entonces,
para cada caracter´ıstica se lleva a cabo un entrenamiento en el que se extrae el con-
junto de reglas producido por la coleccio´n de ataques que la contienen.
60
Cap´ıtulo 4. APACS: Sistema de correlacio´n de alertas para NIDS
basados en anomal´ıas que analizan la carga u´til del tra´fico
Figura 4.5: Esquema del entrenamiento del clasificador cualitativo
Finalmente se unifican las reglas generadas para cada caracter´ıstica. Cuando el
NIDS analiza el contenido de un paquete, pueden activarse varias reglas a la vez.
El mo´dulo clasificador de probabilidades indica la probabilidad de que se traten de
amenazas reales, y el mo´dulo de clasificacio´n de los ataques procesa cada una de las
reglas activadas, con el fin de poder etiquetar la amenaza.
4.3.1. Mo´dulo de clasificacio´n a nivel de paquete
El mo´dulo de clasificacio´n a nivel de paquete tiene como objetivo establecer
la clasificacio´n de cada uno de los paquetes que atraviesan el NIDS, en funcio´n
de las reglas que se activan en su fase de deteccio´n. Se trata de un mo´dulo de
respuesta ra´pida, y que bajo ninguna circunstancia debe penalizar el procesamiento
en tiempo real del tra´fico a analizar. Como posteriormente se explica, esta condicio´n
precisamente ha sido la que ha llevado a elegir una implementacio´n mediante redes
neuronales artificiales. Antes de explicar las caracter´ısticas de la red neuronal que
4.3. Mo´dulo de etiquetado cualitativo 61
lleva a cabo la clasificacio´n y de profundizar en su entrenamiento, es importante
entender la base de reglas que genera las clasificaciones en funcio´n de la base del
conocimiento seleccionada.
Base de reglas
Hablar de una base de reglas cuando se ha comentado la decisio´n del uso de
una red neuronal para establecer la presente clasificacio´n puede parecer extran˜o. Sin
embargo, detra´s de la red neuronal se encuentra este mecanismo, ya que mediante su
aplicacio´n se ha generado las muestras que se emplean para establecer su conjunto
de entrenamiento. Para la generacio´n de la base de reglas se ha tenido en cuenta
varias consideraciones iniciales:
Los paquetes con contenido ano´malo pueden activar ma´s de una regla.
Cada conjunto de reglas de los entrenamientos representa una caracter´ıstica
El sistema ha de tener cierta tolerancia a errores. En consecuencia, se tiene
en consideracio´n que parte de las reglas que se activan al analizar un paquete
pueden ser ruido.
Un paquete esta´ compuesto por uno o varios fragmentos. Normalmente el
malware llega en varios fragmentos, debido a las restricciones de la unidad
de trasnferencia ma´xima de la red MTU (Maximum Transmission Unit), por
lo que existe la posibilidad de que la misma regla se active dos veces para el
mismo paquete, pero en distintos fragmentos.
Las caracter´ısticas que van a considerarse en la base de reglas, son conjuntos de
reglas del NIDS representadas como el conjunto
Caracteri´sticas = {C0, C1, C2, · · · , Cn−1}
Cada una de ellas esta´ definida por un grupo de reglas de deteccio´n. Para un mejor
tratamiento, han sido ordenadas en funcio´n de la caracter´ıstica que representan. Sea
m el total de reglas generadas por los distintos entrenamientos, se define el conjunto
de reglas como
Reglas = {R0, R1, R2, · · · , RM−1}
Por lo tanto cada caracter´ıstica Ci perteneciente al conjunto de caracter´ısticas tal
que 0 ≤ i < n − 1, es definida por una subseccio´n de reglas del conjunto de las
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reglas. Si su regla inicial esta´ en la posicio´n p y su regla final esta´ en la posicio´n q,
la caracter´ıstica Ci esta´ definida como
Ci = {Rp, Rp+1, Rp+2, · · · , Rq}
Conviene aclarar que puede darse el caso de que dos reglas sean iguales, ya que
una anomal´ıa puede tener ma´s de una caracter´ıstica. Esta situacio´n se soluciona
generando varias reglas diferentes pero con el mismo contenido, cada una asociada
al rango de cada una de sus caracter´ısticas. Por u´ltimo se definen las categor´ıas como
un conjunto
Categori´as = {E0, E1, E2, · · · , ET−1}
Las categor´ıas son las diferentes clasificaciones que puede hacer la base de reglas. Al
menos existe una categor´ıa en cada base de reglas, la categor´ıa “anomal´ıa no defini-
da”que es la clasificacio´n por defecto de aquel contenido que no haya sido etiquetado
de ninguna otra manera.
Ahora vamos a suponer que al mo´dulo de deteccio´n llega un paquete. El ana´lisis
pasa por todas las reglas y si su carga u´til alberga contenido ano´malo saltara´n una
o varias de ellas. Adema´s es posible que algunas de esas reglas se repitan en sus
fragmentos, por lo que es necesario considerar la frecuencia de aparicio´n de cada
regla por paquete. El proceso de clasificacio´n se lleva a cabo de la manera que se
explica a continuacio´n.
Paso 1
Se cuenta el nu´mero de veces que se activa cada regla al analizar el paquete
Paso 2
Se cuenta el nu´mero de veces que se han activado reglas correspondientes a ca-
da caracter´ıstica. A ese valor le le denomina puntuacio´n de las caracter´ısticas.
Formalmente se define de la siguiente manera: sea la caracter´ıstica Ci perte-
neciente al conjunto de caracter´ısticas tal que 0 ≤ i < n − 1, estara´ definida
por una subseccio´n de reglas del conjunto de reglas. Si su regla inicial esta´ en
la posicio´n p y su regla final esta´ en la posicio´n q, la caracter´ıstica Ci tal que
Ci = {Rp, Rp+1, Rp+2, · · · , Rq}
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Siendo frec(K) el nu´mero de veces que se ha activado la regla que ocupa la
posicio´n K.
Paso 3
Una vez obtenida la puntuacio´n de cada caracter´ıstica, se ordenan de mayor a
menor. De esta manera se da predileccio´n a aquellas caracter´ısticas que tienen
mayor puntuacio´n. A la lista ordenada de ahora en adelante la llamaremos
ORD, y para consultar la caracter´ıstica que ocupa cada una de sus posiciones
se accede mediante ORD(i) , tal que 0 ≤ i < n − 1. De esta manera el valor
ORD(0) contiene la caracter´ıstica de mayor puntuacio´n, ORD(1) contiene la
caracter´ıstica con la segunda mayor puntuacio´n y la caracter´ıstica ORD(n−1)
contiene la caracter´ıstica con la puntuacio´n ma´s baja.
Hay que tener cuidado con los casos en que dos caracter´ısticas tengan la misma
puntuacio´n. Para ello se establece una tabla de desambigu¨aciones compuesta
por cada una de las caracter´ısticas y su peso asociado. El peso se asigna en
funcio´n a la base del conocimiento elegida, y para que la tabla sea efectiva
no puede haber dos caracter´ısticas con el mismo peso. En el caso de que dos
caracter´ısticas tengan la misma puntuacio´n, se consultan sus pesos en dicha
tabla. Al insertarse en ORD se colocaran en las primeras posiciones las carac-
ter´ısticas con mejor peso, solucionando as´ı el conflicto.
Paso 4
Una vez generada la lista ordenada ORD basta con consultar la base de reglas
para establecer una clasificacio´n. La decisio´n se lleva a cabo considerando las
caracter´ısticas ma´s representativas, es decir, la de mejor puntuacio´n.
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Nu´mero Regla Clasificacio´n
1 Si Ord(0) = Co Y Ord(1) = C1 Eo
2 Si Ord(0) = C1 Y Ord(1) = C0 Eo
3 Si Ord(0) = Co Y Ord(1) = C2 Y Ord(2, · · · , n− 1) = ∅ E1
4 Si Ord(0) = C2 Y Ord(1) = C0 Y Ord(2, · · · , n− 1) = ∅ E1
5 Si Ord(0) = C2 Y Ord(1, · · · , n− 1) = ∅ E2
6 Si Ord(0) = C1 Y Ord(1, · · · , n− 1) = ∅ E3
7 Si Ord(0) = Co Y Ord(1) = C3 E4
8 Si Ord(0) = C3 Y Ord(1) = C0 E4
9 Si Ord(0) = C3 Y Ord(1, · · · , n− 1) = ∅ E5
10 Si Ord(0) = C1 Y Ord(1) = C3 E6
11 Si Ord(0) = C3 Y Ord(1) = C1 E6
12 Else E7
Tabla 4.1: Base de reglas a nivel de paquete
La tabla 4.1 muestra un ejemplo de base de reglas que considera las dos ca-
racter´ısticas ma´s representativas del paquete y establece una clasificacio´n. En este
ejemplo se definen:
Caracteri´sticas = {C0, C1, C2, C3}
Categori´as = {E0, E1, E2, E3, E4, E5, E6, E7}
Para cada una de las cuatro caracter´ısticas se ha hecho un entrenamiento espec´ıfico
y se ha generado su conjunto de reglas. Para establecer una clasificacio´n basta con
aplicar la regla correspondiente. En el ejemplo hay reglas que requieren de dos ca-
racter´ısticas e ignoran el valor del resto (1, 2, 7, 8, 10, 11) y otras que requieren que el
resto de caracter´ıstica haya tenido una puntuacio´n nula (3, 4, 5, 6, 8). Algunas tienen
en consideracio´n ma´s de una caracter´ıstica, y la u´ltima regla es la que se activa por
defecto estableciendo la etiqueta E7 en aquellos paquetes cuyo contenido no se haya
podido identificar.
Como puede verse, la generacio´n de la base de reglas depende directamente de
la base del conocimiento. De esta manera, si por ejemplo la caracter´ıstica C0 corres-
ponde a “presencia de te´cnicas de ofuscacio´n de malware”, y la caracter´ıstica C1 a
“presencia de te´cnicas de desbordamiento de buffer”, la regla 1 de la tabla puede
traducirse de forma natural como “si la mayor parte de reglas del NIDS que han
saltado corresponden con presencia de malware ofuscado y presencia de te´cnicas de
desbordamiento de buffer entonces su etiqueta es E0”. Donde la clasificacio´n E0
podr´ıa indicar “intento de explotacio´n de desbordamiento de pila a trave´s malware
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ofuscado”.
Si Adema´s la caracter´ıstica C3 fuera “presencia de mecanismo de control remoto”,
las reglas 7 y 8 pueden traducirse a lenguaje normal como “Si la mayor parte de las
reglas del NIDS que han saltado corresponden con la presencia de malware ofuscado
y mecanismos de control remoto, entonces su etiqueta es E4”. E4 podr´ıa indicar
“presencia de trojano”.
Clasifiacio´n mediante redes neuronales artificiales
Una vez establecida la base de reglas se procede al disen˜o de la red neuronal
artificial. Los para´metros de entrada corresponden con cada una de las caracter´ısticas
que se emplean en la base de reglas para establecer las clasificaciones, es decir, tiene n
entradas correspondientes a C0, C1, C2, · · · , Cn−1 caracter´ısticas. Cada una de ellas
acepta un rango de valores v tales que 0 ≤ v < 1, indicando el porcentaje de la




El valor de salida representa hasta T valores coincidiendo con las E0, E1, E2, · · · , ET−1
posibles clasificaciones. La salida tiene un valor S tal que 0 ≤ S < 1. En la fase de










Tabla 4.2: Etiquetados para la clasificacio´n de paquetes
En la tabla 4.2 se puede ver un ejemplo de salidas asociadas a las clasificaciones
de la base de reglas mostrada en la tabla 5.1. El resto de caracter´ısticas elegidas
para la red neuronal del ejemplo vienen resumidas en la tabla 4.3.
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Caracter´ıstica
Nu´mero de Entradas: T
Nu´mero de Salidas: 1
Nu´mero de Capas: 3 (1 oculta)
Porcentaje de error: 0.001
Nu´mero Ma´ximo de etapas: 50000000
Nu´mero de Capas Ocultas: 1
Funcio´n de Activacio´n: Elliot
Tabla 4.3: Para´metros de configuracio´n de la red neuronal
A excepcio´n de las condiciones de entrada y salida de la red neuronal, tanto
la topolog´ıa como el resto de consideraciones de disen˜o pueden adaptarse a las
necesidades de la base de reglas. Como ya se menciono´, el entrenamiento de la
red resulta largo y tedioso, as´ı que es recomendable establecer una red que permita
alcanzar el error deseado en un tiempo razonable, y que sea capaz de dar la suficiente
precisio´n al clasificador. En la red neuronal del ejemplo se ha optado por usar la
funcio´n de activacio´n Elliot implementada en las librer´ıas FANN para C con las
que se desplego´ la red. El motivo fue emp´ırico. El proceso de entrenamiento era
aparentemente mucho ma´s ra´pido que con las funciones de activacio´n cla´sicas como
la lineal o la sigmoidal.
F.Elliot span: 0 < y < 1
y = ((x*s) / 2) / (1 + |x*s|) + 0.5
d = s*1/(2*(1+|x*s|)*(1+|x*s|))
Los resultados obtenidos fueron bastante buenos, con un porcentaje de acierto
del 96,7 % en la etiquetacio´n. No obstante, las caracter´ısticas del disen˜o se deben
elegir en funcio´n de los requisitos del sistema a desplegar.
Entrenamiento de la red neuronal artificial
Otro de los aspectos importantes a tener en cuenta sobre el clasificador de pa-
quetes, es el proceso de entrenamiento. Sera´ precisamente esta fase la que decida lo
bien o mal que va a funcionar el sistema. En el entrenamiento se utiliza directamen-
te la base de reglas. Cada una de las muestras del entrenamiento es un vector de n
posiciones que representan las n puntuaciones de las n caracter´ısticas y un valor de
salida que representa la clasificacio´n que debe tener. El proceso de generacio´n de las
muestras se lleva a cabo en cuatro pasos.
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Paso 1
Se elige aleatoriamente una posicio´n del vector y se le asigna un valor entero
aleatorio mayor que 0 y menor que una cota establecida previamente (en el
ejemplo se establecio´ en 50). De esta manera es posible asegurarse que la
muestra al menos contenga representacio´n de una caracter´ıstica.
Paso 2
Para el resto de posicione del vector se decide su representacio´n mediante
la generacio´n de un nu´mero aleatorio. Si el numero generado es inferior a
un factor de aparicio´n tambie´n pre-establecido (en el ejemplo se establecio´ en
0.15), tendra´ representacio´n. Al igual que en el paso 1, en este caso se le asigna
un valor de aleatorio que represente su puntuacio´n.
Paso 3
Se sustituye cada posicio´n del vector por el porcentaje de la puntuacio´n total
que representa.
Paso 4
Aplicando la base de reglas, se establece una clasificacio´n del vector. Como
anteriormente se menciono´, es necesario ordenarlo de mayor a menor, y se ha
de contar con la correspondiente tabla de desambigu¨acio´n en funcio´n de la base
del conocimiento. El ordenamiento de mayor a menor se considera u´nicamente
para decidir la salida que el clasificador debe generar. Los valores del vector
de cada una de las muestras permanecen como resultan del paso 3, ahorrando
el coste del algoritmo de ordenamiento. Cada posicio´n del vector va a ser la
entrada de cada una de las entradas de la red neuronal en el entrenamiento.
El valor asociado a la clasificacio´n es la salida deseada.
Una vez generado un conjunto de muestras lo suficientemente grande, se pasa al
proceso de entrenamiento. Como en cualquier red neuronal, se calibran los pesos de
las neuronas mediante iteraciones sobre las muestras hasta que las salidas generen
un error inferior al establecido (0.001 en el ejemplo) o hasta haber concluido en
nu´mero de iteraciones ma´ximas. En ese momento concluye la fase de entrenamiento.
Experimento local
Para clasificar el tra´fico con la red neuronal, basta con generar un vector de n
entradas, donde n es el nu´mero de categor´ıas que se consideran para la etiquetacio´n.
De esta manera
V = {V0, V1, ..., V2, V3}
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Donde cada Vi tal que 0 ≤ i < n representa la frecuencia de aparicio´n normalizada
de reglas del conjunto de la caracter´ıstica Ci que han activado una alerta en la fase
de deteccio´n. Una vez introducidos los datos, la red neuronal devolvera´ un valor z,
tal que 0 ≤ z < 1 , que identifica la etiqueta correspondiente a la clasificacio´n de la
anomal´ıa.
Ejemplo de aplicacio´n
Para probar la tasa de aciertos de las redes neuronales implementadas, se ha
tomado como referencia una generacio´n de muestras similar a la del entrenamiento.
La base del conocimiento de los experimentos se manifiesta en la base de reglas que
en el apartado anterior se mostraron como ejemplo.
Caracter´ıstica Significado
CO Presencia de te´cnicas de ofuscacio´n de malware
C1 Presencia de te´cnicas de desbordamiento de buffer
C2 Actividad ano´mala relacionada con Cloud Computing
C3 Presencia de mecanismo de control remoto
Tabla 4.4: Caracter´ısticas del experimento a nivel de paquete
Etiqueta Significado
EO Desbordamiento de pila a trave´s de malware ofuscado
E1 Infiltracio´n de malware ofuscado en sistema Cloud
E2 Actividad ano´mala relacionada con Cloud
E3 Te´cnicas de desbordamiento de buffer
E4 Control remoto mediante troyano
E5 Mecanismos de control remoto
E6 Escalada de privilegios para control remoto
E7 Anomal´ıa no identificada
Tabla 4.5: Clasificaciones del experimento a nivel de paquete
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Nu´mero Regla Clasificacio´n
1 Si Ord(0) = Co Y Ord(1) = C1 Eo
2 Si Ord(0) = C1 Y Ord(1) = C0 Eo
3 Si Ord(0) = Co Y Ord(1) = C2 Y Ord(2, · · · , n− 1) = ∅ E1
4 Si Ord(0) = C2 Y Ord(1) = C0 Y Ord(2, · · · , n− 1) = ∅ E1
5 Si Ord(0) = C2 Y Ord(1, · · · , n− 1) = ∅ E2
6 Si Ord(0) = C1 Y Ord(1, · · · , n− 1) = ∅ E3
7 Si Ord(0) = Co Y Ord(1) = C3 E4
8 Si Ord(0) = C3 Y Ord(1) = C0 E4
9 Si Ord(0) = C3 Y Ord(1, · · · , n− 1) = ∅ E5
10 Si Ord(0) = C1 Y Ord(1) = C3 E6
11 Si Ord(0) = C3 Y Ord(1) = C1 E6
12 Else E7
Tabla 4.6: Base de reglas del experimento a nivel de paquete
Como puede verse en las tablas 4.4, 4.5 y 4.6, se trata de una pequen˜a base
del conocimiento para probar el sistema que habr´ıa que ampliar considerablemen-
te para su uso en entornos reales. Para llevar a cabo las pruebas se ha disen˜ado
una herramienta parecida a la empleada para la generacio´n del conjunto de entre-
namiento. Dicha herramienta genera una serie de muestras aleatorias, y comprueba
si el resultado que genera la red neuronal coincide con el que genera la base de reglas.
En total se probaron 50.000 muestras obteniendo una tasa de acierto del 96,7 %.
La red neuronal implementada coincide con la explicada a modo de ejemplo en la
subseccio´n anterior, y variaciones sobre ella podr´ıan producir un mejor comporta-
miento. Los resultados del experimento han sido satisfactorios, aunque con un ajuste
mejor de la red neuronal, podra´n llegar a ser au´n mejores. Es importante considerar
que con la configuracio´n del ejemplo, despues de muchas horas de entrenamiento no
se alcanzo´ el porcentaje de error del 0.001 %, deteniendose el proceso de entrena-
miento al llegar al ma´ximo nu´mero de iteraciones. Los resultados se muestran en la
figura 4.6
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Figura 4.6: Resultados del experimento a nivel de paquete
4.3.2. Mo´dulo de clasificacio´n a nivel de traza
En un primer disen˜o, el mo´dulo de correlacio´n de alertas lo integraban tan solo
los dos mo´dulos anteriores. Esa decisio´n completaba el modelo h´ıbrido, cubriendo
de esta manera las necesidades de clasificacio´n en tiempo real. Pero a la hora de
revisar el trabajo, aparecieron varios aspectos nuevos y relevantes que era necesario
considerar.
El primero de ellos es que el NIDS analiza la carga u´til del tra´fico analizado, y
por lo tanto, esta´ especializado en la deteccio´n de malware. La reconstruccio´n
del escenario es apropiada para la identificacio´n de ataques distribuidos, pero
en este caso no es la mejor opcio´n.
En consecuencia, es necesario destacar la necesidad de obtener una clasificacio´n
a nivel de traza. El contexto en el que se ha detectado un paquete ano´malo, o un
conjunto de paquetes ano´malos incluye informacio´n valiosa que es conveniente
considerar.
Por otro lado, el estudio forense de las trazas de un ataque, debe llevar infor-
macio´n a nivel de paquete y a nivel de traza. De esta manera el operador puede
conocer el tipo de amenaza que han comprometido sus sistemas, y comprobar
paquete a paquete su composicio´n.
Algunas te´cnicas de ataque, como las de denegacio´n de servicio [74] o las de
reconstruccio´n de paquetes conocidas como packet crafting [75], se detectan
con mayor facilidad considerando los paquetes como un conjunto en lugar de
individualmente.
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La extraccio´n y etiquetacio´n de trazas de ataques maliciosos, permiten generar
conjuntos de entrenamiento con los que el NIDS puede ser entrenado. De esta
manera, es posible fortalecerlo frente a futuros ataques similares.
A vista de estos problemas, se ha decidido an˜adir un mo´dulo clasificador a nivel
de trazas al sistema. Antes de continuar es importante definir lo que de ahora en
adelante va a considerarse como traza. Para APACS el concepto de traza se define
como un conjunto de paquetes que circulan a lo largo de una red durante un inter-
valo de tiempo concreto.
A partir de esta definicio´n surge un nuevo problema: la decisio´n del periodo de
tiempo que va a delimitar las trazas que van a ser analizadas por el sistema de
correlacio´n de alertas. Si el uso de dicho sistema corresponde a un ana´lisis forense,
entonces el problema se reduce; El estudio comienza cuando el sistema ha sido com-
prometido.
Pero para un clasificador en tiempo real, como es el caso de APACS, no se trata
de un problema trivial. Aunque se haya podido detectar un intento de intrusio´n, es
complicado establecer el punto preciso de corte. La decisio´n tomada a la hora de
implementar el sistema de correlacio´n de alertas es dividir el tra´fico en secciones en-
marcadas en un mismo intervalo de tiempo o en un mismo nu´mero de paquetes. De
esta manera, el tra´fico queda seccionado en conjuntos de paquetes de dimensiones
parecidas. APACS etiqueta cada una de esas secciones de acuerdo a una base del
conocimiento parecida a la del apartado anterior, pero correspondiente a amenazas
que puedan darse distribuidas en varios paquetes.
Este tipo de segmentacio´n puede dificultar el acierto del clasificador, as´ı como
proveer al atacante de la capacidad de usar te´cnicas de evasio´n [76] para dificultar
el proceso de etiquetado. En el orden de evitar este tipo de amenazas, una condicio´n
esencial del disen˜o es que el etiquetado sea no determinista. Con un etiquetado no
determinista, el clasificador genera diferentes posibles clasificaciones para la traza en
funcio´n de patrones parecidos a su contenido. Para que esta condicio´n no obstruya
al operador que analice los resultados, se provee de un mecanismo que calcula la
probabilidad de que la etiqueta correcta sea cada una de las propuestas. Para poder
generar ese no determinismo, y calcular las probabilidades de acierto, el disen˜o se
ha llevado a cabo mediante la implementacio´n de un algoritmo gene´tico.
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Posiblemente esta decisio´n pueda crear controversia. La eleccio´n de un algoritmo
gene´tico no parece una decisio´n acertada para un sistema que trabaja en tiempo real.
Sin embargo, la sencillez del algoritmo hace que la penalizacio´n en base a su coste
del tiempo de ejecucio´n sea apenas significativa respecto a la del resto del sistema.
Por otro lado, esta penalizacio´n se produce cada cierto periodo de tiempo, es decir,
entre traza y traza analizadas. Esto refuerza el hecho de que su impacto sea muy
bajo. A efectos globales, es posible afirmar que este pequen˜o retraso es admisible de
cara a la informacio´n detallada que el mo´dulo va a generar. Adema´s si la amenaza
es muy clara y directa, sera´n los otros mo´dulos quienes se encarguen de clasificarla
a tiempo para forzar su interrupcio´n.
Algor´ıtmo gene´tico
El mo´dulo de clasificacio´n a nivel de trazas consiste en un algoritmo gene´tico
ba´sico [77]. Dichos algoritmos comenzaron a aplicarse como solucio´n a problemas de
co´mputo entre los an˜os 60 y 70 [78] [79], y posteriormente tambie´n se ofrecen como
alternativa a estrategias de clasificacio´n basadas en miner´ıa de datos [80]. Este tipo
de algoritmo tiene como caracter´ıstica el efectuar la bu´squeda de su solucio´n en base
a la probabilidad. De esta manera, si el algoritmo esta´ bien configurado, la solucio´n
tiene tendencia a converger en la denominada solucio´n o´ptima.
Este tipo de algoritmos hacen evolucionar una poblacio´n de individuos generada
a partir de los datos de entrada, sometie´ndola a acciones aleatorias semejantes a las
que actu´an en la evolucio´n biolo´gica (mutaciones y recombinaciones gene´ticas). A
continuacio´n se lleva a cabo a una seleccio´n de acuerdo con algu´n criterio, en funcio´n
de la cual se decide los individuos ma´s adaptados que van a sobrevivir, y los menos
aptos que sera´n descartados. En funcio´n de las caracter´ısticas de esos individuos se
construye la solucio´n.
El algoritmo gene´tico mediante el que se lleva el ana´lisis de las alertas generadas
a nivel de traza recibe como entrada las salidas del mo´dulo de clasificacio´n a nivel de
paquetes explicado en la seccio´n anterior. Basa´ndose en ellas, elabora una poblacio´n
inicial, y extrayendo los patrones representativos de cada individuo, tratara´ de que
encajen con los patrones correspondientes a una base del conocimiento relacionada
con trazas de ataques en lugar de paquetes. Si no existe un nu´mero importante de
individuos cuyos patrones coincidan, se realizan nuevos pasos evolutivos atendiendo
al esquema general de los algoritmos gene´ticos ba´sicos. A continuacio´n se exponen
los aspectos significativos del algoritmo gene´tico implementado.
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Poblacio´n y genotipo
Un individuo es definido como un vector de dimensio´n d que representa su ge-
notipo.
Genotipo = {C0, C1, · · · , Cd−1}
Cada valor Ci, 0 ≤ i < d corresponde al gen que ocupa la posicio´n i del vector. A
priori no va a establecerse un valor adecuado para d, ya que va a depender de la base
de reglas y otras cuestiones de disen˜o. El para´metro d elegido para los experimentos
tiene asociado el valor 6. La eleccio´n del mismo se basa en dos aspectos: por un lado,
cuanto menor sea d, menor riqueza tendra´ el genotipo de los individuos. Esto conlleva
una menor diversidad poblacional y por lo tanto deja ma´s al azar el nu´mero de pa-
sos necesarios para la convergencia, tambie´n incrementado las posibilidades de error.
En el otro lugar, la eleccio´n de valores excesivamente altos obstruyen la capacidad
del co´mputo de APACS en tiempo real. Debido a estos dos aspectos, es conveniente
elegir un valor lo ma´s alto posible que no comprometa el rendimiento del sistema.
Para rellenar el genotipo se va a crear un conjunto con todas las clasificaciones
que el mo´dulo de clasificacio´n de paquetes ha generado a lo largo de la traza a eti-
quetar. En este conjunto se puede repetir clasificaciones, de forma que aquellas que
han aparecido ma´s veces van a tener mayor representacio´n. Cada gen del genotipo
tiene un elemento de dicho conjunto asignado aleatoriamente. Esto da mayor pro-
babilidad de aparicio´n a las etiquetas ma´s repetidas en la traza, y un cierto grado
de aleatoriedad que otorga riqueza poblacional.
Figura 4.7: Ejemplo de generacio´n de genotipo
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La figura 4.7 muestra un ejemplo de generacio´n del genotipo de uno de los indi-
viduos de la poblacio´n. En e´l, un conjunto situado en la parte derecha representa las
distintas etiquetas generadas por el mo´dulo de clasificacio´n a nivel de paquetes, y el
vector de la derecha, un posible rellenado extrayendo aleatoriamente algunos de ellos.
En un algoritmo gene´tico, el concepto de poblacio´n se define como conjunto de
individuos que participan en la bu´squeda de la solucio´n o´ptima. En el disen˜o, se
habla de tres tipos de poblaciones
Poblacio´n inicial
La poblacio´n inicial es el conjunto de individuos que se genera inicialmen-
te a partir de los datos de entrada. Es integrada por un nu´mero mayor de
representantes que la poblacio´n de trabajo, ya que previamente al inicio del
propio algoritmo en s´ı, se establece una seleccio´n de sus mejores individuos
para formar parte de ella.
Poblacio´n de trabajo
La poblacio´n de trabajo inicialmente es constituida por los mejores individuos
de la poblacio´n inicial. Es la que interviene directamente durante la ejecucio´n
del algoritmo gene´tico y sobre la que se producen las operaciones de cruce y
mutacio´n.
Poblacio´n e´lite
La poblacio´n e´lite es el subconjunto de los mejores individuos de la poblacio´n
inicial. Se utiliza para determinar la solucio´n o´ptima, que como se explica ma´s
adelante, tiene como condicio´n que todos sus componentes hayan finalizado
con e´xito su encaje con algu´n patro´n correspondiente a alguna etiqueta de la
base del conocimiento.
Patrones asociados a genotipos
El mo´dulo de ana´lisis a nivel de trazas considera como patro´n a un vector repre-
sentativo de alguna de las posibles clasificaciones que pueda generar. Partiendo de
la definicio´n de patro´n
Patro´n = {Ca0, Ca1, · · · , CaT−1}
y considerando esta vez T como el nu´mero total de caracter´ısticas que son conside-
radas en la base del conocimiento, se denomina a Cai tal que 0 ≤ i < d como la
caracter´ıstica que ocupa la posicio´n i-esima de una ordenacio´n mayor a menor de las
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frecuencias de aparicio´n de las caracter´ısticas asociadas al genotipo de un individuo.
Figura 4.8: Ejemplo de obtencio´n del patro´n de un genotipo
La figura 4.8 muestra un ejemplo de obtencio´n del patro´n de un genotipo. En
este caso, el conjunto de caracter´ısticas es C = {C0, C1, C2, C3}. Se supone que el
genotipo se ha rellenado a partir de las clasificaciones llevadas a cabo para cada
paquete como se indica en la subseccio´n inmediatamente anterior. El patro´n que
produce es un vector que contiene todas las caracter´ısticas consideradas, y que se
encuentra ordenado de mayor a menor dependiendo de su frecuencia de aparicio´n.
De esta forma, la caracter´ıstica ma´s repetida es C2 con una frecuencia de aparicio´n
de 4, seguida de C0 con una frecuencia de aparicio´n de 3, seguida por C1 con una
frecuencia de aparicio´n de 1, y finalmente C3 con una frecuencia de aparicio´n de 0.
A la vista del uso de este tipo de patrones, vuelve a surgir un problema cuya
solucio´n tambie´n se explica en la seccio´n en que se define la base de reglas para el
mo´dulo de clasificacio´n a nivel de paquetes: la ambigu¨edad. La decisio´n del orden
de insercio´n en el patro´n de dos caracter´ısticas con la misma frecuencia de aparicio´n
se resuelve fa´cilmente mediante el uso de una tabla de desambigu¨acio´n. Dicha tabla
ha de plantearse en la fase de disen˜o, y es totalmente dependiente de la base del
conocimiento en que se basen las clasificaciones.
La tabla 4.7 muestra un ejemplo de los patrones asociados a cada una de las
reglas de una posible base del conocimiento de anomal´ıas a nivel de traza. En ella
se tiene en consideracio´n 4 caracter´ısticas c = {C0, C1, C2, C3}. Los caracteres ’-’
indican que puede tratarse de cualquier valor y el cara´cter ’∅’ que no puede haber
apariciones. Aunque esta base de reglas se parezca mucho a la del ejemplo del mo´dulo
de clasificacio´n de paquetes, no hay que confundirse: sus bases del conocimiento son
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Nu´mero Regla Patro´n Clasificacio´n
1 Si Ord(0) = C2 Y Ord(1) = C1 [2, 1,−,−] Eo
2 Si Ord(0) = C1 Y Ord(1) = C2 [1, 2,−,−] Eo
3 Si Ord(0) = C0 Y Ord(1) = C2 [0, 2,−,−] E1
4 Si Ord(0) = C2 Y Ord(1) = C0 [2, 1,−,−] E1
5 Si Ord(0) = C2 Y Ord(1, · · · , n− 1) = ∅ [0, ∅, ∅, ∅] E2
6 Si Ord(0) = C1 Y Ord(1, · · · , n− 1) = ∅ [1, ∅, ∅, ∅] E3
7 Si Ord(0) = C0 Y Ord(1) = C3 [0, 3,−,−] E4
8 Si Ord(0) = C3 Y Ord(1) = C0 [3, 0,−,−] E4
9 Si Ord(0) = C3 Y Ord(1, · · · , n− 1) = ∅ [3, ∅, ∅, ∅] E5
7 Si Ord(0) = C1 Y Ord(1) = C3 [1, 3,−,−] E6
8 Si Ord(0) = C3 Y Ord(1) = C1 [3, 1,−,−] E6
9 otras [−,−,−,−] E7
Tabla 4.7: Base de reglas del experimento a nivel de traza
totalmente distintas. Una considera caracter´ısticas y asociaciones en funcio´n de una
base del conocimiento a nivel del contenido de un paquete, y e´sta lo hace a partir
del contenido de un conjunto de paquetes, lo que implica que las caracter´ısticas y
las amenazas sean muy diferentes.
Funcio´n de aptitud y solucio´n o´ptima
En un algoritmo gene´tico la funcio´n de aptitud tiene como objetivo evaluar cuan-
to de bueno o de apto para el cruce es un individuo. A partir de ella se va a definir
el concepto de solucio´n o´ptima, por lo que es conveniente entender su comporta-
miento. Para calcular la aptitud de cada individuo, se lleva a cabo una comparacio´n
entre el patro´n asociado al genotipo de dicho individuo, y una serie de patrones
conocidos establecidos a partir de una base de conocimiento similar a la explicada
para el mo´dulo clasificador a nivel de paquetes. La medida en que se lleva a cabo la
comparacio´n es a trave´s de la distancia de Levenshtein.
La distancia de Levenshtein se usa habitualmente en las ciencias de la compu-
tacio´n para calcular el grado de similitud entre dos vectores, que es lo que son los dos
patrones. En el an˜o 1965 se definio´ [81] para calcular el nu´mero de pasos necesarios
para convertir una cadena de caracteres en otra mediante operaciones de insercio´n,
eliminacio´n o sustitucio´n. Se la considera una generalizacio´n de la conocida distancia
de Hamming [82] comu´nmente empleada para la comprobacio´n del nu´mero de erro-
res en env´ıos por redes. Pero al contrario que la distancia Levenshtein, la distancia
de Hamming u´nicamente considera la operacio´n de sustitucio´n, lo que es ma´s que
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suficiente para llevar a cabo un conteo a nivel de bits.
Cuando la funcio´n de aptitud devuelve el valor 0, no es necesario realizar ope-
raciones sobre el primer vector para transformarla en el segundo vector, debido a
que desde un primer momento se trata de vectores ide´nticos. El primer vector es
el patro´n asociado al genotipo del individuo y el segundo es el patro´n asociado a
alguna de las clasificaciones posibles. Para calcular el valor de aptitud se calcula la
distancia Levenshtein entre el patro´n del individuo y cada una de las clasificaciones,
y se devuelve el menor de los resultados obtenidos, es decir, la mejor comparacio´n.
Considerando este punto, la solucio´n o´ptima va a ser aquella en que la poblacio´n
e´lite al completo tenga un valor de aptitud 0, es decir, que todos sus individuos
coincidan con al menos uno de los patrones.
Operadores de cruce y mutacio´n
La decisio´n del comportamiento de los operadores de cruce y mutacio´n debe de-
pender del resto de caracter´ısticas de disen˜o, como por ejemplo la longitud d del
genotipo o el nu´mero de caracter´ısticas que tiene en consideracio´n la base del cono-
cimiento. Tambie´n es condicionada por las caracter´ısticas que se esperen del sistema,
como el grado de precisio´n o la diversidad de las soluciones. En lo referente a estos
aspectos, se detalla los operadores implementados para los experimentos realizados
dando pie a que futuros trabajos replanteen el uso de los mismos.
La operacio´n de cruce en la implementacio´n consiste en establecer aleatoriamente
una posicio´n pivote comu´n a los genotipos de los dos individuos que intervienen, e
intercambiar sus extremos. Como resultado, el primer individuo conserva los genes
de su extremo izquierdo, pero su extremo derecho corresponde a los genes del otro
individuo antes del cruce. Con los otros dos extremos ocurre precisamente el caso
opuesto. De esta manera los genotipos de los vectores producen un intercambio a
partir del pivote de sus genotipos originales.
La operacio´n de mutacio´n recorre los distintos genes de un individuo. Para cada
uno de ellos existe una probabilidad denominada probabilidad de mutacio´n que
decide si el gen permanece en su estado original o es sustituido por una caracter´ıstica
al azar proveniente del conjunto con el que se generaron los genes iniciales, y que
como se indica en una subseccio´n anterior, recolecta las clasificaciones generadas
para cada uno de los paquetes que integran la traza.
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Algor´ıtmo gene´tico
El algoritmo gene´tico de APACS comienza con la creacio´n de una poblacio´n
inicial a partir de la etiquetacio´n establecida para cada uno de los paquetes que
componen la traza a analizar, previamente efectuada por el mo´dulo clasificador a
nivel de paquetes. De esta poblacio´n inicial se elegira´ a los mejores individuos, es
decir, aquellos para los que la funcio´n de aptitud ha producido las salidas ma´s bajas.
Estos individuos integran la poblacio´n de trabajo, que es la que se tiene en cuenta
durante el resto del algoritmo.
La manera de avanzar hacia la solucio´n consiste en ir iterando una serie de ope-
raciones de cruce y mutacio´n hasta que se alcance la solucio´n o´ptima o hasta que se
haya realizado el nu´mero ma´ximo de iteraciones indicado. La importancia de este
u´ltimo para´metro es esencial, ya que en los casos en que la solucio´n o´ptima sea inal-
canzable, su valor va a determinar la precisio´n de la aproximacio´n a dicha solucio´n.
La operacio´n de cruce se lleva a cabo en un individuo si al calcular un valor
aleatoriamente, ha superado el porcentaje indicado por la probabilidad de cruce.
De esta manera, la probabilidad de cruce indica la probabilidad de que cada indi-
viduo de la poblacio´n de trabajo efectu´e la operacio´n de cruce. El otro individuo
que participa en ella se elige azarosamente de entre el resto de individuos. Una vez
que se ha producido un cruce, existe una posibilidad de que el resultado mute. La
probabilidad de mutacio´n indica el riesgo de que se produzca dicha mutacio´n.
Una vez finalizado el algoritmo, se procede al tratamiento de los resultados. Para
ello se recorre toda la poblacio´n en busca de individuos cuyo genotipo haya produci-
do patrones que encajen con los de la base del conocimiento. La frecuencia de encaje
con cada patro´n indica la probabilidad de que la traza del tra´fico coincida con la
etiqueta asociada a dicho patro´n.
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Figura 4.9: Ejemplo de clasificaciones mediante el algoritmo gene´tico
La figura 4.9 muestra un ejemplo de los resultados generados en uno de los expe-
rimentos. En esa prueba, la clasificacio´n no estaba clara y el sistema ha propuesto
un 40 % de probabilidades de que corresponda con la etiqueta asociada al patro´n 3
y un 60 % de que lo haga con la del patro´n 1. En una clasificacio´n determinista se
habr´ıa etiquetado u´nicamente correspondiendo con el patro´n de mayor frecuencia
de aparicio´n, lo que provocar´ıa una pe´rdida de informacio´n importante de cara a un
ana´lisis forense. El listado inferior contiene los para´metros que van a determinar el
comportamiento del algoritmo gene´tico de APACS y por lo tanto la calidad de las
salidas que genera.
Longitud del genotipo Es el valor d. Cuanto mayor sea su valor, aporta mayor
diversidad gene´tica, pero peor es el rendimiento.
Longitud de poblacio´n inicial Cuanto mayor sea la poblacio´n inicial, mejor sera´ la
poblacio´n de trabajo, pero peor es el rendimiento.
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Longitud de poblacio´n de trabajo Cuanto mayor sea la poblacio´n de trabajo,
aporta mayor diversidad gene´tica, pero peor es el rendimiento.
Longitud de poblacio´n elite Cuanto ma´s grande sea la poblacio´n elite, ma´s com-
pleta va a ser la salida del clasificador, ya que puede incluir ma´s posibles eti-
quetas. Adema´s proporciona mayor precisio´n, pero conlleva un mayor nu´mero
de iteraciones para alcanzar la solucio´n o´ptima, penalizando de esta manera
el rendimiento.
Probabilidad de cruce Cuanto mayor sea su valor, mayor sera´ la diversidad gene´ti-
ca. Valores excesivamente altos pueden disminuir la precisio´n del sistema, ge-
nerando una salida con mayor grado de aleatoriedad.
Probabilidad de mutacio´n Cuanto mayor sea su valor, mayor sera´ la diversidad
gene´tica. Valores excesivamente altos pueden disminuir la precisio´n del sistema,
generando una salida con mayor grado de aleatoriedad.
Nu´mero ma´ximo de iteraciones Cuanto ma´s alto mejor sera´ la solucio´n pero
existira´ una probabilidad mayor de penalizar el rendimiento.
Ejemplo de aplicacio´n
Para llevar a cabo las evaluaciones se han generado aleatoriamente distintos
conjuntos de supuestas clasificaciones para los paquetes que integran las trazas. La
tabla 4.8 muestra los para´metros asignados al algoritmo.
Para´metro Valor
Longitud del genotipo 6
Longitud de poblacio´n inicial 200
Longitud de poblacio´n de trabajo 50
Longitud de poblacio´n elite 10
Probabilidad de Cruce 0.3
Probabilidad de Mutacio´n 0.1
Nu´mero Ma´ximo de Iteraciones 500
Tabla 4.8: Configuracio´n del experimento a nivel de paquete
Se ha trabajado con la base de reglas que genera los patrones. La herramienta que
ha automatizado las pruebas es similar a la empleada para el mo´dulo de clasificacio´n
a nivel de paquetes y se basa en contrastar los resultados producidos por la base de
reglas para cada conjunto de clasificaciones de paquetes, con las salidas producidas
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por el mo´dulo de correlacio´n de alertas. Se han llevado a cabo 50.000 pruebas y los
resultados coinciden con los expuestos en la tabla 4.9.
Categor´ıa de aciertos Porcentaje
Aciertos como etiqueta ma´s probable 87,12 %
Aciertos como segunda etiqueta ma´s probable 12,43 %
Aciertos como tercera etiqueta ma´s probable 0,45 %
Total de aciertos 100 %
Tabla 4.9: Resultados del experimento a nivel de paquete
Como puede verse en la tabla 4.9, en todas las pruebas realizadas la solucio´n
propuesta por la base de reglas ha figurado en alguna de las posibles clasificaciones
generadas por el algoritmo gene´tico. En el 87,12 % se ha tratado de la clasificacio´n
marcada como la ma´s probable, en el 12,43 % como la segunda ma´s probable y en
el 0,45 % como la tercera ma´s probable. Adema´s de acertar con los resultados, el
mo´dulo de clasificacio´n a nivel de traza ha propuesto clasificaciones alternativas que
no ha considerado la base de reglas. Por lo tanto es posible afirmar que los resultados
han sido satisfactibles.
Figura 4.10: Resultados del experimento de clasificacio´n a nivel de trazas
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Cap´ıtulo 5
Resultados Experimentales
Para conocer hasta que´ punto han sido alcanzados los objetivos que se han ido
proponiendo a lo largo del presente trabajo, se han llevado a cabo diferentes experi-
mentos en un escenario real. Para ello se ha dispuesto de las capturas de tra´fico del
an˜o 2011 cedidas por el Centro de Ca´lculo de la Universidad Complutense de Madrid.
En este cap´ıtulo se explica detalladamente el escenario de las pruebas, y cada
uno de los experimentos realizados tomando como referencia el origen del conjunto
de tra´fico que interviene en ella, y cada uno de los sistemas propuestos.
5.1. Escenario de pruebas para la evaluacio´n
El escenario de pruebas para la evaluacio´n consiste en la integracio´n del NIDS
APAP [83] con el sistema de correlacio´n de alertas APACS.
En la figura 5.1 puede verse el esquema del escenario. A continuacio´n se explica
brevemente la configuracio´n de cada uno de sus componentes.
5.1.1. Configuracio´n de APAP
APAP (Advanced Payload Analyzer Preprocessor) es un Sistema de Deteccio´n
de Intrusiones en Redes basado en la identificacio´n de anomal´ıas en la carga u´til del
tra´fico de la red sobre la que opera, inspirado en la modificacio´n de la estrategia de
deteccio´n PAYL, denominada Anagram. Para ello lleva a cabo un modelado de los
patrones de uso habitual y leg´ıtimo del medio, permitiendo reconocer indicios de la
actividad que se desv´ıa de ellos. Esta estrategia resulta muy eficaz contra amenazas
desconocidas, y permite desenmascarar estrategias de evasio´n basadas en la ofus-
cacio´n de malware. Comparando dicho modelo con el de varios ataques conocidos
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Figura 5.1: Escenario de pruebas de evaluacio´n
se crea un conjunto de reglas que permiten detectar las anomal´ıas presentes en el
tra´fico de la red a proteger.
Al analizar el tra´fico, se lleva a cabo una comparacio´n entre el modelo generado
a partir del tra´fico a etiquetar, y los valores de las reglas de deteccio´n establecidas en
la fase de entrenamiento, correspondientes a actividades leg´ıtimas y maliciosas. De
esta manera es posible determinar si el tra´fico procesado es ano´malo o corresponde
al modo de uso habitual y leg´ıtimo de la red.
En la implementacio´n, APAP ha sido configurado como un mo´dulo preprocesa-
dor de otro NIDS, el conocido proyecto open source denominado Snort [84]. Snort
ha sido disen˜ado para monitorizar el tra´fico que circula por la red a la que brinda
proteccio´n, empleando las librer´ıas libpcap. El uso de dichas librer´ıas proporciona
una gestio´n sencilla y amigable de los paquetes que componen el tra´fico de la red,
pero tiene como contramedida, la tendencia a la generacio´n de cuellos de botella al
5.1. Escenario de pruebas para la evaluacio´n 85
auditar anchos de banda de ma´s de 2 Gbps. Este problema esta´ lejos de afectar al
escenario de evaluacio´n, ya que hasta la fecha, APAP no ha conseguido alcanzar la
capacidad de ana´lisis en tiempo real de 1 Gbps.
La decisio´n de integrar APAP en Snort parte de ventajosa arquitectura que
provee el popular NIDS. Se trata de una arquitectura jera´rquica similar a las que
presenta el esta´ndar ISO 18043 de NIDS [26].
Figura 5.2: Arquitectura de Snort
La figura 5.2 muestra la arquitectura jera´rquica de Snort. Como puede obser-
varse, Snort se compone de un conjunto de mo´dulos preprocesadores que analizan
el tra´fico de la red. Cada uno de ellos tiene una funcionalidad diferente: algunos
simplemente preparan la informacio´n con el fin de evitar te´cnicas de evasio´n que
exploten la falta de coherencia entre el sistema protegido y el NIDS. Por ejemplo los
mo´dulos Frag3 o Steam5 son parte de este grupo. Otros directamente se especiali-
zan en proteger un determinado servicio, como son el caso de HTTP Inspect, Pop o
SMTP Preprocessor. Y por u´ltimo esta´n los mo´dulos preprocesadores definidos por
el usuario.
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A trave´s de una base de reglas, Snort sintetiza las alertas emitidas por cada uno
de los mo´dulos preprocesadores. Gracias a esto, APAP puede complementarse con
el resto de preprocesadores, brindando una proteccio´n todav´ıa mayor. No obstante,
para el escenario de pruebas es interesante tratar las alertas de APAP por separado,
por lo que han sido redirigidas a un fichero de alertas ajeno a Snort, y almacenadas
acorde al esta´ndar IDEMF [1] para el intercambio de alertas.
APAP precisa de cuatro fases de entrenamiento: inicializacio´n, entrenamiento
base, entrenamiento de referencia y entrenamiento de valores Ks definitivos. La fase
de entrenamiento base y entrenamiento de referencias tienen como objetivo deter-
minar aquellas caracter´ısticas que representan de manera ma´s significativa el modo
de uso habitual y leg´ıtimo del sistema. Para ello se ha de disponer de un conjunto
de trazas de tra´fico leg´ıtimo.
Por otro lado, el entrenamiento en que se obtienen los valores Ks definitivos re-
quiere de un conjunto de trazas de tra´fico malicioso. En funcio´n de las caracter´ısticas
del experimento, el tra´fico malicioso es dividido en diferentes conjuntos, que permi-
tira´n distinguir entre las reglas generadas para cada uno de ellos. Esas reglas son las
encargadas de dirigir el etiquetado basado en criterios cualitativos llevado a cabo
por APACS, y que dan pie a la evaluacio´n del resto del sistema.
Como informacio´n adicional, es interesante mencionar que para recorrer la carga
u´til de los paquetes se ha elegido un taman˜o de ventana N-gram de dimensio´n 3,
acorde a las conclusiones presentadas en el trabajo de K. Riek et al. [85] y a los
aclaraciones de K. Wang et al. [86] acerca del uso de las estructuras Bloom Filter.
5.1.2. Configuracio´n de APACS
Una vez integrado APAP sobre Snort, se complementa mediante el sistema de
correlacio´n de alertas. De esta manera, APACS dispone en tiempo real de la infor-
macio´n proveniente de las alertas emitidas por el NIDS, que resulta imprescindible
para poder llevar a cabo su correcto etiquetado y un posterior agrupamiento. Como
se explico´ en el cap´ıtulo dedicado al sistema de correlacio´n de alertas APACS, se
cuenta con un mo´dulo de ana´lisis cuantitativo y un mo´dulo de ana´lisis cualitativo.
Las te´cnicas con que han sido implementados en los experimentos son las mismas
comentadas en los resultados parciales.
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Mo´dulo de ana´lisis cuantitativo
El mo´dulo de ana´lisis cuantitativo ha sido integrado en las fases de entrenamiento
de APAP. Para las pruebas en las que el conjunto de trazas de ataques son divididas,
los valores centrales de los grupos son obtenidos mediante los datos procedentes de
la unio´n de las distancias entre el tra´fico leg´ıtimo y el tra´fico malicioso, que han
generado las reglas de cada uno de los grupos. De esta manera, el agrupamiento va
a representar la unio´n de todos los grupos. El algoritmos de agrupamiento elegido
ha sido K-means [87], y se ha forzado la generacio´n de 6 grupos distintos.
Mo´dulo de ana´lisis cualitativo
El mo´dulo de ana´lisis cualitativo consta de una etapa de correlacio´n a nivel de
trazas y una etapa de correlacio´n a nivel de paquetes. La etapa de correlacio´n a
nivel de paquetes ha sido implementada mediante una red neuronal artificial. Para
ello se ha aprovechado la librer´ıa de C FANN [88]. Para cada experimento, dicha
red neuronal ha sido entrenada acorde a las necesidades de los conjuntos de trazas
de tra´fico. Las caracter´ısticas comunes vienen dadas por la tabla 5.1
Caracter´ıstica
Nu´mero de Entradas: T
Nu´mero de Salidas: 1
Nu´mero de Capas: 3 (1 oculta)
Porcentaje de error: 0.001
Nu´mero Ma´ximo de etapas: 50000000
Nu´mero de Capas Ocultas: 1
Funcio´n de Activacio´n: Elliot
Tabla 5.1: Configuracio´n del mo´dulo cualitativo de paquetes
La generacio´n del conjunto de entrenamiento depende de la base del conocimien-
to propuesta. Dichas base del conocimiento ha sido elaborada acorde a la explicacio´n
del cap´ıtulo que presenta APACS, y dadas sus singularidades, sera´n definidas expl´ıci-
tamente al enunciar cada prueba de evaluacio´n. Por otro lado, cabe destacar que la
funcio´n de activacio´n Elliot procede de las librer´ıas FUNN, y se expresa como:
F.Elliot span: 0 < y < 1
y = ((x*s) / 2) / (1 + |x*s|) + 0.5
d = s*1/(2*(1+|x*s|)*(1+|x*s|))
El mo´dulo de ana´lisis cualitativo a nivel de trazas aprovecha el etiquetado del
mo´dulo de clasificacio´n de paquetes previamente descrito. Pero al igual que sucede a
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nivel de paquete, es necesario conocer la base del conocimiento para poder definir los
patrones asociados a cada una de sus reglas. Sera´ definida al presentar las pruebas
de evaluacio´n.
La distancia Levenshtein [81] indica la aptitud de los individuos. Adema´s de esto,
la tabla 5.2 muestra el resto de para´metros del algor´ıtmo gene´tico.
Para´metro Valor
Longitud del genotipo 6
Longitud de poblacio´n inicial 200
Longitud de poblacio´n de trabajo 50
Longitud de poblacio´n elite 10
Probabilidad de cruce 0.3
Probabilidad de mutacio´n 0.1
Nu´mero ma´ximo de iteraciones 500
Tabla 5.2: Configuracio´n del mo´dulo cualitativo de trazas
Por ultimo, cabe mencionar que las operaciones de cruce y mutacio´n tambie´n
permanecen constantes en todas las pruebas. La operacio´n de cruce consiste en
establecer aleatoriamente una posicio´n pivote comu´n a los genotipos de los dos in-
dividuos que intervienen, e intercambiar sus extremos.
Por su parte, la operacio´n de mutacio´n recorre los distintos genes de un indivi-
duo. Para cada uno de ellos existe una probabilidad denominada probabilidad de
mutacio´n que decide si el gen permanece en su estado original o es sustituido por
una caracter´ıstica al azar proveniente del conjunto a partir del cual se generaron los
genes iniciales.
Otro aspecto importante a tener en cuenta, es el nu´mero de paquetes ano´malos
que van a ser considerados como una traza, ya que de ellos va a depender el conjunto
inicial a partir del que se van a generar las poblaciones iniciales. Se ha elegido una
cantidad de 20 paquetes por traza.
5.2. Evaluacio´n mediante datasets de la UCM 2011
Debido a la poca precisio´n de la informacio´n disponible acerca del contenido de
las trazas de tra´fico DARPA99, el etiquetado emitido por el Centro de Ca´lculo de
la Universidad Complutense de Madrid (UCM) para las trazas de tra´fico analizado,
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resulta esencial a la hora de medir la precisio´n de APACS. Para llevar a cabo el
presente experimento, se ha distinguido entre el tra´fico correspondiente al modo de
uso habitual y leg´ıtimo de la subred de la UCM de la que proceden las capturas, y
el tra´fico ano´malo correspondiente a los posibles intentos de intrusio´n. El Centro de
Ca´lculo ha clasificado las anomal´ıas detectadas durante el periodo de audicio´n, de
las siete maneras que se explican a continuacio´n:
Actividad variada
(Misc Activity). Las anomal´ıas pertenecientes a este grupo corresponden a ac-
tividades de caracter´ısticas variadas que difieren del uso habitual y leg´ıtimo de
la red. Las acciones que han desencadenado estas alertas proceden en su mayor
parte de te´cnicas de enumeracio´n, como solicitudes echo request (PING), con-
sultas del estado de la red mediante Traceroute, as´ı como intentos de acceso a
puertos bloqueados.
La carga u´til de este tipo de paquetes incluye informacio´n adicional acerca
del momento en el que se llevaron a cabo las solicitudes, y la informacio´n
devuelta al extremo desde el que la consulta ha sido emitida. Su simplicidad
incrementa el riesgo de que pase por tra´fico leg´ıtimo. A pesar de ello, se trata
de anomal´ıas que salvo por algunas excepciones (te´cnicas de denegacio´n de
servicio) no suponen una amenaza directa, aunque pueden interpretarse como
indicios de una fase de reconocimiento previa a un ataque.
Intentos potenciales de violacio´n de privacidad corporativa
(Potencial Corporate Privacy Violation). Este agrupamiento de anomal´ıas co-
rresponde a alertas generadas por el uso de software potencialmente peligroso
contra la privacidad corporativa. Normalmente se trata de aplicaciones ha-
bituales a nivel acade´mico como Dropbox, Skype, MSN Messenger o herra-
mientas que puede tener usos indebidamente peligrosos como IRC o Google
Desktop. La carga u´til de los paquetes involucrados en su utilizacio´n contiene
huellas fa´cilmente detectables por los IDS. En ocasiones, son los propios desa-
rrolladores quienes han dispuesto dichas huellas intencionadamente. Cuando
se trata con informacio´n clasificada es importante considerar este tipo de ame-
nazas.
Intentos de filtraciones de informacio´n
(Attempted Information Leak). Este agrupamiento contiene las anomal´ıas ori-
ginadas por intentos de enumeracio´n del sistema. En las trazas de tra´fico ana-
lizadas, esta categor´ıa incluye frecuentemente intentos explotacio´n de vulne-
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rabilidades del navegador para la extraccio´n de la informacio´n de las cookies.
Tambie´n es comu´n la reiteracio´n de acciones de inicio de sesio´n al sistema con
credenciales incorrectos, o con el campo de contrasen˜a incorrecto. A diferencia
del agrupamiento de actividades variadas (Misc Activity), suponen acciones
con intenciones claramente ofensivas, fa´cilmente desenmascarables por el IDS.
Intentos de denegacio´n de servicio
(Attempted Denial of Service). Los paquetes etiquetados como intentos de de-
negacio´n forman parte de una reiteracio´n de tra´fico de caracter´ısticas similares
que pretende comprometer la disponibilidad del sistema. La mayor parte de
este tra´fico es muy dif´ıcil de detectarse u´nicamente con la supervisio´n de un
NIDS que estudie la carga u´til del sistema.
Para que APAP sea completamente eficaz contra esta amenaza, debe de consi-
derar la informacio´n provista por los mo´dulos preprocesadores de Snort encar-
gados del procesamiento de los encabezados de los paquetes, y de esta manera
llevar a cabo la construccio´n del escenario del ataque. Pero como previamente
se indico´, para este experimento las alertas generadas por APAP son total-
mente independientes de las del resto de mo´dulos preprocesadores de Snort.
El tra´fico seleccionado en esta categor´ıa corresponde a las actividades detec-
tables por el NIDS, como por ejemplo la reiteracio´n de intentos de inicio de
sesio´n con algu´n campo vac´ıo. Otros ejemplos ma´s claros son la presencia de
paquetes que indican la presencia de determinadas estrategias dirigidas contra
vulnerabilidades de los servidores DNS o vulnerabilidades web. A excepcio´n de
alguna circunstancia excepcional, los paquetes etiquetados en esta categor´ıa
constituyen acciones ofensivas premeditadas.
Intentos de adquisicio´n de privilegios de usuario
(Attempted User Privilege Gain). Esta categor´ıa abarca todos los paquetes
de trazas de tra´fico pertenecientes a intentos de escalada de privilegios, o de
hacerse con el control del flujo de ejecucio´n del sistema o alguna de sus apli-
caciones. Este tipo de acciones son caracter´ısticas del malware, y a excepcio´n
de los casos en que hayan sido ofuscados mediante te´cnicas de polimorfismo
[89] [90], son fa´cilmente identificables.
Probablemente las estrategias ma´s conocidas para hacerse con el control del
flujo de ejecucio´n de una aplicacio´n son las conocidas te´cnicas de desborda-
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miento de pila (Stack Overflow) [91] y desbordamiento de mont´ıculo (Heap
Overflow) [92]. Ambas estrategias tienen en comu´n la presencia de un trineo
conocido como Sled de instrucciones, que tras explotar una vulnerabilidad del
sistema arrastran el flujo de ejecucio´n por sus direcciones de memoria hasta
aquellas que contienen el malware. Un ejemplo t´ıpico de Sled, es el denomina-
do NOP Sled, cuya caracter´ıstica principal es que todas sus instrucciones son
nulas, conocidas como NOP en la mayor parte de arquitecturas actuales.
Adema´s de estas te´cnicas, las trazas contienen otras ma´s avanzadas, como por
ejemplo, la pulverizacio´n de instrucciones sobre el mont´ıculo conocida como
Heap Spraying [93]. Es evidente que la deteccio´n de un paquete con este tipo
de contenido es una clara sen˜al de la proximidad de malware, condicionando
de esta manera, que se trate de uno de los grupos de mayor prioridad de
tratamiento.
Presencia de co´digo ejecutable
(Executabe Code was Detected). Esta categor´ıa contiene paquetes con conteni-
do ejecutable. La presencia de programas ejecutables no siempre va a repre-
sentar una amenaza; de hecho, en la mayor parte de los casos no lo es. Pero
es importante su etiquetado, ya que la aparicio´n de paquetes con intentos de
adquisicio´n de privilegios en la misma traza, podr´ıa indicar que el programa
se trate en realidad de malware. Adema´s, determinadas pol´ıticas de restric-
cio´n de privilegios a usuarios con niveles de acceso bajos, podr´ıan servirse de
su etiquetado para actuar con mayor precisio´n. En resumen, es conveniente
que el NIDS detecte el co´digo ejecutable que circula por la red a la que brida
proteccio´n, con el fin de vigilar su comportamiento o restringir su acceso a
usuarios poco privilegiados.
Presencia de troyano
(A Network Trojan was Detected). Los paquetes etiquetados como troyanos de
red representan una amenaza directa contra el sistema, ya que expl´ıcitamente
se esta´ indicando que su contenido es malware. Este tipo de contenido es
especialmente fa´cil de detectar para APAP, dado que su fase de disen˜o se ha
centrado en deteccio´n de malware. Es la categor´ıa con mayor prioridad de
tratamiento.
La tabla 5.3 resume el porcentaje de aparicio´n de paquetes etiquetados para cada
una de las mencionadas categor´ıas, en las trazas de tra´fico cedidas por el Centro de
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Ca´lculo de la Universidad Complutense de Madrid, auditadas en el an˜o 2011.
Etiqueta Porcentaje
Misc activity 33.8 %
Potential Corporate Privacy Violation 26.65 %
Attempted Information Leak 19.3 %
Attempted Denial of Service 16.2 %
Attempted User Privilege Gain 2 %
Executable Code was Detected 1.3 %
A Network Trojan was Detected 0.75 %
Tabla 5.3: Presencia de malware en datasets UCM 2011
El etiquetado predominante es el de las categor´ıas de riesgo medio, como lo son
los intentos de enumeracio´n y los posibles ataques de denegacio´n de servicio.
5.2.1. Entrenamiento de APAP
Antes de comenzar con los experimentos, APAP tiene que ser correctamente en-
trenado. Para ello, en primer lugar ha de construirse la estructura de datos Bloom
Filter cuyo contenido represente el modo de uso habitual y leg´ıtimo de la red. En
estas fases del entrenamiento participa el conjunto de tra´fico limpio de los datasets
previamente descritos.
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Figura 5.3: Porcentaje de error medio
La figura 5.3 muestra el porcentaje de error medio que indica la distancia entre
la estructura Bloom Filter previa a un nuevo paso de entrenamiento, y la que se ha
generado al realizarse el paso. El eje Y indica el porcentaje de error medio, y el eje
X indica los distintos pasos de entrenamiento.
Para cada paso de entrenamiento se ha utilizado una seleccio´n de 300.000 pa-
quetes del conjunto de entrenamiento, la cual ocupaba un espacio aproximado de
250 Mbytes. Es importante observar como el porcentaje de error medio tiende a la
saturacio´n, completa´ndose el entrenamiento al alcanzar un valor aproximado del 2 %.
Llegado ese punto, la realizacio´n de nuevos pasos de entrenamiento no implica
cambios representativos sobre el contenido del Bloom Filter, y por lo tanto resulta
inu´til continuar con el entrenamiento.
La figura 5.4 muestra la evolucio´n del valor ma´ximo contenido en la estructura
Bloom Filter en los distintos pasos de entrenamiento. Dicho para´metro va a indi-
car el nu´mero de repeticiones del N-gram cuyo contenido resulta ma´s caracter´ıstico.
La importancia de este valor reside en las limitaciones computacionales del sistema
sobre el que se ha desplegado APAP. Dado que la implementacio´n de los mo´dulos
preprocesadores de Snort es en el lenguaje C, el valor ma´ximo representable sin
extender la estructura primitiva de los nu´meros enteros es 2.147.483.647. El valor
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Figura 5.4: Ma´ximo valor del Bloom Filter
ma´ximo monitorizado ha sido 14.762.427. Esto es un indicador de que este para´me-
tro no va a poder ser explotado mediante ataques de complejidad.
A continuacio´n se lleva a cabo la fase de entrenamiento que genera las reglas de
APAP. Esta etapa requiere del uso de parte de las colecciones de tra´fico malicioso
de los datasets de la UCM. La otra parte se reserva para realizar las pruebas de
deteccio´n. Mediante distintos entrenamientos, es llevada a cabo la separacio´n entre
las reglas de APAP generadas para las diferentes categor´ıas de anomal´ıas. Dichas
reglas son agrupadas en las reglas que APACS va a utilizar, y pueden verse en la
tabla 5.4
Categor´ıa Reglas de APAP Reglas de APACS
Misc activity 1..33 R1
Potential Corporate Privacy Violation 34..67 R2
Attempted Information Leak 68..93 R3
Attempted Denial of Service 94..108 R4
Attempted User Privilege Gain 109..115 R5
Executable Code was Detected 116..119 R6
A Network Trojan was Detected 120..122 R7
Tabla 5.4: Reglas de APACS en las pruebas de evaluacio´n
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5.2.2. Resultados de APAP
Antes de evaluar el comportamiento de APACS, es importante comprobar que
APAP funciona correctamente. Si la etapa de deteccio´n de anomal´ıas no se compor-
ta de la manera esperada, llevar a cabo la correlacio´n de sus alertas carece de sentido.
Figura 5.5: Resultados de APAP
La figura 5.5 muestra los resultados obtenidos por APAP al analizar el subcon-
junto de trazas de ataques reservado para las pruebas de deteccio´n, y el subconjunto
de trazas del tra´fico que representa el modo de uso habitual y leg´ıtimo del sistema,
que no se utilizo´ en las dos primeras etapas del entrenamiento. La tasa de acierto ha
sido del 100 %, pero la tasa de falsos positivos ha sido del 2.2 %. Este u´ltimo valor no
es demasiado deseable, ya que en redes con un modo de uso ma´s homoge´neo puede
aproximarse mucho ma´s al 0 %. El trabajo del sistema de correlacio´n va a ser en
parte mitigar este problema.
5.2.3. Resultados de APACS
Para interpretar los resultados de APACS, va a considerarse por separado el
mo´dulo de clasificacio´n cuantitativa y el mo´dulo de clasificacio´n cualitativa.
Clasificacio´n cuantitativa
Durante la etapa de entrenamiento de APAP en la que se definen los valores de
las Ks definitivas, se ha generado un fichero con las distancias ma´ximas normaliza-
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das entre el espectro que representa el tra´fico leg´ıtimo, y el espectro que representa
el tra´fico malicioso. Cuanto mayor distancia haya, mayor sera´ la probabilidad de
que la traza de tra´fico analizada represente un verdadero ataque. Dicho fichero va a
utilizarse como el conjunto de muestras a partir del cual se van a calcular los valores
centrales de los grupos establecidos en el mo´dulo de clasificacio´n cuantitativa de
APACS.
Figura 5.6: Pertenencia a cada agrupacio´n
Tras aplicar el correspondiente algoritmo de agrupamiento, el diagrama de sil-
houette que indica el estado del agrupamiento corresponde con el de la figura 5.6.
Es posible comprobar co´mo existe una clara separacio´n entre las muestras corres-
pondientes a cada uno de los grupos.
Adema´s, la tabla 5.5 indica el valor exacto de cada uno de los valores centrales,
al que se le ha atribuido un grado de peligrosidad que oscila entre Muy Baja y Muy
Alta. Aquellos grupos con valores ma´s pro´ximos a cero denotan los casos en que el
tra´fico analizado tiene mayor similitud con el tra´fico leg´ıtimo, y por lo tanto im-
plican menor riesgo. Sin embargo, los grupos cuyos valores centrales son ma´s altos
indican una mayor distancia, y por lo tanto una mayor probabilidad de amenaza
Para medir la capacidad del mo´dulo de clasificacio´n cuantitativo de identificar los
falsos positivos, se ha probado a analizar el subconjunto de tra´fico que representa el
modo de uso habitual y leg´ıtimo de las trazas de la UCM.
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Agrupacio´n Valor Central Riesgo
Grupo 1 0.004737 Muy Bajo
Grupo 2 0.966887 Muy Alto
Grupo 3 0.762419 Medio
Grupo 4 0,798229 Medio
Grupo 5 0,883234 Alto
Grupo 6 0,678284 Bajo
Tabla 5.5: Resultados de pertenencia con tra´fico leg´ıtimo
La figura 5.7 y la tabla 5.6 muestran los resultados obtenidos en el ana´lisis. Para
la figura, el eje Y representa el porcentaje de aparicio´n a un determinado grupo
mientras que el eje X cada uno de los grupos. La tabla contiene los valores con los
que se ha constituido la gra´fica. Como puede verse, no hay tra´fico clasificado en los
grupos de riesgo, lo que es muy buena sen˜al. Para una interpretacio´n de los resul-
tados con mayor claridad, se agrupan los dos grupos de riesgo Medio, y se ordenan
los resultados en funcio´n del nivel de riesgo.
Figura 5.7: Resultados con tra´fico leg´ıtimo
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Agrupacio´n Porcentaje Riesgo
Grupo 1 45.5 % Muy Bajo
Grupo 2 0 % Muy Alto
Grupo 3 4.3 % Medio
Grupo 4 0 % Medio
Grupo 5 0 % Alto
Grupo 6 50.2 % Bajo
Tabla 5.6: Resultados de riesgo con tra´fico leg´ıtimo
La figura 5.8 y la tabla 5.7 muestran esquemas parecidos a los anteriores, pero
considerando directamente el grado de riesgo.
Figura 5.8: Resultados con tra´fico leg´ıtimo
Agrupamiento Porcentaje




Muy Alto 0 %
Tabla 5.7: Resultados de experimento cuantitativo con ataques
El 95,7 % de los falsos positivos que ha generado el NIDS han sido catalogados
como amenazas de riesgo Bajo o Muy Bajo, y el 4,3 % con riesgo medio. Es eviden-
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te que el clasificador es capaz de identificar la mayor parte de los falsos positivos
y etiquetarlos en niveles bajos, dando de esta manera prioridad al tratamiento de
alertas verdaderas. Se puede concluir que se ha conseguido mitigar el efecto de los
falsos positivos.
Pero antes de afirmar que el mo´dulo se ha comportado de la manera esperada, es
importante conocer el comportamiento en el caso de que las alertas correspondan con
verdaderas amenazas. Para ello se ha analizado el subconjunto de trazas de tra´fico
correspondientes a amenazas, perteneciente al conjunto de trazas de la UCM.
Figura 5.9: Resultados de ataques
Agrupacio´n Porcentaje Riesgo
Grupo 1 12.6 % Muy Bajo
Grupo 2 10.4 % Muy Alto
Grupo 3 18.3 % Medio
Grupo 4 28.5 % Medio
Grupo 5 15.4 % Alto
Grupo 6 14.8 % Bajo
Tabla 5.8: Resultados experimentos cuantitativos de pertenencia de ataques
La figura 5.9 y la tabla 5.8 muestran el grado de pertenencia de los paquetes
analizados a cada uno de los grupos. El eje X indica el grupo de pertenencia y el eje
Y el porcentaje de alertas que han sido etiquetadas de una manera determinada. La
tabla 5.8 muestra los porcentajes de pertenencia a cada grupo y el grado de riesgo
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con el que ha sido catalogado. A modo de resumen se muestran los resultados para
cada uno de estos grados de amenaza.
Figura 5.10: Resultados de ataques
Agrupamiento Porcentaje




Muy Alto 10.4 %
Tabla 5.9: Resumen de resultados de ataques cuantitativo
La figura 5.10 y la tabla 5.9 muestran el porcentaje de clasificaciones llevadas a
cabo para cada factor de riesgo. Como puede verse, existe una tendencia gaussiana
a la pertenencia a grupos de riesgo medio. Esto encaja bastante bien con los porcen-
tajes de pertenencia a cada etiquetado en las trazas de tra´fico cedidas por el Centro
de Ca´lculo de la UCM.
A la vista de los resultados puede afirmarse que el mo´dulo de clasificacio´n cuan-
titativo ha cumplido los objetivos propuestos. Durante este experimento, ha sido
capaz de identificar los falsos positivos y establecer un agrupamiento de las alertas
de tra´fico analizadas en funcio´n de que la probabilidad se trate de una verdadera
amenaza o no.
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Clasificacio´n cualitativa a nivel de paquete
El mo´dulo de clasificacio´n cualitativa actu´a en paralelo al mo´dulo de clasifica-
cio´n cuantitativa. Si bien la clasificacio´n cuantitativa agrupa las alertas en funcio´n
de su probabilidad de tratarse de verdaderas amenazas, la clasificacio´n cuantitativa
a nivel de paquete tiene como meta el agrupamiento en funcio´n de la amenaza que
contienen. Para ello va a requerir una base del conocimiento previa, similar a la
explicada en el cap´ıtulo dedicado a APACS. Adema´s tiene que ser capaz de reflejar
la relacio´n entre las distintas reglas activadas por APAPCS y su etiquetado.
N Regla Tag Detalles
1 Si Ord(0) = C7 Y Ord(1, · · · , n− 1) = ∅ E1 Troyano
2 Si Ord(0) = C5 Y Ord(1, · · · , n− 1) = ∅ E2 Escalada de Privilegios
3 Si Ord(0) = C6 Y Ord(1, · · · , n− 1) = ∅ E3 Co´digo Ejecutable
4 Si Ord(0) = C3 Y Ord(1, · · · , n− 1) = ∅ E4 Denegacio´n de Servicio
5 Si Ord(0) = C2 Y Ord(1, · · · , n− 1) = ∅ E5 Software Provativo
6 Si Ord(0) = C4 Y Ord(1, · · · , n− 1) = ∅ E6 Enumeracio´n I
7 Si Ord(0) = C1 Y Ord(1, · · · , n− 1) = ∅ E7 Enumeracio´n II
8 Si Ord(0) = C7 Y Ord(1) = C6 E8 Virus
9 Si Ord(0) = C7 Y Ord(1) = C5 E8 Exploit
10 Si Ord(0) = C7 Y Ord(1) = C2 E10 SW. Privativo SPY
11 Si Ord(0) = C7 Y Ord(1) = C3 E11 Control Remoto
12 Si Ord(0) = C7 Y Ord(1) = C4 E11 Control Remoto
13 Si Ord(0) = C5 Y Ord(1) = C6 Y Ord(2) = C2 E12 SW. Priv. no Auth
14 Si Ord(0) = C5 Y Ord(1) = C6 E13 SW. Acceso no aut.
15 Si Ord(0) = C5 Y Ord(1) = C3 Y Ord(2) = C2 E12 SW. Priv. no Auth
16 Si Ord(0) = C5 Y Ord(1) = C2 E12 SW. Priv. no Auth
17 Si Ord(0) = C6 Y Ord(1) = C4 E14 Spyware I
18 Si Ord(0) = C6 Y Ord(1) = C1 E15 Spyware II
19 Si Ord(0) = C3 Y Ord(1) = C2 E10 SW. Privativo SPY
20 Si Ord(0) = C2 Y Ord(1) = C4 E10 SW. Privativo SPY
21 Si Ord(0) = C2 Y Ord(1) = C1 E10 SW. Privativo SPY
22 Si Ord(0) = C7 E1 Troyano
23 Si Ord(0) = C5 E2 Escalada de Privilegios
24 Si Ord(0) = C6 E3 Co´digo Ejecutable
25 Si Ord(0) = C3 E4 Denegacio´n de Servicio
26 Si Ord(0) = C2 E5 Software Provativo
27 Si Ord(0) = C4 E6 Enumeracio´n I
28 Si Ord(0) = C1 E7 Enumeracio´n II
29 Otros E16 Anoma´ıa Desconocida
Tabla 5.10: Base del conocimiento en experimentos a nivel de paquete
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La tabla 5.10 identifica las reglas que componen la base del conocimiento y el
etiquetado emitido tras su activacio´n. Las primeras reglas son ma´s prioritarias que
las u´ltimas, activa´ndose una sola regla por paquete. Para implementar la red neuro-
nal artificial que dispara las etiquetas, se considera un total T de 7 reglas, una por
cada regla de APACS. Los conjuntos de entrenamiento y la fase de entrenamiento
se llevan a cabo como indica el cap´ıtulo de APACS. Al analizar el subconjunto de
trazas de ataques cedido por la UCM, y reservado para las pruebas de deteccio´n, se
obtienen los siguientes resultados.
Etiqueta Amenaza Porcentaje
E1 Troyano 0,25357 %
E2 Escalada de Privilegios 1,1332 %
E3 Co´digo Ejecutable 0,78212 %
E4 Denegacio´n de Servicio 16,2786 %
E5 Software Privativo 8,458 %
E6 Enumeracio´n I 15,746 %
E7 Enumeracio´n II 28,792 %
E8 Virus 0,01006 %
E9 Exploit 0,0269 %
E10 Software Privativo/SPY I 23,66832 %
E11 Accio´n Control Remoto 0,42667 %
E12 Software Privativo Acceso no autorizado 0,67145 %
E13 Software Acceso no autorizado 0,0326 %
E14 Spyware I 0,2725 %
E15 Spyware II 0,581388 %
E16 Anomal´ıa Desconocida 0 %
Tabla 5.11: Resultados de experimentos cualitativos a nivel de paquete
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Figura 5.11: Porcentaje de pertenencia a cada grupo
La figura 5.11 y la tabla 5.11 muestran el porcentaje de pertenencia a cada grupo.
En la figura el eje Y representa la etiqueta del grupo, y el eje X el porcentaje de
alertas que contiene. A la vista de los resultados, la base del conocimiento propuesta
ha sido capaz de agrupar las 53352 alertas emitidas por APAP en los 16 grupos
establecidos. El mo´dulo de clasificacio´n cualitativo a nivel de paquete ha cumplido
los objetivos propuestos.
Clasificacio´n cualitativa a nivel de traza
Al igual que sucedio´ con la clasificacio´n cualitativa a nivel de paquete, para lle-
var a cabo un estudio a nivel de trazas se requiere la construccio´n de una base del
conocimiento. La finalidad de la base del conocimiento es indicar de que´ manera se
va producir la generacio´n de los patrones asociados al genotipo de los individuos,
tras cada paso de cruce o mutacio´n.
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N Regla Patro´n Tag Detalles
1 Si Ord(0) = E14 Y Ord(1) = E4 [14, 4,−,−] A1 Botnet
2 Si Ord(0) = E4 Y Ord(1) = E14 [4, 14,−,−] A1 Botnet
3 Si Ord(0) = E2 Y Ord(1) = E3 Y Ord(2) = E8 [2, 3, 8,−] A2 Ofuscado
4 Si Ord(0) = E3 Y Ord(1) = E2 Y Ord(2) = E8 [3, 2, 8,−] A2 Ofuscado
5 Si Ord(0) = E2 Y Ord(1) = E3 Y Ord(2) = E13 [2, 3, 13,−] A2 Ofuscado
6 Si Ord(0) = E3 Y Ord(1) = E2 Y Ord(2) = E13 [3, 2, 13,−] A2 Ofuscado
7 Si Ord(0) = E8 Y Ord(1) = E4 Y Ord(2) = E2 [8, 4, 2,−] A3 Gusano
8 Si Ord(0) = E8 Y Ord(1) = E2 Y Ord(2) = E4 [8, 2, 4,−] A3 Gusano
9 Si Ord(0) = E10 Y Ord(1) = E6 Y Ord(2) = E12 [10, 6, 12,−] A4 Drive-by
10 Si Ord(0) = E5 Y Ord(1) = E4 [5, 4,−,−] A4 Drive-by
11 Si Ord(0) = E12 Y Ord(1) = E6 [12, 6,−,−] A4 Drive-by
12 Si Ord(0) = E13 Y Ord(1) = E6 [13, 6,−,−] A4 Drive-by
13 Si Ord(0) = E12 Y Ord(1) = E2 Y Ord(2) = E14 [12, 2, 14,−] A5 Adware
14 Si Ord(0) = E12 Y Ord(1) = E2 Y Ord(2) = E15 [12, 2, 15,−] A5 Adware
15 Si Ord(0) = E13 Y Ord(1) = E2 Y Ord(2) = E14 [13, 2, 14,−] A5 Adware
16 Si Ord(0) = E13 Y Ord(1) = E2 Y Ord(2) = E15 [13, 2, 15,−] A5 Adware
17 Si Ord(0) = E14 [14,−,−,−] A6 Spyware
18 Si Ord(0) = E15 [15,−,−,−] A6 Spyware
19 Si Ord(0) = E10 [10,−,−,−] A6 Spyware
20 Si Ord(0) = E6 [6,−,−,−] A6 Spyware
21 Si Ord(0) = E8 [8,−,−,−] A7 Virus
22 Si Ord(0) = E1 [1,−,−,−] A8 Troyano
23 Otros [−,−,−,−] E9
Tabla 5.12: Base de reglas del experimento a nivel de traza
La tabla 5.12 muestra las reglas de la base del conocimiento, los patrones aso-
ciados, la etiqueta y los detalles sobre la actividad maliciosa detectada. El objetivo
de las reglas es identificar la actividad caracter´ıstica del malware especificado en los
detalles.
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Figura 5.12: Porcentaje de etiquetado de anomal´ıas a nivel de trazas
Etiqueta Amenaza Porcentale Precisio´n
A1 Botnet 0,91 % 89,1 %
A2 Malware Ofuscado 0,141 % 73,1 %
A3 Gusano 1,6 % 94,4 %
A4 Drive-by 23,18 % 83,7 %
A5 Adware 30,003 % 91,2 %
A6 Spyware 43,2 % 71,3 %
A7 Virus 0,236 % 83,1 %
A8 Troyano 0,73 % 94,5 %
A9 Otros 0 % 100 %
Tabla 5.13: Resultados del experimento a nivel de traza
La tabla 5.13 indica los resultados obtenidos tras el ana´lisis de las trazas de
anomal´ıas de la UCM. En ella se indica la etiqueta, los detalles de la amenaza, el
porcentaje del malware agrupado en la categor´ıa y el porcentaje promedio aproxima-
do que denota la precisio´n del etiquetado. En el cap´ıtulo que se presenta APACS, se
explico´ como la clasificacio´n a nivel de trazas puede generar diferentes soluciones, y
la probabilidad de que cada una sea la correcta. La tabla muestra las clasificaciones
ma´s probables, y el promedio de que esa clasificacio´n sea la correcta.
La figura 5.12 representa el porcentaje de las alertas agrupado en cada categor´ıa.
El eje Y indica el porcentaje y el eje X cada una de las etiquetas. Por su parte, la
figura 5.13 indica la precisio´n obtenida por la opcio´n ma´s representativa del algorit-
106 Cap´ıtulo 5. Resultados Experimentales
Figura 5.13: Precisio´n de la primera opcio´n de etiquetado
mo gene´tico de etiquetado. A la vista de los resultados, el sistema ha sido de capaz
de clasificar las trazas de tra´fico malicioso en las categor´ıas propuestas, acorde a la
base del conocimiento. De esta manera ha cumplido satisfactoriamente los objetivos
propuestos.
5.3. Pruebas de precisio´n
Dado que el etiquetado propuesto por el Centro de Ca´lculo de la UCM corres-
ponde a siete amenazas gene´ricas, es completamente imposible medir la precisio´n del
sistema emplea´ndolo como referencia. Esto es debido a que la base del conocimiento
aplicada emite una clasificacio´n mucho ma´s detallada que la original.
El mismo problema sucede al tratar de evaluar la precisio´n obtenida sobre los
conjuntos de trazas propuestos por DARPA, ya sea en el an˜o 1999 o en el 2000. En
algunos de los trabajos sobre sistemas de correlacio´n basados en la construccio´n de
escenarios de ataques, se ha utilizado un subconjunto de datasets publicados por
DARPA especializado en ataques de denegacio´n de servicio distribuido, siendo en
ese caso una propuesta va´lida. Pero para evaluar el etiquetado de la carga u´til, el
problema de la falta de informacio´n detallada es persistente.
La solucio´n a este problema consiste en evaluar los mo´dulos a partir de datos
generados de una manera similar a la utilizada para entrenar la red neuronal del
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sistema. Es decir, se genera aleatoriamente un conjunto de muestras, cuyo conteni-
do corresponde con la frecuencia de aparicio´n de cada caracter´ıstica presentada en
la base del conocimiento. Gracias a la base de reglas generada, es posible llevar a
cabo un etiquetado con un 100 % de precisio´n. El proceso de evaluacio´n consistio´ en
contrastar muestra a muestra, el etiquetado propuesto por cada mo´dulo de APACS,
con el que ha propuesto la base de reglas.
En el caso del mo´dulo de ana´lisis a nivel cuantitativo, el problema es un poco
ma´s complejo. No es recomendable generar muestras aleatoriamente, ya que las ame-
nazas deben seguir trata´ndose de anomal´ıas. La prueba de precisio´n se ha llevado a
cabo clasificando las trazas de ataques de la UCM en funcio´n de la probabilidad de
amenaza. La prueba de evaluacio´n consistio´ en contrastar el etiquetado manual de
las trazas con el propuesto por APACS. Para llevar a cabo el etiquetado manual, se
ha considerado como riesgo bajo el etiquetado del Centro de Ca´lculo de la UCM de
la categor´ıa de “Actividad variada”. De riesgo medio el de las categor´ıas de “Inten-
tos potenciales de violacio´n de privacidad corporativa” e “Intentos de filtraciones de
informacio´n”. El resto de categor´ıas han sido consideradas como riesgo alto.
A continuacio´n se detallan los resultados obtenidos en cada mo´dulo
5.3.1. Precisio´n del mo´dulo de ana´lisis cuantitativo
El mo´dulo de ana´lisis cuantitativo ha sido probado con 85.000 paquetes, de los
cuales 71.255 han sido etiquetados con e´xito y 13.745 erro´neamente. La tabla 5.14




Tabla 5.14: Precisio´n del mo´dulo de ana´lisis cuantitativo
Se ha obtenido una tasa de acierto del 83.82 %, lo cual es bastante satisfactible.
Este resultado depende directamente de la calidad del entrenamiento del NIDS, que
lo que determina la distancia entre las caracter´ısticas del tra´fico leg´ıtimo y el paquete
analizado. Posiblemente un mejor ajuste de APAP arroje mejores resultados.
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5.3.2. Precisio´n del mo´dulo de ana´lisis a cualitativo a nivel
de paquetes
La red neuronal del mo´dulo de ana´lisis cualitativo a nivel de paquetes ha sido
probada con 50.000 muestras generadas aleatoriamente, y etiquetadas con la base
del conocimiento. 49.756 muestras han sido etiquetadas con e´xito y 244 erro´neamen-




Tabla 5.15: Precisio´n del mo´dulo de ana´lisis a cualitativo a nivel de paquetes
Se ha obtenido una tasa de acierto del 99.512 %, lo cual implica una precisio´n muy
alta. A la vista del resultado, es evidente que el proceso de entrenamiento de la red
neuronal artificial alcanzo´ el ma´ximo nu´mero de iteraciones antes del error menor al
0.001 (despue´s de varios d´ıas de entrenamiento). De cara a futuras implementaciones,
es recomendable llevar el proceso de entrenamiento hasta el error deseado.
5.3.3. Precisio´n del mo´dulo de ana´lisis a cualitativo a nivel
de trazas
Al igual que en el caso de la red neuronal, se ha medido la precisio´n del mo´dulo
de ana´lisis cualitativo a nivel de trazas mediante un contraste con 50.000 muestras.
Se ha conseguido clasificar con e´xito el 100 % de las muestras. La tabla 5.16 muestra
el porcentaje de acierto de cada una de las opciones planteadas.
Propuesta de solucio´n Porcentaje
Primera 75.124 %
Segunda 24.876 %
Tabla 5.16: Precisio´n del mo´dulo de ana´lisis a cualitativo a nivel de trazas
Como era de pensar, la mayor parte de los etiquetados correctos se concentra
entre la primera y la segunda propuesta del algoritmo gene´tico. Es evidente que los
resultados obtenidos son excelentes.
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5.4. Pruebas de rendimiento
Para medir la eficiencia del sistema, se ha aprovechado el sistema de evaluacio´n
del rendimiento integrado en APAP. Dicho sistema ha sido utilizado con anteriori-
dad para comprobar el grado de mejora de diversas propuestas de optimizacio´n del
algoritmo de deteccio´n [94] , aplicando te´cnicas de concurrencia.
Debido a que la medicio´n del rendimiento en tiempo real es sensible al contex-
to del procesador y del sistema operativo, el tiempo de procesamiento se midio´ 20
veces, considerando el promedio. El equipo de pruebas dispone de un procesador
Core 2 Duo, y la traza de tra´fico examinada tiene un taman˜o aproximado de 210
Kb, conteniendo u´nicamente paquetes maliciosos (es el peor de los casos). La tabla
5.17 muestra las penalizaciones de tiempo producidas en cada etapa de la correlacio´n.
Fase del ana´lisis tiempo(milisegundos)
Ana´lisis de la carga u´til 171.104
Ana´lisis cuantitativo 173.127
Ana´lisis cualitativo (paquetes) 175.135
Ana´lisis cualitativo (trazas) 221.362
Tabla 5.17: Pruebas de rendimiento con traza de 210Kb
Como es de esperar, el procesamiento de la carga u´til del tra´fico de la red impli-
ca el mayor esfuerzo computacional. El bloque propuesto para dar una respuesta en
tiempo real se compone del mo´dulo de ana´lisis cualitativo y el mo´dulo de ana´lisis
cuantitativo. Su sobrecarga en el sistema ha sido del 2.3 %, lo que muestra que su
impacto es muy bajo.
Por otro lado, el modo de ana´lisis a nivel de trazas ha causado una sobrecarga
del 20.88 %. Es un valor relativamente alto, pero no afecta a los objetivos de la
propuesta. Este mo´dulo fue disen˜ado para llevar a cabo ana´lisis forenses.
En resumen, APACS se ha comportado bien en lo referente al impacto sobre el
rendimiento del sistema. Este experimento prueba que el rendimiento en el caso peor
permite al bloque de procesamiento de paquetes en tiempo real, hacer su labor sin
obstruir al NIDS.
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Cap´ıtulo 6
Conclusiones, resultados y
propuestas de trabajo futuro
6.1. Conclusiones
Se ha disen˜ado un sistema de correlacio´n de alertas capaz de correlacionar la
informacio´n proveniente de las alertas emitidas por el IDS en funcio´n de dos crite-
rios muy diferentes. El primer criterio tiene un enfoque cuantitativo. Dado que el
IDS que emite las alertas basa su comportamiento en la deteccio´n de anomal´ıas del
modo de uso habitual y leg´ıtimo del sistema, resulta interesante extraer informacio´n
adicional que permita su etiquetado. Para ello se lleva a cabo un agrupamiento de
las alertas considerando la distancia que separa el modo de uso habitual y leg´ıtimo
del sistema, de la traza de tra´fico que ha emitido cada alerta. En consecuencia es
posible determinar a que´ grupo de probabilidad de riesgo pertenece cada alerta, y
condicionar su prioridad de tratamiento. Esta propuesta ha resultado especialmente
eficaz para la deteccio´n de los falsos positivos, y por lo tanto para la mitigacio´n de
una de las amenazas ma´s importantes de un NIDS: la denegacio´n de servicio me-
diante la inyeccio´n de alertas poco prioritarias.
Por su parte, el procesamiento de alertas basado en un enfoque cuantitativo ha
permitido determinar el grado de riesgo de las anomal´ıas en funcio´n de una base del
conocimiento. Para ello se lleva a cabo una clasificacio´n a nivel de paquete y a nivel
de traza. Los experimentos ha demostrados que ambas son capaces de agrupar con
e´xito las alertas. La primera de ellas permite extender la informacio´n que procede de
las reglas que han activado la alerta, y la segunda, detectar ataques compuestos por
secuencias de paquetes. Adema´s, generan una visio´n global del contenido de cada
traza de tra´fico y permiten la extraccio´n de informacio´n aprovechable para futuros
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entrenamientos.
El sistema de correlacio´n propuesto ha sido desplegado sobre un escenario de
pruebas real, y ha cumplido satisfactoriamente cada uno de sus propo´sitos. Adema´s,
el impacto producido ha sido despreciable, evitando la penalizacio´n sobre la capaci-
dad de procesamiento del NIDS en tiempo real.
6.2. Resultados
Durante la fase de elaboracio´n, han sido aceptados o publicados los siguientes
trabajos:
J. Maestre Vidal, J. D. Mej´ıa Castro, L. J. Garc´ıa Villalba. Q-APACS:
Quantitative-based Anomaly Payload Alert Correlation System, VII Congreso
Iberoamericano de Seguridad InformA´tica (CIBSI), Panama´, 2013 (Aceptado)
J. Maestre Vidal, J. D. Mej´ıa Castro, A. L. Sandoval Orozco, L. J. Garc´ıa
Villalba. Evolutions of Evasion Techniques against network Intrusion Detec-
tion Systems. Proceedings of the 6th International Conference on Information
Technology (ICIT), Amman, Jordania. Mayo 2013 (Publicado)
J. Maestre Vidal, H. Villanu´a Vega, J. D. Mej´ıa Castro, L. J. Garc´ıa Vi-
llalba. Concurrency Optimization for NIDS (Poster Abstract). Proceedings of
the 15th International Symposium on Research in Attacks, Intrusions, and
Defenses (RAID), Amsterdam, The Netherlands. Lecture Notes in Computer
Science, Vol. 7462, pp. 395-396, September 2012. (Publicado)
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6.3. Propuestas para futuros trabajos
Como posibles trabajos futuros pueden sen˜alarse las propuestas que vienen a
continuacio´n.
Integracio´n de herramientas de clasificacio´n y agrupamiento alternativas
Aunque a lo largo del presente trabajo se han propuesto determinadas estrategias
de clasificacio´n y agrupamiento, existen muchas otras propuestas alternativas que
podr´ıan mejorar el rendimiento del sistema.
Agregacio´n atributiva
Dado que el sistema de correlacio´n de alertas propone diferentes clasificaciones en
base a diferentes criterios, es interesante la incorporacio´n de un sistema de agregacio´n
que considere clasificar las alertas en funcio´n del vector formado por cada uno de
los distintos etiquetados emitidos.
Escenarios de ataques
Para la deteccio´n de ataques distribuidos, como por ejemplo la denegacio´n de
servicio distribuida, debe incorporarse al sistema un mecanismo que permita la cons-
truccio´n del escenario de cada ataque.
Estudio del comportamiento
El sistema de correlacio´n propuesto ha sido disen˜ado para complementar NIDS
basados en anomal´ıas. Una interesante labor es la generalizacio´n del mismo hacia
diferentes categor´ıas de IDS, como por ejemplo los HIDS.
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