Abstract. We consider discrete metric spaces and we look for nonconstant contractions. We introduce the notion of contractive map and we characterize the spaces with nonconstant contractive maps. We provide some examples to discussion the possible relations between contractions, contractive maps and constant functions. Finally we apply the main result to the subgraphs of a nonoriented, connected graph.
Introduction
Let us consider the following question: a group of people, living in the same country, but in different places, want to move in such a way that the distance among any two of them strictly decreases. Unfortunately they cannot all fit into one single house. Hence, the constraints are:
(i) anyone can either move from his place to another one's (no matter what the owner of the "destination house" does) or stay where he is, (ii) they cannot all move to the same place.
Is it possible for them to move?
This question is a particular case of a more interesting problem involving discrete, possibly infinite, metric spaces (we will come back to the original problem in Section 3 at the end of the paper). We say that a couple (X, d) is a metric space if X is a set and d is real function, called distance, defined on X × X such that (1) d(x, y) = 0 if and only if x = y (for all x, y ∈ X) and (2) d(x, y) ≤ d(x, z) + d(y, z) for all x, y, z ∈ X. We do not require the distance to be finite; if d(x, y) = ∞ we imagine that x and y belong to two disjoint components of the space (see below a more detailed discussion on this, in the case of a graph). From (2), with y = x, and (1) we have that 0 = d(x, x) ≤ 2d(x, z) (for all x, z ∈ X) hence d is nonnegative. Moreover, again from (2), using z = x, and (1), we have that d(x, y) ≤ d(x, x) + d(y, x) = d(y, x) (for all x, y ∈ X), thus, by symmetry, we have d(x, y) = d(y, x). For some basic properties of metric spaces see for instance [4, Chapter 2].
An example of a discrete metric space is given by a (nonoriented) graph (see for instance [1] ).
Roughly speaking, a graph is a (finite or infinite) collection of points, called vertices, along with a set of pairs of vertices, called edges. We say that it is possible to move (in one step) from a vertex x to a vertex y if and only if (x, y) is an edge. A path is a concatenation of edges, and the minimum number of steps required to go from x to y, say d(x, y), is called natural distance from x to y. To be precise, in order to have an actual distance we have to assume that if we can move in one step from x to y then we can also go back in one step, that is, if (x, y) is an edge then (y, x) is an edge (in this case the graph is called nonoriented). If we can go, in a finite number of steps, from x to y and back then we say that x and y communicate. The set of vertices which communicate with x is called the connected component containing x; if there is only one connected component, we say that the graph is connected. Of course, if two vertices belong to two disjoint connected components then the distance between them is infinite. In Figure 1 there is an example of an infinite graph which is connected if the dashed arrow is an edge and it has two connected components otherwise (the double arrows mean that you can move forth and back between the points, thus the graph is nonoriented).
The central concept in this paper is the one of contractive map (see also [2, 3] ). Definition 1.1. Let (X, d) and (Y, ρ) be two metric spaces; a function f : X → Y is contractive if and only if for any x, y ∈ X, such that x = y, we have ρ(f (x), f (y)) < d(x, y). The map is called
Roughly speaking a map is contractive if it (stricly) reduces the distances between points; if the ratio of reduction has an upper bound which is (stricly) smaller than 1, then we have a contraction.
Clearly, any contraction is a contractive map and the two classes coincide on finite metric spaces.
We are (mainly) interested in the case X = Y and d = ρ. Observe that in our original problem, if we denote by f (x) the new position of the person who was at x before, what we are looking for are nonconstant, contractive maps. Any constant map is trivially contractive; when the converse is true?
The main result Theorem 2.1 characterizes all the discrete metric spaces, satisfying a certain property (see (2.1) below)), which have nonconstant contractive maps. As a simply consequence of Theorem 2.1 we will see that every contractive map on a graph with the natural distance is a constant function if and only if the graph is connected.
Main results and examples
Let us consider a discrete metric space (X, d) (which is a metric space such that for any given point x ∈ X it is possible to find ε > 0 such that d(x, y) ≥ ε for all y ∈ X \ {x}) and let us assume
(the existence of the minimum is implicitly assumed). Roughly speaking, according to equation (2.1), the distance either equals 0 or it is at least d 
Examples of discrete metric spaces satisfying equation (2.1) are finite metric spaces and (nonoriented) graphs with their natural distance; in the last case we have d 0 = 1 and the quotient space X/ ∼ is the set the connected components of the graph.
We are ready to state and prove the main result of this paper. (ii) there exists x ∈ X such that [x] = X; (iii) for every x ∈ X, we have [x] = X;
Moreover there is a one-to-one map from the set of contractive maps Cm(X) into the set Cm(X/ ∼ ; X) of contractive maps from X/ ∼ to X. Finally, it is easy to show that, given a contractive map f , the map φ(f ) is well defined by
is constant on every class [x]). It is straightforward to show that
φ is injective and, clearly, being f a contractive map,
Let us observe that if the range of the distance Ran(d) is a finite set (take for instance X finite) then any contractive map f is actually a contraction and there is n 0 ∈ N such that the n-th iteration f (n) is a constant map for all n ≥ n 0 and
Indeed, it is possible to prove (see [4, Theorem 9.3] ) that for any contraction f in a (complete) metric space there exists x ∞ = lim n f (n) (x) exists and it is the unique fixed point for f , that is, In the language of our original problem, x is a fixed point if and only if the member of the group living at x does not move.
Moreover if #X/ ∼ = 1 then the three classes of contractive maps Cm(X), contractions Ct(X) and constant functions Cnst(X) coincide.
Corollary 2.2. Let (X, d) be a metric space such that there are just two couples satisfying equation (2.1) (namely (x 0 , y 0 ) and (y 0 , x 0 )); if #X > 2 then there exists a non constant contractive map.
Example 2.3. Consider X = N and define the distance as follows
where 2 ≤ i ≤ j (see Figure 2 for a picture of a finite portion of this space along with the distances between "consecutive" points). In this case it is easy to prove that the following is a contracting map without fixed points
In the following we compare the relations between Cm(X), Ct(X) and Cnst(X). Clearly Example 2.5. Let X := N and let d be defined as follows
In this case it is easy to check that this is a distance and that
is a contractive map which is not a contraction while
is a (nonconstant) contraction with k equal to 2/3. Hence Cm(X) = Ct(X) = Cnst(X).
In Theorem 2.1, to prove that every contractive map is a constant map, we require that all the points belong to the same class, that is, we can reach y from x with a finite number of consecutive steps of length d 0 (for any choice of x, y ∈ X, x = y). To prove an analogous result for contractions we do not need such a strong property: we simply require that any two different points can be joined by a sequence of consecutive steps whose lengths are arbitrarily close to d 0 . The following result is used in Example 2.7 to construct a space where every contraction is a constant map but there are nonconstant contractive maps.
Proposition 2.6. If equation (2.1) holds and for all x, x ′ ∈ X, ε > 1 there exists {x i } n i=1 ∈ X such that, x 0 = x, x n = x ′ and d(x i , x i+1 ) ≤ εd 0 for all i = 0, 1, . . . n − 1 then any contraction from X into itself is constant.
Proof. Suppose that d(f (x), f (y)) ≤ kd(x, y) for all x, y ∈ X where k < 1. Define ε := 2/(k + 1); it is clear that for all i = 0, 1, . . . , n − 1 we have that
Example 2.7. Let X := N and let d be defined as follows It is easy to check that this is a distance and that the hypotheses of Proposition 2.6 are satisfied 
