This paper describes a first approach to implement MPI-2's Extended Collective Operations. We aimed to ascertain the feasibility and effectiveness of such a project based on existing algorithms. The focus is on the intercommunicator operations, as these represent the main extension of the MPI-2 standard on the MPI-1 collective operations. We expose the algorithms, key features and some performance results. The implementation was done on top of WMPI and honors the MPICH layering, therefore the algorithms can be easily incorporated into other MPICH based MPI implementations.
Introduction
MPI-2 brings major extensions to MPI: dynamic processes, one-sided communications and I/O [1] . Down the line of the new features come the extensions to the collective operations. These extensions open the doors to collective operations based on intercommunicators, bring a user-option to reduce memory movement and also two new operations: a generic alltoall and an exclusive scan.
The intercommunicator represents a communication domain composed of two disjoint groups, whereas the intracommunicator allows only processes in the same group to communicate [2] . Thus, due to its structure, the intercommunicator supports client-server and pipelined programs naturally. MPI-1 intercommunicators enabled users to perform only point to point operations. MPI-2 brings the generalization of the collective operations to intercommunicators which further empowers users in moving data between disjoint groups. The intercommunicator and the operations it supports are also significant because of the dynamic processes. Solely the intercommunicator enables the user to establish communication between groups of processes that are spawned or joined [3] . It thus expands beyond the bounds of each MPI_COMM_WORLD, unlike the intracommunicators. This paper embodies a first approach to implement the MPI-2's Extended Collective Operations. We present algorithms for the intercommunicator based collective operations which draw from the existing MPICH [4] intracommunicator algorithms. The focus is on the intercommunicator based operations, as these represent the main extension of the MPI-2 standard on MPI-1's collective operations. We also present some performance results. The objective of this work was to ascertain the feasibility and effectiveness of implementing the operations based on the existing collective algorithms.
There have been many research projects on MPI collective operations. Most of these projects concentrate on specific characteristics of the computation environment. Some focus on the interconnection hardware, such as the LAMP project which set its sights on a Myrinet [5] . Other on the interconnection topology: The collective algorithms for WANs, a project conducted by Kielmann et al. [6] , or the MPI-CCL library project that assumed a shared medium [7] . Yet others, like [8] and [9] , provide algorithms that attain efficient collectives on heterogeneous NOWs. However, there are no projects that cover the collective operations based on intercommunicators, to the best of our knowledge.
We will show that a simple implementation is feasible using the algorithms from the existing collective operations based on intracommunicators. We also present some performance figures to show that the intercommunicator functions have a good performance and scale as well as the intracommunicator counterparts. This work represents a first step into incorporating the extensions that MPI-2 brings to collective operations on WMPI[10] [11] . WMPI is a full implementation of MPI-1 for SMPs or clusters of Win32 platforms. Due to the fact that the top layers of WMPI are based on MPICH, the implementation of the extended collective operations can be easily added to MPICH or others alike.
Algorithms
This section lays out the algorithms of the intercommunicator operations. The algorithms are based on existing intracommunicator algorithms because these are simple. First, we present the communication patterns of the rooted operations, which fall into two categories: One-to-all where one process contributes data to all other processes; all-to-one, where all processes contribute data to just one process. Second, we present the algorithms for the all-to-all operations, where all processes contribute data and all processes receive data. Finally we detail the barrier operation. Root Group Leaf Group MPI_Reduce involves a reduce operation (such as sum, max, logical OR) with data provided by all the members of the leaf group, whose result is stored at the userdefined root process. The implementation of the MPI_Reduce operation draws heavily from its homonymous intracommunicator operation. The reduction is made up
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