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Abstract
Nowadays, many service providers need to provide many other functions than just a network
connectivity. They also need to provide network functions such as network address translation,
firewall, encryption, Domain Name Service (DNS), caching, routing and many other services.
Usually these functions come with the hardware at the user or customer’s premises. This can
increase the revenue of the revenue, but also can cost a lot and also be extremely difficult to
maintain. Moreover, it is important to be able to configure the network and later modify the
configuration to create fault tolerance and to prepare the system for future updates. In traditional
network architecture, it is very difficult to do this since both the data plane and control plane are
bound together inside every node in the network. To address this issue, SDN exists which
decouples the data plane and the control plane. SDNs also create fault tolerance, but within SDN
there are also different types of failure.
In this thesis, a divide and conquer approach in the high-level architecture of SDN-based networks
with a semi-global controller will be discussed in order to show a new layer of fault tolerance and
a possible solution to controller and link failures in SDNs. The research will begin comparing the
traditional networking with Software Defined Networking. Then looks at different fault domains
in SDN. Next the solution playing on the high-level architecture of SDNs with a semi-global
controller will be defined. Also, some metrics and results against the prepared prototype will be
analyzed and compared with other existing fault tolerance solutions.
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Chapter 1
Introduction
In the traditional network architecture, each node consists of two components. The first one is the
Control Plane. It handles complexity and makes sure the policies are enforced. It decides on what
to do with packets (execution instructions) and also communicates with other nodes (by running
protocols like MPLS or OSPF). In other words, the Control Plane is basically the “brain” of the
network node. The second component is the Data Plane which handles the packet rate or traffic in
the hardware based on the information stored in tales (e.g. MAC tables). The Control and Data
plane will be discussed in more details in section 2.1 because these two notations are very
important to understand to compare SDNs with traditional networks.
Since both the control plane and the data plane are bound together, the network is
“vertically integrated” [1] which makes it very complicated to reconfigure the system each time
there is a change or even making it dynamically reconfigurable because any change of
configuration requires changes in every single Control Plane (meaning every node in the network)
making network management very difficult. Today, service providers make function such as
firewall and Domain Name Service (DNS) to their customers. Under the traditional network
architecture, it would be very time consuming and expensive to provide such functions. Some of
these functions require specific hardware that need to be installed at the customer location directly
each time needed. As a result, it is important to move from the traditional network architecture in
order to be able to give the system more flexibility and modifying software rather than the
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hardware. This way one can easily provide valuable network functions and services. This is why
Software Defined Networks (SDN) exists. This approach also makes contribution to the
networking area much easier which creates more room for open innovation.
One of the many challenges of SDNs is the handling of failures. There are 3 areas that fault
can happen in SDNs. The first one is in the Data plane where the signal gets lost or is not
synchronized properly due to a link or switch failure. The second area is a fault in the Control
plane where either the controller shuts down or the communication between the controller and
switches or between components within the controller it self is lost [1][2]. Finaly the third type of
failure is in the application layer where the failure is related to a bug in the software or configured
policies [1] which will result in failure in the North bound or even later result to a failure in the
Controller plane. In this thesis we will only focus on the data and control plane failures.
Each of these fault domains have been explored by previous works and addressed
differently. The most common way of addressing the controller that fails or goes down, is to create
replicas of the controller by clustering it. This way if the first instance of the controller goes down,
then the second replica takes over and so on. When the fault is in the data or control plane usually
the research focuses on the switch itself to avoid port failures and carrier-grade failure. Finally,
when the issue is in the northbound layer new software and policies are introduced [1].
1.1 Objective
Before moving forward, it is worth mentioning the difference between fault tolerance and fault
management. Fault tolerance refers to all efforts and components of a system that helps to
minimize the damage done by a failure or fault of a component in a system, while fault
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management is the process of detecting, analyzing and recovering from the fault [1]. This thesis
focuses mostly on the fault tolerance concept.
Previously related works address different types of failure in SDN by focusing their work on
different or one single component inside the SDN itself (Northbound, Southbound or the
controller). Such approaches end up introducing new protocols and policies which are very slow
to be adopted by the community [5]. Here, the objective is to approach the problem by modifying
the high-level structure of the SDN-based network rather than internal components. This way
anyone can easily and quickly adjust the structure of his network. This can be a new layer of fault
tolerance and also used as a new best practice suggestion in Software Defined Networks.
The proposed network structure consists of dividing a network controlled by only one SDN
controller into sub networks. There will also be a “global” controller or controller cluster which
will serve as a last layer of failover if needed. The “global” controller acts as a supervisor to all
the other controllers (or controller clusters) which each manage their sub network. Unlike a cluster
where each system listens to the other to take control in case of failure, here the “global” controller
only listens to the lowers level controllers, but the lower level controllers are not even aware of
the existence of the global one. This can be called such a divide and conquer with semi-global
failover approach for Software Defined Networks.
1.2 Outline
In Chapter 1, a brief introduction to Software Defined Network and different type of failures in
SDNs were discussed.
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In Chapter 2, consists of a deeper comparison of SDN and traditional networking as well as a look
at the related work for create fault tolerance in SDNs.
In Chapter 3, explanation of the divide and conquer with semi-global controller failover for SDN
and a prototype implementation of such system with different tools as well as the trial and errors
that lead to form this prototype.
In Chapter 4, analysis of the results against the prototype as well as comparison with existing fault
tolerance solutions for SDNs.
In Chapter 5, proposed system and results against the system are summarized and possible
extension of the work is discussed.
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Chapter 2
Background and Preliminaries
2.1 Software Defined Networks vs traditional networks
In traditional networks, each node consists of two components. The first one is the Control Plane:
It handles complexity and makes sure the policies are enforced. It decides on what to do with
packets (execution instructions) and also communicates with other nodes (by running protocols
like MPLS or OSPF). In other worse the Control Plane is the “brain” of the network node. The
second component is the Data Plane which handles the packet rate or traffic in the hardware based
on the information stored in tales (e.g. MAC tables). Without the Control Plane, the Data Plane is
just a tavble to map input port to output port. We will take a colser look at what these tables look
like with actuall data when exploring the results in chapter 4.
The fact that both the Control and Data plane are bound together makes the network
“vertically integrated” [3] which makes it very complicated to reconfigure the system each time
there is a change or even making it dynamically reconfigurable because any change of
configuration requires changes in every single Control Plane (meaning every node in the network).
This means that if there are n nodes, there will be n reconfigurations. This may be done with
automation tools, however this means that the network (or at least the node) will be down for

5

sometime and takes away the availibility of the network. This will also increase the delay in the
network because if a switch node is down while a packet is being sent, there will be a link faileur
and the network needs to either find another path or if there is no other possible path, then wait
untill the node comes back up. This traditional network architecture is show in the figure below.

Figure 2.1: Architecture of tradition network nodes

The concept of SDN was initially created on campus as researchers were having a hard
time to experiment different network protocols [4]. This is where the main characteristics of SDN
were born: Separating the control from the data plane and putting it in the center such that it can
both communicate with the forwarding devices, but also will the applications that decide the
behavior of the network. In other words, SDN really decouples the control and data planes. Its
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goal is to give the network more flexible by making it open and programmable [3]. If we need
specific network behavior, then we can install and develop an application to create that behavior.
These behaviors include: traffic engineering, security, Quality of Service (QoS), routing,
switching, virtualization, monitoring, load balancing and anything else that can be discovered later.

Figure 2.2: Architecture of Software Defined Network

Before moving forward let us look at a more detailed architecture of SDN. It has 3 layers:
Network applications, Network Operating System (NOS) or SDN Controller and network
forwarding devices (or network Infrastructure). As noted, here the Controller and Data plane are
now separated. The Network application layer (northbound) is in the highest level of the system.
The purpose of this layer is to understand the network behavior and implementing the policies. It
includes intrusion detection systems, load balancing or firewalls. The next layer is where the SDN
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controller is located at. The controller along its core services interacts with both the network nodes
and the network applications. It communicates information coming from the northbound layer to
forwarding devices such as handling instructions, alert of packet arrival, status changes and
statistics information (flow counters). The cores services are here to support SDN controller and
provide services such as topology, inventory, statistic and host services. The Topology service
basically builds a topology graph where we can see how forwarding devices are connected to each
other. The Inventory service tracks all SDN enabled devices and record useful information (e.g.
version of OpenFlow and supported version). The Statistic service reads and record counter
information from flow editing devices (e.g. traffic counter on the flow). The Host tracker allows
knowing where the IP and Mac addresses are in the network (by intercepting packets in the network
for example). Finally, the last layer in the SDN architecture is the Infrastructure (Network
Forwarding Devices or southbound) layer. The network forwarding devices receive packets, take
action (dropping packet, modifying packet header or sending packet out) on them and update
counters. It can also cache the execution instructions (initially coming from applications via the
controller), which would increase the performance. These network forwarding devices need to
either be hardware switches supporting a programmable interface (e.g. OpenFlow) or software
switches such as Open Virtual Switches. Hardware switches give a better performance while
software switches are more flexible. It is important to note that between the controller and the
southbound there is the infrastructure interface and between the controller and the northbound
there exists the application interface. The application interface is basically a RESTful interface
that can use the information provided by the core services. The southbound interfaces are protocols
and the most common protocols are OpenFlow (for packet handling) and OVSDB (network
management protocol) to manage the configuration of the devices in a network (we will only use
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OpenFlow protocols in this thesis). The figure2.2 is showing a summarized image of SDN’s
architecture.
In a SDN based network the data plane and control plane are separated allowing the
controller to have an overall view or sub views of the network [3] as shown in figure 2.3. This This
abstract view can be used by the northbound layer (application) to decide how to implement the
network policies. This becomes especially handy when the application doesn’t need to see
everything about the southbound layer and in the network. For example, a security policy does not
care about all the path between network nodes and the controller will give an abstract view of the
network to the application.

Figure 2.3: Top: the entire view of network, Bottom: abstraction view of network as a
single large switch
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However, in the SDN architecture each forwarding device or OpenFlow switch needs to
be controlled by exactly one controller at all given time. This is because the controller is the brain
of that switch and if there is no connection between the controller and the switch then the switch
does not know what to do and if there are more than one controller connected (and controlling) to
that switch at a given time, then there will be conflict on which controller tells the switch what to
do. Combining all the information above, if one wants to create a Software Defined Network
equivalent to the traditional network shown in the figure 2.1 with only one controller, then the
figure below would the simplest equivalent network (assuming there is only 1 host per OpenFlow
switch). Note that the switches (s1, s2, s3 and s4) are all controlled only by the controller C0 and
each connected to only 1 host (h1, h2, h3 and h4). The switches represent the data planes and the
controller represents all of the control planes.

Figure 2.4: Sample SDN network with one controller and one host per switch
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It is important to note that the nodes and switches in such architecture are independent from
each other thanks to the fact that the Control and Data Planes are bound together. This is a one of
the advantages of traditional networking over the Software Defined Networking [3]. SDN switches
consists of only the data plane (table flow) and a communication protocol with the controller
shown in figure below. This makes SDN switches directly dependent on the rest of the network
and the controller.

Figure 2.5: OpenFlow switches in SDN
2.2 Related Work
2.2.1 Best practices in Software Defined Networks
When it comes to deploying or using SDNs, the focus is more on training, use cases and using
different open source or vendor-based components and protocols, combining SDN with NFV
(Network Function Virtualizations), security and migration challenges [5, 6, 7]. The focus on
training and using the components within the controllers try to make sure that the organization is
ready to migrate from a traditional network to a Software Defined Network. The process of
migration is also described in detail via use cases [6] to ensure the SDN runs at the end of the day.
However, making the system scalable and highly available is not the first focus. This is
understandable because one may consider making the system fault tolerant after it is set up, but
fault tolerance is as important as security for example and needs to be considered at the moment
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of migration. Also, SDN by itself cannot deliver network functions to users. Unlike SDN which
was created by researchers on campus, NFV was developed by solution architects in service
provider companies [4]. As mentioned previously service providers need to deliver more than just
a simple network connectivity. They also need to provide functions such as Firewall, Encryption,
DNS and many other functions. Traditionally these functions need specific hardware at the premise
of the customer or user. To reduce the cost and increase the deployment process we can use
Network Function Virtualization (NFV). The goal of NFV is to basically decouple all the network
functions that a provider needs to give to its customer [10]. As a result, these focuses mostly try to
make sure that SDN will be accepted by the community as fast as possible.
Also, the concept of load balancing in SDN usually refers to how the controller itself is
playing the role of a load balancer between the north bound and the southbound [8]. This “SDNbased load balancer” is not a strong solution to the failure within SDN. For example, in the case
of a link failure in between 2 forwarding devices in the southbound, the controller by itself needs
to recalculate all the possible paths. This concept is not a failover solution but rather for preventing
failures.
However, some suggestions and studies exist for avoiding failures and scaling SDNs.
SDNs are logically centralized but not physically [3]. This leaves a single point of failure for the
network and can represent scaling limitations. To make the system highly available and scalable
we can either cluster the SDN controller or create a hierarchy of SDN controllers. This way there
is a cluster of controllers to handle the load instead of having one single controller that handles
everything. If one system goes down, another will take over the workload. Moreover, we can create
regional SDN controller cluster. This allows each cluster to handle the traffic in that region and

12

different region can communicate information between each other as needed using an East/West
protocol [3, 9]. Regional SDN controller clusters is shown the figure below.

Figure 2.6: Regional SDN controller clusters communicating with East/West protocol
Another solution to making SDN highly available is to create a hierarchy of SDN
controllers [3]. Basically, the idea here is to be able to get a more detailed abstraction view of the
network from the controllers that are in the lower level in the created hierarchy and a less detailed
abstraction view of the network from controllers that are in the higher level in the hierarchy. It is
important to keep in mind that since lower level controllers are closer to the forwarding devices it
is easier and more efficient for them to create a more detailed abstraction view of the network. The
image below helps to illustrate this idea.
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Figure 2.7: SDN controller cluster in hierarchy

Regional SDN controller clusters and controller cluster in hierarchy are similar to
concepts that already exists when it comes to design a distributed system such as clustered
database servers. These concepts help Software Defined Networks to be more fault tolerant. It is
important to now look at some related studies that have evaluated different fault tolerant
solutions for SDNs.
2.2.2 SDN Fault tolerant system study and evaluations
Sonal Harsh in his master’s thesis from the University of Houston [11], evaluated the usage of
multiple controllers instead of one to manage the forwarding devices in a Software Defined
Network. He basically showed that the overall performance in a system managed by multiple
controllers is better than in a system with only one controller. Mininet was used to simulate the
results and create the prototype, a tool that will also be used in this thesis later. The prototype
consists of a simple system with only three switches. In the first case there is only one controller
and in the next, there are 2 controllers. The systems are shown in the figure below.
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Figure 2.8: Single and multi-controller SDN topology [11]

After the experiment, it is shown that both the delay and packet losses are reduced in the
system with 2 controllers. This evaluation is done only by generating a large amount of packet
flow, but there is no evaluation in the case of link failure or any other type of failures that can be
present in SDNs. Moreover, the communication between multiple controllers is not well explained.
The concept of switches being controlled by one controller at a given time is not fully taken in
account which makes it hard to understand which controller (C0 or C1) is telling the second switch
(S2) what to do at a given time (which controller is master or slave). Also, the studied network
show above is too small to be considered for a best practice in more realistic situations.
Obadia et al. [12] evaluated failover mechanisms for the controllers in Software Defined
Networks. The most interesting part of that research is the description of distributed SDN
controller architecture which will also be used later in this thesis. They show that usually SDNs
are divided into subdomains and the idea of distributed SDN architecture is to have each controller
in charge of only its own sub-set of forwarding devices. Each of these controllers communicate
with the others in charge of their own sub-set of switches by using a lightweight message-oriented
communication bus. A simplified image of this system is shown in the figure below.
15

Figure 2.9: Distributed SDN Controller Architecture [12]

Such system design allows less pressure on one single controller but failures within the sub
domains are still possible. In case one controller fails then that sub domain will be down. A
common solution to such problem is clustering the controllers so that if one goes down another
takes over (slave and master). Combining the figure above with clustering, we can see that is
equivalent to figure 2.6 and it is an example of regional SDN controller clusters with East/West
communication protocol.
Moreover, a more detailed explanation of the control of an OpenFlow switch by multiple
controllers is given. A switch can have only one “Master” controller at a given time, but multiple
“slave” or “equal” controllers [12]. This means that only the “Master” controller is controlling the
switch. The slave controllers are acting as “backup” controllers and in case the “Master” controller
fails, then one of the slaves become the “Master” controller. It is very important to understand that
just because one switch is connected to two or more controllers, it does not mean that they all
control it. It is also explained that in case of the failure of one controller, another controller even
in another domain could take over the orphan switches. However, the whole goal of having a
distributed SDN controller architecture is to take pressure off one controller (or cluster of
controllers) and let them be responsible only for their own sub network. Before the failure the
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controller B is present, but once it is down, controllers A and C communicate with each other and
decide which controller takes over which orphan switch as shown below.

Figure 2.10: Distributed SDN Controller partition before and after the failover [12]

The paper also introduces strategies for failover mechanism which require implementation
of new algorithm in the communication protocols. As shown above the partitioning of the orphan
switches between the remaining controllers requires certain communication protocol.
It is of course possible to connect switches to multiple controllers [11] and let the failover
to be handled by the controllers. However, as described by Katta et al. [13], when there is more
than one controller connected to the switches, events coming from switches may arrive out of order
to the controller or go to the wrong controller and then later go to the controller that is acting as
the master. One solution to this problem is a transactional database in the controllers which is slow.
The paper introduces a new protocol for communication between the switches and the controllers
to ensure the events arrive in order to the controller and the controller then execute command in
the proper order. However, the research itself acknowledges that adoption of such protocol can be
slow by the community. In fact, the adoption of SDN is slow due to different challenges of
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deployment [14] and the best way to speed up the translation from traditional networking to
Software Defined Networking is to keep things simple.
As a result, many researches focus on modifying the components or adding new
components inside the controller. Others try to introduce new communication protocols between
different components of the network. These solutions are great, and the associated research has
shown that they have good performance. However, they are slow to adopt by the community and
more changes may discourage an already in progress transition from traditional network to SDN.

Chapter 3
Proposed System
3.1 Trial and errors
In this thesis we are not trying to resolve the root cause of each of the three types of failure in
SDNs but rather building a fault tolerant system. It is worth mentioning the difference between
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fault tolerance and fault management. Fault tolerance refers to all efforts and components of a
system that helps to minimize the damage done by a failure or fault of a component in a system,
while fault management is the process of detecting, analyzing and recovering from the fault [1].
Here we are only focusing on the fault tolerance rather than fault management. In this thesis we
are trying to only modify the high-level architecture of SDN to add a new layer of fault tolerance.
Since adoption of new OpenFlow and SDN communication protocols is slow by the community
[14], here we will try to avoid the implementation of such protocols but rather suggest a new best
practice for how the structure of a Software Defined Network should look like to add an additional
layer of fault tolerance. In order to accomplish this goal certain options have been explored and
some have failed. Here we will look at this trial and error method which lead to the final solution.
During the early discussions and research, the idea of breaking the network into sub
domains was developed. This consists of having each controller to be responsible for their own
sub network and allowing controllers or cluster of controllers to communicated with each other.
The idea was to put less pressure on one single controller to avoid failures (control plane failures)
or at least make sure failures happen less often. However, this idea already exists: East/West
protocols and Hierarchy of hierarchies. In fact, this idea is very similar to the distributed SDN
controller architecture described by Obadia et al. [12]. This idea has been already discussed and is
shown in the figure 2.9.
Moreover, the idea of sending a part of the control plane data with the packets traveling
between OpenFlow switches. For example, if the communication between the controller and
switch A fails but the controller is still functioning, then switch B also connected to the same
controller can send part of the control plane needed to switch A. The controller sends both the
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control plane needed for switch A and switch B to switch A then switch A forwards the information
needed to switch B. This idea is great for link failures recovery and it is a solution to improve data
and control plane failures recovery. The figure below illustrates this idea.

Figure 3.1: Sending part of control plane from one switch to another

However, in SDN, the control and data planes are separated from each other. The controller
is in charge of determining what path each switch should use and the switches only handle the
packet forwarding operations. Sending part of the control plane needed by other switches to a
switch that doesn’t need that information will require more space in the packet. This also requires
the SDN switches now also need to be able to send the control plane to each other. This means that
the switches can both handle the control and data plane. A switch capable of doing so, is no longer
a SDN switch but rather a traditional network switch and the data and control plane are no longer
decoupled. As a result, this idea is pointless because it requires a new communication protocol
between switches and will be difficult to be adopted by the community. Also, by doing so, we are
approaching to the tradition network architecture.
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3.2 Proposed solution
This section describes the solution formed after all the trial and errors. After all the trial and errors
mentioned previously, the conclusion was to only modify high level structure of a given SDNbased network without any changes to the components inside or outside the controllers nor
introducing any new communication protocols to ensure a quick adoption of the proposed solution
by the community. This also allows the solution to be relatively simple and easily adaptable by
any existing SDN-based network and all its components as they are.
Moreover, looking at previous related works and the trial and errors allowed us to see that
clustering controllers allows taking off pressure from one single controller, making the system
more fault tolerant and also allowing better performance [11, 12]. Previous related works also
shows that dividing a network into smaller sub-networks will increase the failure recovery
performance and may avoid the failure altogether [12]. All these concepts are possible to be applied
to an SDN-based network without any new protocol or changes to the components as we will see
later with the proposed prototype. However, in case of a total controller cluster failure, there is
nothing that can be done to recover from failure in the previously mentioned solution. In order to
add an extra layer of fault tolerance, it is possible to add one global controller which act as a
failover controller. It can be seen as a temporally slave controller which in case of a total controller
cluster failure, then this semi-global controller will take over to ensure the system will continue
working. Unlike the master/slave concept where both the slave and the master are aware of the
existence of each other, here this semi-global controller (or cluster of controllers) is the only one
that knows that the lower level cluster s of controllers exist, but the lower level clusters have no
knowledge of the existence of the semi-global controller. There will be more details about the
prototype and its cointroductions later in this chapter. The figure below helps to understand this
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idea of semi-global controller working along with the existing clustering, East/West protocol and
dividing the network into smaller sub-networks.

Figure 3.2: Semi-global Controller SDN structure

Note that unlike the in distributed SDN controller architecture shown in figure 2.9, here
the east west protocol doesn’t happen between the controllers but rather between the domains.
There is no direct connections between controller clusters, but instead the edge switches of each
sub domain or sub network is connected to its neighbor sub network’s edge switch. This will allow
us to not rely on any kind of new protocol whatsoever and only work with what already exists.
Later in this chapter when discussing the construction of the prototype, a more detailed explanation
of how such system is achievable is discussed.
3.3 Tools used to build the prototype

22

3.3.1 Mininet and MiniEdit
Mininet will allow to emulate any SDN-based network with the desired structure and topology.
All the hosts, switches, controllers and the links between them are virtually created and can be
customized [12]. Moreover, the behavior and management of different components is just like the
real world. This tool is wildly used for research and development and also allows testing new
protocols and other customizations. Here no new protocol is going to be needed, but the behavior
of the controllers will be adjusted to the needs of this research. Mininet’s virtual components are
lightweight allowing to run more than 4096 components on one single machine. It is free of
dependencies and an easy to setup the linux virtual machine image ready to use to run Mininet on
it which will be used here [15]. In this thesis, after building the desired structure, while Mininet is
running, certain commands will be used on the Mininet CLI. Before moving forward, it is better
to discuss some of the used Mininet commands here for a better understanding of the steps taken
to build the prototype, described later in this chapter.
•

“mininet> h1 ping -c 1 h2” generates traffic by pining host h2 from host h1, option -c
specifies how many times to ping

•

“mininet> iperf h1 h2” allows testing TCP bandwidth between host h1 and host h2

•

“mininet> xterm h1 h2 h3” displays a terminal executing commands from hosts specified.
This is helpful to generate more traffic and do more complex debugging.

•

“mininet> link <node-1> <node-2> down | up” creates a link failure or bring it back up
between 2 nodes. Nodes can be switches or hosts

•

“mininet> net” lists all the nodes and their links to other nodes.
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•

“mininet> dpctl dump-ports-desc” dumps ports description command shows the status of
each port. Combining this command with the previous one (net) will allow to see the path
taken by the flows.
MiniEdit is a graphical program running in parallel with Mininet, written in python making

it very easy to construct, configure, understand and run the desired network. It can also generate
the equivalent code in python for Mininet so that later the generated python code can run instead.
Here the tool will be used to first build the desired topology as shown below.

Figure 3.3: Sample network structure and controller configuration in MiniEdit

Then different components such as the controllers can be configured as shown in the figure
above. This includes specifying where they are located at (IP address and port), the type of
controller and communication protocol with other nodes of the network. Once everything is ready
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the emulator can be executed and measuring the results needed. Note that MiniEdit is not
necessarily needed here, everything can be done without it. However, it is very convenient to have
this visualization tool.
3.3.2 Docker and virtual box
Here the linux virtual box image of Mininet will be used [15]. All emulations will be done by using
the command “ssh -Y mininet@<virtual.machine.ip.address>” to access the virtual machine that
Mininet is running on. The option “-Y” allows running graphical programs such as MiniEdit or
xterm while running Mininet. However, Mininet has its own limitations, depending on how much
CPU is allocated to the virtual box instance. In this experiment only 1 CPU is allocated and when
running more than 2 controllers on that virtual machine, the performance begins decreasing
dramatically where any running process on that machine stars consuming more and more memory
and CPU. Note that the performance issue is only caused when increasing the number of controllers
on the same virtual box but not of the other components such as the hosts or the switches.
In order to run a smoother experiment only one controller is being executed on the virtual
box and others will be running on Docker containers hosted not on that virtual machine, but instead
on the local machine. The Docker container used here is dosinhuda/mininet-pox which contains
both Mininet and the POX controller emulator [16]. Once the image is pulled using “docker pull
dosinhuda/mininet-pox”, a container can be easily created by executing “docker run --name
<name> -it -d -p <containerPort>:<hostPort> dosinhuda/mininet-pox” where -p oprtion is to map
the port of software package running in the container to the actual host’s port that Docker itself is
running on. Next the container can easily be stopped and stared. It can also be accessed remotely
(similar to using ssh to access the virtual box instance) by using “docker exec -it <name> bash”
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and then execute any desired bash command on the container. Note that running graphical
programs are not supported this way.
Here we are only interested in the POX controller in the container because Mininet itself
is being executed on the virtual machine. POX controller will be discussed in the next section.
Docker allows us to run many controllers without performance issues because each Docker
container is a lightweight independent software package and inside that lightweight container, the
POX controller itself is also an efficient lightweight software inside the Docker container [17]. It
is possible run thousands of containers (depending on how they are configured) [18], but in this
thesis less than 10 controllers are needed. Docker is also a secondary tool, since it is possible to
run the experiments without the POX controller in Docker container, but it will be more difficult
to repeat the experiment.
3.3.3 POX controller
POX controller is a pre-installed OpenFlow controller written in python that comes with the
Mininet virtual machine image and it is very easy to use to build a prototype very quickly [17] and
it is very similar to NOX controller. There are other similar SDN controllers such as ONOS,
Floodlight or Ryu, but they have different requirement and dependencies, some are not fully
developed making them much harder to setup [12]. Also, POX controllers support multicontroller
architecture (one switch connected to more than one controller at the same time), which makes it
easy to build the prototype. However, in order to have a clearer experiment, even if switches can
be connected to multiple POX controllers, in the experiment only one controller will be running at
a time and manage the switch in question.
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As discussed before most of these controllers will be running on a Docker container. Once
inside the container, each these controllers will begin running by using the following command:
“sudo python pox.py forwarding.l2_learning openflow.spanning_tree --no-flood --hold-down
openflow.discovery web.webcore --port=8888”
“forwarding.l2_learning” allows OpenFlow switches to learn Ethernet MAC addresses and match
the packet header to create flows for each pair of MAC addresses (Populates the flow tables). This
is a L2 learning component that later erases all flows that have not serviced packets during the
timeout period (deletes unnecessary data from the flow table) [19].
“web.webcore --port=8888” runs a web server within the POX process on the provided port (8888
in this case) that can be accessed via the browser or making a curl GET request [20]. Instead of a
connection channel, this method will be used for establishing connection and letting controllers to
talk to each other. This will be used to show the control plane failover.
“openflow.discovery” is a component that uses LLDP messages to discover the network topology.
This component is required by “openflow.spanning_tree” component [20, 21].
“openflow.spanning_tree --no-flood --hold-down” is required in case there is a loop in the network.
It basically creates a tree instead of loops in the network. The options "no-flood" and "hold-down"
ensures that packets are not flooded in the network. Also, each time there are link failures or
changes in that network the spanning tree adjusts itself with an alternative path and tree. This will
later play a major role when measuring the link failure recovery time. A more detailed study about
the recovery of spanning trees in similar cases is done by Rihab Jmal and Lamia Fourati in
“Implementing shortest path routing mechanism using Openflow POX controller” [21].
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Before moving forward, let’s take a closer look at how the spanning tree is created and how
it recovers from a link failure. To illustrate this, first a sample network is created with Mininet and
MiniEdit as shown in the figure 3.4. In this network topology there are multiple loops and also
there are 2 controllers c0 and c1, which will allow us to demonstrate a simple control plane failover
as well as the communication between the controllers using GET rest requests using that
web.webcore component.

Figure 3.4: Sample network with loops and a controller cluster

For this we begin by starting 2 POX controllers pox1 (c0) and pox2 (c1) on Docker
mapping the controller port 6633 to 6633 and 6634 of the host respectively and the webcore
component port 8888 to 8888 and 8889 of the host respectively as shown below.
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Figure 3.5: Docker running 2 sample POX controllers
Then we start Mininet with proper configurations for c0 and c1 and the topology shown in
figure 3.4. Once Mininet is running we can execute “net” and “dpctl dump-ports-desc” to see the
flow path and find the generated spanning tree. Since the output of these 2 commands are large,
they are in the appendix 1 and 2. The blocked ports are highlighted. When analyzing the output of
“dpctl dump-ports-desc” we can observe that the ports s2-eth2, s3-eth4, s4-eth1, s4-eth2, s4-eth3,
s5-eth1 are blocked which results to the spanning tree in the figure below. The corresponding links
are s2-eth2:s4-eth3, s3-eth4:s4-eth1, s4-eth1:s3-eth4, s4-eth2:s5-eth1, s4-eth3:s2-eth2 and s5eth1:s4-eth2. For example, s2-eth2:s4-eth3 is the link between switches s2 and s4, which is
blocked. The links highlighted in red are blocked and the spanning tree is the combination of the
blue links.
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Figure 3.6: Spanning tree in a sample network with loops

Once we create a link failure between switches s1 and s2, the spanning tree adjusts itself
and create the new spanning tree shown below.

Figure 3.7: Spanning tree after link failure recovery in a sample network with loops
3.4 Prototype and its construction
This section describes the final prototype and explains the steps necessary to build the prototype.
As discussed before, there will be multiple sub-networks. In order to have a simple structure and
comprehensive, all sub-networks’ topology are the same as the one shown in Figure 3.4. There
will be 5 sub-networks and in each sub-network there are 2 controllers, 5 switches and 6 hosts.
There will also be a global controller connected to all switches representing the semi-global
controller that adds another layer of fault tolerance. This network is shown in the figure 3.8.
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Figure 3.8: Divide & Conquer and semi-global failover for SDNs prototype
The semi-global controller runs on the virtual machine that is hosting Mininet. All the other
controllers are running on Docker containers using the POX controller container with the
web.webcore component. Every controller cn hosted in a Docker container has its ports 6633 and
8888 mapped to host ports 6633+n and 8888+n respectively, where n is the controller number (e.g.
n=2 for controller c2). The mapped ports are shown in the terminal screenshot below of Docker
containers. Pox1 is controller c0, pox2 is controller c1 and so on.

Figure 3.9: Docker running POX controllers for the proposed prototype
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For building this prototype, let’s first look at the communication between the controllers
within sub-networks and how the semi-global controller communicates with the sub-networks’
controller clusters. Note that there is no communication between different sub-networks’ controller
clusters. Here the communication between controllers happens using the web.webcore component
running on port 8888 of each container. Each controller act as a failover layer and makes a GET
rest request to the controllers that it needs to communicate with to see if it is down. If this is the
case, then the failover controller replaces the controller that failed. Controllers within the same
sub-network represent a controller cluster of 2 controllers. In each controller cluster, controller A
is initially responsible to manage the connected switches. Once controller A is down, then
controller B is turned on and manages the switches. Once controller A is back on, the controller B
is turn off letting controller A to take control again. Such algorithm can be simply implemented in
a bash script and be executed on Docker container hosting any controller. An example of bash
script for controller communication within the same cluster and sub-network running on pox2, is
provided in the appendix 3.
Also, the semi-global controller needs to take control of any sub-network switches in case
all controllers in a sub-network cluster are down. Similar to the previous communication
algorithm, the semi-global controller listens to all controllers in a given cluster by making GET
rest request to their web.webcore components and if any pair of controller in a cluster are down (if
both of them are down), then the semi-global controller takes controller of the switches in that
network. If any controller cluster is functioning again, the semi-controller stops controlling the
switches of that sub-network by either shutting its POX controller down if no sub-network needs
its assistance or just transferring the control of specific sub-network back to its controller cluster
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(here it restarts itself to represent the transfer of control back to the recovered controller cluster).
The bash script running on the semi-global controller to communicate with other controller clusters
for this prototype is given in the appendix 4.
However, building this prototype and running POX controllers with the options
“openflow.spanning_tree” and “openflow.discovery” is not possible in such topology. This is
because of the “bridge-links” connecting each sub-network to its neighbor sub-network. The figure
below represents a smaller network topology with only 3 sub-networks (in yellow) and a semiglobal controller (in green). The bridge-links are circled in red.

Figure 3.10: Simplified prototype with only 3 sub-networks

In POX controllers, the openflow.discovery component tried to discover the topology and
the path from any node to a different node in the network that the controller is responsible for,
finding all the ports and corresponding links [22]. In other words if the openflow.discovery
component doesn’t have a view of the network including all the nodes connected by every link
and there is a link that goes to another network, then that link is discovered, but it doesn’t know
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where
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which

generates

a

warning

info:

“INFO:openflow.discovery:Received LLDP packet from unknown switch”.
Moreover, the openflow.spanning_tree component blocks (NO_FLOOD) any unnecessary
port and generate the spanning tree [22]. Similarly to the openflow.discovery, if the controller
cannot know where the packet is going or coming from, then the corresponding ports will be
blocked. This is equivalent to bringing down the bridge-link in question. Since that link is down
the traffic can happen within the sub-networks, but there is no possible way for the traffic to happen
between the sub-networks.
For these reasons the code for openflow.discovery component will be slightly changed to
ensure that the bridge-links are not discovered by that components, but the data flow is still
possible thanks to the forwarding.l2_learning component. In this thesis a quick change has been
done directly in the openflow.discovery module (pox/openflow/discovery.py) to ignore the bridgelinks. This modification is shown in the screenshot below. Note that “<switch_id>” must be
replaced with an appropriate value.

Figure 3.11: Ignoring bridge-links in pox/openflow/discovery.py (line 411 - 413)

This solves the problem with openflow.discovery. Now the code for generating spanning
trees in openflow.spanning_tree component needs to be modified excluding the bridge-links. This
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modification is done in pox/openflow/spanning_tree.py just before invalidating ports. This is
shown below. Note that “<link_id>” must be replaced with an appropriate value.

Figure 3.12: Ignoring bridge-links in pox/openflow/spanning_tree.py (line 144 - 450)

Once these modifications are done, the prototype is ready for the experiment. Bridge-links
are no longer causing any problem and any host is able to ping any other host within or between
sub-networks.

Chapter 4
Experimental Results
4.1 Experiment scenarios and Data collection
4.1.1 Sample Experiment
Here a sample experiment setup will be discussed which will help to understand later the main
scenario. The sample scenario’s network topology is the same as the one shown in the figure 3.4.
Note that this topology is just one of the subnetworks of the main topology which keeps things

35

simple and easier to understand before looking at the more complex main topology. The
communication between the 2 controllers in the cluster is done via the web.webcore component
and algorithm discussed in section 3.4 . The experiment consists of measuring the delay of packets
traveling from one host to another, recovery time after creating a link failure (data plane failure)
and after taking down one of the controllers in the cluster (control plane failure) and the packet
loss with each of the mentioned failures and without them.
In order to measure these metrics, first we start Docker containers pox1 and pox2 as well
as the given bash script in the index for controller communication within the same cluster on pox2.
Note that here pox1 won’t be acting as a failover controller and the script doesn’t need to run on
pox1. Note that both pox1 and pox2 are running with the presence of “openflow.spanning_tree”
and “openflow.discovery” components. At this point the communication between the controllers
in the cluster is established and the controllers are running.
Now Mininet can begin the emulation by running the network in figure 3.4 with proper
configuration of controllers referring to the ones running on Docker (pox1 and pox2). Initially
pox1 is controlling the switches and will generate the same spanning tree shown in figure 3.6 and
we can start generating some traffic simply by executing “pingall” or pinging any host from any
other host. In this instance, when pinging 200 times h6 from h1 by executing “h1 ping h6 -c 200”,
the output shows the delay and loss. Moreover, by using “iperf h1 h6”, the bandwidth between the
2 nodes is given. More traffic can be created by using “xterm h1 h2 h3 h4 h5 h6” and then from
each of the open consoles corresponding to a host, another host can be pinged.
For measuring the recovery time, some failure scenario is needed. This scenario is created
by first stopping pox1 and letting pox2 to take over, while generating traffic via different hosts and
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while the command “h1 ping h6 -c 200” is running. While pox1 is down and pox2 is trying to
recover, there will be packet losses. The delay can be measured with 2 different methods. Here
there are no packet loss due to heavy traffic. The first method simply consists of running a time
between the time that pox1 is stopped and the time that there are no longer any losses. The second
consists of multiplying the number of packet losses by the timeout value for ping in Mininet. One
can find the default value of timeout between the pings by looking at the code in
mininet/mininet/net.py. In this experiment we set the timeout value of ping command to 1000 ms.
Note that the timeout of the first ping is not included in the final time report as shown in the figure
4.1.
Definition 4.1 The final reported time when timeout occurs is equal to number of pings
multiplied by the given value for ping timeout (1000 ms here) minus the ping timeout.
FinalReportedTime = (pingNum ∗ pingTimout) − pingTimeout

(4.1)

For example, for “h1 ping h2 -c 3”, where all pings fail, we are pinging 3 times, the first
timeout is not included in the report which makes the overall time equal to 2000 ms (3000 ms 1000 ms) as shown in figure 4.1. There is a slight difference in the screenshot (1999 ms instead of
2000 ms).

37

Figure 4.1: Mininet pings, ignoring the first timeout in the final report

Similarly, the recovery time for data plane failure can be measured next by creating a link
failure while pinging a host and while a new spanning tree is being generated, packets will be lost.
Note that it is important to know what the spanning tree looks like to make sure to the link failure
is created on a link that is not already blocked (NO_FLOOD). For this experiment, the average
values for packet loss and delay will be measured while executing ping with 200 executions (“ping
-c 200”). Also, the recovery time will be measured with both methods described before. Both
Methods are used here, to verify the accuracy the metrics. The metrics here are obtained from “h1
ping h6”, where the farthest 2 nodes, h1 and h2, try to ping each other. All the results from this
sample scenario can be put together in the table 4.1. Note that there is no recovery time when there
is no created failure and the traffic generated with “pingall” (or “xterm h1 h2 h3 h4 h5 h6”) is
always present when a failure is created.
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Definition 4.2 To calculate the theory recovery time the loss packets percentage is multiplied by
the number of pings (200 here) and this number is multiplied by the ping timeout (1000ms here)
and finally adding the first ping timeout that is being ignored as discussed before.
TheoryRecoveryTime = (pingNum ∗ loss) ∗ pingTimeout + pingTimeout

(4.2)

Table 4.1: Sample experiment results
Failure
Scenario

Bandwidth
(Gbits/sec)

Traffic
using
Pingall

Average
Average
Delay (ms) Packet loss

Theory
Recovery
Time

Measured
Recovery
Time

No
Failure
No
Failure
Controller
Failure
Data
Plane
(link)
Failure

39.2

No

1.939

0%

N/A

N/A

18.3

Yes

1.789

0%

N/A

N/A

20.3

Yes

2.187

6%

13 s

15 s

19.9

Yes

3.879

18%

37 s

38 s

As observed the bandwidth decreased and the delay increases once the traffic has increased.
Also, there is no packet loss when there is no failure, so all packet losses are happening while the
system is recovering from a failure. There is a slight difference between the measured recovery
time (using a simple timer between the moment that the failure is created and the moment the
packets start arriving) and the theory recovery time (definition 4.2) which can be explained because
of the delay for the timer to start.
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4.1.2 Main Experiment
Now that the sample scenario has be described step by step, the main scenario can be described
faster. For the main experiment the topology shown in figure 3.8 will be running with the semiglobal controller. Here, the goal is to repeat the previous experiment by enabling slowly all the
sub-networks and observer how the system performs for a larger topology. As a result, the same
metrics will be given for a system with up to 5 sub-networks. Note that a system with only one
sub-network, is the same as the system used in the previous section, so the results of such system
has been already gathered. The failover to the semi-global controller will also be added to the
previous failure scenarios. The failover to the semi-global controller scenario consists of shutting
down all controllers in one cluster and letting the semi-global controller to take over their
responsibilities and managing the switches in that sub-network or multiple sub-networks if
multiple clusters are down. In order to simulate this scenario, after gathering the metrics with a
link failure, both controllers in the cluster will be shut down and the delay, packet loss and the
recovery time will be measured again just like for the previous scenarios. Traffic will be generated
for all cases, but the number of sub-networks can be different. Putting the gathered results for the
main experiment, the table 4.2 is obtained.
Note that in this experiment the “Controller Failure” is the failure at the level of the
cluster and “Semi-Global Failover” is the failure of all controllers in a cluster, where the semiglobal controller takes over the sub-network that the cluster was managing. Moreover, the results
are gathered from the connection between host h1 and the farthest host from h1 in the enabled subnetworks, for example, when only sub-networks 1 and 2 are enabled the results are gathered from
“h1 ping h12” and when all sub-networks are enabled, the metrics are coming from “h1 ping h25”
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(h25 is the farthest when looking at the topology in figure 3.8). The results for bandwidth in
presence of failure are gathered after the recovery because during the recovery bandwidth would
be equal to 0Gb/s. Note that the experiment is repeated in 5 cases by increasing the number of subnetworks and making the topology larger in order to establish a relationship for the semi-global
solution and showing that its performance is not slower that the existing solutions. The goal is not
to necessary show that the semi-global controller performs better, but rather showing that adding
this new layer of fault tolerance make the system more reliable without affecting the performance.
Since the average values also consider the time intervals between the packet losses (timeout
value) then the average delay is higher when a failure occurs (because the average loss packets
value increases). The measured recovery is always higher than the theory recovery time because
timers takes sometime before stopping and helps to validate the calculated theory recovery time.
Moreover, the more sub-networks are included, usually the lower the bandwidth is. Also, for the
experiment with 3 enabled sub-networks and a controller failure, the average packet loss is low
(corresponding to row number 10 of table 4.2), However the average delay is higher than other
rows. In this case, the controller recovered faster limiting the packet losses, but it has increased
the delay. Here the bandwidth helps to understand why the delay, or packet loss is not consistent
with other rows. For example, in the table below, when 3 sub-networks are enabled (rows 9, 10,
11, 12), at the moment of the experiment the bandwidth was lower than experiment cases, causing
delay and packet losses be larger. This will allows us to establish a relationship between the
bandwidth and other metrics.
Table 4.2: Main experiment results
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Failure
Scenario
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

No Failure
Controller
Failure
Data Plane
(link) Failure

Number Bandwidth
of sub- (Gbits/sec)
networks
1
18.3
1
20.3

Average
Delay
(ms)
2.789
1.187

Average Theory Measured
Packet Recovery Recovery
loss
Time
Time
0%
N/A
N/A
6%
13 s
15 s

1

19.9

6.879

18%

37 s

38 s

Semi-Global
Failover
No Failure
Controller
Failure
Data Plane
(link) Failure

1

18.8

7.004

3%

7s

11 s

2
2

17.8
18.1

3.441
6.020

0%
4%

N/A
9s

N/A
10 s

2

17.1

12.469

24%

49 s

53 s

Semi-Global
Failover
No Failure

2

20.5

2.249

3%

7s

10 s

3

16.0

4.883

0%

N/A

N/A

Controller
Failure
Data Plane
(link) Failure
Semi-Global
Failover

3

16.5

13.027

1%

3s

5s

3

16.1

17.004

27%

55 s

58 s

3

8.89

11.391

7%

15 s

19 s

No Failure
Controller
Failure
Data Plane
(link) Failure
Semi-Global
Failover

4
4

26.4
26.6

7.718
10.691

0%
3%

N/A
7s

N’/A
10 s

4

18.3

9.167

34%

61 s

69 s

4

12.4

76.387

5%

11 s

16 s

No Failure
Controller
Failure
Data Plane
(link) Failure
Semi-Global
Failover

5
5

29.3
26.8

11.756
10.059

0%
3%

N/A
7s

N/A
10 s

5

14.5

10.141

32%

65 s

71 s

5

14.4

86.287

3%

7s

10 s
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Comparing row 7 and 11, where the semi-global controller is trying to recover from the
failure, there is a direct relationship between the bandwidth and the recovery time shown in
definition 4.3. The value obtained is equal to 6.5 s which is very close to the recovery time of row
7.
Definition 4.3 The recovery by the semi-global controller doesn’t depend much on any other factor
than the bandwidth and so this solution is scalable to larger networks. Here rowA and rowB can
be 2 different rows in table 4.2, where the failure scenario is “Semi-Global failover”.
!"#$%"&'()*"!$+, ∗ /012+)234!$+,
/012+)234!$+/

≈ R𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑇𝑖𝑚𝑒𝑅𝑜𝑤𝐵

(4.3)

Definition 4.4 Equation 4.3 is equivalent to the following equation.
𝐵𝑎𝑛𝑑𝑤𝑖𝑡ℎ𝑅𝑜𝑤𝐴 ∗ 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑇𝑖𝑚𝑒𝑅𝑜𝑤𝐴 ≈ 𝐵𝑎𝑛𝑑𝑤𝑖𝑡ℎ𝑅𝑜𝑤𝐵 ∗ 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦𝑇𝑖𝑚𝑒𝑅𝑜𝑤𝐵 (4.4)
Moreover, the graphs in figure 4.2 and 4.3 can demonstrate the above established
relationship, showing the minor change in the product of bandwidth and the recovery time when
the topology grows and when the number of sub-networks increases. The line corresponding to
the bandwidth and recovery time for Semi-Global Failover is more or less constant. However, this
is not always the case for the controller failure and link failure recovery. This is normal because
the semi-global controller is independent of all other components and all other controllers or
cluster of controllers making it a good and scalable solution adding a new layer of fault tolerance
to for Software Defined Networks.
The data for drawing the graph in the figure 4.2 can be found in the table 4.3. The data in
table 4.2 has been manually measured and then the data in the table 4.3 has been calculated from
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there. As a result, a linear curve regression can help to represent the idea of the semi-global failover
being scalable and that its bandwidth and recovery time product staying constant as shown in the
figure 4.3. Note that the slope of the curve for the semi-global failover is -6.87 and not equal to 0.
This can be explained due to minor errors while gathering the data.

Table 4.3: Bandwidth and recovery time product for different failure types as the
number of sub-networks increases
Number of Subnetwork(s)
1
2
3
4

Bandwidth (in Gbits/sec) * Recovery Time (in s)
Controller Failure
Data Plane (link)
Semi-Global
Failure
Failover
263.9
736.3
131.6
162.9
837.9
143.5
49.5
885.5
133.35
186.2
1116.3
136.4

5

187.6

936
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100.8

Figure 4.2: Graph of bandwidth and recovery time product versus number of subnetworks for different type of failures

Figure 4.3: Graph of bandwidth and recovery time product versus number of subnetworks
for different type of failures with linear regression
4.2 Comparison with similar systems
The data gathered in the previous section can be used to compare the semi-global controller
failover with other fault tolerance systems. The reason for this is that the data plane and control
plane failures act the same way in a system without the semi-global controller. The semi-global
controller plays a role only if an entire cluster of controllers is down. Moreover, looking at the data
in table 4.2, there is no accurate relationship can be established between the delay and the recovery
time or the size of the network topology (number of sub-networks). This is because in Mininet, the
delay can be caused by many factors [23]. Also, while collecting the data, some of the pings took
much longer than others increasing the value of the average delay as shown in the screenshot
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below. As a result, establishing a relationship between the delay and other metrics was not possible
in the environment used for the experiment.

Figure 4.4: Inconsistent ping delay during the experiment in Mininet

However, looking at other metrics and the graph in the figure 4.3, the curve for controller
failure and the curve for semi-global failover are very similar and their slopes are very close. This
is because the failover on the semi-global is very similar to the failover on another controller inside
the same cluster. Also, the recovery from a link failure under the semi-global controller is the same
as the link failure recovery with a controller inside the cluster. Both controllers are pox controllers
and their performance are exactly the same. The only difference is at the implementation where
the semi-global controller has a full view of the network and does not need modifications done to
components openflow.discovery (in the figure 3.10) and openflow.spanning_tree (in the figure
3.11).
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At the high level without a semi-global controller the slave controller takes over the
switches that the master controller was managing before going down. A semi-global controller
takes over the orphan switches where all of the controllers on a cluster, responsible for the
switches, are down. However, in the lower level of implementation, controller clusters are not
aware of the existence of the semi-global controller. This makes the solution ideal if there is a
problem within a cluster due to the communication channel between elements in the cluster or the
existence of a bug and no controller within the cluster can start properly or connect to the switches.
As a result, semi-global controller adds a new layer of fault tolerance to the system and performs
as good as the East/West protocol or other similar fault tolerance solutions.
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Chapter 5
Conclusion and Future Work
In this thesis, a new layer of fault tolerance for SDNs was proposed without changing an
component of the controller or introducing a new communication protocol. This new concept
consists of dividing the SDN-based network into sub-networks where each sub-network is
managed by a controller cluster. When there is a problem in a cluster, a semi-global controller
takes over the orphan switches. The difference between a traditional master-slave controller
failover and the semi-global controller failover is that other controllers are not aware of the
existence of the semi-global controller and it only listens to the lower level controller and takes
over their switches if all controllers in one cluster are down. This concept is useful if there is a
problem within the cluster such as a communication bug between the controllers inside the cluster.
Also, this solution is scalable for a network with a large topology. This was shown by analyzing
the gathered data and showing that the recovery time is constant and does not depend on the size
of the network or the number of components in the network.
However, the prototype and the environment prepared here is not suitable for doing a study
of the delay and latency in a system with the semi-global controller failover. This is because the
delay here depends on many factors resulting to a not accurate measurement of delay. It would be
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interesting in the future to prepare an environment with a more stable latency and establish a
relationship between the delay and other metrics in presence of the semi-global controller failover.
Also, the communication between controllers within clusters and the communication
between the semi-global controller and other controllers can be improved. In this prototype the
communication is done by using the web.webcore component and other controllers to make REST
requests to check if the controller in question is alive. It would be more efficient to establish the
communication channel between controllers by opening web socket, which should reduce the
recovery time from controller failures and semi-global controller failover. This also means that the
script written for the communication can be improved.
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Appendix
1. dpctl dump-ports-desc output for Spanning tree in a sample network with loops
This is the output of dpctl dump-ports-desc where the blocked ports and links are highlighted in
yellow.
mininet> dpctl dump-ports-desc
*** s1 -----------------------------------------------------------------------OFPST_PORT_DESC reply (xid=0x2):
1(s1-eth1): addr:ea:e8:86:aa:40:a6
To S3
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
2(s1-eth2): addr:fe:eb:38:74:de:53
To S2
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
3(s1-eth3): addr:06:f3:29:45:23:5d
To S4
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
LOCAL(s1): addr:06:aa:46:c3:7b:4a
config:
0
state:
0
speed: 0 Mbps now, 0 Mbps max
*** s2 -----------------------------------------------------------------------OFPST_PORT_DESC reply (xid=0x2):
1(s2-eth1): addr:26:24:2e:72:31:5a
To S1
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
2(s2-eth2): addr:32:4f:94:76:1d:24
To S4
config:
NO_FLOOD
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
3(s2-eth3): addr:46:4f:c8:5c:d1:c5
To S5
config:
0
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state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
LOCAL(s2): addr:f6:a6:6e:c8:df:41
config:
0
state:
0
speed: 0 Mbps now, 0 Mbps max
*** s3 -----------------------------------------------------------------------OFPST_PORT_DESC reply (xid=0x2):
1(s3-eth1): addr:a2:5e:ee:a4:22:05
To S1
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
2(s3-eth2): addr:1e:91:b7:e6:4a:6e
To h1
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
3(s3-eth3): addr:2e:1f:5a:98:57:13
To h2
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
4(s3-eth4): addr:52:d5:11:39:ed:
To S4
config:
NO_FLOOD
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
LOCAL(s3): addr:3e:f4:bd:1e:5a:4e
config:
0
state:
0
speed: 0 Mbps now, 0 Mbps max
*** s4 -----------------------------------------------------------------------OFPST_PORT_DESC reply (xid=0x2):
1(s4-eth1): addr:ae:7a:12:04:3c:78
To S3
config:
NO_FLOOD
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
2(s4-eth2): addr:be:ff:73:aa:3b:46
To S5
config:
NO_FLOOD
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
3(s4-eth3): addr:96:5b:2f:73:ea:5f
To S2
config:
NO_FLOOD
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
4(s4-eth4): addr:86:f6:2a:e9:2e:4a
To S1
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
5(s4-eth5): addr:de:eb:2a:15:3f:22
To h4
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
6(s4-eth6): addr:1a:55:0a:1b:e1:5f
To h3
config:
0
state:
0
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current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
LOCAL(s4): addr:0a:a0:64:66:65:4b
config:
0
state:
0
speed: 0 Mbps now, 0 Mbps max
*** s5 -----------------------------------------------------------------------OFPST_PORT_DESC reply (xid=0x2):
1(s5-eth1): addr:16:33:6a:c0:6c:8b
To S4
config:
NO_FLOOD
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
2(s5-eth2): addr:06:84:5b:8b:af:ca
To S2
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
3(s5-eth3): addr:6e:3b:0d:45:b1:bf
To h5
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
4(s5-eth4): addr:f6:c3:03:b5:c3:74
To h6
config:
0
state:
0
current:
10GB-FD COPPER
speed: 10000 Mbps now, 0 Mbps max
LOCAL(s5): addr:52:4f:54:f6:23:44
config:
0
state:
0
speed: 0 Mbps now, 0 Mbps ma

2. “net” output for Spanning tree in a sample network with loops
This is the output of net command where it is showing all the links for each node of the topology.
The highlighted links are matching with the blocked links of appendix 1.
mininet> net
h5 h5-eth0:s5-eth3
h1 h1-eth0:s3-eth2
h6 h6-eth0:s5-eth4
h3 h3-eth0:s4-eth6
h2 h2-eth0:s3-eth3
h4 h4-eth0:s4-eth5
s1 lo: s1-eth1:s3-eth1
s2 lo: s2-eth1:s1-eth2
s3 lo: s3-eth1:s1-eth1
s4 lo: s4-eth1:s3-eth4
eth0 s4-eth6:h3-eth0
s5 lo: s5-eth1:s4-eth2
c0

s1-eth2:s2-eth1
s2-eth2:s4-eth3
s3-eth2:h1-eth0
s4-eth2:s5-eth1

s1-eth3:s4-eth4
s2-eth3:s5-eth2
s3-eth3:h2-eth0 s3-eth4:s4-eth1
s4-eth3:s2-eth2 s4-eth4:s1-eth3 s4-eth5:h4-

s5-eth2:s2-eth3 s5-eth3:h5-eth0 s5-eth4:h6-eth0
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3. Bash script for controller communication within the same cluster and sub-network
running on pox2
This is the bash script for the cluster communication with controller 1 and controller 2 in it.
for (( ; ; ))
do
c1=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://172.17.0.2:8888)
c2=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://127.0.0.3:8888)
if [ "$c2" = "000" ] && [ "$c1" = "000" ]
then
sudo nohup python mininet-wifi/pox/pox.py forwarding.l2_learning
openflow.spanning_tree --no-flood --hold-down openflow.discovery web.webcore -port=8888 &
elif [ "$c2" = "200" ] && [ "$c1" = "200" ]
then
sudo fuser -k 6633/tcp
fi
sleep 0.1
done

4. Bash script for Semi-global controller communication with sub-network controller
clusters in the prototype.
This is the bash script for the semi-global controller communicating with all other controller
clusters

for (( ; ; ))
do
c0=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://127.0.0.1:8888)
c1=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8888)
c2=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8889)
c3=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8890)
c4=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8891)
c5=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8892)
c6=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8893)
c7=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8894)
c8=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8895)
c9=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8896)
c10=$(curl --head --write-out %{http_code} --silent --output /dev/null
http://192.168.86.214:8897)
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if [ "$c0" == "000" ] && ([ "$c1" == "000" ] && [ "$c2" == "000" ]) || ([ "$c3" ==
"000" ] && [ "$c4" == "000" ]) || ([ "$c5" == "000" ] && [ "$c6" == "000" ]) || ([
"$c7" == "000" ] && [ "$c8" == "000" ]) || ([ "$c9" == "000" ] && [ "$c10" == "000"
]);
then
sudo nohup python /home/mininet/pox/pox.py forwarding.l2_learning
openflow.spanning_tree --no-flood --hold-down openflow.discovery web.webcore -port=8888 log.level --DEBUG host_tracker info.packet_dump &
fi
sleep 0.1
if [ "$c0" == "200" ] && ([ "$c1" == "200" ] || [ "$c2" == "200" ]) && ([
"$c3" == "200" ] || [ "$c4" == "200" ]) && ([ "$c5" == "200" ] || [ "$c6" == "200" ])
&& ([ "$c7" == "200" ] || [ "$c8" == "200" ]) && ([ "$c9" == "200" ] || [ "$c10" ==
"200" ]);
then
sudo fuser -k 6633/tcp
fi
sleep 0.1
done
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