Abstract-In a distributed storage environment, where the data is placed in nodes connected through a network, it is likely that one of these nodes fails. It is known that the use of erasure coding improves the fault tolerance and minimizes the redundancy added in distributed storage environments. The use of regenerating codes [1] not only make the most of the erasure coding improvements, but also minimizes the amount of data needed to regenerate a failed node.
I. INTRODUCTION
The availability problem of stored data is an essential issue, which has been studied for a long time [2] . The increasing use of cloud and distributed storage systems to a massive scale has changed the paradigm of data storage, where the amount of stored data must be minimized and the recovery from failures must be solved.
The motivation for using erasure coding in distributed storage systems comes from the need to reduce the storage cost. They allow to achieve high reliability without requiring the increased storage cost that is associated with data replication scheme [3] . There are the obvious cost savings from purchasing less hardware to store the data, but there are significant savings from the fact that this also reduces data centers size, the power for running less hardware, among other savings [4] .
The use of erasure coding in distributed environments minimizes the amount of data stored in the system, but introduces what is known as the code repair problem [5] : how to maintain the encoded representation when failures (node erasures) occur, minimizing the amount of stored data and the bandwidth used to repair one node. To maintain the same redundancy when a storage node leaves the system, a newcomer node has to join the system, access some existing nodes, and exactly reproduce the lost contents.
The bandwidth used by the newcomer to reproduce the lost contents can become a problem. Regenerating codes [1] are designed to minimize the code repair problem maintaining the advantages of using erasure coding in distributed storage environments. Note that the storage size problem and the code repair problem are both consequences of using erasure coding, but they refer to different states of the system. The former refers to the amount of stored data required to maintain an ifault tolerance system. The latter refers to the bandwidth used to regenerate a failed node. This paper is organized as follows. In Section II, regenerating codes are explained and defined. In Section III, previous contributions on erasure coding in distributed storage environments are shown. In Section IV, quasi-cyclic MSR codes are presented and analyzed. In Section V, the case when bandwidth is minimal is studied, and new codes with minimum bandwidth are constructed and analyzed. Finally, in Section VI, the conclusions of this work are exposed.
II. REGENERATING CODES
In this section, first, the code repair problem and how it can be minimized using regenerating codes is explained. Then, the necessary conditions and bounds for codes to be called regenerating are shown. Finally, a general construction of regenerating codes is presented.
Let M be the size of a file. In a replication scheme, if each node stores α data units, with α ≪ M , the newcomer must download α data units to replace the lost node. However, in an erasure coding scheme, the same newcomer must download M data units to store only α.
In [1] , the code repair problem is presented, and a solution to minimize the bandwidth used to repair one node is proposed. This solution consists of using regenerating codes. The main idea of this kind of codes is the use of a network multicast technique for data transmission optimization, called network coding [6] , in conjunction with erasure codes. The regenerating codes use erasure coding to minimize the amount of stored data required and use network coding to minimize the bandwidth used to regenerate a failed node.
A. Conditions and Bounds
Let C be a [n, k, d] regenerating code, where n is the total number of nodes in the system; k is the number of nodes which contain the minimum amount of information necessary to reconstruct the file; and d is the number of nodes, called helper nodes, necessary to regenerate one failed node. If each helper node sends β data units, the repair bandwidth used is γ = βd.
There are two conditions that any regenerating code must satisfy: Optimal tradeoff curve between α and γ for a [10, 5, 9 ] regenerating code.
• Data reconstruction condition: Any subset of k nodes must contain enough information to reconstruct the file, so αk ≥ M .
• Node regeneration condition: The regeneration of any node in the system must require less bandwidth than the total file size M , so γ < M .
The former condition refers to the state when a Data Collector (DC), that is, the user who is allowed to access the data, wants to reconstruct the file. The latter condition refers to the state when a node fails, then, a newcomer enters into the system to replace it, and d helper nodes send information to the newcomer. Both conditions are formally explained in [7] . The tradeoff between storage per node α and bandwidth to repair one node γ is shown in [1] . Clearly, the most interesting case is to minimize both α as well as γ. However, when one of them achieves its minimum value, the other one is not able to achieve it. The optimal tradeoff between α and γ can be represented by a curve, which leads to two interesting points:
• The Minimum Storage Regenerating (MSR) point: Each node stores the minimum possible amount of data α MSR = M k , and then minimizes the bandwidth, which gives an optimal value of γ MSR = Md k(d−k+1) .
• The Minimum Bandwidth Regenerating (MBR) point:
Each node can be repaired downloading the minimum possible amount of data γ MBR = 2Md 2kd−k 2 +k , and then minimizes the storage, which gives an optimal value of α MBR = 2Md 2kd−k 2 +k . Figure 1 shows the optimal tradeoff curve for a [10, 5, 9] regenerating code. The MSR point corresponds to the lowest α, while the MBR point corresponds to the lowest γ.
We can assume that the data units are bits. Moreover, we can consider sequences of bits of length r, which can be seen as symbols from a finite field F q , where q = 2 r . Therefore, a file with M bits can be seen as a file with B symbols over F q , where M = Br; and each node with α bits can be seen as a node with A symbols, where α = Ar.
As shown in [7] , to simplify the system implementation, a divide-and-conquer technique can be used in the regenerating codes applied to large files. This means that, if we can construct a [n, k, d] optimal regenerating code with β = 1, then we can construct a [n, k, d] optimal regenerating code with β = 1. Therefore, we can assume that β = 1. Then,
in the MSR case, and
in the MBR case.
B. Construction and Complexity
Most regenerating codes are constructed in the following way. First, the B = Ak data symbols of the file are stored in k nodes. Then, A (n − k) redundancy symbols are created, using an erasure correcting code, and are stored in the others n − k nodes.
When a node in the system fails, it has to be regenerated, that is, replaced by a new one. There are three different types of repair that can be used to regenerate a failed node in the system.
• Functional repair: the newly generated nodes can contain different information from that of the failed node, as long as the repaired system still achieves the data reconstruction condition.
• Exact repair: the failed nodes are exactly regenerated, thus restoring exactly the lost encoded blocks with their exact replicas.
• Exact repair of the systematic parts: the nodes with data symbols are using exact repair, while the nodes with redundancy symbols are using functional repair. The exact repair is more complex than the non-exact repair [8] . However, it is more useful, since in this case the DC can always recover the B data symbols of the file without undoing linear combinations in the system. In other words, there are always k nodes with data symbols. Figure 2 shows the construction and regeneration process using a functional repair [4, 2, 3] MSR code, with A = 2 and B = 4. More specifically, these two processes can be described as follows:
1) The file is fragmented into B = Ak = 4 data symbols. The B = Ak = 4 data symbols are stored in k = 2 nodes, and the A (n − k) = 4 redundancy symbols are computed using erasure coding and stored in the n−k = 2 remaining nodes.
2) The regeneration of a failed node is functional and can be achieved by using network coding. Note that this is an example of a 2-fault tolerance system in a distribute environment. Moreover, in the regeneration process, to restore one node, it is only necessary to download 3 symbols instead of B = 4.
The use of network coding introduces some computational complexity [9] , since it requires not only solving a system of equations of complexity O(n 2 ), but also computing coefficients to construct linear independent equations. These coefficients are difficult to find, especially if we want an exact repair. Moreover, they must be computed for each different failed node. The new families of regenerating codes, introduced in Sections IV and V, will allow an exact repair minimizing this complexity.
C. Relation with error-correcting codes
It is important to note that regenerating codes are strongly related to classic error-correcting codes. Actually, a [n, k, d] regenerating code can be seen as an error-correcting code of length n and dimension k, where each node corresponds to a coordinate of the codewords. Moreover, since each node contains A symbols over F q , which can be seen as one symbol over an extension field F q A , the error-correcting codes associated with regenerating codes are codes over F q A .
From the data reconstruction point of view, a DC needs to be able to connect to any subset of k nodes to reconstruct the whole file. In order to assure this condition, the regenerating code can be constructed from a Maximum Distance Separable (MDS) code over F q A . Moreover, in this case, the use of a MDS code will also assure that the system will add the minimum possible amount of redundancy. In general, it is not necessary to use a MDS code to construct a regenerating code. However, if we focus on the MSR case, when the amount of redundancy must be minimal, the error-correcting code used to construct a regenerating code must be a MDS code.
From the node regenerating point of view, in order to minimize the amount of download symbols to regenerate any node in the system, it is important to consider each node as a sequence of A symbols over F q rather than one symbol over F q A . In this way, it is possible to design the regeneration process by downloading just some of the A symbols over F q contained in each node.
III. RELATED WORK
Other approaches to the distributed storage problem have been studied, for example, using hierarchical codes [10] or self-repairing codes [11] , [12] . In the former case, the subset of required helper nodes depends on the node that needs to be repaired, and these subsets of helper nodes may have different sizes. In the latter case, instead of using classic error-correcting codes as a black box, new codes which allow regeneration of one symbol using few of the other symbols are constructed. However, these codes need to have a very low transmission rate, k/n, in order to approach the optimality achieved by the regenerating codes.
Regenerating codes have been, so far, the most popular approach to the distributed storage problem, because of their flexibility, their applicability, and their capacity to use errorcorrecting codes with high transmission rate, k/n. They were introduced in 2007 [13] , [14] , when it was claimed that, using network coding together with erasure coding in a distributed storage system, it is possible to decrease the amount of bandwidth needed to regenerate one node. The technique used led to some functional repair constructions of high complexity [14] , [15] .
Despite the functional repair is the most simple approach when network coding is used, the exact repair, which was introduced in [16] and [17] , is shown to be better in a practical environment. Specifically, in [16] , it is showed that an exact repair is achievable for d = n − 1 at the MSR point. In [17] , the first explicit construction for d = k + 1 at the MSR point, as well as an exact repair construction for d = n − 1 using graphs at the MBR point are given. Meanwhile, in [8] , a computational search is done, and some explicit functional repair codes for [n = 5, k = 3, d = 4] are found. In [18] , optimal exact repair MDS codes for [n > 2k, k, d = k + 1] are given. All these constructions require a large file size and have a high complexity. A survey on regenerating codes has been published in [19] , where all different types of repair are deeply explained, and the main open problems in this field are discussed.
The "MISER" code, which assures an exact repair of the systematic parts for parameters [n ≥ 2k, k, d = n − 1], is presented in [20] and [21] . In these papers, it is also shown that it is impossible to construct an exact MSR code when d < 2k − 3. In [22] , it is claimed that the nodes with the redundancy parts of the "MISER" code can also be exact repaired. The "MISER" code can also be represented within a more general framework, called "Product Matrix". This framework was introduced in [7] , and it is able to provide explicit constructions for the MBR and MSR points for a wide range of parameters.
In [23] and [24] , another approach is presented. Unlike the approach using regenerating codes, where any subset of d nodes is able to regenerate a lost node, in this case, a lost node needs to be regenerated by an specific subset of d nodes. Therefore, the rules and bounds are different.
Finally, the use of array codes, that is, regenerating codes that are MDS if an array of elements is treated as one element, has also become important. For example, the well known "even-odd" [25] array code has been an inspiration for researchers in this field.
In this paper, new families of regenerating codes, called quasi-cyclic codes, will be introduced and studied in detail for the MSR and MBR points. In fact, they can be seen as exact repair array codes which use a simple cyclic construction to minimize both, the complexity of using network coding in the nodes, and the complexity of the algorithms needed to regenerate a failed node. Because of the use of an specific subset of d helper nodes for each failed node, it is possible to achieve, and in some cases to beat, the optimal values α and γ according to the tradeoff curve shown in [1] . Some results in this paper were presented in part at two conferences [26] , [27] .
There have been other approaches to the distributed storage problem using quasi-cyclic codes [28] , which also points out that quasi-cyclic codes can be significant in the distributed storage field.
IV. QUASI-CYCLIC MSR CODES
In this section, we will describe the quasi-cyclic MSR codes in detail. Specifically, in Subsection IV-A, we will show how to construct them and some of their properties; in Subsection IV-B, we will see how to regenerate a failed node; in Subsection IV-C, we will prove their existence by showing that the data reconstruction condition is achieved; and finally, in Subsection IV-D, we will describe an example of a [6, 4, 3] quasi-cyclic MSR code.
A. Code Construction
The [n, k, d] quasi-cyclic MSR codes will be composed of a set of storage nodes, denoted by {v 1 , v 2 , . . . , v n }, and will satisfy the following two conditions:
the number of helper nodes is k + 1, where k > 1.
• B = n: the number of nodes is the same as the number of data symbols.
Therefore, by equations (1) and (2), they will also satisfy that A = 2 and B = n = 2k.
In order to construct a [n, k, d] quasi-cyclic MSR code, given by the circulant coefficients (c 1 , . . . , c k ), we can follow the next steps: 1) Fragment the file into B = n data symbols a = (a 1 , a 2 , . . . , a n ), where a i ∈ F q for i = 1, . . . , n. 2) Construct n redundancy symbols r = (r 1 , r 2 , . . . , r n ) by
where c l ∈ F q \ {0} for l = 1, . . . , k and
Let S be the set of all subsets of {1, . . . , n} of size k. Let D be an n × n matrix over F q and let s = {i 1 , . . . , i k } ∈ S. Let D {i} denote the i-th vector column of D and D s denote the n × k submatrix of D given by the k columns determined by the set s.
Let F = (I|M ) be a n × 2n matrix, where I is the n × n identity matrix, and M is a n × n circulant matrix M defined as follows:
where c l ∈ F q \ {0} for l = 1, . . . , k. The matrix F represents the system. Each row corresponds to one data symbol, and each node is represented by two columns, one from I and one from M . Actually, the node v i , which stores (a i , r i ), is also given by
Note that the data symbols are represented by the identity matrix I, while the redundancy symbols are represented by the circulant matrix M . Circulant matrices have been deeply studied because of their symmetric properties [29] . Moreover, F can be seen as a generator matrix of a double circulant code over F q [30] . Double circulant codes are a special case of quasi-cyclic codes, which are a family of quadratic residue codes. Figure 3 shows the construction of a quasi-cyclic MSR code. First, the file is split into n symbols over F q . Then, these symbols are encoded using F and producing 2n symbols. Finally, each two symbols are stored together in one node. As stated in Subsection II-C, two symbols over F q can be seen as just one symbol over the finite field F q 2 . 
B. Node Regeneration
In this subsection, we will show how to regenerate a failed node minimizing the required bandwidth. Actually, we can just follow the next algorithm: 1) Download the data symbols from the next k nodes in the sequence. Note that due to the circulant scheme, the next node of v n is v 1 . From these data symbols, the redundancy symbol of the newcomer can be calculated. 2) Download the redundancy symbol from the previous node in the sequence, following the same circulant scheme. Solving an easy system of equations, the data symbol of the newcomer can be obtained. When the repair problem is faced, it is clear that quasi-cyclic MSR codes achieve bandwidth optimality for parameters d = k + 1 and B = n, by equations (1) and (2) . Moreover, note that the failed node have to be regenerated by a specific subset of d = k + 1 nodes.
C. Data Reconstruction
As we have seen in the previous Subsection IV-B, node regeneration achieves optimality according to the bounds given in [1] . In this subsection, we will prove that the data reconstruction condition is also achieved and, as a consequence, quasi-cyclic MSR codes exist. In [26] , we performed a computational search to claim the existence of quasi-cyclic MSR codes. Now, we will prove the existence of such codes theoretically.
Let
. . , c k ] be the multivariate polynomial associated with the determinant of F s = (I s |M s ). Assume that a DC wants to obtain the file. Then, it connects to any k nodes {v i1 , . . . , v i k } and downloads (a i1 , r i1 ), . . . , (a i k , r i k ). In order to obtain a = (a 1 , a 2 , . . . , a n ), we need F s to be full rank. Moreover, in order to satisfy the data reconstruction condition, we need F s to be full rank for all s ∈ S. Therefore, we have to prove the following two statements:
1) The polynomial associated with the determinant of F s is not identically zero.
2) The polynomial associated with the determinant of F s is nonzero with high probability, for a random choose of the circulant coefficients (c 1 , . . . , c k ). We will begin by proving the first statement. It is known that there exists a relation between determinants of matrices and bipartite graphs. Let G(V r
Lemma 1 ([31]). The polynomial associated with the determinant of F s is not identically zero if and only if its associated bipartite graph G(V r ∪ V c, E) has a perfect matching.
To prove the existence of a perfect matching in the bipartite graph G(V r ∪ V c, E) associated with F s , we will use Hall's theorem. Moreover, if |V r| = |V c|, the complete matching corresponds to a perfect matching.
Lemma 2 ([32]). A bipartite graph G with vertex sets
Proof: Note that V c has k vertices of degree 1 and k vertices of degree k. We can decompose T = T 1 ∪ T 2 , where T 1 contains vertices of degree 1 and T 2 contains vertices of degree k. It is clear that |Γ(T 1 )| = |T 1 | by construction, and it is easy to see that |Γ(T 2 )| ≥ k +|T 2 |−1 ≥ |T 2 | by the circular construction of matrix M and because k > 1. Therefore, we can assume that T 1 = ∅ and T 2 = ∅.
If
Proposition 4. The polynomial associated with the determinant of F s is not identically zero.
Proof: Since |V r| = |V c| and using Lemma 2 and Lemma 3, the bipartite graph G(V r ∪ V c, E) associated with F s has a perfect matching. Finally, by Lemma 1, we know that F s is not identically zero. For the second statement, we have to prove that for a random choose of the circulant coefficients (c 1 , . . . , c n ) , the multiplication of all the multivariate polynomials associated with the determinant of all matrices F s , s ∈ S, is nonzero with high probability. . And by Lemma 5, we know that deg (q(c 1 , . . . , c k )) ≤ k n k , so for a sufficiently large field size q, submatrices F s , s ∈ S, are full rank with high probability.
Summarizing, there is a set of full rank matrices F s , s ∈ S, for a random choose of the circulant coefficients and a sufficiently large field. This means that there exists such F that represents a quasi-cyclic MSR code.
D. Example
In this subsection, we will describe the construction of a [6, 3, 4] quasi-cyclic MSR code over F 5 .
First, the file is fragmented into B = n = 6 data symbols a = (a 1 , a 2 , . . . , a 6 ). Then, each a i for i = 1, . . . , 6 is stored in a node v i = (a i , r i ), along with its corresponding redundancy symbol r i , which is computed using a circulant matrix F of the following form: 
By construction, the node regenerating condition is always achieved. However, in order to satisfy the data reconstruction condition, we need to find nonzero coefficients (c 1 , c 2 , c 3 ) such that q(c 1 , c 2 , c 3 ) = 0 over F 5 . Since q(c 1 , c 2 , c 3 ) = c (c 1 , c 2 , c 3 ) = (1, 1, 2) . Figure 4 shows the distribution of data and redundancy symbols in the nodes using these circulant coefficients.
Using the same argument, it is also possible to construct a [6, 3, 4] quasi-cyclic MSR code over F 8 with circulant coefficients (c 1 , c 2 , c 3 ) = (1, 1, z), where z is a primitive element. Note that there is not any [6, 3, 4] quasi-cyclic MSR code over F 2 , F 3 , F 4 and F 7 .
V. REGENERATING CODES WITH OPTIMAL BANDWIDTH
In this section, we will present a new construction to create regenerating codes from other regenerating codes, called base regenerating codes. The idea is that the new codes minimize α subject to having the minimum γ. We will see that if a MSR code is used as the base code, for a specific choice of the parameters involved, the constructed codes are MBR codes, so they satisfy the optimal equations for the MBR point. Moreover, for other parameters, it is possible to decrease α and γ, which results in an improvement of the fundamental tradeoff curve for regenerating codes.
The construction is based on graphs and generalizes a construction used in [23] and [24] , where MDS codes are used as base codes to construct MBR codes.
A. Code Construction
Let C be a [n, k, d] regenerating code with storage nodes V = {v 1 , v 2 , . . . , v n }, where any subset of size k is enough to reconstruct the file. LetC be a [n,k,d] regenerating code with storage nodes W = {ω 1 , ω 2 , . . . , ωn}, where any subset of sizek is enough to reconstruct the file. Now, we will show how to construct the new regenerating codeC from the base code C.
The set V = {v 1 , v 2 , . . . , v n } of storage nodes of the base regenerating code C can be seen as the set of edges of a simple, undirected, and d-regular graph H(W, V ) of ordern and size n which satisfies that 1 <d <n anddn = 2n by Lemma 7. Note that the set of vertices W can be determined by the set of edges V and the degreed. The set W represents the storage nodes in the new distributed storage system and every node ω ∈ W contains thed symbols determined by thē d edges connected to ω. Note that two vertices ω i , ω j ∈ W are adjacent if, and only if, the corresponding storage nodes ω i , ω j share the same symbol in V .
The graph H(W, V ) can be transformed into a bipartite graph G(V ∪ W, E), where V and W are the two disjoint sets of vertices, and E is the set of edges. An edge between ω i and v j means that the storage node ω i stores the symbol v j . Therefore, the vertices in V have degree 2 and the ones in W have degreed. Both graphs can be used without distinction to represent the construction of these new regenerating codes. However, some properties will be easier to prove using G than using H, so we will use both from now on.
Assume that β = 1, so without loss of generality the n symbols in V will be considered as n bits. Let Γ(ω i ) be the set of neighbors of the node ω i ∈ W . Note that in G(V ∪W, E), |Γ(ω i )| =d means that the storage node ω i storesd symbols, whereas in H(W, V ), |Γ(ω i )| =d means that ω i hasd helper nodes.
LetS be the set of all subsets of {1, . . . ,n} of sizek > 1 and lets ∈S. In G(V ∪ W, E), the number of neighbors of a subset ofk vertices in W is | i∈s Γ(w i )| = i∈s |Γ(w i )| − ρ, where ρ represents the intersection terms in the inclusionexclusion formula. Since each vertex v ∈ V has degree 2, Proof: Given a file distributed using C, we know that there are n nodes and that any k of those n nodes are enough to reconstruct the file. If the n symbols {v 1 , v 2 , . . . , v n } represent the edges of H(W, V ), by Lemma 7 we know that there exists a set ofn vertices W such that it is possible to construct H(W, V ) with 1 <d <n, anddn = 2n.
Given G(V ∪ W, E), in order to achieve the regenerating condition, it can be seen that γ =d < M ≤ k is enough. The condition 1 <k <n is trivial. Finally, in order to achieve the data reconstruction condition, any subset ofk nodes must store at least k symbols from C, so k ≤ | i∈s Γ(ω i )| =kd − ρ, which is enough with 1 < |s| =k <n.
If those conditions are achieved, then H(W, V ) can be constructed andC is a regenerating code.
As the goal is to minimize α subject to having the minimum γ, using the above construction, we are interested in base regenerating codes which already have a minimum α. It is well known that the codes that have a minimum α are the MSR codes. Therefore, we will assume that the base regenerating codes are MSR codes.
MSR code
RC with optimal bandwidth
. .
v n ωn Figure 5 . A bipartite graph G(V ∪ W, E) withd = 3, which represents the construction of a regenerating code with optimal bandwidth from a MSR code.
In the following subsections, we will show for which parameters n, k, d,n,k andd there exists a [n,k,d] regenerating code constructed from a [n, k, d] MSR code. We will also prove that equations γ MBR = α MBR = 2Md 2kd−k 2 +k are achieved and in some cases improved. These new regenerating codes have an optimal bandwidth because given α, it is impossible to regenerate one node using less bandwidth.
To illustrate the construction, in Figure 5 , a bipartite graph G(V ∪ W, E) withd = 3 is shown. Each storage node of the MSR code represents one vertex v j ∈ V , and each storage node of the regenerating code with optimal bandwidth represents one vertex ω i ∈ W . In other words, regenerating codes with optimal bandwidth are constructed from MSR codes using bipartite graphs.
B. Node Regeneration
Assume that a storage node fails, which is the same as erasing one vertex ω i ∈ W in H(W, V ). The newcomer ω can replace ω i by downloading and storing one symbol from each one of itsd neighbors.
Note that regenerating codes with optimal bandwidth use exact repair and that the node regeneration is done by a property, called repair-by-transfer, which means that each newcomer will download not only the same amount of information that it has to store, but also exactly the same symbols. Regenerating codes with the repair-by-transfer property are very interesting because no computational operations are neither needed in the helper nodes nor in the newcomer.
It is easy to see that a node with α bits can not be regenerated by less than α bits, so γ ≥ α. Therefore, the minimum possible bandwidth γ needed to regenerate a node is the amount of stored data α in the failed node. Regenerating codes with optimal bandwidth achieve the minimum, so they satisfy that α = γ. Moreover, as we have assumed that β = 1, we can say that the minimum amount of bandwidth is achieved when the number of symbols stored per node, A, is equal to the number of downloaded symbolsd, so A =d.
In the general framework of regenerating codes, when γ = α = 2Md 2kd−k 2 +k , we are in the MBR point of the fundamental tradeoff curve. In this case, without loss of generality, we can say that γ = α = Ar =dr = 2Md 2kd−k 2 +k . The value of α = γ for regenerating codes with optimal bandwidth coincides in some cases with the general framework bound for MBR codes, and in some other cases it is lower. In the next subsection, we are going to find the minimum α subject to γ = α.
C. Data Reconstruction
In this subsection, we will find the minimum α for [n,k,d] regenerating codes with optimal bandwidth. In G(V ∪ W, E), it can be seen thatd = |Γ(ω i )| for all i = 1, . . . ,n. To reconstruct the file, any subset ofk vertices in W must be adjacent to a subset of at least k vertices in V .
Lemma 9.
Fixed k > 1, the minimum α is achieved when k =kd − ρ.
Proof: By Lemma 8, we know that k ≤kd − ρ. Since β = 1 and γ =d = α, the minimumd will lead to the minimum α. Asd ≥ k+ρ k , the minimumd is achieved when k =kd − ρ.
As we are trying to minimize α, we assume the equality k =kd − ρ given in Lemma 9, and we establish an upper bound for the parameter ρ in Proposition 10.
Proposition 10. In the bipartite graph
ifk >d + 1.
Proof:
Each node ω i ∈ W hasd edges, sok nodes havē kd edges. Now, we will distinguish two cases.
Casek ≤d + 1: In H(W, V ), each vertex ω i shares one, and only one, edge with another vertex ω j . Each vertex ω i , i ∈s and |s| =k, can share a maximum of one edge with each one of the other vertices ω j , j ∈s, i = j. Then, the maximum number of shared edges is k 2 . In other words, whenk ≤d+1, it is possible to create a complete subgraph ofk vertices in H(W, V ) with k 2 edges. Casek >d + 1: Given H(W, V ) ands, we are going to construct a subgraph which maximizes the number of shared edges. Each vertex ω i , i ∈s, can share a maximum ofd edges with the remaining vertices ω j , j ∈s, i = j. Therefore, the maximum number of shared edges is when we consider a complete subgraph withd+1 vertices and [6, 3, 4] , the one claimed as optimal in subsection II-A or [1] .
Proof: By construction, it can be seen that each node ω i ∈ W in a regenerating code with optimal bandwidth stores d symbols of size Figure 6 shows an example of a regenerating code with optimal bandwidth fork ≤d + 1. In this particular example, a quasi-cyclic MSR code is used as a base code to construct the regenerating code with optimal bandwidth. Each node ω i ∈ W can be repaired downloading half node ω i−1 and half node ω i+1 . Moreover, anyk = 2 nodes inC contain at least k = 3 different nodes in C, which allow us to reconstruct the file. Note that α = Note that according to [1] , where flow graphs are used to prove the optimal tradeoff curve between α and γ, requiring any d storage nodes to have a flow of M will lead to the same [10, 5, 6] a 2 + 5a 3 + 2a 4 + a 5 + a 6 a 3 + 5a 4 + 2a 5 + a 6 + a 7 a 4 + 5a 5 + 2a 6 + a 7 + a 8 a 5 + 5a 6 + 2a 7 + a 8 + a 9 a 6 + 5a 7 + 2a 8 + a 9 + a 10 a 7 + 5a 8 + 2a 9 + a 10 + a 1 a 8 + 5a 9 + 2a 10 + a 1 + a 2 a 9 + 5a 10 + 2a 1 + a 2 + a 3 a 10 + 5a 1 + 2a 2 + a 3 + a 4 a 1 + 5a 2 + 2a 3 + a 4 + a 5
a 2 + 5a 3 + 2a 4 + a 5 + a 6 a 3 + 5a 4 + 2a 5 + a 6 + a 7 a 4 + 5a 5 + 2a 6 + a 7 + a 8 a 5 + 5a 6 + 2a 7 + a 8 + a 9 a 6 + 5a 7 + 2a 8 + a 9 + a 10 a 7 + 5a 8 + 2a 9 + a 10 + a 1 a 8 + 5a 9 + 2a 10 + a 1 + a 2 a 9 + 5a 10 + 2a 1 + a 2 + a 3 a 10 + 5a 1 + 2a 2 + a 3 + a 4 a 1 + 5a 2 + 2a 3 + a 4 + a 5 a 2 a 3 a 4 a 5 a 6 a 7 a 8 a 9 a 10 a 1 a 3 + 5a 4 + 2a 5 + a 6 + a 7 a 4 + 5a 5 + 2a 6 + a 7 + a 8 a 5 + 5a 6 + 2a 7 + a 8 + a 9 a 6 + 5a 7 + 2a 8 + a 9 + a 10 a 7 + 5a 8 + 2a 9 + a 10 + a 1 a 8 + 5a 9 + 2a 10 + a 1 + a 2 a 9 + 5a 10 + 2a 1 + a 2 + a 3 a 10 + 5a 1 + 2a 2 + a 3 + a 4 a 1 + 5a 2 + 2a 3 + a 4 + a 5 a 2 + 5a 3 + 2a 4 + a 5 + a 6 
) .
, and it can be seen that X(k) < Z(k). , the one claimed as optimal in subsection II-A or [1] .
Proof: By Proposition 12 and Lemma 13, we know that Figure 7 shows an example of a regenerating code with optimal bandwidth fork >d + 1. Note that the MSR code used as the base code is in fact a quasi-cyclic MSR code. Each node ω i ∈ W can be repaired downloading half node ω i−1 and half node ω i+1 . Moreover, anyk = 4 nodes inC contain at least k = 5 different nodes in C, which allows us to reconstruct the file. Note that α = 
D. Regenerating quasi-cyclic codes with optimal bandwidth
It is possible to use quasi-cyclic MSR codes as base regenerating codes to create regenerating codes with optimal bandwidth, using the above construction. In fact, the regenerating codes with optimal bandwidth shown in Figures 6 and 7 are quasi-cyclic regenerating codes with optimal bandwidth. In this subsection, we will analyze the resulting parameters of these quasi-cyclic regenerating codes with optimal bandwidth. 
Proof: The solution of the system composed by k in the worst scenario k =kd − k 2 , n =dn 2 and 1 <d < k leads to these three equations. Proof: Straightforward from properties of quasi-cyclic MSR codes and Proposition 10. Figure 8 shows the parameters of some quasi-cyclic regenerating codes with optimal bandwidth. The first column shows the parameters [n,k,d] of the quasi-cyclic regenerating codes with optimal bandwidth. The second column shows the parameters [n, k, d] of the corresponding quasi-cyclic MSR codes. The third and forth columns compare the parameter α = γ for the optimal one as stated in [1] and the one achieved by the quasi-cyclic regenerating code with optimal bandwidth. First part of the table shows cases whenk ≤d + 1, and the second part cases whenk >d + 1
The existence of quasi-cyclic regenerating codes with optimal bandwidth proves that the quasi-cyclic regenerating codes are a complete family of regenerating codes, which can be constructed for both MSR and MBR points of the tradeoff curve. However, note that the construction presented in the previous section is independent to the base code chosen as long as the base regenerating code is a MSR code.
VI. CONCLUSIONS
In this paper, we provide some interesting contributions to the current state of the art of erasure codes applied to distributed storage. We construct a complete family of regenerating codes using quasi-cyclic codes.
At the MSR point, we provide an exact repair solution for all parameters achieving d = k + 1 and n = 2k. This construction is optimal according to the MSR point in the fundamental tradeoff curve. Moreover, quasi-cyclic MSR codes have a very simple regenerating algorithm that approaches to the repairby-transfer property. In our solution, the helper nodes do not need to do any linear combination among their symbols. The only linear combination is done in the newcomer to obtain the symbols the first time that enters into the system. As far as we are concerned, this is the first construction achieving this repair simplicity for the MSR point. We also claim that such codes exist with high probability.
If we want to achieve bandwidth optimality, we give a construction which using graphs and an existing MSR regenerating code produces a code with minimum bandwidth. When k ≤d + 1, we provide an exact repair-by-transfer solution. This construction has the minimum possible bandwidth γ = α and we claim that it is the same value as the one shown to be optimal according to the MBR point in the fundamental tradeoff curve. Moreover, whenk >d + 1, we also provide an exact repair-by-transfer solution and we show that it has the minimum possible bandwidth γ = α. Moreover, we claim that this value is less than the one shown to be optimal according to the MBR point, which means that our construction is more efficient in terms of α and γ. This is possible because we relax the condition about the specific subset of helper nodes used.
Finally, we show that quasi-cyclic MSR codes can be used as base codes to construct the regenerating quasi-cyclic codes with optimal bandwidth. We provide the conditions needed on the parameters {n, k, d,n,k,d} for both cases, whenk ≤d+1 and whenk >d + 1.
Summarizing, this paper provides a construction of efficient, simple and optimal MSR codes at the rate of r = 1/2, and a construction of efficient and simple codes with minimum bandwidth that improves the optimal bound for regenerating codes by relaxing the condition about the subset of helper nodes.
