Abstract-We propose to acquire large sets of room impulse responses (RIRs) by simultaneously playing known source signals on multiple loudspeakers. We then estimate the RIRs via a convex optimization algorithm using convex penalties promoting sparsity and/or exponential amplitude envelope. We validate this approach on real-world recordings. The proposed algorithm makes it possible to estimate the RIRs to a reasonable accuracy even when the number of recorded samples is smaller than the number of RIR samples to be estimated, thereby leading to a speedup of the recording process compared to state-of-the-art RIR acquisition techniques. Moreover, the penalty promoting both sparsity and exponential amplitude envelope provides the best results in terms of robustness to the choice of its parameters, thereby consolidating the evidence in favor of sparse regularization for RIR estimation. Finally, the impact of the choice of the emitted signals is analyzed and evaluated.
I. INTRODUCTION
T HE estimation of room impulse responses (RIRs) is a central problem in audio signal processing, in particular for spatial audio rendering and listening room equalization applications. The calibration of modern rendering systems such as wavefield synthesis (WFS) [1] requires the knowledge of the RIRs between the loudspeakers and several possible listener positions in order to compensate for the room effect [2] . For example, the study in [3] considered a WFS system of 48 loudspeakers and 6 multi-actuator panels calibrated in 96 different microphone positions. Similarly, typical recording of binaural room impulse responses (BRIRs) involves the acquisition of RIRs in up to several hundred source and listener spatial configurations [4] . For such applications, the RIRs must be estimated offline and they are subsequently kept fixed. Highly accurate estimation of the RIRs is unnecessary due in particular to their variation with temperature [5] .
A larger number of loudspeakers or microphone positions would be welcome in many settings, but it is limited so far due in particular to the large total recording time implied by state-of-the-art RIR acquisition techniques, up to 1 hour or more [6] , which is inconvenient in real-world scenarios. A speedup method using moving microphones [7] has been proposed for the collection of head related transfer functions (HRTF). The method proposed here focuses on RIRs instead and it is suitable for practical set ups such as, e.g., operas and theaters, where recording time is costly due to lack of room availability and high rental and salary costs, while additional computational time can be afforded for the estimation of the RIRs from the recordings.
While standard techniques typically consist of activating each loudspeaker in turn, we propose in this paper a way to record RIRs from multiple simultaneously active loudspeakers. We introduce a convex optimization algorithm for RIR estimation which exploits convex penalties on the RIRs in the spirit of compressed sensing [8] . We consider the classical sparsity-promoting penalty [9] - [13] as well as new penalties accounting for the fact that RIRs have an exponentially decaying envelope [14] . The techniques in [12] , [13] and [10] for mixing filter estimation assume each source to be active alone in a certain time interval. Once this time interval has been localized, the corresponding filters are estimated using a subspace method [12] , or convex optimization [10] , [13] . Alternative Convolutive Independent Component Analysis techniques [15] assume the number of sources to be at most equal to the number of sensors. Our work is to our knowledge the first to get rid of these two assumptions. Our algorithm makes it possible to estimate the RIRs to a reasonable accuracy from an amount of recorded data that would otherwise be insufficient to estimate them at all, thereby leading to a speedup of the recording process.
In our preliminary study [16] , we validated this approach on a set of synthetic RIRs using speech and Gaussian emitted signals and assuming exact knowledge of the room reverberation time. In this paper, we perform experiments on real-world recordings instead and we analyze both the choice of the emitted signals and the robustness of the algorithm to the values of its parameters.
The paper is organized as follows. In Section II, we formalize the considered problem and review existing techniques for individual and simultaneous measurement of RIRs. In Section III, we study the characteristics of RIRs in order to design appropriate penalties. We describe the linear system corresponding to the simultaneous recording of RIRs, and the convex optimization algorithm used for its inversion. Section IV describes the real-world acoustic setup used for the experiments and Section V analyzes the results. We conclude in Section VI.
II. EXISTING METHODS FOR INDIVIDUAL AND SIMULTANEOUS MEASUREMENT OF RIRS

A. Formalization of the Problem
The considered problem is formalized as follows. A set of loudspeakers simultaneously emit known discrete-time source signals of duration . Recording is performed using microphones, leading to discrete-time observed signals of length . The playback and recording processes are assumed to start at the same time. Assuming quasi-linear behavior of both the loudspeakers and the microphones, the recorded signals are classically modeled as (1) where is the filter (RIR) of length between source and microphone , represents the background noise and the nonlinear contribution of the system, and denotes convolution truncated to the discrete time interval as defined in the Appendix.
In the following, we shall always assume that the emitted signals are centered and normalized according to their maximum amplitude, i.e.,
. As shorthands we will denote by the matrix of recorded signals, the matrix of emitted sources, the array of RIRs and the matrix of noise samples. Using a matrix convolution notation, the recording process becomes (2) The objective is to estimate the RIRs . It can be decomposed into two complementary problems:
• estimate given the set of emitted signals and a set of recorded signals , • design the set of emitted signals so as to maximize the estimation accuracy. The estimation problem is a linear inverse problem consisting in finding that satisfies approximately the equality . Assuming that the RIRs have a finite length , the system is composed of equations for unknown variables. Therefore it can be linearly inverted only if the recording duration in samples exceeds the critical recording duration (3) This is the overdetermined regime exploited by state-of-the-art RIR recording techniques as detailed below.
By contrast, the main contribution of this paper is to explore the regime where shorter recordings are targeted, i.e.,
. In this case the system is necessarily singular. Recovering the RIRs from the recordings becomes an underdetermined linear inverse problem, which requires non linear estimation techniques based on prior knowledge on the RIRs. The resulting measurement scheme can then be seen as a compressed sensing approach.
B. State of the Art
1) Dirac Impulses:
The most straightforward way to measure RIRs is to emit Dirac pulses. Ideally, when measuring the RIR for a single source, the emitted signal has duration and is followed by silence for a recording duration . For sources, Diracs are emitted every samples, so that the total recording duration is . In practice, electrical sparks, popping balloons, pistol and cannon shots have been used in the past to approximate Dirac pulses [17] . However with these techniques the shape and spectrum of the emitted signal is not well controlled, leading to imprecise RIR measurements. With modern digital equipment more controlled and reproducible Dirac pulses can be achieved, but these still yield RIR estimates with limited quality because of a poor signal-to-noise ratio (SNR).
The SNR of the recordings can be directly related to the root mean square (RMS) amplitude of the emitted signals (4) expressed in decibels (dB). Dirac pulses have low RMS, due to the fact that most of the emitted signal consists of the silence following the impulses. Although recent studies have tried to adapt RIR estimation to particular types of impulses [18] , the acoustic community often prefers signals with higher RMS as we shall see in the following.
A common technique to increase the SNR is to repeat the measurement times and to average the results. The resulting recording time is .
2) Maximum Length Sequences (MLS):
The MLS method introduced by Schroeder in 1979 [19] was initially designed to recover the RIR during an opera performance using an inaudible signal. A tutorial on both theoretical and practical aspects can be found in [20] . Besides having the greatest possible RMS, MLS signals exhibit two key properties: their autocorrelation function is close to a Dirac function, and their inverse in the sense of circular convolution is known in closed form.
MLS sequences are defined for lengths where . The approximate decorrelation property of their circularly shifted versions allowed authors to conceive a simultaneous measurement technique provided that [21] . The trick consists in sending simultaneously versions of the MLS: on the -th loudspeaker, one sends the MLS sequence time-shifted by . The emitted sequences may be periodically repeated every samples. Overall repeated periods make it possible to obtain noisy instances of the circularly convolved output that can be averaged to reduce the noise level. The first and last period can be truncated to emit only coefficients of the shifted sequences. The recording time achieved with this method is . One problem is the constrained duration of the signal: in order to take advantage of the closed-form expression of the inverse, cannot be reduced to unless for some . In addition, the nonlinearities of the speakers introduce artifact peaks in the measured RIR [22] .
3) Exponential and Linear Sine Sweeps: The latter limitation led to the introduction of sine sweep techniques by Farina in [23] . Their main advantage is that nonlinearities can easily be masked out from the recordings in the time-frequency domain. A sine sweep signal is defined by where is either exponential (exponential sweep) or quadratic (linear sweep). The typical sine sweep duration for RIR measurement is 1.5 s [24] . If the noise is stationary, doubling the sine sweep duration yields similar results as averaging sine sweeps. The inverse sweep has a closed form expression [25] but provides numerically less accurate RIR estimation than straightforward Fourier-domain inversion.
When measuring a single RIR with a sweep of duration , the recording duration is typically . A naive way to record RIRs is to successively emit sweeps of duration , with a silence of duration between each, yielding a total duration in the case of repetitions. A more clever way is to overlap the sine sweeps [26] such that their delayed versions are all disjoint in the time-frequency domain. Assuming quasi-linear behavior of both the loudspeakers and the microphones, a shift by samples is sufficient between two successive sweeps 1 . When repeated times with overlapping sweeps of duration , this leads to a recording duration . A disadvantage compared to MLS is that because high frequencies are present only at the end of the sweep, the emission must be padded with samples of silence in order to estimate the RIR at these frequencies. Together with the replacement of values in by a sine function this results in a decrease of the RMS.
4) Role of the Averaging:
A measurement process typically involves an averaging step, in order to reduce the background noise. Usually the mean is taken among over instances [24] , and sometimes up to [23] in the literature. A comparison between the durations of all methods is displayed in Table I . Simultaneous MLS techniques and overlapped sine sweeps result in a shorter recording duration than successive sine sweeps for large values of .
In the rest of the paper, we present a faster technique and evaluate it for in order to bring the recording time down to a minimum. We decided not to perform averaging in order to present the shortest acceptable acquisition time. Nevertheless, it remains possible to apply this technique to the average of recordings. 1 The effect of nonlinearities on the choice of the shift is analyzed in [26] .
To illustrate the potential savings in acquisition time, consider the setting of [21] . Using simultaneous MLS, 256 12 RIRs of length 500 ms have been recorded in 27.73 min instead of the naive 51.20 min. The method proposed here would further drop the acquisition time down to .
III. CONVEX OPTIMIZATION FRAMEWORK
Earlier work on source separation [27] used convex optimization tools to estimate given when is known, using a sparsity prior on the sources in the time-frequency domain. Here, we adapt the method in [27] to estimate when is known, by computing the minimizer of the following optimization problem (5) where is a convex penalty function. To take into account the presence of background noise and small nonlinearities, it can be more relevant to solve a problem of the type (6) for some , which is known to be equivalent to the unconstrained minimization problem (7) for some Lagrangian parameter [28, p. 664] . When the penalty is convex, the limit when tends toward zero provides the minimum of subject to the equality constraint:
.
A. Choice of the Penalties
The choice of the penalty requires assumptions on the RIRs. Previous studies on dereverberation, source separation or RIR interpolation in a convex optimization framework have assumed that RIRs are formed by echoes at distinct instants, so that they are sparse [9] - [11] . This assumption is promoted by the nonweighted norm [29] which is often related to maximum a posteriori estimation with a Laplacian prior (see, e.g., [30] ), although this relation is disputable [31] .
The statistical theory of room acoustics [14] assumes instead that the samples of an RIR follow a Gaussian distribution, with an exponentially decaying amplitude envelope depending on the size and the absorption coefficients of the surfaces of the room. Given the room reverberation time [14] , that is the time required for a sound to decay 60 dB below its first reflection, the amplitude envelope is defined by (8) where is a scaling factor. We proposed in our preliminary study [16] to promote this behavior via weighted norms. Because is unknown a priori, it is set to an approximate value for the considered environment.
In order to assess the respective impact of the above two assumptions, we consider the following four penalties:
The penalties and promote sparsity while the penalties and do not, and the penalties and promote a decaying amplitude envelope while the penalties and do not. The solution of (5) with the penalty is the naive MoorePenrose pseudo-inverse [32, p. 257], which does not rely on any assumption on the RIRs.
Note that we do not claim that real-world RIRs are actually sparse or that their amplitude envelope decays according to the assumed value of , which is generally not true. We simply aim to evaluate the impact of these penalties on the RIR estimation accuracy. While pseudo-inversion is expected to perform well when the problem is overdetermined, we expect other penalties to yield better results in the underdetermined case even though the RIRs to be estimated do not satisfy these assumptions. This will be confirmed in Section V.
In our preliminary work [16] , we had studied a fifth penalty which is the sum of up to a certain delay and after that. This penalty was motivated by the physical observation that early echoes are sparse while reverberation is not. After evaluating it in the context of Section V, we found that the best results are obtained when is either set to 0, in which case is equal to , or to , in which case is equal to . Due to this fundamental issue, we do not consider this penalty anymore hereafter.
B. Convex Optimization Algorithm
The optimization problem (7) has the form (13) where is a differentiable loss, is Lipschitz and is lower convex semi-continuous. To solve it, one can thus use the Fast Iterative Soft Thresholding Algorithm (FISTA) [33] . FISTA exploits the knowledge of the Lipschitz constant of the gradient of the loss, as well as the proximal operator [34] of the penalty .
Definition 1: For convex lower semi-continuous the proximal operator of is the function
The general formulation of FISTA is given in Algorithm 1.
Algorithm 1:
Fast Iterative Soft Thresholding Algorithm. 1: 2: for do 3: end for
C. Computing the Proximal Operators
To fully specify the algorithm, we need to know the proximal operators of the penalties introduced above. All penalties are separable, meaning that the operators can be processed coordinate by coordinate [35] . The penalties and are associated to weighted norms, and we obtain soft thresholding operators [27] as proximity operators. The proximity operators of and , associated to squared weighted norms, can be obtained directly using differentiation.
Overall we obtain:
where denotes the positive part of a real number.
D. Gradient of the Loss and Its Lipschitz Constant
The computation of the gradient of hinges on the introduction of the adjoint operator with respect to the truncated convolution. This construction is detailed in the Appendix.
Lemma 1: For we define with , , and . We have (17) The gradient can then be expressed as (18) The Lipschitz constant of is the modulus of the largest eigenvalue of the operator We compute it numerically using the power iteration algorithm [27, Algorithm 5] .
E. Pseudo-Inversion for Truncated RIRs
Although the penalties (9)-(12) are mathematically motivated, it must be remembered that the RIR length is manually fixed to a certain length which is somewhat arbitrary. If we assume that only the first samples of the RIRs are nonzero with , the system becomes overdetermined and the solution is more easily computed by pseudo-inversion instead: (19) In order to make sure that the proposed penalties bring some benefit compared to simply shortening the assumed length of the RIRs, we also consider in the following the solution of (19) for , where we found the overdeterminacy factor 0.9 to yield the best results experimentally. The first samples are computed using FISTA with the penalty and with and subsequently zero-padded to the total assumed length . We will refer to this solution as .
IV. EXPERIMENTAL STUDY
In order to evaluate our approach, we conducted a set of experiments using real-world recordings. All the code and datasets involved have been made available for reproducibility 2 .
A. Setup
The recordings were made at IRISA, in the same room that was used to record certain signals of the Signal Separation Evaluation Campaign (SiSEC) [36] . The room is non rectangular and its dimensions are approximately 4 5 2.5 m. The signals were emitted by . The recordings were captured with . Both the sources and the microphones were randomly placed in the room. The sampling frequency was 44100 Hz both for playback and recording.
B. Ground Truth
We first collected ground truth RIRs. The state-of-the-art choice is to use sine sweeps [24] .
1) Acquisition Process:
We sent linear sine sweeps from 50 Hz to 22000 Hz. Each sine sweep had a duration of 2 s, and was followed by a silence of 1 s. We then computed the average of these 20 recordings and estimated the RIRs by Fourierdomain inversion. Total duration of the acquisition process of the different sources is 480 s.
2) Assumed Duration of the RIRs:
The obtained RIRs displayed a typical behavior: after a first part dominated by the direct path and first reflections, an exponentially decaying behavior was observed until the noise level was reached, after about 300 ms. For this reason we chose to fix the length of the RIRs to or 13230 samples.
3) Characterization of the Background Noise:
The acquired recordings suffered from a strong low-frequency background noise, possibly due to air conditioning in the room. This prevented the evaluation of the estimated RIRs at these frequencies, since both the estimated and the ground truth RIRs were dominated by noise. For this reason, in the rest of the study, we chose to measure the estimation accuracy by comparing the high-frequency part of the estimated RIRs with that of the ground truth RIRs. Visualization of the spectrum of the noise suggested to keep all frequencies above 100 Hz for evaluation. Note that the full spectrum of the recorded signal is used for estimation nevertheless.
In this noisy set up, any method would fail to estimate the low frequency coefficients : it is most likely that the same experiment in better conditions would show an improvement even at low frequencies, following our first results on synthetic data [16] .
C. Performance Measures
We will use two categories of performance measures. A point wise comparison between the estimated filters and the ground truth provides a general fidelity metric, which is relevant for spatial audio reproduction. An additional equalization error metric allows us to evaluate the potential in terms of cross-channel cancellation.
1) Signal-to-Noise Ratio:
The usual "noise level" metric employed for the assessment of RIR estimation is, as stated in [24] , the ratio expressed in dB between the average power of the signal recorded by the microphone and the average power of the noise and distortions present in the tail of the deconvolved (linear) impulse response.
This metric implicitly assumes that the difference between the estimated RIR and the true RIR is a stationary signal, so that the amount of noise and distortion in the tail is proportional to the total estimation error.
In the underdetermined context considered in this paper, the linear inverse problem (2) admits infinitely many solutions, most of which are completely inconsistent with this assumption. Therefore we chose a performance measure that reflects the estimation accuracy with respect to the ground truth. As a measurement of the error between the estimated RIRs and the ground truth RIRs (in fact, the high-pass versions of and as seen above), we propose to use the well-known SNR in dB (20) A frequency-wise is also performed Fig. 3 , namely a between bands of the spectrum of and . It has been shown that thermal fluctuation induces errors in RIR measurements, such that the highest possible fidelity is around 25 dB, depending on the sensor/source distance [37] . We will conduct in Section V-B.II a short qualitative study showing that a on the order of 15 dB is very satisfactory and that it corresponds for the chosen penalties to a "noise level" on the order of 50 dB as measured traditionally [24] .
A first set of performance figures is given in Table II , where we compare the RIRs estimated by averaging recorded sine sweeps to the ground truth obtained with . While the quantifies the RIR estimation accuracy for a given estimation technique, it is also desirable to quantify the level of noise and nonlinear distortion present in the recorded signals from which the RIRs are estimated. For this, we use the SNR of the recording (in fact, its high-pass version) defined as (21) where are the ground truth RIRs. . The experiments in Section V-B.I will show that an exact value of is not necessary to obtain good RIR estimates with the penalty . 
2) Equalization Error:
In the context of listening room compensation, the estimated filters must preserve interchannel properties in order to yield good cross-channel cancellation. Denoting by the pseudo inverse of the estimated mixing matrix at each frequency , we measure the mean square equalization error using the following equalization error (EQE) metric: (22) where is the true mixing matrix, is the identity matrix of size , and and are computed using the Fourier transform. The measured EQE is averaged over frequency. Assuming that the number of microphones is smaller than the number of loudspeakers , the ideal case where perfectly matches yields a zero EQE.
D. Parameters of the Proposed Approach
After collecting the ground truth RIRs, we made additional recordings within the same recording session and processed them via the proposed algorithm.
1) Source Signals: Signals of different durations were emitted, including silence or not. Several recordings were made, for sources, and 3 types of signals : • uniform random noise in ; • Bernoulli noise generated by a Bernouilli process on with probability ; • MLS sequences described above; The emitted signals were normalized according to their maximum amplitude. In preliminary experiments we also tried human speech, the performance was much lower [38] .
2) Parameters of the Considered Penalties:
The scaling factor for all penalties is set to . Given that near-optimal performance is empirically obtained for , this parameter has in fact essentially no impact on the performance.
We consider different values of the reverberation parameter in , between 50 ms and 1 s. Fig. 1 shows two visualizations of one of the ground truth RIRs, rescaled to a maximum amplitude of 1. The true value of the room reverberation time computed using Schroeder's backward integration method [39] is . The assumption that the amplitude decays exponentially is clearly visible on the logarithmic view.
3) Parameters of FISTA: The examination of Algorithm 1 and the expressions (14)- (18) reveals that the variables relating to different microphones do not intervene with each other. This is consistent with the fact that the cost function (7) is additive with respect to . Therefore, we equivalently apply FISTA to each microphone in turn.
The estimation of the Lipschitz constant requires 200 iterations of the power iteration algorithm. We know [40] that like many algorithms solving (7), FISTA requires a large number of iterations for small values of . In this situation we use the continuation trick also known as warm start: we run the algorithm for several decreasing values of and initialize each run at the solution of the previous run. We run 16 instances of FISTA, using decreasing values . The convergence of FISTA is observed for every in about 500 iterations, we set . Theoretically, we expect to achieve the best results for a specific nonzero but, given that the noisy low-frequency components are not taken into account in the performance measure, the noise level is low enough to neglect its influence and to consider the smallest value of , which approximates the limit when . This will be confirmed experimentally in Section V-E.
V. EXPERIMENTAL RESULTS
A. Choice of the Source Signals 1) Comparison Between Different Types of Sources:
We first assess the impact of the choice of different source signals without silence in the case of an overdetermined system with for sources, inverted using FISTA with and with . Table III shows the link between the RMS amplitude of the sources, the of the recording, and the of the estimated RIRs. Although Bernoulli and MLS signals potentially induce more nonlinearities than other signals, their higher RMS induces weaker noise, which altogether yields higher and 3 .
2) Influence of Silence Within the Source Signals:
It is common in state-of-the-art methods to leave a silence between successive recordings, to make sure that the convolution is complete. However, including a silence of length within a signal of length decreases by up to . This quantity grows as the system becomes more underdetermined. As an example, for the setup studied in the next section with , a silence of length would result in a loss of up to 6 dB of . We found in a preliminary experiment that this resulted in a similar or even bigger loss of . We will therefore use Bernoulli signals without silence in all the following experiments.
B. Performance of the Proposed Method for 1) Influence of the Penalty:
As an example of the results obtained in an underdetermined setting, we compare in Table IV the performance of different penalties with for or 8 sources . This corresponds to a reduction of the recording time by a factor of 2.2 with respect to the critical time , which is itself smaller than the recording time required by state-of-the-art methods (see Table I ).
The overall performance decreases when we add sources, but the performance ranking of penalties do not depend on the number of sources. Moreover, a closer look at the individual performance on each source in the case in Table IV shows that relative performance of the penalties does not depend on the source, although the absolute performance depends on the sources, and is poorer for sources further from the microphone. Unsurprisingly in this setting, naive pseudo inversion via completely fails. The unweighted norm and the RIR shortening approach are able to recover the RIRs to a certain extent, which is a good result given that no knowledge of is needed. However, the best results achieved by the weighted norms and which provide a on the order of 15 dB for sources. This shows the importance of promoting an exponential decaying envelope via the penalty.
2) Qualitative Analysis of the Resulting RIRs: Fig. 2 depicts one of the RIRs estimated using compared to the ground truth. The global shape of the RIR is well recovered down to . The of 15 dB in Table IV therefore appears to correspond to a noise level of 50 dB in Fig. 2 , as measured traditionally [24] . As a comparison, efforts made to accelerate the acquisition of HRTF reach an estimation between 10 and 15 dB [7] . A view of the frequency-wise on 8 octave bands of the spectrum Fig. 3 confirms the accuracy of the estimation. No high pass filtering is performed before the evaluation Fig. 3 , and the low performance on the lowest band (0 Hz -125 Hz) is visible.
The cross-channel cancellation and equalization performance is closely related to the filter estimation accuracy [5] . In fact it has been shown in the particular context of steady-state echo cancellation that the best possible Echo Return Loss Enhancement (ERLE) is equal to the for low values : due to physical limitations, an estimation of the filters with a above 20 dB does not allow better cross-channel cancellation.
C. Robustness to an Erroneous Reverberation Time
The reverberation time is known only in retrospect, once the ground truth has been estimated. We wish to provide a reproducible method, therefore the best penalty has to provide a good performance estimation with the fewest required parameters. We show in this section that it is possible to use a rough estimate of the reverberation time. Fig. 4 bears witness to the robustness of the penalties to a bad guess of the room reverberation time . The weighted penalty performs best for any between 150 ms and 600 ms. However, its performance drops quickly above that value. By contrast, the weighted penalty , which promotes both sparsity and exponential amplitude envelope, exhibits remarkable robustness and performs similarly or better than for all . For this reason, we select as the best penalty in the remaining experiments. gracefully as the recording time decreases. For instance, still allows the recovery of the RIRs with more than 10 dB of , with , which corresponds to a reduction of the recording time by a factor of 4. Note also that outperforms as soon as , and performs as well otherwise.
D. Influence of the Recording Time
E. Choice of the Lagrangian Parameter
While all the above results have been shown for , we expect that the best results are achieved for a specific nonzero due to the presence of noise and nonlinearities. The analysis of the performance of as a function of in Fig. 6 shows that, as the system becomes more underdetermined, the gain obtained by choosing the optimal becomes smaller. For , a gain of about 0.5 dB is obtained for the optimal . However, the decrease of performance is observed for larger values of . Although there is theoretically a link between and the background noise level, there is no way to predict the optimal value of to our knowledge. The choice appears to be the most robust, and requires no oracle information.
F. Equalization Error
Similarly to Table II , we computed the equalization error between estimated by averaging recorded sine sweeps and the ground truth obtained with , , . The results are displayed Table VI. The results for correspond to a recording duration of 9200 ms. Fig. 7 shows the average equalization error EQE for different recording durations , with , . First, we observe the failure of the naive pseudo inverse associated to whose EQE remains well above 0.6, in contrast to and . Second, we notice that for , achieves almost the same EQE as with , which required a recording time almost 8 times larger. Last, with still yields comparable performance.
G. Computational Complexity
Each iteration of the FISTA algorithm requires the computation of the gradient and a proximal operator. In our case the computationally heaviest operation is the convolution between the source and the filters, which requires operations. A theoretical estimation of the number of iterations needed to reach a target precision can be found in [33] . In practice, we choose to set the number of iterations to 2000. Using Matlab on a dual-core 3.40 GHz CPU, the computation time is on the order of 20 min per microphone, per source and per second of recorded signal.
VI. CONCLUSION
We proposed an algorithm to estimate RIRs from recordings of multiple active loudspeakers where the number of recorded samples is smaller than the number of RIR samples to be estimated. This algorithm relies on convex penalties incorporating knowledge about the RIRs. We investigated both existing and new penalties and showed that the penalty promoting sparsity and exponential amplitude envelope is the most robust to an erroneous choice of the . These two assumptions on the RIRs have hence been proven to be beneficial for the purpose of regularization, although actual RIRs do not satisfy them exactly.
Following the described framework, further experiments could be performed to expand this technique to other acoustic responses such as BRIRs. The estimation of RIRs is also an important problem in blind source separation, where they are called mixing filters. The proposed algorithm is a first brick towards a new algorithm for joint estimation of the source signals and the mixing filters which would make use of the proposed RIR regularization.
In addition, inter channel information is not used in this work: in fact, the RIRs associated to different microphones are estimated separately. In the spirit of the simultaneous sparse recovery of the filters designed for blind calibration [11] , one could envision joint RIR models allowing a joint estimation with potentially shorter measurements. A complementary approach would be to exploit cross-channel relations to improve the filter estimation quality. Techniques based on such relations have recently been used on multi-channel dereverberation using sparsity constraints [41] , but they are primarily designed for a mono-source setup. The main challenge would be to adapt them to the intrinsically multi-source context of our approach.
APPENDIX COMPUTATION OF THE ADJOINT OPERATOR
The computation of boils down to that of the adjoint operator of the truncated matrix convolution product . The convolution with the RIR is causal. A convenient way to model its convolution is to see the signals in , with a finite support. For we denote by the standard convolution (23) For , we define the truncation operator:
and its adjoint, the double-sided zero-padding operator (25) Now consider . The definition of the truncated convolution product is (26) For , denoting , , we have:
Then we can write (28) where we used the notation of (27) . There remains to express as a truncated convolution. Since is supported on , its time reversed version is supported on . Define by , . We have , hence we can write (29) where the last equality comes from the fact that is the restriction of the sequence to the interval . The multichannel and multisource case is now straightforward. For we define the time reversal of the source signal , i.e., for , , and . Using these notations and the previous computation the following holds . . . (30) 
