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Конечные автоматы широко используются в теории формальных языков, при реализации авто-
матного подхода к программированию, а также при синтезе алгоритмов логического управле-
ния. Для обеспечения однозначности работы алгоритмов синтезированные конечные автоматы 
должны быть детерминированными. В рамках подхода к синтезу управлений мобильными ро-
ботами, например, основанному на применении теории формальных языков, возникают задачи 
построения различных конечных автоматов, однако такие конечные автоматы, как правило, не 
будут детерминированными. Алгоритм детерминизации может быть применен к конечным ав-
томатам, заданным различными способами. Наиболее просто основные идеи алгоритма детер-
минизации можно объяснить, используя представления конечного автомата в виде взвешенно-
го ориентированного графа.  
В работе рассматриваются конечные автоматы, представленные как взвешенные ориентиро-
ванные графы, и подробно разбирается процедура детерминизации конечных автоматов, пред-
ставленных указанным образом. Приведено подробное изложение алгоритма детерминизации 
конечных автоматов. Работа алгоритма детерминизации проиллюстрирована большим количе-
ством примеров. 
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Введение 
Теория конечных автоматов  один из разделов курса дискретной математики. Ко-
нечные автоматы широко используются в теории формальных языков [1,2,3,4], в реализа-
ции автоматного подхода к программированию [8], а также при синтезе алгоритмов логи-
ческого управления, как одиночными, так и многоагентными робототехническими систе-
мами [10]. Для обеспечения однозначности работы алгоритма, синтезированный конечный 
автомат должен быть детерминированным [5,7,9]. Как правило при непосредственном 
проектировании конечного автомата, как элемента системы логического управления робо-
тами, такой автомат получается детерминированным. Известен подход к синтезу управле-
ний мобильными роботами, основанными на использовании теории формальных языков 
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[12]. В рамках этого подхода возникают задачи построения конечного автомата для объе-
динения или пересечения языков [10]. Однако результирующий конечный автомат, как 
правило, не будет детерминированным. 
В достаточно общем виде проблема детерминизации конечного автомата рассмотре-
на в [1,3]. Ниже приведено подробное изложение алгоритма детерминизации конечных 
автоматов, с использованием их представления, как взвешенных ориентированных гра-
фов. Работа алгоритма проиллюстрирована большим количеством примеров. Отметим, 
что корректность рассматриваемой процедуры для достаточно общего случая обсуждается 
в [3]. 
Конечные автоматы и взвешенные ориентированные графы 
Конечный автомат представляет собой абстрактную математическую модель дис-
кретного устройства, которое имеет конечное множество возможных состояний Q, среди 
которых выделяют одно входное состояние (вход), одно или несколько заключительных 
состояний (выходов). В каждый момент времени устройство может находится только в 
одном состояний из множества Q. Дискретная информация в виде цепочки символов по-
следовательно поступает на вход устройства и посимвольно обрабатывается в режиме 
"реального времени" [2,8].  
Непустое конечное множество символов V ={a1,...,.an}, которые могут обрабаты-
ваться конечным автоматом, называют входным алфавитом конечного автомата.  
Элементы множества V называют буквами или символами. 
Буквами или символами могут быть не только собственно буквы какого-либо алфа-
вита, например, латинского, но и дискретные сигналы от датчиков или других устройств. 
В последнем случае должно быть установлено взаимно однозначное соответствие между 
поступающими дискретными сигналами и некоторым конечным множеством символов. В 
англоязычной литературе такие символы называют токинами (token), а процедуру уста-
новления требуемого соответствия  токенизацией [6,7]. 
Из букв или символов формируются входные цепочки или слова. В [1] дано сле-
дующее определение слова или цепочки в алфавите V: слово или цепочка в алфавите  
V  это произвольный кортеж из множества Vk (k-й декартовой степени множества V) для 
различных k=0, 1, 2,...  (см. [1], стр. 463). 
Можно неформально представить "устройство", моделируемое конечным автоматом, 
в виде блока управления, считывающей головки автомата и входной ленты. Такое устрой-
ство может считывать и обрабатывать цепочку символов, записанных на входной ленте 
(входную цепочку). Блок управления может в каждый момент времени находиться в од-
ном состоянии из конечного множества Q.  
Входная лента представляет собой полубесконечную неограниченную справа, разде-
ленную на отдельные ячейки ленту. В ячейки ленты записываются символы a1, a2, ..., ak,... 
входного алфавита V, составляющие входную цепочку. Все символы цепочки записыва-
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ются последовательно, начиная с первой ячейки без пропусков и занимают ячейки ленты. 
Например, на рис.1 представлено расположение на ленте цепочки символов abacab. 
 
Рис. 1. Принципиальная схема конечного автомата 
 
Считывающая головка автомата всегда позиционируется ровно на одну ячейку вход-
ной ленты и после прочтения очередного символа может сдвинуться вправо на одну ячей-
ку или остаться на прежнем месте. Блок управления автомата в каждый момент времени 
находится только в одном состоянии q из множества Q. 
Автомат работает по тактам. На вход конечного автомата в последовательные дис-
кретные моменты времени (такты) t1, t2, ..., tk,... поступают символы входной цепочки 
(входные сигналы) a1, a2, ..., ak алфавита V.  
Пусть в момент времени tk считывающая головка автомата установлена напротив k-й 
ячейки входной ленты, блок управления находится в некотором состоянии qiQ. Один 
такт работы автомата состоит в следующем: автомат считывает содержимое ячейки, и, в 
зависимости от символа, содержащегося в ячейке, и текущего состояния, блок управления 
после обработки входной информации переходит в некоторое новое состояние qj (новое 
состояние может совпадать с текущим состоянием qi). Описанием автомата могут быть 
предусмотрены переходы из одного состояния в другое по пустому слову, при этом авто-
мат не читает ленту и не продвигает головку. Такой такт называют -тактом и рассматри-
вается как переход из одного состояния в другое по пустой цепочке. Считают, что переход 
по пустой цепочке и переход по символу входного алфавита исключают друг друга. Пус-
тую цепочку  нельзя интерпретировать для конечного автомата как пустое множество, 
аналог пробела в строке символов или отсутствие символа в ячейке входной ленты. 
Если после прочтения последнего символа входной цепочки конечный автомат  пе-
реходит в одно из заключительных состояний, то говорят, что автомат распознал цепочку. 
Может возникнуть такая ситуация, что после прочтения и обработки очередного 
входного символа считывающая головка остается на прежнем месте и блок управления 
остается в текущем состоянии, то есть конечный автомат "зависает" в текущем состоянии. 
В этом случае считают, что автомат не может обработать входную цепочку.  
Конечные автоматы можно использовать для формального описания поведения раз-
личных систем. Они широко применяются в системах управления, например, для описа-
ния сетевых протоколов, работы контроллеров, а также систем логического и событийно-
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го управления [7,9,10,11,12]. Конечные автоматы также используются в теории формаль-
ных языков для задания процедуры синтаксического анализа текстов, для описания пра-
вил работы трансляторов [1,2,3].  
Языком конечного автомата называют все множество слов в заданном алфавите V, 
которое может допустить (распознать) конечный автомат. 
Поведение конечного автомата определяется системой его команд. Каждая команда 
задается записью  qia qj  или qi qj. Первая команда означает, что из состояния qi по 
символу aV автомат может перейти в состояние qj, вторая команда означает, что из со-
стояния qi по пустой цепочке можно перейти в состояние qj. Возможна ситуация, что qi=qj, 
то есть автомат остается в прежнем состоянии. Команда qia qj  и команда qi qj явля-
ются взаимоисключающими. 
Удобным представлением конечного автомата является взвешенный или размечен-
ный ориентированный граф W =( G; ), где G =(U,E)  ориентированный граф, заданный 
множеством вершин U и множеством дуг E, а   весовая функция (или функция размет-
ки), ставящая в соответствие каждой дуге eiE ориентированного графа G некоторый 
символ входного алфавита или пустое слово  (метку) [1,2]. Каждому состоянию qiQ 
блока управления конечного автомата ставится во взаимно однозначное соответствие 
вершина  uiU ориентированного графа, при этом множество дуг  и функция разметки оп-
ределяются системой команд конечного автомата. Если в системе команд автомата есть 
команда qia qj, это означает, что в ориентированном графе из состояния qi в состояние qj 
ведет дуга с меткой a, где a  буква входного алфавита. Если в системе команд есть ко-
манда qi qj, это означает, что возможен переход из состояния qi в состояние qj по дуге с 
меткой . Тогда каждой входной цепочке символов будут соответствовать последователь-
ности вершин u0, u1,..., un,..., такие, что для каждой пары вершин ui и ui+1 существует дуга 
из ui в ui+1 для любого i, если существует ui+1 (пути) в размеченном ориентированном гра-
фе. Среди вершин ориентированного графа выделим вершину, соответствующую началь-
ному состоянию. Вершину ориентированного графа, соответствующую начальному со-
стоянию, в данной работе будем обозначать короткой заходящей стрелкой, а вершины, 
соответствующие заключительным состояниям будем обозначать короткой исходящей 
стрелкой (рис. 2). 
 
Рис. 2. Графические обозначения начального q0 и заключительного состояний qk. 
 
Отметим, что последовательность вершин u0, u1,..., un,... в ориентированном графе, 
представляющем рассматриваемый конечный автомат, может быть конечной или беско-
нечной. В первом случае ей соответствует конечный путь, а во втором  бесконечный. 
Наличие бесконечной последовательности вершин (бесконечного пути) означает сущест-
вование контура в графе. Например, пусть конечный автомат M задан следующим обра-
Математика и математическое моделирование 5 
зом: множество состояний Q={q1, q2, q3}; входной алфавит V={a,b,c}; система команд: 
q1a q2, q1b q2, q2c q3; входное состояние q1, заключительное состояние q3. Граф ко-
нечного автомата M представлен на рис. 3. 
 
Рис. 3. Граф конечного автомата M 
Детерминизация конечных автоматов 
При проектировании конечного автомата возможна ситуация, что  после прочтения и 
обработки очередного входного символа ai из текущего состояния qi в блоке управления 
может быть осуществлен переход не в одно, а в несколько состояний (например ql и qm),  и 
необходимо "заранее знать", какое именно состояние следует выбрать, чтобы продолжить 
чтение входной цепочки. Поведение такого автомата будет неоднозначным, такой конеч-
ный автомат называют недетерминированным. 
В недетерминированном конечном автомате для каждого символа  входной последо-
вательности может существовать несколько (больше одного) состояний, в которые авто-
мат может перейти из текущего состояния. Если существует несколько состояний, в кото-
рые автомат может перейти из текущего по одному и тому же символу, то необходимо 
"заранее знать", какое именно состояние следует выбрать, чтобы входная цепочка была 
прочитана. Такая ситуация грозит возникновением "конфликтов" и неудобна для реализа-
ции. Поэтому возникает задача по исходному конечному автомату получить такой новый 
автомат, в котором переход из одного состояния в другое был бы однозначным. При этом 
каждой входной цепочке символов, допускаемой конечным автоматом, должен соответст-
вовать единственный путь в ориентированном графе, представляющим данный автомат. 
Указанную задачу называют задачей детерминизации конечного автомата. 
Следуя [1] зададим конечный автомат M как упорядоченную пятерку, используя 
функцию переходов :  
M = (V, Q, q0, F, }, 
где V  входной алфавит; Q  множество состояний; q0 начальное состояние;  
F  множество заключительных состояний;   функция переходов. 
Функция переходов  это отображение : Q × (V {})2Q, значение функции пе-
реходов на упорядоченной паре (состояние qQ, входной символ из алфавита V или пус-
тая цепочка {}) есть множество всех состояний, в которые из данного состояния возмо-
жен переход по данному входному символу или пустой цепочке. Это множество, в част-
ности, может быть пустым. Функция переходов может быть задана в виде системы ко-
манд: (q, a)={r: qa  r}. Приведенная в описании функции переходов команда означает, 
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что из состояния q по символу aV можно перейти в множество состояний (q, a), то есть 
в каждое состояние r из указанного множества ведет дуга с меткой a из состояния q в ори-
ентированном графе, представляющим автомат M. 
Определение. Конечный автомат называется детерминированным, если в нем нет 
команд, содержащих пустую цепочку (нет дуг с меткой  в ориентированном графе, пред-
ставляющим этот конечный автомат), и из любого состояния по любому входному симво-
лу возможен переход в точности в одно состояние [1], т.е. 
( qQ) (a V) (|(q,a)|=1). 
Поскольку переход из текущего состояния по фиксированному символу возможен 
только в одно состояние, то для детерминированного конечного автомата значением 
функции переходов для любой пары (состояние, входной символ) является одноэлемент-
ное подмножество множества состояний. Это подмножество включает в себя ровно одно 
состояние, в которое осуществляется переход. Это подмножество будет пустым, если из 
состояния q в ориентированном графе, представляющим автомат M, не выходит дуг, по-
меченных символом a V. 
Конечные автоматы называются эквивалентными, если они распознают один и тот 
же язык над алфавитом V [1].  
Сформулируем теорему о детерминизации, которая имеет важное значение для ре-
шения задачи синтеза конечных автоматов. 
Теорема о детерминизации 
Для любого конечного автомата может быть построен эквивалентный ему детерми-
нированный конечный автомат [1].  
Как было сказано выше, для описания конечного автомата можно использовать ори-
ентированный граф, размеченный над алфавитом V, а также задавать множество состоя-
ний Q и функцию переходов, которая может быть задана в виде системы команд. В даль-
нейшем будем использовать оба подхода, считая их эквивалентными. Выбор подхода бу-
дет определяться удобством изложения материала. 
Алгоритм построения детерминированного конечного автомата 
Построение детерминированного конечного автомата проводится в два этапа. 
На первом этапе исходному автомату строится новый конечный автомат, не содер-
жащий команд вида qi qj. Можно сформулировать иначе: по графу исходного автомата 
строится граф нового конечного автомата, не содержащего дуг с меткой . 
На втором этапе по построенному конечному автомату без -переходов строится де-
терминированный конечный автомат эквивалентный исходному автомату. 
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Построение конечного автомата без -переходов 
Пусть исходный конечный автомат задан как упорядоченная пятерка : M=(V; Q; q0; 
F; ). Построим эквивалентный ему конечный автомат M1=(V, Q1, q0, F1, 1) без  
-переходов. 
Переход от исходного конечного автомата M к эквивалентному автомату M1 без -
переходов осуществляется следующим образом. 
На первом шаге определяется множество состояний Q1 нового автомата M1. Множе-
ство состояний Q1 включает в себя начальное состояние q0 исходного автомата M и все 
состояния из множества состояний Q исходного автомата M, в которые заходит хотя бы 
одна дуга, помеченная буквой входного алфавита V. Все состояния из множества Q, в ко-
торые заходят только дуги с меткой , в новое множество состояний Q1 не включаются. 
На втором шаге необходимо определить новое множество дуг конечного автомата 
M1 и их меток (функцию переходов автомата M1).  
Все дуги из множества дуг автомата M, метки которых отличны от , соединяющие 
пару состояний из множества Q1, включаются в граф автомата M1. Все дуги автомата M, 
имеющие метку дуги  в множестве дуг конечного автомата M1 не включаются, а пути в 
ориентированном графе, представляющим конечный автомат, формируются согласно сле-
дующему правилу определения множество дуг автомата M1 [1]: для любых двух состоя-
ний q1, q3Q1 q1a  q3 имеет место тогда и только тогда, когда a V, в графе  M  либо 
существует дуга из q1 в q3, метка которой содержит символ a, либо существует такое со-
стояние q2, что из состояния q1 в состояние q2 ведет путь ненулевой длины, состоящий из 
дуг с меткой , и из состояния q2 в состояние q3 ведет дуга с меткой a.  
В множество заключительных состояний F1  конечного автомата M1 включаются все 
состояния qQ1, которые являются заключительными состояниями автомата M, или из 
которых ведет путь ненулевой длины по дугам с меткой  в одно из заключительных со-
стояний конечного автомата M. 
Проиллюстрируем процесс удаления -дуг на примерах. 
Пример 1. Пусть из состояния q1 в состояние q2 ведет путь ненулевой длины, состоя-
щий из дуг с меткой , и из состояния q2 в состояние q3 ведет дуга с меткой a (q1
+
 q2 и 




Результат удаления -дуг представлен на рис. 5. 
 
Рис. 5 
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Пример 2. Пусть из состояния q1 в состояние q2 ведет путь ненулевой длины, состоя-
щий из дуг с меткой , и из состояния q2 в состояние q3 ведет дуга с меткой a (q1
+
 q2 и 
q2a q3), в состояние q2 заходит кроме дуг с меткой , хотя бы одна дуга, помеченная бук-






Пример 3. Пусть из состояния q1 в состояние q2 ведет путь не нулевой длины, со-
стоящий из дуг с меткой , и из состояния q2 в состояние q1 ведет дуга с меткой a (q1
+
 




В результате удаления -дуг  получим дугу, ведущую из состояния q1 в тоже состоя-




Пример 4. Пусть из состояния q в состояние f ведет путь не нулевой длины, состоя-
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Тогда после удаления -дуг состояние q станет заключительным (рис 11).  
 
Рис. 11 
Построение детерминированного конечного автомата  
Пусть  M1 = (Q1; V; q0; F1; 1)  конечный автомат без -переходов. 
Построим эквивалентный M1 детерминированный конечный автомат M2, в котором 
из любого состояния конечного автомата по любому входному символу возможен переход 
ровно в одно состояние. 
Множество состояний нового конечного автомата Q2 есть некоторое подмножество 
множества всех подмножеств множества состояний  конечного автомата  M1 (Q22
Q1
). 
Каждое отдельное состояние  S={qs1, .... ,qsk} конечного автомата M2 определяет не-
которое подмножество множества состояний конечного автомата  M1: S Q1. 
Начальным состоянием конечного автомата M2 является одноэлементное подмноже-
ство {q0}, содержащее начальное состояние конечного автомата M1. 
Заключительными состояниями конечного автомата M2 являются все подмноже-
ства Q1, которые содержат хотя бы одну заключительную вершину  конечного автомата 
M1. 
Состояния конечного автомата M2 будем называть состояниямимножествами. Каж-
дое такое состояниемножество есть отдельное состояние конечного автомата M2, но не 
множество его состояний. Для исходного конечного автомата M1 это есть именно множе-
ство его состояний. Каждое подмножество состояний старого конечного автомата M1 
"свертывается" в одно состояние нового конечного автомата [1]. 
Функция переходов нового конечного автомата M2 определяется следующим обра-
зом: из состояниямножества S по входному символу a конечного автомата  M2 переходит 
в состояниемножество, представляющее собой объединение всех множеств состояний 
конечного автомата M1, в которые этот конечный автомат переходит по символу a из каж-
дого состояния множества S 
               
     
 
Можно видеть, что конечный автомат M2 является детерминированным по построе-
нию. 
Формально новый конечный автомат M2 определяется следующим образом:  
M2 = (Q2, V, {q0 }, F2, 2}, где    
  множество состояний автомата M2, F2  множество 
заключительных состояний конечного автомата M2. Множество F2 состоит из таких со-
стояниймножеств S, что в каждом из них имеется хотя бы одно заключительное состоя-
ние автомата M1, то есть                      Функция переходов автомата M2 
имеет вид:                                    
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Среди состояний нового конечного автомата может быть состояние, соответствую-
щее , причем 2( ,a)=  для любого входного символа a. 
Попав в такое состояние, конечный автомат  M2 уже его не покинет. Состояние   
детерминированного конечного автомата M2 является поглощающим. 
Поглощающим состоянием конечного автомата называют такое состояние его q, что 
для всех входных символов a (q,a)=q. 
2(S,a)=   тогда и только тогда, когда в старом конечном автомате M1 для каждого 
состояния qS из множества состояний S 1(q,a)= , т.е. в графе M1 из каждого такого со-
стояния q не выходит ни одна дуга, помеченная символом a. 
Рассмотрим метод детерминизации конечных автоматов, называемый методом "вы-
тягивания". 
Алгоритм метода "вытягивания" 
В конечном автомате без дуг (пустых дуг) M1 определяем все множества состоя-
ний, достижимых из начального. 
1. Для каждого символа входного алфавита a находим множество состояний, дости-
жимых из начального по дугам с метками a (q0,a). Каждое такое множество в новом ав-
томате является состояниеммножеством, непосредственно достижимым из начального. 
2. Для каждого из определенных на предыдущем шаге состояниймножеств S и каж-
дого символа входного алфавита a находим множество             . Все полученные на 
этом шаге состояния будут состояниями нового детерминированного автомата M2, дости-
жимыми из начальной вершины {q0} по пути длины 2. 
3. Повторяем  шаг 2 до тех пор, пока не перестанут появляться новые состоя-
ниямножества (включая пустое). 
В результате выполнения шагов 1-3 получим все состояния нового детерминирован-
ного автомата M2, достижимые из начальной вершины {q0} по пути длины n, n2. 
4. Формируем множество заключительных состояний. Состояние-множество нового 
детерминированного  конечного автомата будет заключительным, если оно включает хотя 
бы одно заключительное состояние автомата M1. 
Примеры построения детерминированного конечного автомата 
Пример 5. 
 
Рис. 12. Конечный автомат M1 
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Детерминизируем конечный автомат M1= (Q1, V, {q1}, F1, 1}, представленный на 
рис. 10, Q1={q1,q2,q3,q4}, V={a,b}, входное состояние q1, множество входных состояний 
F1={q4}, функции переходов: 1(q1,a)={q2,q3}, 1(q1,b)={q4}, 1(q2,b)={q4}, 1(q3,a)={q4}.  
Конечный автомат M1 не содержит переходов, поэтому сразу переходим к этапу 2, 
собственно детерминизации. 
Чтобы детерминизировать автомат, воспользуемся методом "вытягивания". Проце-
дуру вытягивания начнем с начального состояния q1. Из начального состояния q1 возмо-
жен переход по дуге с меткой a в состояния q2 и q3, получено первое состоя-
ниемножество {q2,q3}, по дуге с меткой b в состояние q4, получено второе состоя-
ниемножество {q4}. Рассмотрим состояниемножество {q2,q3}и найдем функцию пере-
ходов из этого состояния. Из состояния {q2} дуги с меткой a нет, поэтому (q2, a)=  , из 
состояния {q3} по дуге с меткой a возможен переход в состояние q4. В результате получа-
ем ({q2,q3},a)={q4} ={q4}. Продолжая процедуру вытягивания, получим детерминиро-
ванный конечный автомат M2, все состояния которого достижимы из начальной вершины 
q1. Множество заключительных состояний состоит из единственного состояния {q4}. 
Для конечного автомата M2 запишем функцию переходов: 
1. 2(q1,a)={q2,q3}, 2(q1,b)={q4}; 
2. 2({q2,q3},a)={q4} ={q4}, 2({q2,q3},b)={q4} ={q4}; 
3. 2({q4},b)= , 2({q4},a)= ; 
4. 2( ,b)= , 2( ,a)= ; 
Перечислены все состояниямножества, достижимые из начального, процедура "вы-
тягивания" на этом заканчивается, и в результате получен детерминированный конечный 
автомат M2, граф которого представленный на рис.13. 
 
Рис.13. Конечный автомат M2 
 
Пример 6.  
Рассмотрим пример детерминизации конечного автомата M с -дугами. Конечный 
автомат M задан как упорядоченная пятерка M=(Q, V, q1, F, }, где Q={q1,q2,q3,q4,q5,q6}  
множество состояний конечного автомата, V={a,b}  входной алфавит, q1  входное со-
стояние, F={q5,q6}  множество входных состояний, функции переходов:  
Математика и математическое моделирование 12 
(q1, )={q2,q3}, (q2,)={q5}, (q2,a)={q4}, (q2,b)={q6}, (q3,a)={q2,q6}, (q3,b)={q4}, 
(q4,b)={q5}, (q5, )={q3}, (q6,b)={q5}. 
Граф конечного автомата M представлен на рис. 14. 
На рисунке  все -дуги выделены красным цветом. 
 
Рис. 14. Конечный автомат M 
 
Построим конечный автомат M1 без переходов, эквивалентный  конечному авто-
мату M. 
Множество состояний нового конечного автомата M1 без переходов 
Q1={q1,q2,q4,q5,q6}. Состояние q3 не вошло в множество состояний нового автомата M1, так 
как в него заходят только дуги с метками  в конечном автомате M,  и в новом конечном 
автомате M1 это состояние не достижимо от входа. На рис. 15 это состояние показано 
светло-серым цветом. 
Определим новое множество дуг графа конечного автомата M1 и их меток (функцию 
переходов автомата M1). В множество дуг автомата M1 войдут все дуги графа автомата M, 
соединяющие пару состояний из нового множества Q1 автомата M1, метки которых отлич-
ны от . Для того, чтобы не "потерять" цепочки, которые могут быть прочитаны на путях 
с переходами, рассмотрим эти пути. 
Из состояния  q1 по дуге с меткой  можно перейти в состояние q2, а из состояние  q2 
по дуге с меткой a  в состояние q4, следовательно, из состояния  q1 можно перейти в со-
стояние  q4 по дуге с меткой a, q1 a q4. Рассмотрим путь q1  q2 q5  q3 a q2. Со-
гласно правилу удаления переходов получим путь q1 a q2. Так как в состояние q2 за-
ходит не только дуги с метками , это состояние остается в множестве состояний Q1. Та-
кой переход можно было бы получить, используя путь q1  q3 a q2. Из состояния q2 по 
дуге с меткой  можно перейти в состояние q5, а из состояние q5 по дуге с меткой   в со-
стояние q3 и из состояние q3по дуге с меткой a  в состояние q2, следовательно, получаем 
путь q2 a q2 или петлю. Рассмотрим пути q2  q5  q3 b q4 и q2  q5  q3 b q6. 
После удаления переходов получим пути q2 b q4 и q2 a q6. Из состояния q5 по дуге с 
меткой  можно перейти в состояние q3 и из состояние q3  в состояния q2 и q6 по дугам с 
метками a и в состояние q4  по дуге с меткой b. Следовательно, получаем пути q5 a q2, 
q5 b q4 и q5 a q6. 
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Рис. 15. Конечный автомат M1 
 
Из состояний  q1 и q2 по дуге с меткой  можно перейти в заключительное состояние 
q5, и, следовательно, они войдут в множество заключительных состояний F1, 
F1={q1,q2,q5,q6}. 
 На рис. 15 представлен конечный автомат M1=(Q1, V, q1, F1, 1} без переходов. 
Чтобы детерминизировать полученный автомат, воспользуемся методом "вытягива-
ния". На рис. 16 изображен конечный автомат M1, где для удобства дальнейшей работы 
все дуги с меткой a сделаем красными, а дуги с меткой b  синими, состояние q3 не пока-
зано на рис. 16, как недостижимое от входного состояния q1. 
 
Рис. 16. Конечный автомат M1 
 
Процедуру вытягивания начнем с начального состояния q1, из которого возможен 
переход по дуге с меткой a в состояния q2, q4 и q6, по дуге с меткой b в состояние q4 и q6. 
Получены новые состояниямножества {q2,q4,q6} и {q4,q6}. Из состояниямножества 
{q2,q4,q6} по дуге с меткой a возможен переход в состояния q2, q4 и q6, то есть в тоже со-
стояние, а по дуге с меткой b в состояние q4, q5 и q6. Применяем процедуру "вытягивания" 
до тех пор, пока не перестанут появляться новые состояниямножества. Функции перехо-
дов конечного автомата M2 имеют вид:  
1) 1({q1},a)={q2,q4,q6}, 1({q1},b)={q4,q6};  
2) 1({q2,q4,q6},a)=(q2,a)(q4,a)(q6,a)={q2,q4,q6} ={q2,q4,q6}; 
1({q2,q4,q6},b)={q4,q5,q6}; 
3) 1({q4,q6},a)= ,1({q4,q6},b)={q5}; 
4) 1({q4,q5,q6},a)={q2,q6}; 1({q4,q5,q6},b)={q4,q5};  
5) 1({q5},a)={q2;q6};   1({q5},b)={q4}; 
6) 1({q2,q6},a)={q2,q4,q6}; 1({q2,q6},b)={q4,q5,q6}; 
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7) 1({q4,q5},a)={q2,q6}; 1({q4,q5},b)={q4,q5}; 
8) 1({q4},a)= ; 1({q4},b)={q5};  
9) 1( , a) = ; 1( ,b) = ;  
В множество заключительных состояний конечного автомата M2 войдут следующие 
состояния-множества: {q1}, {q2,q4,q6}, {q4,q6}, {q4,q5,q6}, {q5}, {q2,q6},{q4,q5}, так как в ка-
ждое из этих состояний-множеств входят состояния конечного автомата M1, принадлежа-
щие множеству F1, F1={q1,q2,q5,q6}.  
По полученным функциям перехода построим граф детерминированного конечного 
автомата (рис. 17).  
 
Рис. 17. Конечный автомат M2  
Заключение 
Рассмотрен алгоритм детерминизации конечного автомата по графу исходного авто-
мата. Заметим, что предложенный алгоритм можно модифицировать таким образом, что-
бы по конечному автомату, заданному формально, получить формальное описание детер-
минированного конечного автомата, эквивалентного исходному. Использовать представ-
ление в виде размеченного ориентированного графа в этом случае не требуется.  
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The theory of formal languages widely uses finite state automata both in implementation of 
automata-based approach to programming, and in synthesis of logical control algorithms.  
To ensure unambiguous operation of the algorithms, the synthesized finite state automata 
must be deterministic. Within the approach to the synthesis of the mobile robot controls, for ex-
ample, based on the theory of formal languages, there are problems concerning the construction 
of various finite automata, but such finite automata, as a rule, will not be deterministic. The algo-
rithm of determinization can be applied to the finite automata, as specified, in various ways. The 
basic ideas of the algorithm of determinization can be most simply explained using the represen-
tations of a finite automaton in the form of a weighted directed graph. 
The paper deals with finite automata represented as weighted directed graphs, and discuss-
es in detail the procedure for determining the finite automata represented in this way. Gives a 
detailed description of the algorithm for determining finite automata. A large number of exam-
ples illustrate a capability of the determinization algorithm. 
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