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Indicators of large-scale ecological change are typically derived from long-term monitoring 10 
networks. As such, it is important to assess how well monitoring networks provide evidence 11 
for ecological trends in the regions they are monitoring. In part, this depends on the network’s 12 
representativeness of the full range of environmental conditions occurring in the monitored 13 
region. In addition, the statistical power to detect trends and ecological changes using the 14 
network depends on its structure, size and the intensity and accuracy of monitoring. This paper 15 
addresses the optimisation of representativeness and statistical power when re-designing 16 
existing large-scale ecological monitoring networks, for example due to financial constraints 17 
on monitoring programmes. It uses a real world example of a well-established river monitoring 18 
network of 254 sites distributed across Scotland. We first present a novel approach for 19 
assessing a monitoring network’s representativeness of national habitat and pressure 20 
gradients using the multivariate two-sample Cramér’s T statistic. This compares multivariate 21 
gradient distributions among sites inside and outside of the network. Using this test, the 22 
existing network was found to over-represent larger and more heavily polluted sites, reflecting 23 
earlier research priorities when it was originally designed. Network re-design was addressed 24 
through stepwise selection of individual sites to remove from or add to the network to maximise 25 
multivariate representativeness. This showed that combinations of selective site retention and 26 
addition can be used to modify existing monitoring networks, changing the number of sites 27 
and improving representativeness. We then investigated the effect of network re-design on 28 
the statistical power to detect long-term trends across the whole network. The power analysis 29 
was based on linear mixed effects models for long-term trends in three ecological indicators 30 
(ecological quality ratios for diatoms, invertebrates and macrophytes) over a ten-year period. 31 
This revealed a clear loss of power in smaller networks with less accurate sampling, but 32 
sampling schedule had a smaller effect on power. Interestingly, more representative networks 33 
had slightly lower trend detection power than the current unrepresentative network, though 34 
they should give a less biased estimate of national trends. Our analyses of representativeness 35 
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and statistical power provide a general framework for designing and adapting large-scale 36 
ecological monitoring networks. Wider use of such methods would improve the quality of 37 
indicators derived from them and improve the evidence base for detecting and managing 38 
ecological change. 39 
Keywords: Environmental change; Ecological monitoring; Monitoring network; Spatial 40 
prioritisation; Power analysis; Water Framework Directive.  41 
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1. Introduction 42 
Long-term monitoring allows the assessment of the state of the environment, detection of 43 
ecological change and evaluation of the effects of stressors or management interventions on 44 
ecological systems (Lindenmayer and Likens, 2010; Lovett et al., 2007). Indeed indicators 45 
derived from monitoring data often provide the evidence that informs management. As such, 46 
achieving adequate data quality whilst controlling costs and resource requirements are core 47 
challenges for the design of monitoring networks. These are generic issues applicable to 48 
aquatic and terrestrial systems, individual and multi-species monitoring programmes and they 49 
have attracted significant research interest (Carvalho et al., 2016; Munkittrick et al., 2009; 50 
Rhodes and Jonzén, 2011; Stegman et al., 2017; Wikle and Royle, 1999). However, most 51 
previous studies have considered initial network design rather than strategies for revising or 52 
modifying existing long-term monitoring networks (Levine et al., 2014). This omission is 53 
important since long-term monitoring networks will be periodically reviewed and may be 54 
revised both for scientific and budgetary reasons.  55 
An important consideration for the design and modification of monitoring networks is 56 
representativeness, i.e. the network’s proportionate coverage of the full range of 57 
environmental conditions occurring in the monitored region (Urquhart and Kincaid, 1999). 58 
Monitoring networks should be representative because indicators from unrepresentative 59 
networks may provide a biased representation of patterns across the monitored region. 60 
Stratified random sampling of sites is generally advocated as an approach to produce 61 
monitoring networks an unbiased representative sample of the range of sites in the area of 62 
interest (Vos et al., 2000). However, for various reasons, this is not always done. Monitoring 63 
networks often grow and evolve over time and at each step the priorities for 64 
representativeness may change, so it is not uncommon to end up with networks that are not 65 
fully representative. For example river monitoring networks often have an original sampling 66 
design focused on comparable sites upstream and downstream of point sources of pollution, 67 
such as sewage treatment works (SEPA, 2007). These may be useful for determining the 68 
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effects of pollution, but do not represent high elevation rivers that are not generally impacted 69 
by pollution and so the network is less useful for estimating national-scale trends resulting 70 
from, for example, climate change. For both network design and re-design there is a need for 71 
statistical tools and algorithms to prioritise sites for inclusion or removal from monitoring 72 
networks in order to improve representativeness. 73 
The design and revision of monitoring programs should also take account of their statistical 74 
power to detect trends and ecological changes. For this, generic power analysis tools (Cohen, 75 
2013; Johnson et al., 2015; Thomas, 1997) can be applied to statistical models fitted to data 76 
from monitoring networks (Irvine et al., 2012; Peterman, 1990). In general, statistical power 77 
will depend on the size of the monitoring network, its sampling intensity and the accuracy of 78 
data collection (Levine et al., 2014; Osenberg et al., 1994). It is often advocated that pilot 79 
datasets are used to investigate power to detect a specific level of change in advance of 80 
establishing a monitoring programme (Osenberg et al., 1994; Peterman, 1990; Toft and Shea, 81 
1983). In practice this is rarely implemented, especially for long-term monitoring of systems 82 
that change slowly over time. Nevertheless, when long-term monitoring programs are 83 
periodically revised, retrospective power analysis on existing monitoring data (Thomas, 1997) 84 
is a pragmatic approach to evaluate the effect of proposed network redesign or revision to 85 
sampling strategies.  86 
This paper addresses the optimisation of representativeness and statistical power of a large-87 
scale long-term ecological monitoring network – Scotland’s national river surveillance network 88 
of 254 monitoring sites (SEPA, 2007). The network is a European Union (EU) Water 89 
Framework Directive (WFD) surveillance network (European Commission, 2000). Similar 90 
networks exist in all EU member states and their purpose is to allow the ecological status of 91 
rivers within Europe to be compared between nation states on a similar basis. Substantial 92 
effort was expended by regulators and academics in developing the national networks. For 93 
example, national sampling methodologies were assessed and intercalibrated to provide 94 
harmonised information on ecological condition across Europe (Birk et al., 2013, 2012; Friberg 95 
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et al., 2006; Furse et al., 2006). The system was developed to the point where multimetric 96 
indices, created by combining data on a number of biological groups, could be used to indicate 97 
ecological status (Hering et al., 2006; Johnson et al., 2006; Kennard et al., 2006). Sources of 98 
uncertainty were well quantified, such as inter-sampler error (Clarke et al., 2006) but it was 99 
not possible to integrate statistical power analysis into the design and no methods were in 100 
common use that could optimise representativeness across multiple environmental gradients. 101 
As WFD surveillance networks have been operational across Europe for approximately ten 102 
years, it is timely to review the performance of current networks (Levine et al., 2014). The 103 
major habitat gradients controlling ecological communities in rivers are well known, e.g. River 104 
InVertebrate Prediction And Classification System (RIVPACS) predictors (Wright et al., 2000), 105 
as are the major pressure gradients that determine the anthropogenic impact on freshwater 106 
systems. Data on these gradients are often available across an entire country, potentially 107 
allowing an up to date assessment of network representativeness and the identification of 108 
sites to remove from or add to the network in order to create a truly representative monitoring 109 
network. This type of analysis is especially important in countries where the landscape is 110 
heterogeneous, and the habitats and anthropogenic influences on them vary spatially, such 111 
as Scotland (Carey et al., 1995; O’Hare et al., 2012). 112 
Here we use this well described monitoring network to address two questions: 113 
1. How representative of natural environmental gradients and pressure gradients is the 114 
existing river monitoring network and how can its representativeness be improved? 115 
2. How powerful is the current network at detecting trends and how would this be affected 116 
by modifications to network structure designed to improve representativeness?  117 
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2. Materials and methods 118 
2.1 Analytical overview 119 
We performed a series of analyses that together form an approach to assess and improve the 120 
representativeness and statistical power of ecological monitoring networks (Figure 1). We first 121 
assessed the representativeness of an existing monitoring network by comparing its coverage 122 
of important habitat and pressure gradients to the national distributions of those gradients. We 123 
then created an algorithm that modified the network size to maximise its representativeness 124 
across all gradients. Using this algorithm we revised the current network to a range of different 125 
sizes, to investigate potential options for network re-design. 126 
Following this, we conducted a power analysis on models for trends in the monitoring data 127 
over a recent ten-year period. These estimated the strength of the recent trends and 128 
characterised the noise obscuring the trend arising through seasonality, variation among water 129 
bodies and types of water body, variation among years and other unexplained (residual) 130 
sample-level variance. Based on these models, power analysis simulation techniques 131 
(Johnson et al., 2015) were used to estimate the minimum detectable trends in the recent 132 
monitoring data from the river network, and also to estimate the effect of revised networks and 133 




Figure 1. Overview of the proposed scheme to assess and update the size and sampling 136 
schedule of an ecological monitoring network.  137 
 138 
2.2 Data  139 
The study focused on Scotland, UK, where suitable data were readily available (SEPA, 2007). 140 
The representativeness analysis used ‘river water bodies’ as the unit of analyses, defined by 141 
the Scottish Environment Protection Agency (SEPA) as sub-catchment polygons containing 142 
connected sections of the river network and excluding lakes (Figure 2). SEPA has defined 143 
2273 river water bodies nationally, of which 254 form the current surveillance monitoring 144 
network in which SEPA regularly monitor diatoms, benthic invertebrates and macrophytes 145 
(Figure 2).  146 
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Data representing major anthropogenic pressures and habitat factors influencing ecosystem 147 
sensitivity was available for nearly all WBs (Table 1). Other factors such as climate, which can 148 
be important for determining water chemistry (Le et al., 2019), likely co-varied with these 149 
gradients, e.g. land use, elevation, easting and northing strongly correlate to climate in 150 
Scotland. 151 
 152 
Figure 2. Map of river water body (WB) polygons in Scotland, capturing the unique (inter) 153 
catchment of a section of main stem rivers. Shading highlights WBs within the river 154 
surveillance network.  155 
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Pressure gradients Habitat gradients 
Phosphate concentration from diffuse sources (mg l-1) Sub-catchment mean elevation 
(m) 
Phosphate concentration from point sources (mg l-1) Sub-catchment area (km2) 
Nitrate concentration from diffuse sources (mg l-1) Sub-catchment peat coverage 
(%) 
Nitrate concentration from point sources (mg l-1) Sub-catchment siliceous bedrock 
coverage (%) 
Phosphate load from diffuse sources (kg day-1) Sub-catchment calcareous 
bedrock coverage (%) 
Phosphate load from point sources (kg day-1) Mean channel slope (%) 
Nitrate load from diffuse sources (kg day-1) Natural Qmean flow rate (Ml day-1)  
Nitrate load from point sources (kg day-1) River sinuosity index 
Morphology pressure to channel (%) Easting (m) 
Morphology pressure to bank and riparian zone (%) Northing (m) 
Low and medium flow modification pressure  
High flow modification pressure  
Table 1. Pressure and habitat gradients for which the representativeness of the river 156 
surveillance network was assessed. Nutrient concentrations and loads were estimated by 157 
SEPA using the Source Apportionment-GIS (SAGIS) modelling framework (Comber et al., 158 
2013). Morphology pressures were assessed on the ground by SEPA as the percentage of 159 
the bank or channel under pressure. Flow pressures were scored from one to five based on 160 
estimated reductions in natural flow previously estimated by SEPA hydrologists using Low 161 
Flow Enterprise modelling (LFE). Habitat gradients were derived from SEPA GIS databases. 162 
Ecological monitoring data from the above surveillance network was obtained for the ten-year 163 
period, 2007-2016. The data comprised Ecological Quality Ratios (EQRs), calculated by 164 
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SEPA for individual samples. EQRs are a prescribed methodology under the EU Water 165 
Framework Directive (WFD) (European Commission, 2000) and are indicators of the degree 166 
to which an observed assemblage represents the assemblage that would be expected in 167 
unstressed conditions, given the particular type of water body present (Van de Bund and 168 
Solimini, 2007; Wright et al., 2000). The SEPA surveillance network monitors EQRs for WFD 169 
compliance, and as such they are the appropriate indicator to analyse in this study. However, 170 
in other monitoring networks the same approaches could be applied to other ecological metrics 171 
(e.g. diversity indices). 172 
We analysed EQRs for communities of diatoms (River Trophic Diatom Index, TDI4) (Kelly and 173 
Whitton, 1995), benthic invertebrates (Average Score Per Taxon, ASPT abundance) (Walley 174 
and Hawkes, 1997), and macrophytes (River Macrophyte Nutrient Index, RMNI) (Willby et al., 175 
2009). WBs in the surveillance network were monitored for these three communities, though 176 
slightly different numbers of WBs were monitored for each community. Diatoms were typically 177 
sampled every two or three years, with two samples collected per sampling year. For benthic 178 
invertebrates, the typical sampling schedule was to sample every other year with two samples 179 
collected per sampling year. Macrophyte sampling generally occured once every six years 180 
with only one survey per sampling year. Note that these schedules were asynchronous 181 
between sites, i.e. some sites were sampled in every year. The total numbers of samples 182 
available for analysis were 3662 for diatoms, 3202 for benthic invertebrates, and 488 for 183 
macrophytes. 184 
2.3 Representativeness of the existing network 185 
The representativeness of the river surveillance network for each gradient in Table 1 was 186 
assessed by comparing the gradient distributions among water bodies within the network with 187 
gradient distributions among water bodies outside the network. For individual gradients, this 188 
was tested using two-sample Kolmogorov-Smirnov (KS) tests. The KS test is a non-parametric 189 
test for the equality of distributions among two samples, based on the maximum absolute 190 
difference between the empirical cumulative density functions of both samples. P values were 191 
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estimated by a permutation test with 106 random permutations (Good, 2013) that accounts for 192 
ties in the data and the discrete nature of two of the gradients (both flow pressure scores).  193 
In addition, representativeness across all gradients was assessed in a similar way using the 194 
non-parametric multivariate two-sample Cramér test (Baringhaus and Franz, 2004). The test 195 
statistic T is based on the sum of all Euclidean distances between all data points in the two 196 
samples, minus half of the corresponding sums of distances within each sample. As such, T 197 
is sensitive to differences in the locations, variances and covariances of two multivariate 198 
datasets, and in the context of our analysis larger values of T indicate a less representative 199 
network. To standardise the influence of each variable on T, we applied a rank-transformation 200 
on each gradient so that they conformed to Gaussian distributions with means of zero and 201 
standard deviations of one. As above, we assessed the statistical significance of T using 106 202 
permutations. 203 
2.4 Improving network representativeness 204 
An algorithm for prioritising the removal or addition of water bodies to maximise network 205 
representativeness was developed in R (R Core Team, 2019). Network representativeness 206 
was assessed with the Cramér’s T statistic, comparing water bodies inside and outside of the 207 
network. Specifically, in a removal step, all possible removals of single water bodies were tried 208 
and the one resulting in the lowest value of T was chosen. Likewise, in an addition step, all 209 
possible single water body additions were tried and the one causing the lowest T value was 210 
selected. The orders of water body removal and addition provide prioritisation rankings for 211 
restructuring the monitoring network. 212 
SEPA are planning to reduce the size of the surveillance network due to budget constraints. 213 
Therefore, using the stepwise algorithm the existing network was first iteratively reduced in 214 
size from its current 254 water bodies to 10 WBs. Then a stepwise water body addition was 215 
simulated starting from the existing network and from networks of sites reduced in size to 50, 216 
100, 150 and 200 water bodies. This resulted in a range of networks of up to 300 water bodies 217 
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in size. The representativeness of each was compared based on the resulting values of 218 
Cramér’s T. 219 
2.5 Power analysis for long-term ecological trends 220 
Power analysis simulation methods (Johnson et al., 2015) were used to test the effect of 221 
network structure, measurement errors and network sampling strategy on the ability of the 222 
surveillance programme to detect long-term ecological trends. As the basis for power analysis, 223 
linear mixed effects (LME) models for long-term trends across the whole network were fitted 224 
to ecological indicators (EQRs) monitored from 2007-2016. LMEs provide a suitable analytical 225 
framework because of their ability to accommodate multiple levels of variation as random 226 
effects as well as trends of interest as fixed effects (Bolker et al., 2009). Separate LME models 227 
were fitted to the monitored EQRs for diatoms, benthic invertebrates and macrophytes using 228 
the lme4 R package (Bates et al., 2015). Model fitting used restricted maximum likelihood 229 
(REML) and fixed effect statistical significance was estimated using Satterthwaite’s 230 
approximation of the numbers of degrees of freedom, as implemented in the lmerTest R 231 
package (Kuznetsova et al., 2017). Prior to model fitting, the invertebrate EQR was log10 232 
transformed, as it has a lower bound >0. Diatom and macrophyte EQRs also had a lower 233 
bound >0 but were only available to us as ‘capped’ values with an upper bound of 1 imposed, 234 
so an empirical logit transformation was applied (Warton and Hui, 2011).  235 
In the LMEs, a fixed effect of year (values centred on their midpoint) was included to model 236 
the long-term trend in the EQRs. To improve interpretability, the fitted trend coefficients were 237 
converted into the proportion change over a 10-year period. To model seasonality, linear fixed 238 
effects were included for the first two harmonics of the Fourier series for day of year (centred 239 
on zero and scaled to the same variance as the year variable). Seasonal terms were not 240 
included in models for macrophytes since these were sampled only once per year and 241 
sampling dates were not available. As random effects, we included random intercepts for year, 242 
to model annual divergence from the trend, and for WFD river typology and water body nested 243 
within typology, to model spatial variability. The LMEs for diatoms and benthic invertebrates 244 
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also included random trends at typology and water body level, to model spatial variability in 245 
the trend. It was not possible to include random trends for macrophytes, as there was 246 
insufficient data. In lme4 format the full model formula was: EQR ~ year + h1 + h2 + h3 + h4 + 247 
(year_f | typology / water body) + (1 | year_f), where hi is the ith harmonic of the day of year 248 
and year_f is year treated as a discrete factor. 249 
To perform power analysis, equivalently-specified LMEs were fitted to simulated data 250 
generated from the original LME (Johnson et al., 2015). Data simulation involved randomly 251 
generating new EQR values specifying the network structure (water body identities and 252 
typologies), sampling rate (which years and days are samples taken), overall trend, 253 
seasonality, random effect variances and residual errors. For a simple assessment of power, 254 
LMEs were fitted to 1000 simulated response variables and the power calculated as the 255 
proportion giving a statistically significant trend (P < 0.05).  256 
First, we evaluated the effect of trend size on power for the current network. Data were 257 
simulated from the LMEs with a range of trend values and for the water bodies in the current 258 
network, the exact dates they had been sampled, and the estimated random effect and 259 
residual variance. By varying the trend values, we established a ‘power curve’ showing how 260 
power varies as a function of trend size (Johnson et al., 2015; Thomas, 1997). 261 
Second, a power experiment was used to investigate the effect of improved sampling accuracy 262 
on the power curve of the current network by repeating the above analysis with LME residual 263 
errors reduced to 75% of their current magnitude. 264 
Third, a power experiment was used to investigate the effect of altered network size, 265 
representativeness and sampling rate on detection of trends of current magnitude. Power 266 
simulations were performed for simulated monitoring programmes across all combinations of: 267 
(1) network size of 50, 100, 150, 200 or the current number of water bodies monitored for each 268 
EQR (~254); (2) the network is a random sample of sites in the current network, or is a more 269 
representative network produced by our stepwise algorithm described above (the networks 270 
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were produced by applying stepwise site removal and then stepwise site addition, with the 271 
number of removal steps selected as the fewest leading to a representative network with P > 272 
0.05); (3) water body sampling rate is once per year every year, twice per year every two years 273 
or three times per year every third year. For power analysis of each simulated monitoring 274 
program, EQRs were simulated using their current trend coefficient, the estimated random 275 
effect variances and residual errors and with sampling seasonality following the observed 276 
distribution of days of year.  277 
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3. Results 278 
3.1 Representativeness of the existing network 279 
The existing river surveillance network does not provide a representative sample of the 280 
pressure and habitat gradients found across Scotland according to the two-sample KS tests 281 
on individual gradients (P < 0.04 for all gradients) and the multivariate two-sample Cramér test 282 
on all gradients (T = 219.8, P < 0.001). Among the pressures, the network was least 283 
representative of nutrient loads, with a major bias towards high loads (Figure 3). The network 284 
was also very strongly biased towards water bodies with large catchments and high natural 285 
flow rates. There were less strong, but still clear, biases towards higher nutrient concentrations 286 
from point sources, higher morphological pressures, shallower slopes, higher sinuosity, more 287 
peat, less siliceous bedrock and more calcareous bedrock. Lower biases for higher nutrient 288 
concentrations from diffuse sources and higher flow modification pressures were evident, 289 




Figure 3. Cumulative gradient distributions (Table 1) in all Scottish river water bodies (WBs), 292 
the current surveillance network and a more representative network. The latter was generated 293 
by reducing the current network to 100 WBs and then adding 154 WBs, so that it was the 294 
same final size as the current network. For most gradients, the altered network was more 295 
representative of the overall Scottish distribution than was the current network, indicated by 296 
lower D values (Kolmogorov Smirnov test statistics). To aid visualisation, upper extreme 297 
values beyond the 97.5th percentile are omitted. 298 
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3.2 Improving network representativeness 299 
Selective water body removal progressively improved representativeness but did not result in 300 
a statistically representative network (Cramér’s T with P > 0.05) until the network was reduced 301 
to 58 or fewer water bodies (Figure 4). As such, to achieve a large and statistically 302 
representative network, it was necessary to combine water body removal with stepwise water 303 
body addition. For example, stepwise reduction in the size of the current network to 200 water 304 
bodies gave a highly unrepresentative network, while producing a 200 water body network, by 305 
first reducing to 100 water bodies and then selectively adding 100 new water bodies, resulted 306 
in a statistically representative network (Figure 4). 307 
  308 
Figure 4. Effect of modifications to the river surveillance network to increase its 309 
representativeness by minimising the Cramér’s T statistic. Lines show the results of stepwise 310 
water body removal and stepwise addition from different starting points. The horizontal dotted 311 
line is at the critical value of T, below which the network cannot be distinguished statistically 312 
from a random sample of Scotland’s water bodies.  313 
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3.3 Power analysis for long-term ecological trends 314 
Linear mixed effects (LME) models fitted to ecological indicators from 2007 to 2016 detected 315 
significant increasing trends in the EQRs for diatoms (7.0% increase, P = 0.022) and benthic 316 
invertebrates (2.2% increase, P = 0.010), while there was a marginally non-significant 317 
increasing trend in the macrophyte EQR (5.0% increase, P = 0.074).  318 
The power analysis for trend detection, based on data simulated from the LMEs with different 319 
trend values showed there was a greater power to detect stronger trends, as was expected 320 
(Figure 5). It also demonstrated that there was relatively low power to detect trends of the 321 
observed magnitude for diatoms and macrophytes (Figure 5). For both of these groups the 322 
observed power was below 80%, often considered a reasonable target for effect detection (Di 323 
Stefano, 2003). The only group for which the network apparently provided adequate power to 324 
detect the observed level of change was benthic invertebrates, for which we estimated an 85% 325 
power to detect the current trend (Figure 5). 326 
To simulate improved accuracy and consistency of sampling, the power analysis described 327 
above was repeated with residual errors reduced to 75% of their current level. This increased 328 
power for any trend magnitude (Figure 5). The network now gave more than adequate power 329 
for diatoms as well as benthic invertebrates, while macrophytes fell just short of the 80% power 330 




Figure 5. Power to detect trends in three ecological indicators over 10 years, estimated from 333 
data simulated with varying trend sizes and the current monitoring network and sampling 334 
regime. Simulations either used the observed residual error standard deviation (residual error 335 
ratio = 1) or reduced this to 75% of its observed value (residual error ratio = 0.75), simulating 336 
an increase in sampling accuracy. Vertical solid lines show the observed trends and the 337 
dashed horizontal line is at 80% power, often considered a reasonable target (Di Stefano, 338 
2003). Power to detect the observed trends in diatoms and macrophytes was <80%, 339 
suggesting the network is under-powered.  340 
Power analyses using modified surveillance networks and the current ecological trends 341 
monitored over ten years revealed a clear loss of power in smaller networks (Figure 6). 342 
Interestingly, representative networks appeared to be slightly less powerful than the current 343 
network, especially at small network sizes. Sampling strategy had a smaller influence on 344 
power, although annual sampling every year usually gave marginally higher power than the 345 




Figure 6. Effect of modified surveillance network structure and sampling strategy on power to 348 
detect current ecological trends in diatom, invertebrate and macrophyte EQRs. Power was 349 
evaluated for different network sizes generated either as a random sample of the current 350 
unrepresentative network or to improve representativeness and assuming ten years of 351 
monitoring following three equal effort sampling strategies (1 = sample once every year, 2 = 352 
sample two times every second year, 3 = sample three times every third year).  353 
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4. Discussion 354 
This study provides a framework for improving the quality of indicators derived from ecological 355 
monitoring networks. The framework involves a novel application of Cramér’s test for the 356 
equality of two multivariate distributions (Baringhaus and Franz, 2004) to assess network 357 
representativeness and a novel stepwise algorithm for prioritising site removal or addition to 358 
improve representativeness. In addition, power analysis simulation methods were 359 
implemented to investigate the consequences of network redesign for the performance of the 360 
monitoring network. Together, our approach can be used to find ways to restructure monitoring 361 
networks to improve representativeness and optimise sampling strategies for detecting 362 
ecological trends. As such, it makes a novel contribution to the literature on design and 363 
performance of ecological monitoring networks (Carvalho et al., 2016; Eyre et al., 2011; Levine 364 
et al., 2014; Weatherhead et al., 2017; Wikle and Royle, 1999).  365 
4.1 Network representativeness 366 
Using univariate and multivariate tests, we showed that the river surveillance network exhibits 367 
statistically significant deviations from representativeness of national gradients in a large 368 
number of pressure and habitat gradients. Most significantly, the current network over-369 
represented sites with greater discharge and those more heavily polluted by nutrients. By 370 
contrast, smaller channels, higher up the river networks were under-represented in the 371 
network. These under-represented sites are generally subject to different combinations of 372 
pressures than the larger, more lowland rivers. For example, they often sit in commercial 373 
forestry, peatlands, semi-natural grasslands or unimproved grazing land, have much lower 374 
nutrient fluxes and their channel morphology is only occasionally engineered (Maitland et al., 375 
1994). However, these rivers may be impacted by other stressors such as impoundments, 376 
intensive grazing, riparian vegetation management and upland drainage, which have altered 377 
many of these systems from their natural state. Since the network does not provide a 378 
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representative sample of national river types or pressure patterns, it is likely to provide a 379 
biased evidence base for the overall status and trends in Scotland’s rivers. 380 
These findings reflect SEPA’s original design of the surveillance network in 2007 to over-381 
represent anthropogenically-impacted lowland rivers, including those that were monitored 382 
historically prior to 2007. As many other countries in Europe also wanted to maintain existing 383 
long-term monitoring sites, they also built their surveillance networks around pre-existing 384 
networks. Therefore, it is possible that they too may have similar sampling biases. However, 385 
we suggest this should be done with careful consideration of how well they represent the 386 
specific habitat and pressure gradients found in that country. These considerations would help 387 
to tailor monitoring networks to the specific conditions found in each individual country and 388 
help to avoid similar sampling biases. Although this may lead to differences in network 389 
structure between countries, these differences will be quantifiable in a transparent, 390 
measurable fashion. The Cramér’s test and our algorithms for changing network structure 391 
provides the kind of general framework for harmonised application in different countries. 392 
We have also developed a novel algorithm for improving network representativeness by 393 
selectively removing or adding new monitoring locations to the network, in a stepwise fashion 394 
to minimise the Cramér’s T statistic. This algorithm provides a generic tool for re-designing 395 
existing monitoring networks that could allow harmonised application for monitoring networks 396 
in different countries or ecosystem types. For the river surveillance network studied here, we 397 
found that because we started from a highly unrepresentative network it was necessary to 398 
combine water body addition with removal in order to make substantive improvements to 399 
representativeness. For example, stepwise removal of approximately 40% of water bodies, 400 
followed by stepwise addition of the same number results in a new network whose profiles of 401 
environmental and pressure gradients are statistically indistinguishable from those across the 402 
whole of Scotland (see Figures 3 and 4). Importantly, the new representative network retains 403 
60% of the currently monitored sites. As such, the stepwise algorithm developed here provides 404 
a solution for improving monitoring network design while also preserving a large proportion of 405 
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the legacy of long-term monitoring. This is beneficial both for analysis of trends across the 406 
whole network and for analysis of site-specific trends. 407 
This highlights a more general point that re-design of monitoring networks likely requires 408 
balancing the trade-off between improving representativeness by replacing unrepresentative 409 
sites and the loss of historical long-term monitoring data at those sites. Network managers 410 
must decide on how much weight is given to both of those criteria in order to determine the 411 
best option for updating the network. Indeed, it may be possible to extend the current stepwise 412 
algorithm to factor in multiple criteria with user-defined weightings, in order to automate the 413 
process. 414 
4.2 Power analysis 415 
When considering changes to existing monitoring networks or sampling regimes, power 416 
analysis informed by a base of existing monitoring data can be used to evaluate how these 417 
changes may influence the ability of the monitoring programme to detect change (Levine et 418 
al., 2014; Stegman et al., 2017; Toft and Shea, 1983). Here, retrospective power analysis 419 
(Thomas, 1997) indicated that the existing network was under-powered for detecting trends of 420 
the observed magnitude in diatoms and macrophytes over a ten-year period. However, the 421 
network was adequately powered for detecting trends in benthic invertebrates. The power 422 
analysis also suggested that improved sampling methodologies that yield more consistent and 423 
less noisy data would lead to major improvements in the quality of ecological monitoring. 424 
Indeed, the adequate power for benthic invertebrates may reflect substantial past efforts into 425 
minimising sampling noise by testing different field protocols and auditing standards (Clarke, 426 
2013; Clarke et al., 2006, 2002; Clarke and Hering, 2006; Wright et al., 2000).  427 
For freshwater macrophytes, low power to detect trends may reflect a combination of low 428 
sampling intensity, high sampling variance and the effects of unrecorded human impacts on 429 
macrophyte assemblages, such as those from routine maintenance of channels. There have 430 
been some attempts to standardise and test macrophyte sampling the but the effort has not 431 
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been sustained (Staniszewski et al., 2006). In countries such as Denmark, macrophytes are 432 
recorded in a more standardised way, routine maintenance is known and macrophyte data 433 
has proven a reliable and diagnostic measure of river quality (Baattrup-Pedersen et al., 2016; 434 
Baattrup‐Pedersen et al., 2015). For diatoms, inadequate power may have arisen because 435 
their assemblages are strongly influenced by short-term events, such as minor floods, that will 436 
have contributed to large variability in trends. A practical solution, implemented by SEPA, is 437 
to screen data and remove measurements that are likely to have been unduly influenced by 438 
short-term events. Additionally, new automated or rapid diatom monitoring methods are in 439 
development that would provide high temporal resolution data that could produce more 440 
statistical power (Kelly et al., 2016).  441 
The power analysis also demonstrated that reductions in network size result in substantial 442 
losses of trend detection power for all three ecological indicators and that it was marginally 443 
preferable to sample once per year every year rather than sample multiple times per year but 444 
in fewer years. This likely reflects the lack of independence of samples taken within years, 445 
even after accounting for seasonality (Rhodes and Jonzén, 2011) and provides useful 446 
guidance for deciding how to sample the monitoring network. The more surprising result from 447 
the power analysis was that the more representative networks had slightly lower power than 448 
the current unrepresentative network. The likely explanation is that the representative 449 
networks contained a greater range of water body types in closer proportion to their national 450 
frequency, but with less replication of the rarer types. As a result, between-type variability may 451 
have obscured the overall trend in the ecological indicator. Nevertheless, moving towards 452 
more representative monitoring networks is still desirable as reducing bias is at least as 453 
important as signal detection power for the quality of evidence from monitoring. 454 
Although useful, power analysis is always approximate and subject to a number of caveats 455 
(Hoenig and Heisey, 2001; Johnson et al., 2015). For example, one caveat comes from the 456 
assumption that the trends and structure of noise in future monitoring data will follow patterns 457 
from the last ten years. This may not be true because emerging technologies for monitoring 458 
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may improve accuracy (i.e. reduce sample-level residual variation), there may be better 459 
standardisation of sampling and laboratory methods, or factors such as climate change may 460 
alter patterns of variability among seasons, years, sites or site types. Nevertheless, the power 461 
analysis approaches developed and applied here should be considered an important element 462 
in the design of environmental monitoring programmes.  463 
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4.3 Conclusions 464 
This study provides a framework for informing the re-design of monitoring networks and 465 
revision of sampling strategies, combining assessment and improvement of network 466 
representativeness and power analysis to evaluate trend detection power of alternative 467 
networks and sampling strategies. We suggest that this approach will be useful for the periodic 468 
appraisal and updating of multi-site ecological monitoring networks, helping to ensure they 469 
remain fit for purpose and cost effective over the long term. Indeed, the relevant monitoring 470 
authority, SEPA, intends to review their river surveillance network following this study. In 471 
addition, the stepwise algorithm to add sites in a representative way could be applied to design 472 
new monitoring networks, including in developing countries with fewer historical monitoring 473 
networks and stronger budget constraints. A key advantage of our framework is that it adapts 474 
rather than replaces existing networks, maximising retention of historical monitoring data while 475 
improving network structure. It can also inform decisions over the size of the network, intensity 476 
of sampling, balance between monitoring of different indicators, and where to make 477 
investments to improve data quality. Overall therefore, moving towards more representative 478 
networks that are optimised for representativeness and statistical power will allow monitoring 479 
agencies to better understand the challenges facing the environment, and ensure that they 480 
can more effectively provide evidence that drives improvements. 481 
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