Abstract. Algebraic relations between discrete and continuous moments of scaling functions are investigated based on the construction of Bell polynomials. We introduce families of scaling functions which are parametrized by moments. Filter coefficients of scaling functions and wavelets are computed with computer algebra methods (in particular Gröbner bases) using relations between moments. Moreover, we propose a novel concept for data compression based on parametrized wavelets.
Introduction
Discrete (real or complex) filter coefficients {h k : k = 0, . . . , N} in the dilation equation of a scaling function 1) are used in many areas of applications, such as for instance data compression; scaling functions (and in turn filter coefficients) are the basis for constructing wavelets (see e.g. Daubechies [12, 13] , Mallat [20] , Strang & Nguyen [27] ) and also play a fundamental role in subdivision schemes (see e.g. Cavaretta et al. [7] and Rioul [22] ). respectively. In Section 2 we study algebraic relations between discrete and continuous moments -in contrast to the literature where recursive relations have been established (see e.g. Strang & Nguyen [27] ). In particular we express the nth continuous moment as a polynomial of the first n discrete moments and vice versa. The polynomials are related to Bell polynomials. The definition of Bell polynomials as well as some of their elementary properties are stated in the Appendix.
We recall and extend polynomial relations between moments of scaling functions associated with orthogonal wavelets in Section 3. In wavelet theory smoothness and the approximation order of scaling functions are related to vanishing moments conditions for wavelets (see Daubechies [12, 13] , Strang & Nguyen [27] or Unser & Blu [29] for a recent survey). The study of parametrized scaling functions and wavelets is along the lines of Daubechies [14] who showed that more symmetry, better frequency resolution as well as regularity of scaling functions associated with wavelets can be achieved by using additional degrees of freedom obtained by giving up some higher order vanishing moment conditions in the constitutive equations. We compute analytical expressions of parametrized scaling function families using symbolic computation methods (in particular Gröber bases) (cf. Section 3.2). In our work we use parametrization with respect to the discrete and continuous moments. In Subsection 3.3 we propose a novel concept of data compression using parametrized scaling functions and wavelets. For compression, the coefficients of the wavelet expansion of the data are computed for a series of parameters. The parameter yielding optimal compression rates is selected. The compressed data consists of the coefficients and the single parameter. These data are sufficient for decoding. A numerical example illustrating the compression idea is presented.
Continuous and Discrete Moments
We recall a well-known recursive relation between discrete and continuous moments (see for example Strang & Nguyen [27, p. 396] 
In particular, for n = 1, . . . , 4, subsequent application of (2.2) shows that and
These examples indicate that the continuous moments can be expressed as polynomials with rational coefficients in the discrete moment variables. The discrete moments are polynomials with integer coefficients in the continuous moments variables. In this section we derive the algebraic structure of these polynomials. To this end we set p 0 = 1 and define recursively the polynomials
and
By induction it can easily be shown that p n and q n are weighted homogeneous of degree n with deg x i = i. * From Lemma 1 we see that
In the following two subsections we analyze the polynomials p n and q n . We solve the recurrence equations (2.3) and (2.4) by giving explicit formulas for the polynomials. Apart from the theoretical interest these formulas allow us to calculate nth polynomial without knowing the previous ones.
Continuous ⇒ Discrete Moments
We derive formulas for the polynomials q n , defined in (2.4). For this purpose we use linear combinations of partial Bell polynomials B n,k (see Definition 12) . We define
. . , n, be positive integers. The weighted degree of a monomial 
where
We define
The first polynomials Q n are:
The polynomials Q n fit in the class of potential polynomials (see Comtet [10, p. 141] ). The following lemma provides recurrence relations for the polynomials Q n,k and Q n . Lemma 2. Let n ∈ N. The polynomials Q n,k and Q n satisfy
Proof. Let n ∈ N and 2 ≤ k ≤ n. From (2.5) and (2.6) it follows that
This together with Q 0,k−1 = 0 gives the first assertion for 2 ≤ k ≤ n.
Let k = 1. Since Q 0,0 = 1 and Q n−i,0 = 0 for i = 1, . . . , n − 1 it follows that
Moreover, since Q n,0 = 0, we have
Using (2.8) this implies that
The second assertion follows from the last two equations.
The following theorem gives an explicit formula for the polynomials q n in terms of the known polynomials Q n .
Proof. For n = 1 the assertion is true since q 1 = 2x 1 by (2.4) and
We proof that q n andq n both satisfy the recurrence (2.4), which then implies that they are identical. To this end we show that
From (2.10) it follows that
Using the binomial identity
and interchanging the order of summation gives
From (2.9) it follows that
Using this identity in (2.13) yields
and the assertion (2.11) is proved.
The first polynomials q n are:
Discrete ⇒ Continuous Moments
In this section we further analyze the polynomials p n , defined in (2.3). We give explicit formulas for the polynomials as a sum over compositions (for a definition of compositions we refer to Definition 13).
Let k, n ∈ N. We define
We define p 0,0 = 1 and
The sum (2.14) is over all compositions of n in k parts. We recall the analogy with the constitutive equations for the partial Bell polynomials (cf. (4.30)). However, here in contrast to Bell polynomials, the coefficients c n
depend on the particular order of the numbers i 1 , . . . , i k .
In the following theorem we establish recurrence relations for the polynomials p n,k and give a formula for p n .
Theorem 4. The polynomials p n,k and p n satisfy
and the binomial identity (2.6) with (2.14) show that
This together with p 0,k−1 = 0 gives the first assertion for 2 ≤ k ≤ n. For k = 1 it follows from p 0,0 = 1 and p n,0 = 0 that
For the second claim we definẽ
Since p 0 =p 0 = 1, it is sufficient to prove thatp n and p n both satisfy the recurrence equation (2.3) , that is, it suffices to show that
Since p n,0 = 0 it follows from (2.16) that
This shows the assertion.
The first polynomials p n are:
Daubechies & Lagarias [15, 16] consider scaling functions satisfying a dilation equation of the form
with real numbers α > 1 and
The results stated so far can easily be modified to this more general situation. We define the nth discrete moment by
Again we assume that M 0 = ϕ = 1. Then (2.17) implies m 0 = α and
In this case the polynomials p n and q n are defined recursively by p α 0 = 1 and
Replacing the dilation factor 2 by α in the proof of Theorem 3 we see that
with Q n defined as in (2.7). The generalization of Theorem 4 reads as follows
Moments and Filter Coefficients
The goal of this section is twofold. In the first subsection we recall and extend polynomial relations between moments of scaling functions associated with orthonormal wavelets. The second subsection is devoted to a study of parametrized wavelets. We give an application of parametrized wavelets to compression in the last subsection. Daubechies [14] showed that more symmetry, better frequency solution and better regularity for scaling functions associated with wavelets can be obtained with the same number of filter coefficients, by neglecting some higher order vanishing moment conditions. She calculated a parametrized family of wavelets with four filter coefficients [12] . In the case of more than four filter coefficients, she replaced various vanishing moment conditions for the associated wavelet and computed solutions of the resulting system for the filter coefficients numerically. In our work we introduce moments of the scaling function as parameters and give up one vanishing moment condition. The resulting algebraic system for the filter coefficients is solved with symbolic methods, in particular by using Gröbner bases. Our approach differs essentially from other work on symbolic computation of wavelets coefficients which aim to calculate a finite number of solutions. Here we calculate infinitely many solutions, which are due to the additional degree of freedom imposed by neglecting a vanishing moment condition. Applications of Gröbner bases to the design of wavelets and digital filters are for example described in Chyzak et al. [8] , Lebrun & Selesnick [18] , Lebrun & Vetterli [19] and Selesnick & Burrus [25] . Gröbner bases were introduced by Buchberger in [4] and [5] . For an introduction see for example Cox et al. [11] . In Subsection 3.3 we use the parametrized scaling functions and wavelets for data compression. The idea is to find the optimal parameter before storage or transmission.
Moments of Wavelets
In orthonormal wavelet theory scaling functions φ are considered with the additional property that their integer translates {φ (x − k)} k∈Z are orthonormal in L 2 (R). A wavelet function ψ is associated with φ via
We denote by
the nth continuous moment of the wavelet.
In the sequel we discuss the relation between moments of orthonormal scaling functions φ and associated wavelets ψ. Gopinath & Burrus [17] and Sweldens & Piessens [28] established a relation between the first two moments of orthonormal scaling functions and wavelets. This result is generalized to an arbitrary number of moments in Theorem 8.
Theorem 5. [17, 28] 
To establish higher order moment identities we make use of the following two lemmas:
Lemma 6. Let the first p moments of ψ vanish, that is
For a proof of this result we refer to Sweldens & Piessens [28] .
Lemma 7. Let the first p moments of ψ vanish. Then
Proof. The proof is done by induction. For p = 1 the assertion follows from the previous Lemma. Suppose that the assertion is true for p and we assume that N j = 0 for j = 0, . . . , p. We have to show that
Again from the previous Lemma we know that
From this equation and the induction hypothesis it follows that
Interchanging the order of summation and using the identities
Using the last lemma we are able to prove a relation between higher order continuous moments of orthonormal scaling functions. This result generalizes Theorem 5.
Theorem 8. Let φ ∈ L 2 (R) be a scaling function with the additional property that its integer translates {φ (x − k)} k∈Z are orthonormal. Let p ∈ N be odd and let the first p + 1 moments of the associated wavelet ψ vanish. Then
Since φ(x) and φ(x − k) are orthogonal it follows that
Therefore we get using the assumption that p is odd
This identity together with (3.20) shows that
and the proposition follows.
Remark 9. The above theorem reveals that the even moments of an orthonormal scaling function are completely determined by the odd up to the number of vanishing moments of the associated wavelet.
We exemplarily give the equations for the even moments using (3.22) for p = 1, 3, 5: From the following lemma we obtain a different formulation of the previous theorem.
Using the relations between continuous and discrete moments from the previous sections, in particular the polynomials p n , we obtain from the above equations the following equations for the even discrete moments. We use this observation for the construction of parametrized families of scaling functions in the following
Lemma 10. Let n ∈ N be odd. Let x 1 , . . . , x n+1 be variables and
Proof. Since n is odd the first assertion follows from
The second assertion follows from
Corollary 11. Let the first p moments of ψ vanish. Then
Proof. Let n be odd. In this case (3.25) is trivially satisfied by (3.23). Let n be even and 1 ≤ n ≤ p, then (3.25) follows from (3.22) from Theorem 8 and (3.24). Equation (3.25) is well known to hold if there continuous moments are replaced by discrete moments (see for example Bäni [2, p. 115] , where the normalization m 0 = 1 is used).
Filter Coefficients Parametrized by Moments
To construct families of parametrized scaling functions and wavelets we use that the even moments are determined by the odd up to number of vanishing moments (cf. Remark 9). The parametrization is with respect to the first moments of the associated scaling function. We derive formulas for filter coefficients of scaling functions with four, six, and eight filter coefficients and, one, two respectively three vanishing moments using symbolic computation.
To this end we recall the basic polynomial equations for the filter coefficients of a scaling function implied by orthonormality and vanishing moments of the associated wavelet, see for example Daubechies [13] or Strang [26] . The orthonormality of the integer translates of the scaling function imply that number of filter coefficients is even. In the following, it is convenient to number the filter coefficients by
Note that then the discrete moments m n for the filter coefficients are equal to
Orthonormality of the scaling function, φ(x)φ(x − l) = δ 0,l , can be transformed using the dilation equation (1.1) into 27) where
The condition that the first p moments of the associated wavelet
Equation (3.27) for l = 0 is redundant and thus omitted.
In the following we present the conditional equations for four and six filter coefficient with one degree of freedom achieved by giving up a vanishing moment condition of the standard orthogonal wavelet setting. For four filter coefficients the conditional system consists of two linear equations, resulting from the normalization m 0 = 2 (cf. Lemma 1) and the vanishing moment condition (3.28) . Using the first discrete moment m := m 1 as a parameter gives a third linear constraint on the filter coefficients. Thus we have the following system of equations:
Solving the system of linear equations for h 2 and substituting the solution into the quadratic equation gives
This equation has two possible solutions -each of them gives feasible filter coefficients.
For m = 3 − √ 3 and m = 3 + √ 3 we obtain the classical Daubechies filters with two vanishing moments [12] . The Haar wavelet corresponds to m = 1 (for m = 3, 5 we get translated versions). The smoothest scaling function with four filter coefficients with respect to the Hölder regularity is obtained for m = 1.4, see Daubechies [13, p. 242] and Rioul [22] . For six filter coefficients with at least two vanishing moments the resulting system of equations for the filter coefficients is much more involved. Now, the system consists of linear equations resulting from the normalization m 0 = 2 (one equation) and the vanishing moment conditions (3.28) (two equations). Using again the first discrete moment m := m 1 as a parameter gives a forth linear constraint on the filter coefficients. In Remark 9 it is shown that m 2 = m 2 1 /2 if the first two moments of the associated wavelet function vanish. This gives a further linear equation. Two quadratic equations follow from the orthonormality of the scaling function (3.27):
linear equations ,
We have solved this system using Gröbner bases with the computer algebra software MAPLE and obtained the parametrized solutions: 
The Daubechies wavelet db3 corresponds to
coiflets belong to the case m = 4. The parametrized solutions for eight filter coefficients with at least three vanishing moments: We recall that with Subsection 2.2 the filter coefficients can also be expressed via the continuous moment M 1 .
Parametrized Wavelets and Compression
Here we discuss a novel concept of data compression using parametrized scaling functions and wavelets. For compression the coefficients of the expansion of the data with respect to scaled and dilated scaling functions and wavelets are computed. The coefficients of the expanded data are transmitted and decoded afterwards. For data compression with parametrized wavelets the expansion is computed for a series of parameters and the one that yields optimal compression rates is selected. The coefficients and the parameter are transmitted. These data are sufficient for decoding.
In the following we present a numerical example for data compression using parametrized wavelets. As data we use a one-dimensional signal from contact less ultrasound measurements for non destructive evaluation of an Aluminum sheet (see Figure  1 left ). Figure 1 right shows the "optimal" scaling function and the according wavelet with 8 filter coefficients for approximating the data. In the particular example we have only used the coefficients of the scaling function expansion and have set all wavelet coefficients to zero. This is of course not a realistic way of data compression, but more sophisticated approaches can be dealt with analogously.
The error for the decoded data is shown in Figure 2 . We also show the result using the db4 (Daubechies 4) scaling function. In comparison the squared error (SE) is about three times as high for db4 and the maximal error (ME) is about double. The related software is available on request from the first named author. Bell polynomials have been introduced by E. T. Bell [3] . Since then Bell polynomials have become a fundamental tool in combinatorics. One classical applications of Bell polynomials is the compact representation of higher order derivatives of composite functions known as the Formula of Faa di Bruno (see Roman [23] ). References on Bell polynomials are Comtet [10] , Riordan [21] , and Roman [24] . For some recent applications of Bell polynomials we refer to Cassisaricci [6] and Collins [9] . Using Definition 13 we see that the sums in (4.30), (4.31) are sums over all compositions, partitions, respectively, of n in k parts. The number of partitions of n is denoted by p(n). Equation (4.31) together with (4.33) show that the number of monomials in the Bell polynomials Y n is the number of partitions of n, which increases rapidly with n. For example p(7) = 15 and p(33) = 10143. For further background on partitions we refer to Andrews [1] .
