Introduction
The generic features of interatomic interactions are a harsh repulsion at short range, caused by the overlap of the outer electronic shells, and a mild attraction at large interparticle separation arising from multipolar dispersion forces, whose leading term (the dipoledipole interaction) decays as an inverse power of the distance with exponent n ¼ 6 [1] . Mainly for reasons of mathematical convenience also the short-range repulsion is often represented through an inverse-power law with an exponent n ¼ 12. A popular interaction model which incorporates the two behaviours is the LennardJones (LJ) potential [2] , which provides a remarkably adequate description of the interparticle interaction in rare gases. The LJ potential yields a phase diagram that reproduces the behaviour of typical monatomic substances, with a vapour-liquid critical point, a vapour-liquid-solid triple point, and a melting line with positive dT=dP slope [3] .
Radially symmetric interactions, however, do not always give rise to simple phase behaviour like in the LJ case. In the last decade or so, intense investigation has shown that unusual behaviours may arise in systems of spherical particles where the diverging repulsive core is 'softened' through the addition of a finite repulsion at intermediate distances, so as to generate two distinct length-scales: a 'hard' radius, related to the inner core, and a 'soft' radius, associated with the more penetrable component of the repulsion . Due to this feature, these so-called coresoftened (CS) fluids are characterized by two competing, expanded and compact, local particle arrangements. This property, though arising from simple isotropic interactions, mimics the behaviour of the more complex network-forming fluids (such as, e.g., water) where the loose and compact local structures arise from the continuous formation and disruption of the dynamic network generated by directional bonds [27] . Similarly to network-forming fluids, CS systems may show anomalous (reentrant) melting, i.e., melting upon compression at constant temperature, which implies a negative dT=dP slope of the melting line, polymorphism in the liquid and solid phases, as well as a number of anomalous behaviours in the fluid, like a density anomaly (a decrease in the number density upon isobaric cooling), a diffusion anomaly (an increase of diffusivity upon isothermal compression), and a structural anomaly (a decrease of structural order, as measured, e.g., by the pair entropy, for increasing pressure at fixed temperature). Recently, it has been shown that a very weak softening of the repulsive interparticle interaction, though unable to yield two distinct length-scales, can nevertheless give rise to anomalous behaviours [28] . This evidence challenges the idea that the existence of two lengthscales is essential for the occurrence of anomalous behaviours and suggests that the class of isotropic interactions that may generate such behaviours is wider than commonly assumed.
In this paper, we investigate the effects of gradually softening an inverse-power repulsive interaction. By making use of numerical simulation and of the hypernetted-chain integral equation, we study how the behaviour of the system varies as the repulsion softening becomes more and more strong. This makes it possible to follow the onset of water-like anomalies until their full development and, in particular, it enables us to see the crossover from the one-scale behaviour typical of standard LJ-like fluids to the twoscale behaviour characterizing the CS systems.
Model
Since we plan to focus on anomalous melting and solid polymorphism as the main features of anomalous phase behaviour [29] , our analysis will be limited to systems with purely repulsive interactions. We consider a family of modified inverse-power (MIP) potentials where the exponent n depends on the interparticle distance r in such a way as to make the repulsion milder in a range of distances:
where and are energy and length units and
Here, a is a number between 0 and 1, and b is positive. The parameter a controls the repulsion softening: the greater the value of a, the more substantial the softening effect is, i.e., the higher the local reduction of n(r). The exponent n(r) attains its minimum n min ¼ n 0 ð1 À aÞ at r ¼ . The parameter b governs the width of the interval where n(r) is significantly smaller than n 0 : the larger b is, the smaller this interval is. In the following, we choose n 0 ¼ 12 and b ¼ 5. For a ¼ 0 the potential in Equation (1) has a purely inverse-power form, i.e., uðrÞ ¼ ð=rÞ n 0 and there is only one solid phase with FCC symmetry. As a increases, u MIP ðrÞ becomes less and less steep in a range of distances centred around r ¼ until, for a ¼ 1, u MIP ðrÞ shows an inflection point with zero slope in r ¼ (see Figure 1) . As a approaches 1, u MIP ðrÞ develops a downward concavity in a range of r, a feature that is typical of CS potentials.
In the region where a repulsive potential u(r) shows a downward or zero concavity, the strength of the twobody force f ðrÞ ¼ Àu 0 ðrÞ decreases or at most remains constant as the two particles approach each other.
Assuming that u(r) is diverging at small distances, it is possible to identify two different regions where the force increases as r gets smaller. Thus, two distinct repulsive length-scales emerge: a smaller hard-core radius, which is dominant at high pressures, and a larger soft-core radius, which is effective at low pressure. In the range of pressures where the two length-scales compete with each other, the system behaves as a 'two-state' fluid. In mathematical terms core softening was expressed by Debenedetti et al. [30] through the condition D½rf ðrÞ 5 0 for Dr 5 0 in some interval r 1 5 r 5 r 2 , with u 00 ðrÞ 4 0 for r 5 r 1 and r 4 r 2 . This implies that, in the interval between r 1 and r 2 , the product rf(r) (rather than just f(r)) gets smaller with decreasing interparticle separation. This requirement is less restrictive than the condition u 00 ðrÞ 0 and can be met also by a strictly convex potential, provided that in a range of distances the force increases more slowly than in the adjacent regions [23] . The MIP potential shows a downward concavity for a ! 0:72 while the Debenedetti condition is satisfied for a ! 0:68. Recently, a criterion stating a necessary condition for the occurrence of reentrant melting has been presented [31] . According to this criterion, anomalous melting is possible for the MIP potential when a ! 0:47.
Method
To estimate the melting line, we performed Monte Carlo (MC) simulations in the isothermal-isobaric NPT ensemble, i.e., at constant temperature T, pressure P, and number N of particles, using the standard 
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Metropolis algorithm with periodic boundary conditions. The simulations were carried out for a number of particles ranging from N ¼ 686 for a body-centred cubic (BCC) crystal to N ¼ 864 for a face-centred cubic (FCC) crystal (we checked that finite-size effects are negligible). At a given pressure, we typically generate a sequence of simulation runs starting at low temperature from a perfect crystal. This series of runs is continued until a sudden density/energy change is observed. Since the density of a solid ordinarily varies very little with increasing temperature along an isobar, a sudden density change indicates a mechanical instability of the solid in favour of the fluid, and thus marks approximately the location of melting, as is also confirmed by the concurrent rounding off of the peaks of the radial distribution function (RDF). In fact, by this so-called 'heat-until-it-melts' (HUIM) method one just determines the upper stability threshold of the solid when heated isobarically. The reliability of the HUIM approach as a means to locate the coexistence of fluid and solid has been recently tested against 'exact' free-energy calculations for a couple of softened-core fluids and found to be good (see Ref. [21, 23, 28] for details). In any event, our use of the HUIM method is especially directed to obtain the topology of the melting line and to locate the threshold in a between the regimes of standard and anomalous melting. In this respect, the HUIM method represents a satisfactory approach. In order to study how the structural properties of the MIP fluid change as the interaction is gradually softened, it is convenient to have a fast method to calculate the RDF. Such a method may be provided by integral-equation theories. In particular, we consider the hypernetted-chain (HNC) approximation, consisting of solving the Ornstein-Zernike relation by using the HNC closure [1] :
where g(r) is the RDF, hðrÞ ¼ gðrÞ À 1, c(r) is the direct correlation function, and ¼ 1=ðk B T Þ. We will show in the following that the HNC theory is surprisingly good for the MIP fluid. A distinctive feature of systems with softened interparticle repulsion is a rich solid polymorphism, i.e., the existence of many different stable crystal phases at low temperature. In systems with unbounded interparticle repulsion, this multiplicity of phases occurs because of the frustration of highly-coordinated packings at intermediate pressures, which opens the way to observing 'unusual' particle arrangements of moderately high density and low coordination number. Eventually, upon further compression, the harsh inner core of the potential comes into play and the FCC order takes over. When investigating the melting behaviour, solid polymorphism represents a complication since the number of crystals that are potentially relevant for the system at hand is enormous. A common simplification consists in restricting the calculation of the chemical potential to just those phases that are found stable or nearly stable at zero temperature, where obtaining the chemical potential as a function of pressure is a rather straightforward task. Hence, we performed an analysis of the zerotemperature phase diagram of the system as a function of the softness parameter by examining a large number of crystal structures. The outcome of this calculation is used as a guide for computing, through the HUIM method, the melting temperature of the system as a function of the pressure P.
Results
At T ¼ 0 and fixed pressure, a crystal phase is thermodynamically stable if its enthalpy is smaller than that of any other phase. However, the problem of minimizing the enthalpy among all crystals is a formidable task, since the number of possible structures is virtually infinite. Hence, we restrict the search for stable structures to a limited -albeit large -number of candidates, including, aside from Bravais crystals, also a number of Bravais lattices with a basis (nonBravais crystals). Enthalpy minimization is achieved by adjusting the crystal density and, for some of the analysed crystal lattices, also a structure parameter.
In Table 1 , the zero-temperature phases of the MIP fluid are reported for a number of a values. Overall, we see that the softer the potential, the richer the solid polymorphism. Upon increasing a up to 0.8, a nonBravais crystal (-Sn, with fourfold coordination) becomes eventually stabilized at moderate pressures. In fact, the preference for low-coordinated crystals at intermediate pressures seems to be a general feature among CS potentials, while the close-packed FCC structure is stable only for the low and the very high pressures [32] . Obviously, we cannot exclude the existence of other phases that are more stable than those found in our calculation; yet, the conclusion that the coordination number shows a dip for intermediate pressures remains valid even if some of the phases that we call stable are actually metastable (note that the high-coordinated crystals are all among the reviewed phases). In Figure 2 , the chemical potential of the relevant phases for a ¼ 0.8 is plotted as a function of the pressure P, assuming the FCC solid as reference. We see that, in its own range of stability, the -Sn solid
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is almost degenerate with a BC8 phase, signalling that the latter phase may become stable at T 4 0 just for entropic reasons. In a similar way, the -Sn crystal is nearly as stable as the simple cubic (SC) crystal at still higher pressures, leaving the possibility of a phase transition from SC to -Sn at some non-zero temperature. On account of this, we included also the BC8 crystal in the list of phases to be analysed later, for a ¼ 0.8, by the HUIM method.
Computer-simulation results show (see Figure 3 ) that, as a increases, the melting line gradually turns from a monotonically increasing behaviour (a ¼ 0.5) to a non-monotonic one where a local maximum is followed by a region of reentrant melting (a ¼ 0.6). Correspondingly, the phase portrait becomes rich, with solid phases other than FCC and BCC. For a considerably softened repulsion (a ¼ 0.8), the melting line has a complex shape with multiple maxima and reentrant regions while the system displays water-like anomalies in the fluid phase [31] . For this a value, the stable phases for T 4 0 are, besides a low-pressure FCC crystal, also a non-Bravais crystal (-Sn) followed, at higher pressures, by a simple-cubic solid. We checked that, between P ¼ 3 and P ¼ 7, the BC8 and body-centred tetragonal (BCT) solids would melt at a temperature lower than the melting temperature for -Sn, which is consistent with their status of metastable phases.
For two selected values of a (i.e., a ¼ 0.6 and a ¼ 0.8), we calculated the RDF along the T ¼ 0:2 =k B path and compared the results with those got from the HNC approximation. As shown in Figures 4 and 5 the HNC approximation is reasonably accurate. The main discrepancies are observed for intermediate pressures, where the height of the RDF peak corresponding to the soft radius is slightly underestimated, while the height of the peak relative to the hard radius is slightly overestimated at low pressures. However, all differences turn out to be smaller than 10%. Aside from these minor deviations, the HNC theory is nonetheless able to reproduce accurately the qualitative changes occurring in the local structure of the system when varying the level of repulsion softening. Moreover, in spite of the thermodynamic inconsistency of the HNC theory, the pressure computed using the virial route is quite close to the simulation value (see Table 2 ). MIP potential for a ¼ 0.8: zero-temperature chemical potential , plotted as a function of the pressure P, for a number of crystal structures (the FCC lattice was taken as reference; both and P are in reduced units; the chemical potentials of structures that are never stable are not shown, except for the BC8 and BCT phases). Besides FCC, the stable phases are -Sn (long dashed blue line), SC (thick solid black line), and SH (thin solid red line). The BC8 and BCT chemical potentials are plotted as black dotted and dashed lines, respectively; between P ¼ 3 and P ¼ 6, they are only slightly larger than the chemical potential of -Sn. Between P % 2 and P % 8, the BC8 phase is nearly degenerate withSn. Similarly, between P % 8 and P ¼ 20, the SC and -Sn phases have approximately the same chemical potentials. Given the accuracy of the HNC approximation in the present case, we used this theory to obtain an overall picture of the softening-induced structural modifications in the MIP fluid (see Figure 6 ). For a ¼ 0.6 ( Figure 6a ) the pressure behaviour of the RDF is intermediate between that typical of CS fluids and the one characteristic of standard inverse-power repulsive interactions. As P increases at constant temperature, the nearest-neighbour peak of g(r) gradually moves towards small r. Meanwhile its height first grows, due to the increasing proximity with the solid lying at lower temperature, and then goes down in the pressure range where reentrant melting occurs. As P increases further, the peak grows again while its position changes less and less sensibly due to the small-r steep repulsion. This behaviour is consistent with the existence of just one effective length-scale that shrinks with pressure (a feature typical of inversepower potentials); at the same time, the rise and fall with pressure of the height of the main g(r) peak is reminiscent of the order-disorder interplay related to the occurrence of reentrant melting (a feature characterizing CS fluids).
As a gets larger, the soft length-scale becomes better and better defined. The first peak of g(r) starts bifurcating (Figure 6b and c) until, for a ¼ 0.8 (Figure 6d ), it splits into two well-distinct peaks corresponding to the hard and the soft radius, respectively. Like for CS interactions, the heights of these peaks change in opposite directions on increasing pressure, the first peak becoming higher and higher while the second peak gradually gets lower. This behaviour signals the coexistence in the system of two populations of particles having distinct effective diameters. As the pressure goes up, the hard-core radius (associated with the first RDF peak) becomes more and more populated at the expense of the softcore radius (associated with the second peak), whereas the positions of the two peaks, i.e., the two lengthscales, remain essentially unaltered.
Concluding remarks
In recent years, increasing attention has been paid to soft-matter systems as real examples of anomalous thermodynamic and structural behaviours. Much effort has been devoted to the investigation of simple isotropic model systems which, through the softening of the repulsive component of the particle interaction, are able to display such anomalous behaviours. The study of these systems may help to unveil the statistical mechanisms that are responsible for these anomalies. This research is relevant also for the physics of elemental solids under extreme conditions, where anomalous melting and solid polymorphism are observed as a result of pressure-induced rearrangements in the electronic structure [21] .
In this paper we studied the phase behaviour of a family of potentials with tunable core softness, finding elements of complexity that are simply 
Molecular Physics 2841
unknown to 'normal' systems like the Lennard-Jones and inverse-power fluids. In particular, we found clear evidence that low-coordinated (even nonBravais) lattices do provide the structure of stable solid phases at intermediate pressures.
In the coming years, as the techniques to functionalize the surface of colloidal particles gradually improve, it will become possible to realize soft materials characterized by effective interparticle potentials similar to the one investigated here and thus able to yield a spontaneous assembly of particles into non-Bravais structures. Another significant point of our investigation concerns the analysis of the changes in the local structure of the system as the repulsion is gradually softened, going from the inverse-power form to that typical of CS potentials. For weak repulsion softening, a reentrant-fluid region appears in the melting line while the radial distribution function g(r) still exhibits a single pressure-modulated length-scale. Only when the level of softening becomes significant, does g(r) acquire the two-scale aspect typical of CS systems. This outcome confirms that the 'two-scale' mechanism is not strictly necessary for explaining the occurrence of anomalous behaviours in systems with isotropic interactions [28] . Table 3 . 
