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Abstract
We derive the BBGKY hierarchy for the Fermi and Bose many-particle systems, using the von
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I. INTRODUCTION
In recent years a large progress in the mathematical theory of the BBGKY hierarchy for
quantum many-particle systems is observed. A good example of such progress is the rigorous
derivation of quantum kinetic equations that describe Bose condensate [1–3]. In the original
works of Bogolyubov [4–6] the solution of the initial-value problem of the BBGKY hierarchy
was constructed in the form of the iteration series. The same representation of the solution
is also being used in modern works [7–9].
For the case of the Maxwell-Boltzmann statistics the solution was also constructed in
the form of the expansion over particle clusters, which evolution is governed by the cumu-
lants of groups of operators for the von Neumann equations [10] (or by reduced cumulants
[11]). These solution expansions were constructed on the base of the non-equilibrium grand
canonical ensemble [11, 12].
In this paper we propose the alternative method of the description of the evolution of
quantum many-particle systems. States of such systems are described in terms of correlation
operators, evolution of which is governed by the von Neumann hierarchy. Based on the
solution of such hierarchy we define the s-particle (marginal) density operators and derive
the BBGKY hierarchy [5], that can describe the evolution of infinite-particle systems.
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Using the solution of the von Neumann hierarchy for the correlation operators we derive
the formula of the solution of the Cauchy problem of the BBGKY hierarchy in the form of
the expansion over particle clusters, which evolution is governed by the cumulants of group
of operators of finitely many Fermi or Bose particles.
Usual iteration series representation of the solution can be obtained from the constructed
solution by the use of analogues of the Duhamel formulas for some classes of interaction
potentials.
Let us outline the structure of paper. In section 2 we define the basic notions of the Fermi
and Bose many-particle systems and introduce the evolution equations for the correlation
operators. In section 3 we introduce the s-particle density operators based on the solution
of the von Neumann hierarchy for correlation operators and derive the BBGKY hierarchy.
In section 4 we construct the solution of the initial-value problem of the BBGKY hierarchy
in case of the initial data satisfying the chaos property.
II. THE EVOLUTION OF CORRELATIONS OF FERMI AND BOSE MANY-
PARTICLE SYSTEMS
We consider a quantum system of a non-fixed (i.e., arbitrary but finite) number of iden-
tical (spinless) particles with unit mass m = 1 in the space Rν , ν ≥ 1 (in the terminology
of statistical mechanics it is known as nonequilibrium grand canonical ensemble [12]), that
obey Fermi-Dirac or Bose-Einstein statistics.
States of the system belong to the space L1(F±H) =
⊕∞
n=0 L
1(H±n ) of sequences f =(
f0, f1, . . . , fn, . . .
)
of trace-class operators fn ≡ fn(1, . . . , n) ∈ L
1(H±n ) and f0 ∈ C, sat-
isfying the following symmetry condition: fn(1, . . . , n) = fn(i1, . . . , in), if (i1, . . . , in) ∈
(1, . . . , n), where H is a Hilbert space associated with a single particle, H±n = H
⊗ˆn is the
symmetric (or antisymmetric) tensor product of n Hilbert spaces H; F±H =
⊕∞
n=0H
±
n is the
Fock space over the Hilbert space H. Spaces L1(F±H) are equipped with the trace norm
‖f‖
L1(F±H)
=
∞∑
n=0
‖fn‖L1(H±n ) =
∞∑
n=0
Tr1,...,n|fn(1, . . . , n)|.
We denote by L10 the everywhere dense set in L
1(F±H) of finite sequences of degenerate
operators [13] with infinitely differentiable kernels with compact supports. Note that the
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space L1(F±H) contains sequences of operators more general than those determining the states
of systems of particles. Hereafter we assume that H = L2(Rν).
The Bose-Einstein and Fermi-Dirac statistics endows the state operators with an ad-
ditional symmetry properties. We illustrate them on kernels of operators [11]. Let
fn(q1, . . . , qn; q
′
1, . . . , q
′
n) is the kernel of the operator fn ∈ L
1(L2,±n ). In case of the Bose-
Einstein statistics the kernel is a function that is symmetric with respect to permutations
in each group of arguments:
fn(q1, q2, ..., qn; q
′
1, q
′
2, ..., q
′
n) = fn(qπ(1), qπ(2), ..., qπ(n); q
′
π′(1), q
′
π′(2), ..., q
′
π′(n)),
and in case of Fermi-Dirac statistics the corresponding kernel is antisymmetric:
fn(q1, q2, ..., qn; q
′
1, q
′
2, ..., q
′
n) = (−1)
(|π|+|π′|)fn(qπ(1), qπ(2), ..., qπ(n); q
′
π′(1), q
′
π′(2), ..., q
′
π′(n)),
where pi ∈ Sn and pi′ ∈ Sn are the permutation functions, Sn is a symmetric group, i.e.
the group of all the permutations of the set (1, 2, ..., n), |pi| = 0, |pi′| = 0 if the permutation
is even and |pi| = 1, |pi′| = 1 if it is odd.
We define the permutation operator pπ : L
1(H⊗n) → L1(H⊗n) in terms of kernels of
operators by the following formula:
(pπfn)(q1, q2, ..., qn; q
′
1, q
′
2, ..., q
′
n) = fn(t, qπ(1), qπ(2), ..., qπ(n); q
′
1, q
′
2, ..., q
′
n).
Let us introduce the symmetrization operator S+n : L
1(H⊗n)→ L1(H+n ) and the antisym-
metrization operator S−n : L
1(H⊗n)→ L1(H−n ) by the following formulas:
S+n =
1
n!
∑
πǫSn
pπ, (1)
S−n =
1
n!
∑
πǫSn
(−1)|π|pπ.
The Hamiltonian of the system H =
⊕∞
n=0Hn is a self-adjoint operator with the domain
D(H) = {ψ = ⊕ψn ∈ F
±
H | ψn ∈ D(Hn) ∈ H
±
n ,
∑
n
‖Hnψn‖
2 < ∞} ⊂ F±H. On the
subspace of infinitely differentiable symmetric (or antisymmetric) functions with compact
supports ψn ∈ L
2,±
0 (R
νn) ⊂ L2,±(Rνn) n-particle Hamiltonian Hn acts according to the
formula (H0 = 0)
Hnψn = −
~2
2
n∑
i=1
∆qiψn +
n∑
k=1
n∑
i1<...<ik=1
Φ(k)(qi1 , . . . , qik)ψn, (2)
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where Φ(k) is a k-body interaction potential satisfying Kato conditions [13], h = 2pi~ is the
Planck constant.
We describe states of the system with Hamiltonian (2) by the sequence g(t) = (0, g1(t, 1), . . . ,
gn(t, 1, . . . , n), . . .) ∈ L1(F
±
H) of correlation operators, which evolution is determined by the
initial-value problem of the von Neumann hierarchy [14]:
d
dt
gn(t, Y ) = −Nn(Y )gn(t, Y )+ (3)
+
∑
P : Y =
⋃
i Xi
|P| 6= 1
∑
Z1 ⊂ X1,
Z1 6= ∅
. . .
∑
Z|P| ⊂ X|P|,
Z|P| 6= ∅
(−N
(
|P|∑
r=1
|Zr|)
int (Z1, . . . , Z|P|))S
±
n
∏
Xi⊂P
g|Xi|(t, Xi),
gn(t, Y )
∣∣
t=0
= gn(0, Y ), n ≥ 1, (4)
where
∑
P is the sum over all possible partitions of the set Y = (1, . . . , n) into |P| nonempty
mutually disjoint subsets Xi ⊂ Y ,
∑
Zj⊂Xj
is a sum over all subsets Zj ⊂ Xj , for fn ∈
L10(H
±
n ) ⊂ D(Nn) ⊂ L
1(H±n ) the von Neumann operator Nn is defined by
Nnfn = −
i
~
(
fnHn −Hnfn
)
,
and
N (k)int fn = −
i
~
(fnΦ
(k) − Φ(k)fn).
In case of the Maxwell-Boltzmann statistics this hierarchy was studied in the work [15].
We note that the relation between correlation operators defined by hierarchy (3)-(4) and
density operators D(t) ∈ L1(F±H) has the following form:
gn(t, Y ) = Dn(t, Y ) +
∑
P : Y =
⋃
i Xi,
|P| 6= 1
(−1)|P|−1(|P| − 1)! S±n
∏
Xi⊂P
D|Xi|(t, Xi), (5)
where the sequence D(t) is the solution of the Cauchy problem of the von Neumann equation
[11].
Further we consider a more general notion, namely, the correlation operators of particle
clusters that describe the correlations between clusters of particles.
We introduce the following notations: YP ≡ ({X1}, . . . , {X|P|}) is a set, which elements
are |P| mutually disjoint subsets Xi ⊂ Y ≡ (1, . . . , s) of the partition P : Y =
⋃|P|
i=1Xi. Since
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YP ≡ ({X1}, . . . , {X|P|}), {Y } is the set that consists of one element Y = (1, . . . , s) of the
partition P(|P| = 1).
We define the declasterization mapping θ by the following formula:
θ(YP ) = Y.
Let us consider the set Xc = ({Y }, s+ 1, . . . , s+ n). It holds:
θ(Xc) = X ≡ (1, . . . , s+ n).
The relation between correlation operators of particle clusters g(t) = (0, g1(t, {Y }), . . . ,
g1+n(Xc), . . .) ∈ L1(F
±
H) and correlation operators of particles (5) is given by:
g1+n(t, Xc) =
∑
P:Xc=
⋃
i Xi
(−1)|P|−1(|P| − 1)!S±s+n
∏
Xi⊂P
∑
P′: θ(Xi)=
⋃
j Zij
∏
Zij⊂P′
g|Zij |(t, Zij). (6)
Using hierarchy (3) from formula (6) we derive the generalized von Neumann hierarchy
for the correlation operators of particle clusters
d
dt
g1+n(t, Xc) = −Ns+n(X)g1+n(t, Xc)+ (7)
+S±s+n
∑
P : Xc =
⋃
iXi,
|P| > 1
∑
Z1 ⊂ θ(X1),
|Z1| ≥ 1
. . .
∑
Z|P| ⊂ θ(X|P|),
|Z|P|| ≥ 1
(−N
(
|P|∑
i=1
|Zi|)
int (Z1, . . . , Z|P|))
∏
Xi⊂P
g|Xi|(t, Xi),
where X ≡ (1, . . . , s+ n).
III. THE DERIVATION OF THE BBGKY HIERARCHY FROM THE DYNAM-
ICS OF CORRELATIONS
Let us introduce the s-particle (marginal) density operators using the correlation opera-
tors that satisfy hierarchy (7) by the following formula:
Fs(t, Y ) :=
∞∑
n=0
1
n!
Trs+1,...,s+n g1+n(t, Xc), (8)
where Y = (1, . . . , s), Xc = ({Y }, s + 1, . . . , s + n). Series (8) is convergent in L1(F
±
H) if
g1+n(t) ∈ L1(H
±
s+n).
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We show that evolution of marginal density operators defined by expansion (8) is governed
by the chain of equations introduced by Bogolyubov [4]. The following derivation is given
for the case of a two-body interaction potential, i.e. the terms N (l)int with l > 2 are equal to
zero.
Let us differentiate both sides of expansion (8) over the time variable in the sense of
pointwise convergence in L1(F±H) and use equality (7):
d
dt
Fs(t, Y ) =
∞∑
n=0
1
n!
Trs+1,...,s+n
(
−Ns+n(X)g1+n(t, Xc)+
+S±s+n
∑
P : Xc = X1
⋃
X2
∑
i1∈θ(X1)
∑
i2∈θ(X2)
(−N (2)int (i1, i2))g|X1|(t, X1)g|X2|(t, X2)
)
,
where X = (1, . . . , s + n) and the operators S±s+n are defined by (1). Taking into account
the fact that
Ns+n(X) = Ns(Y ) +Nn(X \ Y ) +
∑
i1⊂Y
∑
i2⊂X\Y
(N (2)int (i1, i2)),
and that for g1+n(t) ∈ L1(H
±
s+n) it holds
Trs+1,...,s+n(−Nn(X \ Y ))g1+n(t, Xc) = 0,
we rewrite the last equation in the following form:
d
dt
Fs(t, Y ) =
∞∑
n=0
1
n!
Trs+1,...,s+n
((
−Ns(Y ) +
∑
i1∈Y
∑
i2∈X\Y
(−N (2)int (i1, i2))
)
g1+n(t, Xc)+
+S±s+n
∑
P : Xc = X1
⋃
X2
∑
i1∈θ(X1)
∑
i2∈θ(X2)
(−N (2)int (i1, i2))g|X1|(t, X1)g|X2|(t, X2)
)
.
Since operator Ns(Y ) does not depend on variables s + 1, . . . , s + n and according to the
symmetry properties of operators g1+n(t), we obtain:
d
dt
Fs(t, Y ) = −Ns(Y )
∞∑
n=0
1
n!
Trs+1,...,s+ng1+n(t, Xc)+
+
∞∑
n=0
1
n!
Trs+1,...,s+n
(
n
∑
i∈Y
(−N (2)int (i, s+ 1))g1+n(t, Xc)+
+S±s+n
∑
P : Xc = X1
⋃
X2
∑
i1∈θ(X1)
∑
i2∈θ(X2)
(−N (2)int (i1, i2))g|X1|(t, X1)g|X2|(t, X2)
)
.
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According to definition (8), first term on the right-hand side of the equation is equal to
(−NsFs). Using the symmetry property of the product g|X1|(t, X1)g|X2|(t, X2) which is the
consequence of being under the trace sign, we make the following rearrangement in the last
term: ∑
P:(Xc,s+n+1)=X1∪X2
∑
i1∈θ(X1)
∑
i2∈θ(X2)
(−N (2)int (i1, i2))g|X1|(t, X1)g|X2|(t, X2) =
=
n+1∑
k=1
∑
Z ⊂ (s+ 1, . . . , s+ n+ 1),
|Z| = k
∑
i1∈Y
∑
i2∈Z
(−N (2)int (i1, i2))gk(t, Z)g2+n−k(t, (Xc, s+ 1 + n)\Z).
As the result we obtain:
d
dt
Fs(t, Y ) = −Ns(Y )Fs(Y )+
+
∞∑
n=0
1
n!
Trs+1,...,s+n+1
(∑
i∈Y
(−N (2)int (i, s+ 1))g2+n(t, Xc, s+ n + 1)+
+
1
n + 1
S±s+n+1
n+1∑
k=1
∑
Z ⊂ (s+ 1, . . . , s+ 1 + n),
|Z| = k
∑
i1∈Y
∑
i2∈Z
(−N (2)int (i1, i2))gk(t, Z)×
×g2+n−k(t, (Xc, s+ 1 + n)\Z)
)
.
Then we get trace over s+1 index out of the sum and use the symmetry property to rewrite
the last term:
d
dt
Fs(t, Y ) = −Ns(Y )Fs(t, Y )+
+Trs+1
∑
i∈Y
(−N (2)int (i, s+ 1))
∞∑
n=0
1
n!
Trs+2,...,s+n+1
(
g2+n(t, Xc, s+ n+ 1)+
+S±s+n+1
n+1∑
k=1
n!
(k − 1)!(n + 1− k)!
gk(t, s+ n+ 2− k, . . . , s+ n+ 1)×
×g2+n−k(t, {Y }, s+ 1, . . . , s+ n− k + 1)
)
.
Now, to finish the derivation we need an auxillary fact. In view of the symmetry of
operators g1+n(t) with respect to s+1, . . . , s+1+n variables under the corresponding trace
signs, it holds:
g1+n(t, {1, . . . , s+ 1}, s+ 2, . . . , s+ n+ 1) = gn+2(t, {1, . . . , s}, s+ 1, . . . , s+ n+ 1)+
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+S±s+n+1
n+1∑
k=1
n!
(k − 1)!(n− k + 1)!
gk(t, s+ n+ 2− k, . . . , s+ n+ 1)×
×g2+n−k(t, {1, . . . , s}, s+ 1, . . . , s+ n− k + 1).
Thus, we obtain the following equality:
d
dt
Fs(t, Y ) = −Ns(Y )Fs(t, Y )+
+Trs+1
∑
i∈Y
(−N (2)int (i, s+ 1))
∞∑
n=0
1
n!
Trs+2,...,s+n+1g1+n(t, {1, . . . , s+ 1}, s+ 2, . . . , s+ n + 1),
and according to definition (8), we deduce finally:
d
dt
Fs(t, Y ) = −Ns(Y )Fs(t, Y ) + Trs+1
∑
i∈Y
(−N (2)int (i, s+ 1))Fs+1(t, Y, s+ 1).
This equality can be treated as hierarchy of evolution equations for the marginal density
operators and was derived by Bogolyubov in work [4] from the von Neumann equation for a
system of fixed number of particles. For the case of a n-body interaction potential we derive
the BBGKY hierarchy in the similar way. Its initial-value problem has the following form
d
dt
Fs(t, Y ) = −Ns(Y )Fs(t, Y ) + (9)
+
∞∑
n=1
1
n!
Trs+1,...,s+n
∑
Z ⊂ Y ,
Z 6= ∅
(
−N (|Z|+n)int (Z,X\Y )
)
Fs+n(t, X),
Fs(t) |t=0= Fs(0), s ≥ 1. (10)
IV. ON THE SOLUTION OF THE CAUCHY PROBLEM OF THE BBGKY HI-
ERARCHY
Let us construct the solution of the Cauchy problem of the BBGKY hierarchy (9)-(10) for
one physically motivated example of initial data, namely the case of initial data satisfying
the chaos property. A chaos property means that there are no correlations in the system at
the initial moment of time (t=0):
g(0) = (g1(0, {Y }), 0, 0, ...), (11)
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which means in terms of marginal density operators (8) that
Fs(0, Y ) = g1(0, {Y }), (12)
where Y = (1, . . . , s).
Let us denote by A1+n(t, Xc) the (1 + n)-order, n ≥ 1, cumulant of groups of operators
Gn(−t)fn = e
− i
~
tHnfne
i
~
tHn ,
which is defined by formula:
A1+n(t, Xc) :=
∑
P:Xc=
⋃
k Zk
(−1)|P|−1(|P| − 1)!
∏
Zk⊂P
G|θ(Zk)|(−t, θ(Zk)), (13)
where Hn is the Hamiltonian (2), fn ∈ L1(H±n ), θ is the declasterization mapping defined in
section 2 and Xc = ({Y }, s+ 1, . . . , s+ n).
In case of the Bose or Fermi system of particles a solution of the initial-value problem of
the von Neumann hierarchy (7) for initial data (11) has the following form
g1+n(t, Xc) = A1+n(t, Xc)S
±
s+n
∏
i∈Xc
g1(0, i), (14)
where A1+n(t, Xc) is given by (13) and operators S
±
s+n are defined by (1). According to
formula (14), from definition (8) we obtain
Fs(t, Y ) =
∞∑
n=0
1
n!
Trs+1,...,s+nA1+n(t, Xc)S
±
s+n
∏
i∈Xc
g1(0, i).
In view of equality (12), i.e.
g1(0, i) =
∏
j∈θ(i)
F1(0, j),
finally we obtain
Fs(t, Y ) =
∞∑
n=0
1
n!
Trs+1,...,s+nA1+n(t, Xc)S
±
s+n
s+n∏
i=1
F1(0, i),
which is the solution of the Cauchy problem of the BBGKY hierarchy (9)-(10) for the Fermi
or Bose many-particle system with initial data satisfying the chaos property.
For arbitrary initial data F (0) ∈ L1α(F
±
H) =
⊕∞
n=0 α
nL1(H±n ), the following theorem
holds.
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Theorem 1 If F (0) ∈ L1α(F
±
H) =
⊕∞
n=0 α
nL1(H±n ), then for α > e and t ∈ R there exists a
unique solution of the initial value problem (9)-(10) given by series
Fs(t, 1, . . . , s) =
∞∑
n=0
1
n!
Trs+1,...,s+nA1+n(t, Xc)Fs+n(0, 1, . . . , s+ n). (15)
For initial data F (0) ∈ L1α,0(F
±
H) ∈ L
1
α(F
±
H) expansion (15) is a strong solution and for
arbitrary initial data from the space L1α(F
±
H) it is a weak solution.
In case of the Maxwell-Boltzmann statistics a solution of the BBGKY hierarchy (9)-(10)
for initial data from the space of trace-class operators was constructed in [10], [16, 17].
V. CONCLUSION
In the paper the marginal density operators were defined by the means of a solution of
the von Neumann hierarchy (7) for correlation operators by formula (8). This definition
allowed to construct the BBGKY hierarchy for the Fermi and Bose particles on the base of
dynamics of correlations in the space of sequences of trace-class operators.
We note that using the definition (8) of marginal density operators it is possible to justify
the BBGKY hierarchy in other Banach spaces that contain the states of infinite-particle
systems, contrary to the definition of the marginal density operators in the framework of
non-equilibrium grand canonical ensemble [11].
In the paper it was also defined the solution (15) of the BBGKY hierarchy (9) for the
Fermi and Bose particles with a n-body interaction potential. Such solution is represented
in the form of the expansion (15) over the clusters of particles, which evolution is governed
by the cumulants (13) of the groups of operators for the von Neumann equations. These
cumulants for the Fermi and Bose particles have the same structure, as in the Maxwell-
Boltzmann case [10].
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