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Resumo
Os elevados custos de produc¸a˜o na extrac¸a˜o de petro´leo mar´ıtimo sa˜o reduzidos
com um sistema inovador que a Petrobras esta´ desenvolvendo, denominado VASPS
(do ingleˆs, Vertical Annular Separation and Pumping System), capaz de separar
ga´s e l´ıquido ainda no assoalho oceaˆnico. Esta dissertac¸a˜o trata do ajuste do n´ıvel
de l´ıquido no reservato´rio do VASPS, via controle impulsional estoca´stico, que se
distancia bastante de um regulador convencional. A vaza˜o de entrada flutua e o
controle consiste em alterar a velocidade da bomba de sa´ıda do tanque, mantendo o
n´ıvel numa faixa de operac¸a˜o, na qual ele varia livremente sem preju´ızo. Todavia, e´
necessa´rio de um lado observar o risco de operar pro´ximo aos extremos de n´ıvel e de
outro minimizar o nu´mero de intervenc¸o˜es na velocidade da bomba para prolongar
sua vida u´til. Optou-se por modelar o sistema por meio de um processo de difusa˜o
e formular por controle impulsional. Para a sua soluc¸a˜o, o controle impulsional
e´ convertido em uma sequeˆncia de problemas de parada o´tima iterados, resolvidos
utilizando-se a Discretizac¸a˜o do Valor Me´dio, MVS (do ingleˆs, Mean Value Scheme).
Esta dissertac¸a˜o introduz o uso do controle impulsional nesta aplicac¸a˜o ale´m da
te´cnica citada para resolver problemas de parada o´tima.
Palavras-chave: Processos de difusa˜o, controle impulsional, controle estoca´stico,
soluc¸a˜o nume´rica de equac¸o˜es diferenciais parciais, me´todo de discretizac¸a˜o do valor
me´dio, separador multifa´sico.
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Abstract
The high costs in offshore oil production are reduced with the use of an innovative
system which has been developed by Petrobras, the Brazilian oil company. Called
VASPS (Vertical Annular Separation and Pumping System), it consists of an un-
dersea gas/liquid separator. This work presents a strategy for the liquid level ad-
justment in the VASPS tank, which is subject to uncertain liquid inflow. This is
far from a strict control regulator problem, since the liquid level may drifts freely
inside an operation range. Although, in one hand, it is necessary to account for a
risky operation near the limits, on the other hand, acting freely and continuously
in the controlled pump may drastically shorten the lifetime of the equipment. To
prevent premature worn with halt in the oil production, the control input variations
should be meager. We propose a stochastic impulse control for varying the outflow
pump speed. This formulation is transformed in a sequence of iterated optimal stop-
ping problems, which results in a sequence of variational inequalities. We employ
the numerical method called Mean Value Scheme (MVS) to solve this type of prob-
lem. This monograph introduces impulse control to the resevoir level adjustment of
VASPS, together with the application of the MVS to its solution.
Key-words: Diffusion process, impulse control, stochastic control, numerical solu-
tion of partial differential equations, mean value scheme, multiphase separation.
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Capı´tulo 1
Introduc¸a˜o
A motivac¸a˜o deste trabalho vem de desafios que surgiram no desenvolvimento de um sistema
inovador da indu´stria do petro´leo, denominado Sistema Separador e Bombeador Anular Verti-
cal, VASPS (do ingleˆs, Vertical Annular Separation and Pumping System), capaz de aumentar
bastante o ganho de produc¸a˜o na extrac¸a˜o de petro´leo do leito marinho. Este sistema esta´ sendo
desenvolvido pela Petrobras e faz parte de um conveˆnio de cooperac¸a˜o com o Departamento de
Engenharia do Petro´leo da FEM/Unicamp. Um dos objetivos do conveˆnio e´ o desenvolvimento
de um novo controlador para a bomba centr´ıfuga que atenda a novos requisitos e e´ nesse con-
texto que esta dissertac¸a˜o esta´ inserida. Neste cap´ıtulo e´ apresentada uma visa˜o geral do projeto
e os objetivos do ponto de vista do mo´dulo de controle, ale´m de um resumo do conteu´do dos
pro´ximos cap´ıtulos.
1.1 O projeto VASPS
O objetivo do VASPS e´ realizar no leito marinho a separac¸a˜o multifa´sica da produc¸a˜o de
poc¸os de petro´leo mar´ıtimos e fazer o bombeio do l´ıquido em uma tubulac¸a˜o separada do ga´s.
Atualmente a separac¸a˜o de ga´s, o´leo e a´gua e´ feita nas plataformas, pore´m isso acarreta um
custo muito elevado. Um dos motivos e´ o fato de fluidos multifa´sicos estarem sujeitos a padro˜es
de escoamento bastante irregulares, que sa˜o agravados pela subida do leito marinho ate´ o n´ıvel
do mar. Particularmente, os sifo˜es e a estrutura vertical do riser (linha de subida para a
plataforma) induzem o escoamento com golfadas severas, em que ha´ a formac¸a˜o de grandes
bolhas de ga´s, vide [2]. Acrescente-se a isso o fato que os sistemas separadores convencionais
sa˜o compostos por tanques grandes e pesados, o que torna as plataformas muito caras, vide
[3]. A utilizac¸a˜o do VASPS permitira´ a reduc¸a˜o do nu´mero de plataformas, com cada VASPS
recebendo a produc¸a˜o de va´rios poc¸os de perfurac¸a˜o e fazendo a separac¸a˜o e o bombeio para
plataformas pro´ximas, conforme o esquema da Figura 1.1.
A separac¸a˜o de l´ıquido e ga´s e´ feita no leito marinho utilizando o conceito de separac¸a˜o
cicloˆnica, caracterizado por um peso menor e um custo reduzido, quando comparado aos sepa-
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Figura 1.1: Esquema de sistema de produc¸a˜o de petro´leo com VASPS.
radores convencionais. O sistema, mostrado na Figura 1.2, e´ uma estrutura cil´ındrica constitu´ıda
por uma bomba e um vaso separador, onde a mistura de l´ıquido e ga´s entra e sofre o processo
de separac¸a˜o atrave´s de treˆs esta´gios, [3] [4]:
• na caˆmara de expansa˜o a maioria do ga´s se separa e sobe pela linha que o leva a`
plataforma;
• na he´lice quase todo o ga´s restante sofre separac¸a˜o centr´ıfuga e penetra na tubulac¸a˜o
central por meio de pequenos orif´ıcios na parede interna;
• no reservato´rio uma pequena quantidade de ga´s ainda se separa por gravidade e emana
na tubulac¸a˜o central. O l´ıquido e´ bombeado para a plataforma por meio de uma bomba
centr´ıfuga submersa (BCS) localizada neste esta´gio. O ga´s, por sua vez, na˜o precisa ser
bombeado, pois se desloca para cima atrave´s da diferenc¸a de pressa˜o que existe entre o
separador e o vaso coletor na plataforma.
O n´ıvel de l´ıquido no reservato´rio deve ser mantido dentro de uma faixa de excursa˜o permitida
e e´ controlado por meio da variac¸a˜o na frequeˆncia da bomba. Deste modo, a bomba modifica o
fluxo de sa´ıda para equilibrar grandes variac¸o˜es do fluxo de entrada, pore´m evitando atuac¸o˜es
desnecessa´rias. Essa preocupac¸a˜o e´ importante para prolongar a vida u´til da bomba, uma vez
que para a troca da bomba e´ uma operac¸a˜o muito cara. Ale´m da compra de uma bomba nova,
o prec¸o do aluguel das sondas capazes de efetuar este trabalho e´ muito alto e a produc¸a˜o dos
poc¸os ligados ao VASPS fica parada enquanto a manutenc¸a˜o na˜o e´ realizada.
Os dois principais fatores que causam uma alterac¸a˜o no fluxo de entrada sa˜o a ocorreˆncia
de golfadas severas e a queda de poc¸os, isto e´, a parada na operac¸a˜o de um ou mais poc¸os. De
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Figura 1.2: Representac¸a˜o esquema´tica da estrutura do VASPS.
acordo com dados experimentais da Petrobras, os efeitos das golfadas no VASPS na˜o devem,
em princ´ıpio, ser muito preocupantes, uma vez que o impacto na alterac¸a˜o do n´ıvel de l´ıquido
e´ menor que a faixa de excursa˜o aceita´vel. De fato, uma vaza˜o de entrada no reservato´rio
muito turbulenta e´ dif´ıcil de ocorrer devido ao posicionamento no leito marinho do VASPS e
a` atenuac¸a˜o que ocorre na passagem pela he´lice. Ale´m disso, o reservato´rio faz o papel de um
acumulador, o que tambe´m atenua os impactos de variac¸o˜es de vaza˜o de entrada.
A queda de um poc¸o, no entanto, e´ um processo mais complicado, pois na˜o e´ transito´rio e
pode ter um impacto na operac¸a˜o de proporc¸o˜es bem maiores que a golfada. Em um campo
de prospecc¸a˜o de petro´leo, a mistura que entra no VASPS e´ proveniente do manifold, que e´
responsa´vel pela junc¸a˜o da mistura de va´rios poc¸os de perfurac¸a˜o. Desta forma, a queda de um
poc¸o na˜o provoca a parada completa no abastecimento do VASPS, pore´m causa uma grande
variac¸a˜o no fluxo de entrada. Essa variac¸a˜o depende da importaˆncia percentual do poc¸o que
deixou de produzir e esta´ associada a` quantidade de poc¸os ligadas ao manifold, que pode variar
de um campo para o outro.
A Petrobras ja´ construiu um VASPS em cara´ter experimental no campo de Marimba´ e
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pretende fazer outros de maior porte. O conveˆnio tecno-cient´ıfico entre a Petrobras e a Unicamp
para atuac¸a˜o no desenvolvimento do VASPS encontra-se em sua segunda fase, na qual esta
dissertac¸a˜o esta´ inserida. Na primeira, um controlador para a bomba do VASPS foi desenvolvido
usando um PID controlado por lo´gica fuzzy [5]. Agora esta´ sendo projetado um novo controlador,
capaz de representar com maior realismo as condic¸o˜es de operac¸a˜o do sistema. A sec¸a˜o a seguir
descreve com mais detalhes quais condic¸o˜es devem ser atendidas pelo mo´dulo de controle.
1.2 Objetivo desta dissertac¸a˜o
O problema estudado refere-se a` estrate´gia de controle usada para alterar a frequeˆncia da
bomba centr´ıfuga, relacionada com o fluxo de sa´ıda de l´ıquido do VASPS, de modo a manter
o n´ıvel de l´ıquido no reservato´rio dentro de uma faixa de operac¸a˜o. Se o n´ıvel de l´ıquido
ultrapassar um limite ma´ximo, a eficieˆncia do processo de separac¸a˜o diminui, uma vez que a
a´rea u´til da he´lice e´ reduzida. Por outro lado, se o n´ıvel tornar-se menor que um limite mı´nimo,
o funcionamento da bomba fica comprometido e ela pode sofrer danos graves, pois sua toleraˆncia
a` entrada de ga´s e´ pequena. Dentro dos limites superior e inferior de excursa˜o, o l´ıquido pode
variar livremente sem nenhum preju´ızo, pore´m deve-se atentar para o risco de operar pro´ximo
aos extremos de n´ıvel permitidos.
Ale´m disso, ha´ a preocupac¸a˜o com o aumento da vida u´til da bomba. Isso e´ particularmente
importante porque qualquer intervenc¸a˜o para reparos ou manutenc¸a˜o tem custos muito elevados
por causa da localizac¸a˜o submarina do VASPS. Ha´, tambe´m, a perda pela parada dos poc¸os
conectados ao sistema. E´ frequente, inclusive, que essa parada dure dias se a necessidade de in-
tervenc¸a˜o for inesperada, pois e´ preciso que haja uma sonda de intervenc¸a˜o espec´ıfica dispon´ıvel.
O impacto destes altos custos deve ser levado em conta pelo controlador, que deve buscar o
prolongamento da vida u´til da bomba. Isto e´ alcanc¸ado quando o acionamento evita mudanc¸as
frequentes na rotac¸a˜o da bomba. O controle deve, portanto, ter uma pol´ıtica cautelosa, de modo
a minimizar as alterac¸o˜es da frequeˆncia do motor e consequentemente reduzir o seu desgaste.
Conforme ja´ mencionado, a vaza˜o de entrada pode variar por efeito de golfadas ou de queda
de poc¸os. Ela esta´ sujeita tambe´m a um decaimento lento ao longo do tempo, relacionado ao
envelhecimento dos poc¸os, que pode ser tratado com um reajuste dos paraˆmetros do modelo
baseado no comportamento me´dio da vaza˜o em um per´ıodo recente. A vaza˜o de sa´ıda e´ con-
trolada pela bomba centr´ıfuga. Existem sensores para medir o n´ıvel de l´ıquido no reservato´rio,
pore´m na˜o ha´ medic¸a˜o de vaza˜o.
O problema de controle descrito esta´ longe de ser um caso de regulac¸a˜o de n´ıvel conven-
cional. Este trabalho propo˜e uma nova estrate´gia utilizando controle impulsional em processos
de difusa˜o de duas dimenso˜es, envolvendo o n´ıvel e o balanc¸o entre vaza˜o de entrada e de sa´ıda,
considerados como varia´veis de estado do problema, vide [6], [7]. A incerteza na vaza˜o de en-
trada e´ modelada como um desvio em relac¸a˜o ao seu valor nominal induzido por um movimento
browniano, tambe´m conhecido como processo de Wiener, [8]. Este modelo e´ adequado para
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o tratamento do VASPS quando na˜o ocorre queda de poc¸o, visto que na˜o ha´ variac¸o˜es muito
grandes na vaza˜o de entrada mas sim flutuac¸o˜es cont´ınuas. As quedas de poc¸os podem ser
contornadas com a criac¸a˜o de va´rios modelos de difusa˜o ajustados para diferentes vazo˜es no-
minais e usando as informac¸o˜es da vaza˜o para alternar entre um modelo e outro, conforme sera´
comentado na Sec¸a˜o 5.2.
Uma aplicac¸a˜o semelhante em que o objetivo na˜o e´ a regulac¸a˜o, e´ o controle de n´ıvel mediado
de l´ıquido (em ingleˆs, Averaging Level Control), vide [9]. Ele aparece em muitas aplicac¸o˜es
industriais para controle de n´ıvel de l´ıquido em reservato´rios com func¸a˜o de armazenamento
(buffer) para evitar propagac¸a˜o de distu´rbios. Em problemas desse tipo, o controlador deve
manter o n´ıvel de l´ıquido dentro de uma faixa de excursa˜o, como no caso da nossa aplicac¸a˜o,
pore´m a outra preocupac¸a˜o e´ com a suavidade do fluxo de sa´ıda e na˜o com a quantidade e
intensidade das intervenc¸o˜es. Ainda nesta linha, outras refereˆncias relevantes sa˜o [10] e [11].
Diferentes abordagens para o controle de n´ıvel mediado sa˜o discutidas em [12].
Uma outra proposta parecida com o controle de n´ıvel mediado e´ o controle de faixa (em
ingleˆs, Band control) proposto tambe´m para aplicac¸a˜o na indu´stria de petro´leo, em que se tem
dispon´ıvel apenas a medida de n´ıvel e deseja-se manteˆ-lo dentro de uma faixa de excursa˜o,
com suavizac¸a˜o da sa´ıda, vide [13]. Especificamente para o VASPS tambe´m foi utilizado um
controlador PID com lo´gica fuzzy, [5].
A seguir, apresenta-se um primeiro esboc¸o sobre a soluc¸a˜o adotada, que sera´ formalizada
nos Cap´ıtulos 2 e 3.
1.3 A proposta de soluc¸a˜o
Duas varia´veis caracterizam o estado no VASPS, o n´ıvel de l´ıquido ht no reservato´rio e o
balanc¸o entre vaza˜o de entrada (qet ) e vaza˜o de sa´ıda (q
s
t ), representado por δt = q
e
t − qst . O
espac¸o de estados, denominado X¯ , e´ representado na Figura 1.3.
Para o VASPS, a equac¸a˜o do balanc¸o de massa estabelece que o balanc¸o de vaza˜o de l´ıquido
no reservato´rio induz um acre´scimo ou diminuic¸a˜o do volume de l´ıquido armazenado se o balanc¸o
for, respectivamente, positivo ou negativo. Como a a´rea Ar da sec¸a˜o transversal e´ constante,
isto implica em uma variac¸a˜o no n´ıvel do reservato´rio, que pode ser expressa por
dht
dt
=
1
Ar
δt + ǫt, (1.1)
em que ǫt e´ uma representac¸a˜o na˜o formal para um processo cont´ınuo com caracter´ısticas de
ru´ıdo branco.
A utilizac¸a˜o de controle impulsional para soluc¸a˜o do problema consiste em encontrar uma
sequeˆncia de controle o´tima por meio da minimizac¸a˜o do valor esperado de um funcional de
custo do processo, que depende de
• um custo terminal φ, que mede o dano causado por atingir a fronteira de X¯ ;
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Figura 1.3: Espac¸o de estados no modelo do VASPS.
• um custo de intervenc¸a˜o c, que indica o desgaste causado pela alterac¸a˜o da frequeˆncia da
bomba, pago a cada intervenc¸a˜o;
• um custo de continuac¸a˜o r, que representa o risco de continuar sem nenhuma atuac¸a˜o,
continuamente pago como uma func¸a˜o do estado atual.
O Cap´ıtulo 2 apresenta com mais detalhes essa te´cnica, mas adianta-se que, se algumas
hipo´teses forem satisfeitas, [14], o custo o´timo e´ definido como
J(x) = inf
v∈V
Ex
[∫ T
0
e−αtr(Xt)dt+
∞∑
i=1
e−ατic(Xτ−i ,∆Xτi)1{τi<T} + e
−αTφ(XT )1{T<∞}
]
, (1.2)
em que Ex[.] representa a esperanc¸a matema´tica sobre o processo markoviano de difusa˜o t→ Xt,
com Xt = (δt,ht), x indicando o estado inicial X0, α um fator de desconto, τi as varia´veis que
representam os instantes de ocorreˆncia das intervenc¸o˜es, T o instante em que a fronteira e´
alcanc¸ada e 1{· } uma func¸a˜o indicadora que so´ vale 1 quando {· } e´ verdadeira, ou em outras
palavras quando ω ∈ {· }, e e´ nula em caso contra´rio.
O risco de continuac¸a˜o r esta´ associado ao risco de manter a mesma frequeˆncia no bombea-
mento ao longo do caminho t→ Xt do processo. Assim, assume valores elevados quando o n´ıvel
esta´ pro´ximo do ma´ximo e o balanc¸o de vaza˜o e´ positivo ou o n´ıvel esta´ pro´ximo do mı´nimo e
o balanc¸o de vaza˜o e´ negativo. Os resultados obtidos nesta dissertac¸a˜o foram baseados em uma
func¸a˜o de risco quadra´tica com essas caracter´ısticas, conforme sera´ apresentado no Cap´ıtulo 4.
A Figura 1.4 apresenta o espac¸o de estados com sinais “-” nas regio˜es menos arriscadas e sinais
“+” onde e´ mais perigoso continuar sem atuar.
O custo terminal φ, definido nas fronteiras, segue lo´gica semelhante, com valores elevados
nos mesmos extremos em que o risco atinge seu valor ma´ximo e valores menores nos extremos
opostos.
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Figura 1.4: Espac¸o de estados no modelo do VASPS.
Quanto maior o tamanho e o nu´mero de variac¸o˜es de frequeˆncia da bomba, maior o seu
desgaste e, consequentemente, menor sua vida u´til. Como o custo de intervenc¸a˜o c e´ pago
sempre que o controlador decide atuar, um grande nu´mero de variac¸o˜es na frequeˆncia implica
no aumento do custo o´timo J . Para refletir o fato do desgaste ser proporcional a` amplitude
da variac¸a˜o da frequeˆncia, o custo de intervenc¸a˜o deve crescer com o aumento do tamanho
das intervenc¸o˜es. Uma func¸a˜o proporcional ao mo´dulo da variac¸a˜o de frequeˆncia parece ser
adequada.
O problema de controle impulsional resulta em uma soluc¸a˜o espacial, em que se mapeia em
quais estados o controlador deve atuar e qual deve ser o tamanho da atuac¸a˜o, sem dependeˆncia
direta do tempo, ja´ que os processos e custos sa˜o todos homogeˆneos no tempo. E´ necessa´rio,
portanto, conhecer o estado em que o sistema esta´ operando para decidir a ac¸a˜o de controle. Para
a modelagem proposta, isso significa ter informac¸a˜o do n´ıvel do l´ıquido e do balanc¸o de vaza˜o,
isto e´, das vazo˜es de entrada e de sa´ıda. A vaza˜o de sa´ıda e´ determinada pelo controlador, logo
e´ conhecida. E´ poss´ıvel medir o n´ıvel de l´ıquido no reservato´rio, no entanto os valores medidos
possuem uma imprecisa˜o que deve ser levada em conta. Na˜o ha´ medic¸a˜o de vaza˜o, pore´m o
balanc¸o de vaza˜o pode ser estimado com base na variac¸a˜o do n´ıvel de l´ıquido, utilizando um
processo de estimac¸a˜o dos estados h e δ via filtragem.
1.4 Apresentac¸a˜o da dissertac¸a˜o
O Cap´ıtulo 2 descreve o modelo estoca´stico baseado em processo de difusa˜o usado para
modelar o sistema e a teoria empregada para solucionar o problema de controle de n´ıvel com as
restric¸o˜es comentadas anteriormente. Utilizou-se a te´cnica de controle impulsional para definir
os instantes em que se deve intervir no sistema, ale´m de determinar qual deve ser a intensidade
de cada intervenc¸a˜o. O cap´ıtulo aborda tambe´m a transformac¸a˜o do problema de controle para
uma representac¸a˜o por desigualdades variacionais, cujos passos intermedia´rios consistem em
converteˆ-lo em uma sequeˆncia de problemas de parada o´tima iterados. A equivaleˆncia entre as
sequeˆncias de problemas de parada o´tima e o controle impulsional com quantidade ma´xima de
intervenc¸o˜es n e´ desenvolvida, bem como a equivaleˆncia entre os problemas de parada o´tima e
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as desigualdades variacionais a eles associadas. Finalmente, analisa-se o comportamento limite,
obtendo uma associac¸a˜o entre a sequeˆncia de problemas de parada o´tima e o problema original
de controle impulsional com nu´mero ilimitado de intervenc¸o˜es.
Para resolver o problema, utiliza-se um me´todo nume´rico que discretiza as desigualdades
variacionais e obte´m sua formulac¸a˜o como problema de programac¸a˜o linear, para o qual existe
diversos algoritmos de soluc¸a˜o conhecidos. O Cap´ıtulo 3 apresenta esse me´todo nume´rico,
denominado Discretizac¸a˜o do Valor Me´dio, MVS (do ingleˆs, Mean Value Scheme). O me´todo
consiste na discretizac¸a˜o do espac¸o de estados e na utilizac¸a˜o de bolas centradas em cada no´ para
aproximar as integrais que aparecem na soluc¸a˜o anal´ıtica, por meio dos valores nos no´s vizinhos,
que se encontram sobre a circunfereˆncia. Como essa te´cnica foi criada para resolver sistemas
descritos por uma equac¸a˜o de Helmholtz e a desigualdade variacional e´ uma inequac¸a˜o el´ıptica,
algumas transformac¸o˜es sa˜o usadas para obter uma desigualdade na forma de Helmholtz. Essas
transformac¸o˜es tambe´m esta˜o descritas nesse cap´ıtulo. Para facilitar a aplicac¸a˜o em outros
casos, toda a teoria foi desenvolvida baseada em equac¸o˜es gerais e a descric¸a˜o para o caso
particular do VASPS e´ apresentada em uma sec¸a˜o separada.
Em seguida, o Cap´ıtulo 4 apresenta os resultados obtidos na simulac¸a˜o do VASPS. Trata-se
da obtenc¸a˜o de uma regia˜o de continuidade no espac¸o de estados e de uma curva de estados
o´timos para onde a operac¸a˜o do sistema deve migrar em caso de intervenc¸a˜o. Enquanto o sistema
opera dentro da regia˜o de continuidade, na˜o deve ser feita nenhuma modificac¸a˜o na rotac¸a˜o da
bomba centr´ıfuga. Ao sair dessa regia˜o, o atuador deve alterar a frequeˆncia da rotac¸a˜o da bomba
de modo a enviar o estado para o ponto indicado como o´timo a partir do estado em que ele se
encontrava. Para a utilizac¸a˜o de dados reais, foi necessa´rio fazer um escalonamento no tempo,
tambe´m descrito nesse cap´ıtulo.
Como forma de validar os resultados obtidos e permitir uma ana´lise do nu´mero de inter-
venc¸o˜es, foi criado um simulador do sistema, que cria uma sequeˆncia de dados de vaza˜o e simula
a dinaˆmica da planta e do controlador. No simulador tambe´m deve-se utilizar um filtro, que
retorna dados estimados do n´ıvel de l´ıquido e da vaza˜o de entrada a partir das medidas diretas
do n´ıvel. Uma proposta de abordagem para a filtragem e o simulador esta˜o descritos no Cap´ıtulo
5.
Por fim, um resumo dos resultados obtidos e as perspectivas de trabalhos futuros sa˜o apre-
sentados no Cap´ıtulo 6.
O Apeˆndice A apresenta alguns conceitos de processos estoca´sticos em geral e em especial
aqueles relacionados a processos de difusa˜o. Para estudar os conceitos de forma mais apro-
fundada, sugere-se os livros [15] e [16] de introduc¸a˜o a processos estoca´sticos e [17] para as
propriedades do movimento browniano e de processos de difusa˜o. No Apeˆndice B sa˜o mostradas
as matrizes expandidas citadas no Cap´ıtulo 3, necessa´rias para incluir os pontos de fronteira na
formulac¸a˜o do problema de programac¸a˜o linear obtido com a aplicac¸a˜o do MVS.
Capı´tulo 2
Controle Impulsional e sua Aplicac¸a˜o no VASPS
O controle impulsional visa a minimizac¸a˜o do valor esperado de um funcional de custo do
processo que pesa o risco de continuar sem atuar e o custo de intervir. O objetivo e´ achar
os instantes de atuac¸a˜o e os tamanhos de cada intervenc¸a˜o que tornam esse custo mı´nimo.
Para aplicar essa te´cnica ao VASPS, primeiro foi necessa´rio obter um modelo estoca´stico em
tempo cont´ınuo para o problema, como sera´ visto na sec¸a˜o 2.1. As sec¸o˜es 2.2 a 2.4 formulam
o problema de controle impulsional, sua conversa˜o em problemas de parada o´tima iterados e
sua descric¸a˜o com desigualdades variacionais. A equivaleˆncia entre as sequeˆncias de parada
o´tima e o controle impulsional com quantidade ma´xima de intervenc¸o˜es n e a convergeˆncia
desse para o caso sem limitac¸a˜o de intervenc¸o˜es sa˜o enunciadas na Sec¸a˜o 2.3 e a equivaleˆncia
entre as desigualdades variacionais e o controle impulsional na Sec¸a˜o 2.4. As demonstrac¸o˜es
desses resultados encontram-se na Sec¸a˜o 2.5.
2.1 Modelagem do sistema
Como descrito na Sec¸a˜o 1.3, o modelo do VASPS utiliza duas varia´veis de estado, o n´ıvel
de l´ıquido no reservato´rio, ht, e o balanc¸o entre vaza˜o de entrada e vaza˜o de sa´ıda, isto e´,
δt = q
e
t − qst . Assim, definiu-se um espac¸o de estados X¯ formado por um conjunto aberto X e
sua fronteira ∂X , no qual o processo t→ Xt toma seus valores, com Xt = (δt,ht). O espac¸o de
estados e´, enta˜o, dado por X¯ = [δmin, δmax]× [hmin, hmax], conforme representado na Figura 1.3.
A incerteza na vaza˜o de entrada de l´ıquido e´ modelada como uma flutuac¸a˜o em torno de
um valor nominal, cuja variac¸a˜o e´ induzida por um movimento browniano. Este processo for-
malmente representa a integral de um processo de ru´ıdo branco cont´ınuo, [8]. O Apeˆndice A
apresenta uma breve definic¸a˜o do processo denominado movimento browniano, ou processo de
Wiener, e conceitos relevantes ao estudo deste processo e, de forma mais geral, de processos de
difusa˜o. E´ recomenda´vel que o leitor deste cap´ıtulo que na˜o esteja familiarizado com o assunto
consulte esse apeˆndice.
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Um processo de difusa˜o e´ descrito por uma forma diferencial estoca´stica de Itoˆ dada por
dXt = b(Xt)dt+ σ(Xt)dBt, (2.1)
em que b : Rk → Rk e σ : Rk → Rk×m sa˜o func¸o˜es dadas que satisfazem a condic¸a˜o de
existeˆncia e unicidade de equac¸o˜es diferenciais estoca´sticas (Teorema 5.2.1, [8]). A equac¸a˜o
(1.1), que descreve a evoluc¸a˜o dos estados do sistema, pode ser formalizada por uma forma
diferencial como (2.1), a saber
(
dht
dδt
)
=
 1Ar δt
0
 dt+ ( σ11 σ12
σ21 σ22
)(
dB1t
dB2t
)
, (2.2)
em que B1t , B
2
t sa˜o movimentos brownianos padro˜es unidimensionais descritos em um espac¸o de
probabilidades filtrado (Ω,F ,{Ft}t>0,P ) e σij sa˜o os coeficientes de desvio-padra˜o relacionados
a esses processos brownianos. Verifica-se facilmente que essa formulac¸a˜o satisfaz as condic¸o˜es
do Teorema 5.2.1 de [8], pois os coeficientes σij sa˜o constantes e os elementos do vetor b(Xt)
possuem variac¸o˜es lineares em relac¸a˜o ao estado Xt.
No modelo do VASPS, sa˜o usados movimentos brownianos descorrelacionados, isto e´, os
coeficientes de desvio-padra˜o cruzados (σ12 e σ21) sa˜o nulos. O uso de ru´ıdos correlacionados e´
desnecessa´rio, uma vez que o n´ıvel ht ja´ e´ indiretamente afetado pelas flutuac¸o˜es no balanc¸o de
vaza˜o, pois dht depende de δt. Ale´m disso, essa suposic¸a˜o simplifica a transformac¸a˜o de estados
do Cap´ıtulo 3, conforme sera´ comentado posteriormente. O coeficiente σ22 esta´ relacionado com
a incerteza na vaza˜o de entrada e σ11 refere-se a uma incerteza no n´ıvel, que relaxa ligeiramente a
relac¸a˜o de balanc¸o de massa. Essa escolha pode ser justificada devido a impreciso˜es decorrentes
tanto das flutuac¸o˜es na vaza˜o quanto das medidas de n´ıvel.
2.2 Custo do controle impulsional
A equac¸a˜o (2.1) modela a evoluc¸a˜o do sistema entre intervenc¸o˜es. No instante de uma
intervenc¸a˜o, o processo Ft-adaptado t→ Xt e´ cont´ınuo a` direita mas na˜o a` esquerda, isto e´,
lim
t↓τi
Xt = Xτi 6= lim
t↑τi
Xt = Xτ−i .
O problema de controle impulsional consiste em determinar os tempos de parada Ft-mensura´-
veis τ1 6 τ2 6 ..., nos quais as intervenc¸o˜es ocorrem, e o tamanho de cada uma delas. Os
tamanhos sa˜o dados por ∆Xτ1 ,∆Xτ2 ,..., em que cada ∆Xτi = Xτi−Xτ−i e´ suposto Fτi-mensura´vel
e ∆Xτi ∈ G, G um conjunto dado de valores de impulso admiss´ıveis. O efeito de um impulso ∆Xτi
e´ que o estado salta imediatamente de um estado Xτ−i para o novo estado Xτi = Γ(Xτ
−
i
,∆Xτi),
Γ : Rk ×G → Rk. O conjunto V de todas as sequeˆncias de controle admiss´ıveis e´ denotado por
V = {v := (τ1,τ2,...,τk; ∆Xτ1 ,∆Xτ2 ,...,∆Xτk), k ≤ ∞}. (2.3)
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A sequeˆncia de controle o´tima v∗ e´ determinada pela minimizac¸a˜o na classe V da func¸a˜o
custo. Conforme apresentado em (1.2), o custo o´timo J , obtido pela minimizac¸a˜o do valor
esperado do funcional de custo do processo t→ Xt, e´ definido por
J(x) = inf
v∈V
Ex
[∫ T
0
e−αtr(Xt)dt+
∞∑
i=1
e−ατic(Xτ−i ,∆Xτi)1{τi<T} + e
−αTφ(XT )1{T<∞}
]
, (2.4)
em que X0 = x, α e´ um fator de desconto, τi, i = 1,2,... sa˜o os tempos de parada nos quais
as intervenc¸o˜es ocorrem e T e´ o instante em que a fronteira e´ alcanc¸ada, isto e´, T = inf{t >
0 : Xt ∈ ∂X} [14]. No custo J , aparecem o custo terminal φ : ∂X → R, se o estado atingir a
fronteira, o custo de intervenc¸a˜o c : X × G → R, pago em cada intervenc¸a˜o e dependente do
estado imediatamente antes da intervenc¸a˜o, bem como do tamanho da mudanc¸a e o risco de
continuac¸a˜o r : X → R, que e´ continuamente pago como uma func¸a˜o do estado atual.
Deve-se garantir que os estados na˜o ficara˜o arbitrariamente grandes em um tempo finito.
Isso significa que o tempo de explosa˜o do vetor de estados Xt deve ser infinito quase certamente.
O tempo de explosa˜o e´ definido como o primeiro instante em que a norma do vetor de estados
ultrapassa um valor R arbitrariamente grande, isto e´,
τ ∗ = τ ∗(ω) = lim
R→∞
inf{t > 0; |X(t)| > R}. (2.5)
Para que o problema seja bem formulado, supo˜e-se ainda que φ, c e r sa˜o func¸o˜es cont´ınuas
e
τ ∗ =∞ q.c.; (2.6)
lim
j→∞
τj = T q.c.; (2.7)
Ex
[∫ T
0
|e−αtr(Xt)|dt
]
<∞, ∀x ∈ Rk, v ∈ V ; (2.8)
Ex
[ n∑
i=1
∣∣e−ατic(Xτ−i ,∆Xτi)1{τi<T}∣∣] <∞, ∀x ∈ Rk, v ∈ V ; (2.9)
Ex
[∣∣e−αTφ(XT )∣∣] <∞, ∀x ∈ Rk, v ∈ V . (2.10)
Com essas hipo´teses, a func¸a˜o custo (2.4) esta´ bem definida e o problema de controle impul-
sional fica formalmente bem formulado, vide [7]. Se estas func¸o˜es de custo e risco modelarem
corretamente o sistema, a soluc¸a˜o obtida usando controle impulsional e´ o´tima.
A hipo´tese de tempo de explosa˜o infinito e´ trivialmente satisfeita, para o sistema apresentado
na Sec¸a˜o 2.1 uma vez que o espac¸o de estados X e´ limitado. Note, ainda, que se as func¸o˜es
escolhidas r, c e φ sa˜o cont´ınuas em X¯ , enta˜o (2.8)–(2.10) sa˜o satisfeitas, pois X¯ e´ um conjunto
compacto. Ale´m disso, se c > 0 para todo Xt ∈ X¯ , enta˜o toda pol´ıtica candidata a o´tima
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satisfaz τj < τj+1, j = 0,1,... q.c. para todo Xt ∈ X ; caso contra´rio a sequeˆncia {τj} poderia se
acumular em tempo finito inferior a T e violaria (2.7).
O desenvolvimento matema´tico de controle impulsional esta´ detalhado em [6] e mais re-
centemente em [7]. Essa formulac¸a˜o e´ muito aplicada em controle de estoques [18], [19], [20],
em problemas de taxa de caˆmbio [21], [22], [23], e na otimizac¸a˜o de portfo´lios com custos de
transac¸a˜o [24], [25]. Em [26] ha´ um levantamento das aplicac¸o˜es em matema´tica financeira (pro-
blema de gerenciamento de dinheiro (cash), controle o´timo de uma taxa de caˆmbio e otimizac¸a˜o
de portfo´lio com custos de transac¸a˜o). Outra aplicac¸a˜o de controle impulsional encontrada na
literatura e´ na a´rea de manejo de florestas, vide [27].
Ao resolver o problema de controle impulsional em aplicac¸o˜es, dificilmente e´ poss´ıvel obter
soluc¸o˜es anal´ıticas. Um me´todo de soluc¸a˜o direta e´ explorado em [28] para problemas de difusa˜o
unidimensionais; uma soluc¸a˜o nume´rica para o problema e´ estudada em [29], e uma aproximac¸a˜o
estoca´stica com sintonia de coeficientes por meio de te´cnicas de simulac¸a˜o exaustiva em [30].
Nesta dissertac¸a˜o a abordagem utilizada e´ a de descrever o problema como uma sequeˆncia de
desigualdades variacionais e resolveˆ-las atrave´s do me´todo MVS, [31].
2.3 Problemas de parada o´tima iterados
O problema de controle impulsional com um nu´mero ilimitado de intervenc¸o˜es na˜o pode ser
convertido diretamente em problemas de parada o´tima, uma vez que a escolha do instante e
da amplitude de uma intervenc¸a˜o influencia as pro´ximas escolhas. Por outro lado, o problema
de controle impulsional com ate´ n intervenc¸o˜es pode ser convertido, sob certas condic¸o˜es, na
soluc¸a˜o iterativa de n problemas de parada o´tima. Ale´m disso, quando n→∞, a func¸a˜o custo
do problema restrito a ate´ n intervenc¸o˜es pode convergir para a func¸a˜o custo do problema de
controle impulsional com quantidade ilimitada de intervenc¸o˜es, contanto que certas condic¸o˜es
te´cnicas sejam satisfeitas.
Concentrando-se no problema limitado a n intervenc¸o˜es, o conjunto Vn de todas as sequeˆncias
de controle admiss´ıveis e´ denotado por
Vn = {v := (τ1,τ2,...,τk; ∆Xτ1 ,∆Xτ2 ,...,∆Xτk), k ≤ n}. (2.11)
A sequeˆncia de controle o´tima v∗ com ate´ n intervenc¸o˜es e´ determinada pela minimizac¸a˜o na
classe Vn da func¸a˜o custo Jn
Jn(x) = inf
v∈Vn
Ex
[∫ T
0
e−αtr(Xt)dt+
n∑
i=1
e−ατic(Xτ−i ,∆Xτi)1{τi<T} + e
−αTφ(XT )1{T<∞}
]
, (2.12)
em que x, α, {τi} e T sa˜o definidos como anteriormente.
Os n problemas de parada o´tima iterados que convergem para a mesma soluc¸a˜o do controle
impulsional sa˜o descritos a seguir. Considere a func¸a˜o de custo terminal estendida, dada por
φ˜(X) =
{
φ(X), se X ∈ ∂X ,
de classe C2(X ), se X ∈ X ; (2.13)
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e defina o operador M : C2(X ) → C2(X ) tal que para φ˜ ∈ C2(X ) e qualquer x ∈ X , M e´
escrito como
M[φ˜](x) = inf
y∈X
{
c(x, y − x) + φ˜(y)
}
. (2.14)
Os problemas sucessivos de parada o´tima a serem resolvidos sa˜o formulados como
V 0(x) = Ex
[∫ T
0
e−αtr(Xt)dt+ e
−αT φ˜(XT )1{T<∞}
]
, (2.15)
e
V i(x) = inf
τ
Ex
[∫ τ
0
e−αtr(Xt)dt+ e
−ατM[V i−1](Xτ−)
]
, (2.16)
com i = 1, . . . ,n.
Conforme mencionado, o custo final V n obtido pelos n problemas de parada o´tima iterados e´
o mesmo do controle impulsional limitado a n intervenc¸o˜es, com uma restric¸a˜o sobre as func¸o˜es
r, φ eM[V i−1], como enunciado no Teorema 2.1 a seguir. Antes de enunciar o teorema, pore´m,
uma definic¸a˜o e´ necessa´ria.
Uma func¸a˜o h : Rk → R de crescimento polinomial satisfaz a propriedade de que existem
constantes C e m (dependentes de h) tais que
|h(x)| 6 C(1 + |x|m), ∀x ∈ Rk.
Teorema 2.1 Se r, φ e M[V i−1] sa˜o de crescimento polinomial para i = 1,2,..,n, enta˜o
V n = Jn.
As func¸o˜es r e φ sa˜o escolhidas de forma a satisfazer a condic¸a˜o de crescimento polinomial.
ComoM[V i−1] envolve o custo o´timo resultado da minimizac¸a˜o, em geral na˜o e´ poss´ıvel afirmar
que tenha crescimento polinomial. Na resoluc¸a˜o do problema, deve-se dar atenc¸a˜o a essa hipo´tese
para garantir que a soluc¸a˜o dos problemas de parada o´tima convirja a` soluc¸a˜o do controle
impulsional.
Esse teorema baseia-se no Teorema 7.2 de [7]. Sua demonstrac¸a˜o encontra-se na Sec¸a˜o 2.5
e e´ semelhante a` de [7], pore´m com custo descontado e visando o problema de minimizac¸a˜o do
custo em vez de maximizac¸a˜o de um lucro. Ale´m disso, o problema aqui abordado na˜o envolve
difusa˜o com saltos, simplificando os resultados. O mesmo vale para a demonstrac¸a˜o do lema
a seguir, baseado no Lema 7.1 de [7], que sera´ tambe´m apresentado na Sec¸a˜o 2.5. Esse lema
estabelece que (2.12) converge para a func¸a˜o custo (2.4) do problema de controle impulsional
com quantidade ilimitada de intervenc¸o˜es:
Lema 2.1 Se φ > 0, enta˜o
lim
n→∞
Jn(x) = J(x), ∀x ∈ X . (2.17)
A sec¸a˜o a seguir converte os problemas de parada o´tima iterados em uma sequeˆncia de de-
sigualdades variacionais, o que permitira´ a aplicac¸a˜o do me´todo nume´rico proposto no Cap´ıtulo
3 para soluc¸a˜o do problema.
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2.4 Descric¸a˜o por desigualdades variacionais
O operador parcial diferencial de segunda ordem A de um processo de difusa˜o de Itoˆ Xt
definido em Rn e homogeˆneo no tempo e´ definido por
Af(x) = lim
t↓0
Ex[f(Xt)]− f(x)
t
, x ∈ Rn. (2.18)
O operador A e´ chamado gerador do processo Xt e o conjunto de func¸o˜es f : R
n → R para as
quais o limite existe para todo x ∈ Rn e´ denotado por DA e consiste no domı´nio do gerador.
Para um processo de difusa˜o dado pela equac¸a˜o (2.1) e f ∈ C20(Rn), tem-se que f ∈ DA e
Af(x) =
∑
i
bi(x)
∂f
∂xi
+
1
2
∑
i,j
(σσT )i,j(x)
∂2f
∂xi∂xj
. (2.19)
Teorema 2.2 [8] Seja f ∈ C20(Rn) e τ um tempo de parada tal que Ex[τ ] <∞. Enta˜o
Ex[f(Xτ )] = f(x) + E
x
[∫ τ
0
Af(Xs)ds
]
. (2.20)
Essa expressa˜o e´ conhecida como fo´rmula de Dynkin. E´ interessante ressaltar que se τ e´
escolhido como o instante da primeira sa´ıda de um conjunto limitado, enta˜o Ex[τ ] <∞ e (2.20)
pode ser aplicada para qualquer func¸a˜o f ∈ C20.
Uma generalizac¸a˜o da fo´rmula de Dynkin pode ser usada para abranger func¸o˜es que tenham
uma dependeˆncia direta do tempo. A integral que aparece em (2.20) passa a operar sobre um
diferencial d(.) da func¸a˜o. Assim, para o caso particular em que f(t,Xt) = e
−αtV (Xt), com
V ∈ C20(X ), obte´m-se
Ex[e−ατV (Xτ )] = e
−α·0V (x) + Ex
[∫ τ
0
d(e−αsV (Xs))ds
]
.
= V (x) + Ex
[∫ τ
0
∂
∂s
(
e−αsV (Xs)
)
+ e−αsAV (Xs)ds
]
.
= V (x) + Ex
[∫ τ
0
e−αs(−αV (Xs) + AV (Xs))ds
]
. (2.21)
Dessa forma, aplicando (2.21) para um tempo de parada τ que coincida com uma intervenc¸a˜o
e considerando que o processo e´ apenas cont´ınuo a` direita,
V (x) = Ex
[∫ τ
0
e−αs(αV (Xs)− AV (Xs))ds+ e−ατV (Xτ−)
]
. (2.22)
Da equac¸a˜o do problema de parada o´tima iterado (2.16), percebe-se que V i(x) 6M[V i−1](x)
para todo x ∈ X , pois quando Xτ− = x tem-se a igualdade V i(Xτ−) = M[V i−1](Xτ−) e para
qualquer τ o´timo diferente do instante inicial, a desigualdade estrita deve ser satisfeita para que
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o mı´nimo na˜o ocorra exatamente no estado inicial x. Substituindo M[V i−1](Xτ−) em (2.16),
obte´m-se
V i(x) = inf
τ
Ex
[∫ τ
0
e−αtr(Xt)dt+ e
−ατV i(Xτ−)
]
(2.23)
6 Ex
[∫ τ
0
e−αtr(Xt)dt+ e
−ατV i(Xτ−)
]
. (2.24)
Empregando (2.22) com V = V i em (2.24), obte´m-se
Ex
[∫ τ
0
e−αs
(
AV i(Xs)− αV i(Xs) + r(Xs)
)
ds
]
> 0 (2.25)
Como V i, AV i e r sa˜o func¸o˜es cont´ınuas e a desigualdade deve valer para qualquer tempo
de parada τ , e´ poss´ıvel reescrever (2.25) dividindo-se por τ e calculando o limite da expressa˜o
quando τ → 0+ [32]. Isso resulta em
AV i(X0)− αV i(X0) + r(X0) > 0. (2.26)
Obte´m-se, enta˜o, o seguinte resultado:
Lema 2.2 Se V i(x) ∈ C2(X ) e´ soluc¸a˜o do problema de parada o´tima em (2.16), enta˜o ela
satisfaz
V i(x) 6M[V i−1](x), (2.27a)
ou
AV i(x)− αV i(x) + r(x) > 0, (2.27b)
sendo (2.27a) ou (2.27b) satisfeita com igualdade para todo x ∈ X e com V i(x) = φ(x), para
todo x ∈ ∂X . Isso e´ va´lido para i = 1, . . . ,n e V 0(x) e´ dado por (2.15).
Observac¸a˜o 1 Note que (2.27) determina regio˜es de comportamentos distintos. Defina D =
{x ∈ X ;V i(x) < M[V i−1]} e note que Dc ∪ D = X¯ . Enquanto o processo encontra-se no
interior de D, ele evolui livremente e na˜o ocorrem intervenc¸o˜es, por isso D e´ chamada regia˜o
de continuac¸a˜o. Em Dc intervenc¸o˜es devem ocorrer e, em geral, o processo e´ transferido de
volta a` regia˜o de continuidade D.
A deduc¸a˜o acima mostra que o problema de parada o´tima da i-e´sima iterac¸a˜o pode ser
convertido nas desigualdades variacionais dadas por (2.27), mas na˜o garantem que qualquer
soluc¸a˜o desse sistema seja soluc¸a˜o do problema de parada o´tima. O teorema a seguir, baseado
no Teorema 10.4.1 de [8], estabelece as condic¸o˜es para que isso seja verdade.
Teorema 2.3 a) Suponha que seja poss´ıvel encontrar uma func¸a˜o Ψ : X¯ → R que satisfac¸a
a`s seguintes condic¸o˜es:
2.4. Descric¸a˜o por desigualdades variacionais 16
1. Ψ ∈ C1(X ) ∩ C(X¯ );
2. Ψ 6M[V i−1] em X , M[V i−1] ∈ C2(X ), e lim
t→T−
Ψ(Xt) = φ(XT )1{T<∞} q.c.
Ale´m disso, seja D = {x ∈ X ; Ψ(x) <M[V i−1](x)}. Supo˜e-se que
3. Xt na˜o permanece na fronteira ∂D q.c., ou seja,
Ex
[∫ T
0
1∂D(Xt)dt
]
= 0, ∀x ∈ X ;
4. ∂D e´ uma superf´ıcie de Lipschitz, isto e´, para X ∈ Rk, ∂D e´ localmente o grafo de uma
func¸a˜o h : Rk−1 → R tal que existe K <∞ com
|h(x)− h(y)| 6 K|x− y|, ∀x, y;
5. Ψ ∈ C2(X\∂D) e as derivadas de segunda ordem de Ψ sa˜o localmente limitadas pro´ximo
a ∂D;
6. AΨ− αΨ+ r > 0 em Dc.
Enta˜o,
Ψ(x) 6 V i(x), ∀x ∈ X ,
em que V i(x) e´ o custo do i-e´simo problema de parada o´tima, apresentado em (2.16).
b) Suponha, ainda, que
7. AΨ− αΨ+ r = 0 em D;
8. τD := inf{t > 0;Xt /∈ D} <∞ q.c. em Qx, isto e´, na lei de probabilidade de Xt iniciando-
se em x, para todo x ∈ X ;
9. a famı´lia {Ψ(Xτ−); τ 6 τD,τ ∈ T }, em que T e´ o conjunto de todos os tempos de parada
menores que o tempo final T , e´ uniformemente integra´vel com respeito a Qx, para todo
x ∈ X .
Enta˜o obte´m-se
Ψ(x) = V i(x) = inf
τ∈T
Ex
[∫ τ
0
e−αtr(Xt)dt+ e
−ατM[V i−1](Xτ−)
]
, ∀x ∈ X , (2.28)
e τD e´ um tempo de parada o´timo para esse problema.
Como visto no Teorema 2.1, o n-e´simo problema de parada o´tima tem custo V n igual ao
custo do controle impulsional limitado a n intervenc¸o˜es Jn e este converge para o custo do
controle impulsional sem limite de intervenc¸o˜es, J , conforme o Lema 2.1. Ja´ o Teorema 2.3
mostra que a soluc¸a˜o das desigualdades variacionais e´ equivalente a` soluc¸a˜o do problema de
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parada o´tima. Ale´m disso, baseado no Teorema 6.2 de [7], a func¸a˜o Ψ converge para a func¸a˜o
custo de controle impulsional J se modificarmos a condic¸a˜o 2 para
2’. Ψ 6M[Ψ] em X e lim
t→T−
Ψ(Xt) = φ(XT )1{T<∞} q.c.
e acrescentarmos as condic¸o˜es
10. Ex
[
|Ψ(Xτ )|+
∫ T
0
|AΨ(Xt)|dt
]
<∞ para todo τ ∈ T , x ∈ X .
11. ∆̂X ∈ Argmin{c(x,.)+Ψ(Γ(x,.))} ∈ G existe para todo x ∈ X e e´ uma selec¸a˜o mensura´vel
de Borel. Ale´m disso, τˆ0 = 0 e define-se vˆ = (τˆ1,τˆ2,...; ∆̂X1,∆̂X2,...) indutivamente por
τˆi+1 = inf{t > τˆi;X(vˆi)t /∈ D} ∧ T e ∆̂X i+1 = X(vˆi)τˆi+1 −X
(vˆi)
τˆ−i+1
, em que X(vˆi) e´ o resultado da
aplicac¸a˜o da sequeˆncia vˆi = (τˆ1,...,τˆi; ∆̂X1,...,∆̂X i) em X.
12. vˆ ∈ V e a famı´lia {Ψ(X(vˆ)τ ); τ ∈ T } e´ uniformemente integra´vel.
Com as condic¸o˜es 1– 6 e 10 (e 2’ no lugar de 2), demonstra-se que
Ψ(x) 6 J(x), ∀x ∈ X ,
e as demais condic¸o˜es sa˜o necessa´rias para demonstrar a igualdade.
As hipo´teses do Lema 2.2 e do Teorema 2.3, juntamente com 2’ e 10–12, garantem a cor-
respondeˆncia entre a soluc¸a˜o do problema de controle impulsional e a soluc¸a˜o iterada das de-
sigualdades variacionais. Algumas delas sa˜o de dif´ıcil verificac¸a˜o, como a hipo´tese de suavidade
dos custos o´timos obtidos via otimizac¸a˜o (Lema 2.2 e hipo´teses 1,2 e 5 do Teorema 2.3). Outra
questa˜o dif´ıcil de verificar a priori sa˜o as condic¸o˜es 4 e 8 do Teorema 2.3, sobre a regia˜o D,
tambe´m resultado da otimizac¸a˜o. Deve-se observar se as soluc¸o˜es das desigualdades variacionais
satisfazem essas hipo´teses e assim resolvem o problema original de controle impulsional.
Para resolver as desigualdades variacionais (2.27), e´ necessa´rio usar uma discretizac¸a˜o no
espac¸o de estados e obter a soluc¸a˜o de um problema associado aproximado. Com esse intuito,
essa dissertac¸a˜o propo˜e a utilizac¸a˜o do me´todo Discretizac¸a˜o do Valor Me´dio (MVS - Mean
Value Scheme), que sera´ descrito no cap´ıtulo a seguir.
2.5 Demonstrac¸o˜es dos Teoremas 2.1 e 2.3 e do Lema 2.1
Esses resultados foram baseados em teoremas e lemas apresentados em [7] e [8], no entanto
aqui utiliza-se um fator de desconto e a otimizac¸a˜o envolve a minimizac¸a˜o de um custo em vez
da maximizac¸a˜o de um lucro. Ale´m disso, aqui a modelagem na˜o envolve difusa˜o com saltos,
diferentemente do que se usa em [7]. Dessa forma, as demonstrac¸o˜es para os resultados dessa
dissertac¸a˜o sa˜o consideravelmente diferentes das mostradas nessas refereˆncias e sa˜o apresentadas
nesta sec¸a˜o.
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2.5.1 Demonstrac¸a˜o do Teorema 2.1
Conforme o Teorema 2.1, enunciado na sec¸a˜o 2.3, o custo final V n obtido pelos n problemas
de parada o´tima iterados e´ o mesmo do controle impulsional limitado a n intervenc¸o˜es, desde
que r, φ eM[V i−1] sejam de crescimento polinomial para i = 1,2,..,n. A demonstrac¸a˜o a seguir
baseia-se na prova do Teorema 7.2 de [7].
Demonstrac¸a˜o:
Para fazer essa demonstrac¸a˜o, e´ necessa´ria a utilizac¸a˜o de um princ´ıpio da programac¸a˜o
dinaˆmica, ou princ´ıpio de Bellman, (Lema 7.3 e Corola´rio 7.4, [7]).
Lema 2.3 Suponha que G e´ uma func¸a˜o de crescimento polinomial e T e´ o conjunto de todos
os tempos de parada menores que o tempo final T . Defina
ψ(x) = inf
τ∈T
Ex
[∫ τ
0
e−αsf(Xs)ds+ e
−ατG(Xτ )1{T<∞}
]
. (2.29)
(a) Enta˜o para todos os tempos de parada finitos β tem-se
ψ(x) = inf
τ∈T
Ex
[∫ τ∧β
0
e−αsf(Xs)ds+ e
−ατG(Xτ )1{τ6β} + e
−αβψ(Xβ)1{τ>β}
]
. (2.30)
(b) Para ǫ > 0, define-se
D(ǫ) = {x ∈ X ;ψ(x) < G(x)− ǫ}
e
τ (ǫ) = inf{t > 0;X(t) /∈ D(ǫ)}.
Enta˜o, se β e´ um tempo de parada finito tal que β 6 τ (ǫ) para algum ǫ > 0, tem-se
ψ(x) = Ex
[∫ β
0
e−αsf(Xs)ds+ e
−αβψ(Xβ)
]
. (2.31)
Um resultado importante deste lema que sera´ usado na demonstrac¸a˜o do Teorema 2.1 e´
enunciado a seguir:
Corola´rio 2.1 (a) Para cada tempo de parada τ ∈ T dado, o processo
U(t) :=
∫ t∧τ
0
e−αsf(Xs)ds+ e
−α(t∧τ)ψ(Xt∧τ ), t > 0
e´ um submartingal (vide Apeˆndice A). Em particular, se τ1, τ2 sa˜o tempos de parada finitos e
τ1 6 τ2 6 T , enta˜o
Ex[e−ατ1ψ(Xτ1)] 6 E
x
[∫ τ2
τ1
e−αsf(Xs)ds+ e
−ατ2ψ(Xτ2)
]
.
(b) Para ǫ > 0, τ (ǫ) definido como no Lema 2.3(b) e β1, β2 tempos de parada finitos tal que
β1 6 β2 6 τ
(ǫ). Enta˜o
Ex[e−αβ1ψ(Xβ1)] = E
x
[∫ β2
β1
e−αsf(Xs)ds+ e
−αβ2ψ(Xβ2)
]
.
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Inicialmente, note da equac¸a˜o do problema de parada o´tima iterado (2.16) que
V n−i(x) 6M[V n−i−1](x), se n− i > 1 (2.32)
e isso vale para todo x ∈ X , bastando tomar o valor τ = 0 em (2.16).
Escolhe-se uma sequeˆncia de controle admiss´ıvel vn = (τ1,τ2,...,τn; ∆Xτ1 ,∆Xτ2 ,...,∆Xτn), com
τn 6 T e τn+1 = T . Se Xt representa o estado no tempo t de um processo submetido a esse
controle, o Corola´rio 2.1(a) aplicado no custo do (n− i)-e´simo problema de parada o´tima resulta
em
Ex[e−ατiV n−i(Xτi)] 6 E
x
[∫ τi+1
τi
e−αtf(Xt)dt+ e
−ατi+1V n−i
(
Xτ−i+1
)]
. (2.33)
Da definic¸a˜o do operador M, (2.14), segue que
M[V n−i−1](Xτ−i+1) 6 c(Xτ−i+1 ,∆Xτi+1) + V
n−i−1(Xτi+1), para τi+1 < T. (2.34)
Combinando (2.33)–(2.34),
Ex[e−ατiV n−i(Xτi)] 6 E
x
[∫ τi+1
τi
e−αtf(Xt)dt+ e
−ατi+1c(Xτ−i+1 ,∆Xτi+1)1{τi+1<T}
+ e−ατi+1V n−i−1(Xτi+1)
)]
, (2.35)
para i = 0,1,...,n− 1, com τ0 = 0. Somando (2.35) de i = 0 a i = n− 1, obte´m-se
n−1∑
i=0
Ex[e−ατiV n−i(Xτi)− e−ατi+1V n−i−1(Xτi+1)] 6 Ex
[∫ τn
0
e−αtf(Xt)dt
+
n∑
i=1
e−ατic(Xτ−i ,∆Xτi)1{τi<T}
]
(2.36)
e, portanto,
Ex[e−α0V n(X0)− e−ατnV 0(Xτn)] 6 Ex
[∫ τn
0
e−αtf(Xt)dt
+
n∑
i=1
e−ατic(Xτ−i ,∆Xτi)1{τi<T}
]
. (2.37)
Ale´m disso, tem-se que
Ex[V n(X0)] = V
n(x) (2.38)
e, usando a propriedade forte de Markov, a lei das esperanc¸as iteradas (vide Apeˆndice A) e pelo
fato que τn 6 T ,
Ex[e−ατnV 0(Xτn)] = E
x
[
EXτn
[∫ T
0
e−α(t+τn)f(Xt)dt+ e
−α(T+τn)φ(XT )1{T<∞}
]]
= Ex
[∫ T
τn
e−αtf(Xt)dt+ e
−αTφ(XT )1{T<∞}
]
(2.39)
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Substituindo (2.39) e (2.38) em (2.37),
V n(x) 6 Ex
[∫ T
0
e−αtf(Xt)dt+
n∑
i=1
e−ατic(Xτ−i ,∆Xτi)1{τi<T} + e
−αTφ(XT )1{T<∞}
]
= J (vn)(x), (2.40)
em que J (vn)(x) representa o valor esperado do funcional de custo no ca´lculo do custo o´timo
Jn(x) do controle impulsional limitado a n intervenc¸o˜es, (2.12) para uma sequeˆncia vn ∈ Vn
qualquer. Como a sequeˆncia vn ∈ Vn escolhida foi arbitra´ria, conclui-se que
V n(x) 6 inf{J (vn)(x); vn ∈ Vn} = Jn(x). (2.41)
Para obter a desigualdade oposta, escolhe-se ǫ > 0 e define-se uma sequeˆncia crescente de
tempos de parada 0 = τˆ0 < τˆ1 < ... < τˆn como se segue.
Para i = 1,2,...,n, define-se
D
(ǫ)
i = {x ∈ X ;V i(x) <M[V i−1](x)− ǫ}
e
τˆ1 = inf{t > 0;X(0)t /∈ D(ǫ)n },
em que X
(0)
t = Xt e´ o processo sem intervenc¸o˜es. Enta˜o escolha ∆̂X1 = ∆X
1
τˆ−1
, com ∆X
1
t
ǫ-o´timo para V n−1, no sentido de que
M[V n−1](x) > c(x,∆X1t ) + V n−1(Γ(x,∆X
1
t ))− ǫ. (2.42)
Iterativamente, define-se
τˆi+1 = inf{t > τˆi;X(i)t /∈ D(ǫ)n−i},
em que X
(i)
t e´ o processo obtido aplicando a sequeˆncia de controle vˆi = (τˆ1,...,τˆi; ∆̂X1,...,∆̂X i)
e ∆̂X i = ∆X
i
τˆ−i
, com ∆X
i
t ǫ-o´timo para V
n−i−1, no sentido de que
M[V n−i−1](x) > c(x,∆X i+1t ) + V n−i−1(Γ(x,∆X
i+1
t ))− ǫ. (2.43)
Agora procede-se de forma ana´loga aos passos (2.33)–(2.40), para a sequeˆncia de controle
vˆ = (τˆ1,...,τˆn; ∆̂X1,...,∆̂Xn).
Pelo Corola´rio 2.1(b), tem-se
Ex[e−ατˆiV n−i(Xτˆi)] = E
x
[∫ τˆi+1
τˆi
e−αtf(Xt)dt+ e
−ατˆi+1V n−i
(
Xτˆ−i+1
)]
. (2.44)
Como para ocorrer uma intervenc¸a˜o no instante τˆi+1 e´ necessa´rio que Xτˆ−i+1 /∈ D
(ǫ)
n−i, deduz-se
que
V n−i(Xτˆ−i+1) >M[V
n−i−1](Xτˆ−i+1)− ǫ. (2.45)
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Usando (2.43) para o processo X obtido aplicando-se a sequeˆncia vˆ, tem-se
M[V n−i−1](Xτˆ−i+1) > c(Xτˆ−i+1 , ∆̂X i+1) + V
n−i−1(Xτˆi+1)− ǫ, para τi+1 < T. (2.46)
Combinando (2.44)–(2.46),
Ex[e−ατˆiV n−i(Xτˆi)] > E
x
[∫ τˆi+1
τˆi
e−αtf(Xt)dt+ e
−ατˆi+1c(Xτˆ−i+1 , ∆̂X i+1)1{τˆi+1<T}
+ e−ατˆi+1V n−i−1(Xτˆi+1)
)]− 2ǫ, (2.47)
Somando (2.47) de i = 0 a i = n− 1, resulta em
V n(x) > Ex
[∫ τˆn
0
e−αtf(Xt)dt+
n∑
i=1
e−ατˆic(Xτˆ−i , ∆̂X i)1{τˆi<T} + e
−ατˆnV 0(Xτˆn)
]
− 2nǫ, (2.48)
Substituindo (2.39) em (2.48),
V n(x) > Ex
[∫ T
0
e−αtf(Xt)dt+
n∑
i=1
e−ατˆic(Xτˆ−i , ∆̂X i)1{τˆi<T} + e
−αTφ(XT )1{T<∞}
]
− 2nǫ
= J (vˆn)(x)− 2nǫ, (2.49)
Como ǫ foi arbitrariamente escolhido, deduz-se que
V n(x) > inf{J (vn)(x); vn ∈ Vn} = Jn(x). (2.50)
Combinando (2.50) com (2.41), obte´m-se a demonstrac¸a˜o do Teorema 2.1.
2.5.2 Demonstrac¸a˜o do Lema 2.1
O Lema 2.1, apresentado na sec¸a˜o 2.3, enuncia que o custo o´timo do problema de controle
impulsional limitado a n intervenc¸o˜es Jn(x), definido em (2.12), tende para o custo o´timo com
nu´mero ilimitado de intervenc¸o˜es J(x), definido em (2.4), quando n → ∞. A demonstrac¸a˜o a
seguir esta´ baseada na prova do Lema 7.1 de [7].
Demonstrac¸a˜o:
Note que Vn ⊆ Vn+1 ⊆ V para todo n, isto e´, todas as sequeˆncias de controle poss´ıveis em
Vn pertencem a Vn+1, ale´m de outras sequeˆncias, o que pode resultar em um custo o´timo Jn+1
menor do que Jn. Dessa forma, Jn(x) > Jn+1(x) > J(x). A desigualdade oposta pode ser obtida
como sera´ visto a seguir.
Denotando o valor esperado em (2.4) por J (v)(x), o valor esperado em (2.12) por J (vn)(x), o
tempo final utilizando-se a sequeˆncia de controle v por T (v) e supondo J(x) > −∞, para cada
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ǫ > 0 existe uma sequeˆncia de controle v ∈ V tal que
J (v)(x) = Ex
[∫ T (v)
0
e−αtr(Xt)dt+
∞∑
i=1
e−ατic(Xτ−i ,∆Xτi)1{τi<T (v)}
+ e−αT
(v)
φ(XT (v))1{T (v)<∞}
]
6 J(x) + ǫ. (2.51)
Para n = 1,2,..., define-se a sequeˆncia obtida truncando-se v apo´s n intervenc¸o˜es como
vn = (τ1,τ2,...,τn,T ; ∆Xτ1 ,∆Xτ2 ,...,∆Xτn). O estado obtido para ambas as sequeˆncias e´ o mesmo
para todo t 6 τn, isto e´,
X
(vn)
t = X
(v)
t , ∀t 6 τn. (2.52)
Como, de (2.7), τj → T quase certamente quando j → ∞, as hipo´teses (2.8) e (2.9) esta-
belecem que existe n tal que
Ex
[∫ T (v)
τn
|e−αtr(X(v)t )|dt+
∫ T (vn)
τn
|e−αtr(X(vn)t )|dt
]
< ǫ, (2.53)
Ex
[
∞∑
i=n+1
∣∣e−ατic(X(v)
τ−i
,∆Xτi)1{τi<T (v)}
∣∣] < ǫ, (2.54)
em que T (vn) e´ o tempo final utilizando-se a sequeˆncia de controle truncada vn.
Ale´m disso, τn 6 T
(vn) e, por (2.7), τn → T (v) quase certamente quando n→∞, logo
lim
n→∞
T (vn) = T (v) q.c.
∴ 1{T (vn)<∞} → 1{T (v)<∞} q.c.
E´ poss´ıvel, enta˜o, escrever as igualdades:
lim inf
n→∞
1{T (vn)<∞} = lim sup
n→∞
1{T (vn)<∞} = 1{T (v)<∞} q.c. (2.55)
Utilizando (2.52), tem-se
lim sup
n→∞
J (vn)(x) = lim sup
n→∞
{
Ex
[∫ τn
0
+
∫ T (vn)
τn
e−αtr(X
(vn)
t )dt
+
n∑
i=1
e−ατic(X
(vn)
τ−i
,∆Xτi)1{τi<T (vn)} + e
−αT (vn)φ(X
(vn)
T (vn)
)1{T (vn)<∞}
]}
= lim sup
n→∞
{
Jv(x) + Ex
[∫ T (vn)
τn
e−αtr(X
(vn)
t )dt−
∫ T (v)
τn
e−αtr(X
(v)
t )dt
]
− Ex
[ ∞∑
i=n+1
e−ατic(X
(v)
τ−i
,∆Xτi)1{τi<T (v)}
]
+ Ex
[
e−αT
(vn)
φ(X
(vn)
T (vn)
)1{T (vn)<∞} − e−αT
(v)
φ(X
(v)
T (v)
)1{T (v)<∞}
]}
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Das propriedades do mo´dulo, tem-se que∫
f1dt−
∫
f2dt 6
∣∣∣∫ f1dt− ∫ f2dt∣∣∣ 6 ∣∣∣∫ f1dt∣∣∣+ ∣∣∣∫ f2dt∣∣∣ 6 ∫ ∣∣f1∣∣dt+ ∫ ∣∣f2∣∣dt
e
E[f3] 6 |E[f3]| 6 E[|f3|].
Utilizando essas propriedades e as expresso˜es (2.53) e (2.54), obte´m-se
lim sup
n→∞
J (vn)(x) 6 lim sup
n→∞
{
Jv(x) + Ex
[∫ T (vn)
τn
∣∣e−αtr(X(vn)t )∣∣dt+ ∫ T (v)
τn
∣∣e−αtr(X(v)t )∣∣dt]
+ Ex
[ ∞∑
i=n+1
∣∣−e−ατic(X(v)
τ−i
,∆Xτi)1{τi<T (v)}
∣∣]
+ Ex
[
e−αT
(vn)
φ(X
(vn)
T (vn)
)1{T (vn)<∞} − e−αT
(v)
φ(X
(v)
T (v)
)1{T (v)<∞}
]}
6 Jv(x) + 2ǫ+ lim sup
n→∞
Ex
[
e−αT
(vn)
φ(X
(vn)
T (vn)
)1{T (vn)<∞}
− e−αT (v)φ(X(v)
T (v)
)1{T (v)<∞}
]
(2.56)
Pelo Lema de Fatou (vide Apeˆndice A) e utilizando (2.55),
lim sup
n→∞
J (vn)(x) 6 Jv(x) + 2ǫ
+ Ex
[
lim sup
n→∞
(
e−αT
(vn)
φ(X
(vn)
T (vn)
)1{T (vn)<∞} − e−αT
(v)
φ(X
(v)
T (v)
)1{T (v)<∞}
)]
6 Jv(x) + 2ǫ+ Ex
[
lim sup
n→∞
((
e−αT
(vn)
φ(X
(vn)
T (vn)
)− e−αT (v)φ(X(v)
T (v)
)
)
1{T (vn)<∞}
)
+ lim sup
n→∞
(
e−αT
(v)
φ(X
(v)
T (v)
)
(
1{T (vn)<∞} − 1{T (v)<∞}
))]
Por hipo´tese, T (vn) → T (v) e a func¸a˜o φ e´ cont´ınua. Logo, pelo teorema da convergeˆncia
dominada de Lebesgue (vide Apeˆndice A),
Ex
[
lim sup
n→∞
((
e−αT
(vn)
φ(X
(vn)
T (vn)
)− e−αT (v)φ(X(v)
T (v)
)
)
1{T (vn)<∞}
)]
→ 0
e lim sup
n→∞
J (vn)(x) 6 Jv(x) + 2ǫ (2.57)
Assim, usando (2.51) e (2.57),
lim sup
n→∞
Jn(x) 6 lim sup
n→∞
J (vn)(x) 6 J(x) + 3ǫ. (2.58)
Como ǫ > 0 pode ser escolhido arbitrariamente pequeno, a demonstrac¸a˜o esta´ completa para
J(x) finito. Se J(x) = −∞, para cada M > −∞ existe v ∈ V tal que J (v)(x) 6M . Para ǫ = 1,
a expressa˜o (2.56) resulta em lim supn→∞ J
(vn)(x) 6 M + 2. Visto que M e´ arbitra´rio, isso
mostra que
lim sup
n→∞
Jn(x) 6 lim sup
n→∞
J (vn)(x) = −∞. (2.59)
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2.5.3 Demonstrac¸a˜o do Teorema 2.3
Conforme o Teorema 2.3, enunciado na sec¸a˜o 2.4, a soluc¸a˜o das desigualdades variacionais
(2.27) corresponde a` soluc¸a˜o de um problema do parada o´tima na iterac¸a˜o i, apresentado em
(2.16). A demonstrac¸a˜o a seguir baseia-se na prova do Teorema 10.4.1 de [8].
Demonstrac¸a˜o:
Usando os itens 1, 4 e 5 do teorema, e´ poss´ıvel encontrar uma sequeˆncia de func¸o˜es Ψj ∈
C2(X ) ∩ C(X¯ ), j = 1,2,..., tal que (vide Apeˆndice D de [8]):
(i) Ψj → Ψ uniformemente em subconjuntos compactos de X¯ quando j →∞.
(ii) AΨj − αΨj → AΨ − αΨ uniformemente em subconjuntos compactos de X\∂D quando
j →∞.
(iii) {AΨj − αΨj}∞j=1 e´ localmente limitada em X .
Seja {XR}∞R=1 uma sequeˆncia de conjuntos abertos limitados XR tal que X = ∪∞R=1XR. Fac¸a
TN = min(N, inf{t > 0;Xt /∈ ∪NR=1XR}). Seja τ 6 T um tempo de parada e x ∈ X , enta˜o, pela
fo´rmula de Dynkin,
Ex[e−α(τ∧TN )Ψj(Xτ∧TN )] = Ψj(x) + E
x
[∫ τ∧TN
0
e−αs(−αΨj(Xs) + AΨj(Xs))ds
]
. (2.60)
Usando (i)–(iii), o item 3 do teorema e o Teorema da Convergeˆncia Limitada (vide Apeˆndice
A),
Ψ(x) = lim
j→∞
Ex
[∫ τ∧TN
0
e−αs(αΨj(Xs)− AΨj(Xs))ds+ e−α(τ∧TN )Ψj(Xτ∧TN )
]
. (2.61)
= Ex
[∫ τ∧TN
0
e−αs(αΨ(Xs)− AΨ(Xs))ds+ e−α(τ∧TN )Ψ(Xτ∧TN )
]
. (2.62)
Dos itens 2, 3 e 6 do teorema,
Ψ(x) 6 Ex
[∫ τ∧TN
0
e−αsr(Xt)ds+ e
−α(τ∧TN )M[V i−1](Xτ∧TN )
]
. (2.63)
Pelo Lema de Fatou e (2.8) e considerando a famı´lia {M[V i−1](Xτ ); τ tempo de parada, τ 6
T} uniformemente integra´vel com respeito a Qx para todo x ∈ Rk, tem-se
Ψ(x) 6 lim inf
N→∞
Ex
[∫ τ∧TN
0
e−αsr(Xt)ds+ e
−α(τ∧TN )M[V i−1](Xτ∧TN )
]
6 Ex
[∫ τ
0
e−αsr(Xs)ds+ e
−ατM[V i−1](Xτ )
]
. (2.64)
Como τ 6 T e´ arbitra´rio, conclui-se que
Ψ(x) 6 V i(x), ∀x ∈ X , (2.65)
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o que prova a parte a) do teorema.
Se x /∈ D, enta˜o Ψ(x) =M[V i−1](x) > V i(x) por (2.27a), enta˜o de (2.65) tem-se
Ψ(x) = V i(x) e τ ∗ = τ ∗(x,ω) := 0 e´ o´timo para x /∈ D. (2.66)
Para completar a prova, agora supo˜e-se que x ∈ D. Define-se uma sequeˆncia crescente de
conjuntos abertos {Dk}∞k=1 tal que Dk ⊂ D, Dk e´ compacto e D = ∪∞k=1Dk. Fac¸a τk = inf{t >
0;Xt /∈ Dk}, k = 1,2,.... Pela fo´rmula de Dynkin e pelo item 7 do teorema e das condic¸o˜es
(i)–(iii), tem-se que, para x ∈ Dk,
Ψ(x) = lim
j→∞
Ψj(x)
= lim
j→∞
Ex
[∫ τk∧TN
0
e−αs(αΨj(Xs)− AΨj(Xs))ds+ e−α(τk∧TN )Ψj(Xτk∧TN )
]
= Ex
[∫ τk∧TN
0
e−αs(αΨ(Xs)− AΨ(Xs))ds+ e−α(τk∧TN )Ψ(Xτk∧TN )
]
= Ex
[∫ τk∧TN
0
e−αsr(Xs)ds+ e
−α(τk∧TN )Ψ(Xτk∧TN )
]
, (2.67)
pelo Teorema da Convergeˆncia Limitada.
Pela integrabilidade nume´rica e pelos itens 2 e 8 do teorema, obte´m-se
Ψ(x) = lim
N,k→∞
Ex
[∫ τk∧TN
0
e−αsr(Xs)ds+ e
−α(τk∧TN )Ψ(Xτk∧TN )
]
= Ex
[∫ τD
0
e−αsr(Xs)ds+ e
−ατDΨ(XτD)
]
= Ex
[∫ τD
0
e−αsr(Xs)ds+ e
−ατDM[V i−1](XτD)
]
(2.68)
De (2.16), por otimalidade,
Ψ(x) > V i(x) (2.69)
Conclui-se, portanto, que
Ψ(x) = V i(x)∀x ∈ X (2.70)
e o tempo de parada o´timo e´ dado por
τ ∗ =
{
0, se x /∈ X
τD, se x ∈ X (2.71)
Capı´tulo 3
Discretizac¸a˜o do Valor Me´dio
Conforme ja´ mencionado, essa dissertac¸a˜o propo˜e a utilizac¸a˜o da Discretizac¸a˜o do Valor
Me´dio para resolver as desigualdades variacionais (2.27) apresentadas na sec¸a˜o 2.4. Este me´todo,
conhecido pela sigla MVS (do ingleˆs, Mean Value Scheme), sera´ descrito com mais detalhes na
sec¸a˜o 3.2. Ele e´ usado para obter numericamente a soluc¸a˜o de problemas de valor de contorno
do tipo Dirichlet envolvendo a equac¸a˜o de Helmholtz. A sec¸a˜o 3.1 apresenta uma classificac¸a˜o
de equac¸o˜es diferenciais parciais de segunda ordem e o problema de Dirichlet. Na sec¸a˜o 3.3
sa˜o apresentadas transformac¸o˜es que permitem que a desigualdade (2.27b) seja escrita na forma
padra˜o para usar o MVS e algumas particularidades da aplicac¸a˜o do me´todo ao VASPS sa˜o
comentadas na sec¸a˜o 3.4.
3.1 Classificac¸a˜o de equac¸o˜es diferenciais parciais
Seja X¯ uma regia˜o fechada em Rn, composta pela regia˜o aberta X e sua fronteira ∂X . Defina
uma func¸a˜o u : X¯ → R e considere a equac¸a˜o diferencial parcial linear dada por
n∑
i,j=1
aij
∂2u
∂xi∂xj
+
n∑
i=1
bi
∂u
∂xi
+ cu = d, (3.1)
em que aij, bi, c e d sa˜o constantes. Admite-se que a matriz dos coeficientes aij e´ sime´trica.
A equac¸a˜o (3.1) e´ dita el´ıptica se todos os autovalores da matriz dos coeficientes aij forem
na˜o nulos e tiverem o mesmo sinal. Se os autovalores forem diferentes de zero e apenas um tiver
o sinal diferente, enta˜o a equac¸a˜o e´ do tipo hiperbo´lica normal, ou simplesmente hiperbo´lica.
Se eles forem na˜o nulos e tiver pelo menos dois de cada sinal, enta˜o a equac¸a˜o e´ chamada
ultra-hiperbo´lica. Por fim, se pelo menos um dos autovalores for nulo, enta˜o a equac¸a˜o e´
parabo´lica, [33].
Para o caso de duas varia´veis, a equac¸a˜o diferencial e´ escrita como
auxx + 2buxy + cuyy + dux + euy + gu = f (3.2)
e a classificac¸a˜o resulta que:
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• se b2− ac < 0, a equac¸a˜o e´ el´ıptica e uma transformac¸a˜o de varia´veis pode leva´-la a` forma
canoˆnica uξξ + uηη + h(uξ,uη,u) = 0;
• se b2 − ac > 0, a equac¸a˜o e´ hiperbo´lica e a forma canoˆnica e´ uξξ − uηη + h(uξ,uη,u) = 0;
• se b2 − ac = 0, a equac¸a˜o e´ parabo´lica e uma transformac¸a˜o de varia´veis pode leva´-la a`
forma canoˆnica uξξ + h(uξ,uη,u) = 0,
em que h(uξ,uη,u) representa uma func¸a˜o que envolva apenas termos de u e de suas derivadas
de primeira ordem, sem nenhuma derivada de segunda ordem.
O me´todo da Discretizac¸a˜o do Valor Me´dio busca a soluc¸a˜o para problemas de contorno
descritos por um tipo especial de equac¸a˜o el´ıptica, conhecida como equac¸a˜o de Helmholtz, que
tem a forma uξξ + uηη − λ2u = g, em que λ2 e´ uma constante positiva.
Para usar o MVS, a condic¸a˜o de contorno deve ser do tipo Dirichlet, isto e´, a soluc¸a˜o u da
equac¸a˜o diferencial parcial analisada tem que assumir na fronteira o valor de uma func¸a˜o dada.
Ale´m disso, o me´todo supo˜e que u ∈ C5(X ) ∩C0(X¯ ), em que C0(X¯ ) denota a classe de func¸o˜es
limitadas e cont´ınuas em X¯ e Ck(X ) e´ a classe de func¸o˜es cont´ınuas e com derivadas de ordem
k cont´ınuas. Deste modo, o MVS resolve problemas da forma, [34]:{
∆u(x)− λ2u(x) = f(x), x ∈ X ,
u(x) = φ(x), x ∈ ∂X , (3.3)
em que ∆u = uξξ + uηη representa o Laplaciano de u (soma das derivadas parciais de segunda
ordem).
Assume-se, ainda, que a condic¸a˜o ba´sica de existeˆncia de uma u´nica soluc¸a˜o e´ satisfeita, isto
e´, ∂X e´ uma regia˜o suave e φ ∈ C∞(X¯ ) [35].
3.2 Descric¸a˜o do me´todo
O me´todo MVS consiste em cobrir a regia˜o em que o problema esta´ definido por bolas e
aproximar localmente as integrais que aparecem na forma anal´ıtica. Para isso, utiliza-se uma
extensa˜o do teorema do valor me´dio de func¸o˜es harmoˆnicas aplicado em equac¸o˜es de Helmholtz,
por isso o nome dado ao me´todo. O espac¸o de estados e´ discretizado e coberto por bolas que se
sobrepo˜em. Cada ponto do espac¸o de estados e´ centro de uma bola e os pontos vizinhos per-
tencem a` circunfereˆncia desta bola [36]. A integral em cada bola e´ aproximada pela ponderac¸a˜o
dos valores da func¸a˜o nos no´s da sua circunfereˆncia. Neste trabalho, utilizou-se a rede quadrada
por sua simplicidade de implementac¸a˜o, [34], pore´m uma precisa˜o maior pode ser obtida com a
rede triangular, [31].
Na rede quadrada, o espac¸o de estados e´ convertido para a forma discreta de modo a obter
uma rede de N0 = N + 2 por M0 = M + 2 pontos, com distaˆncia r0 entre os no´s. O espac¸o de
estados discreto e´ enta˜o dado por
Sr := {(δj,hi) | hi = h0 + ir0, δj = δ0 + jr0; i = 0,...,N,N + 1 e j = 0,...,M,M + 1} . (3.4)
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Um no´ nesta rede e´ denotado por xi,j = (δj,hi) e podemos associar uma func¸a˜o discreta
fˆ : Sr → R a qualquer func¸a˜o real f : X¯ → R tal que fˆ = f(xi,j). Para uma rede quadrada
como em (3.4), cada no´ xi,j e´ o centro de uma bola aberta Br de raio r0 e a sobreposic¸a˜o das
bolas e´ tal que cada circunfereˆncia conte´m quatro no´s vizinhos. O nu´mero de pontos internos
e´ NM e para verificar se um ponto xi,j pertence ao interior e´ suficiente observar se a distaˆncia
para a fronteira ∂X e´ igual ou superior ao raio r0. Uma representac¸a˜o da cobertura do domı´nio
e´ mostrada na Fig. 3.1.
. . . . . . . . .
.........
. . . . . . . . .
.........
. . . . . . . . .
.........
. . . . . . . . .
0 r0
r0
2r0
2r0
Mr0
Nr0
(M + 1)r0
(N + 1)r0
· · ·
...
Br
Sr
Figura 3.1: Regia˜o coberta por bolas regulares para utilizac¸a˜o do MVS.
Cada bola aberta com raio r0 centrada no no´ interno xk e´ representada por Bk = Br(xk), k =
1,...,NM . As bolas sa˜o definidas de modo que B¯i ∈ X¯ , ∀i = 1,...,NM e, para todos os ı´ndices i
e j em que i 6= j, vale
Bi ∩Bj 6= ∅ ⇒ xi ∈ ∂Bj e xj ∈ ∂Bi.
Define-se, assim, uma cobertura parcial Q para X¯ , tal que Q = ∪iBi. O problema original
e´ aproximado pela soluc¸a˜o do problema de valor de contorno no domı´nio Q. Para obter o
resultado no domı´nio Q, tem-se como problema de partida a soluc¸a˜o em uma u´nica bola, que
faz uso da seguinte proposic¸a˜o:
Proposic¸a˜o 3.1 [34] Dada uma bola Br centrada no ponto x ∈ X e uma func¸a˜o Φ tal que na
circunfereˆncia ∂B tem-se θ → Φ(r0,θ) ∈ Lp2π para algum 1 6 p <∞, em que Lp2π e´ a classe de
func¸o˜es 2π−perio´dicas com norma [
1
2π
∫ π
−π
|f(θ)|pdθ
]1/p
.
O problema de valor na fronteira dado por{
∆u(x)− λ2u(x) = f(x), x ∈ Br,
u(x) = Φ(x), x ∈ ∂Br,
(3.5)
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tem soluc¸a˜o
u(s,θ) =
a0
2
I0(λs)
I0(λr0)
+
∞∑
n=1
In(λs)
In(λr0)
(ancos(nθ) + bnsen(nθ)), 0 6 s < r0,
em que {an}, n = 0,1,... e {bn}, n = 1,2,... sa˜o os coeficientes de Fourier da func¸a˜o Φ e In e´ a
func¸a˜o de Bessel modificada de n-e´sima ordem.
Como na formulac¸a˜o do MVS deseja-se calcular u no ponto central x = (δj,hi) que pertence
a` rede Sr, e´ necessa´rio considerar apenas o caso s = 0. Como In(0) = 0, ∀n 6= 0 e I0(0) = 1,
segue que
ui,j =
1
2πI0(λr0)
∫ 2π
0
Φ(r0,θ)dθ, (3.6)
em que I0, a func¸a˜o modificada de Bessel de ordem zero, pode ser representada pela se´rie
I0(x) =
∞∑
k=0
(x)2k
22k(k!)2
. (3.7)
O valor de Φ so´ e´ conhecido em quatro pontos da circunfereˆncia ∂Br, enta˜o utiliza-se o valor
nesses pontos para fazer uma aproximac¸a˜o nume´rica pelo me´todo dos trape´zios para a integral
em (3.6) [36].
De posse desse resultado, demonstra-se que a soluc¸a˜o do problema (3.3) definido no domı´nio
aproximado Q pode ser aproximada com precisa˜o O(r20) por [36]
Ui,j =
1
4I0(λr0)
{
Ui+1,j + Ui−1,j + Ui,j+1 + Ui,j−1 +
4fi,j
λ2
[1− I0(λr0)]
}
, (3.8)
Ao usar essa aproximac¸a˜o para todos os no´s internos da malha, obtemos um sistema de
equac¸o˜es que pode ser escrito em forma matricial como
AU = b,
em que a matriz A e´ determinada pelas conexo˜es internas e o vetor b pelas conexo˜es com a
fronteira e pela parte na˜o-homogeˆnea da equac¸a˜o de Helmholtz. Obte´m-se, enta˜o,
A =

C1 −I 0 ... 0
−I C2 −I ... 0
...
. . .
...
0 ... −I CM−1 −I
0 ... 0 −I CM
 (3.9)
e
b =

4f1,1
λ2
[1− I0(λr0)] + U1,0 + U0,1
4f2,1
λ2
[1− I0(λr0)] + U2,0
...
4fNM,NM
λ2
[1− I0(λr0)] + UN,M+1 + UN+1,M

, (3.10)
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em que I representa a identidade de dimensa˜o N ×N e
Cj =

4I0(λr0) −1 0 ... 0
−1 4I0(λr0) −1 ... 0
...
. . .
...
0 ... −1 4I0(λr0) −1
0 ... 0 −1 4I0(λr0)
 , j = 1,2,...,M.
3.3 Obtenc¸a˜o da equac¸a˜o de Helmholtz
Uma equac¸a˜o el´ıptica da forma (3.2) pode ser escrita na forma canoˆnica e convertida para
uma equac¸a˜o de Helmholtz por meio de algumas transformac¸o˜es [33]. Inicialmente, supo˜e-se
que a = 1, o que pode ser obtido por uma simples normalizac¸a˜o, e completa-se quadrados de
modo a evitar derivadas parciais cruzadas, resultando em(
∂
∂x
+ b
∂
∂y
)2
u+ γ2
∂2
∂y2
u+ d
∂
∂x
u+ e
∂
∂y
u+ gu = f. (3.11)
em que γ2 = (ac−b2) e´ sempre positivo para equac¸o˜es el´ıpticas. Essa equac¸a˜o pode ser reescrita
com a definic¸a˜o de novas varia´veis,
η =
y − bx
γ
, ξ = x, (3.12)
pois, como
∂
∂ξ
= 1 · ∂
∂x
+ b
∂
∂y
,
∂
∂η
= 0 · ∂
∂x
+ γ
∂
∂y
,
a equac¸a˜o transformada resulta em
∂2u
∂ξ2
+
∂2u
∂η2
+ d
∂u
∂ξ
+ ρ
∂u
∂η
+ gu = f, (3.13)
com ρ = (e− bd)/γ. Quando d, e e g sa˜o constantes, os termos diferenciais de primeira ordem
podem ser eliminados por meio da transformac¸a˜o
w(η,ξ) = eβ(η,ξ)u(η,ξ), β(η,ξ) =
dξ + ρη
2
. (3.14)
Com a utilizac¸a˜o da regra da cadeia em (3.14), podemos reescrever (3.13) em func¸a˜o de w
como uma equac¸a˜o de Helmholtz dada por
∆w(η,ξ)− λ2w(η,ξ) = eβ(η,ξ)f(η,ξ), (3.15)
em que
λ2 = −g + d
2 + ρ2
4
.
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3.4 Aplicac¸a˜o do MVS ao VASPS
A desigualdade (2.27b) na˜o esta´ na forma de Helmholtz, pore´m a aplicac¸a˜o das transfor-
mac¸o˜es descritas na sec¸a˜o 3.3 permite a conversa˜o para esse tipo de inequac¸a˜o.
Inicialmente, obte´m-se a expressa˜o do gerador infinitesimal para o VASPS, conforme apli-
cac¸a˜o da expressa˜o (2.19) no modelo do sistema dado por (2.2). O gerador obtido e´ dado
por
AV (x) =
1
Ar
δt
∂V
∂ht
+
1
2
σ21
∂2V
∂h2t
+
1
2
σ22
∂2V
∂δ2t
+ σ2c
∂2V
∂ht∂δt
, (3.16)
em que σ21, σ
2
2 e σ
2
c sa˜o os elementos (1,1), (2,2) e (1,2) da matriz de covariaˆncias σσ
T , que e´
uma matriz sime´trica.
Substituindo (3.16) em (2.27b), obte´m-se uma desigualdade el´ıptica. Utilizando o fato que
σ21 > 0, definem-se os coeficientes para a desigualdade
b =
σ2c
σ21
, γ2 =
σ22
σ21
−
(
σ2c
σ21
)2
,
d =
2δ
σ21Ar
, e = 0,
g = −2α
σ21
, f = − 2
σ21
r(x),
Obte´m-se, enta˜o,(
∂
∂h
+ b
∂
∂δ
)2
V + γ2
∂2
∂δ2
V + d
∂
∂h
V + e
∂
∂δ
V + gV > f. (3.17)
E´ importante ressaltar que (3.17) e´ el´ıptica somente se
γ2 =
σ22
σ21
−
(
σ2c
σ21
)2
> 0,
o que e´ o caso no modelo do VASPS, pois essa expressa˜o esta´ associada ao determinante da
matriz de covariaˆncias do movimento Browniano. Como o coeficiente de correlac¸a˜o entre duas
varia´veis, definido por
ρ12 :=
σ2c
σ11σ22
,
satisfaz sempre |ρ12| 6 1, percebe-se que o determinante de uma matriz de covariaˆncias e´ na˜o
negativo. Particularmente, para o VASPS usa-se movimentos brownianos na˜o correlacionados,
isto e´, σ2c = 0 e, portanto, o determinante e´ positivo.
Define-se Z¯ um espac¸o transformado tal que (3.12) realiza um mapeamento que transforma
cada par (δ,h) ∈ X¯ em um par (η,ξ) ∈ Z¯. Utilizando a transformac¸a˜o (3.14), a inequac¸a˜o (3.17)
pode ser convertida no formato de uma desigualdade de Helmholtz em Z¯, dado por
∆w − λ2w > eβf, (η,ξ) ∈ Z. (3.18)
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Para usar a transformac¸a˜o (3.14), e´ necessa´ria a hipo´tese de que d, e e g sejam constantes,
o que na˜o e´ verdade em geral, e particularmente no caso do VASPS, em que o modelo usado
resulta em um paraˆmetro d dependente de δ. Esta suposic¸a˜o, no entanto, e´ razoa´vel quando se
considera uma u´nica bola no MVS. Neste me´todo, os valores dessas func¸o˜es sa˜o aproximados
em cada bola pelo valor que assumem no respectivo centro.
Em um espac¸o transformado com rede quadrada como o da Fig. 3.1, as desigualdades
resultantes da aproximac¸a˜o em cada ponto zi,j da grade transformada podem ser expressas na
forma matricial, resultando na desigualdade linear AW 6 b, com A e b definidas como em (3.9),
(3.10). Nesta expressa˜o, W e´ um vetor cujos elementos sa˜o os valores aproximados no ponto
zi,j para o resultado w da transformac¸a˜o (3.14) aplicada na versa˜o discreta de V em Z.
No caso do VASPS, e´ poss´ıvel transformar o sistema de desigualdades variacionais (2.27),
discretizado como descrito, em um problema de programac¸a˜o linear. No sistema (2.27), pelo
menos uma das expresso˜es deve ser satisfeita com igualdade. Isso significa que se deseja obter o
maior vetor V k sujeito a`s restric¸o˜es (2.27a) e (2.27b). O sistema e´, enta˜o, convertido na seguinte
sequeˆncia de problemas de programac¸a˜o linear
max
∑
i,j
e−β(zij)W k(zij)
sujeito a AW k 6 b, em Z,
W k(zij) 6 e
β(zij)M[W k−1e−β](zij), zij ∈ Z¯,
(3.19)
k = 0, . . . ,n, i = 0,...,N,N + 1 e j = 0,...,M,M + 1, a` excec¸a˜o dos pares (i,j) dados por (0,0),
(0,M + 1), (N + 1,0) e (N + 1,M + 1). Note que W 0 e´ a func¸a˜o V 0 de (2.15) representada no
espac¸o transformado Z¯. Nesse problema de programac¸a˜o linear, uma das restric¸o˜es deve ser
satisfeita tambe´m na fronteira. O vetor de inco´gnitas deve, portanto, incluir os no´s de fronteira,
a` excec¸a˜o dos quatro no´s dos cantos, que na˜o pertencem a` regia˜o coberta pelas bolas. Tornou-se
necessa´rio expandir a matriz A e modificar o vetor b para criar a nova desigualdade matricial
A˜W 6 b˜, em que W conte´m tambe´m os elementos de fronteira. As matrizes expandidas sa˜o
mostradas no Apeˆndice B.
Quando d, e e g sa˜o constantes, o erro obtido usando a Discretizac¸a˜o do Valor Me´dio com rede
quadrada e´ de ordem O(r20). Apesar de essa ser a mesma ordem do erro obtido com o me´todo
tradicional de diferenc¸as finitas discretizado pela Discretizac¸a˜o no Valor Central, quando eles
sa˜o comparados observa-se uma melhora da precisa˜o no MVS. Ale´m disso, o MVS pode ser
usado com uma rede triangular [31] para reduzir a ordem do erro para O(r40). O efeito causado
por paraˆmetros varia´veis ainda na˜o foi quantificado, mas desde que o passo de discretizac¸a˜o r0
seja suficientemente pequeno, isso na˜o causa um grande incremento no erro. Como todas as
func¸o˜es sa˜o cont´ınuas, a hipo´tese de que os paraˆmetros sa˜o constantes em uma bola torna-se
mais irrelevante a` medida que o raio r0 e´ reduzido.
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Com a utilizac¸a˜o da formulac¸a˜o (3.19) foi poss´ıvel resolver o problema de controle do VASPS
e obter as regio˜es de intervenc¸a˜o e os estados de destino para diferentes func¸o˜es de risco e de
custo. O cap´ıtulo a seguir detalha os resultados obtidos.
Capı´tulo 4
Resultados Nume´ricos
Este cap´ıtulo apresenta os resultados de controle impulsional obtidos com diferentes func¸o˜es
de custo e de risco. Define-se, desta forma, o mapeamento da regia˜o de intervenc¸a˜o e dos
tamanhos o´timos de intervenc¸a˜o na frequeˆncia da bomba para cada combinac¸a˜o de func¸o˜es.
Esses resultados sa˜o apresentados na Sec¸a˜o 4.3. Antes, pore´m, apresenta-se na Sec¸a˜o 4.1 o
escalonamento no tempo, usado para regularizar a rede de discretizac¸a˜o, e os dados para as
simulac¸o˜es, descritos na Sec¸a˜o 4.2.
4.1 Escalonamento no tempo
Em uma simulac¸a˜o nume´rica utilizando o MVS, o espac¸o de estados tem que ser discretizado
em uma rede quadrada. Assim, se uma das varia´veis de estado possuir uma faixa de valores
muito maior que as outras, o nu´mero de no´s nessa dimensa˜o sera´ muito maior que nas demais.
Isso ocorre no VASPS, em que as faixas de variac¸a˜o do n´ıvel e do balanc¸o de vaza˜o representam
grandezas bem diferentes.
Para ter uma boa precisa˜o nas varia´veis de menor faixa, o nu´mero de no´s na outra varia´vel
pode se tornar muito grande, o que causa problemas computacionais. A forma encontrada para
solucionar essa dificuldade foi fazer um escalonamento no tempo, o que afeta a varia´vel balanc¸o
de vaza˜o, δ, pore´m na˜o influencia nos valores do n´ıvel, h. Como a variaˆncia do movimento
browniano e´ equivalente ao tempo decorrido desde o instante inicial, os processos utilizados para
modelar o ru´ıdo tambe´m sa˜o afetados. A seguir, uma descric¸a˜o mais detalhada do escalonamento
utilizado e´ apresentada.
Conforme mencionado, no modelo do VASPS sa˜o usados movimentos brownianos descor-
relacionados, isto e´, os coeficientes de desvio-padra˜o cruzados (σ12 e σ21) sa˜o nulos. Ale´m do
uso de ru´ıdos correlacionados ser desnecessa´rio, a transformac¸a˜o de estados do Cap´ıtulo 3, que
leva do espac¸o de estados X¯ ao espac¸o transformado Z¯, mapeia uma regia˜o retangular em outra
tambe´m retangular quando esses coeficientes sa˜o nulos, o que aumenta a convenieˆncia da es-
colha desse me´todo nume´rico. A utilizac¸a˜o de coeficientes σ11 e σ22 na˜o nulos e´ necessa´ria para
34
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que a equac¸a˜o (2.27b) seja el´ıptica e o MVS possa ser aplicado. Assim, as formas diferenciais
estoca´sticas que modelam o processo, apresentadas em (2.2), podem ser reescritas como dht =
1
Ar
δtdt+ σ11dB
1
t
dδt = σ22dB
2
t
(4.1)
Se for utilizada uma nova escala de tempo p, tal que
p =
t
T0
,
o sistema e´ reescrito como  dhp =
1
Ar
δpdp+ σ11
√
T0dB
1
p
dδp = σ22
√
T0dB
2
p
(4.2)
em que a relac¸a˜o entre as unidade de δt e δp e´ dada por
δt
[m3
s
]
↔ δp
[m3
T0s
]
.
O custo do controle impulsional, originalmente dado por (2.4), passa a ser expresso por
J(x) = inf
v∈V
Ex
[∫ T
0
e−αT0pr(Xp)T0dp+
∞∑
i=1
e−αT0τic(Xτ−i ,∆Xτi)1{τi<T} + e
−αT0Tφ(XT )1{T<∞}
]
,
(4.3)
pois o fator de desconto α tambe´m e´ afetado, tornando-se αT0, ale´m de dt = T0dp, de modo que
a nova func¸a˜o de risco vale T0r(Xp).
Com esse escalonamento e considerando as covariaˆncias cruzadas nulas, a nova desigualdade
diferencial que descreve o sistema, correspondente a (3.17), e´
∂2Vp
∂h2p
+
σ22
σ21
∂2Vp
∂δ2p
+
2δp
T0σ21Ar
∂Vp
∂hp
− 2α
σ21
Vp > − 2
σ21
r. (4.4)
Para que o nu´mero de linhas e colunas na rede quadrada seja o mesmo, o espac¸o transformado
definido no Cap´ıtulo 3, cujas varia´veis de estado sa˜o η e ξ, deve ter faixas de valores de mesmo
tamanho para as duas componentes, isto e´, deve satisfazer
∆ξp = ∆ηp, em que
{
∆ξp = ξmax(p)− ξmin(p)
∆ηp = ηmax(p)− ηmin(p). (4.5)
De (3.12), com b = 0, na escala de tempo original, isso equivale a
∆hp =
∆δp
γ
=
σ11
σ22
∆δp. (4.6)
Usando o fato que δp = T0δt, e´ poss´ıvel escolher T0 de modo a igualar o nu´mero de no´s nas
duas dimenso˜es do espac¸o transformado Z¯, como segue
∆ht =
σ11
σ22
T0∆δt ⇒ T0 = σ22∆ht
σ11∆δt
. (4.7)
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Com a aplicac¸a˜o desse fator de escala no tempo, tornou-se poss´ıvel fazer o ca´lculo do contro-
lador com equil´ıbrio na discretizac¸a˜o em cada dimensa˜o. Dessa forma, um requisito mı´nimo de
precisa˜o pode ser atendido sem que seja necessa´rio deixar uma das dimenso˜es com um nu´mero
muito grande de no´s, reduzindo o esforc¸o computacional. A seguir sa˜o descritos os dados uti-
lizados para fazer as simulac¸o˜es e posteriormente os resultados obtidos sa˜o apresentados.
4.2 Descric¸a˜o dos exemplos simulados
A Petrobras tem previsa˜o inicial de construc¸a˜o de dois VASPS, para os quais foram realizados
estudos de dimensionamento e das caracter´ısticas de operac¸a˜o. As dimenso˜es resultantes desses
estudos sa˜o mostradas na Figura 4.1 e foram utilizadas para o ca´lculo do controlador e nas
simulac¸o˜es presentes nessa dissertac¸a˜o.
Tubo de succ¸a˜o
de l´ıquido
Limite inferior
Limite superior
de n´ıvel
de n´ıvel
4m
5m
9m
(a) Corte longitudinal.
Tubo interno
da he´lice
Revestimento
de pressurizac¸a˜o Tubo externo da he´lice
22 pol
32 pol
40 pol
1,5 pol 0,75 pol
0,25 pol
(b) Sec¸a˜o transversal.
Figura 4.1: Dimenso˜es do VASPS.
Como mostrado na Figura 4.1(a), os 5m inferiores sa˜o ocupados pelo reservato´rio de areia e
de l´ıquido. O n´ıvel do l´ıquido na˜o pode ficar abaixo desse limite, pois a 4m do fundo encontra-se
o tubo de succ¸a˜o de l´ıquido, no qual deve somente entrar l´ıquido para na˜o danificar a bomba. O
controle do n´ıvel de l´ıquido deve manteˆ-lo no interior da faixa entre 5m e 9m, acima da qual a
eficieˆncia de separac¸a˜o comec¸a a ser prejudicada pela diminuic¸a˜o do comprimento u´til da he´lice.
Ale´m disso, como o l´ıquido no reservato´rio ocupa todo o duto externo do VASPS (revestimento
de pressurizac¸a˜o), a dimensa˜o considerada na simulac¸a˜o para a a´rea da sec¸a˜o transversal do
reservato´rio foi de um c´ırculo de 35 polegadas de diaˆmetro, subtraindo-se as paredes do tubo
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da he´lice. Essas medidas correspondem ao VASPS da Figura 4.1, cujo diaˆmetro externo e´ de 40
polegadas, mas exclui-se a espessura das paredes, correspondente a 5 polegadas.
Com relac¸a˜o a`s caracter´ısticas de operac¸a˜o, as simulac¸o˜es preveem uma variac¸a˜o de vaza˜o
de entrada de 335m3/d em ciclos de 2,2 minutos. Esse valor de variac¸a˜o foi considerado como
um desvio-padra˜o da distribuic¸a˜o do movimento browniano que modela o ru´ıdo no balanc¸o de
vaza˜o, σ22. O desvio-padra˜o da perturbac¸a˜o no n´ıvel, σ11, foi arbitrariamente escolhido como
sendo 0,1. Posteriormente, caso haja informac¸a˜o sobre a precisa˜o do sensor de n´ıvel, esta pode
ser usada para aprimorar o valor desse coeficiente.
Para uma varia´vel aleato´ria de distribuic¸a˜o gaussiana, ha´ 99,7% de probabilidade do valor
assumido encontrar-se na faixa de ±3σ. Por esse motivo, os balanc¸os ma´ximo e mı´nimo de
vaza˜o foram determinados com base nas vazo˜es de entrada, considerando-se essa faixa com uma
margem de seguranc¸a de 20%, isto e´, δmax = −δmin = 1,2× 3× σ22.
Conforme mencionado na Sec¸a˜o 1.3, o risco r(Xt) de continuar com a mesma frequeˆncia no
motor da bomba assume valores elevados quando o n´ıvel esta´ pro´ximo do ma´ximo e o balanc¸o
de vaza˜o e´ positivo ou o n´ıvel esta´ pro´ximo do mı´nimo e o balanc¸o de vaza˜o e´ negativo. Para
modelar esse efeito, escolheu-se uma func¸a˜o quadra´tica em h e δ de modo a assumir valores
mais altos nesses extremos. Como estar muito pro´ximo de um dos limites de n´ıvel e´ ainda
um pouco arriscado, mesmo se a tendeˆncia de variac¸a˜o do n´ıvel for no sentido de se afastar,
evitou-se a utilizac¸a˜o de uma func¸a˜o que o n´ıvel mı´nimo estivesse nos extremos do n´ıvel h, hmax
e hmin. Para isso, a func¸a˜o quadra´tica foi adequadamente escolhida e rotacionada, conforme
representado pelas curvas de n´ıvel, mostradas na Figura 4.2.
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.2
0.2
0.2
0.2
0.2
0.2
0.2
0.3
0.3
0.3
0.3
0.3
0.3
0.4
0.4
0.4
0.4
0.5
0.5
0.5
0.5
0.6
0.6
0.7
0.7
0.8
0.8
0.9
0.9
Risco de continuação r(X)
N
ív
el
 d
e 
líq
ui
do
 h
 (m
)
Balanço de vazão δ (m3/d)
−500 0 500
5.5
6
6.5
7
7.5
8
8.5
Figura 4.2: Curvas de n´ıvel do risco de continuac¸a˜o.
A expressa˜o geral usada para criar func¸o˜es quadra´ticas rotacionadas e´ dada por
r1(δ,h) = [h− h0 δ − δ0] ·R′ ·
[
1/a2 0
0 1/b2
]
·R ·
[
h− h0
δ − δ0
]
, (4.8)
4.3. Regio˜es obtidas 38
em que (δ0,h0) e´ o ponto de valor mı´nimo do parabolo´ide, a e b sa˜o coeficientes que indicam o
tamanho dos eixos das elipses no corte transversal e R e´ uma matriz de rotac¸a˜o bidimensional.
Para que o valor ma´ximo da func¸a˜o pudesse ser facilmente escolhido, realizou-se uma normaliza-
c¸a˜o seguida de uma multiplicac¸a˜o por um fator que determinasse esse ma´ximo, isto e´, a func¸a˜o
r utilizada e´ representada por
r(δ,h) = rmax · r1(δ,h)
max
h,δ
r1(δ,h)
. (4.9)
O custo terminal φ(Xt) foi escolhido de forma a variar linearmente em cada fronteira do
espac¸o de estados, seguindo a mesma tendeˆncia adotada para o risco de continuac¸a˜o de assumir
valores elevados quando o n´ıvel esta´ pro´ximo de hmax e δt > 0 ou o n´ıvel aproxima-se de hmin e
δt < 0. Nesses dois extremos, a func¸a˜o atinge seu valor ma´ximo, φmax e nos extremos opostos
atinge o valor mı´nimo, φmin.
O custo de intervenc¸a˜o c(Xτ− ,∆Xτ ) foi estabelecido como sendo a soma de uma parcela
constante e uma parcela dependente de |∆δτ |, que corresponde a` variac¸a˜o do estado causada
pela intervenc¸a˜o, uma vez que a intervenc¸a˜o so´ altera instantaneamente o balanc¸o de vaza˜o mas
na˜o o n´ıvel. Esse custo e´, enta˜o, descrito por
c(Xτ− ,∆Xτ ) = csoma + cmult|∆δ|n,
em que |∆δ|n representa o mo´dulo normalizado pelo valor ma´ximo que ele pode assumir, isto e´,
|∆δ|n = |∆δ|
max
δ1,δ2
|∆δ| , (4.10)
com δ1 e δ2 origem e destino, respectivamente.
Por fim, supoˆs-se um fator de desconto α de 0,4 e a discretizac¸a˜o utilizada foi de 51 × 51
no´s. Nos resultados mostrados a seguir, varia-se alguns desses paraˆmetros para mostrar o efeito
de cada um deles na soluc¸a˜o do controle.
4.3 Regio˜es obtidas
Conforme mencionado, a te´cnica de controle impulsional resulta no mapeamento de uma
regia˜o de continuidade, ou regia˜o de na˜o-intervenc¸a˜o, no espac¸o de estados, dentro da qual a
melhor pol´ıtica e´ deixar o sistema evoluir livremente sem nenhuma alterac¸a˜o. A regia˜o comple-
mentar dessa e´ chamada de regia˜o de intervenc¸a˜o e a amplitude da alterac¸a˜o ideal para cada
estado desta regia˜o tambe´m e´ obtida como resultado do controle impulsional. Quando o estado
passa para a regia˜o de intervenc¸a˜o, uma atuac¸a˜o deve levar o sistema para um estado de destino
o´timo, obtido modificando-se o balanc¸o de vaza˜o δ de acordo com a amplitude da alterac¸a˜o ideal
determinada. Como o estado varia continuamente e logo que ele sai da regia˜o de continuidade
ocorre uma atuac¸a˜o, ao sair o estado na˜o deve afastar-se muito da fronteira entre essas regio˜es.
4.3. Regio˜es obtidas 39
Deste modo, na figuras a seguir utilizou-se apenas 2 linhas de estados de destino, correspon-
dentes a`s intervenc¸o˜es o´timas obtidas nos estados imediatamente apo´s as fronteiras esquerda e
direita da regia˜o de continuidade.
As figuras que se seguem mostram a regia˜o de continuidade em amarelo e a de intervenc¸a˜o
em azul para diferentes paraˆmetros do controlador. Os estados de destino quando o processo
escapa da regia˜o de continuidade pela direita sa˜o mostrados em verde e os estados quando escapa
pela esquerda sa˜o mostrados em vinho.
A regia˜o que sera´ tomada como base para comparac¸a˜o corresponde ao resultado com paraˆme-
tros do controlador dados por φmax = 20, φmin = 10, rmax = 1, csoma = 0,01 e cmult = 1,5. A
Figura 4.3 mostra as regio˜es do espac¸o de estados X¯ obtidas apo´s a estabilizac¸a˜o das regio˜es e
as correspondentes func¸o˜es V i e M[V i−1].
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(a) Regia˜o moderada.
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Figura 4.3: (a)Regio˜es e destinos e (b) Comparac¸a˜o entre V i e M[V i−1], com φmax = 20,
φmin = 10, rmax = 1, csoma = 0,01 e cmult = 1,5.
Na Figura 4.3(b), as func¸o˜es V i e M[V i−1] sa˜o quase coincidentes, mas observa-se uma
regia˜o esbranquic¸ada no canto correspondente a n´ıvel de l´ıquido baixo e balanc¸o de vaza˜o alto,
que corresponde a` regia˜o de continuidade, em que V i e´ menor que M[V i−1]. Note que nessa
figura e´ poss´ıvel observar que as func¸o˜es obtidas parecem satisfazer a hipo´tese do Lema 2.2 por
formar uma curva suave, ale´m das condic¸o˜es 1, 2 e 5 do Teorema 2.3. As condic¸o˜es 4 e 8 sobre
a regia˜o D tambe´m parecem ser satisfeitas.
O algoritmo caminha em ordem reversa no nu´mero de intervenc¸o˜es dispon´ıveis, isto e´,
primeiro e´ gerada a regia˜o para o caso em que so´ resta uma intervenc¸a˜o e a quantidade cresce
ate´ chegar a um nu´mero arbitra´rio n de intervenc¸o˜es dispon´ıveis. Isso corresponde a`s soluc¸o˜es
de cada problema de parada o´tima, calculando-se iterativamente de V 1 ate´ V n. Como esperado
da teoria, a regia˜o de continuidade se estabiliza apo´s um valor de n suficientemente grande.
Observou-se que a convergeˆncia ocorria por volta da de´cima iterac¸a˜o, por isso todas as simu-
lac¸o˜es apresentadas foram rodadas com 15 iterac¸o˜es, desta forma garantindo a convergeˆncia dos
4.3. Regio˜es obtidas 40
mapas de controle.
4.3.1 Variac¸a˜o do custo de intervenc¸a˜o - treˆs cena´rios
Inicialmente, variou-se a func¸a˜o de custo de intervenc¸a˜o c, de modo a criar treˆs cena´rios:
um moderado, com os dados ja´ apresentados, um conservador, em que a preocupac¸a˜o com o
risco de atingir a fronteira e´ maior que o custo de intervenc¸a˜o, e um liberal, que evita intervir
com frequeˆncia. A regia˜o moderada foi mostrada na Figura 4.3(a) e a Figura 4.4 apresenta as
regio˜es conservadora e liberal.
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(a) Conservador.
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(b) Liberal.
Figura 4.4: Regio˜es e destinos para φmax = 20, φmin = 10, rmax = 1, csoma = 0,01 e: (a) cmult = 1
e (b) cmult = 2.
Como e´ poss´ıvel observar, ao aumentar o custo de intervenc¸a˜o, o controlador torna-se mais
liberal, pois o peso de cada intervenc¸a˜o aumenta quando comparado com o risco de atingir a
fronteira. Se, em vez de se variar o fator multiplicativo do mo´dulo, a constante aditiva csoma
fosse modificada, isso tambe´m seria observado. Ale´m disso, a` medida que a constante aditiva
aumenta, as linhas de destino das intervenc¸o˜es a` direita e a` esquerda se aproximam. No caso
extremo, quando cmult = 0, a linha de destino e´ u´nica. Por outro lado, quando csoma = 0, as
linhas de destino correspondem a`s fronteiras da regia˜o de continuidade.
4.3.2 Variac¸a˜o de outras func¸o˜es
Comportamentos mais liberais ou mais conservadores tambe´m sa˜o obtidos variando-se outras
func¸o˜es ou paraˆmetros. A Figura 4.5 mostra a influeˆncia de se alterar α, φ e r.
Ao diminuir os valores de φ, o custo de se atingir a fronteira fica menor e esse comporta-
mento se propaga para o interior. Com isso, estados pro´ximos a fronteira em que antes ocorria
intervenc¸a˜o passam a fazer parte da regia˜o de continuidade. Isso faz com que a regia˜o perca a
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(a) Original.
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(b) φ/10.
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(c) 2r(Xt).
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(d) α/2.
Figura 4.5: Regio˜es e destinos para: (a) α = 0,4, φmax = 20, φmin = 10, rmax = 1, csoma = 0,01
e cmult = 1,5; (b) φmax = 2, φmin = 1; (c) rmax = 2 e (d) α = 0,2.
forma curva pro´xima aos extremos de n´ıvel e torne-se praticamente uma faixa diagonal, como
mostrado na Figura 4.5(b).
O aumento do risco de continuac¸a˜o r torna o controlador mais conservador, uma vez que
as intervenc¸o˜es ficam “mais baratas” quando comparadas com o risco de caminhar em direc¸a˜o
a uma fronteira. A diminuic¸a˜o do fator de desconto tambe´m tem esse efeito de aumentar o
conservadorismo, pois significa que os tempos mais distantes no futuro passam a ter um peso
maior que com α = 0,4. Desse modo, o custo terminal de se atingir a fronteira passa a ter um
peso maior no custo total do controle impulsional e a regia˜o de continuidade fica menor.
Com relac¸a˜o a`s fronteiras, a formulac¸a˜o de controle impulsional expressa o instante de atingir
a fronteira como o tempo de parada T . Ao utilizar o MVS como forma de resolver numerica-
mente, as bolas cobrem quase todo o espac¸o de estados, mas os quatro no´s dos cantos na˜o sa˜o
cobertos por nenhuma bola. Optou-se por fazer os no´s dos dois cantos menos arriscados como
pontos de destino terminal, isto e´, nesses extremos paga-se φ e o processo termina, enquanto no
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resto da fronteira o custo de intervenc¸a˜o c e´ pago e o processo e´ transferido para o no´ do canto
menos arriscado correspondente. Devido a` dinaˆmica do sistema, o custo nas fronteiras em h fica
fixo para todas as iterac¸o˜es, enquanto seu valor na fronteira em δ se altera a` medida que varia
o mı´nimo do custo para cada n´ıvel h.
Os resultados obtidos indicam qual o comportamento ideal do controlador. Para verificar
se este comportamento esta´ adequado ao funcionamento do sistema e qual a configurac¸a˜o das
func¸o˜es mais ajustada a`s necessidades operacionais, e´ necessa´rio fazer simulac¸o˜es de validac¸a˜o
das regio˜es obtidas. Foi enta˜o criado um simulador em Simulink com a gerac¸a˜o de um sinal
de vaza˜o de entrada que imita as condic¸o˜es de operac¸a˜o do VASPS e incorpora o modelo da
planta. Uma descric¸a˜o mais detalhada desse simulador e os resultados obtidos sa˜o mostrados
no cap´ıtulo a seguir.
Capı´tulo 5
O simulador do VASPS
Para validar o resultado obtido para o controlador foram realizadas simulac¸o˜es do sistema
em operac¸a˜o, com a gerac¸a˜o de sinais de entrada semelhantes a`s vazo˜es que se espera encontrar.
A Sec¸a˜o 5.1 apresenta a descric¸a˜o do simulador criado e, em seguida, os resultados desses testes
sa˜o apresentados na Sec¸a˜o 5.2. Por fim, a Sec¸a˜o 5.3 apresenta os estudos que foram realizados
para obtenc¸a˜o de uma estimativa da vaza˜o de entrada por meio de filtragem, necessa´ria para a
utilizac¸a˜o do controlador projetado.
5.1 Simulac¸a˜o do sistema
A caracter´ıstica prevista para a vaza˜o de entrada de um VASPS em construc¸a˜o pela Petrobras
e´ de um escoamento com golfadas que causam variac¸o˜es de 335m3/d em ciclos de 2,2 minutos
e cujo valor me´dio e´ de 3108,6m3/d. Para simular essa vaza˜o, somou-se uma onda quadrada
de me´dia nula com variac¸a˜o e frequeˆncia iguais a`s referidas, um valor constante equivalente ao
valor me´dio e um movimento browniano aproximado, de desvio-padra˜o 0,0001, capaz de causar
flutuac¸o˜es aleato´rias na vaza˜o.
O sinal de vaza˜o resultante dessa combinac¸a˜o e´ uma entrada para o tanque que determina
o n´ıvel, bem como a frequeˆncia da bomba, que e´ resultado da lo´gica de controle empregada.
No simulador, constru´ıdo em Simulink, essa lo´gica, que retorna a vaza˜o de sa´ıda desejada, e´
calculada por meio de um co´digo em Matlab, responsa´vel pela chamada perio´dica do diagrama
de blocos do Simulink mostrado na Figura 5.1. O co´digo em Matlab, juntamente com o bloco
conversor de vaza˜o em frequeˆncia, mostrado na Figura 5.2(b), corresponde ao mo´dulo do contro-
lador. O conversor conte´m a curva inversa da bomba, que transforma a vaza˜o de sa´ıda requerida
na correspondente frequeˆncia de rotac¸a˜o da bomba, e um saturador, responsa´vel por manter as
alterac¸o˜es na faixa de operac¸a˜o da bomba, considerada entre 40Hz e 65Hz, conforme informac¸o˜es
preliminares.
A planta, mostrada na Figura 5.2(a) conte´m um sub-bloco que modela o comportamento da
bomba, apresentado na Figura 5.2(c), e o ca´lculo do n´ıvel no VASPS a partir das vazo˜es de sa´ıda
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Figura 5.1: Diagrama de blocos principal do programa em Simulink.
da bomba e de entrada. Na modelagem da bomba, uma func¸a˜o relaciona a frequeˆncia de rotac¸a˜o
do motor com a vaza˜o bombeada. Aqui, foi utilizada uma aproximac¸a˜o linear, considerando que
a vaza˜o me´dia corresponde a uma operac¸a˜o em 60Hz, que e´ a frequeˆncia de operac¸a˜o nominal
da bomba.
(a) Planta.
(b) Conversor. (c) Bomba.
Figura 5.2: Sub-blocos da simulac¸a˜o em Simulink.
Nessas simulac¸o˜es, a vaza˜o de entrada gerada e´ usada pela lo´gica definida pelo mapa de
controle para alterar ou na˜o a vaza˜o de sa´ıda a partir do balanc¸o o´timo determinado. As
ocorreˆncias de intervenc¸o˜es na˜o sa˜o limitadas, apenas suas amplitudes devem obedecer a faixa de
operac¸a˜o da bomba. No sistema real, no entanto, na˜o existe medic¸a˜o da vaza˜o de entrada, apenas
do n´ıvel de l´ıquido no reservato´rio. Deve-se, assim, estimar a vaza˜o a partir das medidas de n´ıvel
por meio de um processo de filtragem. A Sec¸a˜o 5.3 aborda o filtro de Kalman implementado
com este intuito, pore´m o seu acoplamento ao simulador na˜o foi desenvolvido. A sec¸a˜o a seguir
compara os resultados das simulac¸o˜es realizadas com as regio˜es dos treˆs cena´rios da Sec¸a˜o 4.3.1.
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5.2 Resultados
Foram realizadas simulac¸o˜es considerando a vaza˜o de entrada descrita na sec¸a˜o anterior e
algumas com casos especiais, como um pulso invertido para representar a queda de um poc¸o e
o decaimento da vaza˜o me´dia. Nos resultados a seguir, considerou-se que a vaza˜o de entrada e
o n´ıvel sa˜o medidos sem nenhum ru´ıdo. A Sec¸a˜o 5.2.1 mostra as simulac¸o˜es com as condic¸o˜es
descritas na sec¸a˜o anterior e a Sec¸a˜o 5.2.2 refere-se a`s condic¸o˜es especiais.
5.2.1 Simulac¸o˜es dos treˆs cena´rios: condic¸o˜es normais de vaza˜o
A Figura 5.3 mostra a vaza˜o de entrada, o n´ıvel no reservato´rio e a frequeˆncia da bomba para
uma simulac¸a˜o com o controlador conservador constru´ıdo na Sec¸a˜o 4.3.1. Ale´m disso, mostra
tambe´m a trajeto´ria do sistema no espac¸o de estados.
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Figura 5.3: Simulac¸a˜o com controlador conservador da Figura 4.4(a).
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Durante a simulac¸a˜o, que corresponde a pouco mais que um dia (105s), ocorreram 64 inter-
venc¸o˜es do controlador, com alterac¸a˜o me´dia de 2,9337Hz, e o n´ıvel ficou contido na faixa de 6
a 8m, demonstrando uma grande preocupac¸a˜o com o risco de se aproximar dos extremos permi-
tidos para o n´ıvel. A Figura 5.3(b) mostra o trecho das duas horas iniciais da simulac¸a˜o. Nessa
figura, e´ poss´ıvel observar o formato da vaza˜o de entrada. Percebe-se, ainda, que o n´ıvel tem
pequenas flutuac¸o˜es correspondentes a`s variac¸o˜es da componente de onda quadrada da entrada.
Na Figura 5.3(c) e´ poss´ıvel ver que o estado tende a ficar apenas na parte central da regia˜o de
continuidade, evitando aproximar-se das fronteiras permitidas para o n´ıvel.
Uma simulac¸a˜o semelhante para o controlador moderado e´ mostrada na Figura 5.4.
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Figura 5.4: Simulac¸a˜o com controlador moderado da Figura 4.3(a).
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O total de intervenc¸o˜es do controlador ocorridas durante essa simulac¸a˜o diminuiu para 54,
com alterac¸o˜es me´dias de 2,9252Hz, praticamente o mesmo valor me´dio que no cena´rio anterior.
O n´ıvel atingiu valores um pouco ale´m da faixa de 6 a 8m, demonstrando uma preocupac¸a˜o
um pouco menor com o risco de se aproximar dos extremos. Na Figura 5.4(c) e´ poss´ıvel ver
que o estado tambe´m se mante´m apenas na parte central da regia˜o de continuidade, evitando
uma aproximac¸a˜o das fronteiras de n´ıvel, pore´m o fato da regia˜o de continuidade ser mais larga
permite uma excursa˜o maior ao estado.
O controlador liberal tambe´m foi simulado e os resultados sa˜o mostrados na Figura 5.5.
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Figura 5.5: Simulac¸a˜o com controlador liberal da Figura 4.4(b).
Para essa simulac¸a˜o o total de intervenc¸o˜es do controlador reduziu-se para 41, e a amplitude
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me´dia das alterac¸o˜es subiu para 3,1065Hz. Percebe-se, ainda, que o controlador evita inter-
venc¸o˜es muito grandes, o que algumas vezes gera duas intervenc¸o˜es muito pro´ximas, como pode
ser observado inclusive nas duas primeiras horas, na Figura 5.5(b). A amplitude das alterac¸o˜es
ficou ligeiramente maior que a dos outros controladores. O n´ıvel aproximou-se dos extremos,
mas na˜o ocorreu nenhuma violac¸a˜o para a vaza˜o de entrada simulada. Na Figura 5.5(c) e´ pos-
s´ıvel ver que o estado tambe´m se mante´m apenas na parte central da regia˜o de continuidade,
contudo esta e´ bem larga, o que torna o controlador audacioso, permitindo uma grande variac¸a˜o
do estado sem que nenhuma intervenc¸a˜o ocorra.
Um ponto interessante a observar e´ que algumas vezes a frequeˆncia atingiu o valor de 65Hz,
o que corresponde ao valor limite e mostra que pode ter ocorrido saturac¸a˜o. Isso se deve ao
fato de a vaza˜o me´dia estar pro´xima a` vaza˜o ma´xima de sa´ıda da bomba, isto e´, a vaza˜o
correspondente a 65Hz, que vale 3367,7m3/d. Dessa forma, a vaza˜o de entrada prevista para
o VASPS representa condic¸o˜es bem rigorosas dado o seu dimensionamento, pois o controlador
fica impossibilitado de criar um desbalanceamento mais negativo na vaza˜o caso seja necessa´rio.
A pol´ıtica adotada deve enta˜o ser suficientemente cautelosa para que isso na˜o ocorra.
Os treˆs controladores mostraram-se eficientes nas simulac¸o˜es. Caso a entrada na˜o se distancie
muito da que foi simulada, o controlador liberal e´ mais interessante, uma vez que reduz o nu´mero
de intervenc¸o˜es. Como nem sempre a entrada se mante´m na forma aqui prevista, uma alternativa
interessante e´ utilizar os treˆs mapas e deixar que o operador decida qual deles esta´ mais adequado
para a presente condic¸a˜o de atuac¸a˜o.
O mo´dulo de controle pode, ainda, guardar os mapas relacionados a` diferentes pontos de
atuac¸a˜o e identificar qual deles deve ser usado, de modo que, ao ocorrer uma alterac¸a˜o grande,
ele consiga se adaptar sozinho a`s novas condic¸o˜es. Isso e´ particularmente u´til para mudanc¸as
bruscas mas duradouras, como a queda de um poc¸o, que provoca uma grande alterac¸a˜o na vaza˜o
nominal de entrada. Utilizando um filtro nas medidas de n´ıvel, estima-se a vaza˜o de entrada
e por meio da observac¸a˜o dessas estimativas detecta-se o fenoˆmeno de queda de poc¸o. Isso
permite o chaveamento para outro mapeamento que tenha sido criado para um valor nominal
de vaza˜o mais pro´ximo do novo cena´rio apo´s a queda. A Figura 5.6 mostra um diagrama dessa
tomada de decisa˜o.
qin qˆin
Filtro Comparador
qˆin ∈ [ak,bk]
qˆin ∈ [a2,b2]
qˆin ∈ [a1,b1]
Ω
Ω
Ω
...
Figura 5.6: Utilizac¸a˜o da estimativa da vaza˜o de entrada para alterar o mapeamento.
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Caso as condic¸o˜es do sistema se alterem significativamente, novos mapeamentos podem ser
gerados e as informac¸o˜es atualizadas no controlador, de modo a se adequar ao novo ponto de
operac¸a˜o. E´ o caso, por exemplo, do decaimento que ocorre a longo prazo em decorreˆncia do
envelhecimento dos poc¸os.
5.2.2 Simulac¸o˜es dos treˆs cena´rios: vazo˜es de entrada especiais
Duas simulac¸o˜es foram feitas para testar o comportamento do controlador em situac¸o˜es
extremas. A primeira e´ a utilizac¸a˜o de um pulso negativo na vaza˜o me´dia, para representar a
queda de um poc¸o e seu retorno a` operac¸a˜o. As Figuras 5.7 e 5.8 mostram o comportamento
dos controladores conservador e moderado, respectivamente, diante da queda de um poc¸o que
representava 30% da vaza˜o me´dia.
0 5 10 15 20 25
1500
2000
2500
3000
3500
Qi
n 
(m
3 /d
)
0 5 10 15 20 25
6
8
N
iv
el
 (m
)
0 5 10 15 20 25
40
50
60
Fr
eq
 (H
z)
Tempo (h)
Figura 5.7: Queda de poc¸o com controlador conservador da Figura 4.4(a).
A Figura 5.9 representa o comportamento do controlador liberal com a queda de um poc¸o
de vaza˜o me´dia igual a` das figuras anteriores.
Nos treˆs cena´rios, os controladores foram capazes de lidar com essa situac¸a˜o sem violac¸a˜o dos
limites de n´ıvel, embora tenha sido necessa´rio dar saltos muito grandes na frequeˆncia da bomba.
Numa queda de poc¸o real, no entanto, a diminuic¸a˜o da vaza˜o na˜o ocorre instantaneamente, na
forma de um degrau. O controlador pode, portanto, dividir a atuac¸a˜o em atuac¸o˜es menores,
de acordo com a alterac¸a˜o da vaza˜o de entrada. Se houver mais informac¸o˜es sobre a durac¸a˜o
desse processo, a queda de poc¸o pode ser simulada como uma rampa em vez de um degrau e
uma simulac¸a˜o mais precisa pode ser obtida. Essas simulac¸o˜es, no entanto, sa˜o importantes
para mostrar que os controladores, embora constru´ıdos com o intuito de prolongar a vida u´til
da bomba, teˆm capacidade de dar grandes saltos em frequeˆncia caso haja necessidade.
A outra situac¸a˜o simulada foi o decaimento da vaza˜o me´dia por envelhecimento dos poc¸os,
cuja ocorreˆncia leva meses ou mesmo anos, mas nessas simulac¸o˜es esse processo foi acelerado para
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Figura 5.8: Queda de poc¸o com controlador moderado da Figura 4.3(a).
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Figura 5.9: Queda de poc¸o com controlador liberal da Figura 4.4(b).
ocorrer ao longo de um dia. A Figura 5.10 mostra o comportamento do controlador conservador
com decaimento da vaza˜o me´dia e a Figura 5.11 o comportamento do moderado. O controlador
liberal e´ mostrado na Figura 5.12.
A vaza˜o nominal, que inicialmente era de 3108,6m3/d, caiu para 2244,6m3/d ao longo das
simulac¸o˜es. Os treˆs controladores conseguiram manter o sistema operando mesmo com essa
grande diferenc¸a de vaza˜o nominal. Observa-se, no entanto, que as frequeˆncias de atuac¸a˜o da
bomba aproximaram-se do limite mı´nimo de 40Hz, o que significa que se houver uma grande
diminuic¸a˜o da vaza˜o de entrada o controlador na˜o conseguira´ manter o n´ıvel dentro da faixa de
excursa˜o. Dessa forma, e´ mais prudente na˜o esperar que o n´ıvel diminua muito para atuar, pois
o tamanho da atuac¸a˜o pode estar mais restrito por conta de uma saturac¸a˜o. A escolha de um
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Figura 5.10: Envelhecimento de poc¸os com controlador conservador da Figura 4.4(a).
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Figura 5.11: Envelhecimento de poc¸os com controlador moderado da Figura 4.3(a).
controlador conservador torna-se mais interessante, embora este atue mais, prejudicando a vida
u´til da bomba. Percebe- se, portanto, a importaˆncia de se utilizar diferentes mapas de controle
e de se ter um mecanismo de escolha do mapa mais adequado.
5.3 Estimac¸a˜o da vaza˜o de entrada
Conforme mencionado na Sec¸a˜o 5.1, para que o controlador indique uma vaza˜o de sa´ıda
para a bomba, ele precisa do balanc¸o de vaza˜o o´timo calculado pelo controle impulsional e de
uma estimativa da vaza˜o de entrada. Para fazer essa estimac¸a˜o, experimentou-se um Filtro de
Kalman, por ser uma te´cnica de fa´cil implementac¸a˜o.
5.3. Estimac¸a˜o da vaza˜o de entrada 52
0 5 10 15 20 25
2000
3000
4000
Qi
n 
(m
3 /d
)
0 5 10 15 20 25
6
8
N
iv
el
 (m
)
0 5 10 15 20 25
40
50
60
Fr
eq
 (H
z)
Tempo (h)
Figura 5.12: Envelhecimento de poc¸os com controlador liberal da Figura 4.4(b).
O Filtro de Kalman e´ um estimador de estados para sistemas lineares dinaˆmicos em tempo
discreto afetados por ru´ıdo branco, isto e´, um ru´ıdo cujo valor em um instante de tempo e´
descorrelacionado do seu valor em tempos anteriores. O primeiro passo para sua implementac¸a˜o
e´, portanto, converter o modelo cont´ınuo do sistema para tempo discreto. Como a flutuac¸a˜o da
vaza˜o de entrada na˜o e´ um ru´ıdo branco, possuindo inclusive uma componente perio´dica (onda
quadrada), ela foi modelada como sendo o resultado da aplicac¸a˜o de um filtro passa-baixas em
um ru´ıdo branco. Uma vez que a utilizac¸a˜o do filtro passa-baixas representa o acre´scimo de
mais um integrador ao sistema, tornou-se necessa´rio a criac¸a˜o de uma terceira componente do
estado, ale´m do n´ıvel h e do balanc¸o de vaza˜o δ. A nova componente w representa a variac¸a˜o
da vaza˜o de entrada em torno de um valor nominal.
Um filtro passa-baixas com func¸a˜o de transfereˆncia
H(s) =
1
τfs+ 1
aplicado em uma entrada ǫ, resulta na sa´ıda w que satisfaz a equac¸a˜o diferencial
w˙ =
−1
τf
w +
1
τf
ǫ, (5.1)
cuja soluc¸a˜o e´ dada por
w(t) = e−(t−t0)/τfw(t0) +
∫ t
t0
e−(t−s)/τf
τf
ǫ ds
= e−(t−t0)/τfw(t0) + (1− e−(t−t0)/τf )ǫ (5.2)
Assim, as equac¸o˜es de estado para o sistema discreto podem ser obtidas considerando o passo
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de discretizac¸a˜o ∆t = t− t0 e valem
h(k + 1) = h(k) +
∆t
Ar
δ(k) (5.3a)
δ(k + 1) = Qn + w(k)−Qb(k), (5.3b)
w(k + 1) = e−∆t/τf w(k) + (1− e−∆t/τf ) ǫ(k), (5.3c)
em que ǫ(k) e´ um ru´ıdo branco e gaussiano de me´dia nula usado para modelar a aleatoriedade
das variac¸o˜es da entrada, Qn e´ a vaza˜o me´dia de entrada, Qb e´ a vaza˜o de sa´ıda, a varia´vel de
controle, e τf e´ uma constante de tempo escolhida.
O diagrama de blocos da Figura 5.13 mostra a modelagem do sistema em tempo discreto
usada pelo filtro de Kalman.
+
++
+
+
ǫ(k)
Qn
(constante)
1− e−∆t/τf
z − e−∆t/τf v(k)
∆t/Ar
z2 − z
w(k)
δ(k + 1)
Qb(k)
h(k) y(k)
Figura 5.13: Representac¸a˜o esquema´tica do modelo para controle de n´ıvel de l´ıquido.
Representando o sistema (5.3) na forma matricial, com vetor de estados dado por x =
[h δ w]T , a equac¸a˜o da dinaˆmica da planta e´
x(k + 1) = F (k)x(k) +G(k)u(k) + Γ(k)ǫ(k), k = 0,1,..., (5.4)
em que ǫ(k) e´ denominado ru´ıdo do processo e tem covariaˆncia E[ǫ(k)ǫ(k)′] = ΓQ(k)Γ′ e F e G
sa˜o obtidos a partir das equac¸o˜es (5.3).
A equac¸a˜o da medida de n´ıvel e´ representada por
y(k) = H(k)x(k) + v(k), k = 1,2,..., (5.5)
com v uma sequeˆncia de me´dia zero, gaussiana e branca correspondente ao ru´ıdo de medic¸a˜o,
cuja covariaˆncia e´ E[v(k)v(k)′] = R(k) e H(k) = [1 0 0].
A me´dia condicionada a uma sequeˆncia Zk := {z(i),i 6 k} de observac¸o˜es dispon´ıveis no
instante de tempo k e´ representada por
xˆ(j|k) := E[x(j)|Zk].
Conforme explicado em [1], o algoritmo para implementac¸a˜o do filtro de Kalman e´ represen-
tado na Figura 5.14.
O teste realizado com filtro de Kalman utilizou um sinal de vaza˜o de entrada criado externa-
mente (obtido pelo gerador de vaza˜o do simulador). Com isso, o primeiro somador e os blocos
5.3. Estimac¸a˜o da vaza˜o de entrada 54
Evoluc¸a˜o
do sistema
(estado verdadeiro)
Entrada conhecida
(controle ou
sensor)
Estimac¸a˜o
do estado
Ca´lculo da
covariaˆncia do estado
ǫ(k)
v(k)
Estado em tk
x(k)
Transic¸a˜o para tk+1
x(k + 1) = F (k)x(k)
+G(k)u(k) + ǫ(k)
Medida em tk+1
z(k + 1) =
H(k + 1)x(k + 1) + w(k + 1)
Entrada em t(k)
u(k)
Estimac¸a˜o de estado, t(k)
xˆ(k|k)
Predic¸a˜o de estado
xˆ(k + 1|k) =
F (k)xˆ(k|k) +G(k)u(k)
Predic¸a˜o de medida
zˆ(k + 1|k) =
H(k + 1)xˆ(k + 1|k)
Res´ıduo de medida
ν(k + 1) =
z(k + 1)− zˆ(k + 1|k)
Atualizar estimativa de estado
xˆ(k + 1|k + 1) =
xˆ(k + 1|k) +W (k + 1)ν(k + 1)
Covariaˆncia de estado em t(k)
P (k|k)
Covariaˆncia de predic¸a˜o de estado
P (k + 1|k) =
F (k)P (k|k)F (k)′ + ΓQ(k)Γ′
Covariaˆncia da inovac¸a˜o
S(k + 1) = R(k + 1)
+H(k + 1)P (k + 1|k)H(k + 1)′
Ganho do filtro
W (k + 1) =
P (k + 1|k)H(k + 1)′S(k + 1)−1
Atualizar covariaˆncia do estado
P (k + 1|k + 1) = P (k + 1|k)
−W (k + 1)S(k + 1)W (k + 1)′
Figura 5.14: Algoritmo de uma iterac¸a˜o do filtro de Kalman, vide [1].
que o alimentam na Figura 5.13 foram substitu´ıdos por um u´nico bloco, correspondente aos
dados usados como entrada. Esse novo diagrama, usado para a gerac¸a˜o das medidas de n´ıvel,
esta´ mostrado na Figura 5.15.
+
+
+
Qin(k)
v(k)
∆t/A
z2 − z
δ(k + 1)
Qb(k)
h(k) y(k)
Figura 5.15: Gerac¸a˜o de medidas de n´ıvel de l´ıquido.
Para o teste realizado, ajustou-se as variaˆncias dos ru´ıdos de processo e de medic¸a˜o. A
primeira foi escolhida como Q = 106 e a segunda, R = 0,1. Ale´m disso, a constante de tempo
do filtro passa-baixas foi ajustada para τf = 100. Dadas as medidas de n´ıvel, o filtro de Kalman
estima o n´ıvel real e a vaza˜o de entrada. Para isso, necessita do valor da vaza˜o de sa´ıda. A
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vaza˜o de sa´ıda foi suposta inferior ao valor nominal da vaza˜o de entrada em 100m3/d durante
os primeiros 200s, igual ao valor nominal de 200s a 400s e superior em 100m3/d apo´s 400s. O
resultado obtido e´ mostrado na Figura 5.16.
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Figura 5.16: Estimativa da vaza˜o de entrada usando filtro de Kalman.
Observa-se que a vaza˜o de entrada estimada na˜o acompanha bem o valor real nos instantes de
transic¸o˜es de frequeˆncia da bomba, em t = 200s e t = 400s, mas logo em seguida as estimativas
voltam a aproximar-se bastante do valor real. Este filtro parece adequado para a utilizac¸a˜o em
uma primeira etapa do projeto, pois acompanha bem os valores reais enquanto a vaza˜o de sa´ıda
esta´ constante. Caso depois se mostre necessa´rio obter estimativas mais precisas nas transic¸o˜es
da vaza˜o de sa´ıda, outros me´todos mais sofisticados de filtragem podem ser utilizados, como
o filtro de part´ıculas, em que cria-se diversos filtros paralelamente (part´ıculas) e a evoluc¸a˜o
deles e´ analisada e afetada por um processo de extinc¸a˜o das part´ıculas que se distanciam do
comportamento real do sistema. O resultado da filtragem com esta te´cnica e´ uma ponderac¸a˜o
dos filtros que melhor representam o sistema.
Capı´tulo 6
Concluso˜es
Esta dissertac¸a˜o teve por objetivo propor um controlador para o n´ıvel do reservato´rio no
VASPS, sistema inovador de separac¸a˜o multifa´sica no leito marinho, que apresenta caracter´ıs-
ticas bem particulares do ponto de vista de controle. O n´ıvel tem que ser mantido dentro de
uma faixa de operac¸a˜o, na qual pode variar livremente, levando em conta que intervenc¸o˜es fre-
quentes e de grande intensidade diminuem a vida u´til da bomba. Como o sistema encontra-se
submerso no oceano, fazer manutenc¸a˜o ou reparos implica em um custo muito alto. Ale´m disso,
muitas vezes e´ um processo demorado, por necessitar de sondas especiais que nem sempre esta˜o
a` disposic¸a˜o, resultando na perda da produc¸a˜o de va´rios dias dos poc¸os ligados ao sistema. Por
esse motivo, a preocupac¸a˜o em prolongar a vida u´til da bomba adquire grande importaˆncia.
A soluc¸a˜o adotada foi utilizar controle impulsional aplicado em um modelo do reservato´rio
baseado em processos de difusa˜o. O modelo criado baseou-se no balanc¸o de massa do sistema
para relacionar n´ıvel de l´ıquido e diferenc¸a entre vaza˜o de entrada e de sa´ıda. Ale´m disso, as
incertezas presentes, isto e´, a flutuac¸a˜o da vaza˜o de entrada e a imprecisa˜o na medida do n´ıvel,
foram modeladas como movimentos brownianos.
O controle impulsional consiste em determinar os instantes de atuac¸a˜o e a amplitude de
cada intervenc¸a˜o que minimizam o valor esperado de um funcional de custo do processo. A
func¸a˜o custo representa o compromisso entre o risco de continuar sem atuar e o custo de cada
intervenc¸a˜o, bem como o custo de se atingir a fronteira do espac¸o de estados, tido como estados
terminais.
Para obter a soluc¸a˜o do controle impulsional, utiliza-se uma sequeˆncia associada de pro-
blemas de parada o´tima iterados. Estes, por sua vez, teˆm correspondeˆncia com desigualdades
variacionais. O Cap´ıtulo 2 prova a equivaleˆncia entre a sequeˆncia de paradas o´timas e o controle
impulsional restrito a um nu´mero arbitra´rio n de intervenc¸o˜es e a convergeˆncia deste para o caso
com quantidade ilimitada de intervenc¸o˜es. Ale´m disso, detalha-se tambe´m a correspondeˆncia
dos problemas de parada o´tima com desigualdades variacionais e a equivaleˆncia entre a formu-
lac¸a˜o com essas desigualdades e o problema de controle impulsional original. Essa dissertac¸a˜o
propo˜e a soluc¸a˜o desse problema pela aplicac¸a˜o do me´todo nume´rico Discretizac¸a˜o do Valor
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Me´dio, que permite a conversa˜o das desigualdades variacionais discretizadas em um problema
de programac¸a˜o linear, cujas te´cnicas de soluc¸a˜o sa˜o amplamente conhecidas.
O resultado obtido com o controle impulsional e´ a definic¸a˜o de uma regia˜o de continuidade
para os estados, dentro da qual deve-se deixar o sistema evoluir livremente de acordo com sua
dinaˆmica pro´pria. A regia˜o complementar dessa e´ chamada de regia˜o de intervenc¸a˜o, na qual o
controle atua transferindo o estado para outro ponto, em geral contido na regia˜o de continuidade.
O controle impulsional tambe´m indica qual o valor dessa variac¸a˜o de posic¸a˜o para cada estado
desta regia˜o cujo destino minimiza o custo.
Foram gerados mapas de controle para diferentes func¸o˜es de custo e em seguida o sistema foi
simulado de forma a validar e comparar o controle executado por cada uma dessas regio˜es. As
simulac¸o˜es foram baseadas na gerac¸a˜o de vazo˜es de entrada com as caracter´ısticas que se espera
encontrar no sistema real. Os resultados obtidos mostram que essa e´ uma te´cnica de controle
bastante interessante e que se encaixa bem no problema estudado.
Perspectivas de trabalhos futuros
Embora as simulac¸o˜es indiquem um bom desempenho, alguns pontos ainda precisam ser
implementados ou melhorados. O principal deles e´ a implementac¸a˜o do filtro que estima o n´ıvel
real e a vaza˜o de entrada por meio das medic¸o˜es de n´ıvel. Essa estimativa da vaza˜o e´ essencial
para o funcionamento do controlador, pois o controle impulsional indica apenas o balanc¸o ideal
de vaza˜o e para calcular a vaza˜o de sa´ıda que deve ser fornecida pela bomba, e´ necessa´rio ter
uma estimativa da vaza˜o de entrada. Uma sugesta˜o de filtro de Kalman foi apresentada na
Sec¸a˜o 5.3, mas seu acoplamento com o simulador ainda na˜o foi realizado. As simulac¸o˜es que
foram realizadas consideravam que se tinha a informac¸a˜o exata da vaza˜o de entrada, o que na˜o
corresponde ao sistema real.
Ale´m disso, uma melhoria a ser implementada e´ permitir que o controlador fac¸a o chavea-
mento entre diferentes mapas das regio˜es, conforme descrito na Sec¸a˜o 5.2. Isso permite o ajuste
do controlador a`s caracter´ısticas de operac¸a˜o do sistema, que variam ao longo do tempo.
Pretende-se, ainda, fazer as alterac¸o˜es no programa criado para gerac¸a˜o das regio˜es de modo
que a faixa de variac¸a˜o do balanc¸o de vaza˜o na˜o precise ser sime´trica. Isso permitira´ que
a excursa˜o ma´xima da vaza˜o de sa´ıda, determinada pelas frequeˆncias ma´xima e mı´nima da
bomba, seja considerada.
Tambe´m deve-se analisar o efeito do atraso na resposta da bomba e considerar a possibili-
dade de acrescentar um quantizador no controlador, de modo a evitar saltos muito grandes de
frequeˆncia da bomba.
Do ponto de vista teo´rico, caso seja verificado que o atraso da bomba prejudica consideravel-
mente o desempenho do controlador, sera´ necessa´rio a incorporac¸a˜o dele no modelo do sistema.
Uma descric¸a˜o da formulac¸a˜o de controle impulsional com atraso pode ser obtida em [14].
Outro aspecto teo´rico a ser trabalhado e´ realizar um estudo mais detalhado para obter e
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utilizar outras formas de func¸o˜es de risco e de custo mais ajustadas ao VASPS. Abordagens
interessantes para esse assunto podem ser encontradas em [37], em que uma modelagem de
risco e´ proposta para determinar o momento que deve-se verter a a´gua de barragens para evitar
enchentes e em [38], que descreve diversas modelagens de teoria de riscos.
Publicac¸o˜es
O trabalho originou um artigo para o Conference on Decision and Control - CDC 2009, ja´
aceito[39]. Ale´m disso, os resultados esta˜o sendo organizados para submissa˜o a um perio´dico da
a´rea de controle.
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Apeˆndice A
Conceitos Ba´sicos no Estudo de Processos de
Difusa˜o
Espac¸o mensura´vel: Se o espac¸o amostral de um processo e´ representado por Ω, diz-se que
F representa uma σ-a´lgebra em Ω quando F e´ uma famı´lia de subconjuntos de Ω com as
seguintes propriedades:
• ∅ ∈ F ;
• F ∈ F ⇒ FC ∈ F , em que FC = Ω\F e´ o complemento de F em Ω;
• A1, A2,... ∈ F ⇒ A := ∪∞i=1Ai ∈ F .
A menor σ-a´lgebra formada por todos os subconjuntos abertos de um espac¸o topolo´gico
Ω e´ chamada σ-a´lgebra de Borel e seus elementos sa˜o conjuntos de Borel. Uma func¸a˜o
X : Ω → Rn e´ dita F -mensura´vel se o seu domı´nio que gera um conjunto de Borel U
pertence a` σ-a´lgebra F , para todo conjunto boreliano U , isto e´,
X−1(U) := {ω ∈ Ω;X(ω) ∈ U} ∈ F , para todo conjunto de Borel U ⊂ Rn. (A.1)
Medida de probabilidade e conceitos “quase certamente” e “em quase todo lugar”:
Define-se uma medida de probabilidade P em um espac¸o mensura´vel (Ω,F) como uma
func¸a˜o P : F → [0,1] tal que P (∅) = 0, P (Ω) = 1 e, se A1, A2,... ∈ F e {Ai}∞i=1 e´ disjunto
(Ai ∩ Aj = ∅ se i 6= j), enta˜o
P (∪∞i=1Ai) =
∞∑
i=1
P (Ai). (A.2)
Usualmente, existem eventos A ⊂ Ω tal que P (A) = 1. Se uma afirmac¸a˜o vale para todo
ω ∈ A, diz-se que ela e´ verdade quase certamente (q.c.) ou que a afirmac¸a˜o vale com
probabilidade 1. Se a medida utilizada na˜o for uma probabilidade, diz-se que ela vale em
quase todo lugar, ou para quase todo ω ∈ Ω, quando e´ va´lida para todo ω fora de um
conjunto de medida nula.
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Filtrac¸a˜o e {Ft}-adaptado: Uma filtrac¸a˜o em (Ω,F) e´ uma famı´lia {Ft}t>0 de σ-a´lgebras
Ft ⊂ F tal que 0 6 s < t ⇒ Fs ⊂ Ft. Um processo estoca´stico e´ dito adaptado a uma
filtrac¸a˜o {Ft} se e´ Ft-mensura´vel para todo t e um espac¸o de probabilidades filtrado e´
representado por (Ω,F ,{Ft}t>0,P ).
Movimento browniano: Ummovimento browniano unidimensional Bt e´ um processo estoca´s-
tico cont´ınuo com incrementos independentes estaciona´rios de distribuic¸a˜o gaussiana, cujo
valor esperado de cada incremento e´ o estado inicial e a variaˆncia e´ o tempo decorrido du-
rante o intervalo. Escrito de outra forma [17], uma func¸a˜o cont´ınua B(t) e´ um movimento
browniano se para todo 0 = t0 < t1 < ... < tm, os incrementos
B(t1)−B(t0), B(t2)− B(t1), ..., B(tm)−B(tm−1)
sa˜o independentes e possuem distribuic¸a˜o gaussiana com
E[B(ti+1)− B(ti)] = B(0) e E[(B(ti+1)−B(ti))2] = ti+1 − ti.
Tempo de parada: O tempo de parada de um processo estoca´sticoXt e´ uma varia´vel aleato´ria
τ de modo que para qualquer t > 0, e´ poss´ıvel determinar se o evento {τ 6 t} ocorreu
baseado no histo´rico {Xu; u 6 t} do processo estoca´stico.
Propriedade forte de Markov: A propriedade forte de Markov afirma que a probabilidade
de um processo markoviano Xt encontrar-se em um estado j em um instante de tempo
posterior a um tempo de parada T independe da trajeto´ria do processo anterior a T , isto
e´,
P{XT+s = j|Xu; u 6 T} = Ps(XT ,j). (A.3)
Ale´m disso, em termos de valor esperado, essa independeˆncia significa que para qualquer
m natural, 0 6 s1 < ... < sm e uma func¸a˜o positiva f definida em X¯m, vale
E[f(XT+s1 ,...,XT+sm)|Xu; u 6 T ] = E[f(Xs1 ,...,Xsm)|X0 = XT ]. (A.4)
Lei das esperanc¸as iteradas O valor esperado de qualquer esperanc¸a condicional de um pro-
cesso X e´ igual ao valor esperado de X, isto e´,
E[E[X|Y1,...,Yn]] = E[X]. (A.5)
Martingal, supermartingal e submartingal: Um processo estoca´stico {Xt}t>0 em um es-
pac¸o (Ω,F ,P ) e´ chamado martingal com respeito a uma filtrac¸a˜o {Ft}t>0 (e com respeito
a P ) se
(i) Xt e´ Ft-mensura´vel para todo t;
(ii) E[|Xt|] <∞ para todo t;
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(iii) E[Xs|Ft] = Xt para todo s > t.
Se (i) e (ii) sa˜o va´lidos e E[Xs|Ft] > Xt para todo s > t, enta˜o Xt e´ um submartingal.
Por outro lado, se (iii) e´ substitu´ıdo por E[Xs|Ft] 6 Xt para todo s > t, enta˜o Xt e´ um
supermartingal.
Lema de Fatou: Se {fn} e´ uma sequeˆncia de func¸o˜es mensura´veis na˜o-negativas, enta˜o∫
lim inf
n
fndµ 6 lim inf
n
∫
fndµ (A.6)
De modo ana´logo, ∫
lim sup
n
fndµ > lim sup
n
∫
fndµ (A.7)
Como E[f ] =
∫
fdPf , em que Pf e´ a medida de probabilidade de f , vale tambe´m
E[lim sup
n
fn] > lim sup
n
E[fn]. (A.8)
Convergeˆncia dominada de Lebesgue: Seja {fn} uma sequeˆncia de func¸o˜es mensura´veis e
g uma func¸a˜o integra´vel. Se |fn| 6 g em quase todo lugar e fn → f em quase todo lugar,
enta˜o f e fn sa˜o integra´veis e
∫
fndµ→
∫
fdµ.
Teorema da Convergeˆncia Limitada: Seja µ(Ω) < ∞ e as func¸o˜es fn sa˜o uniformemente
limitadas, enta˜o fn → f em quase todo lugar implica que
∫
fndµ→
∫
fdµ.
Apeˆndice B
Matrizes expandidas do MVS
Conforme mencionado na Sec¸a˜o 3.4, no problema de programac¸a˜o linear descrito, uma das
restric¸o˜es deve ser satisfeita tambe´m na fronteira. O vetor de inco´gnitas W deve, portanto,
incluir os no´s de fronteira, a` excec¸a˜o dos quatro no´s dos cantos, que na˜o pertencem a` regia˜o
coberta pelas bolas. Assim, W e´ um vetor cujos elementos sa˜o os valores aproximados no ponto
zi,j para o resultado w da transformac¸a˜o (3.14) aplicada na versa˜o discreta de V em Z¯. Para isso,
foi necessa´rio expandir a matriz A e modificar o vetor b, de modo a criar a nova desigualdade
matricial A˜W 6 b˜, com b˜ dependendo apenas do termo na˜o-homogeˆneo para os no´s internos e
assumindo o valor da condic¸a˜o de fronteira para os no´s externos e
A˜ =

A Cup Cbottom [−IN 0]T [0 − IN ]T
0 IM 0 0 0
0 0 IM 0 0
0 0 0 IN 0
0 0 0 0 IN
 , (B.1)
em que Cup, Cbottom representam matrizes de dimensa˜o NM ×M cujos elementos valem −1 nos
pontos em que ha´ uma ligac¸a˜o do elemento de W correspondente a`quela linha com as fronteiras
superior e inferior, respectivamente; IM e IN sa˜o as matrizes identidade de tamanho M ×M
e N × N , respectivamente; e 0 representa uma matriz de zeros com a dimensa˜o adequada. O
co´digo em Matlab a seguir apresenta como construir a matriz A˜ a partir da matriz A, do nu´mero
de linhas de no´s internos, N , e do nu´mero de colunas de no´s internos, M .
Per = 2*N+2*M;
A2 = [A zeros(N*M,Per); zeros(Per,N*M+Per)];
for k=1:M
A2((k-1)*N+1,N*M+k)=-1;
A2(k*N,N*M+M+k)=-1;
end
A2(1:N,N*M+2*M+1:N*M+2*M+N) = -eye(N);
A2(N*M-N+1:N*M,N*M+Per-N+1:N*M+Per) = -eye(N);
A2(N*M+1:N*M+M,N*M+1:N*M+M) = eye(M);
A2(N*M+M+1:N*M+2*M,N*M+M+1:N*M+2*M) = eye(M);
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A2(N*M+2*M+1:N*M+2*M+N,N*M+2*M+1:N*M+2*M+N) = eye(N);
A2(N*M+2*M+N+1:N*M+Per,N*M+2*M+N+1:N*M+Per) = eye(N);
Como exemplo, tome o caso em que M = N = 2. Tem-se, enta˜o, uma regia˜o com 4 no´s em
cada dimensa˜o, incluindo a fronteira. A matriz A, que na˜o inclui os elementos de fronteira, tem
dimensa˜o MN ×MN , isto e´, 4× 4 e vale
A =

4I0(λr) −1 −1 0
−1 4I0(λr) 0 −1
−1 0 4I0(λr) −1
0 −1 −1 4I0(λr)
 (B.2)
O vetor b˜ tem dimensa˜o NM + 2(N +M) = 12 e vale
b˜ =

4f11[1− I0(λr)]/λ2
4f21[1− I0(λr)]/λ2
4f12[1− I0(λr)]/λ2
4f22[1− I0(λr)]/λ2
M[W k−1](z01)
M[W k−1](z02)
M[W k−1](z31)
M[W k−1](z32)
M[W k−1](z10)
M[W k−1](z20)
M[W k−1](z13)
M[W k−1](z23)

, (B.3)
em que f e´ a func¸a˜o da parte na˜o-homogeˆnea da desigualdade de Helmholtz e e´ definida somente
no interior e zij, i = 0,...,N,N + 1 e j = 0,...,M,M + 1, representa um ponto em Z¯.
A matriz A˜, de dimensa˜o (NM + 2(N +M))× (NM + 2(N +M)) = 12× 12, vale
A˜ =

4I0(λr) −1 −1 0 −1 0 0 0 −1 0 0 0
−1 4I0(λr) 0 −1 0 0 −1 0 0 −1 0 0
−1 0 4I0(λr) −1 0 −1 0 0 0 0 −1 0
0 −1 −1 4I0(λr) 0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

. (B.4)
