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Abstract
Let A be an arbitrary symmetrizable Cartan matrix of rank r, and n = n+ be the
standard maximal nilpotent subalgebra in the Kac-Moody algebra associated with
A (thus, n is generated by E1, . . . , Er subject to the Serre relations). Let Uˆq(n)
be the completion (with respect to the natural grading) of the quantized enveloping
algebra of n. For a sequence i = (i1, . . . , im) with 1 ≤ ik ≤ r, let Pi be a skew
polynomial algebra generated by t1, . . . , tm subject to the relations tltk = q
Cik,il tktl
(1 ≤ k < l ≤ m) where C = (Cij) = (diaij) is the symmetric matrix corresponding
to A. We construct a group-like element ei ∈ Pi
⊗
Uˆq(n). This element gives rise
to the evaluation homomorphism ψi : Cq[N ] → Pi given by ψi(x) = x(ei), where
Cq[N ] = Uq(n)
0 is the restricted dual of Uq(n). Under a well-known isomorphism
of algebras Cq[N ] and Uq(n), the map ψi identifies with Feigin’s homomorphism
Φ(i) : Uq(n)→ Pi. We prove that the image of ψi generates the skew-field of fractions
F(Pi) if and only if i is a reduced expression of some element w in the Weyl group W ;
furthermore, in the latter case, Ker ψi depends only on w (so we denote Iw := Ker ψi).
This result generalizes the results in [5], [6] to the case of Kac-Moody algebras. We
also construct an element Rw ∈
(
Cq[N ]/Iw
)⊗
Uˆq(n) which specializes to ei under
the embedding Cq[N ]/Iw →֒ Pi. The elements Rw are closely related to the quazi-
R-matrix studied by G. Lusztig in [8]. If i, i′ are reduced expressions of the same
element w ∈ W , we have a natural isomorphism Ri
′
i : F(Pi) → F(Pi′) such that
(Ri
′
i ⊗ id)(ei) = ei′ . This leads to identities between quantum exponentials. The
maps Ri
′
i are q-deformations of Lusztig’s transition maps [8]. The existence of the
maps Ri
′
i leads to a surprising combinatorial corollary about skew-symmetric matrices
associated with reduced expressions (cf. [12]).
1
0. Introduction and main results
It is well-known that a quantum group is not a group. One of the goals of this chapter
is to introduce group-like elements for quantum deformations of certain nilpotent algebraic
groups. In this section, we sketch our main results; more details will be given in subsequent
sections.
Consider a maximal unipotent subgroup N in a complex simple algebraic group G.
The group-like elements will be obtained as quantum deformation of certain morphisms
πi : C
m → N defined as follows.
Let E1, E2, . . . , Er be standard generators of n, the Lie algebra of N . For any sequence
i = (i1, . . . , im) of indices (possibly with repetitions), one defines a map C
m → N by the
formula
πi(t1, . . . , tm) = exp(t1Ei1)exp(t2Ei2) · · · exp(tmEim) (0.1)
where exp : n→ N is the exponential map. Note that πi is a regular (algebraic) map.
It is well-known that πi is a birational isomorphism C
m ∼= N if i = (i1, . . . , im) is a
reduced expression of w0, the longest element in the Weyl group W of G. Furthermore, if
i is a reduced expression of w ∈W , then the closure in N of the image of πi depends only
on w.
To construct a q-deformation of πi we interpret the evaluation homomorphism π
∗
i :
C[N ]→ C[t1, . . . , tm] as follows. First, we think of the product in (0.1) as an element
π˜i ∈ C[t1, . . . , tm]
⊗
Uˆ(n),
where Uˆ(n) is the completion of the universal enveloping algebra of n with respect to the
natural grading.
Second, C[N ] can be identified with U(n)0, the restricted dual Hopf algebra. This
gives rise to a natural pairing C[N ] × Uˆ(n) → C. Extending scalars from C to P =
C[t1, . . . , tm] we see that each f ∈ C[N ] becomes a linear form on P
⊗
Uˆ(n) with values
in P . Then we have
π∗i (f) = f(π˜i) . (0.2)
We construct the deformation of π˜i in a more general situation when n is the standard
maximal nilpotent Lie subalgebra in a Kac-Moody algebra g. Let us briefly introduce
necessary definitions and notation.
Let A = (aij) be a symmetrizable Cartan matrix of size r × r. Denote by C =
(Cij) = (diaij) the corresponding symmetric matrix. Let U be the associative algebra
over C(q) generated by E1, . . . , Er subject to the quantum Serre relations (this is the
quantized universal enveloping algebra Uq(n) of the nilpotent part of the Kac-Moody
algebra corresponding to A). The algebra U is graded by Zr+ via deg(Ei) = αi, the
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standard basis vector in Zr+. Denote by Uˆ the completion with respect to the grading.
Following [8], Chapter 2, we consider U with the structure of a braided bialgebra with
the braided coproduct ∆ : U → U
⊗
U . Namely, ∆(Ei) = Ei ⊗ 1 + 1 ⊗ Ei, and ∆ is a
homomorphism of Zr+-graded algebras, where the algebra structure on the tensor square
of U differs from the standard one by a twist (see Section 2 below for more details). It
follows that Uˆ is a complete bialgebra with the coproduct ∆ˆ : Uˆ → Uˆ
⊗ˆ
Uˆ . The quantum
group A is the restricted dual algebra of U (if A is of finite type then A can be identified
with the q-deformed ring of polynomial functions Cq[N ]). The natural evaluation pairing
A× Uˆ → C(q) will be denoted by (x, E) 7→ x(E).
Let i = (i1, . . . , im) be a sequence of integers with 1 ≤ ik ≤ r. Denote by Pi the
C(q)-algebra generated by t1, . . . , tm subject to the relations
tltk = q
Cik,il tktl, 1 ≤ k < l ≤ m . (0.3)
Let Uˆi = Pi
⊗
Uˆ be the space of all series of the form
∑
γ∈Zr
+
tγ ⊗ Eγ
where tγ ∈ Pi and Eγ ∈ U is a homogeneous element of degree γ. There is a standard
algebra structure on Uˆi. We identify Pi
⊗
1 with Pi and 1
⊗
Uˆ with Uˆ so that tE = Et =
t⊗E in Uˆi. Note also that Uˆi is a Pi-bimodule in the standard way. The coproduct ∆ˆ on
Uˆ extends naturally to the Pi-bilinear map
∆ˆi : Uˆi → Uˆi
⊗ˆ
Pi
Uˆi
by the formula: ∆ˆi(
∑
γ tγEγ) =
∑
γ tγ∆(Eγ). We call e ∈ Uˆi a group-like element if
∆ˆi(e) = e⊗ e.
Finally, we define the q-exponential
expq(u) =
∑
n≥0
un
[n]q!
(0.4)
where [n]q! = [1]q[2]q · · · [n]q, [l]q = 1 + q + · · · q
(l−1).
Now we can state our first main result.
Theorem 0.1. For any sequence i = (i1, . . . , im) and any c1, . . . , cm ∈ C(q), the product
expqi1 (c1t1Ei1)expqi2 (c2t2Ei2) · · · expqim (cmtmEim)
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is a group-like element in Uˆi, where qi = q
Cii for i = 1, . . . , r.
We prove Theorem 0.1 in Section 1 for more general braided bialgebras.
We denote
ei = expqi1 (t1Ei1)expqi2 (t2Ei2) · · · expqim (tmEim) . (0.5)
As in the commutative case, we extend the evaluation pairing A× Uˆ → C(q) to the
Pi-linear pairing A× Uˆi → Pi. As an analogue of (0.2) we define the map ψi : A → Pi by
ψi(x) := x(ei) . (0.6)
Corollary 0.2. The map ψi is an algebra homomorphism.
Proof. The definition of the pairing (x, E)→ x(E) implies that (xy)(u) = (x ⊗ y)(∆ˆ(u))
for all x, y ∈ A and u ∈ Uˆi, where (x⊗y)(u1⊗u2) := x(u1)y(u2) for any u1, u2 ∈ Uˆi. Thus,
we have
ψi(xy) = (xy)(ei) = (x⊗ y)(∆ˆi(ei)) = (x⊗ y)(ei ⊗ ei) = x(ei)y(ei) = ψi(x)ψi(y) .
Corollary 0.2 is proved. ⊳
Expanding (0.5), we obtain the following formula for ψi:
ψi(x) =
∑
a1,a2...,am≥0
x
(
E
[a1]
i1
E
[a2]
i2
· · ·E
[am]
im
)
ta11 t
a2
2 · · · t
am
m (0.7)
where E
[n]
i =
1
[n]qi !
Eni . Note that the sum in (0.7) is always finite.
Under a well-known isomorphism A ∼= U the homomorphism ψi becomes Feigin’s
homomorphism Φ(i) : U → Pi ([5] and Section 2 below).
Using the homomorphism ψi, we can express the group-like element ei in terms of
the universal element R ∈ A
⊗
Uˆ defined as follows. Under the canonical isomorphism
between A
⊗
Uˆ and the space of linear maps U → Uˆ , the element R corresponds to the
inclusion U →֒ Uˆ .
Proposition 0.3. For any sequence i as above, we have
(ψi ⊗ id)(R) = ei . (0.8)
The element R is uniquely determined by the equations (0.8) for all i.
Proof. Let B be a homogeneous basis in U (that is, B is compatible with the Zr+-grading),
and {b∗} be the dual basis in A (so that b∗(b′) = δb,b′). By definition,
R =
∑
b∈B
b∗ ⊗ b . (0.9)
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We have
(ψi ⊗ id)(R) =
∑
b∈B
ψi(b
∗)⊗ b =
∑
b∈B
b∗(ei)⊗ b = ei
by definition (0.6) of ψi and by the formula
∑
b∈B b
∗(u)⊗ b = u for any u ∈ Uˆi.
It remains to check the uniqueness. Assume that there is another R′ satisfying (0.8)
for all i. The equations (0.8) imply that (R − R′) ∈ Ker ψi
⊗
Uˆ . By (0.7), an element
x ∈ A is in the kernel of each ψi if and only if x vanishes at all monomials in E1, . . . , Er.
Hence, R′ = R, and we are done. ⊳
The element R was studied in [8], Chapter 4 in a slightly different setting; it is a
version of the universal R-matrix for the “braided” quantum double of U .
Let W be the Weyl group generated by simple reflections s1, . . . , sr : Z
r → Zr defined
by si(αj) = αi − aijαi for all i, j. We say that i = (i1, . . . , im) is a reduced expression of
w ∈W if w = si1 · · · sim and this factorization of w is the shortest possible. We denote by
R(w) the set of all reduced expressions of w. We also reserve notation w0 for the longest
element in W if W is finite.
For a sequence i = (i1, . . . , im) let U(i) be the subspace in U spanned by all monomials
Ea1i1 E
a2
i2
· · ·Eamim . It is-well known ([7], Section 4.4, or [9]) that if i ∈ R(w) then U(i)
depends only on w. So we denote U(w) := U(i) for all i ∈ R(w). It is also well-known that
U(w0) = U if W is finite. Further, if i is not reduced then there is a subsequence i
′ of i
such that i′ is a reduced expression and U(i) = U(i′). For the convenience of the reader
we will prove these assertions in Section 2.
Now we can give a complete description of Ker ψi using (0.7) and the above discussion.
Lemma 0.4. The kernel of ψi is the orthogonal complement of U(i):
Ker ψi = {x ∈ A : x(u) = 0 for all u ∈ U(i)} .
Furthermore,
(i) If i is not reduced then there is a reduced subsequence i′ of i such thatKer ψi = Ker ψi′ .
(ii) For every w ∈W and i, i′ ∈ R(w) we have Ker ψi = Ker ψi′ .
(iii) If W is finite then Ker ψi = {0} for any i ∈ R(w0).
Denote Iw := Ker ψi for i ∈ R(w). Our next main result is the following.
Theorem 0.5. For every w ∈W and i ∈ R(w), the image of ψi generates the (skew) field
of fractions of Pi. Hence, ψi induces an isomorphism of the fields of fractions
ψi : F
(
A/Iw
)
→˜F
(
Pi
)
. (0.10)
In particular, if W is finite and w = w0 then ψi is an isomorphism between F
(
A
)
and
F
(
Pi
)
.
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Here the symbol F stands for the skew-field of fractions. We review the necessary
definitions and results in the appendix below.
The last statement in Theorem 0.5 coincides with Feigin’s conjecture ([5], [6]) (stated
for U rather than for A). The conjecture was proved in [5] for the type Ar and w = w0 by
a direct computation involving some specific reduced word i ∈ R(w0). The conjecture was
further generalized by A. Joseph ([6]) to any w ∈ W in the assumption that W is finite,
and proved by geometric arguments.
We give an algebraic proof of Theorem 0.5 in Section 2 without the assumption that
W is finite. The following proposition plays the crucial role in the proof.
Proposition 0.6. For every reduced expression i of some w ∈ W , there is an element
x = x(i) ∈ A such that ψi(x) = t
a1
1 t
a2
2 · · · t
am
m with a1 > 0.
We prove Proposition 0.6 in Section 3.
Corollary 0.7. The skew-field F
(
ψi(A)
)
coincides with F(Pi) if and only if i is a reduced
expression.
Proof. We need to prove the “only if” part (the “if” part is the assertion of Theorem 0.5).
Assume that i = (i1, . . . , im) is not reduced. Then, by Lemma 0.4(i) and Theorem 0.5,
there is a reduced subsequence i′ = (ik1 , . . . , ikl) of i such that Im ψi′
∼= Im ψi. It follows
that F(Im ψi) ∼= F(Im ψi′) ∼= F(Pi′). But F(Pi′) 6∼= F(Pi) since these skew-fields have
different Gel’fand-Kirillov dimensions (see [12], Proposition 2.18). Corollary 0.7 is proved.
⊳
Let us illustrate the above results in the case when A is of type An−1. In this case,
one can show that A is generated by the elements xij with 1 ≤ i < j ≤ n subject to the
following relations (cf. [2], [4]):
xijxkl = xklxij , xilxjk = xjkxil (1 ≤ i < j < k < l ≤ n) , (0.11)
xik =
qxijxjk − xjkxij
q − q−1
, xijxik = qxikxij , xjkxik = q
−1xikxjk (1 ≤ i < j < k ≤ n) .
The elements xij are q-deformations of the matrix entries considered as polynomial func-
tions on the group N of the unipotent upper-triangular matrices. So we arrange the xij
into the matrix X = I +
∑
i<j
xijEij , where I is the identity matrix, and the Eij are the
matrix units. Let ψi(X) be the n×n-matrix (over Pi) obtained from X by applying ψi to
each matrix entry. The following proposition will be proved in Section 2.
Proposition 0.8. For any sequence i = (i1, . . . , im), the matrix ψi(X) admits the follow-
ing matrix factorization
ψi(X) = (I + t1Ei1,i1+1)(I + t2Ei2,i2+1) · · · (I + tmEim,im+1) . (0.12)
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If i ∈ R(w0) then, applying the inverse isomorphism (ψi)
−1 : F
(
Pi
)
→ F
(
A
)
to the
factorization (0.12), we obtain the factorization of the matrix X over F
(
A
)
:
X = (I + t˜1Ei1,i1+1)(I + t˜2Ei2,i2+1) · · · (I + t˜mEim,im+1) ,
where t˜k = (ψi)
−1(tk). This factorization is a q-deformation of the one studied in [1]; it
can be shown that such a factorization is unique. The explicit formulas for t˜k in terms of
the matrix entries xij will be given in a separate publication. The above factorizations of
the matrix X (and, more generally, R for quantum groups of finite type) were studied in
[11].
Let us return to the general situation and discuss some corollaries of Theorem 0.5.
For every w ∈W and i, i′ ∈ R(w) there is an isomorphism of skew fields
Ri
′
i : F
(
Pi)→˜F
(
Pi′
)
defined by Ri
′
i = ψi′ ◦ (ψi)
−1. We extend it to the isomorphism Ri
′
i ⊗ id : F
(
Pi
)⊗
Uˆ →
F
(
Pi′
)⊗
Uˆ . In the following proposition, every element ei given by (0.5) is regarded as
an element of F
(
Pi
)⊗
Uˆ .
Proposition 0.9. For every i, i′ ∈ R(w), we have (Ri
′
i ⊗ id)(ei) = ei′ .
Proof. Let pw : A → A/Iw be the canonical projection. Denote Rw = (pw⊗ id)(R). Note
that, similarly to R, the element Rw ∈ A/Iw
⊗
Uˆ corresponds to the inclusion U(w) →֒ U .
Proposition 0.3 implies that
(ψi ⊗ id)(Rw) = ei (0.13)
for every i ∈ R(w). We are done since Ri
′
i ⊗ id = (ψi′ ⊗ id) ◦ (ψi ⊗ id)
−1. ⊳
Proposition 0.9 implies some identities between quantum exponentials. For two re-
duced expressions i = (i1, . . . , im) and i
′ = (i′1, . . . , i
′
m) of an element w ∈W , let t1, . . . , tm
(resp. t′1, . . . , t
′
m) be the standard generators of Pi (resp. Pi′).
Corollary 0.10. The following identity holds in the algebra F(Pi)
⊗
Uˆ :
expqi1
(t1Ei1) · · · expqim (tmEim) = expqi′
1
(p1Ei′
1
) · · · expqi′m
(pmEi′m) , (0.14)
where pk = R
i
i′(t
′
k) for k = 1, . . . , m. Identity (0.14) remains true under the rescaling
Ei 7→ ciEi for any ci ∈ C(q), i = 1, . . . , r.
Example 1. Let A be the Cartan matrix of type A2 . Then the Weyl group W is the
symmetric group S3, and w0 = s1s2s1 = s2s1s2. Take i = (121), i
′ = (212), and denote by
t1, t2, t3 and t
′
1, t
′
2, t
′
3 the generators of P(121) and P(212) respectively. Then R
(121)
(212)(t
′
k) = pk
for k = 1, 2, 3, where
p1 = t2t3(t1 + t3)
−1, p2 = t1 + t3, p3 = (t1 + t3)
−1t1t2 .
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This is a consequence of the matrix equation
(I + p1E23)(I + p2E12)(I + p3E23) = (I + t1E12)(I + t2E23)(I + t3E12) ,
which follows from the factorization (0.12).
The identity (0.14) takes the form
expq2(c1t1E1)expq2(c2t2E2)expq2(c1t3E1) = expq2(c2p1E2)expq2(c1p2E1)expq2(c2p3E2)
(0.15)
for any c1, c2 ∈ C(q). Expanding both sides of (0.15) and comparing the components of
degree 2α1 + α2, we obtain the quantum Serre relation
E21E2 − (q + q
−1)E1E2E1 − E2E
2
1 = 0 .
We also note that setting c1 = 1 and c2 = 0 in (0.15) yields the familiar rule
expq2(t1E1)expq2(t3E1) = expq2((t1 + t3)E1) .
The identity (0.15) appeared in [11], Section 10.4; it was proved there by a straight-
forward computation.
We conclude the introduction by a surprising combinatorial consequence of the above
results. To a sequence i = (i1, . . . , im) we associate a skew-symmetric m×m-matrix S(i)
by the formula:
S(i) =
∑
1≤k<l≤m
Cik,il(Ekl − Elk) . (0.16)
We say that two m×m matrices S and S′ are equivalent if there is a matrix T ∈ SLm(Z)
such that S′ = TST t (where T t is the transpose of T ).
Proposition 0.11. For every w and i, i′ ∈ R(w), the matrices S(i) and S(i′) are equiva-
lent.
This follows from the fact that the skew-fields F(Pi) and F(Pi′) are isomorphic, in view
of a general result by A. Panov [12] (see also Section 2 below). Proposition 0.11 essentially
says that there exists an isomorphism F(Pi′)→ F(Pi) which takes every generator t
′
k to a
monomial in t1, . . . , tm. (Note that the isomorphism R
i
i′ considered above, in general does
not have this property).
The material is organized as follows. In Section 1 we introduce braided bialgebras
and prove some results about them, including the generalization of Theorem 0.1. The
quantum group A associated with a symmetrizable Cartan matrix is studied in Section 2,
which contains the proofs of Lemma 0.4, Theorem 0.5 (modulo Proposition 0.6), and
8
Propositions 0.8 and 0.11. Section 3 is devoted to the proof of Proposition 0.6; our proof
is based on the properties of extremal vectors in simple Uq(g)-modules. In Appendix we
review necessary definitions and results about non-commutative fields of fractions.
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1. Results on braided bialgebras
Let k be a field and U be a Zr+-graded k-algebra: U =
⊕
U(γ), the sum over γ ∈ Zr+.
We assume that U(0) = k and every U(γ) is finite-dimensional. Let q = (qij), 1 ≤ i, j ≤ r
be a r × r-matrix with all qij ∈ k, qij 6= 0. Following G. Lusztig ([8]) we associate with
q an algebra structure on the vector space U
⊗
U . For any two homogeneous elements
b ∈ U(m1, . . . , mr) and c ∈ U(n1, . . . , nr) we set
Q(b, c) = Q((m1, . . . , mr), (n1, . . . , nr)) =
r∏
i,j=1
q
minj
ij . (1.1)
We define the q-braided multiplication in U
⊗
U by
(a⊗ b)(c⊗ d) := Q(b, c)(ac⊗ bd) (1.2)
for any homogeneous elements b, c of U and any a, d ∈ U .
It is easy to see that (1.2) makes U
⊗
U into a Zr+-graded associative algebra (with the
standard grading (U
⊗
k U)(γ) =
⊕
γ′ U(γ
′)
⊗
U(γ − γ′)). This algebra will be denoted
by U
⊗
qU and called the q-braided tensor square of U .
We call U a q-braided bialgebra if
(i) there is a homomorphism of Zr+-graded algebras ∆ : U → U
⊗
qU satisfying the
coassociativity constrain (we call ∆ the coproduct);
(ii) There is a counit homomorphism of algebras ε : U → U(0) = k satisfying
(ε⊗ id) ◦∆ = (id⊗ ε) ◦∆ = id, ε(1) = 1. (1.3)
This definition implies that for every u ∈ U ,
∆(u) = u⊗ 1 + 1⊗ u+
∑
n
un ⊗ u
′
n (1.4)
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where all un, u
′
n are homogeneous elements of nonzero degrees. In particular, ∆(u) =
u⊗ 1 + 1⊗ u for every x ∈ U(α1)
⊕
· · ·
⊕
U(αr) where α1, . . . , αr is the standard basis in
Zr+. Another consequence of this definition is that ε(x) = 0 for any x ∈ U(γ), γ 6= 0.
Note that the algebra U from the introduction, associated to a symmetrizable Cartan
matrix A, is a q-braided algebra, where qij = q
Cij . Another example is the free algebra
generated by E1, . . . , Er, where q is arbitrary.
Let Uˆ be the completion of U with respect to the grading, that is, the space of all
formal series uˆ =
∑
γ∈Zr
+
uγ , where uγ ∈ U(γ). Clearly, Uˆ is an algebra. The coproduct in U
extends to ∆ˆ : Uˆ → Uˆ
⊗ˆ
qUˆ so Uˆ becomes a complete bialgebra.
Now we fix a positive integer m and consider a sequence i = (i1, i2, . . . , im) of integers
with 1 ≤ ik ≤ r. Let q = (qij) be the matrix used in the definition of U . Consider a
k-algebra Pi = Pi,q generated by t1, . . . , tm subject to the following relations:
tltk = qik ,iltktl (1.5)
for all 1 ≤ k < l ≤ m.
Define Uˆi = Pi
⊗
k Uˆ , the space of formal series of the form
∑
γ tγ ⊗uγ , where tγ ∈ Pi
and uγ ∈ U(γ). We consider Uˆi with the standard algebra structure (so we can write
tu = ut = t⊗ u).
Consider the completed tensor square Vi = Uˆi
⊗ˆ
Pi
Uˆi where the left factor is regarded as
a right Pi-module and the right factor as a left Pi-module. Note that Vi is a Pi-bimodule.
In Vi, we can write t(u⊗v) = (tu)⊗v = u⊗ (tv) = (u⊗v)t for any u, v ∈ U , t ∈ Pi. Under
the standard identification Vi ∼= Pi
⊗
Uˆ
⊗ˆ
qUˆ this bimodule Vi becomes an algebra.
There is a natural morphism of Pi-bimodules
∆ˆi : Uˆi → Vi
which is the Pi-linear extension of the coproduct ∆ˆ on Uˆ . Clearly, ∆ˆi is an algebra
homomorphism.
Let E = (E1, . . . , Em) be the family of elements Ek ∈ U(αik). We define an element
ei = ei,E ∈ Uˆi as follows:
ei,E = expq1(t1E1)expq2(t2E2) · · · expqm(tmEm) (1.6)
where qk = qik ,ik for k = 1, . . . , m, and expqk stands for the quantum exponential defined
by (0.4).
The following result extends Theorem 0.1 to arbitrary q-braided algebras.
Theorem 1.1. For any sequence i and any family E = (Ek) as above the element ei = ei,E
is a group-like element in Uˆi, i.e., ∆ˆi(ei) = ei ⊗ ei.
Proof . We need the following.
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Lemma 1.2.
(a) Each factor ek = expqk(tkEk) of ei is a group-like element in Uˆi.
(b) (1⊗ ek)(el ⊗ 1) = (el ⊗ 1)(1⊗ ek) for any 1 ≤ k < l ≤ m.
Proof. (a) Denote E = tkEk. Since ∆(Ek) = Ek ⊗ 1 + 1⊗ Ek, for each k we have
∆ˆi(E) = tk(Ek ⊗ 1 + 1⊗Ek) = E ⊗ 1 + 1⊗ E.
Denote x = E ⊗ 1, y = 1 ⊗ E. Let us show that that yx = qxy where q := qk = qik,ik .
Indeed,
yx = (1⊗E)(E ⊗ 1) = (1⊗ tkEk)(tkEk ⊗ 1) = t
2
k(1⊗ Ek)(Ek ⊗ 1)
= Q(Ek, Ek)t
2
k(Ek ⊗Ek) = qik ,ik(tkEk ⊗ tkEk) = qxy .
Further, we obtain
∆ˆi(expq(E)) = expq(∆ˆi(E)) = expq(x+ y)
and
expq(E)⊗ expq(E) = (expq(E)⊗ 1)(1⊗ expq(E))
= (expq(E ⊗ 1))(expq(1⊗ E)) = expq(x)expq(y) .
Then the well-known rule for the quantum exponentials.
expq(x+ y) = expq(x)expq(y)
(provided that yx = qxy) implies that ∆ˆi(expq(E)) = expq(E) ⊗ expq(E). Part (a) is
proved.
(b) Denote E = tkEk and E
′ = tlEl. By definition of U
⊗
qU ,
(1⊗ E)(E′ ⊗ 1) = tktl(1⊗ Ek)(El ⊗ 1) = qik,iltktl(El ⊗Ek) .
The commutation relations (1.5) imply that
(1⊗ E)(E′ ⊗ 1) = tktl(1⊗Ek)(El ⊗ 1) = tltk(El ⊗ Ek) = E
′ ⊗ E = (E′ ⊗ 1)(1⊗ E).
It follows that (1 ⊗ f(E))(g(E′) ⊗ 1) = f(E′) ⊗ g(E) = (f(E′) ⊗ 1)(1 ⊗ g(E)) for any
polynomials f and g in one variable. Passing to the completion, we see that f and g
can also be power series in the above formula. Taking f(E) := ek = expqk(E) and
g(E′) := el = expql(E
′) completes the proof of part (b). Lemma 1.2 is proved. ⊳
We are ready to complete the proof of Theorem 1.1 now. Recall that we use the
shorthand ek = expqk(tkEk) so ei = e1e2 · · ·em.
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Using Lemma 1.2 and the fact that (a⊗ 1)(1⊗ b) = a⊗ b for any a, b ∈ Uˆi, we obtain
∆ˆi(ei) = ∆ˆi(e1e2 · · ·em) = ∆ˆi(e1)∆ˆi(e2) · · · ∆ˆi(em) = (e1 ⊗ e1)(e2 ⊗ e2) · · · (em ⊗ em)
= (e1 ⊗ 1)(1⊗ e1)(e2 ⊗ 1)(1⊗ e2) · · · (em ⊗ 1)(1⊗ em) .
Using the commutativity property in Lemma 1.2(b), we obtain
∆ˆi(ei) =
(
(e1 ⊗ 1)(e2 ⊗ 1) · · · (em ⊗ 1)
)(
(1⊗ e1)(1⊗ e2) · · · (1⊗ em)
)
Finally, using the identities (u⊗1)(v⊗1) = uv⊗1, (1⊗u)(1⊗v) = 1⊗uv for any u, v ∈ Uˆ ,
we obtain ∆ˆi(ei) = (ei ⊗ 1)(1⊗ ei) = ei ⊗ ei. Theorem 1.1 is proved. ⊳
Now we define the restricted dual algebra A = U0 of U . As a vector space, A is the
set of all k-linear forms x : U → k such that x vanishes on U(γ) for all but finitely many
γ ∈ Zr+. In other words, A
∼=
⊕
γ A(γ) where A(γ) = Homk(U(γ),k).
We define the multiplication A ⊗ A → A by the formula (xy)(u) = (x ⊗ y)
(
∆(u)
)
where (x ⊗ y)
(
u1 ⊗ u2
)
= x(u1)y(u2). Thus, A becomes a Z
r
+-graded algebra (with the
unit k→ A dual to the counit ε : U → k).
Denote by (x, u) 7→ x(u) the natural non-degenerate evaluation pairing A × U → k.
Furthermore, we define the pairing A× Uˆi → Pi by the formula x(
∑
tγuγ) =
∑
x(uγ)tγ .
(The sum is finite by the definition of A.)
For every family E as above define a map ψi = ψi,E : A → Pi by the formula
ψi(x) := x(ei). Expanding ei into a power series we obtain
ψi(x) =
∑
a1,...,am∈Z+
x
(
E
[a1]
1 E
[a2]
2 · · ·E
[am]
m
)
ta11 t
a2
2 · · · t
am
m (1.7)
where E
[n]
k =
Enk
[n]qk !
. Note that the sum in (1.7) is always finite because x vanishes on all
but finitely many monomials Ea11 · · ·E
am
im
. Define a Zr+-grading on Pi by deg(tk) = αik
and denote by Pi(γ) the graded component of degree γ in Pi.
Corollary 1.3. For any sequence i = (i1, . . . , im) and a family E of elements Ek ∈ U(αik)
(k = 1, . . . , m), the map ψi,E : A → Pi defined by (1.7) is a homomorphism of Z
r
+-graded
algebras.
The proof of Corollary 1.3 repeats that of Corollary 0.2. ⊳
Remark 1. One can prove (see e.g. [10]) that A is a qt-braided bialgebra (where qt is the
transpose of q). Moreover, starting with an arbitrary qt-braided algebra A, one recovers
U as the restricted dual of A. So the result of Corollary 1.2 holds for any qt-braided
bialgebra A.
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Remark 2. Let A1 =
r⊕
i=1
A(αi). Corollary 1.2 implies that any morphism A1 →
r⊕
i=1
P (αi)
of Zr+-graded vector spaces extends to an algebra homomorphism. If A is generated by
A1, then this extension is unique. Thus, in the latter case all the homomorphisms A → Pi
of Zr+-graded algebras are parametrized by the space
r⊕
i=1
(
U(αi)
⊗
Pi(αi)
)
.
We define the universal element R ∈ A
⊗
Uˆ as follows. The tensor product A
⊗
Uˆ is
canonically identified with the space of all linear maps U → Uˆ . Then R is the element in
A
⊗
Uˆ corresponding to the inclusion U →֒ Uˆ .
Proposition 1.4. The element R satisfies (ψi,E⊗ id)(R) = ei,E for any i and E as above.
The proof of Proposition 1.4 coincides with that of Proposition 0.3. ⊳
Clearly, the correspondence
c1t1 + · · ·+ cmtm 7→ expq1(c1t1E1) · · · expqm(cmtmEm)
is a map from the m-dimensional “quantum” affine space (Pi)1 = ⊕
m
l=1k · tl to the set of
group-like elements in Uˆi. This map can be regarded as a deformation of the morphism
(0.1).
Now let us turn to the fields of fractions. For an algebra B without zero divisors,
F(B) is a vector space of right fractions (see Appendix). Its elements can be written as
ab−1, where a, b ∈ B and b 6= 0. As shown in the Appendix, for any sequence i and any
subalgebra B ⊂ Pi, the space F(B) is a skew-field. Note that ψi induces an embedding of
skew fields ψi : F(A/Ker ψi) →֒ F(Pi).
Now consider two elements ei,E and ei′,E′ corresponding via (1.6) to two sequences of
indices i = (i1, . . . , im) and i
′ = (i′1, . . . , i
′
n) and two families of elements E = (E1, . . . , Em)
and E′ = (E′1, . . . , E
′
n). Let t1, . . . , tm (resp. t
′
1, . . . , t
′
n) be the standard generators of Pi
(resp. Pi′).
Proposition 1.5. Assume that Ker ψi,E = Ker ψi′,E′ , and ψi′,E′ is an isomorphism
of skew-fields F(A/Ker ψi′,E′) and F(Pi′). Then the map R := ψi,E ◦ (ψi′,E′)
−1 is an
embedding F(Pi′) →֒ F(Pi), and the following identity holds in F(Pi)
⊗
Uˆ :
expq1(t1E1) · · · expqm(tmEm) = expq′1(p1E
′
1) · · · expq′n(pnE
′
n) , (1.8)
where qk = qik ,ik for k = 1, . . . , m, and q
′
l = qi′l,i
′
l
, pl = R(t
′
l) for l = 1, . . . , n.
Proof. We omit subscripts E and E′ in the formulas below. Let pi : A → A/Ker ψi be
the canonical projection. Denote Ri = (pi ⊗ id)(R). Then Proposition 1.4 implies that
(ψi ⊗ id)(Ri) = ei (1.9)
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for every i ∈ R(w). We are done since R⊗ id = (ψi ⊗ id) ◦ (ψi′ ⊗ id)
−1. Proposition 1.5 is
proved. ⊳
2. Feigin’s conjecture and other results for quantum groups
Throughout this section we will work over the field k = k(q) where k is a field of
characteristic 0 (say, k = C as in the introduction), and q is a variable (or a purely
transcendental element over k). Let A = (aij) be a symmetrizable Cartan matrix of size
r × r, and C = (Cij) be the corresponding symmetric matrix with integer entries. In this
section we consider a matrix q of the form q = (qij) = (q
Cij ). We denote qi := qii = q
Cii
for all i.
Similarly to [8], Chapter 1, we define the quantized enveloping algebra U and the
quantum group A associated with A as follows. First, let U be the free algebra over k(q)
generated by E1, . . . , Er. We make U into a q-braided bialgebra (see Section 1). Second,
the restricted dual algebra A of U is defined as in Section 1. Define a homomorphism f :
U → A by f(Ei) = xi where xi is the only element in A(αi) such that xi(Ei) = 1. Finally,
define U := U/Ker f and A := Im f , and keep the above notation for the generators. In
particular, U ∼= A via Ei 7→ xi. It is well-known that the right kernel of the evaluation
pairing A⊗ U → k(q) coincides with Ker f . Hence the induced pairing
A⊗ U → k(q) (2.1)
is non-degenerate, so we identify A with the restricted dual algebra to the q-braided
bialgebra U (and denote the evaluation pairing (2.1) by (x, E) 7→ x(E)). Note that the
generators E1, . . . , Er of U (as well as the generators x1, . . . , xr of A) are subject to the
quantum Serre relations ([8], Section 1.4.3, or Section 3 below).
The algebra U is Zr+-graded via deg Ei = αi. The pairing A× U → k(q) extends to
the Pi-linear pairing A× Uˆi → k(q) (we denote it by (x, u) 7→ x(u)), where Uˆi := Pi
⊗
Uˆ
and Pi is a k(q)-algebra generated by t1, . . . , tm subject to the relations tltk = q
Cik,il tktl
for 1 ≤ k < l ≤ m.
For the convenience of the reader, we summarize the results from Section 1 for the
quantum groups A and U in the following theorem.
Theorem 2.1. Let i = (i1, . . . , im) be any sequence. Then
(a) the element
ei = expqi1
(t1Ei1) · · · expqim (tmEim)
is a group-like element in Uˆi;
(b) the element ei gives rise to an algebra homomorphism ψi : A → Pi defined by ψi(x) :=
x(ei);
(c) there is a unique element R ∈ A
⊗
Uˆ satisfying (ψi ⊗ id)(R) = ei for all i;
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(d) the homomorphism ψi satisfies
ψi(x) =
∑
a1,...,am≥0
x(E
[a1]
i1
E
[a2]
i2
· · ·E
[am]
im
)ta11 t
a2
2 · · · t
am
m , (2.2)
where E
[n]
i =
1
[n]qi !
Eni , and [n]q! is defined in (0.4). In particular, for i = 1, . . . , r we
have ψi(xi) =
∑
k:ik=i
tk, and this determines ψi uniquely;
(e) Ker ψi = {x ∈ A : x(E
a1
i1
Ea2i2 · · ·E
am
im
) = 0 for all a1, . . . , am ∈ Z+}.
Remark. After the identification A ∼= U as above, ψi coincides with Feigin’s homo-
morphism Φ(i) : U → Pi. B. Feigin introduced this homomorphism in his talk at RIMS in
1992 (see e.g. [5] and [6]).
Let W be the Weyl group associated with the Cartan matrix A. By definition, W is
generated by simple reflections s1, . . . , sr : Z
r → Zr where si(αj) = αj − aijαi. We call
a sequence i = (i1, . . . , im) of indices a reduced expression of w ∈ W if w = si1si2 · · · sim ,
and the above expression of w is the shortest (we call i simply a reduced expression if
w is not specified). We set l(w) := m and call l(w) the length of w. Denote by R(w)
the set of all reduced expressions of w. It is well-known that W is a Coxeter group, so
the defining relations between s1, . . . , sr are of the form (sisj)
l = 1 where l ∈ {2, 3, 4, 6}.
(More precisely, l = aijaji + 2 if aijaji < 3 and l = 6 if aijaji = 3.) It follows that every
two reduced expressions of an element w ∈W are connected by a chain of moves
(i1, (i, j, i, . . .), i2) 7→ (i1, (j, i, j . . .), i2)
where each fragment in parentheses has the length l. If the Weyl group W is finite then
there is a unique element of the maximal length in W which we denote by w0.
Let us study the kernel of ψi. According to Theorem 2.1(e), Ker ψi is the orthogonal
complement of the subspace U(i) ⊂ U spanned by all monomials Ea1i1 E
a2
i2
· · ·Eamim .
Lemma 2.2.
(a) For every sequence i there is a reduced expression i′ such that U(i) = U(i′). Moreover,
i′ can always be chosen as a subsequence of i.
(b) For any w ∈W and i, i′ ∈ R(w), we have U(i) = U(i′).
(c) U(i) contains the subalgebra in U generated by all Ei such that l(wsi) = l(w) − 1.
Therefore, U(i) = U for every i ∈ R(w0) when W is finite.
Proof. The collection of the subspaces {U(i)} is a multiplicative semigroup with respect
to the product of vector subspaces in U . By definition,
U(i1, i2, . . . , im) = U(i1) · U(i2) · · · U(im)
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where U(i) is a subalgebra in U generated by Ei, i = 1, . . . , r.
We have U(i)U(i) = U(i), and for every pair (i, j) with aijaji < 4 the following relation
holds:
U(i) · U(j) · U(i) · · · = U(j) · U(i) · U(j) · · · (2.3)
where each product contains l factors. The identity (2.3) can be proved by the standard
arguments for the algebras U whose Cartan matrices are of types A1 ×A1, A2, B2 or G2.
It follows that every U(i) equals to U(i′) for some reduced subsequence i′ of i, which
proves (a). Part (b) also follows because the braid relations (2.3) can be used to move
from any reduced expression of w ∈W to any other one.
(c) Let J = Jw be the the set of all i satisfying l(wsi) = l(w) − 1. For each i ∈ J ,
there exists i ∈ R(w) such that i ends with i. Using (b) we see that U(i)Ei ⊂ U(i) for any
i ∈ R(w), i ∈ J . This completes the proof of Lemma 2.2. ⊳
We define Iw := Ker ψi for any i ∈ R(w). Since A/Iw is isomorphic to ψi(A), it
follows that F(A/Iw) is a skew field (see Appendix).
Theorem 2.3. For every w ∈ W and i ∈ R(w) the map ψi induces an isomorphism of
skew fields
ψi : F(A/Iw)
∼= F(Pi) . (2.4)
Taking w = w0 we obtain the following
Corollary 2.4. (Feigin’s conjecture). For any i ∈ R(w0), the homomorphism ψi : A → Pi
is an embedding, and it induces an isomorphism of skew-fields
ψi : F(A)
∼= F(Pi) .
Proof of Theorem 2.3. It is enough to prove that for any i ∈ R(w) the image of ψi
generates F(Pi), that is, t1, . . . , tm belong to F(Im ψi). We will deduce this statement
from Proposition 0.6. Then we neeed the following.
Proposition 2.5. For each element x ∈ A satisfying
ψi(x) = t
a1
1 t
a2
2 · · · t
am
m (2.5)
with a1 > 0, there is an element y ∈ A such that ψi(y) = ct
a1−1
1 t
a2
2 · · · t
am
m where c ∈
k(q), c 6= 0.
Proof of Proposition 2.5. For i = 1, . . . , r, let E∗i : A → A be the adjoint operator of the
left multiplication operator E 7→ EiE in U . Thus, the element E
∗
i (x) is determined by the
equations (E∗i (x))(E) = x(EiE) for every E ∈ U .
We will show that y can be chosen as y = E∗i (x).
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Indeed, (2.5) means that the right hand side of the expansion (2.2) for ψi(x) reduces
to one summand or, equivalently,
x(E
[b1]
i1
· · ·E
[bm]
im
) = 0 (2.6)
unless (b1, . . . , bm) = (a1, . . . , am).
By (2.2), we have
ψi(y) = ψi(E
∗
i1
(x)) =
∑
b1,...,bm∈Z+
(E∗i1(x))
(
E
[b1]
i1
E
[b2]
i2
· · ·E
[bm]
im
)
tb11 t
b2
2 · · · t
bm
m
=
∑
b1,...,bm∈Z+
x
(
Ei1E
[b1]
i1
E
[b2]
i2
· · ·E
[bm]
im
)
tb11 t
b2
2 · · · t
bm
m .
In view of (2.6),
ψi(y) = x(Ei1E
[a1−1]
i1
E
[a2]
i2
· · ·E
[am]
im
)ta1−11 t
a2
2 · · · t
am
m = ct
a1−1
1 t
a2
2 · · · t
am
m
with c 6= 0 as desired. ⊳
Taking x and y as in Proposition 2.5, we see that
t1 = cψi(x)(ψi(y))
−1 ∈ F(Im ψi) . (2.7)
To complete the proof of Theorem 2.3, we proceed by induction on m. If m = 1 then
t1 ∈ Im ψi = Pi. So let m ≥ 2, denote i
′ = (i2, . . . , im) and assume that Theorem 2.3
holds for i′, that is,
t2, t3, . . . , tm ∈ F(Im ψi′) . (2.8)
Note that Pi′ is naturally embedded into Pi as a subalgebra generated by t2, . . . , tm.
In view of the formula for ψi(xi) in Theorem 2.1(d),
ψi′(xi) = ψi(xi) (i 6= i1), ψi′(xi1) = ψi(xi1)− t1 . (2.9)
Using (2.7). we see that
ψi′(xi) ∈ F(Im ψi) , (i = 1, . . . , r)
hence
F(Im ψi′) ⊂ F(Im ψi) .
Combining this with the inductive assumption (2.8), we conclude that t2, . . . , tm ∈
F(Im ψi). Since t1 also belongs to F(Im ψi), Theorem 2.3 is proved. ⊳
Proof of Proposition 0.8. let B be the algebra of the upper triangular n × n-matrices
over C(q) (with the unity I, the identity matrix). Let ρ : U → B be a representation of
U given by ρ(Ei) = Ei,i+1, where Eij is the matrix unit. The representation ρ extends
naturally to id ⊗ ρ : A
⊗
U → A
⊗
B. We identify the latter algebra with B(A), the
algebra of upper triangular matrices over A.
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Lemma 2.6. We have X = (id⊗ ρ)(R), where R is the universal element in A
⊗
Uˆ .
Proof. Note that B is a Zn−1+ -graded algebra via deg(Eii) = 0, deg(Eij) = αij = αi +
· · ·αj−1 (1 ≤ i < j ≤ n), and ρ preserves the Z
n−1
+ -grading (n = r + 1). Therefore, the
formula (0.9) for R implies
(id⊗ ρ)(R) = I +
∑
i<j
∑
b∈Bij
b∗ρ(b) .
where Bij is a basis in U(αij) and {b
∗} is the dual basis in A(αij). We choose Bij to
consist of the products (in any order) of the generators Ei, Ei+1, . . . , Ej−1. It is easy to
see that ρ(b) = Eij for the element b = bij = EiEi+1 · · ·Ej−1 in Bij, and ρ(b) = 0 if
b ∈ Bij , b 6= bij . Denote xij = (bij)
∗. To identify these xij with those in Section 0 we
have to verify the relations (0.11). As an algebra, A is generated by the xi := xi,i+1
(i = 1, . . . , r) subject to the quantum Serre relations. The relations (0.11) can be verified
similarly to those between the tij in [2], Section 3 (they also follow from the relations in
[4]). Thus, (id⊗ ρ)(R) = I +
∑
i<j
xijEij = X . Lemma 2.6 is proved. ⊳
To complete the proof of Proposition 0.8, note that, for every i we have ψi(X) =
(ψi⊗ id) ◦ (id⊗ ρ)(R) = (id⊗ ρ) ◦ (ψi⊗ id)(R) = (id⊗ ρ)(ei), by (0.8). The formula (0.12)
follows since (id⊗ ρ)
(
expqik
(tkEik)
)
= I + tkEik,ik+1 for all k. Proposition 0.8 is proved.
⊳
We have the following obvious corollary of Theorem 2.3.
Corollary 2.7. For any w ∈W and i,i′ ∈ R(w) there is an isomorphism of skew-fields
Ri
′
i : F(Pi) →˜ F(Pi′) (2.10)
defined by Ri
′
i := ψi′ ◦ (ψi)
−1.
The “transition maps” Ri
′
i lead to identities between quantum exponentials given by
Corollary 0.10. To compute each pk in (0.14), it is enough (in principle) to do this for the
following pairs:
i = (i, j, i . . .), i′ = (j, i, j, . . .) ,
of the length l each, where l is the order of sisj in W . Recall that l = 2, 3, 4, or 6 for any
Weyl group. In the following proposition, we compute Rii′ for these i, i
′ with l = 2, 3, or
4 (when l = 6 the explicit expressions for pk are more complicated, so we do not present
them here).
Proposition 2.8. Let t1, . . . , tl (resp. t
′
1, . . . , t
′
l) be standard generators of P(iji...) (resp.
P(jij...)). We denote pk = R
(iji···)
(jij···)(t
′
k) (k = 1, . . . , l).
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(a) If l = 2 then (p1, p2) = (t2, t1).
(b) If l = 3 then (p1, p2, p3) =
(
t2t3(t1 + t3)
−1, t1 + t3, (t1 + t3)
−1t1t2
)
.
(c) If l = 4 and aij = −2, aji = −1 then p1, p2, p3, p4 are determined by the following
equations:
p2p3 = t1t2 + t1t4 + t3t4, p2p3p4 = t1t2t3 ,
p22p3 = t
2
1t2 + (t1 + t3)
2t4, p1p
2
2p3 = t2t
2
3t4 .
Proof. (a) By definition, ψ(ij) : (xi, xj) 7→ (t1, t2) and ψ(ji) : (xi, xj) 7→ (t
′
2, t
′
1). Thus,
p1 = t2, and p2 = t1 as claimed.
Part (b) is proved in Section 0 (see Example 1).
(c) Let Uij be the subalgebra of U generated by Ei and Ej. Define Bij as the quotient
algebra of Uij modulo the relations E
3
i = E
2
j = 0 (we keep the same notation for gener-
ators). It is easy to see ([8], or Section 3 below) that the following are all the defining
relations in Bij :
E3i = E
2
j = EjEiEj = 0, E
2
iEjEi = EiEjE
2
i .
Using these relations, it is easy to prove that the homogeneous components Bij(αi + αj),
Bij(2αi + αj), and Bij(2αi + 2αj) of Bij have the following bases: {EiEj , EjEi} for
Bij(αi+αj), {E
2
iEj , EiEjEi, EjE
2
i } for Bij(2αi+αj), and {EjE
2
iEj} for Bij(2αi+2αj).
Applying the projection ρ : Uij → Bij to both sides of (0.14), we obtain the following
equation in F(Pijij)
⊗
Bij :
(1 + p1Ej)(1 + p2Ei +
p22E
2
i
1 + q2
)(1 + p3Ej)(1 + p4Ei +
p24E
2
i
1 + q2
)
= (1 + t1Ei +
t21E
2
i
1 + q2
)(1 + t2Ej)(1 + t3Ei +
t23E
2
i
1 + q2
)(1 + t4Ej) . (2.11)
The desired expressions for p2p3, p2p3p4, p
2
2p3, and p1p
2
2p3 can be obtained from (2.11)
by comparing the coefficients of EiEj, EiEjEi, E
2
iEj , and EjE
2
iEj respectively on both
sides of (2.11). Proposition 2.9 is proved. ⊳
Remark. Taking in the identities of Proposition 2.8 the homogeneous components of
degrees αi + (1− aij)αj and αj + (1− aji)αi yields quantum Serre relations between Ei
and Ej.
We conclude this section by a proof of Proposition 0.11. For a skew-symmetric m×m-
matrix S = (Skl) with integer entries let PS be a k(q)-algebra generated by t1, . . . , tm
subject to the relations
tltk = q
Skltktl . (2.12)
Note that Pi = PS(i) where the matrix S(i) is defined in (0.16). Recall that two m ×m-
matrices S and S′ are called equivalent if there is a matrix T = Tkl ∈ SLm(Z) such that
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S′ = TST t. It is easy to see that F(PS) ∼= F(PS′) if S and S
′ are equivalent: one can
choose such an isomorphism F(PS′)→˜F(PS) by sending each generator t
′
k of PS′ to the
monomial t
Tk,1
1 t
Tk,2
2 · · · t
Tk,m
m in the generators of PS . The converse statement was proved
by A. Panov.
Proposition 2.9 ([11], Theorem 2.19). Let S, S′ be skew-symmetric m ×m matrices
with the integer entries. Then F(PS) ∼= F(PS′) if and only if S and S
′ are equivalent.
Thus, Proposition 2.9 means that the existence of any isomorphism R : F(PS′) →
F(PS) implies that of a monomial isomorphism M : F(PS′) → F(PS), that is, M
takes each generator t′k of PS′ to a monomial in generators t1, . . . , tm of PS . Taking
S = S(i), S′ = S(i′), and R = Rii′ : F(Pi′)→ F(Pi) with i, i
′ ∈ R(w) for some w ∈W , we
obtain, in particular, the statement of Proposition 0.11. Note that Rii′ is not monomial in
general.
One can prove that there exists a local monomial isomorphism M =Mi,i′ : F(Pi′)→
F(Pi). Namely, for i, i
′ of the form
i = (i1, . . . , ia−l; i, j, i, . . . ; ia+1, . . . , im)
i′ = (i1, . . . , ia−l; j, i, j, . . . ; ia+1, . . . , im) ,
M(t′k) = tk if k ≤ a− l or k > a, and each M(t
′
k) for k = a− l+ 1, . . . , a depends only on
ta−l+1, . . . , ta. We will present such M elswhere.
By Proposition 2.9, the equivalence class of S(i) for i ∈ R(w) depends only on w.
If we choose some representative S(w) of this class then, by Theorem 2.3, there is an
isomorphism
F
(
A/Iw
)
→˜F(PS(w)) . (2.16)
The well-known normal form for skew-symmetric matrices shows that S(w) = (Skl)
can be chosen uniquely subject to the following requirements:
(i) Skl = 0 unless k + l 6= m+ 1;
(ii) there is a sequence c1, c2, . . . of nonnegative integers such that Sk,m+1−k = c1c2 · · · ck
for 1 ≤ k ≤ m2 .
It would be interesting to compute the invariants c1, . . . , cm in terms of w, and to find
a direct way to describe the isomorphism (2.16).
3. Extremal vectors in A and proof of Proposition 0.6
We retain terminology and notation of Section 2. Recall that α1, . . . , αr is the standard
basis in Zr+. We define a bilinear form in Z
r by the formula (αi, αj) = Cij for all i, j.
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Let us fix λ = (l1, . . . , lr) ∈ Z
r
+. For i = 1, . . . , r define linear operators Fi = Fi,λ :
A → A by the formula:
Fi · x =
vlii q
−(γ,αi)xxi − v
−li
i xix
vi − v
−1
i
(3.1)
for x ∈ A(γ) (where vi = q
Cii
2 ).
We identify λ with a linear form on the coroot lattice Zα∨1 ⊕ · · · ⊕ Zα
∨
r defined by
λ(α∨i ) := li (recall that α
∨
i =
2αi
(αi,αi)
). For each reduced i = (i1, . . . , im) we define a
sequence of integers a1, . . . , am by the formula
a1 = λ(α
∨
i1
), a2 = λ(si1(α
∨
i2
)), . . . , am = λ
(
si1si2 · · · sim−1(α
∨
im
)
)
. (3.2)
It is well-known that ak ∈ Z+ for all k.
Define the element v(i) = v(i)λ ∈ A by:
v(i) = F amim F
am−1
im−1
· · ·F a1i1 · 1 . (3.3)
The following result refines Proposition 0.6.
Theorem 3.1. In the above notation, we have ψi(v(i)) = ct
a1
1 t
a2
2 · · · t
am
m where c ∈
k(q), c 6= 0.
Proposition 0.6 follows by taking any λ with λ(α∨i1) = li1 > 0 (and x := c
−1v(i)).
Proof of Theorem 3.1. Let us reformulate our statement in terms of modules over the
quantized enveloping algebra U = Uq(g). The k(q)-algebra U is generated by F1, . . . , Fr,
E1, . . . , Er and the invertible pairwise commuting elements K1, . . . , Kr subject to the fol-
lowing relations (see [8]):
KiEjK
−1
i = q
CijEj , KiFjK
−1
i = q
−CijEjKi, EiFj − FjEi = δij
K −K−1
vi − v
−1
i
; (3.4)
∑
p+p′=1−aij
(−1)pvpp
′
i E
[p]
i EjE
[p′]
i = 0,
∑
p+p′=1−aij
(−1)pvpp
′
i F
[p]
i FjF
[p′]
i = 0 . (3.5)
The relations (3.5) are quantum Serre relations; they hold for all i 6= j where E
[n]
i means
the same as in (2.2), and vi = q
Cii
2 .
The between E1, . . . , Er (the same relations between F1, . . . , Fr):
We identify the subalgebra generated by E1, . . . , Er with U . Note that U is a Z
r-
graded algebra via deg(Ki) = deg(K
−1
i ) = 0, deg(Ei) = αi, deg(Fi) = −αi for i =
1, . . . , r. Note also, that each triple (Ei, Fi, Ki) generates the subalgebra in U isomorphic
to Uvi(sl2).
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We will denote by the same symbol Ei the operator Ei : A → A adjoint of the
operator of the right multiplication E → EEi in U ; for every x ∈ A the element Ei ·x ∈ A
is defined by the equations (Ei ·x)(E) = x(EEi) for all E ∈ U . We also define the operator
Ki : A → A (depending on λ) by
Ki · x = Ki,λ · x := q
λ(αi)−(γ,αi)x (3.6)
for all x ∈ A(γ), i = 1, . . . , r.
The following result is well-known, (for type Ar it can be found e.g, in [3]).
Proposition 3.2. For every λ as above, the operators Fi defined in (3.1) together with
the Ki and Ei, give rise to an action U×A → A.
Denote by Vλ the cyclic U-submodule in A generated by the unit 1 ∈ A. It is well-
known (cf. [3], [8]) that Vλ is an integrable simple U-module. Note also that the vector
v = 1 ∈ Vλ is a highest weight vector of weight λ since Ei · v = 0 and Ki(v) = q
λ(αi)v for
all i.
It is also known (see [8]), that the element v(i) given by (3.3) depends only on w.
Such elements are called extremal vectors in Vλ. Denote ik := (i1, . . . , ik) for k = 1, . . . , m.
It is also well-known that for all k we have
Fik · v(ik) = 0, E
a
ik
· v(ik) = ck;aF
ak−a
ik
v(ik−1), Eik · v(ik−1) = 0 (3.7)
for some ck;a ∈ k(q) \ {0}, and a = 0, 1, . . . , ak (with the agreement v(i0) := v).
In view of (2.2), Theorem 3.1 is equivalent to the following.
Proposition 3.3. There is a unique sequence b = (b1, . . . , bm) such that
Eb1i1 · · ·E
bm
im
· v(i) = cv (3.8)
for some nonzero scalar c ∈ k(q), namely, (b1, . . . , bm) = (a1, . . . , am), where a1, . . . , am
are given by (3.2).
Proof of Proposition 3.3. We proceed by induction on m.
Assume that our statement is true for every reduced expression of length < m, in
particular, for im−1.
Step 1. Let us prove that the equality (3.8) implies that bk = ak for all k with ik 6= im.
We will use the following identity in U, which is a straightforward consequence of the
relations (3.4):
Eb1i1 E
b2
i2
· · ·Ebmim F
am
im
=
∑
b′
F
|b′|−|b|+am
im
E
b′1
i1
E
b′2
i2
· · ·E
b′m
im
pb′ (3.9)
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where the sum is over all b′ = (b′1, . . . , b
′
m) ∈ Z
m
+ such that b
′
k = bk if ik 6= im, and b
′
k ≤ bk
if ik = im; each pb′ is a Laurent polynomial of Kim , and |b| = b1 + · · · bm.
Using (3.9) and the fact that v(i) = F amim · v(im−1), we rewrite (3.8) as follows:
cv = Eb1i1 · · ·E
bm
im
F amim · v(im−1) =
∑
F
|b′|−|b|+am
im
E
b′1
i1
· · ·E
b′m
im
pb′ · v(im−1) (3.10)
where the sum is over all (b′1, . . . , b
′
m) such that b
′
k = bk whenever ik 6= im.
It follows that, for some b′, we have
F
|b′|−|b|+am
i E
b′1
i1
· · ·E
b′m
im−1
pb′ · v(im−1) = c
′v
with c′ ∈ k(q), c′ 6= 0. By (3.7), we have |b′| − |b|+ am = 0 and b
′
m = 0; also,
E
b′1
i1
· · ·E
b′m−1
im−1
· v(im−1) = c
′′v
with c′′ 6= 0. Remembering the inductive assumption, we see that b′k = ak for all k ≤ m−1.
Thus, bk = b
′
k = ak for all k ≤ m− 1 such that ik 6= im. This completes Step 1.
Step 2. Let us prove that bm = am. If ik 6= im for k = 1, . . . , m − 1 then the equality
bm = am follows by comparing degrees. So we can assume that ik = im for some k < m.
Let k < m be the maximal index such that ik = im. Clearly, k ≤ m − 2 since i is
reduced. By Step 1, we have bk+1 = ak+1, bk+2 = ak+2, . . . , bm−1 = am−1. Combining
this observation with (3.7), we can rewrite the left hand side of (3.10) as follows.
cv = dEb1i1 · · ·E
bm−1
im−1
F am−bmim · v(im−1) = dE
b1
i1
· · ·Ebkik E
ak+1
ik+1
· · ·E
am−1
im−1
F am−bmim · v(im−1)
for some d ∈ k(q), d 6= 0.
Then, by the commutativity property EilFim = FimEil for k < l < m, the previous
expression is equal to
cv = dEb1i1 · · ·E
bk
ik
F am−bmim E
ak+1
ik+1
· · ·E
am−1
im−1
· v(im−1) = d
′Eb1i1 · · ·E
bk
ik
F am−bmim · v(ik) (3.11)
(we again used the property (3.7) of the extremal vectors). Since ik = im, it follows that
Fim · v(ik) = 0. Hence, the right hand side of (3.11) is zero unless am − bm = 0. This
completes Step 2.
Step 3. Now we are able to complete the proof. Since bm = am, (3.7) and (3.11) imply
that
cmE
b1
i1
· · ·E
bm−1
im−1
· v(im−1) = cv
with some nonzero constants c, cm. We conclude that (b1, . . . , bm−1) = (a1, . . . , am−1)
by the inductive assumption. Combining this with Step 2, we see that (b1, . . . , bm) =
(a1, . . . , am).
23
Proposition 3.3 and Theorem 3.1 are proved. ⊳
Appendix. Skew-fields of fractions and skew polynomials
Let A be an associative ring with unit without zero-divisors. As in [7], A.2, we say
that A satisfies the right Ore condition if aA ∩ bA 6= {0} for any non-zero a, b ∈ A. The
set of right fractions F(A) is defined as the set of all pairs (a, b) with a, b ∈ A, b 6= 0
modulo the following equivalence relation: (a, b) ∼ (c, d) if there are f, g ∈ A \ {0} such
that af = cg and bf = dg. The equivalence class of (a, b) in F(A) is denoted by ab−1. The
ring A is naturally embedded into F(A) via a 7→ (a, 1). It is well known that if A satisfies
the right Ore condition then the addition and multiplication in A extend to F(A) so that
F(A) becomes a skew-field.
Now we suppose that A is an algebra over a field k with an increasing filtration(
k = A0 ⊂ A1 ⊂ · · ·
)
, where each Ak is a finite dimensional k-vector space, AkAl ⊂ Ak+l,
and A = ∪Ak. We say that A has polynomial growth if for all n ≥ 0 we have dimAn ≤ p(n),
where p(x) is a polynomial. For the convenience of the reader, we will present a proof of
the following well known lemma (see, e.g., [5]).
Lemma A1. Any algebra of polynomial growth without zero-divisors satisfies the right
Ore condition.
Proof. Assume, on the contrary, that aA ∩ bA = {0} for some non-zero a, b ∈ A. Denote
In = I ∩An for any subspace I ⊂ A. Choose some k such that a, b ∈ Ak. Then (aA)n+k ⊃
aAn and (bA)n+k ⊃ bAn, which implies
dim(aA)n+k ≥ dimAn, dim(bA)n+k ≥ dimAn .
On the other hand, since aA ∩ bA = {0}, it follows that
dimAn+k ≥ dim(aA)n+k + dim(bA)n+k ≥ 2 dimAn
for all n. Iterating this inequality, we see that dimAmk ≥ 2
m for m ≥ 0. This contradicts
the condition that A has polynomial growth. Lemma A1 is proved. ⊳
Lemma A1 implies that any subalgebra of an algebra A of polynomial growth without
zero-divisors also satisfies the right Ore condition.
In particular, consider the k-algebra P of skew polynomials generated by t1, . . . , tm
subject to the relations tltk = qkltltk for 1 ≤ k < l ≤ m, where the qkl are some non-zero
elements of k. It is easy to see that P has no zero-divisors and has polynomial growth with
respect to the filtration (k = P0 ⊂ P1 ⊂ · · ·), where Pn is the linear span of all monomials
in t1, . . . , tm of degree ≤ n. We see that every subalgebra B of P satisfies the right Ore
condition. Therefore, F(B) is a skew subfield of F(P ).
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