Splitter sets have been widely studied due to their applications in flash memories, and their close relations with lattice tilings and conflict avoiding codes. In this paper, we give necessary and sufficient conditions for the existence of nonsingular perfect splitter sets, B[−k1, k2](p) sets, where 0 ≤ k1 ≤ k2 = 4. Meanwhile, constructions of nonsingular perfect splitter sets are given. When perfect splitter sets do not exist, we present four new constructions of quasi-perfect splitter sets. Finally, we give a connection between nonsingular splitter sets and Cayley graphs, and as a byproduct, a general lower bound on the maximum size of nonsingular splitter sets is given.
and by product, a lower bound on the maximum size of nonsingular splitter sets is given. Finally, section VI concludes the paper.
II. PRELIMINARY
In this section, we introduce some useful notations and terminologies, and recall several relevant results which will be used later.
For integers m, n such that m ≤ n, we denote [m, n] := {m, m + 1, . . . , n} and [m, n] * := {m, m + 1, . . . , n} \ {0}. For any integer q ≥ 2, let Z q be the ring of integers modulo q and let Z be the ring of integers. If a is an element of Z q and S is a subset of integers, then aS denotes the set {as (mod q) : s ∈ S}.
Definition II.1. Let q, k 1 , k 2 ∈ Z with q ≥ 2 and 0 ≤ k 1 ≤ k 2 . The set B ⊂ Z q is called a splitter set if each of the sets b [−k 1 , k 2 ] * , b ∈ B, has k 1 + k 2 nonzero elements, and they are pairwise disjoint. We denote such a splitter set by a B[−k 1 , k 2 ](q) set.
From the definition, if B is a B[−k 1 , k 2 ](q) set, then |B| ≤ q−1 k1+k2 . If |B| = q−1 k1+k2 , then we say that B is perfect. It is clear that a perfect B[−k 1 , k 2 ](q) set exists only if q ≡ 1 (mod k 1 + k 2 ). If q ≡ 1 (mod k 1 + k 2 ) and |B| = q−1 k1+k2 , then we say B is quasi-perfect. A perfect B[−k 1 , k 2 ](q) set is called nonsingular if gcd(q, k 2 !) = 1. Otherwise, it is called singular. The following theorems can be found in [19] , [31] . 
3) If both B 1 and B 2 are perfect, then B 1 ⊙ B 2 is perfect.
From the above two theorems, it is easy to see that there is a perfect nonsingular B[−k 1 , k 2 ](q) set if and only if there is a perfect nonsingular B[−k 1 , k 2 ](p) set for each prime factor p of q. Therefore, in Section III, when we deal with the existence of nonsingular perfect B[−k 1 , k 2 ](p) sets, we only consider the case when p is a prime. In this case, Z * p := Z p \ {0} is a cyclic multiplicative group, so we don't distinguish between integers and ring elements. The following necessary condition for the existence of perfect splitter sets is quite useful, which will be used frequently later.
Lemma II.1. [33, Lemma 2.4] Let k 1 , k 2 ∈ Z with 0 ≤ k 1 ≤ k 2 , and p be a prime. If B is a perfect B[−k 1 , k 2 ](p) set, then for any a ∈ Z * p , we have |B ∩ a[−k 1 , k 2 ] * | = 1. The definition of splitter sets is closely related to the following definition from group theory.
Definition II.2. Let (G, ·) be a finite group and A, B be subsets of G. If for any element g ∈ G, there are unique elements a ∈ A and b ∈ B such that g = a · b, then we say G = A · B is a factorization of G, and A (or B) is a direct factor of G.
Remark II.1. When p > k 1 + k 2 is a prime, we can view [−k 1 , k 2 ] * as a subset of Z * p . Then by the definition of perfect splitter sets and factorization, we see that B is a perfect B[−k 1 , k 2 ](p) set if and only if Z * p = B[−k 1 , k 2 ] * is a factorization. For convenience, we introduce more notations before closing this section. For a group G and a subset S ⊆ G, S denotes the subgroup of G generated by S. Suppose g is a generator of Z * p , then we say that g is a primitive root modulo p. For any element b ∈ Z * p , there exists a unique integer i ∈ [0, p − 2] such that g i ≡ b (mod p). We say i is the index of b relative to the base g, and denote it by ind g (b). If x ∈ Z * p , let ord p (x) denote the order of x modulo p.
This section serves to provide complete characterizations of the existence of nonsingular perfect B[−k 1 , k 2 ](p) sets, where (k 1 , k 2 ) ∈ {(0, 4), (2, 4) , (4, 4)}, and p ≡ 1 (mod k 1 + k 2 ) is a prime. Since there does not exist a nonsingular perfect splitter set when 1 ≤ k 1 < k 2 and k 1 + k 2 is an odd integer by [34] , we thus completely solve the case when k 2 = 4. 
(1)
By (2) and the fact that (3). Then replacing i in (1), (2) and (3) by − k+1 k+2 i, and following the same arguments, we can get i − k+1
which is a contradiction. The next lemma can be derived from Lemmas 2.3 and 2.5 of [24] . We sketch the proof here to explain how to get a perfect splitter set.
We are now ready to present our main results. Proof: The necessity is just a combination of Lemma III.1 and Theorem 5.8 of [33] . Now we consider the other direction. It is easy to check that
is even,
, if y ≡ z + 2 (mod 3) and x + y−z+1 3 is odd. Since p ≡ 1 (mod 6), we assume that p = 2 a 3 b c + 1, where a, b, c ≥ 1 and gcd (c, 6) = 1. Let g be a primitive root modulo p, suppose that
By equation (4), if
Therefore, there are three cases for the possible values of u 1 and u 2 :
Since 6 = 2 × 3 and 8 = 2 3 , we have
Let d = gcd 2 u1 3 v1 r 1 + 2 u2 3 v2 r 2 , 2 u1 3 v1+1 r 1 . So 6, 8 = g 2 u 1 3 v 1 r1+2 u 2 3 v 2 r2 , g 2 u 1 3 v 1 +1 r1 = g d . We will frequently use this fact in the rest of this proof.
Proof of Claim 1: We split the proof into four cases. If u 1 ≥ u 2 and v 1 > v 2 , then
Let r = gcd 2 u1−u2 3 v1−v2 r 1 + r 2 , 2 u1−u2 3 v1−v2+1 r 1 . It is easy to see that 2 ∤ r and 3 ∤ r, so r | r 1 . It follows that d | 2 u2 3 v2 r 1 and thus d | 2 u1 3 v1 r 1 . Therefore, 2 ∈ 6, 8 , which is a contradiction.
Similar to the first case, each of these three cases implies that 2 ∈ 6, 8 , which is a contradiction. This completes the proof of Claim 1.
Proof of Claim 2: By computing, we have
.
By Claim 1, we have v 1 = v 2 . We prove the claim by contradiction.
On the other hand, it is easy to see that 6, 8 ⊆ −1, 2, 3 . Hence 6, 8 = −1, 2, 3 , which contradicts the fact that 2 /
Hence for both cases 6, 8 = −1, 2, 3 , which contradicts the fact that 2 / ∈ 6, 8 . This completes the proof of Claim 2. Hence from now on, we let
, which is odd if and only if 2 u1 3 v r 1 + 2 u2 3 v r 2 ≡ 0 (mod 2 a ). We can also compute that
Now we divide our proof into two cases. Case 1: ord p (6) is odd.
For this case, we have 2 u1 3 v r 1 + 2 u2 3 v r 2 ≡ 0 (mod 2 a ). So we get that u 1 , u 2 ≥ a or u 1 = u 2 ≤ a − 1. But by (5) , it forces that u 1 = u 2 = a − 1. Thus (7) becomes
, and hence 2 ∈ 6, 8 , which is a contradiction. Thus r 1 + r 2 ≡ 0 (mod 3). Now it is easy to see that 2 | gcd r 1 + r 2 ,
since 2 ∤ r 1 r 2 , 3 ∤ r 1 r 2 and gcd(c, 6) = 1. This leads to | −1,2,3 | | 6,− 3 4 | ≥ 6. On the other hand,
therefore, −1, 2, 3 = M B is a factorization. Case 2: ord p (6) is even.
For this case, we only need to prove that
We divide our proof into three subcases.
For this case, we have
, which is a contradiction. So
Then from (7) we have
If 3 ∤ gcd (r 1 + 2 u2−u1 r 2 , 3r 1 ), then 2 ∈ 6, 8 , which is a contradiction. So
For this case, we have d = 2 u1 3 v gcd (r 1 + 2r 2 , 3r 1 ) .
If 3 ∤ gcd (r 1 + 2r 2 , 3r 1 ), then 2 ∈ 6, 8 , which is a contradiction. So r 1 + 2r 2 ≡ 0 (mod 3) and hence r 2 − r 1 ≡ 0 (mod 3).
Then from (7) 
Hence, without loss of generality, we may assume that 1 ∈ ±B. If r ∈ ±B, then from |±B ∩rM ′ | = 1, we have 2r, 3r, 4r / ∈ ±B; from | ± B ∩ 1 2 rM ′ | = 1, we have 3 2 r / ∈ ±B; and from | ± B ∩ 1 3 rM ′ | = 1, we have 2 3 r, 4 3 r / ∈ ±B. Note that 6r ∈ Z * p = M ′ (±B), which can be written as 6r = 1 · (6r) = 2 · (3r) = 3 · (2r) = 4 · ( 3 2 r), but 2r, 3r, 3 2 r / ∈ ±B, so we have 6r ∈ ±B. Since Proof of Claim: Since p ≡ 1 (mod 8), we can assume p = 2 b c + 1, where b, c are integers, b ≥ 3 and gcd(c, 2) = 1. Let g be a primitive root modulo p and suppose that
where u 1 , u 2 ≥ 0, r 1 , r 2 ≥ 1 are integers and 2 ∤ r 1 r 2 . Let d = gcd(2 u1 r 1 + 2 u2 r 2 , 2 u1+2 r 1 ), then 6, 16 = g d .
If u 1 > u 2 , then d = 2 u2 gcd(2 u1−u2 r 1 + r 2 , 2 u1−u2+2 r 1 ) = 2 u2 gcd(r 1 , r 2 ). Now it is easy to see that d | 2 u1 r 1 , and 2 ∈ 6, 16 , which is a contradiction. Similarly, if u 1 < u 2 , we can also get 2 ∈ 6, 16 . Therefore, we always have
is an even number. So −1 ∈ 6, 16 . This completes the proof of the claim.
Since −1 ∈ 6, 16 , then −1, 2, 3 = 2, 6, 16 = {1, 2, 3, 4} 6, 16 is a factorization. Let a = gcd p−1 2 , ind g (6), ind g (16) , then 6, 16 = g a . Let u ≥ 1 be the smallest integer such that 2 u a ∤ p−1 2 , then −1 / ∈ g 2 u a . Let S be a complete set of coset representatives of g 2 u a in 6, 16 . Since −1 ∈ 6, 16 and −1 /
Remark III.1. We note that perfect B[−4, 4](p) sets have been considered in [17] and [27] before.
In [17, Lemma 4.3] , the author gave an equivalent condition for the existence of a perfect B[−4, 4](p) set. But the construction method in the proof of Theorem III.2 is more explicit and simpler than that in the proof of [17, Lemma 4.3] .
In [ 
However, the calculations of x 0 , . . . , x ρ−1 and F make his construction more complicated than ours.
Similar to Theorem III.2, we show the following result, for which we just sketch the proof. 
B. Simpler characterizations for special cases
When gcd p−1 k1+k2 , k 1 + k 2 = 1, we are able to give a much simpler characterization for the existence of perfect splitter sets. Before stating our results, we need some useful lemmas. 
is a complete set of representatives modulo mn, then A is a complete set of residues modulo m and B is a complete set of residues modulo n.
Lemma III.4. Let k 2 ≥ k 1 ≥ 0 be integers, and let p be a prime such that p ≡ 1 (mod k 1 +k 2 ) and gcd k 1 + k 2 , p−1 k1+k2 = 1. Therefore integers 2 and 3 can not be cubic residues modulo p, and 6 must be a cubic residue whichever the case is. For the other direction, suppose ind g (2) = x and ind g (3) = y. Then ind g (6) ≡ x + y (mod p − 1). The fact that 6 is a cubic residue implies that x + y ≡ 0 (mod 3 3 ]. Note also that ind g (4) ≡ 2 × ind g (2) (mod 4). Therefore, there are only two case: ind g (2) ≡ 1 (mod 4), ind g (3) ≡ 3 (mod 4), ind g (4) ≡ 2 (mod 4) or ind g (2) ≡ 3 (mod 4), ind g (3) ≡ 1 (mod 4), ind g (4) ≡ 2 (mod 4). In both cases, we have ind g (6) ≡ ind g (2) + ind g (3) ≡ 0 (mod 4), that is, 6 is a quartic residue modulo p.
For the other direction, suppose ind g (2) = x and ind g (3) = y. Then the fact that 6 is a quartic residue modulo p implies that ind g (6) ≡ x + y ≡ 0 (mod 4). We also have x ≡ 1 or 3 (mod 4) since 2 is not a quadratic residue modulo p. Thus, we have two cases. case 1 case 2 ind g (1) (mod 4) 0 0 ind g (2) (mod 4) 1 3 ind g (3) (mod 4) 3 1 ind g (4) (mod 4) 2 2
For any case, it is easy to see that {ind g (j) (mod 4) : j ∈ [0, 4] * } = Z 4 . The proof is complete.
3). Since p−1 2 ≡ 4 (mod 8), we always have ind g (1) ≡ 0 (mod 8) and ind g (−1) ≡ 4 (mod 8). Since p ≡ 1 (mod 8), 2 is a quadratic residue modulo p. There are four cases for ind g (2):
• ind g (2) ≡ 0 (mod 8); • ind g (2) ≡ 2 (mod 8), then ind g (4) ≡ 4 (mod 8); • ind g (2) ≡ 4 (mod 8), then ind g (−2) ≡ 0 (mod 8); and • ind g (2) ≡ 6 (mod 8), then ind g (4) ≡ 4 (mod 8). For the existence of nonsingular perfect B[−2, 4](p) sets, we can give another characterization from number theory. In the following discussion, all the undefined terminologies can be found in [11] .
Let ω = −1+ √ −3 2 . Suppose p ≡ 1 (mod 6), then we can assume p = ππ, where π = 3m − 1 + 3nω is a primary prime in the ring Z[ω], andπ is the complex conjugate of π. By the cubic reciprocity and [11, Chapter 9, Exercise 5], we have χ π (2) = χ 2 (π) ≡ π (mod 2) and χ π (3) = ω 2n .
Notice that χ π (2), χ π (3) = 1, as that 2 and 3 are not cubic residues modulo p (and therefore modulo π). Thus, 6 is a cubic residue modulo p if and only if χ π (2) = ω χ π (3) = ω 2 or
and hence if and only if m is odd, n is odd n ≡ 1 (mod 3) or m is even, n is odd n ≡ 2 (mod 3).
For the first condition in (8) , let m = 2k + 1 for some integer k. Since n is odd and n ≡ 1 (mod 3), then n can only be of the form 6l + 1 for some integer l. In this case, p = ππ = 36k 2 − 108kl + 324l 2 + 6k + 72l + 7, then p−1 6 ≡ k + 1 (mod 6). So gcd( p−1 6 , 6) = 1 if and only if k ≡ 0 or 4 (mod 6), that is m ≡ 1 or 9 (mod 12). For the second condition in (8) , let m = 2k for some integer k. Since n is odd and n ≡ 2 (mod 3), then n can only be of the form 6l + 5 for some integer l. In this case, p = ππ = 36k 2 − 108kl + 324l 2 − 102k + 558l + 241, then 1) p = 1296k 2 − 648kl + 324l 2 + 36k + 72l + 7. This case corresponds to the first condition in (8) and m ≡ 1 (mod 12).
2) p = 1296k 2 − 648kl + 324l 2 + 1764k − 360l + 607. This case corresponds to the first condition in (8) and m ≡ 9 (mod 12). 3) p = 36k 2 − 108kl + 324l 2 − 102k + 558l + 241 and k + 3l ≡ 1 or 3 (mod 6). This case corresponds to the second condition in (8) .
Example III.2. We give some examples from Corollary III.1. 1) Let k, l range from −100 to 100. The eight smallest primes of the form p = 1296k 2 − 648kl + 324l 2 + 36k + 72l + 7 are listed in Table I . In particular, if we let l = 0, then p = 1296k 2 + 36k + 7. Bunyakovsky's conjecture [6] , which has not been proved yet, suggests that there are infinitely many such primes. 2) Let k, l range from −100 to 100. The eight smallest primes of the form p = 1296k 2 − 648kl + 324l 2 + 1764k − 360l + 607 are listed in Table II . 
IV. CONSTRUCTIONS OF QUASI-PERFECT SPLITTER SETS
In this section, we provide four new constructions of quasi-perfect splitter sets. Remark IV.1. It is easy to see that Theorem IV.1 is a generalization of [12, Theorem 1] , and the above examples cannot be obtained by Theorem 1 of [12] . Moreover, Theorem IV.1 shows that, for any integer k, there exists a quasi- . Then r ≡ s (mod 2k + 2), and so r = s. This implies r(2k + 2)i ≡ r(2k + 2)j (mod p(2k + 2)), and so ri ≡ rj (mod p). Note that p > k is a prime, we have gcd(r, p) = 1. Then i ≡ j (mod p), and so i = j.
Combing the above analysis, we see that Theorem IV.3. Let k be an even integer and m ≥ 1. For i = 0, 1, let T i = {x : x ≡ i (mod 2), x ∈ [1, k]}, then |T i | = k 2 . Suppose that p ≡ 1 (mod 2 m k) is a prime. Let g be a primitive root modulo p such that g ≡ 1 (mod 2). Denote v := 2 m−1 k. If there exists a 2 m -subset A ⊂ Z v such that Z v = A + {ind g (x) (mod v) : x ∈ T i } is a factorization for each i = 0, 1, then there exists a quasi-perfect B[−k, k](2p) set.
Proof: Let p = 2 m kn + 1 = 2vn + 1 be a prime for some n ≥ 1. We claim that the set
where s, l ∈ [−k, k] * , i 1 , i 2 ∈ A and j 1 , j 2 ∈ [0, n − 1]. Then sg i1+j1v ≡ lg i2+j2v (mod p),
Reducing this to the residue modulo v = 2 m−1 k, we get ind g (s) + i 1 ≡ ind g (l) + i 2 (mod v).
Since g ≡ 1 (mod 2), then s ≡ l (mod 2) by (9) . Hence s, l ∈ T i ∪ (−T i ). However, the two values ind g (s) (mod v) and ind g (l) (mod v) always belong to {ind g (x) (mod v) : x ∈ T i } even when s ∈ −T i or l ∈ −T i , due to the fact that ind g (−1) ≡ p−1 2 (mod v) ≡ 0 (mod v). Then by the definition of A, we have i 1 = i 2 as well as s = l or s = −l. If s = l, then j 1 = j 2 . If s = −l, then p−1 THEOREM IV.3   k  m  p  4  1  97, 241, 409, 457, 1009, 1129, 1489, 1873, 2017, 2161  4  2  577, 1201, 4801, 5233, 7393, 10513, 14401, 14449, 14593  4  3  13441, 49633, 122497, 136993, 147457, 149377  8 1 12721, 13729, 33889, 65809
Remark IV.2. It is not easy to generalize the construction in Theorem IV.3 to quasi-perfect B[−k, k](tp) sets with t > 2.
To see this, let k be a multiple of t, and we partition [1, k] into t residue classes modulo t. By the same arguments, we can deduce that s ≡ l (mod t). Then s, l ∈ T i ∪ (−T t−i ), from which we can not obtain the key conditions that ind g (s) (mod v) and ind g (l) (mod v) always belong to
Example IV.3. We give an example to compare the construction from Theorem IV.3 and that from [33, Theorem 5] . Let p = 13729, k = 8, m = 1. Then g = 23 is a primitive root modulo p. We also have . Then r ≡ s (mod 2k + 2), and so r = s. This implies r(2k + 2)i ≡ r(2k + 2)j (mod p(2k + 2)), and so ri ≡ rj (mod p). Note that p > k is a prime, we have gcd(r, p) = 1. Then i ≡ j (mod p), and so i = j.
Combining all pieces, we see that 
V. SPLITTER SETS AND CAYLEY GRAPHS
In this section, we give a connection between splitter sets and Cayley graphs. All the terminologies relevant to graph theory can be found in [3] , [8] . For the convenience of readers, we introduce some of them briefly.
Suppose H is a finite abelian group. Let S be a subset of H such that the identity e / ∈ S, and s ∈ S implies that s −1 ∈ S. A Cayley graph defined by H and S is an undirected graph G = (V (G), E(G)) with vertex set V = H and edge set E(G), such that {x, y} ∈ E(G) if and only if xy −1 ∈ S. We denote it by G = Cay(H, S). This kind of graph has been widely studied in the literature, such as [1] , [10] , [20] .
Given a graph G = (V (G), E(G)), a subset I ⊆ V (G) is an independent set if for any two distinct elements x, y ∈ I, {x, y} / ∈ E(G). The maximum size of an independent set is called the independence number, denoted as α(G). We say G is d-regular, if for each x ∈ V (G), there exist exactly d vertices y ∈ V (G) such that {x, y} ∈ E(G). We say a sequence of pairwise-distinct vertices P = x 0 x 1 · · · x n−1 x n (n ≥ 1) is a path connecting x 0 and x n , if {x i , x i+1 } ∈ E(G) for any i = 0, . . . , n − 1. If for any distinct x, y ∈ V (G), there is a path connecting x and y, we say G is connected. A maximal connected subgraph of G is called a connected component. A 2-regular connected graph is called a cycle. We say two graphs
In the rest of this section, we let k 2 ≥ k 1 ≥ 0 be integers and M = [−k 1 , k 2 ] * . Since perfect B[0, 1](p) sets and perfect B[−1, 1](p) sets are trivial, and maximal B[−k 1 , 2](q) sets have been completely determined for any q in [12] , [14] , [31] , we assume k First, we have the following observation.
On the other hand, suppose B is an independent set in G.
By Proposition V.1, a B[−k 1 , k 2 ](p) set of maximum size is equivalent to a maximum independent set in the graph G. The next lemma is a corollary of Brooks' theorem [15] . It can be used to give a nontrivial lower bound on the size of a maximum B[−k 1 , k 2 ](p) set for any prime p > k 1 + k 2 + 1 and any 0 ≤ k 1 ≤ k 2 with k 2 ≥ 3. To the best of our knowledge, there was no general lower bound before. Recall that a complete graph is a graph Γ in which {x, y} ∈ E(Γ) for each pair of distinct x, y ∈ V (Γ), and an odd cycle is a cycle with odd vertices.
Lemma V.1. Let Γ be a d-regular graph. If each connected component of Γ is not a complete graph or an odd cycle, then
From the definition, we can easily check that G and G ′ are both |S|-regular. If p > k 1 + k 2 + 2 and k 2 ≥ 3, then |S| > 2 and therefore G ′ is not an odd cycle. Since G ′ is |S|-regular, we have | M | ≥ |S| + 1. Furthermore, if | M | ≥ |S| + 2, G ′ cannot be a complete graph. Thus, we have the following corollary.
Further, if | M | ≥ |S| + 2 and p > k 1 + k 2 + 2, then
There is another advantage by connecting splitter sets with Cayley graphs: we can use some mathematical softwares such as Maple to get a maximum independent set of graphs (and thus a splitter set of maximum size).
Example V.1. Take k 1 = 0, k 2 = 3, we compute some values listed in Table IV VI. CONCLUSION In this paper, we consider the existence of splitter sets. We give some necessary and sufficient conditions for the existence of a nonsingular perfect B[−k 1 , k 2 ](p) set, where (k 1 , k 2 ) ∈ {(0, 4), (2, 4) , (4, 4) }. For easy reference, we summarize the equivalent conditions obtained in this paper and related known results in Table V, We also present four new constructions of quasi-perfect splitter sets. Finally, we give a general lower bound on the maximum size of a B[−k 1 , k 2 ](p) set for any prime p > k 1 + k 2 + 1 and any k 2 ≥ k 1 ≥ 0, by connecting splitter sets with independent sets of Cayley graphs.
For future work, we suggest the following questions. 1) Prove the nonexistence conjectures for purely singular perfect splitter sets proposed in [28] , [34] .
2) Determine the maximum size of B[−k 1 , k 2 ](n) sets. This problem has been completely solved for 0 ≤ k 1 ≤ k 2 ≤ 2 [13] , [14] , [31] . 3) Give a characterization of nonsingular perfect B[−k 1 , k 2 ](p) sets. In [34] , the authors proved that there does not exist a nonsingular perfect B[−k 1 , k 2 ](p) set when 1 ≤ k 1 < k 2 and k 1 + k 2 is odd. The other results are listed in Table V . In this paper, we completely determine the condition for the existence of a nonsingular perfect B[−k 1 , k 2 ](p) set, where (k 1 , k 2 ) ∈ {(0, 4), (2, 4) , (4, 4)}. The next case is (k 1 , k 2 ) = (1, 5). 4) Give more constructions of perfect or quasi-perfect splitter sets. In [14, Table V ]. There is still one more quasi-perfect splitter set given in [14, Table V ], that is, B[−3, 3](18) = {1, 4}. We wonder whether this example could be generalized to an infinite family. 5) Find more constructions of splitter sets of maximum size. One may try to generalize the splitter sets listed in Table V of [14] .
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