The classical hypervirial and Hellmann-Feynman theorems are used to formulate a "perturbation theory without Fourier series" that can be used to generate canonical series expansions for the energies of perturbed periodic orbits for separable classical Hamiltonians. As in the case where these theorems are used to generate quantum mechanical Rayleigh-Schriidinger perturbation series, the method is very efficient and may be used to generate expansions to large order either numerically or in algebraic form. Here, the method is applied to one-dimensional anharmonic oscillators and radial Kepler problems. In all cases, the classical series for energies and expectation values are seen to correspond to the expansions associated with their quantum mechanical counterparts through an appropriate action preserving classical limit as discussed by Turchetti, Graffi, and Paul. This "action fixing" is inherent in the classical Hellmann-Feynman theorem applied to periodic orbits.
I. INTRODUCTION
In this paper we describe a method of generating perturbation expansions for the energies of (multiply) periodic orbits of simple perturbed, separable, classical Hamiltonians. The expansions afforded by this method are precisely those given by traditional canonical perturbation theory, often referred to as the Poincarbvon Zeipel methodlm3 or the Birkhoff expansion.4 The method described here employs the classical versions of two wellknown and useful quantum mechanical theorems, namely, the hypervirial (HV) 5 and Hellmann-Feynman ( HF)6 theorems. The use of the quantum mechanical HV and HF theorems to provide perturbation expansions is well known.7p8 The classical versions of these theorems are also well known"" but have not, to our knowledge, been exploited in such a way. Our approach, which may be viewed as a classical analog of the quantum HVHF perturbation method, utilizes the recursion relations between time averages and the energy of a classical periodic orbit, as provided by the classical HV theorem. Applicable only to separable problems, it provides a very efficient algorithm for the generation of classical perturbation expansions to large order, replacing the formal manipulation of Fourier series expansions with recursion relations.
The fact that the classical HVHF method yields the Birkhoff expansion for the energy is due to the connection between the classical Hellman-Feynman theorem and the principle of least action. As such, the expansions are consistent with the canonical perturbation series obtained from other methods, including Birkhoff-Gustavson normal forms"*" and Lie theory.13 As well, they also correspond to the classical series obtained from traditional Rayleigh-SchrCdinger (RS) perturbation expansions (for nonresonant oscillators) when an appropriate classical limit is taken while keeping the value of the classical action fixed. '"" It is beyond the scope of this paper to discuss the many attempts to construct accurate semiclassical and quantum perturbation expansions for the more difficult case of nonintegrable Hamiltonian systems, e.g., the Henon-Heiles system. However, it would be helpful to mention some works, namely, (i) that of Swimm and Delos, 18 who used the Birkhoff-Gustavson method of normal forms (BGNF) to perform semiclassical quantization on a nonintegrable system, and (ii) further development by Reinhardt and co-workers." Although these semiclassical calculations show good agreement with the "exact" quantum results, there is still no general method for obtaining the exact quantum series from the classical BGNF series for the nonintegrable case. Robnik" and Wood and Ali*' made attempts in this direction. Ali and Eckhardt23 reformulated the BGNF in terms of Lie algebras to develop an analogous quantum perturbation theory, the quantum normal form (QNF). The QNF was shown to be equivalent to the usual RayleighSchriidinger perturbation theory and that the BGNF can be obtained from QNF in a classical limit. These methods have been applied to several examples. 24 The layout of the paper is as follows. In Sec. II, the classical and quantum mechanical settings are outlined, along with their respective perturbation theories. In Sec. III we review the quantum mechanical HV and HF theorems, as well as the associated "perturbation theory without wave functions." Section IV is devoted to the classical HV and HF theorems and their proofs and de-3004 J. Math. Phys. 33 (9), September 1992 0022-2488/92/093004-21$03.00 @ 1992 American Institute of Physics scribes the new perturbation procedure. The reader interested in first seeing the method without the background should proceed directly to this section. Some illustrative examples are presented in Sec. V, including onedimensional anharmonic oscillators and radial hydrogenie problems. In the appropriate "canonical" classical limit, the quantum mechanical series for the eigenvalues become the respective classical series. This classical limit is also observed for the perturbation expansions associated with the expectation values, e.g., (xk). This feature may be viewed as a consequence of the classical limit of the Wigner function associated with the mechanical system. Our results show that the classical limit for RSPT/ expectation values also exists for perturbed hydrogenic problems: these classical series are relevant to the study of perturbed Kepler problems. Finally, we mention that the algebraic computations reported in this paper were performed using the symbolic computation language MAPLE.25
II. THE CLASSICAL AND QUANTUM SETTINGS
In this section we outline the classical and corresponding quantum mechanical systems to be studied, with a review of the relevant ideas behind classical dynamics in phase space. In no way is the discussion intended to be complete: the material is covered extensively in standard books on mechanics1-3*26 and dynamical systems theory.27*28
A. The classical case
In the framework of Hamiltonian mechanics, we consider the motion of a particle of mass m in R', D= 1,2,..., under the influence of a (smooth) scalar potential, V:RD+R, Ycc(S,), r>2, where SoCRD is open and bounded. Let q(t) =(ql ( t),...,qD( t)) denote the position of the mass at time t. The classical Hamiltonian for this system is given by
where the pi, i= 1,2,...,D, denote the canonical momenta conjugate to the coordinates qp If (p( 0) ,q( 0)) = ( po,qo), then a complete description of the motion is provided by the trajectory of (p( t),q( t)) in phase space R*O as defined by Hamilton's equations, Of principal concern are the bounded periodic orbits that correspond to oscillations about a local minimum q of the potential V(q). Sketches of typical situations for a one-dimensional potential are shown in Fig. 1 . A variety of perturbation methods have been developed to study the behavior of such orbits under perturbations of the potential. Our treatment is restricted to time-independent Hamiltonians of the form in (2.1) that are completely separable (hence integrable), i.e., reducible to a set of D one-dimensional problems, each of which is periodic. This may be expressed in terms of the Hamilton-Jacobi (HJ) equation associated with Eq. (2. We consider motion that is periodic in each of the onedimensional problems in (2.6), i.e., pi(t) and qi( t) are periodic functions of time with period Ti that trace out a closed orbit Ii in the pi Qi plane. The corresponding action variables will be defined as Pi &i * (2.8)
In the case of one-space-dimensional periodic motion about a potential minimum, as depicted in Fig. 1 where H"' represents the "unperturbed" Hamiltonian, and W the perturbing potential. As usual, it is assumed that the dynamics associated with H") is exactly solvable, e.g., harmonic oscillator, Kepler problem. As an example, consider the general one-dimensional anharmanic oscillator problems:
The two sketches in Figs. 1 (a) and 1 (b) represent phase portraits for the perturbing potential W(x) =x4, for (i) ,l> 0 and (ii) il < 0, respectively. The case W(x) =x3 is depicted in Fig. 2 .
(2.9)
Canonical perturbation theory, often referred to as the Poincar&-von Zeipel method, is based on the actionangle formalism. For a detailed discussion, the reader is referred to Goldstein' (which, in turn , is discussed in Refs. 2 and 3). The essence of the method is as follows. It is first assumed that the action-angle variables ( Jo,Oo) are known for the unperturbed problem, i.e., this leads to the well-known result E=wJ.
(2.10)
The perturbed problems and canonical perturbation theory
The perturbation problems to be studied will have the form (2.11) These variables constitute a valid set of canonical variables for any one-dimensional Hamiltonian but will not serve as the action-angle variables for the perturbed problem. Let the latter be denoted as (J,O) . The goal is to find the canonical transformation ( Jo,Oo) -+ (J,O), specifically its generator Y(J,O,). The perturbed problem is then written as @")(P,4) +A W(q) = K"'(Jo) +AK"'(Jo,Bo) =@J,,l), (2.14) with transformation equations
It is now assumed that the generator Y admits a power series expansion in ;1 as well as the energy E(J,n):
The Hamilton-Jacobi equation for the perturbed system now becomes
It is also important to note that the KC'), which are ,l dependent, are expanded in a Taylor series in Jo about the value Jo= J. The canonical perturbation method, although ingenious, is very tedious, involving detailed manipulations and Fourier expansions. When applied to the cubic and quartic anharmonic oscillators given by M=3 and M=4, respectively, in Eq. (2.12)) the following expansions are obtained for the energy: Cubic AHO, M=3: S. M. McRae and E. R. Vrscay: Canonical perturbation expansions 3007 larities to occur when a periodic orbit of action J can no longer be supported by the potential. As an example, we consider the even-parity anharmonic oscillator Hamiltonians, M=2P, P=2,3 ,..., in (2.12). As il is varied, the possible situations involving a periodic orbit with fixed action J> 0 are captured in Fig. 1. (i) A periodic orbit with action J> 0 can be supported for all ,$ >O [ Fig.  1 (a) ]. (ii) For A < 0, as 1 ill increases, the heights of the potential barriers defining the classical potential well decrease [ Fig. l(b) ]. (iii) There will be a critical value A,.(J) at which the area enclosed by the separatrices (heteroclinic orbits) connecting the two barrier maxima (unstable hyperbolic equilibria) will be equal to J. We expect R_(J) = II,(J) 1 to be the radius of convergence of the E( J,n> expansion. From the hature of the potentials considered here, R(J) will be inversely proportional to J. The situation is slightly different for the case where M is odd: for il of either sign, there exists a potential maximum whose height and distance from the origin decrease as I il I increases. As a result, by increasing I ;1 I, a periodic orbit with action J will eventually be destroyed and replaced by a separatrix/homoclinic orbit. The situation for M=3 is shown in Fig. 2 .
The radii of convergence corresponding to an action J are known in closed form for the cubic and quartic anharmonic oscillator potentials, as shown below. For the quartic case, M=4 in Eq. (2.12), the picture in Fig. 1 holds, and the radius of convergence of the series in (2.18b) is -15 J2 E(J,L)=w,J-~--&~+***, (2.18a) This result agrees (after a resealing) with that of Turchetti.14 For the cubic case, M=3, we find Quartic AHO, M= 4: (2.20)
These results will be useful for comparison with those of the simpler classical HVHF method discussed below. There are two important points concerning these expansions, inherent in their derivation but not usually stressed in the literature. First, for a given Flue of the perturbation parameter /2, the energy series E(J,A) converges to the energy of a classical orbit of the perturbed Hamiltonian whose action is precisely J. In other words, as II is varied, the perturbation method tracks a single classical orbit IA with$xed classical action J.
Finally, it is also interesting to consider the relationship between canonical perturbation theory and the variety of standard (noncanonical) perturbation methods for differential equations. This aspect is rarely addressed in the literature.
A connection between the canonical, Poincarbvon Zeipel method and the (Poincarb Linstedt) method of strained coordinates is shown by example in the Appendix A.
B. The quantum case Second, this "action fix&g" plays a role in the radius of convergence R of the E(J,/Z) expansion. For a fixed action J, R will be determined by the singularity lying closest to /z = 0. Intuitively, one would expect such singuGiven a classical Hamiltonian in (2.1)) we now consider it%quantum mechanical counterpart, the linear operator H($,G) obtained from the following standard substitutions: pi~~i= -i#i( 6'/aqi), Qi~ gi= qp The result is the linear operator fici;,@ =& ,i $+ &;i)
The Hamiltonian fi is assumed to be a self-adjoint linear operator on a Hilbert space X of functions, e.g., Y2( RD,dx). The inner product on &" $1 be denoted by (f&J',-.
Self-adjointn%s of H implies that (f ,Hd = Wf ,&, Vf ,sa (HI k where 9 (HI denotes the domain of H [closure (9 (H))=SYl. A "complete" description of the quantum mechanical system is provided by the wave function Y&Y whose time evolution is determined by the time-dependent Schrodinger equation (2.22) The Hamiltonians fi considered here are assumed not to depend explicitly on time. A separation of time and space variables may then be used to obtain the standard result Y(q,t)=$(q)e-iEr'*, (2.23) where q(q)& is a solution of the corresponding timeindependent Schriidinger equation &j=E$.
(2.24)
It will be assumed that + is normalized, i.e., ($,$) = 1. As a recurring example, the quantum mechanical counterpart of the classical one-dimensional harmonic oscillator in (2.9) is given by the Hamiltonian
The perturbed problems
In correspondence with the classical perturbation problems in (2.11), we consider perturbed timeindependent Hamiltonians of the form (The associated expansions for the wave functions are not of interest here.) It is well known that the eigenvalue expansions (2.3 1) encountered in nonrelativistic quantum mechanics are typically divergent, yet asymptotic, to E(n) in some sector of the complex 1 plane. The largeorder behavior of the RSPT coefficients E'"' is generally given by30p31
32) with eigenvalues EN= (N+f)ti, N=0,1,2 ,..., (2.26) and associated eigenfunctions where A,B,C,D are constants specific to the problem (and quantum state) studied. In many cases, E(A) is analytic in an appropriate sector of the plane which includes the positive A axis, and Bore1 or PadC summability of the RSPT series can be established.32
A special relationship exists between the quantum RSPT series for an eigenvalue E(il) and the canonical series for the energy E( J,n) of the corresponding classical problem. Turchetti14 first demonstrated this feature for the one-dimensional quartic anharmonic oscillator. The result was rigorously extended by Graffi and Paul," as summarized below. where HN(x) denotes the Her-mite polynomial of degree N.
Consider the D-dimensional unperturbed oscillator Hamiltonians having the form (2.33) with nonresonant frequencies, i.e., there exists no nonzero vector of integers N= (N~,N~,..,,ND)&~ such that k;l NkWk=o-(2.34)
The eigenvalues of 2" will be denoted as E'"'OJ,fi) = p, (Nk+;)+h 9 (2.35) where the explicit dependence on fi and the quantum numbers N has been indicated. Let &W'+n@cq> (2.36) denote the perturbed Hamiltonian, wheF W is an entire function. The eigenvalues E( N,fi,A) of H are assumed to admit the following RS expansions:
Now consider the associated classical perturbed Hamiltonian H(p,q), which admits the following canonical selit%:
38) n=O
where J= (J I,...,JD). If the following classical limit is taken, Ni+ co, fi+0, such that Niti=Ji, i= 1,2 ,..., D, then the following relation exists between the quantum and classical series coefficients:
This classical limit is trivially demonstrated for the unperturbed energies of separable harmonic oscillators. In the one-dimensional case, we may compare the classical energies in (2.10) with the quantum eigenvalues in (2.26) . (The correspondence of higher-order coefficients will be demonstrated in Sec. V. As well, this classical limit relation will also be shown for perturbed hydrogenic problems. )
A deeper connection between quantum and classical perturbation expansions was revealed by Alvarez, Graffi, and Silverstone16"7 in their detailed study of the 1-D quartic and cubic anharmonic oscillators. For the quartic case, each RS coefficient in (2.37) may be written in the form Thus, the RS series in (2.37) may be written as the sum of the classical series in (2.38) plus an infinite series of "quantum corrections" in powers of fi. Moreover, the perturbation expansion in il for each correction E,,(J,il) is convergent, with_radius of convergence equal to that of the classical series E( J,A). This is extremely interesting in light of the fact that the fully quantum series E(N,fi,A) has zero radius of convergence.
III. THE QUANTUM MECHANICAL HV AND HF THEOREMSANDHVHFPERTURBATIONTHEORY A. QM hypervirial theorem
Hirschfelde? introduced the classical hypervirial theorem, a generalization of the well-known virial theorem. In this paper, he also derived the quantum mechanical hypervirial theorem from the Heisenberg equations of motion. The standard shorter proof, due originally to Epstein and Epstein,33 is sketched below. For a comprehensive discussion of the virial and hypervirial theorems and their applications in both classical and quantum mechanics, the reader is referred to the review article by Marc and McMillan,34 as well as the monograph by Fernandez and Castro.35 Let fi be time independent and self-adjoint with eigenfunction $, as in Eq. (2.24). Then, for any timeindependent linear operator 0 on the space .P, the following expectation value vanishes:
wdifil$>=O, The self-adjointness condition involves the vanishing of this surface integral which, in turn, depends upon the boundary conditions of the problem. This aspect is rarely stressed in the standard textbooks. Fernandez and Cas-tro36 have taken this fact into account in the perturbation treatments of bounded quantum systems.
We illustrate the usefulness of this theorem with the relatively simple class of one-dimensional Hamiltonians iii= -fBx+ V(x), &. If we choose a=xksm k= 1,2,..., and evaluate the commutator in (3.1) explicitly, then a set of recursion relations involving the expectation values
are obtained. These relations are known as the hypervirial relations: in particular, the case k= 1 corresponds to the usual virid theorem. In order to evaluate the commutators, the following relations are used:
as well as the operator identity
The latter identity is used to reyrite the commutator in (3.1), while the appearances of D, and BX are eliminated with the use of (3.5b) and the time-independent Schrodinger equation (2.24) . Taking expectation values with respect to an eigenstate $ with energy E yields the general hypervirial relations
In the case of solvable Hamiltonians, e.g., harmonic oscillator, (radial) hydrogenic atoms, these relations necessarily coincide with those obtained from a knowledge of the recursion relations between the orthogonal polynomials (Hermite, Laguerre, resp.) which comprise the eigenfunctions. For the one-dimensional harmonic oscillator, cf. In an interesting article about the origins of this theorem, Musher3' attributes its first derivation to Pauli. Helhnann6a and Feynman6b independently applied this theorem to the force concept in molecules by using the intemuclFr distance as a parameter.
Let H be a time-independent, self-adjoint operator that depends explicitly on a scalar parameter /z (representing, for example, mass, nuclear charge, or external magnetic field strength). Jn order to emphasize this dependence, we shall write HA. Now assume that for a nontrivial range of il values, there exist normalized eigenfunctions of HA, i.e., &~=E(W, (+W> = 1.
The HF theorem states that (3.9) (3.10)
The proof of (3.10) follows from 2 straightforward computation: differentiate E(A) = (&HA+) with respect to /z to obtain
If fiA is Hermitian with respect to 1c, and a$/a;l, then this equation becomes
The term in square brackets vanishes since the norm of q is constant, giving the desired result. As in the hypervirial tkeorem, complications arise if the hermicity property of HA with respect to both + and &,UaA is not satisfied, due to the appearance of a surface integral.34 For Hamiltonians of the form in Eq (2.21) this integral is given by
i )I C. HVHF "perturbation theory without wave functions"
As mentioned in the Introduction, the use of the quantum mechanical hypervirial and HellmannFeynman theorems to provide Rayleigh-Schriidinger perturbation expansions is well known."' Our description of the HVHF perturbative method is brief and restricted to the one-dimensional case, where we need to consider only expectation values of the form (3.4). The first step in the treatment of perturbed Hamiltonians of the form (2.28) is to obtain the hypervirial relations (3.6) for (xk) and E for a particular perturbed eigenstate. Next, the following series expansions are assumed:
The unperturbed energy EC') is known. As well, the normalization condition (x0) = 1 is imposed, implying that @'=s 0 On * (3.12)
Substitution of these expansions into (3.6) and collecting like powers of A" yields a system of difference equations involving the c(,j) and the E(j). However, this system is not closed, since the relation between these two sets of coefficients has not yet been defined. The closure is provided by the Hellmann-Feynman relation (3.10) which, in this case, becomes S. M. McRae and E. R. Vrscay: Canonical perturbation expansions 3011 Ecn+'), in analogy with RSPT using wave functions. Examples will be given in Sec. V. (4.14)
IV. THE CLASSICAL HV AND HF THEOREMS AND
For the 1-D problems discussed above, this torus coincides exactly with the classical periodic orbit of action J.
B. Classical Hellmann-Feynman theorem
The classical HF theorem for periodic orbits follows from two fundamental principles of classical mechanics:'*2P26 (i) Hamilton's principle and (ii) the principle of least action. We state the main features of each principle below, highlighting the assumptions made, and then proceed to prove the classical HF theorem.
First, recall the Lagrangian formulation for a classical system with D generalized coordinates, qi, i= 1,2,...,D and their respective generalized velocities ~~~ i= 1,2,...,D. The Lagrangian L has the form
The classical limit demonstrated by perturbation theory is also seen to apply to expectation values: Comparing (4.11) to (3.8), (x~~) --. X2k in the limit N-CO, fi+O, Nfi=J. This feature may be explained in terms of the classical limit of the associated Wigner distribution function. For 1-D problems, the Wigner distribution Pw: R2-+R corresponding to an eigenstate tC, is given byM where T and V denote, respectively, the kinetic and potential energies of the system. The evolution of the mechanical system is represented by a point q(t) moving in the N-dimensional configuration space. Let tl < t2, and consider the actual path taken by the system between these two times, which will be denoted as q*(t). Each of the principles mentioned above is based on the stationarity of its own integral with respect to a particular variation of paths about q*(t) in configuration space:
Hamilton's principle: S-variation, where the varied paths start and end at the same time as q*(t), principle of least action: A-variation, where the transit times are allowed to differ on the varied paths. In both cases, the variation about a path q(t) may be defined as qi 
Aqi(t)=qi(t+At,a)-qi(t,O). (4.18)
Using the parametrization of (4. Hamilton's principle states that out of all possible paths in configuration space that a point can travel between times t, and tl, the actual path satisfies the stationarity condition The result is that q*(t) is a solution of the EulerLagrange equations: =o, i= 1,2 ,...) D.
(4.22)
The principle of least action states that the following stationarity condition must hold about q*(t):
Mt,,t,) =A ii1 PAi dt=Oe (4.23)
Here S(t,,t,) is (up to a 27r factor) the total classical action associated with the trajectory between the times tl and t2. Three restrictions must also be imposed: (i) L, hence H, does not depend explicitly upon time, so that H is conserved,
(ii) the variation in (4.23) is such that H is conserved on the varied paths as well as on the actual path q*(t), (iii) the Aqi vanish at the endpoints. This condition will be satisfied for periodic orbits, since we may allow the transit time to vary so that H is kept constant along the trajectory.
Following McKinley," the proof of the classical HF theorem rests on the condition that the classical action associated with a periodic orbit is kept constant under infinitesimal A-variation. Let H be a time-independent Hamiltonian depending explicitly upon a parameter ;1. Assume a il value for which H(l) admits a family of periodic orbits. We consider one particular orbit r in this family that will correspond to the actual path q*(t) discussed above. Let T be the period of I'. The total variation of the classical action in (4.23) about I? will be split into two parts: (i) variation over nearby orbits, keeping the energy g and ,I fixed;
(ii) parametric variation of il, where g=E(,I) is the energy of the orbit at the corresponding value of ;1. I=const where t2= cl + T. This is just a special case of the least action principle in (423). The first term in (4.24) will vanish provided that E is kept constant on r and on the varied paths and that Aqi vanish at the endpoints. From our earlier discussions, the latter condition implies that the varied paths must be periodic. The stationarity condition of the classical action now reduces to the following condition: (4.26)
Because we are considering only separable Hamiltonian systems, cf. Eq. (2.5), with purely periodic components, cf. Eq. (2.8), it suffices to prove the HF theorem for one-dimensional problems. We generalize Killingbeck's prooF for the quartic anharmonic oscillator to treat Hamiltonians of the form 2 HA=&+ vA(x> =&A).
Recall that the classical action of a periodic orbit r C R2 is equal to the area of its interior, i.e., pdx=2 JZL;;; (E(A) -VA(x))"2 dx, (4.28) where x,(n) and x2(n) are the classical turning points. Taking the partial derivatives of both sides of (4. We now arrive at the reformulation of canonical perturbation theory in terms of the classical HV and HF theorems. The classical HVHF perturbative method will be quite analogous to the quantum case in Sec. III C. Again, only the one-dimensional case need be discussed. Let lYo denote an "unperturbed" classical orbit with action J and energy 2') (J). Assume that there exists a neighborhood N, of A = 0, such that for kN, there exists a classical orbit rA with fixed action J and energy E( J,A>, so that rA may be considered a perturbation of I?,,. Once provides a set of recursion relations which uniquely defines the 3;' and the %j' (J) . The construction of the C table will proceed in the same way as for the quantum case: downward and columnwise, beginning with the i=O (unperturbed) column.
We finally emphasize: The constancy of the classical action J implied by the Hellmann-Feynman theorem explains why the classical HVHF series coincides with the canonical perturbation series obtained by the Poincarkvon Zeipel method.
V. APPLICATIONS
In the examples below, for clarity of notation, quantum numbers and action variables will be represented by upper case indices, e.g., N,L ,..., in order that they may be distinguished from summation or order indices.
A. One-dimensional anharmonic oscillators
In this section we consider the eigenvalue expansions afforded by both classical and quantum HVHF methods as applied to the anharmonic oscillators. The quantum Hamiltonians considered are +?
ii= -2m Sx+i mca2x2+h+, M= I,2 ,..., The expectation values associated with the corresponding eigenstate will also be expanded as x (Xk+y -ik(k-1)
x (k+ 1) (Xk-2), kG.
(5.12)
From the Hellmann-Feynman theorem, aF/ap= (X"). The following recurrence relations are obtained for the series coefficients in (5.1 la) and (5.1 lb) (omitting explicit reference to the quantum number N): (5.10)
The coefficients of "scaled" and "unscaled" expansions are related as follows: The Dp' array may be computed columnwise, starting with the first column, Di", k=0,1,2,..., which corresponds to the unperturbed problem. A knowledge of the nth column determines F ("+') . The absence of the constants 6, m, and w facilitates computation of the series coefficients EC"). It also provides a clear understanding of the nature of the RS coefficients, as shown below.
Lemma: The scaled RS coefficients F '") The RS expansions for the cases M=3, 4 and 6 are shown in Table I . In each case, the first few terms of the series for (x) and (x2) hence their series expansions, are known in closed form, since the Hamiltonians may be rewritten in solvable form.) A few remarks on the properties of the quantum RS series for E( /2) are in order here. For M > 2, the series are known to be divergent. For M even, i.e., M=2P, P =2,3,..., the large-order behavior of the series coefficients is given by the asymptotic relation in (2.32), where B= P-1, and A, C and D are constants that depend on P and the quantum number iV of the eigenvalue.30 The energy E(il) is analytic in the cut plane 1 arg(jl) / < v.~' The series are Bore1 summable for all P>2,43 and Pad.5 summable for P=2,3.32 Note also that in these cases, expectation values of odd powers of x vanish, (x2'+') =O, I =012 , , ,*-a * For M=2P+ 1, P= 1,2 ,..., the energy series coefficients do not alternate in sign and the series are not summable on the real A-line. However, the series are summable on the imaginary il-line.44 (The potentials are unstable for both ;1< 0 and /z > 0. If we let ~1 =iA, then the resulting series are summable for ,u > 0.) It is also interesting to consider the continued fraction (CF) representations of RS eigenvalue expansions which have the form Table  I shows that in the classical limit,
as N+ CO, fi+O, Nfi=J.
(5.29a)
The radii of convergence R of the expansions for F(J,A) in the cases M=3 and M=4 are given by Eqs. (2.19) and (2.20) , respectively. For several values of J, a "numerical ratio test" was performed, where the limits of the sequences {%)(J)/$+')(J)} were estimated using the Thiele-PadC method of extrapolation.49 In all cases, the limit estimates agreed well with the theoretical values. As well, the same radii of convergence R(J) were also calculated for the series expansions of the time averages 2.
(5.28)
Regarding the CF representations of the classical energy series, These relations may be compared with their quantum counterparts in Eqs. (5.13) and (5.14). Energy and expectation value expansions for the cases M=3, 4, and 6 are presented in Table II . [The energy series may be com- 30) it is significant to note that in all cases C(A) is an Sfraction. Numerical ratio tests performed on the CF co-efficients c, show that they tend to a limit as n -+ 03, which is a consequence of the fact that the energy series have nonzero radii of convergence. In fact, we find that c,-(4R(J))-', as n-+ CO.
From Van Vleck's theorem,45 this suggests that E( J,;1) is at least meromorphic on the complex A-plane with branch cut on (-00, -R (J)). Then C(n) converges uniformly on compact subsets of this cut plane.
Double perturbation theory for one-dimensional anharmonic oscillators
Here we wish to show that the quantum and classical HVHF perturbative methods can be easily applied to treat problems with more than one coupling constant. For example, consider the quantum Hamiltonians of the form fi= -fSx+k mu2x2+;1XM~+p#2, (5.31)
where k and p may be considered as independent perturbation parameters. The quantum HV relations (3.6) become 32) and two HF relations now appear:
It is now necessary to expand E and (xk) in terms of double perturbation series: Once again, it is convenient to work with a scaled Hamiltonian, but the details will be omitted here. For the special case M, = 3, M2 =4, we obtain the following series for the energy eigenvalues: The classical HVHF perturbative method proceeds in a completely analogous fashion (details omitted here). As expected, the canonical series for the classical energy is found to be the appropriate limit of the series in (5.35), i.e., The hypervirial relations for the three-dimensional hydrogen atom were first studied by Killingbeck, who formulated the HVHF perturbation method for this problem. It was subsequently employed by a number of workers to study various perturbations of the hydrogen atom, including screened Coulomb potentials5' and the Stark effect.52 The HV relations for D-dimensional atoms with arbitrary radial potentials V(r) were derived in Ref. 48 . Here, we shall apply the HVHF perturbation method to the standard case D= 3. The eigenvalue expansion will be written as E(N,L,ii,A) = i E '"'(N,L,+iW, n=O (538a) E"'( N L , , fi) = - The computation of the Dp' array proceeds columnwise, as before, with the exception that the k= -1 row must be calculated separately and included. At the beginning of each perturbation order n, we let k=O in (5.47) and (5.48) to obtain, respectively,
The expansion coefficients for (re2) cannot be obtained from (5.47) and (5.48). They can, however, be obtained from an application of the HF theorem, when the angular quantum number L is treated as the parameter in (5.40): ergy, (r) and (r-l) for both problems are presented in closed form in Table IV .
The case Q= -3 corresponds to the spin-orbit coupling term of the fine structure Hamiltonian.
Expansions associated with this problem are also presented in Table IV. 2. Classical perturbed Kepler problems The recursion relations are again easily programmed. [The partial derivatives in (5.52) may be determined by symbolic computation.] There is a major difference, however, between the cases Q > 0 and Q < 0. For Q> 0, the Dp' are calculated columnwise first for k= 1,2,3,..., and then for k=-1,-2,-3,...
. For Q<O, the order is reversed.
For purposes of comparison with the classical problem, the expectation values for several powers of r for the unperturbed hydrogen problem in (5.37) are given in Table III . These are simply the coefficients a" which are obtained from the Die) by scaling, cf. (5.45). (A significant collection of these values is given in Ref. 53 .)
The cases Q= -1 and Q= -2 in (5.40) represent test cases for which the exact eigenvalue and expectation value expansions can be derived. We omit a discussion of these cases here.
The cases Q= 1 and Q=2, which have been referred to as the Charmonium and Harmonium problems, respectively, have received attention in the context of quark confinement.'4 Expansions to second order for the en-The Hamiltonian defining the classical Kepler problem has a form similar to the classical hydrogen atom. We wish to consider radial perturbations of the Kepler problem and show that the series expansions may be considered as appropriate classical limits of quantum mechanical series for perturbed hydrogenic atoms.
The problem of two bodies moving under the influence of a potential energy function V(q) which depends only upon their separation can be reduced to a one-body problem in center-of-mass coordinates. The resulting Hamiltonian is given by The constants (pi+ppsin' 13) 1'2 and p4 are, respectively, the magnitude of the total angular momentum L=rxp and its component along the polar axis 6=0. From (5.56), the energy is given by (5.57) It is convenient to use a canonical transformation to obtain a new set of action variables: ZT quantum values in Table III shows that the classical values are obtained in the limit
(5.65)
Expansions for the cases Q= 1, 2 and -3 are shown in Table VI . These series may be compared to the quantum series in Table IV . The classical limit in (5.65) is seen to hold. The Q= -3 perturbation in (5.61) is of interest because it represents a relativistic correction to the Kepler problem (Ref. 1, p. 5 11) . In addition, it represents the first correction in the problem of an orbit of a satellite about an oblate planet without air drag.56 Brouwer" used the Poincar&-von Zeipel method to obtain the energy series to second order; Koza?* extended this series to third order. The classical HVHF method may be easily used to generate the series to higher order, either algebraically or numerically.
VI. CONCLUDING REMARKS
The classical hypervirial and Hellmann-Feynman theorems have been shown to provide a powerful method of generating canonical perturbation expansions for separable Hamiltonians. As in the quantum mechanical version, where there is no need to calculate wave functions, the classical method bypasses the tedious requirement to calculate the Fourier series expansions for the generating functions. There are some other interesting systems which could be explored with this method, e.g., the Stark effect in hydrogen (the quantum mechanical HVHF version was studied by Austin") .
Apart from these purely computational aspects, however, is the correspondence between quantum and classical HV and HF theorems which describe eigenstates and periodic orbits, respectively. This correspondence is provided by the actionpreserving classical limit discussed by Turchetti, 14 Graffi and Paul, " and others. For the more general nonseparable problems, however, the most effective route to generate classical expansions may still be to take the classical limit of quantum Rayleigh-Schriidinger perturbation expansions.
study the classical problems mentioned in Sec. II A. However, in contrast to the perturbation theory outlined in that section, these methods are generally not canonical: the transformations associated with these methods (i.e., change of variables, scaling of coordinates) are not necessarily subject to the strict rules of canonical transformations. Since this aspect of perturbation theory is rarely addressed in the literature, it is worthwhile to consider an illustrative example and to show how the canonical and noncanonical methods can be related. Our example will be the quartic anharmonic oscillator Hamiltonian, M=4 in (2.12) . In this case, Hamilton's equations lead to the Duffing equation:
where E=4A/m. In (one version of) the PoincareLinstedt method of strained parameters," a series solution of the form x(t)=xo(t)+EXl(t)+EZXZ (f) where the primes indicate differentiation with respect to s, followed by the general nth order problem, x",(s) +Q> =./-n(s),
where the inhomogeneous term fn(s) is determined by x&L, x,-t (s) and their derivatives. A knowledge of solutions x0 * * 'x,, permits the calculation of x,+ ,, At each order n, the removal of secular terms leads to the determination of the coefficient w, in Eq. (A3). The net result It is seen that the perturbation method produces solutions whose classical actions do not remain unchanged with il. The energy associated with the periodic solution x(t) may be found by substitution into the Hamiltonian in (2.12). To second order in ,% m&z2 9a4 E(a,;l) =-25a6 2 +~~+128m02~2+-*.
As it stands, this "noncanonical" series bears no obvious resemblance to the canonical series in Eq. (2.18b), which corresponds to fixed action J. However, it can be recovered from the canonical series by allowing J to vary with il as given in Eq. (A9): substituting the series in Eq. (A9) into the canonical series Eq. (2.18b) does, in fact, yield Eq. (AlO). It has also been shown60'61 that the first-order contributions to these noncanonical perturbation expansions can be obtained by a classical limit of the quantum mechanical perturbation series associated with perturbed coherent states. The classical limit, although involving fi-0, is noncanonical, since it does not preserve the action. Some further studies in this direction have been made:62 second-order contributions to the frequency expansions may be retrieved but the method breaks down beyond this correction.
