I. INTRODUCTION

R
OBUST control of nonlinear uncertain systems is one of the most important topics in both theoretical and practical aspects of control systems, having attracted a lot of devotion during the last three decades. Consequently, different methods relevant to stabilization of nonlinear dynamical systems with significant uncertainties have been presented in [1] and [2] and the references therein.
There are two main limitations related to uncertainties. The first problem is that several methods are constructed based on the so-called matching condition [3] , [4] . To overcome this limitation, some methodologies for controlling uncertain nonlinear systems without matching condition have been presented [5] , [6] . The second difficulty is the triangularity assumption, which is less restrictive than the matching condition [3] . The design process with the triangularity condition affords the possibility of applying the designed controller to a broader range of uncertainties; however, this condition is also restrictive in many practical applications. Different methods have been used to control uncertain systems with mismatched uncertainties [7] , [8] . Considering mismatched uncertainties is a challenging problem since it may degrade the system performance. These uncertainties can be seen in some real applications as stated in [9] and [10] . Variable structure control or sliding mode control (SMC) is one of the most powerful tools for stabilization and tracking problems [11] - [13] . In [14] and [15] , applications of SMC are extensively provided. Recently, several techniques have been presented to control uncertain systems in the absence of triangularity assumption [16] - [18] . For example, in [16] , an algorithm is presented to determine the projection matrix that minimizes mismatched perturbation. In addition, in [17] , an adaptive integral SMC based on passivity is used to stabilize both parametric and nonparametric mismatched uncertainties. Moreover, it is assumed that the upper bounds of parameters, matched and mismatched uncertainties are known. Stabilization of mismatched uncertain systems based on Lyapunov stability theory and integral SMC for the known upper bound of mismatched uncertainties is addressed in [19] .
In [18] , a method for controlling linear mismatched uncertain systems by decomposition of uncertainties and matching condition assumption is presented. Furthermore, the tracking problem for a class of single-input single-output mismatched systems using multiple-surface sliding is proposed in [20] . Integral SMC for stabilization of a class of multiple-input multiple-output (MIMO) systems is studied in [21] . In addition, based on invariance condition, an SMC design is reported for large-scale systems with mismatched uncertainties [22] .
To investigate asymptotic stability of time-delay MIMO systems, an SMC for regulation problems is presented in [23] . Besides, to achieve asymptotic stability of a class of MIMO systems using linear matrix inequality (LMI), a sliding surface is designed in [24] . In [25] and [26] , SMC and LMI methods are utilized to achieve quadratic stability of dynamical uncertain systems using Lyapunov stability theory. Furthermore, using the same assumptions in [24] - [26] , sliding, adaptive fuzzy sliding, and adaptive fuzzy sliding mode controllers are presented in [18] , [27] , and [28] . In [29] , a delay-dependent exponential H8 synchronization for uncertain neural networks (NNs) with mixed time delays utilizing LMIs was reported.
Adaptive output feedback control for tracking problems without knowing mismatched uncertainties is reported in [30] . However, asymptotic stability is not assured in this paper. It is noticeable that in the most cited works using SMC, it is required knowing the upper bound of unknown uncertainties [10] , [31] , [32] . In recent years, considerable efforts have been made to design mismatched control systems with no assumption on the bound of uncertainties [33] , [34] . These controllers are applicable for systems that satisfy n ≤ 2m condition, where the system order is n and m is the number of inputs. Recently, for the systems with n > 2m an adaptive SMC is presented [35] . More recently, a block backstepping controller for a class of perturbed nonlinear systems with m blocks is proposed using an adaptive mechanism [36] . The design procedure is such that the least upper bound of perturbations except that of the input channel is not required during the design process. NN and fuzzy logic as universal approximator can be used as an alternative approach to approximate unknown uncertainties [37] - [41] . Furthermore, radial basis functions NN (RBFNN) is often used in practical applications due to simple structure and nice approximation properties [40] , [42] - [44] . In addition, among various model-based fuzzy control approaches, in particular, the method based on Takagi-Sugeno (T-S) model is well-matched to the continuous and discrete model-based nonlinear control [45] - [49] .
Although different methods are presented for controlling nonlinear systems, most of the previous results are based on the assumption that state variables of the system are available. If the system states are unavailable, these results are not applicable in practice and control techniques using estimated states are then required [46] , [47] , [50] - [52] . For example, the problem of robust H ∞ output feedback control for a class of networked nonlinear systems is investigated in [46] . In [47] , the dynamic output feedback control problem is investigated for discrete-time T-S fuzzy systems with time-varying delays. In addition, output feedback controller for discrete-time Markovian jump repeated scalar nonlinear systems is presented in [50] . The problem of output-feedback-based H8 control for active suspension systems with control delay has been reported in [53] . Furthermore, in [54] , static output-feedback control under information structure constraints is presented.
In this paper, two adaptive NN stabilization controllers for a broad class of nonlinear systems with mismatched uncertainties are proposed. The first controller is based on state-feedback, while the second one is designed based on estimated states. Moreover, the proposed scheme possesses the following features.
1) This paper successfully extends adaptive neural controller for nonlinear systems with mismatched uncertainties. In this approach, the upper bound of uncertainties is not required to be known in advance. This upper bound is approximated using NN through an adaptation mechanism. 2) An observer is designed to estimate unmeasurable states for the control purpose. 3) By using a robustifying term in the control signal, the effects of approximation error in NN and external disturbance is compensated.
The rest of this paper is organized as follows. The problem formulation is given in Section II. In Section III, we present a procedure to design adaptive NN controller using statefeedback method. Moreover, the stability results are provided in this section. Observer-based adaptive NN control for uncertain systems and its stability is investigated in Section IV. In Section V, simulation results are presented to show the proficiency of the proposed scheme. Finally, the conclusion is given in Section VI.
II. PROBLEM FORMULATION
Consider the following nonlinear system with mismatched uncertainties and external matched disturbance:
where
T is the vector of smooth nonlinear mismatched uncertain functions, and d ∈ m is the vector of external disturbance. Moreover, A, B are system matrices with appropriate dimensions. The goal is to design a stabilizing controller so that the states of the closed-loop system will be remained stable.
In this paper, the Gaussian RBF will be employed to approximate a nonlinear function h(.) : n → as follows:
where z ∈ NN ⊂ n is the input vector, = θ 1 θ 2 · · · θ l ∈ l is the weight vector, l is the number of nodes, and
T is the basis function determined priory, and commonly chosen as Gaussian functions
where 
where δ is the approximation error of NN. The optimal weight vector * is defined as * = arg min
Remark 1: It is noting that this structure of RBFNN is n − l − 1 (n input variables, l hidden neurons and a singleoutput neuron) can reduce the complexity of computational problems so as to speed-up the learning process, especially for accomplishing the function approximation and model identification, for instance. Now, suppose {z(t); t = 1, . . . , s} is a set of data samples. According to the structure of RBFNN, the computation cost is n × l × s.
Assumption 1 
III. STATE-FEEDBACK STABILIZER DESIGN
In order to design state-feedback stabilizer, the control input is selected as
where u adp is an adaptive part to compensate the effects of mismatched uncertainties. In addition, u R and u d are designed to compensate the effects of NN approximation error and external disturbance, respectively. Define the functions η T and g(x) as follows:
By using universal approximation property of NNs, g(x) can be approximated aŝ
It is assumed that x and belong to compact sets U x and , respectively, where defined as
and M 1 and M 2 are design parameters. Assumption 3: Suppose that the function g(x) is bounded in U x . This assumption states that if the degree of uncertainty f(x) is equal or greater than state x, i.e., ( f(x) / x ) exists in U x , then g(x) is bounded in this compact set. This assumption is realistic because the degree of denominator of g(x) is always equal to two.
The optimal parameter vector * is defined as * = arg min
Furthermore, NN approximation error is represented as
Here, denotes the estimation of * . In addition, the estimation error is defined as˜ = − * . Consider the adaptive neural controller (7), where
and
The adaptation law for updating the estimation vector iṡ
where γ > 0 is an adaptation gain to be designed.
Lemma 1 (Barbalat Lemma): If ζ(t)
is a real function of real variable t which is defined and uniformly continuous for t ≥ t 0 , t 0 ∈ + , and if the limit of integral t t 0 ζ(τ )dτ as t tends to infinity, exists and is a finite number, then lim ζ(t) = 0 t→∞ [3] .
Theorem 1: For the system (1), consider control law (7) with (14)- (16) Proof: Consider the following continuous differentiable function as a Lyapunov candidate:
The derivative of V iṡ
Substituting (1), (7), and (14) in (19) giveṡ
Then, by using (6), one can writė
and using (9), we havė
By using (8), (10), and (13) we can writė
Since˜ = − * , (23) can be written aṡ
In the following, by substituting adaptation law (17) in (24), we have:
then using (15) , (16) , and Assumption 2 yieldṡ
Finally, using Rayleigh inequality [55] , −x T Qx ≤ −λ min (Q) x 2 , one can writė
By integrating from both sides with respect to time, (28) can be further written as
which implies
From (18) and (28), it is derived that x(t) and ˜ are bounded. From (1), since x(t) is bounded, it is concluded thatẋ(t) is bounded. Therefore, ψ(t) is uniformly continuous and it is possible to apply the Barbalat lemma to the function ψ(t) which guarantees lim Consequently, the adaptation parameters of NN approach to constant values.
Remark 2:
The stability results in this paper are semi-global which means for any compact set, there exists a controller with neural approximation with sufficiently large hidden nodes such that when the initial states are within this set, all the closed-loop signals are bounded. In realistic applications due to computational problem, the hidden nodes usually cannot be chosen too large which implies that the neural system approximation ability is limited and some constraints on compact set are necessary to guarantee such an approximation.
Remark 3: Since the control law (7) contains the sign function, direct application of such control may result in chattering caused by the signal discontinuity. In order to remedy the chattering phenomenon, the sign function is replaced by saturation function with a boundary layer φ i , i = 1, 2, . . . , p of the form sat
The stability result is then semi-globally uniformly ultimately bounded.
IV. OBSERVER-BASED STABILIZER DESIGN
In a real dynamic system, the states of the systems may not be available for measurement. In this case, the results in Section III are not applicable in practice and the NN-based adaptive control using estimated states is then required. Let us consider the following mismatched uncertain system:
where y ∈ m are the measurable outputs of the system. The control objective is that the system states are regulated by using available outputs. Since the state vector x is assumed to be immeasurable, it cannot be used in the controller design. Therefore, an observer should be designed to estimate the immeasurable states.
Assumption 4:
The pair (A, C T ) is observable. This assumption assures that a gain matrix K o exists such that the characteristic polynomial of A − K o C T is Hurwitz.
Assumption 5: For the given positive-definite matrix Q 1 , there exists positive-definite solution P 1 for the matrix equations
Remark 4: If K o can be chosen such that the triple A − K o C T , B, C T is strictly positive real (SPR), one can use Kalman-Yakubovich-Popov lemma [15] , which guarantees the existence of positive definite symmetric matrices P 1 and Q 1 in (33). Theorem 2 [56] : Suppose the matrix A is Hurwitz. Then the transfer function G(s) = C(sI − A) −1 B is SPR if and only if
and the Hamiltonian matrix
has no eigenvalues on the imaginary axis except at zero where it has exactly 2m eigenvalues where m is the number of inputs. Consider the following observer: (36) wherex is the estimation of vector x. Define the observation error asx = x −x. Then, by using (32) and (36) one can writė
Define function η T 1 as η
Meanwhile, g 1 (x,x) is defined as follows: It is assumed thatx belongs to compact sets Ux which is defined as
Assumption 6: Suppose that the function g 1 (x,x) is bounded in U x and Ux.
Similar to the previous design, by using an RBFNN, g 1 (x,x) can be approximated aŝ
Then the optimal parameter vector * 1 is defined as *
Furthermore, NN approximation error is represented as follows:
where 1 is the estimated value of vector * 1 . In addition, the estimation error is defined as˜ 1 = 1 − * 1 . Consider the following adaptive neural controller:
In (44), u a is a feedback of estimated states, u R and u d are the controllers to compensate NN approximation error and external disturbances, respectively. The adaptation law for updating (44) is proposed aṡ
where γ > 0 is the adaptation gain and should be selected by the designer. Fig. 1 shows the overall scheme of the observer-based adaptive neural stabilizing controller for mismatched uncertain nonlinear system. The main property of adaptive-NN stabilizer scheme is summarized in the following theorem. 
The derivative of (49) is aṡ
Substituting (36) and (37) in (50) yieldṡ
Then using (6) and (33), giveṡ
Using (44), (52) can be further written aṡ
By substituting the control signals, definition of g 1 (x,x), g 1 (x), and η T 1 , we havė
By using Assumption 2 and adaptation law (48) , the following relation is obtained:
Denoting
According to Barbalat lemma, it can be concluded that x,x, u ∈ L ∞ and lim Proof: From Theorem 3, since lim t→∞ x(t) = 0, using (38) and (48), one can conclude lim t→∞˙ 1 = 0. Consequently, the adaptation parameters of NN approach to constant values.
V. SIMULATION RESULTS
In this section, the simulation study is carried out to show the proficiency of the proposed adaptive neural controller. Two numerical cases are considered to show the effectiveness of the proposed design. In addition, both state and observer-based controllers are presented for each case. The first case shows that the proposed methods can handle systems with n > 2m, while the second example manifests the method presented in this paper can address systems with n ≤ 2m.
A. Example 1: System With n > 2m
1) State-Feedback Design:
The system considered here is a single-input nonlinear system obtained by adding a mismatched uncertain term to the system described in [28] . The resulting system can be written in terms of the following parameters:
The goal is to investigate stabilization of this system with the state-feedback stabilizer proposed in this paper. The design parameters for the state-feedback stabilizer are given by T . The states of the closed-loop system using the proposed controller are illustrated in Fig. 2 . As it can be seen in this figure, the controller can effectively stabilize the system states in presence of mismatched uncertainties. Fig. 3 shows the control signal, illustrating the control signal is bounded. The controller shows the sinusoidal behavior in the steady-state response to compensate the effect of sinusoidal external disturbance. Fig. 4 presents norm of weights of RBFNN. This figure shows that the parameters of NN ultimately converge to a constant value and remain bounded.
2) Observer-Based Stabilizer Design: In this part, it is assumed that state vector x is immeasurable. Therefore, an observer is to be designed for the estimation of the immeasurable states. Consider the system (32) with the parameters (58). Suppose the output matrix C T is given as follows:
The aim is to design a stabilizing controller by using measureable output. The following parameters are used −6, 6] , the widths are chosen as η = 1.9, and the initial parameters vector of NN is 0 = 0. Fig. 5 illustrates the states of the closed-loop system and corresponding estimated states. As seen in this figure, both states and estimated states are stabilized by using the observer-based controller. The control signal of the system depicts the smooth behavior as shown in Fig. 6 . Example 1 showed that the proposed methods are applicable for nonlinear systems with n > 2m. The second example is provided to investigate the capability of the presented scheme for systems with n ≤ 2m.
B. Example 2: System With n ≤ 2m
1) State-Feedback Design: Consider again nonlinear system (1) with mismatched uncertainties and external 
The following parameters are chosen to design the statefeedback stabilizer: 
The simulation is carried out with initial conditions x 0 = −2 −2 1 1 T . In this simulation, l = 9 nodes are taken to construct the RBFNN with centers evenly distributed in 2] , the widths are chosen as η = 1.9, and the initial parameters of NN is a random vector generated in the MATLAB environment. Fig. 7 manifests states of the closed-loop using the presented controller. This figure shows that in the presence of mismatched uncertainties and external disturbances, the proposed controller can effectively regulate system states. The control signals used for stabilization are illustrated in Fig. 8 . This figure shows that in order to alleviate the effects of external disturbances, the controller has sinusoidal and constant waveform for the first and second inputs in the steady-state response, respectively.
2) Observer-Based Stabilizer Design: Let us consider again the previous example with the following output matrix: Fig. 9 illustrates the states of the closedloop system and the corresponding estimated states. As seen in this figure, both states and estimated states are stabilized by using the observer-based controller. The control signals of the system show the smooth behavior as depicted in Fig. 10 .
VI. CONCLUSION
In this paper, two state-feedback and observer-based adaptive neural network controllers for stabilization of nonlinear systems with mismatched uncertainties were presented. By using an RBFNN, the bound of unknown nonlinear functions is approximated so that no information about the upper bound of mismatched uncertainties is required. The state-feedback and observer-based controllers are based on Lyapunov and SPR-Lyapunov stability theorem, respectively, and it was shown that the asymptotic convergence of the closed-loop system to zero is achieved while maintaining bounded states at the same time. The presented methods can handle both systems with n ≤ 2m and n > 2m, where n and m are the number of system states and control inputs, respectively. Simulation results reveal the effectiveness of the given methods in the stabilization of nonlinear systems with mismatched uncertainties. Although this paper addressed the system stabilization with mismatched uncertainties, other restrictive and challenging phenomena like time-delay and variable structure systems with mismatched uncertainties can be further studied in the future.
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