We propose a likelihood ratio test framework for testing normal mean vectors in high-dimensional data under two common scenarios: the one-sample test and the two-sample test with equal covariance matrices. We derive the test statistics under the assumption that the covariance matrices follow a diagonal matrix structure. In comparison with the diagonal Hotelling's tests, our proposed test statistics display some interesting characteristics. In particular, they are a summation of the log-transformed squared t-statistics rather than a direct summation of those components. More importantly, to derive the asymptotic normality of our test statistics under the null and local alternative hypotheses, we do not require the assumption that the covariance matrix follows a diagonal matrix structure.
Introduction
In high-dimensional data analysis, it is often necessary to test whether a mean vector is equal to another vector in the one-sample case, or to test whether two mean vectors are equal to each other in the two-sample case. One such example is to test whether two gene sets, or pathways, have equal expression levels under two different experimental conditions. Given the two normal random samples, X 1 , . . . , X n 1 ∈ R p and Y 1 , . . . , Y n 2 ∈ R p , one well-known method for testing whether their mean vectors are equal is Hotelling's T 2 test,
whereX andȲ are the sample mean vectors and S is the pooled sample covariance matrix (Hotelling 1931 , Dembo and Shao 2006 , Liu and Shao 2013 ). Hotelling's T 2 test is well-behaved and has been extensively studied in the classical low-dimensional setting. However, this classic test may not perform well or may not even be applicable to high-dimensional data with a small sample size. Specifically, it suffers from the singularity problem because the sample covariance matrix S is not invertible when the dimension is larger than the sample size.
To overcome the singularity problem in Hotelling's T 2 test, Bai and Saranadasa (1996) replaced the sample covariance matrix in (1) with the identity matrix, so that their test statistic is essentially the same as (X −Ȳ ) T (X −Ȳ ). Following their method, Chen and Qin (2010) and Ahmad (2014) proposed some U-statistics for testing whether two mean vectors are equal. These test methods were referred to as the unscaled Hotelling's tests in Dong et al. (2016) . As an alternative, Chen et al. (2011) and Li et al. (2016) proposed replacing the inverse sample covariance matrix S −1 with the regularized estimator (S + λI p ) −1 in Hotelling's test statistic, where I p is the identity matrix and λ > 0 is a regularization parameter. Lopes et al. (2011) proposed a random projection technique to estimate the sample covariance matrix. Specifically, they replaced S −1 in Hotelling's test statistic with E −1 R {R(RSR) −1 R}, where R is a random matrix of size p×k and E R (·) is the expectation operator over the distribution.
The random projection technique was further explored by, for example, Thulin (2014) and Srivastava et al. (2016) . Dong et al. (2016) referred to the test methods in this category as the regularized Hotelling's tests.
In addition to the aforementioned methods, replacing the sample covariance matrix with a diagonal sample covariance matrix is another popular approach to improving
Hotelling's T 2 test. In particular, Wu et al. (2006) , Srivastava and Du (2008) and Srivastava (2009) considered the diagonal Hotelling's test statistic:
Recently, Srivastava et al. (2013) , Feng et al. (2015) and Gregory et al. (2015) also considered the diagonal Hotelling's tests under the assumption of unequal covariance matrices. Their test statistics follow the diagonal structure in (2), (X−Ȳ ) T {diag(S 1 )/n 1 + diag(S 2 )/n 2 } −1 (X −Ȳ ), where S 1 and S 2 are two sample covariance matrices. Dong et al. (2016) proposed a shrinkage-based Hotelling's test that replaced the diagonal elements of the sample covariance matrix in (2) with some improved variance estimates.
To summarize, the diagonal Hotelling's tests are popular in practice for several reasons.
First, since a diagonal matrix is always invertible for nonzero variance estimates, the singularity problem in the classic test is circumvented. Second, the diagonal Hotelling's tests always provide a better performance than the unscaled Hotelling's tests and the regularized Hotelling's tests, especially when the sample size is much smaller than the dimension. Last but not least, a diagonal covariance matrix assumption is also popular in the high-dimensional literature, e.g., in Dudoit et al. (2002) , Bickel and Levina (2004) and Huang et al. (2010) .
Note that Hotelling's test statistic originated from the likelihood ratio test in the classical setting when p is smaller than n. Recently, researchers have also applied the likelihood ratio test method to analyze high-dimensional data. For instance, Jiang and Yang (2013) and Jiang and Qi (2015) tested mean vectors and covariance matrices of normal distributions using the likelihood ratio test method, under the setting that p is smaller than n but in a way that allows p/n → 1. Zhao and Xu (2016) proposed a generalized high-dimensional likelihood ratio test for the normal mean vector by a modified union-intersection method. Städler and Mukherjee (2017) provided a highdimensional likelihood ratio test for the two-sample test based on sample splitting.
Following the diagonal matrix structure and the likelihood ratio test method, we propose a new test framework for high-dimensional data with a small sample size.
Unlike the existing diagonal Hotelling's tests, in which the sample covariance matrix S was directly replaced with the diagonal matrix diag(S), our likelihood ratio test statistics are a summation of the log-transformed squared t-statistics, rather than a direct summation of those components. When the sample size is small, the standard t tests may be unreliable due to the unstable variance estimates. As a remedy, our proposed tests use the log-transformed squared t-statistics and, consequently, provide more stable test statistics so that type I error rates are better controlled for small sample sizes. We demonstrate by simulation that our proposed tests are robust in terms of controlling the type I error rate at the nominal level in a wide range of settings.
The rest of the paper is organized as follows. In Section 2, we propose the diagonal likelihood ratio test method for the one-sample case. The asymptotic distributions of the test statistics are also derived as p tends to infinity under the null and local alternative hypotheses, respectively. In Section 3, we propose the diagonal likelihood ratio test method for the two-sample case and derive some asymptotic results, including the asymptotic null distribution and power. In Section 4, we conduct simulation studies to evaluate the proposed tests and to compare them with existing methods. We apply the proposed tests to a real data example in Section 5, and conclude the paper by providing a short summary and some future research directions in Section 6. The technical proofs are provided in the Appendices.
2 One-Sample Test
Diagonal LRT statistic
To illustrate the main idea of the diagonal likelihood ratio test method, we consider the one-sample test for a mean vector. Let X i = (X i1 , X i2, , . . . , X ip ) T , i = 1, . . . , n, be independent and identically distributed (i.i.d.) random vectors from the multivariate normal distribution N p (µ, Σ), where µ is the population mean vector and Σ is the population covariance matrix. In the one-sample case, we test the hypothesis
where µ 0 is a fixed vector.
Our new likelihood ratio test statistic is based on the assumption that the covariance matrix follows a diagonal matrix structure, i.e., Σ = diag(σ 2 11 , . . . , σ 2 pp ). In Appendix A.1, we show that the likelihood ratio test statistic for hypothesis (3) is
X ij /n are the sample means, and s
the sample variances. Taking the log transformation, we derive that
This suggests that the new test statistic is
where t nj = √ n(X j − µ 0j )/s j are the standard t-statistics for the one-sample test with ν 1 = n − 1 degrees of freedom. We refer to the diagonal likelihood ratio test statistic in (4) as the DLRT statistic.
Under the null hypothesis, it is easy to verify that n log 1+t
So if p increases at such a rate that p = o(n), then we have the following approximation:
Thus, as a special case, our proposed DLRT statistic reduces to the diagonal Hotelling's test statistic in the one-sample case to which a direct summation of the squared tstatistics is applied.
Null distribution
For ease of notation, let U nj = n log(1 + t 2 nj /ν 1 ) for j = 1, . . . , p. In this section, we derive the asymptotic null distribution of the proposed DLRT statistic. To derive the limiting distribution, we first present a lemma; the proof is in Appendix A.2.
, and
To achieve the asymptotic normality of the DLRT statistic, we need some additional assumptions. Let α(F , G) = sup{ P (A ∩ B) − P (A)P (B) : A ∈ F , B ∈ G} be the strong mixing coefficient between two σ fields, F and G, that measures the degree of dependence between the two σ fields. We also assume that the following two regularity conditions hold for the sequence {U nj , j = 1, 2, . . .}:
Assume that the stationary sequence {U nj } satisfies the strong mixing condition such that α(r) ↓ 0 as r → ∞, where ↓ denotes the monotone decreasing convergence.
δ/(2+δ) < ∞ for some δ > 0, and for any k ≥ 0,
The following theorem establishes the asymptotic distribution of the DLRT statistic under the null hypothesis. 
for any fixed n ≥ 2, where
The proof of Theorem 1 is given in Appendix A.3. The asymptotic variance, τ 2 1 , depends on the autocovariance sequence and is unknown. To establish the null distribution in practice, we need an estimate, τ 2 1 , to replace τ 2 1 . In spectrum analysis, we note that ∞ k=−∞ γ(k) = 2πf (0), where f (w) is a spectral density function defined as f (w) = (2π) π] . Therefore, we only need an estimate of f (0).
The estimation of f (w) has been extensively studied (e.g., Bühlmann 1996, Paparoditis and Politis 2012). The traditional kernel estimator with a lag-window form is defined as
where
is the sample autocovariance and T 1 = T 1 /p. We apply the Parzen window (Parzen 1961 , Priestley 1962 ) to determine the lag-window λ(x) throughout the paper, which is given as
Finally, we estimate τ 2 1 as
where h is the lag-window size, and 
, then for the given positive integer
The proof of Theorem 2 is given in Appendix A.4. This theorem defines asymptotic normality of the DLRT statistic for two scenarios under the diagonal covariance matrix assumption: the result from (a) establishes the asymptotic null distribution when n is fixed but p is large, and the result from (b) establishes the asymptotic null distribution when n and p are both large.
Statistical power
To derive the asymptotic power of the proposed DLRT statistic for the one-sample test, we consider the local alternative
with all of the components uniformly bounded such that
where σ 2 jj are the diagonal elements of Σ, and M 0 is a constant independent of n and p. Then we have the following theorem. 
The proof of Theorem 3 is given in Appendix A.5. If the true mean differences are dense but small such as the standardized signals (µ 1j − µ 0j )/σ jj = δ 0 p −1/2 with the constant δ 0 > 0, then the asymptotic power will increase towards 1 as (n, p) → ∞.
Two-Sample Test
In this section, we consider the two-sample test for mean vectors with equal covariance matrices. Let
, where µ 1 and µ 2 are two population mean vectors and Σ is the common covariance matrix. For ease of notation, let N = n 1 + n 2 and assume that
k=1 Y k /n 2 be two sample mean vectors, and
be the pooled sample covariance matrix.
In the two-sample case, we test the hypothesis
In Appendix B.1, we show that the DLRT statistic for hypothesis (7) is
where t N j = n 1 n 2 /N(X j −Ȳ j )/s j,pool are the standard t-statistics for the two-sample case with ν 2 = N − 2 degrees of freedom, and s 2 j,pool are the pooled sample variances, i.e., the diagonal elements of S.
For ease of notation, let V N j = N log(1 + t 2 N j /ν 2 ) for j = 1, . . . , p. The following theorem establishes the asymptotic null distribution of the DLRT statistic for the twosample case under centering and scaling. 
The proof of Theorem 4 is given in Appendix B.2. Similar to the one-sample case, a consistent estimator for τ 2 2 is given as
where λ(x) is the Parzen window, h is the lag-window size,
is the sample autocovariance for {V N j , j = 1, 2, . . . , p} and T 2 = T 2 /p. 
The proof of Theorem 5 is given in Appendix B.3. This theorem defines asymptotic normality of the DLRT statistic for two scenarios under the diagonal covariance matrix assumption: the result from (a) establishes the asymptotic null distribution when N is fixed but p is large, and the result from (b) establishes the asymptotic null distribution when N and p are both large.
When µ 1 = µ 2 , we consider the local alternative
where σ 2 jj are the diagonal elements of Σ, and M 1 is a constant independent of N and p. The following theorem establishes the asymptotic power of our proposed DLRT statistic for the two-sample test.
.} is stationary and satisfies conditions (C1) and (C2), then under the local alternative (9) and condition (10), the asymptotic power of the level α test is
β(T 2 ) = 1 − Φ z α − ∆ T 2 ∆ 2 / √ p τ 2 2 =              1, √ p = o p j=1 δ 2 2j /σ 2 jj , α, p j=1 δ 2 2j /σ 2 jj = o( √ p), as (N, p) → ∞.
Monte Carlo Simulation Studies
In this section, we carry out simulations to evaluate the performance of our DLRT method. For ease of presentation, we consider the proposed DLRT test for the twosample case only. We compare DLRT with three existing tests, the SD test from Srivastava and Du (2008) , the CQ test from Chen and Qin (2010) , and the GCT test from Gregory et al. (2015) . Gregory et al. (2015) considered two different versions of the GCT test with centering corrections that allowed the dimension to grow at either a moderate or large order of the sample size, which are denoted as GCT md and GCT lg , respectively. The lag-window size throughout the simulations is h = 5.
Normal data
In the first simulation, we generate X 1 , . . . , X n 1 from N p (µ 1 , Σ), and (c) Long range dependence (LRD) structure: We follow the same setting as in Gregory et al. (2015) . Specifically, we consider the (i, j)th element of R as
]/2 with k = |j − i|, and the self-similarity parameter as H = 0.625.
For the power comparison, we set the jth nonzero component in µ 2 as µ 2j = θσ jj , j = 1, . . . , p 0 , where θ is the effect size of the corresponding component. The other parameters are set as (n 1 , n 2 , θ) × p = {(3, 3, 0.5) or (5, 5, 0.5) or (15, 15, 0.25)} × {300 or 500}, respectively. Figure 1 shows the simulated null distributions of the DLRT, SD, CQ, GCT md , and GCT lg tests under the independent structure, when the sample size is small and the dimension is large. The histograms are based on 5000 simulations. For comparison, their limiting distributions are also plotted. We note that the null distributions of the DLRT and CQ tests converge very well to the standard normal distribution. However, the null distributions of the other three tests, and especially the GCT md test, are either skewed or shifted away from the standard normal distribution.
We summarize the type I error rates from the simulations for each of the five tests, with different sample sizes and dependence structures, in Table 1 . When the variables are uncorrelated or weakly correlated with each other, the type I error rates of DLRT are closer to the nominal level (α = 0.05) than the other four tests under most settings. In addition, DLRT provides a more stable test statistic and better control over the type I error rate when the sample size is not large; the SD and GCT md tests exhibit substantially inflated type I errors when the sample size is relatively small (e.g., n 1 = n 2 = 3). The GCT md test in particular fails to keep the type I error rate within the nominal level under each setting, and performs more poorly when the sample size is small and the dimension is large. Therefore, we exclude the GCT md test from the following power comparison. Figure 2 presents the simulated powers of the DLRT, SD, CQ, and GCT lg tests at the significance level α = 0.05. When the dimension is low (e.g., p = 100), DLRT and the CQ test are the only two tests that are able to simultaneously control the type I error rate and maintain a high power of detection. The control over the type I error rate coincides with the findings in Figure 1 . As the dimension is large and the sample size is not small, the DLRT, SD, and CQ tests control the type I error rate well at the nominal level, whereas the GCT lg test still fails. DLRT also provides a higher power 
Heavy-tailed data
To evaluate the robustness of DLRT, we also conduct simulations with heavy-tailed data. Following Gregory et al. (2015) , the data are generated based on a "double"
Pareto distribution with parameters a and b. The algorithm is as follows:
(i) Generate two independent random variables U and V , where U is from the Pareto distribution with the cumulative distribution function F (x) = 1 − (1 + x/b) −a for x ≥ 0, and V is a binary random variable with P (V = 1) = P (V = −1) = 0.5.
Then Z = UV follows the double Pareto distribution with parameters a and b.
(ii) Generate random vectors For the correlation matrix R, we also consider three scenarios: (a) the independent (IND) structure, (b) the short range dependence (SRD) structure, and (c) the long range dependence (LRD) structure. In each scenario, the generating algorithms for µ 1 , µ 2 and Σ follow the simulation procedure described in Section 4.1. The parameters used to generate the algorithms are (n 1 , n 2 , θ) × p = {(5, 5, 0.25) or (15, 15, 0.5)} × {100 or 500}, respectively. with heavy-tailed and normal data. In particular, when the dimension is large and the sample size is small, DLRT and the SD test control the type I error rate well, whereas the GCT lg test exhibits a substantially inflated type I error rate and a low power for detection. One possible explanation is that the GCT lg statistic involves the estimation of high order moments, causing instability when the sample size is small. DLRT is also more powerful than the CQ test in most settings. To summarize, it is evident that the DLRT test provides a more robust performance with heavy-tailed data than the existing three tests, especially when the dimension is large.
Brain Cancer Data Analysis
In this section, we apply DLRT to a data set from The Cancer Genome Atlas (TCGA).
This data set contains the copy number measurements from genomic locations of the probes on chromosomes in 92 long-term survivors and 138 short-term survivors with a brain cancer called glioblastoma multiforme. The long-term brain cancer survivors lived for more than two years after their first diagnosis, and the short-term survivors lived for less than two years after their first diagnosis. According to Olshen et al. (2004) and Baladandayuthapani et al. (2010) , the copy number variations between the patient groups will occur across multiple probes rather than at a single probe. That is, the signal structure is dense-but-small rather than sparse-but-strong. To identify the particular regions in the genome where the genes were differentially expressed, we apply the following sum-based tests: the DLRT, SD, CQ, and GCT lg tests. Gregory et al. (2015) separated the whole chromosome into 26 segments of varying lengths.
We focus our analysis on one segment of the q arm of chromosome 1, which contains measurements of probes at 400 locations. The copy number data at 400 locations are summarized in "chr1qseg.rda" which is available from the R package "highD2pop".
To compare the performance of the tests, we first perform the two-sample t-tests to screen top p significant genes, and then calculate the empirical powers with p = 100, 200 or 400, respectively. To determine the empirical critical values corresponding to a given nominal level α, we bootstrap two distinct classes from the short-term survival group to compute the test statistics. For each test method, we repeat the procedure 10000 times, and select the (10000α)th largest value of the test statistics as the empirical critical value. To determine the empirical powers, we bootstrap one class from the short-term survival group and another class from the long-term survival group. For both classes, we consider n 1 = n 2 = 20 for computing the empirical critical values and powers. Table 2 shows the empirical powers of the DLRT, SD, CQ, and GCT lg tests. We note that DLRT has a higher empirical power than the other three tests under all the settings. 
Conclusion
In the classical low-dimensional setting, Hotelling's T 2 test is an important and useful tool for testing the equality of one or two mean vectors from multivariate normal distri-butions. However, this classic test may not be applicable when the dimension is larger than the sample size, as the sample covariance matrix is no longer invertible. This motivates the development of new methods to address the testing problems for highdimensional data with a small sample size. According to how the covariance matrices are estimated, most available methods can be classified into three categories: the unscaled Hotelling's tests, the regularized Hotelling's tests, and the diagonal Hotelling's tests.
In this paper, we proposed a new test framework based on the likelihood ratio test for both one-sample and two-sample cases. The proposed test statistics are derived under the assumption that the covariance matrices follow a diagonal matrix structure. Our tests use the log-transformed squared t-statistics and provide more stable test statistics than the standard t-statistics when the sample size is small. Through simulation studies, we showed that DLRT is also more robust than the existing test methods when the data are heavy-tailed or weakly correlated. In other words, when the dimension is large and the sample size is small, DLRT is able to keep the type I error rate within the nominal level and, at the same time, maintain a high power for detection.
Finally, we note that when the sample size is relatively small and the correlation is very high, our proposed tests will have slightly inflated type I error rates, especially when the dimension is also large. This is mainly because the test statistics are derived under the assumption that the covariance matrices follow a diagonal matrix structure.
When the diagonal matrix assumption is violated, the asymptotic null distributions may not follow the standard normal distribution, or the asymptotic properties may require more restrictive assumptions including a larger sample size. To overcome these limitations, future research is warranted to improve our current version of DLRT or to derive more accurate asymptotic distributions when the underlying assumptions are violated. 
jj is the likelihood function for the jth component with data X 1j , . . . , X nj . Deriving the maximum likelihood estimator of L(µ, Σ) is equivalent to finding the maximum likelihood estimators of L j (µ j , σ 2 jj ) for j = 1, 2, . . . , p, respectively.
It is known that the maximum of
Similarly, under the null hypothesis,
From the above results, the likelihood ratio test statistic is given as
Further, we have
This leads to the test statistic
where t nj = √ n(X j − µ 0j )/s j are the standard t-statistics for the one-sample test with
Lemma 2. Let the gamma and digamma functions be the same as in Lemma 1. For any ν > 0, we have the following integral equalities:
We note that this lemma essentially follows the results of Lemmas 4 to 6 in Zhu and Galbraith (2010), and hence the proof is omitted.
A.2 Proof of Lemma 1
For simplicity, we omit the subscript n in the terms U nj and t nj . Noting that ν 1 = n−1 and U j = n log(1 + t 2 j /ν 1 ), where t j = √ n(X j − µ 0j )/s j , we have
Letting z = t/ √ ν 1 and by the method of substitution,
By Lemma 2, we have E(U j ) = nD(ν 1 ) and E(U
shows that E(U j ) = m 1 and E(U 2 j ) = m 2 , consequently, Var(U j ) = m 2 − m 2 1 . We note that n log(1 + t 2 /ν 1 ) ≤ nt 2 /ν 1 < 2t 2 , and that (1 + t 2 /ν 1 ) −n/2 converges to e −t 2 /2 as n → ∞. By the dominated convergence theorem,
where the last equation is obtained by Stirling's formula, Spira, 1971) . This shows that m 1 → 1 as n → ∞. Similarly,
A.3 Proof of Theorem 1
As the sequence {U nj } satisfies conditions (C1) and (C2), we only need to prove that E|U nj − E(U nj )| 2+δ < ∞ for any fixed n. We note that
Then we only need to verify that, for any fixed n ≥ 2,
The inequality clearly holds. (b) For simplicity, we omit the subscript n in the terms U nj and t nj . We note that log(1+t Noting that E{(t 2 j /ν 1 ) k } = a k , and m 2 − m 1 → 2 as n → ∞, we have 
A.5 Proof of Theorem 3
First of all, we have 
where m 1 = p j=1 m 1j /p and m 1j = E(U j |H 1 ) = E nlog 1 + t 2 j /ν 1 |H 1 . We note that nt 2 j /ν 1 − n(t 2 j ) 2 /(2ν 2 1 ) ≤ U j ≤ nt 2 j /ν 1 . Then, for any n > 6, we have nE(t 2 j |H 1 )/ν 1 − nE (t 2 j ) 2 |H 1 /(2ν 2 1 ) ≤ E(U j |H 1 ) ≤ nE(t 2 j |H 1 )/ν 1 . Under the local alternative (5) and condition (6), we have m 1j = nE(t 2 j |H 1 )/ν 1 + O(1/n). We also note that t j follows a noncentral t distribution with ν 1 = n − 1 degrees of freedom and a noncentrality parameter ∆ 1j . Its second moment is E(t We also note that
(Y kj −Ȳ j ) 2 + n 1 n 2 2
(n 1 + n 2 ) 2 (X j −Ȳ j ) 2 + n 2 n 2 1
(n 1 + n 2 ) 2 (Ȳ j −X j ) 2 .
We have where t N j = n 1 n 2 /(n 1 + n 2 )(X j −Ȳ j )/s j,pool are the standard t-statistics for the two-sample test with ν 2 = N − 2 degrees of freedom.
B.2 Proof of Theorem 4
We first show that E(V N j ) = G 1 → 1 and Var(V N j ) = G 2 − G 2 1 → 2 as N → ∞. For simplicity, we omit the subscript N in the terms V N j and t N j . As V j = N log 1+t 2 j /ν 2 , we have E(V j ) = 2N √ ν 2 π Γ{(ν 2 + 1)/2} Γ(ν 2 /2)
