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Potential models for the simulation of methane
adsorption on graphene: development and
CCSD(T) benchmarks†
J. Vekeman, ab I. G. Cuesta,*ac N. Faginas-Lago, *b J. Wilson,a
J. Sánchez-Marı́na and A. Sánchez de Merás *ac
Different force fields for the graphene–CH4 system are proposed including pseudo-atom and full
atomistic models. Furthermore, different charge schemes are tested to evaluate the electrostatic inter-
action for the CH4 dimer. The interaction parameters are optimized by fitting to interaction energies
at the DFT level, which were themselves benchmarked against CCSD(T) calculations. The potentials
obtained with both the pseudo-atom and full atomistic approaches describe accurately enough the
average interaction in the methane dimer as well as in the graphene–methane system. Moreover, the
atom–atom potentials also correctly provide the energies associated with different orientations of
the molecules. In the atomistic models, charge schemes including small charges allow for the adequate
representation of the stability sequence of significant conformations of the methane dimer. Additionally,
an intermediate charge of 0.63e on the carbon atom in methane leads to bond energies with errors of
ca. 0.07 kcal mol1 with respect to the CCSD(T) values for the methane dimer. For the graphene–methane
interaction, the atom–atom potential model predicts an average interaction energy of 2.89 kcal mol1,
comparable to the experimental interaction energy of 3.00 kcal mol1. Finally, the presented force fields
were used to obtain self-diffusion coefficients that were checked against the experimental value found
in the literature. The no-charge and Hirshfeld charge atom–atom models perform extremely well in this
respect, while the cheapest potential considered, a pseudo-atom model without charges, still performs
reasonably well.
1 Introduction
Methane capture has gained a lot of interest because of two
main reasons. First of all there is an increasing urgency to
reduce greenhouse gas emissions, as was highlighted by the
recently signed Paris agreement.1 While less methane is emitted
than carbon dioxide, its higher energy-uptake makes it a big
contributor to the greenhouse effect,2 and thus materials cap-
able of filtering methane from exhaust gas mixtures are highly
welcomed. On the other hand, methane is often suggested as a
transition fuel until alternative energy sources become feasible
for large-scale use. It is fairly easily acquired from natural
gas and current technologies only need minimal changes to
incorporate it and, most importantly in this context, it is less
harmful for the environment than use of crude oil or coal.3
Furthermore, earth’s natural resources of natural gas are larger
than for more traditional fossil fuels.3 However, the use of any
gas as energy resource poses problems of safe storage and
transportation in useful amounts and thus materials are needed
that can safely trap the gas in high concentrations and release it
in a controlled fashion when necessary.4
For these reasons, a wide range of materials have been
investigated for adsorption of methane. Amongst them, water
chlatrates used to solidify methane have been proposed,5 as
well as adsorption onto metal–organic frameworks,6,7 zeolites,8,9
activated carbon10 and graphite.11,12 Furthermore, due to their
unique properties, ordered nanocarbon materials like graphene
and carbon nanotubes have been shown to possess adsorptive
qualities for gases like methane.13,14 Previous studies have shown
promising first results for the adsorption of gases like H2,
15,16
H2O,
17 NO18 and CO2
19 on graphene. These results motivate the
development of graphene–CH4 interaction potentials that are
capable of describing the processes present in the adsorption
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of the gas, especially for a large number of molecules as this is
crucial for practical applications.
The interaction between graphene and CH4 is mainly of
dispersive character and, consequently, associated to the
instantaneous fluctuations of the electron density and resulting
multipoles. Similar to other van der Waals contributions,
although always attractive, dispersive interactions are not iso-
tropic, making the relative orientation of the molecules an
important factor to be considered. Being extremely weak, these
interactions are the most difficult to be successfully computed,
making their correct description an important challenge for
any theoretical investigation.
In order to well represent the adsorption of a gas on graphene,
accurate potentials are needed for the interactions between the
adsorbates as well as between the adsorbent and the adsorbate.
Although high-level potentials for these small systems are quite
easily produced for the simplest gases, an equilibrium between
accuracy and simplicity should be maintained to be feasible for
molecular dynamics.
For this purpose, often the Lennard-Jones (LJ) potential is
used.20,21 However, the deficiencies of the LJ scheme at both
the short and long ranges are well known.22–24 Beyond this
model, Pirani et al. proposed an Improved Lennard-Jones (ILJ)
potential,22,23 simple and accurate, which offers greater flexi-
bility by adding an extra parameter in such a way that it
eliminates most of the shortcomings of the LJ model. This
potential has been shown to have a good performance for
dispersion interactions in noble gas systems and in conditions
of high angular resolution and energy, adequately reproducing
vibrational springs.23,24 By means of a careful selection of the
appropriate parameters, it seems to be particularly useful for
molecular dynamics simulations of, especially, non-covalent
interactions.
Another factor to take into account is the interaction model.
Often, when studying these interactions, molecules are repre-
sented as point masses, especially if they are highly symmetric
like methane.11,25 This way, the orientation-dependence of the
interaction energy is completely lost in the model. To avoid
this, it has been proposed to consider bond–bond interactions
by placing an interaction centre on the midbond-point of the
carbon–hydrogen bonds22 of methane. Or, more commonly, the
molecule can be described by directly taking into account the inter-
actions of all involved atoms in atom–atom potentials.14,26
Electrostatic contributions to the interaction are often
included through a Coulombic expression by assigning partial
charges to the system,25,26 but this is commonly done without
much consideration of the actual added accuracy of this term.
The partial charges that are being assigned have no true
physical value—since they are not quantum observables—and
often there is no real indication that their inclusion is actually
important for the results. Indeed, there is often no agreement
on the charge model and the actual values to be used for a given
molecule, and this is especially so for the symmetrical structure
of methane.27
In this work we adopt the ILJ functional to develop a set of
force fields capable of evaluating van der Waals interactions
like those present in the graphene–CH4 system. We propose two
different types of force fields: one representing each methane
molecule only by its centre of mass, while in the other an atomistic
model of five sites is used. We also consider the influence of
the electrostatic part on the parameters using different charge
schemes whose viability will be evaluated.
The ILJ interaction potentials were derived from first princi-
ples calculations at the level of dispersion-corrected density
functional theory. In particular, the B97D functional was used,
which includes an empirical dispersion term. From a practical
point of view, it seems to be a very robust functional and,
among semi-empirical GGA functionals, it is suggested as an
efficient and precise method for the study of large systems
interacting through dispersion forces.28 Although the B97D
functional has proven its value for non-covalent interactions,28–31
this does not guarantee accurate results in a systematic manner for
all systems. To overcome this issue, we benchmarked important
geometries against CCSD(T) calculations that provide the most
trustable physical description of non-covalent interactions in
computational chemistry and can therefore be used as reference
calculations. Similar approaches have been applied using the
LJ potential for the interaction with metal–organic frameworks
by Rana et al.,26 while Stassen27 compared several schemes for
the methane dimer.
Summarizing, this work aims to present a number of syste-
matic potentials describing the methane dimer and graphene–
CH4 interactions based on the ILJ potential. The potentials
introduced are accurate, but simple enough for use in molecular
dynamics. The models we present will be tested and compared
by calculating self-diffusion coefficients via molecular dynamics
simulations. Comparison of these with the experimental value
from the literature gives us the possibility to assess the perfor-
mance of the different force fields proposed. Furthermore,
highly accurate and reliable predictions of the preferred inter-
action sites of gas molecules on graphene—as well as the most
favorable orientation of CH4—are provided by means of CCSD(T)
and DFT studies in which graphene is modeled by coronene
(C24H12) and circumcoronene (C54H18) respectively.
In Section 2, the computational details will be outlined.
Section 3 will discuss the interaction energies obtained at the
DFT and CCSD(T) level. The obtained force fields will be
discussed in Section 4, while the diffusion coefficients will be
presented in Section 5. Finally Section 6 will present concluding
remarks.
2 Computational details
Since graphene is in principle an infinite molecule, we used two
truncated systems for the single point energy calculations.
These models are large enough as to represent the interactions,
but at the same time sufficiently small to allow for high-level
CCSD(T) calculations. Previous research has shown that coronene
and circumcoronene are suitable models to represent graphene
at CCSD(T) and B97D levels of theory, respectively.31–34 Circum-
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rings of benzenes whereby the outermost ring is terminated by
dangling hydrogen atoms to avoid wrong electronic structures.
All monomers were optimized at the B3LYP/6-31G**35,36
level. The C–H distance in CH4 was 1.09 Å, and the average
C–C and C–H distances were 1.42 Å and 1.09 Å respectively for
coronene and circumcoronene. After this optimization, the
structures were considered rigid in all further interaction
energy calculations.
The single point DFT energy calculations of the CH4 dimer,
the circumcoronene–CH4 system and the coronene–CH4 system
were computed at the B97D/TZV2P28,37 level using Gaussian
0938 and the EMSL Basis Set Exchange.39,40 This combination of
the B97D functional and the split-valence triple-zeta basis set
supplemented with two polarizations (TZV2P) has previously
been found to be sufficient to represent the polarization effects
in similar systems.32,33
To benchmark the interaction energies obtained at the DFT
level, we have calculated the corresponding interaction energies
at the CCSD(T) level, using coronene as a model for graphene as
stated above. The CCSD(T) interaction energies were calculated
using the Dalton program41,42 and the Cholesky decomposition
of orbital denominators up to six vectors,43 as it was checked
that including more vectors was of little importance for the
system of interest. The aug-cc-pVDZ basis set44 was used
supplemented with a unique set of functions (3s3p2d1f1g)45
placed midway between the interacting systems. This procedure
substantially improves the description of the interaction at a
reasonable cost.46 As it can be seen in Table 1, where the CBS
values are given in parentheses, the obtained interaction energy
values are very close to the corresponding CBS-extrapolated
ones with differences not larger than 0.01 kcal mol1, with the
only exception of the F conformation of the methane dimer. All
calculations were counterpoise corrected in order to minimize
the basis set superposition error.47
For the methane dimer, 99 random orientations were gene-
rated and a scan over the intermolecular distance between 3.2 Å
and 20 Å (with much more sampling around the equilibrium
distance) was carried out for each conformation of the dimer.
This led to a total of 39 distances that were considered for all of
the 99 relative orientations. For all of the 3861 conformations
thus obtained, the interaction energy was calculated at the
B97D/TZV2P level.
Interaction energies were then calculated for the
circumcoronene–CH4 system at the same level of theory as for
the methane dimer. Ten different CH4 orientations were gene-
rated with respect to the circumcoronene molecule at random
positions above the circumcoronene plane. The CH4 position
was restricted as to exclude the outer benzene rings in order to
minimize interactions with dangling hydrogens and other edge
effects. Interaction energies at distances between 2.8 Å and 20 Å
were calculated, again sampling more closely to the equili-
brium distance, giving a total of 32 intermolecular distances for
each of the ten orientations considered.
The force fields were created by fitting suitable potentials
directly to the energies obtained from DFT. Following the
results of ref. 33 we have not averaged the energies over the
orientations before fitting, but instead included all the energies
in the fitting.
Molecular dynamics calculations were done using DL_POLY
v2.2.48 Periodic boundary conditions were used in the x, y and
z-direction under standard conditions (273 K and 1 atm) in the
microcanonical (NVE) ensemble. A timestep of 1 fs was used
for a run time of 5 000 000 steps including an equilibration of
3 000 000 steps, leading to a total run time of 5 ns, while monitoring
of temperature and energy showed convergence. van der Waals and
Coulombic cutoffs were set to 18 Å, while 100 CH4 molecules were
randomly distributed in a cubic cell with sides of 160 Å to ensure
the density of methane under standard conditions.











where d is the dimension of the system and -r(t) is the position
of the particle of interest at time t. The term h[-r(t)  -r(0)]2i is
called the mean squared displacement (MSD) and varies
linearly over time.
Table 1 Coronene–CH4 and CH4–CH4 interaction energies, De, and
equilibrium distances, Re, for the structures investigated in this work
compared to previous theoretical and experimental studies
Coronene–CH4 De (kcal mol
1) Re (Å)
Site Orientation DFT CCSD(T) DFT
C H-up 2.928 2.584 3.4
2H-up 2.810 2.312 3.4
3H-up 2.539 2.018 3.6
T H-up 2.908 2.571 3.3
2H-up 2.605 2.177 3.5
3H-up 2.228 1.652 3.7
B H-up 2.887 2.446 3.3
2H-up 2.683 1.905 3.3
3H-up 2.293 1.713 3.7








Experimenti53 3.00  0.23 3.45
CH4–CH4 De (kcal mol
1) Re (Å)
Site Orientation DFT CCSD(T)j DFT CCSD(T)
A 3H–3H 0.558 0.548 (0.538) 3.8 3.7
B 3H–2H 0.515 0.464 (0.455) 3.9 3.8
C 2H–2H 0.474 0.424 (0.423) 4.0 4.0
D 3H–1H 0.523 0.434 (0.436) 4.0 4.1
E 2H–1H 0.499 0.357 (0.349) 4.3 4.3
F 1H–1H 0.220 0.145 (0.190) 4.7 4.8
a MP2/(T,Q) + DCCSD(T)/local-DZ, site T H-up. b DFT/CC (PBE/aQZ), site
T H-up. c BLYP-D3/aTZ, site C H-up. d Circumcoronene–CH4, B3LYP-D3/
aDZ, site T H-up. e Graphene–CH4, MP2/aTZ, site T H-up and site C
H-up, respectively. f Graphene–CH4, vdW-DF(refPBE)/aTZ, site T H-up
and site C H-up, respectively. g C72H24, M06-2X/6-31G*:AM1, site B H-up.
h C126H36, M06-2X/6-31G*:AM1, site B H-up.
i Recommended experi-
mental value of the zero-coverage adsorption well depth of methane on
the (0001) surface of graphite and the distance between the methane
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To ensure good statistics, we have calculated the diffusion
coefficient from 5 different starting configurations and for
each starting configuration we have sampled 2 000 000 MSD
values versus time. We evaluated the diffusion coefficient over
1 000 000 different time origins by taking timestep 1 to 1 000 000
as a first time interval, then timestep 2 to 1 000 001 and so on.
3 CCSD(T) and DFT interaction
energies
In order to benchmark our DFT interaction energies, we have
selected relevant geometries of the methane molecule over
coronene. More specifically, we have selected three different
interaction sites, namely the centre of the coronene molecule
(C site), a position above a carbon atom of the inner benzene
ring (T site) and lastly above the midbond-point of a bond of
this inner benzene (B site). Furthermore we have selected three
relevant ‘attacking’ geometries of methane, one with a hydro-
gen pointing up (H-up), one with two hydrogens pointing
up (2H-up) and a last one with three hydrogens pointing up
(3H-up). The selected geometries can be seen in Fig. 1. The
intermolecular distance for the nine different geometries was
optimized at the DFT level after which CCSD(T) calculations
were performed.
Table 1 gives a comparison between the interaction energies
at different levels of theory for several conformations of the
methane dimer and of the coronene–methane cluster. It can be
seen that the interaction energies calculated with the B97D
functional are in general in good agreement with the CCSD(T)
results for the considered coronene–CH4 interaction. In fact,
the DFT method correctly reproduces the stability sequence
obtained at the CCSD(T) level for both the three different
interaction sites over coronene on the one hand and for the
different methane orientations on the other hand. However, in
all studied cases B97D slightly overestimates the interaction
energies at the CCSD(T) level by about 0.5 kcal mol1. The
overestimation decreases as the number of H(CH4)-ring inter-
actions increases which benefits our study since the latter are the
most numerous as they are more favorable energetically. Moreover,
the interaction of methane with benzene and naphthalene is
similar to that with coronene, as shown in the ESI.†
It is seen that the position of the methane molecule over
coronene is not too important as was found in a previous work for
the CO molecule.32 The T and B sites are actually very similar in
energy, while the C site is more stable by about 0.2 kcal mol1.
More important is the orientation of the methane molecule, with
the lowest energy structure being the orientation H-up, with
the three hydrogens pointing downwards equidistant from the
surface. This preference of orientation is encountered for the three
positions (C, T and B) of the methane molecule, all providing very
similar bonding energies.
Similar results are found in the literature at both MP2/(T,Q) +
DCCSD(T) and DFT/CC, while slightly higher values are deter-
mined using BLYP-D3 in the upper range of the experimental
values. In larger graphene–methane clusters the energy increases,
being above, in some cases, the experimental upper limit. Some
methods, like MP2 and B2LYP-D3, are especially sensitive to
this. Conversely, the M06-2X energy seems to be stabilized
at 3.5 kcal mol1. The most stable geometry obtained by
Thierfelder et al. (MP2/aTZ) matches our results, even though
they report a significantly higher interaction energy.13 It is
known, however, that MP2 overestimates the dispersion energy.
Thierfelder et al. have not considered the B position and their
second lowest energy structure coincides with ours if the B
position is left out. It should be noted that in some cases
different minimum structures were found in previous studies.
Specifically, Umadevi and Sastri found, through a geometry
optimization at the M06-2X/6-31G*:AM1 level, the minimum
energy structure to be site B H-up.52 Smith and Patkowski on the
other hand found site T H-up to have the lowest energy at the
MP2/aDZ level.49 This is due to the fact that the three positions
for adsorption (C, B and T) have very similar energy (Table 1)
with differences inferior to the precision of the method. The
molecular distances from the surface obtained from the com-
putational studies included in Table 1 give mostly adsorption
distances within the wide experimental range, with only M06-2X
falling below.
Compared to the experimental bond energy, our results are
quite close. Our lowest DFT energy values are within the
experimental uncertainty interval whereby it is noteworthy that
these most stable configurations contribute the strongest to the
experimental value. The agreement of the equilibrium distances
for the discussed geometries is also very good.
The quality of the B97D method has also been tested for the
CH4–CH4 interaction by means of CCSD(T) calculations; more
specifically six orientations (labelled from A to F in Fig. 2) of the
CH4 dimer have been evaluated. They cover different situations,
from the most stable configuration (A) with the face of the
Fig. 1 Structures of the coronene and circumcoronene molecules used
as graphene models showing the different interaction sites of CH4 on
coronene considered for ab initio calculations (top). The three different
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first CH4 tetrahedron facing the face of the second, to the least
stable (F), with the vertices of the tetrahedra facing each other.
The intermolecular distances for the six orientations of methane
molecules were optimized with both B97D and CCSD(T). The
interaction energy, De, and the bond distance, Re, defined as the
distance between the carbon atoms, are shown in Table 1. It can
be seen that the interaction energy for the methane dimer is
primarily of the dispersive type and depends on the orientation
as well. The sequence of energies found at the CCSD(T) level
decreases in the order A 4 B 4 D E C 4 E 4 F. However, only
the extremes, A and F, show a clear difference in energy, of the
order of 0.4 kcal mol1. The remaining intermediate orienta-
tions, B–E, are very close in energy to each other, so that in some
cases they are too close for the B97D functional to be able to
reproduce the correct order. The stability sequence with B97D is
A 4 B E D 4 E 4 C 4 F, with extremes coinciding with those
from CCSD(T). In general, they are in good agreement with
the reference results, since they correctly reproduce three
differentiated, maximum, minimum and intermediate inter-
action ranges. In the intermediate range, the correct order is
not retained because the B97D functional does not reproduce
precisely enough the orientations where the interaction occurs
through a vertex of the tetrahedron, which leads to an over-
estimation of the energies of conformers D and E larger than
the energy differences. Despite this, we can point out that the
average interaction energy for the calculated CH4–CH4 interaction
at the B97D level (0.46 kcal mol1) is in excellent agreement with
the CCSD(T) value, which is only 0.06 kcal mol1 below. The
results obtained for the bond distances are even better, both for
the considered orientations, with errors smaller than 0.1 Å,
and for the average distance, whose deviation with respect to
CCSD(T) is only of the order of 0.01 Å.
In brief, the comparison of B97D and CCSD(T) results for the
studied systems shows that B97D is able to give a satisfactory
picture of non-local dispersive effects and, consequently, makes
feasible the numerous first principles calculations needed to
build force fields capable of describing the processes associated
with the adsorption of methane on graphene through dispersion
contributions.
4 Force fields
In this work it is assumed that the total interaction energy
can be split into two independent parts, the nonelectrostatic
part (Vnelec) and the electrostatic part (Velec). The first will be
represented by the semiempirical ILJ potential developed by
Pirani et al.,23 while the latter will be represented as a Coulombic
sum
Vtot(R) = Vnelec(R) + Velec(R) = VILJ(R) + VCoul(R). (2)
The ILJ potential assumes pairwise additivity of the none-
lectrostatic energy part and was introduced as an improvement
over the well-known LJ potential, especially at both short and
long ranges where LJ is known to have shortcomings. The
function was proven to give a reliable physical representation
of non-bonded systems, while remaining simple and using only
a small amount of parameters that are physically relevant.54,55
The potential describes the distance dependence of the inter-
action energy as follows:
















This function is determined by three parameters, e, r0 and b,
which will be specific to different interactions. e is the well
depth of the Morse curve depicted by the ILJ potential, while r0
is its location. b on the other hand is a dimensionless para-
meter that adds extra flexibility. Its value is loosely related to
the hardness of the interaction partners and is usually limited
within a range depending on the type of interaction. For pure
dispersion interactions, as in this work, b is assumed to lie
between 7 and 9. This is evident by noting that the ILJ potential
will reduce to the LJ potential when b = 8 and R is close to the
equilibrium distance. For interactions between neutral systems,
as all the molecules in this work are, m is taken to be 6 as
suggested in the original papers.
We have represented the methane molecule by two different
models. In the first, an interaction centre was placed at the
centre of mass, coinciding with the carbon atom, treating the
methane molecule as a sphere effectively reduced to a point
mass. Note that all the information on relative orientation of
the monomers will therefore be lost. This approach is justified
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by the 3D structure, which is almost spherical, and has proven
its worth before.25 A potential of this form describing the
methane dimer will simply equal eqn (3) and will be denoted
as the CM–CM model from now on.
A next step in complexity in the framework of pair potentials
is to use a multicentre (multi-site) model to represent each
methane molecule. Placing an interaction site at each atom, we
need 25 ILJ potentials to describe the methane dimer. Three
independent sets of ILJ parameters are then required, namely
C–C, C–H and H–H parameters.
When representing interactions for the circumcoronene
molecule, the methane molecule will mainly interact with the
carbon atoms on circumcoronene that are close by. If only a
single interaction centre is taken into account, only interaction
with the inner benzene ring would be effectively considered. When
methane is located more on the side of the circumcoronene, the
interaction will be stronger with benzene rings that are closer by
than the central one; hence we will always treat circumcoronene
with interaction centres on all carbon atoms. Dangling hydrogen
atoms are not considered. The ignored interactions will be very
small, since we have ensured that methane was positioned far
away from the edges as mentioned before.
In the literature, electrostatic interactions are often included in
molecular dynamics even for neutral molecules without dipole or







where q represents the partial charge on atoms i and j. It is
important to note that these partial charges are rather arbitrary;
usually they are chosen so as to represent the first non-zero
term in the multipole series. In methane this term is the
octupole and it is reproduced by the charge scheme proposed
by Albertı́ et al.25
As we aim to look at the influence of different charge schemes
on the parameters, besides the one representing the octupole,
we will also use the charges calculated by population analysis
methods such as Mulliken, APT,56 NBO57 and Hirshfeld.58
4.1 Methane dimer
Table 2 gives the three parameters—the well depth, e, the
equilibrium distance, r0, and the additional, b—defining the
ILJ potential for the methane dimer using the CM–CM model
and the atom–atom representations and both with and without
explicit inclusion of a Coulombic electrostatic term through
different charge schemes, charges are indicated in the table.
The CM–CM potential is the simplest representation of the
CH4–CH4 interaction presented here as it only considers a single
interaction site for every methane molecule at their centres of
mass. By explicitly including the electrostatic part in this model,
we introduce, to some extent, the orientation of the molecules
in the potential. It is clear that with increasing electrostatic
interaction—larger absolute partial charges—the parameters of
the ILJ potential change systematically; more precisely, e increases,
while r0 and b decrease with increasing electrostatic interaction.
However, one can also note that the parameters only change
Table 2 Parameters defining the ILJ potentials for the methane dimer from fitting of B97D calculations. The various charge schemes and potential
models described in the text are shown with the atomic charge on carbon (in e) in parentheses
ILJ parameters No charges APT (0.026) Hirshfeld (0.148) Mulliken (0.471) Albertı́ (0.626) NBO (0.823)
CM–CM
e (kcal mol1) 0.421 0.421 0.421 0.424 0.427 0.431
r0 (Å) 4.169 4.169 4.168 4.165 4.163 4.159
b 8.216 8.216 8.215 8.208 8.202 8.192
Atom–atom free
C–C e (kcal mol1) 0.109 0.109 0.108 0.070 0.125 0.140
r0 (Å) 3.800 3.800 3.800 3.829 3.815 3.797
b 8.027 8.027 8.024 8.149 7.464 7.421
C–H e (kcal mol1) 0.075 0.075 0.075 0.088 0.067 0.068
r0 (Å) 3.628 3.628 3.628 3.604 3.639 3.632
b 4.932 4.933 4.941 4.798 5.414 5.490
H–H e (kcal mol1) 0.005 0.005 0.005 0.004 0.003 0.003
r0 (Å) 3.419 3.419 3.411 3.401 3.373 3.365
b 4.363 4.363 4.364 4.437 4.938 4.989
Atom–atom restricted
C–C e (kcal mol1) 0.198 0.198 0.198 0.196 0.195 0.194
r0 (Å) 4.141 4.141 4.139 4.122 4.106 4.077
b 7.645 7.645 7.645 7.642 7.643 7.647
C–H e (kcal mol1) 0.047 0.047 0.047 0.047 0.048 0.048
r0 (Å) 3.368 3.368 3.370 3.389 3.404 3.426
b 7.279 7.279 7.278 7.268 7.260 7.249
H–H e (kcal mol1) 0.013 0.013 0.013 0.013 0.013 0.013
r0 (Å) 2.610 2.610 2.610 2.608 2.607 2.606
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significantly when the partial charges become high and even
then the changes are limited. We thus conclude that for the
CM–CM model an electrostatic part is not explicitly needed for
the methane dimer as is widely accepted in the literature.
For a CM–CM model without charges, Albertı́ et al. have
reported an e of 0.345 kcal mol1, r0 of 4.04 Å while they fixed
the b to 8.5 Note, however, two important differences. Firstly,
we have allowed b to change as a fitting parameter. Secondly,
they determined the parameters via correlation formulae deduced
from experiment, while we have done a pure mathematical fit to
DFT interaction energies.
The atom–atom model takes into account the interaction of
all the atoms present in the system, using a specific potential
for each of the possible pairs, with the aim of including
the dependence of the interaction energy on the orientation.
Consequently, for the methane dimer, three sets of atom–atom
potential parameters (C–C, C–H and H–H) were optimized
using the same charge schemes mentioned before. In Table 2,
the interaction parameters are given under the section ‘‘atom–
atom free’’. The introduction of the electrostatic part changes
the parameters to a greater extent than in the CM–CM model.
It is, however, noticeable that the parameters hardly change for
the three schemes with the lowest charges; apparently a certain
threshold is needed for the electrostatic part to become influ-
ential. The electrostatic contribution affects fundamentally the
C–C interaction and the b parameter which in turn affects
mainly the description at medium distances. Contrarily, r0 does
not vary substantially in any of the three interactions. The
model using Mulliken charges behaves especially unexpected
since it gives a stronger e for the C–H interaction than for the
C–C interaction, contradicting chemical intuition which would
assume larger interaction energies between centres with a larger
polarizability.
As mentioned before, originally the ILJ potential assumes
that the different parameters can be derived from (atomic)
static polarizabilities and dispersion coefficients from a semi-
empirical expression relying itself on the same static polariz-
abilities.59 In particular, the b parameter should vary between
7 and 9, while those we have determined from DFT calculations
can be as small as 4.5. This significant diminution can be
explained by two reasons. Firstly, since Pascal’s rule of polariz-
ability is only approximate, the definition of atomic polarazi-
bilities introduces a degree of arbitrariness that makes the
conversion of global molecular properties into atomic contri-
butions not necessarily unique and, therefore, there is no reason
to expect that a purely statistical fitting is going to reproduce
such atomic distributions. Secondly, as usual in MD simula-
tions, the electrostatic contribution of the interactions has been
represented by a simple Coulombic term with—again more or
less arbitrary—atomic charges. However, the first non-zero term
of the multipole expansion of the electrostatic interaction in the
methane dimer corresponds to octupoles and such interaction
decreases faster with distance (as R7) than the used Coulomb
formula (R1). Consequently, the non-electrostatic part of our
potential must somehow compensate this issue through a varia-
tion of its defining parameters.
Still, in order not to completely lose the simple physical
interpretation of the ILJ potential, we have refitted the DFT data
restricting the b parameters to within the recommended inter-
val (7–9) and giving to each DFT point a weight inversely related
to its distance from the CM–CM predicted value. These are the
parameters shown in the third section of Table 2, denoted
‘‘atom–atom restricted’’. Further restrictions to keep also the
standard physical meaning of e’s and r0’s lead to parameters
that slightly worsen the equivalence between fit-predicted and
DFT-calculated interactions, especially at short distances, and
these parameters are thus not included in the results. In Fig. 3
some selected fitted potentials are represented.
The same atom–atom model was used by Vela et al.14 and
Stassen et al.27 although they used the standard LJ model.
Although the potentials are not the same, we would like to
point out that the ILJ potential mimics the LJ potential in the
equilibrium region meaning that the position and the value of
the well-depth should be directly comparable. Vela et al. have
reported values of e = 0.056 kcal mol1 and r0 = 3.82 Å for the
C–C interaction, e = 0.061 kcal mol1 and r0 = 3.57 Å for the C–H
interaction and e = 0.066 kcal mol1 and r0 = 3.33 Å for the H–H
interaction. Although the values of r0 are in close agreement
with ours, those of e are not. It is especially surprising that they
propose rising interactions in the series C–C, C–H, H–H since
dispersion energies are determined by the size of the polariz-
ability of the involved systems and these contradict their rising
series. It should finally be noted that they did not discriminate
the carbon atoms in methane from the ones in the carbon
nanotubes they investigated, something which may have
influenced the choice of parameters. Moreover, as mentioned
before, the intrinsic arbitrariness of expressing global mole-
cular properties in terms of atomic contributions should also
be taken into account. Stassen et al. used e = 0.102 kcal mol1
and r0 = 3.76 Å for the C–C interaction, e = 0.047 kcal mol
1 and
r0 = 3.36 Å for the C–H interaction and e = 0.017 kcal mol
1 and
r0 = 3.16 Å for the H–H interaction. Since no charges are
included in this model, it is comparable with our no-charge model,
Fig. 3 Average energies from B97D calculations (red points) and those
derived from the fully optimized ILJ fitted potential for two representative
charge schemes (continuous blue line for Albertı́’s charges and orange
dashed line for Hirshfeld charges). The small green points represent the
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with which it compares well. Furthermore, they report an
atom–atom model including a partial charge on the carbon
atom of 0.240e. This is a situation somewhere in between our
Hirshfeld and Mulliken models. They report the following para-
meter values: e = 0.066 kcal mol1, r0 = 3.929 Å, e = 0.044 kcal mol
1,
r0 = 3.367 Å, e = 0.030 kcal mol
1, r0 = 2.806 Å for the C–C, C–H and
H–H interactions, respectively.
The quality of the proposed force fields and the different charge
schemes has been evaluated by determining the capacity of the
adjusted potentials to reproduce the energies and interaction dis-
tances of the six, previously mentioned, highly symmetric configu-
rations of the CH4 dimer. In this way, the ability of each of them to
describe not only average situations, but also specific orientations is
analyzed. The results are compared with CCSD(T) values since those
are the most accurate. Table 3 shows the values obtained.
It can be observed that the CM–CM model is not capable of
reproducing, neither in direction nor in magnitude, the energy
differences associated with the different orientations of methane,
even when introducing large charges such as Albertı́’s or NBO.
However, the average of all of them has an acceptable low error.
The latter is not the case for the distances which are generally
overestimated.
The atom–atom model, on the other hand, is capable of
reproducing the sequence of stability of the different orientations,
with practically all the considered charge schemes. Using the
potentials obtained with small charges such as APT, Hirshfeld
or Mulliken, the energies are generally overestimated by about
0.1 kcal mol1. The NBO charges give a good description of
most of the conformations with some difference in the order of
the intermediate orientations, as was already observed in the
comparison of the DFT and CCSD(T) energies for the six dimer
conformations (see Section 3). Finally, in the case of the
potential using Albertı́’s charges, which are intermediate in
the range of charges used, a rather accurate reproduction of the
bond energies of all conformers is observed, thus providing the
appropriate energy ordering of all different relative orienta-
tions. A reduction of the error in the intermolecular distances is
also observed compared to the CM–CM model, although they
are still overestimated.
When the restriction over the b parameters is applied, even
though the average error is essentially maintained due to arith-
metic cancellations, it is observed that the conformations with
the highest interaction energies get destabilized, while those
with the lowest interaction energies are stabilized. Subsequently,
there is a significant reduction of the energy interval and the
correct ordering of the different conformations is completely
lost. Paradoxically, such order is recovered by introducing
new restrictions, but these have been discarded because of
Table 3 Interaction energies (De) in kcal mol
1 and centre-to-centre bond distances (Re) in Å of the representative configurations of the methane dimer
as determined from the potential energy functions in Table 2
A B C D E F
De Re De Re De Re De Re De Re De Re
CCSD(T)
0.548 3.660 0.464 3.849 0.424 3.992 0.434 4.106 0.357 4.341 0.145 4.811
CM–CM model
No charges 0.417 4.197 0.417 4.197 0.417 4.197 0.417 4.197 0.417 4.197 0.417 4.197
APT 0.417 4.197 0.417 4.197 0.417 4.197 0.418 4.197 0.417 4.197 0.417 4.197
Hirshfeld 0.416 4.197 0.417 4.196 0.419 4.194 0.421 4.192 0.419 4.194 0.412 4.202
Mulliken 0.404 4.207 0.413 4.200 0.435 4.179 0.455 4.159 0.434 4.176 0.366 4.259
Albertı́ 0.394 4.217 0.411 4.204 0.472 4.144 0.515 4.088 0.453 4.163 0.326 4.309
NBO 0.377 4.232 0.405 4.210 0.473 4.145 0.539 4.085 0.470 4.137 0.278 4.387
Atom–atom free model
No charges 0.650 3.817 0.576 3.944 0.531 4.037 0.391 4.315 0.384 4.353 0.297 4.654
APT 0.650 3.817 0.576 3.944 0.531 4.037 0.391 4.315 0.384 4.353 0.297 4.654
Hirshfeld 0.646 3.818 0.574 3.944 0.533 4.035 0.393 4.312 0.384 4.352 0.294 4.656
Mulliken 0.656 3.816 0.595 3.937 0.579 4.011 0.439 4.279 0.417 4.332 0.296 4.657
Albertı́ 0.543 3.864 0.509 3.968 0.524 4.014 0.407 4.272 0.376 4.322 0.237 4.684
NBO 0.527 3.878 0.513 3.970 0.568 3.986 0.459 4.227 0.402 4.299 0.214 4.721
Atom–atom restricted model
No charges 0.458 3.935 0.457 3.968 0.466 3.988 0.382 4.169 0.417 4.155 0.345 4.434
APT 0.458 3.935 0.457 3.968 0.466 3.988 0.382 4.169 0.417 4.155 0.345 4.434
Hirshfeld 0.456 3.935 0.456 3.968 0.469 3.986 0.385 4.166 0.418 4.154 0.341 4.437
Mulliken 0.442 3.937 0.453 3.966 0.492 3.966 0.416 4.138 0.429 4.146 0.306 4.466
Albertı́ 0.430 3.939 0.450 3.965 0.512 3.949 0.443 4.115 0.439 4.140 0.277 4.491
NBO 0.409 3.942 0.445 3.962 0.548 3.921 0.491 4.078 0.455 4.130 0.231 4.537
Other potentials
TraPPE 0.292 4.248 0.292 4.248 0.292 4.248 0.292 4.248 0.292 4.248 0.292 4.248
Stassen-A 0.296 4.251 0.296 4.251 0.296 4.251 0.296 4.251 0.296 4.251 0.296 4.251
Vela 1.118 3.843 0.971 4.052 0.892 4.119 0.664 4.476 0.498 4.700 0.303 5.200
Stassen-B 0.543 3.670 0.475 3.871 0.470 3.933 0.320 4.297 0.267 4.500 0.157 5.000
Stassen-C 0.506 3.625 0.472 3.771 0.491 3.835 0.336 4.181 0.317 4.200 0.194 4.700
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the large errors that they produce in the diffusion coefficients
discussed below.
Finally, to compare the performance of our parameters in
reproducing the CCSD(T) interaction energies to existing force
fields, we have selected a number of relevant sets of parameters
to calculate the interaction energies of the six methane dimers
shown in Fig. 2. More specifically, we have selected three force
fields from the work of Stassen27 that are of comparable types
as ours, and the same nomenclature is used as in the original
paper, leading to the discussion of Stassen-A, Stassen-B and
Stassen-C. The force field presented by Vela et al.14 was included
as well as popularly used force fields such as TraPPE60 and
Amber.61 All these potentials are based on the standard LJ
potential and this comparison can thus be seen as a validation
of the ILJ potential over the LJ potential. The obtained values of
dissociation energies and equilibrium distances for the different
conformations are shown in the last rows of Table 3 and
dissociation curves comparing B97-D, CCSD(T) Stassen-B and
ILJ are presented in the ESI.†
As expected, and similar as for our parameters, the CM–CM
models are not able to grab the orientations of the dimer;
however, the average interaction is predicted to be about
0.1 kcal mol1 lower than predicted by our parameters. The
average CCSD(T) value of the dimers considered is 0.395 kcal mol1
and is thus better reproduced by our CM–CM model without
charges or with small charges.
Looking at atom–atom LJ potentials, we see that Vela et al.
severely overestimate the interaction energies, by about a factor
of two to be more specific. The other three force fields perform
from reasonably well in the Amber case to very well in the
Stassen case. Especially Stassen-B performs exceptionally well.
Actually, our force fields perform slightly worse in some cases
than Stassen-B at the equilibrium region, although it does
better in other conformations. Moreover, it is worth noting
that the improvement of the ILJ potential is not in the predic-
tion of the equilibrium region, but in the prediction of the
behaviour at long and short ranges; we are thus confident that
although, our force fields perform slightly worse than Stassen-B
at the equilibrium region, they outperform it at regions outside
the equilibrium range.
4.2 Circumcoronene–methane
In Table 4, two sets of potentials for the graphene–methane
interaction (graphene modeled by circumcoronene) are shown.
In the first, methane is represented by the CM-model, while in
the second, it is represented by the atomistic model. No electro-
static interactions are included since they are negligible in the
virtually infinite graphene sheet. Tsuzuki et al. have reported
weak electrostatic interactions to play an important role in the
interaction of CH4 with benzene. However, passing to bigger
molecules like naphthalene and pyrene, the relative importance
of such contributions to the interaction energy is comparatively
much smaller, justifying our assumption that electrostatic
energies are of minor importance in polycyclic aromatic hydro-
carbons (PAHs).62 This was further confirmed by the energy
decomposition and the CCSD(T) interaction energies presented
in the same article for the naphthalene–methane and pyrene–
methane systems.
A study by Albertı́ et al.25 gives parameters for interactions
between the carbon atoms of benzene and the centres of mass
of methane. It should be noted however that they included
explicitly the interactions with the hydrogen atoms on benzene
via a second set of parameters. In our case, because of the larger
size of circumcoronene and the restriction of the location of
methane above the plane, we have not included these interac-
tions explicitly. Nevertheless we can make a crude comparison
between the values. Values of 0.155 kcal mol1 and 4.093 Å are
reported for e and r0 respectively. These are in the same range
as our values of 0.210 kcal mol1 and 3.938 Å, especially
considering that they have fixed the b value to 9.4, while we
allowed it to relax to a value of 8.185.
Finally we present in this section, parameters for the
circumcoronene–CH4 interaction whereby an atomistic model
is used for methane. To the best of our knowledge, this has not
been presented before. We report values of 0.195 kcal mol1,
3.671 Å and 7.745 for e, r0 and b respectively for the C–C inter-
action and, in the same order, 0.099 kcal mol1, 3.727 Å and
5.476 for the C–H interaction.
As there are no experimental data nor high-level theoretical
results that we are aware of, the reliability of the adjusted
potentials is then analyzed indirectly by a procedure analogous
to that used for the methane dimer. However, the computa-
tional cost of obtaining benchmark energies and distances for
graphene or circumcoronene makes us resort to smaller poly-
cyclic hydrocarbons. The equilibrium distances and the binding
energies were determined by the ILJ potentials fitted to B97D/
TZV2P calculations for the three representative orientations of
methane, shown in Fig. 1, above the centres of mass of coronene,
naphthalene and benzene and compared to either accurate
CCSD(T) estimates or experimental values, and the results are
shown in Table 5.
The analysis of the results reveals that the CM potential
function overestimates the average CCSD(T) coronene–methane
interaction by 0.6 kcal mol1 as could be expected for the B97D
functional. However, it reproduces excellently the experimental
value of the interaction energy for graphite–CH4.
53 This is also
the case for the average bond distance obtained from the fitting
which matches the CCSD(T) result and the experimental value
closely. Even though the average values are acceptable, this
model is by construction not able to reproduce the effect of the
orientation of methane relative to the aromatic surface.
The atom–atom model, on the contrary, is able to include the
orientation effect and to correctly reproduce the sequence of
stability found in the CCSD(T) calculations. The H-up complex
Table 4 Interaction parameters for the circumcoronene–CH4 complex
using a CM-model and an atom-model for the methane molecule
e (kcal mol1) r0 (Å) b
C–CM(CH4) 0.210 3.938 8.185
C–C(CH4) 0.195 3.671 7.745
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is the most stable, while the 3H-up is the least stable. The inter-
action energies of the conformers, which are overestimated by
values between 0.4 kcal mol1 and 0.7 kcal mol1 relative to the
CCSD(T) value, on average reproduce excellently the experi-
mental value found for the graphite–CH4 interaction and the
distances in the conformers are also well reproduced, especially
taking into account that the lowest energy conformers (H-up
and 2H-up) contribute most to the experimental value.53
The atom–atom potential was tried with smaller aromatic
systems like naphthalene and benzene in order to test its limits.
We must point out that our parametrization of the ILJ potential is
specifically designed for large PAHs since the contribution of the
dangling hydrogens of the model is not explicitly included in the
potential function. Nevertheless, the results obtained are reason-
ably satisfactory. For the naphthalene–CH4 system there is a
good agreement with the CCSD(T) values both in the interaction
energy and in the bond distance for all conformations.62,63 Not
surprisingly, for the benzene–CH4 cluster, the stability sequence
found from the determined semi-empirical potential is not correct.
Actually, the preferred structure as predicted by the fitted potential
is H-up (tridentate) in which three C–H bonds of methane point
towards benzene, similar to the minimum energy structure in the
coronene–CH4 complex as well as in other clusters with PAHs.
62
However, in reality, benzene shows a different behavior, preferring
a 3H-up (monodentate) structure. Tsuzuki et al. have justified such
behaviour in terms of the dissimilar nature of the interaction of
methane with benzene compared to other PAHs.62 Even though
bonding is due in all cases to dispersion contributions, in the
former the weak electrostatic interaction stabilizes the 3H-up
structure, while in naphthalene such electrostatic contribution is
not enough to stabilize the 3H-up structure and the dispersion-
favoured structure H-up orientation of methane results to be
the most stable.62,63 Since our potential is derived from DFT
data of the interaction of methane with circumcoronene, where
the dispersion forces are strongly dominant, it is by construction
not capable of accurately evaluating the comparatively strong
electrostatic component of the interaction with benzene. Even
so, the average values agree well with the calculated CCSD(T) and
the experimental energies.
5 Diffusion coefficients
As a way of comparing the different force fields we created,
we have calculated for all of them the self-diffusion coefficient
of methane under standard conditions (273 K and 1 atm)
and the corresponding gas density, since this property is well-
documented from experiment. Table 6 gives the resulting diffu-
sion coefficients together with the experimental reference value.
Firstly, it can be seen that there is no systematic better
behaviour of either the CM–CM model or the atom–atom model
over the different charge schemes. Also, the other way around,
no charge scheme performs consistently better for both the
CM–CM and atom–atom model.
The model that performs best of all is the atom–atom
no-charge model, which shows an absolute error (Ea) of only
0.004 m2 s1 compared to the experimental value. In general,
when atom–atom models are considered, the schemes provid-
ing small charges seem to be those of choice; using Hirshfeld
charges in the free atom–atom model an Ea of 0.06 m2 s1 is
obtained. Also, the restricted atom–atom model describes
reasonably well the diffusion coefficients, with Eas around
0.1 m2 s1. In particular, errors of 0.095 m2 s1, 0.08 m2 s1
and 0.1 m2 s1 are got for Mulliken, APT and Hirshfeld charges
respectively. It is worthwhile to stress that, despite the fact that
the Hirshfeld charges provide the best estimation only for the
Table 5 Interaction energies (De) in kcal mol
1 and distances between centres of mass (Re) in Å of the representative configurations of the coronene–
CH4, naphthalene–CH4 and benzene–CH4 systems as calculated from the potential energy functions in Table 2
C24H12–CH4 C10H8–CH4 C6H6–CH4
De Re De Re De Re
C–CM(CH4) 2.930 3.502 — — 1.293 3.673
C-Atom(CH4)/H-up 3.295 3.404 2.109 3.501 1.497 3.562
C-Atom(CH4)/2H-up 2.977 3.499 1.875 3.598 1.314 3.667
C-Atom(CH4)/3H-up 2.384 3.675 1.388 3.787 0.970 3.912
CCSD(T)/H-up 2.584 3.4 2.12649 — 1.2363 3.663
CCSD(T)/2H-up 2.312 3.4 1.86,62 2.08849 3.662 1.3263 3.663
CCSD(T)/3H-up 2.018 3.6 — — 1.4563 3.863
Exp. 3.00  0.23a53 3.45a53 — — 1.321–1.421b64 —
a Graphite–CH4, best estimate.
b Mass analyzed threshold ionization (MATI) technique on the benzene–methane cluster. Values corrected with
zero-point energies (ZPE = 0.291 kcal mol1).
Table 6 Diffusion coefficients calculated using the respective force fields
for the methane dimer compared to the experimental value
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CM–CM model, in general this scheme delivers a good descrip-
tion for the three potential functions. On the contrary, the
charges proposed by Albertı́, which gave an excellent description
of the methane–methane interaction, now only give a qualitative
description with an Ea of the order of 0.3 m
2 s1. Notably,
although widely used in static energy calculations, NBO charges
perform quite badly in our molecular dynamics simulations with
an Ea of 0.65 m
2 s1.
Looking at the CM–CM models, the best performing one is
the Hirshfeld scheme with an Ea of 0.05 m2 s1. Notable here
is that the no-charge CM–CM model, which is the cheapest
among the considered models, still performs acceptably well with
an Ea of 0.18 m2 s1. For large systems, it may be worthwhile to
use this model saving considerable computing time.
6 Conclusions
We have proposed a set of force fields for the graphene–CH4
system by fitting different potentials to interaction energies at
the DFT level. The potentials include CM–CM and atom–atom
potential models as well as different charge schemes to describe
the electrostatic interaction within the CH4 dimer. Graphene was
represented with an atomistic potential.
The B97D interaction energies obtained were benchmarked
against CCSD(T) calculations and were in good agreement
with the latter. The comparison clearly shows that the B97D
functional is able to give a good description of the correlation
contributions producing the dispersive effects in these systems
and is, consequently, adequate for the construction of force
fields capable of describing the adsorption of methane on
graphene.
For the graphene–methane and methane–methane systems,
the proposed potentials were proven to reproduce well the
interaction energies and equilibrium distances experimentally
determined or theoretically computed by means of the CCSD(T)
method. Accordingly, together with the use of charge schemes
containing relatively small atomic charges (such as APT, Hirshfeld
or Mulliken), the atom–atom potentials adequately describe the
stability sequence of significant conformations of the methane
dimer. The description is improved with the slightly larger Albertı́
charges, so that binding energies are predicted very well. Likewise,
the atom–atom potential for graphene–methane is able to accu-
rately reproduce the interaction with PAHs such as naphthalene
or coronene as compared to the CCSD(T) and experimental
reference values. Accordingly, a very good agreement should
be expected for the interaction with other extended carbon
systems such as, for instance, nanotubes. In particular, an
average interaction energy for the coronene–methane complex
of approximately 2.89 kcal mol1 has been determined, very
close to the experimental value of 3.00 kcal mol1 for the
graphene–methane system.
Both CM–CM and atom–atom models were tested via calcu-
lation of the diffusion coefficient, and neither showed a con-
sistently better performance over the other. We found however
that the atom–atom no-charge model performed the best,
with a very accurate prediction of the diffusion coefficient
compared to the experimental value. Introduction of small
charges, like Hirshfeld’s, also gives good results, while larger
atomic charges like Albertı́’s can provide only a qualitative picture.
The cheapest of the considered models, the CM–CM no-charge
model, performs acceptably well.
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