Abstract-Markov chain modeling often suffers from the curse of dimensionality problems and many approximation schemes have been proposed in the literature that include statespace truncation. Estimating the accuracy of such methods is difficult and the resulting approximations can be far from the exact solution. Censored Markov chains (CMC) allow to represent the conditional behavior of a system within a subset of observed states and provide a theoretical framework to study state-space truncation. However, the transition matrix of a CMC is in general hard to compute. proposed DPY algorithm, that computes a stochastic bound for a CMC, using only partial knowledge of the original chain. We prove that DPY is optimal for the information they take into account. We also show how some additional knowledge on the chain can improve stochastic bounds for CMC.
I. INTRODUCTION
Since Plateau's seminal work on composition and compact tensor representation of Markov chains using Stochastic Automata Networks (SAN), we know how to model Markov systems with interacting components and large state space [11] . The tensor representation has been extended since to other modeling formalisms, such as Stochastic Petri nets [5] or Stochastic Process Algebra [9] . However, it is often impossible to store in memory a probability vector indexed by the state space, needed to solve such model.
Let {X t } t≥0 be a Discrete Time Markov Chain (DTMC) with state space X . Let E ⊂ X be the set of observed states, X = E ∪ E c , E ∩ E c = ∅. For simplicity of presentation, we assume that the state space is finite and denote by n = |E| and m = |E c |. Assume that successive visits of {X t } t≥0 to E take place at time epochs 0 ≤ t 0 < t 1 < . . . The chain {X t k } k≥0 is called the censored chain with censoring set E [14] . Let P denote the transition probability matrix of chain {X t } t≥0 . We can order the states to obtain a block description of P :
Blocks A, B, C, and D contain respectively transitions from E to E, from E to E c , from E c to E, and from E c to E c . The censored chain only observes the states in E. It is out of the scope of this paper to study how one can find a good set E to get sufficiently accurate censoring process. In some special cases this can be done using stochastic bounds (an example is discussed in Section VI), or by analyzing the drift of a well chosen Lyapunov function (see for instance [3] for applications to Markov population models). We study here how we can find bounds of the chain once set E is fixed.
We assume that E c does not contain any reducible classes (matrix I − D is regular). Then the transition probability matrix of the censored chain, often also called the stochastic complement of matrix A, is equal to [14] :
The second term of the right-hand side represents the probabilities of paths that return to set E through states in E c . In many problems, the size of the initial probability matrix P makes building of the four blocks extremely time and space consuming, or even impossible. In some cases, we are able to obtain block D but it is too difficult to compute (I − D) −1 to finally get S A . Deriving bounds for S A from block A of matrix P and from some information on the other blocks is thus an interesting alternative approach and several algorithms have been proposed in the literature. We will discuss here only upper bounds; lower bounds may be computed similarly.
Truffet [12] considered the case when only block A is known. In that case, a stochastic bound is obtained by assuming that all the unknown returning transitions go to the greatest state of E (i.e. state n).
Dayar et al. [4] proposed an algorithm, called DPY, for the case when blocks A and C are known. We prove here that their algorithm is optimal when we do not have any information on blocks B (transitions between observed and non-observed states) and D (transitions between the nonobserved states). We also consider how to improve bounds when some additional information is known on blocks B or D. Once an upper bounding matrix is found, bounds on rewards, on steady-state and transient distributions, and on time to first visits may be derived as well (see [1] , [6] ).
Besides for the truncation problem, CMC have also been used in other numerical approaches to solve Markov chains. Grassmann and Heyman used censoring to deal with the block elimination for transition probability matrices of infinite Markov chains with repeating rows [7] , [8] . Zhao, Li and Braun used the censoring technique to study infinite state Markov chains whose transition matrices possess blockrepeating entries [13] . They proved that a number of important probabilistic measures are invariant under censoring.
In Section II we propose an alternative decomposition of stochastic complement S A that turns out to be natural for deriving stochastic bounds. Section III contains some definitions and basic results on stochastic orders. We also give an overview of existing results for censored Markov chains and we describe algorithm DPY. In Section IV we prove the optimality of DPY using our new decomposition from Section II. Then in Section V we discuss how to use additional information on non-observed states to improve DPY bounds and give an illustrative example in Section VI.
II. DECOMPOSITION OF STOCHASTIC COMPLEMENT
The following notation is used throughout the paper. For any x ∈ R, [x] + = max{x, 0}. The row (resp. column) vectors are denoted by small Latin (resp. Greek) letters, 0 (resp. 1) denotes the vector with all components equal to 0 (resp. 1), v t denotes the transposed vector v, and diag(v) is the matrix whose diagonal elements are given by vector v,
Furthermore, ≤ denotes the elementwise comparison of two vectors (or matrices), and
Throughout the paper, we use the term positive vector (matrix) for a vector (matrix) whose all elements are nonnegative. For any positive vector v we will denote by v * the vector obtained from v by replacing all the zero elements by 1:
For any positive matrix M , diag(M 1 t ) is a diagonal matrix whose diagonal elements are equal to the sum of rows of matrix M . If M does not contain any zero row, diag(M 1 t ) is regular and (diag(M 1 t )) −1 M is the renormalized matrix M . If M contains a zero row, then diag(M 1 t ) is singular so we use instead a modified matrix diag((M 1 t ) * ) that is always regular. For any positive matrix M , we denote:
Clearly, for any positive matrix M , matrix n(M ) is a positive matrix whose all rows are either stochastic or zero rows. We will use the following technical observation in our decomposition of stochastic complement: Lemma 1: For any positive matrix M :
. The rows of matrix Z and the columns of M are orthogonal, so we have ZM = 0. This remains true for the renormalized matrix, thus Zn(M ) = 0.
Let us now consider the block decomposition of matrix P given by (1) . Denote by W = diag(C1 t ). Then clearly, for all 1 ≤ i ≤ m:
If there is a state i ∈ E c without any outgoing transition to set E, then row i of W is equal to 0 and matrix W is singular. Finally, denote by
The following proposition gives an alternative decomposition of stochastic complement. This new representation involves stochastic matrices so we can derive new arguments to prove bounds for stochastic complement using comparison of stochastic vectors. Such an approach was harder with the usual representation in (2) as (I − D) −1 is a matrix of expectations.
Proposition 2 (Decomposition of stochastic complement):
C has rows that are either stochastic or equal to 0.
2) Matrix (I − D)
−1 W is stochastic. 3) Matrix S A can be decomposed as:
−1 C is equal to the conditional probability vector of entering the set E, knowing that we initially start in i ∈ E c . Let
Thus matrix (I − D)
We have:
Thus by Lemma 1:
Relations (5) and (4) imply (3).
III. STOCHASTIC BOUNDS
We recall first the definition of strong stochastic ordering of random variables on a finite state space {1, . . . , n} (see [10] for more details on stochastic orders).
A. Some fundamental results on stochastic bounds
We will define operators r and v as in [2] and s for any positive m × n matrix M :
Let X and Y be two random variables with probability vectors p and
The st -comparison can be extended to positive matrices: Definition 4: Let M 1 and M 2 be any two positive matrices of the same size. We will say that
Let {X t } t≥0 and {Y t } t≥0 be two DTMC with transition probability matrices P and Q. We say that {X t } t≥0 st {Y t } t≥0 if X t st Y t for all t ≥ 0.
Definition 5: A probability matrix P is st -monotone if for any two probability vectors p and q:
We will use the following characterization of monotonicity (see [10] for the proof):
Proposition 6: A probability matrix P is st -monotone iff:
i.e. iff v(P ) = P . Sufficient conditions for comparison of two DTMC based on stochastic comparison and monotonicity can be found in [10] . These conditions can be easily checked algorithmically and it is also possible to construct a monotone upper bound for an arbitrary stochastic matrix P (see [2] for more details and proofs):
Proposition 7: (Vincent's algorithm [2] ) Let P be any stochastic matrix. Then the Vincent's bound is given by Q = r −1 v(P ), where r −1 denotes the inverse of r. Then Q is st -monotone and P st Q, therefore Q is a transition probability matrix of an upper bounding DTMC. Furthermore, if P 1 st P 2 , then r −1 v(P 1 ) st r −1 v(P 2 ). Corollary 8: (Optimality [2, Lemma 3.1]) Let P be any stochastic matrix and Q = r −1 v(P ). Then Q is the smallest st -monotone upper bound for P , i.e. if R is any stochastic matrix such that R is st -monotone and P st R, then Q st R.
We now state two simple properties that will be very useful later in Section V. The proofs are straightforward.
Lemma 9: Let M 1 and M 2 be two positive matrices such that M 1 st M 2 , and Z any positive matrix. Then ZM 1 st ZM 2 .
Lemma 10: Let Z be any positive matrix and M a positive matrix whose rows are either stochastic or equal to 0. Then:
where α = ZM 1 t .
B. Stochastic bounds for CMC
Now we can formally state the problems we consider: 1) Given only block A, compute a matrix Q such that S A st Q. Is there an optimal bound (in the sense of Definition 11), knowing only block A? 2) Given blocks A and C, compute a matrix Q such that S A st Q. Is this bound better than the one obtained knowing only block A? Is there an optimal bound knowing only blocks A and C?
3) Can some additional information on blocks B and D improve stochastic bounds for CMC?
The first question was already answered by Truffet [12] . Denote by β = 1 t − A1 t the column vector of probability slack for matrix A. Then the bound in Truffet [12] is given by:
T (A) = A + β(0, . . . , 0, 1).
Clearly, S A st T (A). Furthermore, this is the best bound one can obtain knowing only block A. Definition 11: Let M be a family of stochastic matrices. A stochastic matrix Q is an st -upper bound for family M if:
An st -upper bound Q of M is optimal if:
Q st R, for any st -upper bound R of M. Let R be the set of all stochastic matrices such that E c does not contain any reducible class (so that for any matrix Z ∈ R, the stochastic complement S Z is well defined by (2)). Then the Truffet's bound T (A) in (10) is the optimal stupper bound for family:
The proof is straightforward.
The second question was partially answered by Dayar et al. [4] : they derived an algorithm DPY that computes a stochastic bound for S A when blocks A and C are known. In Algorithm 1 we give the algorithm DPY in its original form in [4] . We show in Section IV that DPY bound is optimal, which then fully answers the second question. The third question will be discussed in Section V.
Algorithm 1: DPY(A, C) [4]
Data: Blocks A and C.
Using operators r and s as defined in relations (6) and (8), DPY can be rewritten as:
From the above equation it obviously follows that DP Y (A, C) st T (A). The following example shows that DPY can improve the Truffet's bounds. In the next section we prove that DPY is optimal when only the blocks A and C are known.
IV. OPTIMALITY OF DPY
We will show here the optimality of DPY for family M(A, C) = {S Z : Z ∈ R, Z E,E = A, Z E c ,E = C} of all transition probability matrices in R with given blocks A and C.
Theorem 12 (Optimality of DPY): Matrix DP Y (A, C) is the optimal st -upper bound for family M(A, C).
Proof: The proof that DP Y (A, C) is an st -upper bound for family M(A, C) was already given in [4] .
We prove here that DP Y (A, C) is the optimal bound for M(A, C). Consider any non-zero row j of matrix C and denote by B j the matrix such that for all i,
Let Z j be the matrix composed of blocks A, B j , C, and D j . Then clearly Z j ∈ M(A, C). For Z j all the returning paths from E c to E go by state j ∈ E c . Denote C = n(C) to ease the notation. Any st -upper bound R for family M(A, C) satisfies in particular: 
In order to obtain an upper bound for the chain {X E k } k≥0 , we can now apply Proposition 7 and Corollary 8:
Corollary 13: The smallest st -monotone upper bound for {X E k } k≥0 is given by the transition probability matrix:
Remark 1 (Lower bounds): Similar algorithm to compute lower bounds can be obtained using the symmetry of st order.
We proved the optimality of DPY for the case when only blocks A and C are known. In the following section we consider the case when we have some additional information about blocks B and D and how we can improve the bounds taking into account this new information.
V. USING ADDITIONAL INFORMATION
We consider in this section different assumptions on the (partial) knowledge of blocks of matrix P and we show how this can be used to improve bounds for the stochastic complement. In general, the bounds consist in two parts: 1) Find a deterministic part we can obtain from A, C and all the additional information on the model. 2) Then apply DPY to the unknown part. The optimality of DPY is not sufficient in general to imply the optimality of these bounds.
A. Known blocks A, B, and C Let us first assume that we also know block B. Proposition 14: Assume that A, B, and C are known. Then:
S A st DP Y (A + BC, C). Proof: The proof is based on two steps. First we build a new expression for the stochastic complement associated with a new matrix. Then we prove that the matrix we have built is stochastic and we use DPY to obtain a bound of the stochastic complement of that matrix. As we assumed that D does not contain any recurrent class, we have:
After substitution into relation (3) and using (5), we get:
Therefore we obtain S A as the complement of matrix
Simple algebraic manipulations allow to prove that this matrix is stochastic. Thus S A is upper bounded by DP Y (A+ BC, C). Here we assume that we know the blocks A, B, and C. Additionally, we know componentwise lower bounds for matrix (I − D) −1 :
One way to obtain such a matrix F is to obtain first E, a lower bound of D, and then compute or bound (I −
Assume that we know the blocks A, B, C, and the matrix F such that F ≤ (I − D) −1 . Then:
The key idea of the proof is the following decomposition of stochastic complement:
have rows that are either stochastic or equal to 0.
Recall
If we do not know the block C, but only its elementwise lower bounds, then we can extract the known part and apply the Truffet's algorithm to the remaining part:
Proposition 17: Assume we know the blocks A and B and the componentwise lower bounds of block C and matrix (I − D) −1 :
Then:
C. Decomposition of the complement space
We assume now that the complement can be divided into two or more non-communicating subsets. Such an information may be provided by a high level representation of the DTMC. We assume that D has the block diagonal form:
Let m k be the size of block k, 1 ≤ k ≤ K. Blocks B and C can also be decomposed as:
We assume that blocks A and C are known and that we also know all
Thus by Lemma 10,
where
Similarly as in the proof of Proposition 2, it can be shown that
We now slightly modify Example 1. We consider the same state space and the same block decomposition except block D which is modified as follows: The bound in Proposition 18 can be seen as a refinement of DPY bound (see Section III, equation (11)), using the decomposition of matrix D. Thus, as for DPY, we can similarly use additional knowledge on blocks B, C, and D, to improve the bounds in Proposition 18. For example, if we know blocks B 1 , . . . , B K , then by combining the results of Section V-A with Proposition 18 we get:
The proof uses similar arguments as the proofs of Proposition 14 and 18. We leave to the reader the details of the proof, as well as similar generalizations obtained by combining Proposition 18 with results in Section V-B.
VI. EXAMPLE
We illustrate the approach on a toy example of a repairable multicomponent system. The system consists of N identical components in the system that can have three different states: operational, in soft failure, and in hard failure. A soft (resp. hard) failure can occur at any operational component (resp. operational or in soft failure) and is distributed according to an exponential distribution with rate λ S (resp. λ H ). Any component in a soft failure gets repaired after an exponential time with rate µ S . As long as the whole system remains operational (i.e. there is at least one operational component), the hard failures are repaired one at a time and repair time is exponential with rate µ H . When the system is not operational, all the components with hard failures are replaced by the new ones (as there is no risk of failures, the system can be repaired faster), and the time is exponential with rate µ). We are interested in the steady state availability of the system (i.e. the probability that the system is operational).
The state of the system is given by n = (n H , n S ), where n S (resp. n H ) denotes the number of components in soft (resp. hard) failure. We consider the censoring set E = {n : n H ≤ L} for some threshold value L. In Table I we give the upper bounds for the conditional probability q E that the system is down (i.e. not operational) knowing E, and the probability q that the system is down. Note that a simple lower bound on P (E) (used to get an upper bound for q) can be obtained by assuming that the hard failure repairs are always done one by one at the rate min{µ H , µ}. The proof is straightforward using coupling arguments.
We consider different values for L and three different bounds. The first bound is obtained as DPY(A,C). Note that in this case matrix C has zero rows, so we have DP Y (A, C) = T (A). For the other two bounds, we use the complement space decomposition from Section V-C, together with Proposition 15. More precisely, bound B1 is obtained as:
and bound B2 as: 
, B 1 (resp. C 1 ) contain the transitions from E (resp. to E), and D i,j the transitions from S i to S j .
