ABSTRACT. In this paper, we study a problem of the control parameter settings in Differential Evolution algorithm and test a novel variant of the algorithm called CoBiDE. Although Differential Evolution with basic setting (i.e., CR = 0.5; F = 0.5) works quite well, it starts to fail on rotated functions. In general, we want to improve the convergence of algorithm primarily on rotated functions. It is done by adapting crossover parameter CR whereas parameter F is fixed to 0.5. There is a recommendation to set CR = 1 for rotated functions. It means that trial vectors are essentially composed from mutant. However, it is not easy task to set the parameters appropriately for solving optimization problem but it is crucial for obtaining good results. Moreover, the quality of points produced in evolution is highly affected by the coordinate system. In CoBiDE, the authors proposed a new coordinate system based on the current distribution of points in the population. We test these two approaches by running both algorithms on six pairs of rotated and non-rotated functions from CEC 2013 benchmark set in two levels of dimension space. This experimental study aims to reveal if such algorithm's setting is invariant under a rotation.
Introduction
Global optimization deals with an objective function
We are searching for global minimum point x * ∈ D where f (x * ) ≤ f (x), ∀x ∈ D and D is continuous space with boundary constrains
As it is well-known, global optimization is NP-hard issue therefore some heuristic algorithm is often used for its solving. One of the most popular optimization algorithm is Differential Evolution (DE) since it is simple algorithm producing good results. During last years many authors tried to improve DEby changing of parameters' setting or they transformed its structure and consequently its code. The researchers experimented with control parameters' setting [5] , diversity of population [3] or elimination of drift bias [4] . Moreover, successful DE variants were published such as EIG-L-SHADE [1] or CoBiDE [9] . This paper is focused on discussing two proposed approaches that should improve this algorithm and mainly make it more general-purpose. The paper has two experimental parts both aimed on the problem of rotated functions on which DE, as such as another heuristic algorithms, often fails. The first part is focused on setting of the parameter CR according to recommendation in [5] , testing this setting and comparison with mainly used one. The second part deals with improved version of DE proposed in [9] . It is enhanced by covariance matrix learning and bimodal distribution parameter setting. The same experiments and comparison were done on both version of DE, original [5] , [8] and enhanced [9] .
Differential Evolution
Differential Evolution is population-based optimization algorithm that was developed by R a i n e r S t o r n and K e n n e t h P r i c e in 1997 [8] and has only few control parameters. It is simple stochastic evolutionary algorithm using heuristic search in continuous space in order to find global optimum of an objective function. DE uses evolutionary operators, such as mutation, crossover, and selection.
Creating a new generation
First of all, a population of N random points in a search space D is uniformly generated (x i , i = 1, 2, . . . , N). And then according to the pseudocode it is proceeded, as below.
It is important to say that the number of steps is limited. Usually DE is repeated until difference between the worst and the best function value is very small, often 1 × 10 −8 or the number of function evaluations is greater than predefined fixed value. evaluate f in y i 8:
insert y i into Q 
Mutation
Generating vector u (a linear combination of several points from population) represents the mutation in DE algorithm. There are several different types of mutation. The most frequently used is rand/1/ type, which generates vector u from three different points randomly selected from the population (r 1 , r 2 , and r 3 ), not equal to x i , as below.
F > 0 is input parameter of mutation.
Crossover
The mutant vector u is one of the parental vectors for crossover. The second parent is current x i from the actual generation. There are two types of crossover in DE -binomial and exponential, in this paper we use only the binomial one. In binomial crossover, new trial point y is created by mixing coordinates of both parental vectors as follows
where I is random integer from {1, 2, . . . , d}, CR ∈ [0, 1] is crossover constant and R j ∈ (0, 1) is chosen randomly and independently for each j ∈ {1, . . . , d}.
Selection
If the new point y is fulfilling the condition f (y) ≤ f (x i ), then y proceeds to the next generation and replaces the current vector x i . If not, then x i stays for the next generation.
DE for rotated functions
Main goal of our paper is to explore the behavior of DE with setting recommended by authors of the original paper [5] where version DE/rand/1/bin of DE algorithm was used. Two settings of DE algorithm are compared here, most frequently used CR = 0.5 and CR = 1 recommended by [5] . The assumption was, that especially on rotated functions, CR = 1 should provide better solutions [5] .
Benchmark test suite CEC 2013 was taken for this experiment, twelve functions were chosen in two levels of dimension (d = 10, 30) and 51 repeated runs for each function, dimension, and each of both versions of parameter CR (CR = 1, CR = 0.5) were done. Population size in DE was always dependent on dimension (N = 5d) and F was fixed on 0.5.
DE Results
The new setting of crossover parameter was proposed and implemented into the mostly used version od DE/rand/1/bin and tested on 12 functions in two dimensions. Table 1 illustrates how the recommended setting of CR (CR = 1) lead against to the classic one. Final comparison was done by Wilcoxon two-sample test for each function and each dimension with significance level 0.05. Symbol "+" means that setting CR = 1 was significantly better than that one with CR = 0.5, analogously "−" means that CR = 1 was worse that the classic one (CR = 0.5), and on functions labeled with "≈", both compared versions were not significantly different. We got 24 pairs for comparison, but unfortunately positive effect is minimal, improvement occurs just for Rotated Rastrigin's Function in higher tested dimension (d = 30).
Results are not very satisfying, so it has been confirmed that rotated problems could not be solved satisfactory with the basic versions of DE algorithm. Further possibility how to increase efficiency of DE in rotated problems is using of CoBiDE.
CoBiDE
In 2014, Y o n g W a n g et al. [9] published a novel DE. In brief, it is DE employing covariance matrix learning and bimodal distribution parameter setting named CoBiDE. Authors promise better performance of CoBiDE in comparison with original algorithm. As the results of first part of our experiment showed, to set DE parameters to appropriate fixed values is not an easy task but it is crucial for obtaining good results. Moreover, the fact that the quality of points produced in evolution is highly affected by the coordinate system is usually ignored. Authors in [9] proposed two significant modifications in solving these issues. Firstly, covariance matrix C of a part of population with less function values is computed. The matrix C reflects current population diversity and interactions among variables. Then by using eigenvector decomposition of C, the new coordinate system for search space is established in which the trial vector is generated. The crossover is done in the new coordinate system. From Fig. 1 , it is obvious that in the new coordinate system the trial vector y can be closer to global minimum. All details including procedure of the covariance matrix learning can be found in [9] .
Second modification is bimodal distribution of DE parameters setting, composed of Cauchy distributions as follows There are two new parameters ps and peig, both are real numbers from [0, 1]. The ps parameter determines proportion of population used for computing the covariance matrix needed for the coordinate system transformation, whereas the number peig is a probability of applying this approach to computing new generation of population. See all the changes in pseudocode below. for i := 1 to N do 7: apply the mutation operator to produce mutant vector u i for the target vector 
insert y i into Q
22:
F and CR remain the same; 
CoBiDE results
CoBiDE was tested on the same 6 pairs of non-rotated and rotated functions from CEC 2013 benchmark set as it was used in the first part of our experiment, 51 independent runs were performed for each dimension, problem, and parameters' setting. The setting was following: dimensions d = 10; 30, population size N = 5d. Our goal was to test CoBiDE and its setting on rotated problems and compare its results with results of original DE on these problems. At first, we set up the parameters ps and peig according to values recommended in [9] It seems that for functions 1-6 in dimension 10, the setting of ps and peig does not change the performance whatsoever. Also, errors for non-rotated and rotated version of the functions are very similar. It appears that CoBiDE is rotationally invariant on two of these three pairs of functions (Rosenbrock's and Ackley's). However, in dimension 30 we can observe difference in results for Rosenbrock's function (no. 1) and its rotated version (no. 2). It also has slightly better results for function no. 2 when the parameter peig = 0.9. Surprisingly, errors for functions 3-6 in dimension 30 are not distinctively different from results in dimension 10. There is a potential of algorithm's stability in bigger dimensions in this particular case.
Interesting observation is that the setting of ps and peig made some evident changes in function errors for functions 7-12. For instance, in dimension 10, the setting peig = 0.9 caused big errors in comparison with smaller peig for Schwefel's function. For Rotated Schwefel's function (no. 9), this approach is clearly unsuitable, although for its non-rotated function with proper setting it can find global minimum. For dimension 30, the results are even more interesting. See the best result for peig = 0.1 for non-rotated Rastrigin's function (no. 7), and the worst for Rotated Rastrigin's function (no. 8). While in dimension 10 for Rastrigin's function the error was always 0, in dimension 30 for peig = 0.9 there are distinct errors. The Rotated Rastrigin's function has smaller but still significant differences in errors. In similar way for the pair of Schwefel's functions, it is true that the worst setting peig = 0.9 for the non-rotated is the best for the rotated even though here the errors are very similar. The Lunacek BiRastrigin pair (no. 11, 12) has similar errors as the Schwefel's functions. Clearly solution of rotated problems requires individual approach and setting in this particular method.
If we compare CoBiDE with simple DE, then CoBiDE has often better results. For dimension 10, the errors of DE are obviously bigger, especially for setting CR = 1, for instance, for Schwefel's function, the error is 1347.5 whereas for CoBiDE it is at most 66.87 and could be even 0. However, we cannot miss the fact that for Ackley's functions (no. 3, 4) all results are almost the same except for DE with setting CR = 0.5 in dimension 10. This setting was the only successful at least for the rotated Ackley's function (no. 4). In dimension 30, the difference between classical DE and its novel is even visible. CoBiDE is mostly able to provide smaller errors than DE but it is clear that for some functions such as Rotated Schwefel's or Rotated Lunacek, it fails regardless the ps/peig setting. To sum up the results, we observe that CoBiDE despite its better perfomance than DE is not rotationally invariant since there are functions on which it fails. However, the setting of parameters ps and peig promises positive changes in the field of optimization and give a reason for further research.
Conclusion
Differential Evolution became popular during last years because it is efficient and it has a simple code. In order to improve the performance of DE, many authors attempted to transform the algorithm by particular control parameter's setting or by changing the code, e. g. CoBiDE. Our goal was to test anticipated performance of modified algorithm according to [5] and [9] . Main motivation was to find rotationally invariant setting of DE. Experiment was performed on six pairs benchmark test functions developed for CEC 2013 competition.
First part of our experiment, where CR = 1, did not confirm our expectation. Improvement occurred only on one function and on the other functions there was no effect or the results were even worse. This suggestion is not rotationally invariant therefore in the second part we tested several parameter settings of CoBiDE algorithm in order to verify parameter sensitivity. In this case, the results were visibly better, however, the algorithm is not rotationally invariant. CoBiDE established new way how to solve optimization problems of rotated functions since particular parameter setting provided promising results. Proper setting and using of covariance-matrix-based crossover should be further studied.
