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Abstract
This dissertation develops two computational methods to improve the accuracy and stability of numerical
simulations of turbulent flows. The first method develops an energy stable cut-cell approach to the spatial
discretization of domains for simulating incompressible flows. The second method develops a B-spline-based
dissipative filter that dynamically adjusts to local under-resolution and is applied to compressible flow
simulations. Each method is demonstrated on a series of relevant and increasingly complex problems.
The cut-cell method addresses the challenge of stable and accurate discretization of complex geometries in the
simulation of an incompressible flow. The method uses a staggered variable arrangement on regular Cartesian
grids combined with computational geometry to achieve discrete conservation and a summation-by-parts
(SBP) property to enable provable energy stability in the presence of arbitrary geometries. The development
emphasizes the structure of the discrete operators, designed to mimic the properties of the continuous ones
while retaining a nearest-neighbor stencil. For convective transport, different forms are proposed (divergence,
advective and skew-symmetric), and shown to be equivalent when the discrete continuity equation is satisfied.
For diffusive transport, conservative and symmetric operators are proposed for both Dirichlet and Neumann
boundary conditions. The accuracy and robustness of the method is demonstrated with Taylor-Couette flow,
Taylor-Green vortex, lid-driven cavity and flows past a circular cylinder.
A B-spline-based dissipative filter is developed that is provable dissipative for bounded domain simulations.
The spectral regularization algorithm can be described using the singular values of the filter operator with the
amount of filtering set by a scalar- or vector-valued penalty parameter. The penalty parameter can also be
chosen to minimize the generalized cross validation (GCV) function that measures fit between the pre-filtered
discrete solution and the filtered solution. Efficient algorithms for the GCV optimization are developed for
both the scalar and vector penalty parameters. The scheme is demonstrated for shock-like solutions of the
Burgers’ equation, decaying Burgers’ turbulence and compressible turbulent channel flow, revealing the filter
scheme’s numerical stability and ability to narrowly target the high wavenumber components of numerical
solutions.
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To develop more accurate and advanced flow simulation methods so that future researchers can solve the
Navier–Stokes equations without facing key limitations that they face today.
This PhD project first addresses the challenge of stable and accurate discretization of complex geometries
in the simulation of incompressible flows. Obvious truths such as conservation of mass, momentum, and
energy are in fact a very hard problem [31] in incompressible flow simulations because one only solves for
the momentum equation. Accurate physics will be necessary and we’ve developed a cut-cell method which
is fully conservative for any arbitrary geometry. We will derive the formulation and test it by solving the
incompressible Navier-Stokes equations.
Our PhD project then seeks to address the challenges in turbulence simulation for compressible flows.
Turbulence is especially challenging because of its broad range of spatial scales. It has been shown that
high-order numerical methods have superior resolving power, higher computational intensity, and lower
error on a given grid relative to lower order numerical methods [60]. When finite difference methods with
centered schemes are used, there is no numerical dissipation; however, the under-approximation of the physical
dissipation at the smallest scales supported by the grid can lead to unwanted numerical oscillations that
corrupt the solution or potentially destabilize it [57]. For this reason, we have turned to B-spline (basis spline)
discretizations. B-splines have minimal support with respect to a given degree, smoothness, and domain
partition. This makes the B-spline functions compact and hence shows much promise in computational
efficiency. As such, we develop an optimized filtering scheme targeting turbulent simulations. The B-spline
filter scheme is demonstrated for shock-like solutions of the Burgers’ equation, decaying Burgers’ turbulence,
and compressible turbulent channel flow, revealing the filter scheme’s numerical stability and ability to





Conservation of mass, momentum, and kinetic energy are important analytic requirements when solving for
incompressible flow. Morinishi et al. [19] checked existing finite difference schemes for violations of these
conservation properties, and found that most violated one or more of the conservation properties. With that,
they developed a general procedure for constructing fully conservative schemes in staggered meshes. We
employ similar techniques and develop a fully conservative cut-cell method. We split the discussion into two
main portions: scalar and vector. We derive in each case, the discrete formulation using Morinishi’s [19]
notations for both Dirichlet and Neumann boundary conditions, and conduct numerical tests to validate the
derivation. The end result is a cut-cell formulation that has mimetic properties and is fully conservative.
Many numerical methods have been developed to handle complex geometries. Unstructured meshes are one
common way to work around simulations with arbitrary complex geometries. Such mesh elements are usually
triangular or quadrilateral and naturally allow for local adaptivity, but generating high-quality unstructured
meshes continues to be challenging. With different elements, efficiency and robustness of algorithms are
key issues in this area of research [74]. Other widely used methods include so-called overset (or chimera)
grids. However, conservation can generally not be achieved for these methods due to the extensive use of
interpolation between the various grid levels. Similarly, provable stability properties are difficult to obtain [76].
Another class of approaches to complex geometries include immersed boundary methods. Immersed boundary
methods can be separated into two large classes with diffuse or sharp interface representations. Historically,
diffuse interfaces have been used in IB methods, starting with the work of Peskin [32]. Early adaptations of
the IB method required arbitrary tuning parameters either for describing the forcing effect of the immersed
boundary [32, 33, 34, 35, 36] or characterizing the boundary velocity [37].
The second branch of IB methods require the strong imposition of boundary condition at a sharp interface.
These are also known as cut-cell methods. Calhoun and LeVeque [29] developed a widely used finite volume
algorithm for complex geometries for solving scalar equations in a collocated grid. More recently, Cheny
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and Botella [42] developed a fully conservative cut-cell method on staggered grids. The common trade-off
in cut-cell methods is between explicit handling of many special cases in which a computational cell can be
intersected by object boundaries and making use of black-box least-squares methods to construct derivatives.
The second method can be shown to lack the desired conservation properties.
Building on the work of [19] and [42], we present a simplified second-order cut-cell method derived from first
principles with rigorous mathematical proofs. The method possesses the much desired SBP properties, is fully
conservative and supports arbitrary geometries. Furthermore, the derivation is independent of dimension, so
the results apply to two- and three-dimensional geometries.
The discussion starts with a set of notations and terminologies in chapter 3 which will be used throughout the
cut-cell discretizations. We focus on the semi-discretization of the scalar advection-diffusion equation, and
the incompressible Navier–Stokes equations. In both the scalar and vector case, we explain the discretizations
necessary for Dirichlet and Neumann boundary conditions. Starting with the simpler scalar case, we derive
the discretization of the scalar Laplacian in section 4.1, followed by the scalar convective term in section 4.2.
We then move on to the vector case where the staggered grid is used to ensure mass conservation. The
discretization of the vector Laplacian in section 5.1, followed by the vector convective term in section 5.2.
Lastly, we test the operators in standard benchmark tests with the scalar advection-diffusion equation




3.1 Incompressible Navier–Stokes equations
Let Ω ⊂ Rd, for d = 3, be a rectangular domain with boundary ∂Ω. In this domain, we defined Ωs as the
part of the domain occupied by a set of solid objects or boundaries. The part of the domain occupied by the
fluid is then Ωf = Ω ∩ Ωs.
We are interested in the evolution of incompressible viscous flows in Ωf governed by the Navier–Stokes
equations. They are given by the continuity and momentum equations, written in vector form as
∇ · u = 0, [0, T ]× Ωf , (3.1)
(ρu)t +∇ · (ρu⊗ u) = ∇ · σ + f , [0, T ]× Ωf , (3.2)
u(t,x) = wd, [0, T ]× ΓD, (3.3)
n · ∇u(t,x) = wn, [0, T ]× ΓN , (3.4)
where ΓD and ΓN are subsets of ∂Ω
f where Dirichlet and Neumann boundary conditions, respectively, are
in effect. We also have that the Cauchy stress tensor and the deviatoric stress tensor are






for a density ρ and a dynamic viscosity µ of the fluid. We define the vector gradient as (∇u)ij = ∇iuj and
the divergence of a second-order tensor as (∇ · σ)j = ∇iσij , using the standard summation notation over
repeated indices.
In the following we will focus on a discretization of the Navier–Stokes equations based on finite volume
methods. We use the common MAC grid setup, where the vector field components are stored on cell faces,
while scalar fields are defined at cell centers (see Figure 3.1). The exact discretization will be detailed after
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we introduce additional notation for grid quantities.











Figure 3.1: MAC Grid: scalars are defined at •, x vector components are defined on  and y vector components
at . Highlighted is the staggered cell for the x vector components.
We consider the domain Ω = [xmin, xmax] × [ymin, ymax] × [zmin, zmax] discretized into M × N × P cells.
To distinguish between the underlying Cartesian mesh and the mesh formed from the cut-cell geometry,
we introduce separate notation for each of them. However, in ”full“ cells, that are not intersected by the
geometry, the two are equivalent.
For the Cartesian mesh, we use a standard structured grid with the common notation used for MAC grids
and finite volume methods (see Figure 3.1 in 2D). The mesh is discretized into rectangular cells Ωijk centered
at points xijk = (xi, yj , zk). We will use Ωijk interchangeably to denote the cell itself and the volume of the
cell, with the intended meaning clear from the context. Similarly, Γ1,i±1/2,j,k is the face in the x direction,
i.e. orthogonal to the x axis, with a face center at xi±1/2,j,k = (xi±1/2, yj , zk). Equivalent notation is used for
faces in the y and z directions.
3.3 Cut-cells Grid Notation
We also define equivalent quantities on the resulting irregular grid, as seen in Figure 3.2. However, we will
assume that each computational cell Ωijk is only intersected by a single plane. This is a necessary constraint











Figure 3.2: A cell cut by a solid object (shaded).
Thus, let Vijk = Ωijk∩Ωf be the part of the cell volume occupied by the fluid, with a center at Xijk. Similarly,
the subset of a cell face in the fluid is denoted by A1,i±1/2,j,k = Γ1,i±1/2,j,k ∩ Ωf . Finally, we denote by Cijk
the normal area element to the boundary of Ωs in the cell. It is given by
Cα,ijk = Aα,i+ 12 ,j,k −Aα,i− 12 ,j,k,
which is such constructed to satisfy a type of geometric conservation law [94]. Note that, by definition, the
normal area element Cijk points inside Ωijk. We also set Cijk = Ωijk ∩ ∂Ωs with a center at Yijk. The
surface area of Cijk is related to its normal area element by
Cijk = Cijkn =⇒ Cijk =
√∑
C2α,ijk.
Using these definitions, a cell can be in one of the following states:
 If Vijk = Ωijk, the cell is referred to as full.
 If Vijk = 0, the cell is referred to as empty.
 If 0 < Vijk < Ωijk, the cell is referred to as mixed.
To completely define the cut-cell geometry, we only require knowledge of volume fraction Vijk, the face
fractions Aα,i,j,k and the centroids Xijk and Yijk. These quantities can be obtained in many different ways.
In our implementation, the cut-cell geometry is constructed following [42]. Namely, we make use of signed
distance functions, or more generally level set functions, and constructive solid geometry boolean operations
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to define complex domains. A signed distance function is defined as
φ(x) =

d(x, ∂Ωf ), x ∈ Ωf ,
0, x ∈ ∂Ωf ,
−d(x, ∂Ωf ), x ∈ Ωs,
where d(x,S) is defined as the distance function from a point to a set, following [77]. Boolean operations can
be easily performed using signed distance functions (see Table 3.1). Once the geometry has been defined using
signed distance functions, the areas, volumes, centroids, etc. of the cut-cell grid can be efficiently computed
using techniques like the marching squares algorithm [78], the marching cubes algorithm [79], the marching






Table 3.1: Boolean operations on signed distance functions.
3.4 Kinetic Energy Conservation
In this section, we will attempt to describe the conditions under which the kinetic energy of the flow is




u · v dV =
∫
Ω
u · v dm,















+∇ · (uk) = u · (∇ · σ) + u · f . (3.7)









u · f dV +
∫
∂Ω
(n · σ − kn) · u dS. (3.8)
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Therefore, we can see that, at a continuous level, the viscous term acts as a sink of kinetic energy, while the
bulk force f and the boundary conditions can add kinetic energy to the system. In particular, we find that if
f = 0 and u(∂Ω) = 0, kinetic energy is decreasing and, thus, the system is stable.
The main fact that allowed the simplifications we have seen in the kinetic energy conservation is that the
convective term u · ∇u and, in particular, the u · ∇ operator, is skew-symmetric. This fact is well-known, see
for example [92, Lemma 1.3], and we have that
(u · ∇v,w) = −(v,u · ∇w).
We wish to maintain similar properties at the discrete level. To this end, we define a discrete inner product
〈u,v〉 = ρuivi,
which defines a discrete kinetic energy in an equivalent way. To obtain these properties, we require that the
Laplacian operators is symmetric negative definite and the convective operator is skew-symmetric, as in the
continuous case.
First, we will obtain a symmetric discrete Laplacian L with the desired properties if we can write L = DG,
where D represents a discrete divergence operator and G represents a discrete vector gradient operator,
satisfying
D = −GT .
The discrete convective operator must satisfy
〈C(u)v,w〉 = −〈v, C(u)w〉.
In sections 4 and 5, we will detail how such operators can be constructed and show that they satisfy these
constraints in almost all cases of interest. In particular, the constructed discrete Laplacian L will always
be symmetric negative definite and the discrete convective operator C(u) will be skew-symmetric only for
Dirichlet boundary conditions. For Neumann-type boundary conditions, the main use case is that of outflow
boundaries. In this case, there are known methods to stabilize the discrete equations, for example [93].
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3.5 Discrete Operators
To simplify the notation in the following sections, we also introduce the following second-order discrete

























in the x dimension for quantities defined on the cell centers. Equivalent definitions can be given for face-
centered variables and in the y and z dimensions. This notation will allow us to drop the use of indices in
almost all scenarios since they can be deduced from context. For example, variables on staggered grids always
interpolate to cell centers and variables at cell centers always differentiate to staggered grids.


















































We are interested here in finite volume discretizations of the classical linear advection-diffusion equation:
∂f
∂t
+∇ · (uf)−∇ · (κ∇f) = 0, (x, t) ∈ Ωf × [0, T ],
f(x, 0) = f0(x), x ∈ Ωf ,
f(x, t) = fd(x, t), (x, t) ∈ ΓD × [0, T ],
∇f · n = fn(x, t), (x, t) ∈ ΓN × [0, T ],
(4.1)
where u is the advecting velocity field and κ is the diffusion coefficient. We derive the cut-cell discretization
for the viscous term in section 4.1, and the scalar convective operator in section 4.2, for both Dirichlet and
Neumann boundary conditions.
4.1 Scalar Laplacian
In this section we will focus only on the diffusion part of (4.1) which will be discretized as follows:
∇2f ≈ Lf +B, (4.2)
where L is the discrete Laplacian operator and B represents the remaining non-homogeneous operator applied
to the boundary conditions. The form of the boundary operator will be described in detail in section 4.1.3 for
both the Neumman and Dirichlet boundary conditions. A guiding principle in the following derivations will
be preserving some of the symmetries and properties inherent in the continuous formulation. The importance
of preserving symmetry has been noted previously in [19, 84] and others. For this reason we define the
Laplacian operator as:
L = DKM−1G, (4.3)
where D is the discrete vector divergence operator,K is a diagonal operator containing the diffusion coefficient
κ, M is the diagonal mass operator which contains the staggered cell volumes and G is the scalar gradient
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operator. If the Laplacian is to be symmetric, the necessary condition is that D = −GT , which naturally
holds in the continuous formulation.
4.1.1 Scalar Gradient
We will start by defining the gradient of a scalar field. As stated before, scalar fields are are defined at the
cell centers Xijk of the cut-cell grid. Therefore, the gradient in the xα direction, will naturally reside in the





(i− 1, j) (i− 1
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Figure 4.1: Cut-cell formation for computing the gradient, where the colored region represents the staggered
cell.












Note that, because each component of the gradient is staggered in a different direction, special care needs to












, α ∈ J1, dK, (4.4)
where b is the general symbol for boundary condition. Note, however, that this interpolation will lead to the
apparition of fictitious cut sections in the staggered cells, which would not normally be there. Aα
α
is the
face area of the staggered cell. It is also interpolated and leads to the same issues as the volume. Finally, we





The factor of Cα appears naturally in this formulation, since it denotes the α-th component of the area
element ndS on C. The interpolation that is used is consistent with the volume interpolation and leads to
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an operator that satisfies the free streaming condition.
Boundary conditions
The boundary conditions for the gradient operator with Dirichlet boundary conditions is as follows




For the Neumann boundary conditions the gradient operator uses a first-order approximation such that,
∇f · nC ≈
f − b
h
= −fn =⇒ b = f + h fn(xC), (4.6)
where h is a cell centered value which measures the Euclidean distance from centroid of the cut surface to
the centroid of cut cell, xC is the centroid of the cut surface in the cell and the −fn appears because the
normal nC points inwards. Assuming homogeneous Neumann boundary conditions, we can simply set b ≡ f







































where f, fd and fn are all cell-centered values, while the gradient ∇f has its component defined on face-
centered staggered cells. The formal order of accuracy derived from such a mathematical formulation is
as follows, the scalar gradient is second-order in full cells and the gradient is zero-order in mixed cells. In
the special case of grid-aligned cut-cells, the gradient can be made first-order using the modified staggered
volumes given in Appendix A. A summary of the results can be seen in Table 4.1.
























We now develop the divergence of a vector field using the same methodology. Integrating over a cell (see Fig-
ure 4.2), gives: ∫
V
∇ · u dV =
∮
A
u · n dS =
∑∫
Ai
u · n dS +
∫
C
u · n dS.
nC
(i, j)
Figure 4.2: Cut-cell example for computing the divergence.
An approximation for the above is given by:















The boundary conditions for the divergence operator for the Dirichlet boundary conditions is defined by
making an approximation of u on the cut surface C using the Dirichlet boundary conditions on f . Since
u is given as the gradient of f , and the gradient incorporates the Dirichlet boundary conditions, a simple







α =⇒ Cαbα = Cαuαα. (4.8)
This effectively takes an average of u in each dimension and dots it with the normal vector on the surface
to obtain an approximation in the cell. Using this approximation allows us to simplify the definition of the




































In the case of Neumann boundary conditions, we know u · n exactly on the boundary. Generally, we have
that:
Cb ≡ Cfn.
If the boundary conditions are given in the form of ∇f = u = fn, i.e. without dotting with the normal, we




In full cells, the divergence operator reverts to the classic centered difference approximation from (4.7). This
approximation is therefore second-order. For arbitrarily oriented cut surfaces, Neumann boundary conditions
always give a first-order approximation. In the particular case of grid aligned cut-cells, we obtain a second-
order approximation for Neumann (see Figure 4.3). Dirichlet boundary conditions largely depend on the
approximation used to compute u on the boundaries, because of the averaging in (4.8). This should give a
good approximation when the cut surface cuts the cell in two equal parts. The boundary conditions on the
Figure 4.3: Grid aligned cut-cell. Because of the staggered grid, derivatives in x and y both give centered
approximations.
divergence are boundary conditions on f , not on u, the quantity on which the operator is applied. Strictly
speaking (if we consider the divergence in isolation) what we have referred to here as Neumann boundary
conditions on f are Dirichlet boundary conditions on u, while the Dirichlet boundary conditions on f have no
equivalent on u, thus the averaging. The Neumann boundary conditions for the gradient and the divergence
are different. For the gradient, fn is a cell-centered scalar and for the divergence, fn is a face-centered vector.
We can obtain the gradient fn by dotting the divergence fn with the cut surface normal. Full cells have
second-order as for the gradient while mixed cells can give second-order when using Neumann boundary
conditions. A summary of the operator can be seen in Table 4.2.
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4.1.3 Assembling the Laplacian
In order to get a clear picture on how the scalar Laplacian should be implemented, we restate the volume-
weighted Laplacian in eq. (4.2),
L = DM−1G,
and its boundary conditions are given by:
B = DM−1bg + bd,
where G the volume-weighted gradient operator, which is a 3 × 1 block matrix. Dividing by the volume
gives (4.4), D the volume-weighted divergence operator, which is a 1 × 3 block matrix. Dividing by the
volume gives (4.7). bd the boundary conditions for the divergence, which are cell-centered. bg the boundary
conditions for the gradient, which are face-centered and brought back to the cell center by the divergence
operator.
The Laplacian is also second-order in full cells. These cut-cell operators are not the same as finite-difference
methods where the variable is defined at a point, typically the centroid. In our cut-cell discretization, the
finite-volume formulation results in a numerical solution that is discretely valid anywhere within its own cell.
As a consequence, the Laplacian of ui,j is valid anywhere within the i, j-th cell, unlike in finite-difference
methods where variables are stored in specific collocation points. This is similar to piece-wise polynomial
finite-element methods where the variables are equally valid within cells. We have the relationship G = −DT .
This relationship is generally satisfied continuously, so satisfying it discretely is also very important. The
volume-weighted Laplacian operator L, as defined above, is always symmetric. Note that multiplying by the
cell volumes to obtain the actual Laplacian will destroy symmetry. Furthermore, the Laplacian operator we
have above is negative definite (semi-negative definite when using a combination of periodic and Neumann
boundary conditions). The Laplacian operator L can be singular in several situations (e.g. all Neumann
boundary conditions, no cut-cells and periodic boundary conditions, etc). This can be problematic if we
are trying to solve a system of the form Lf = b. In the case where it has a nullspace of size 1, it requires
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special care on the right-hand side to ensure that
∑
V b = 0, i.e. b must be in the column space of L. This
property is generally not satisfied and needs to be corrected. One, rather ad-hoc, correction consists in simply
subtracting the average of b from each of its elements (only in full and mixed cells). The gradient and
divergence operators also satisfy a so-called free streaming condition: when applied to constant vectors they
always give a uniformly zero solution. If empty cells are included in the Laplacian, the it will have multiple
rows that are completely zero, which greatly increases the size of the nullspace. We can slightly modifying it,
by adding terms of the type −2∑α Å2αV̊ . to the diagonal, where Åα and V̊ are the full cell area and volume.
These terms should match (in magnitude) those already present on the diagonal of full cells and maintain
the present conditioning of the operator.
4.2 Scalar Convection
To find an approximation for the scalar convection, we will integrate over the cell-centered volume V as
follows: ∫
V
∇ · (uf) dV =
∮
∂V
f u · n dS =
∑∫
Ai
f u · n dS +
∫
C
f u · n dS.
This divergence form of convective term is approximated by:













where b is the boundary condition and wα is the α component of the velocity on the cut surface C. An




For the Dirichlet boundary conditions, we simply set:
b ≡ fd. (4.10)
For the Neumann boundary condition, we use a first-order approximation such that
∇f · nC ≈
f − b
h
= −fn =⇒ b = f + hfn(xC), (4.11)
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where xC is the centroid of the cut surface in the cell and the −fn appears because the normal nC points
inwards. Assuming homogeneous Neumann boundary conditions, we can simply set:
b ≡ f























Another boundary condition that is of interest is the outflow boundary condition. In this case, we define:
b = sgn(Cαwα)f (4.13)
which is equivalent to a homogeneous Neumann boundary if the velocity is outflowing and uniformly zero if
it is inflowing.
4.2.2 Skew-Symmetry





to define the local continuity equation (from [19]). In order to mathematically prove that the scalar convection
operator is energy conserving, we require that the operator be skew-symmetric. Hence we multiply it by
another function, g and derive that the energy term that results is in fact skew-symmetric. For Dirichlet
































































The operator is skew-symmetric since the second term vanishes when the continuity equation is satisfied and
the third term vanishes as well since it is in conservative form.
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+ fg[cont.]− Cαwαfg. (4.16)
Therefore, the convection operator with Neumann boundary conditions is not skew-symmetric, since the last
term does not vanish. This also applies to outflow boundary conditions. A summary of the discrete scalar
convection operator is in table 4.9.
































































From a fluid mechanics points of view, there are multiple quantities of interest that can also be computed

















Note that, in the case of an incompressible flow,∇·u = 0, so the second term disappears. However, numerically
it may be beneficial to keep it since we expect the deviatoric stress tensor to have no isotropic (spherical)
part either way. Using the stress tensor, we can also define our Laplace equation in the following way:
2µ∇ · τ = µ∇2u = 0.
5.1 Vector Laplacian
In this section we are interested in computing multiple quantities. The main focus will be computing the
Laplacian of a vector field with prescribed boundary conditions in a similar manner to the scalar case.
With some care, the boundary conditions can be prescribed component-wise, in some normal or tangential
direction, etc. To define the vector Laplacian we will look at defining a vector gradient operator and a
divergence operator for second-order tensors.
5.1.1 Vector Gradient
We will start by defining the gradient of a vector field u. The gradient of a vector field is a second-order
tensor. On a staggered grid, such a tensor is defined at a combination of cell centers and edge centers (in
19
3D, and cell corners in 2D). The choice is made for similar reasons as for the scalar gradient: we want to use
simple centered difference schemes that yield second-order accuracy.
Figure 5.1: Gradient components in 2D: diagonal (in red) and off-diagonal (in blue) terms.













































cell z edge y edge
z edge cell x edge
y edge x edge cell

Note that some definitions of the vector gradient actually give the transpose of the matrix form above. We
use this formulation for multiple reasons: notation-wise it matches a matrix-vector multiplication (where
the matrix is the linear operator ∇), it reduces to the scalar case correctly (where the gradient is a column
Figure 5.2: Gradient components in 3D: diagonal (in red), 12 and 21 (in blue), 13 and 31 (in green) and 23
and 32 (in orange) terms.
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vector), etc.














where Vαβ , Aα and C are the staggered cell volume, face area and cut surface area, respectively. We will start
by looking at the diagonal components. We know that in each case, the diagonal components of the gradient
are cell-centered and the components of the vector u are face centered. A straightforward approximation of











where Vαα = V is the cell volume, Aα is the face area and Cα is the normal component on the cut surface,
as before.
Boundary conditions
For the Dirichlet boundary conditions, the value on the boundary is known and we can simply set :
bα ≡ wd,α. (5.2)
As for the Neumann boundary conditions, we will proceed with the usual first-order approximation:
bα = uα + hwn, (5.3)


























where we have used identity (59) from [81]. We will now define the approximation for the off-diagonal terms
of the gradient. The main difficulty here is how to approximate the staggered face area. One possible solution

















Figure 5.3: Staggered face area: average surrounding cell face areas (in bold red) to obtain an approximation
for staggered face area (in bold black).
The boundary conditions in the off-diagonal case can be prescribed in a similar fashion where for the Dirichlet








































































This gives a complete definition of the vector gradient and all its components. The block-by-block decom-
position of the gradient operator in 2D and 3D can be seen in Figure 5.4. We have also added the terms
necessary to define the strain tensor and the deviatoric stress tensor using the same basic building blocks
we have just derived. The boundary conditions wd and wn are both defined on face-centered staggered cells
for the gradient, strain and stress operators. The operators are second-order in full cells. In mixed cells, the
gradient will generally be zero-order. However, in the special case of grid-aligned cut-cells, the mass Vαβ can
be modified to give first-order, as we have seen in the previous section. The strain and stress operators cannot
be made first-order in grid-aligned mixed cut-cells without modifying the way the mass matrix multiplies











































































Figure 5.4: 3D (left) and 2D (right) block representations of the vector gradient (blue), rate-of strain tensor
(blue + green) and deviatoric stress tensor (blue + green + red).















































We will now compute the divergence of a second order tensor T, given as some linear function of the gradient

































where the columns are summed. This corresponds to the definition of the vector gradient given in the previous
section. By integrating over a staggered cell, we get:∫
V












where V,Aα and C are the staggered cell volume, face area and cut surface area, respectively. To approximate
one component of the above result, we must look at diagonal and off-diagonal terms separately, since there
are some differences when dealing with cell-centered and edge-centered quantities regarding interpolations.














which is exactly equivalent to the scalar gradient approximation, since it is also from cell centers to face
centers. Note that the double indices do not indicate summation in any of the formulae that follow.
Boundary conditions
The boundary conditions for the diagonal component will be described in this section for both the Dirichlet
and Neumann boundary conditions. Similarly to the vector divergence, Dirichlet boundary conditions on T





=⇒ bαα = Tαα. (5.10)


















using the exact same method as we have used to simplify the components of the scalar gradient. In fact, we
notice that this approximation is exactly what we have obtained in the case of Neumann boundary conditions
for the scalar gradient.
For the Neumann boundary conditions, we know the values of T on the boundary, given by the Neumann
boundary condition wn on u. Therefore, we use the same first order approximation:





where the index in (wn)α matches the second index of bαα, as we will see more clearly in the off-diagonal
terms. Note that we have considered here that the Neumann boundary conditions on uα have been given in
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vector form, i.e. not dotted with the normal vector. This is equivalent to the treatment we have defined for
the vector divergence operator.


















































For the Neumann boundary conditions, we have:
bαβ = (wn)β . (5.16)


























The boundary conditions are prescribed as ∇uα = wn instead of ∇uα · n = wn like for the vector gradient,
since they more easily match individual components of the tensor T. The same order considerations apply
here as for the rest of the operators: second-order in full cells and zero-order in mixed cells in the general
case. To obtain first-order approximations in grid-aligned cases we need to use the vector mass operator as
defined for the scalar gradient. Furthermore, each block of the tensor divergence needs to be multiplied by
the suitable corrected mass matrix block, given we have different derivatives (equivalent to the problems
with the strain and stress tensors when looking at the vector gradient). A summary of the discrete tensor
divergence operators can be found in table 5.2.
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Figure 5.5: 3D (top) and 2D (bottom) block representations of the tensor divergence.
5.1.3 Assembling the Laplacian
In order to get a clear picture on how the vector Laplacian should be implemented, we show the volume-
weighted Laplacian,
L = DM−1G,
and its boundary conditions are given by:
B = DM−1bg + bd,
where M the tensor mass operator, which is a 9 × 9 diagonal block matrix containing the volumes of the
edge-staggered cells in each dimension. G the volume-weighted gradient operator, which is a 9 × 3 block
matrix. Dividing by the volume gives (5.1) or (5.6). D the volume-weighted divergence operator, which is a
3×9 block matrix. Dividing by the volume gives (5.9) or (5.13). bd the boundary conditions for the divergence,
which are face-centered. bg the boundary conditions for the gradient, which are edge-centered and brought
back to the face centers by the divergence operator. This formulation is completely equivalent to the scalar
case.
The vector Laplacian has many of the same properties as its scalar counterpart: symmetric, (semi-) negative-
definite, singular in particular situations, etc. We also have D = −GT as before, which ensure that the
Laplacian is symmetric. Unlike in the scalar case, we are not particularly interested in the operator itself.
This is because it will generally be used as part of a Crank-Nicolson scheme or similar, where the operator of
interest is M − ν∆t2 L, This operator is significantly better conditioned than L, positive-definite, diagonally
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dominant, etc., making it less problematic in general. The vector Laplacian would still need to be padded in
empty cells to avoid any problems. This can be done in the same way as for the scalar Laplacian.
5.2 Vector Convection
In this section, we will define the convection operator where wd,α and wn are the Dirichlet and Neumann
boundary conditions, defined on ΓD,α and ΓN,α, respectively. For simplicity, we will consider the case where
at most one of them is prescribed in each cell. To find an approximation for the vector convection, we will
integrate over the staggered cell volume volume Vα as follows:∫
Vα
∇ · (p⊗ u) dV =
∮
∂Vα
p (u · n) dS =
∑∫
Aα
p (u · n) dS +
∫
C
p (u · n) dS.
The divergence form of convective term is approximated by:





















The Dirichlet boundary conditions for the convective operator are defined as:
bα ≡ wd,α. (5.18)
For the Neumann boundary conditions, we use a first order approximation such that,
∇u · n ≈ uα − bα
h



















to define the local continuity equation on staggered grids. (from [19]). For homogeneous Dirichlet boundary





































































The operator is skew-symmetric because the second term vanishes when the continuity equation is satisfied
and the third term vanishes as well since it is in conservative form.


































Therefore, the convection operator with Neumann boundary conditions is not skew-symmetric, since the last
term does not vanish. This also applies to outflow boundary conditions.












































































Numerical tests: Scalar equation
We are interested here in finite volume discretizations of the classical linear advection-diffusion equation:
∂q
∂t
+∇ · (uq)−∇ · (κ∇q) = 0, (x, t) ∈ Ωf × [0, T ],
q(x, 0) = q0(x), x ∈ Ωf ,
q(x, t) = qd(x, t), (x, t) ∈ ΓD × [0, T ],
∇q · n = qn(x, t), (x, t) ∈ ΓN × [0, T ],
(6.1)
where u is the advecting velocity field and κ is the diffusion coefficient. As is common in cut-cell methods, the
desired geometry of the domain Ωf is constructed by superimposing a set Ωs of complex irregular shapes on
top of a rectangular Cartesian grid Ωc. The boundaries we will be considering are defined by a combination of
Dirichlet and Neumann-type boundary conditions on ΓD and ΓN , such that ΓD∪ΓN = ∂Ωf and ΓD∩ΓN = ∅.
6.1 Test 1: Diffusion in a tilted channel














where D = 0.01 is the diffusion coefficient and ξ is the streamwise distance from the center of the channel.
The pure diffusion solution is














Figure 6.1: Initial condition of the plane wave.
6.1.1 Dirichlet boundary conditions
For dirichlet boundary conditions, we observe that the cut-cells result in a L∞ that is of first order and
second order for L1 and L2. This phenomena can be quite easily explained by the fact that only cut-cells
have reduced order of accuracy, while full cells (which makes up most of the grids) retains its second order.
That is why when any error that is measuring the sum of errors reveals a second order accuracy, and when















Figure 6.2: Diffusion of plane wave in channel (Dirichlet boundary conditions).
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6.1.2 Neumann boundary conditions
A similar story plays out for the neumann boundary conditions. The cut-cells have reduced order of accuracy
while the full cells retain its full order (second order). Because there’s a lot more full cells than there are
cut-cells, error measures which sums all points, such as L1 and L2 all have second order, whereas L∞ is
approximately first order. The highest error occurs at the cut-cells and hence, L∞ reveals the cut-cell’s















Figure 6.3: Diffusion of plane wave in channel (Neumann boundary conditions).
6.2 Test 2: Advection in a tilted channel
For a given velocity U0, the solution for the pure advection equation is
qadv(ξ, t) ≡ w(ξ − U0(t− 3)). (6.4)
We initialize the flow with the plane wave shifted towards the inflow end of the channel.
6.2.1 Dirichlet boundary conditions
For advection equation, the order of accuracy appears different to the diffusion equation for the L∞. This
is because, the flow is in the direction of the cut-cells, and hence the flow does not experience or realize
that the cells are actually ”cut”. This is not true for the diffusion equation because diffusion occurs in all
directions and the cut-cells do interact with the flow giving rise to a lower order of accuracy. Therefore, for
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Figure 6.4: Advection of plane wave in channel (Dirichlet boundary conditions).
6.2.2 Neumann boundary conditions
For the neumann boundary conditions, we see the phenomena where the L∞ error is approximately equal to
second order with L1, L2. Convergence for the L∞ can sometimes prove to be a little problematic because
the ∆x of the cut-cell may not go down as one increases grid size. The size of the cut-cell depends on how
the cell is cut by the geometry and so increasing grid size, doesn’t necessary mean that the smallest cut-cell
decreases proportionally. Nevertheless, the story is the same, and we do expect approximately second order















Figure 6.5: Advection of plane wave in channel (Neumann boundary conditions).
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6.3 Test 3: Advection and diffusion in a tilted channel
The general advection-diffusion solution is
qadv-diff (ξ, t) = qdiff (ξ − U0(t− 3), t). (6.5)
We would like test the convergence rate for the advection-diffusion equation in the channel for different
Peclet numbers where Pe = U0l/D, and l is the length scale of the problem and for our case, we will assume
the value to be 1. We run the simulations for Peclet number 0 and 50. For Pe = 0, we set the U0 = 0 and
D = 0.02, and for Pe = 0, we set the U0 = 1 and D = 0.02. In order to compute the convergence rate, we
vary the grid sizes as N = 50 to 300 in intervals of ten. Since from previous numerical tests, we already know
that L1 and L2 errors exhibit the same order of convergence, here we only plotted the L1 errors and L∞
errors. We first discuss the results for Peclet equals zero, which is essentially a pure diffusion problem. As
expected the trends follow what we have seen in the pure diffusion simulation. The L1 errors have second
order for both full and cut-cells. The L∞ error for cut-cells is approximately first order and for full cells
second order. For Peclet number 50, we see both advection and diffusion in the channel. In this test case, the
L1 error is second order for both full cells and cut-cells because the number of cut-cells are little compared
to full cells and when summing up the errors the full cell errors dominate and hence we see the second order
convergence. For L∞ errors, we once again see that the full cells are of second order while the cut-cells are
approximately first order accurate. This is within our expectations because we know that errors in cut-cells












Pe = 0: 2.08













Pe = 0: 1.80
Pe = 50: 2.02
(b) Cut-cells.













Pe = 0: 1.80












Pe = 0: 0.88
Pe = 50: 1.24
(b) Cut-cells.
Figure 6.7: L∞ error for advection and diffusion of plane wave in channel
6.4 Test 4: Solid body rotation coupled with diffusion in an
annulus








































We compare our numerical result to a reference solution from Calhoun and LeVeque [29] where spectrally
accurate solution to the equation above is provided as a highly accurate reference solution. To test our
proposed numerical scheme, we consider advection under solid body rotation coupled with diffusion within
an annulus. The velocities for the solid body rotation can be determined from the stream function,
ψ(x, y) =











, r < R1,
where
 r = ((x− 1.509)2 + (y − 1.521)2)1/2,
 (x, y) ∈ [0, 3]× [0, 3],
 R1 = 0.25, R2 = 1.25, center of each circle ≈ (1.509, 1.521),
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 flow makes one complete revolution in 5 time units.
The test case runs on a 128× 128 grid, and the initial profile of our solution is a function of θ only and is














where D = 0.05 is the diffusion coefficient. In the interior of the annulus, the solution was initialized using
q0(θ) ≡ w(θ − π/2).
We plot the numerical solution after one complete rotation at different time points comparing with the
spectral solution. The contour levels plotted in fig. 6.8 are (0.01, 0.05, 0.1, 0.15, . . . , 1.0). It is evident that the
cut-cell simulation is able to follow the spectrally accurate solution very closely. Spectral methods can be
expensive and the fact that cut-cell method is able to reproduce those contour levels, is highly encouraging.
t = 0 t = 1
t = 5t = 3
(a) Cut-cell numerical solution
t=0 t=1
t=5
(b) Spectrally accurate solution [29]





7.1 Test 1: Taylor-Green vortex
The 2D Taylor-Green vortex is an exact solution to the incompressible Navier-Stokes equations:
u(x, y) = − cos(x) sin(y) exp(−2t/Re),
v(x, y) = sin(x) cos(y) exp(−2t/Re), (7.1)
P (x, y) = −0.25 (cos(2x) + cos(2y)) exp(−4t/Re),
where
 (x, y) ∈ [−π/2, π/2]× [−π/2, π/2],
 t = [0, 1], Re = 1.0,∆t = 10−4.
This is a two-dimensional benchmark simulation where we place grid aligned cut-cells on the edges of the
computational domain. The purpose of this test allows us to investigate the numerical order of accuracy
present in grid aligned cut-cells, which is the simplest of all cut-cells. Even though the analytic solutions are
periodic in nature, we impose dirichlet boundary conditions in order for the cut-cells to be present at the
boundaries. From fig. 7.1, we see that the full cells are unaffected by the errors brought about by cut-cells,
giving the second order accuracy in the L∞, L1 and L2. As for the cut-cells which are grid-aligned and at
the boundaries, we see that both L∞ and L2 errors have attained a first order accuracy with L1 having an
order of 1.5. This benchmark test tells us that for grid aligned cut-cells, the order of accuracy in full cells
are unchanged (i.e. second order) while cut-cells unexpectedly have a slightly higher absolute error as well
as a lower order of accuracy (first order in L∞ and L2). We use the fractional step method presented in
Kim and Moin’s paper [27] using second order explicit Adams-Bashforth to advance the convective term and
Crank-Nicolson for the diffusion term. The grid configurations are Nx = Ny = [40, 60, 80, 100, 120]. This
square grid configuration with equal number of points in x and y explains why both dimensions have exactly
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the same errors. This is partly due in part of the grid configuration and also because the taylor-green vortex

































Figure 7.1: Errors for the taylor-green vortex in full cells and cut-cells.
7.2 Test 2: Taylor-Couette flow
Flow dynamics is governed by the Taylor number Ta, which is the ratio between the centrifugal force and
the viscous force:
Ta =
0.5ω2 (R2 +R1) (R2 −R1)3
ν2
. (7.2)
The center of both concentric cylinders are at (xc, yc). Below the stability threshold Tac = 1712, the steady
stable solution for r
√
(x− xc)2 + (y − yc)2 ∈ [R1, R2] :


















This is a two-dimensional benchmark simulation where flow is in between the two concentric cylinders. The
smaller cylinder has a radius of R1 and rotates with an angular frequency of ω. The larger cylinder has a
radius of R2 and is stationary. The computational domain is a square of length 10R1 and R2 = 4R1. This




Figure 7.2: Taylor-Couette flow computational domain.
cylinders. Based on our study with the Taylor-Green vortex, we know that grid aligned cut-cells do not affect
the order of accuracy in full cells, and grid aligned cut-cells have approximately first order in L∞ and L2 with
L1’s order of accuracy in between. The grid configurations are Nx = Ny = [40, 50, 60, 70, 80, 90, 100].
In fig 7.3, we see that for full cells, the L∞ errors have approximately first order accuracy, while maintaining
second order for L1 and L2. This means that the errors in non grid aligned cut-cells have affected the numerical
accuracy of its surrounding full cells and hence lowering the order of accuracy in full cell’s maximum error.
However, as a whole, we see that since L1 and L2 are still second order accurate, it must mean that such cells
are few and are only affected by those adjacent to cut-cells. This should not be a surprise, since in vector
case, we do a staggered grid configuration and hence errors in cut-cells propagate to adjacent full cells. For
the cut-cells, the L∞ is also approximately first order accurate together with its L1 and L2 errors.
7.3 Test 3: Lid-driven cavity
This a lid-driven cavity simulation and in this simulation, we attempt to test the accuracy in the physics.
The last two tests have helped us gain a deeper understanding in the expected order of accuracy in grid
aligned cut-cells as well as non grid aligned cut-cells. This simulation will attempt to discover if the cut-cells
are physics accurate in that whether or not they are able to accurately simulate the streamlines and vortices
that were present in Ghia et al. [83]. In the paper, Ghia et al. used conducted the simulation at Re = 100,
with uniform grid (129× 129). They showed the presence of corner vortices present in the lower left and right





































Figure 7.3: Errors for the taylor-couette flow in full cells and cut-cells
top edge is given a dirichlet boundary condition of u = 1, v = 0. The initial condition for the simulation is
also a zero flow field. The flow is driven by the lid which is moving at a constant horizontal velocity.
Figure 7.4: Streamlines of lid-driven cavity
In fig. 7.4, we see that the streamlines from the cut-cells simulation match up excellently with that from
literature. This, however, is only the first step in comparison. We can compare the data better by plotting
their data in conjunction with our simulation. It is provided in their paper the u velocity along vertical line
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through geometric center of cavity and v velocity along horizontal line through geometric center of cavity. In
fig. 7.5 and 7.6, that the cut-cell simulation was able to accurately predict the numerical data from literature.
This is an important milestone, because in this test case, we have tested the accuracy in physics for grid
aligned cut-cells and as we’ve seen, it appears to be able to reproduce the physics accurately.
Figure 7.5: u-velocity along vertical line
through geometric center of cavity (Re = 100)
Figure 7.6: v-velocity along horizontal line through
geometric center of cavity (Re = 100)
7.4 Test 4: Flow over cylinder
We are interested in solving the incompressible Navier-Stokes equations:
∂u
∂t
= −u · ∇u−∇p+ 1
Re
∇2u,
∇ · u = 0.
(7.3)
One of the main difficulties in solving these equations lies in imposing the incompressibility condition ∇·u = 0.
Here we employ one of the most common formulations of fractional step method given by Kim and Moin [27]
where the pressure acts as a Lagrange multiplier to enforce the divergence free condition. For time-integration,
the fractional step method uses implict Crank-Nicolson scheme used to advance the diffusive term and explicit
second-order Adams-Bashforth scheme for the convective term.
Using the center of the cylinder as the origin of the Cartesian grid, the computation domain is Ω =
[−8D, 22D] × [−6D, 6D], where D is the diameter of cylinder. The outflow boundary is located at 15D.
No-slip boundary condition is enforced on the surface of cylinder. After the flow reaches an asymptotically
periodic state, the force coefficients are computed at each time step until t = 350D/U∞.
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Figure 7.7: Computational domain and grid for flow past circular cylinder.
Re 100
cut-cell 1.35± 0.004
Experiments [21] 1.21− 1.41
Bergmann et al. [22] 1.410
Henderson [23] 1.350
He et al. [24] 1.353
Linick and Fasel [25] 1.34± 0.009
Mittal et al. [26] 1.35




Experiments [21] 0.16− 0.17
Bergmann et al. [22] 0.166
Henderson [23] 0.164
He et al. [24] 0.167
Table 7.2: Comparison of Strouhal number St
This simulation is a test on non grid aligned cut-cells and its ability to preserve the physics in a simulation.
Given the fact that the cut-cells are energy preserving, we do expect the simulation to be able to capture
the physics of the simulation accurately. In this case, we compare our simulation measurements across
literature and we see that when comparing the time-averaged drag coefficient and Strouhal number, the
cut-cell simulation appears to be in range of both experiments as well as simulations done by other papers.
Nevertheless, none of the papers that we have cited have provably stability.
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We have developed and tested a new cut-cell method for incompressible Navier–Stokes equations. It is
important to note that for cut-cells with corners, the discretization is the same as grid-aligned cut-cells and
we have derived the formulation in Appendix C. Using staggered Cartesian grid and Morinishi’s notation [19],
we extend Morinishi et al.’s work for the application on simulating flows over complex geometries. This
symmetry preserving cut-cell discretization, is to the best of our knowledge, the first to have mathematically
provable stability for arbitrary complex geometries. In Cheny and Botella’s paper [42], “special cases” have
to be taken into account individually and hard-coding is required for treatment of boundaries depending
on how the cells are cut. In 2D, there exist 24 special treatments and in 3D, it goes up to 28. This makes
implementation difficult and impedes the code from being able to handle arbitrary geometries. With this
project, we developed a mathematical framework, which generalizes trivially to higher dimensions and also





Numerical simulations are an indispensable means with which to study and model turbulent flows. It has
been shown that high-order numerical methods have superior resolving power, higher computational intensity,
and lower error on a given grid relative to lower order numerical methods [60]. When finite difference methods
with centered schemes are used, there is no numerical dissipation; however, the under-approximation of the
physical dissipation at the smallest scales supported by the grid can lead to unwanted numerical oscillations
that corrupt the solution or potentially destabilize it [57]. Several investigators have proposed numerical
regularization approaches to remove the unwanted oscillations without compromising the accuracy the
better-resolved scales. Examples include explicit and implicit filtering, artificial viscosity, and hyperviscosity
methods [61, 52, 85]. These methods work very well on periodic domains but often become unstable when solid
boundaries are present. In this dissertation, we propose an alternative filtering approach that is simultaneously
high-order and provably dissipative for bounded domains.
We have turned to B-spline (basis spline) methods to represent the functions to be filtered. B-splines have
minimal support with respect to a given degree, smoothness and domain partition. The B-spline operator is
compactly banded and is computationally efficient. Many authors [43, 44, 17, 46, 47] have examined B-spline
methods, including their application in solving the Navier-Stokes equations. Our goal is to extend the features
of the B-spline method and develop a high resolution, high wavenumber, dynamic filtering technique which
stabilizes the numerical simulation.
9.1 Motivation
A key application we envision for the filter is turbulence simulation, which is challenging because of its
broad range of scales, so it particularly benefits from spatial discretizations with high resolution. In contrast
to finite-difference methods, spline methods use functional expansions with a set of local basis functions
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that provide a straightforward way to implement boundary conditions and preserve smoothness of the full
solution, not just within elements. Yet B-spline operators are also compactly banded with the number of bands
proportional to order of accuracy [49], and their piecewise character suppresses Runge’s phenomenon [50].
This part of the dissertation will focus mainly on the theory and demonstration of a B-spline filter, and we
refer the reader to D for a summary of their key features, used to derive a filter based on B-spline discretization.
We will show that B-spline-based filters compare favorably with other numerical stabilizing techniques, such
as popular finite-difference filter schemes. As with any form of filtering or artificial dissipation scheme, there
is freedom to choose how much filtering or dissipation one would like to add. A key feature of the method is
that this amount can be chosen and adjusted dynamically based on a useful criterion. This dynamic filtering










By requiring that the interpolating function passes through the field at a finite number of points {xj} yields
the spline coefficients ~α = [α1, α2, . . . , αN ]
T given by
~α = B−1~u, (10.2)
where B ∈ RN×N is the basis matrix
Bi,j = Bj(xi), i, j = 1, . . . , N, (10.3)
and the data vector is ~u = [u(x1), u(x2), . . . , u(xN )]
T .
High-order discretizations can artificially amplify (usually) high-wavenumber numerical oscillations due to
aliasing mechanisms [102]. With insufficient grid resolution, these can become pronounced and destabilizing.
The goal of our B-spline filtering technique is to achieve accuracy and efficiency in the numerical solutions
with minimal impact on solution fidelity. This is pursued by modifying (10.2),
U = min
~α
{‖~u−B~α‖22 + λ2~αTP~α}, (10.4)







j (x) dx, i, j = 1, . . . , N, (10.5)
and where B(p) is the p-th derivative of the B-spline. The terms in the objective function U have clear interpre-
tation: the first ‖~u−B~α‖22 quantifies how well the B-spline representation, with coefficients ~α, approximates
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the pre-filtered numerical solution ~u, and the second term ~αTP~α ≡
∥∥B(p)~α∥∥2
2
quantifies the regularity of
the solution. It controls the norm of B(p)~α, which is a measure of the p-th derivative of the field ~u(x) so as
to suppress the spurious high-wavenumber components. The balance between the two is controlled by λ2.
Large λ prioritizes the minimization of the norm
∥∥B(p)~α∥∥2
2
, and small λ prioritizes fitting the pre-filtered
numerical solution. The specific role and choice of λ will be further evaluated in sections 12.1 and 13.






Contrasting (10.2) and (10.6), we see that the filtering scheme is equivalent to the application of a linear
operator A(λ) to ~u, yielding






Central to the formulation is the penalty matrix P, which is composed of derivatives, as seen in (10.5). The
role of P is most clear when P = I. In section 10.2.1, we use P = I to describe the operation based on a
spectral description. After that, a penalty matrix based on derivative operators, which has greater utility,
is described in section 10.2.2. In general, higher derivatives target higher wavenumbers, which focuses the
action more closely on smaller-scale features. However, its properties will be significantly better than simple
application of high-order derivative hyperviscosity.
10.2.1 P = I penalty matrix
In this case, the Tikhonov regularization [87]
min
~α
{||~u−B~α||22 + λ2||~α||22}, (10.8)
can be described by a singular value decomposition (SVD). Inserting the SVD of B = EΣCT into (10.8) and























1, σi  λ,
σ2i /λ
2, σi  λ,


























Figure 10.1: Filter factors (10.9) for the identity penalty matrix plotted against singular values [88].
For σi  λ, ϕ[λ]i → 1 so the corresponding SVD components contribute nearly fully to ~αλ, and hence are
essentially unfiltered; for σi  λ, the corresponding SVD components are damped or filtered.







with specific p-th derivative of the B-splines given in (D.3). The previous case is an example of a spectral
filtering algorithm in the SVD basis of B. The main change here is that the spectral filtering algorithm is
in a different basis. This requires a generalized singular value decomposition (GSVD) [96] to simultaneously
decompose both B and B(p), which provides a joint decomposition of both matrices based on their common
right singular vectors ~c ′i. The corresponding left singular vectors are ~a
′
i and






are such that their ratios σ′i/µ
′
i are the generalized singular values. The right singular vectors ~c
′
i provide the







































Like the simpler P = I filter factors in (10.9), these filter the part of the solution associated with small σ′i.
In section 12, this will be quantified in terms of wavenumber-based transfer functions.
10.3 Contractiveness of filter
The filter operator A in (10.7) can be viewed as the product of B and (BTB + λ2P)−1BT . To demonstrate
that the filter is contractive, we show that each one of these is contractive separately. First, the recursive
formula in (D.1) gives a normalized spline matrix such that each row in B sums up to 1. Using the Gershgorin
circle theorem [103], we know that all eigenvalues of B are ≤ 1, and hence B is contractive. Secondly, the
filter factors in (10.10) are the singular values of (BTB + λ2P)−1BT and by their form are ≤ 1. Hence the
filter is always dissipative, whatever λ or P are selected.
10.4 Higher dimensions
In two-dimensions, the unfiltered B-spline coefficients are
~α = B−1~u,
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where B = B(x) ⊗ B(y) and ⊗ is the Kronecker product. Application of the filter follows from the one-
dimensional procedure in (10.6):
~̂α =
((











with penalty parameters λ2x and λ
2
y. Formulations for higher dimensions follows directly; implementation
details are discussed in sections 13 and 14.
10.5 Vector penalty parameters
A further generalization is to introduce a vector penalty parameter ~λ in place of the scalar λ. For convenience,
we restate the minimization problem in (10.4). The B-spline coefficients are now chosen to minimize
||~u−B~α||22 + ~αTΩ~α,
where previously for the scalar penalty,
Ω ≡ λ2P,
and now for the vector penalty,
Ω ≡ LPL,
where L = diag(~λ). The vector provides more flexibility to the filtering scheme by giving each basis function











We discuss how to dynamically select the elements of ~λ in section 13.
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Chapter 11
Wavenumber analysis and comparison
with finite-difference filter schemes
In this section, we discuss the B-spline filter in the context of a wavenumber-selective transfer function for
comparison with existing methods. Further, this section focuses on the scalar parameter λ; in section 13 the
selection and impact of the vector parameter ~λ is given.
11.1 Wavenumber analysis: degrees of freedom to control
filtering
There exists two degrees of freedom in the B-spline filter scheme to control the amount of filtering:
1. the scalar penalty parameter λ, discussed in section 12.1.1 and,
2. the derivative order p in the penalty matrix B(p) discussed in section 12.1.2.
The transfer function of the filtering operation will be used to show how these degrees of freedom can enable
the filter to narrowly target the undesirable high-wavenumber sinusoidal components of numerical solutions
without affecting the low wavenumber components.
11.1.1 Wavenumber analysis: varying penalty parameter
We anticipate that for small λ will filter fewer singular values components and therefore would be closer to a
low pass filter, and larger λ will filter more singular value components and therefore would damp more low
wavenumber components.
The transfer function is computed by applying the complex exponential exp(ik∆x) to the filtering operator
A in (10.7) and dividing it by the complex exponential. The modulus of this result in Fig 12.1 shows how
the transfer function changes as λ varies. It is important to note that the transfer function does not get
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8th order B-spline (B(6), λ2 = 10−1)
8th order B-spline (B(6), λ2 = 10−2)
8th order B-spline (B(6), λ2 = 10−3)
8th order B-spline (B(6), λ2 = 10−4)
Reference
Figure 11.1: Transfer function of 8th order B-spline filter (6th derivative penalty matrix) with varying penalty
parameter.
any sharper in fig. 12.1 when λ2 goes below 10−6 because the smallest singular values of the filter operator
A in (10.7) is ≈ 10−6. In a numerical simulation, we would like for the filter to have a larger λ when the




Wavenumber analysis and comparison
with finite-difference filter schemes
The proposed B-spline filters can be analyzed in the context of a wavenumber-selective transfer function for
comparison with commonly used methods. This section focuses on the scalar parameter λ; in section 13 the
selection and impact of the vector parameter ~λ is analyzed.
12.1 Wavenumber analysis: degrees of freedom to control
filtering
There are two parameters that control the filtering:
1. the scalar penalty parameter λ, which is discussed in section 12.1.1 and,
2. the derivative order p in the penalty matrix B(p), which is discussed in section 12.1.2.
The transfer function of the filtering operation will be used to show how these degrees of freedom can target
the filter to high wavenumber components of numerical solutions.
12.1.1 Penalty parameter λ
We anticipate that small λ will filter fewer singular value components and therefore would be closer to low pass
filter, whereas larger λ will filter more singular value components and therefore damp more low wavenumber
components. The transfer function is computed by applying the filtering operator A in (10.7) to exp(ik∆x)
and dividing it by exp(ik∆x). Figure 12.1 shows how the transfer function changes with λ. It is important to
note that the transfer function would be negligibly sharper in Figure 12.1 for λ2 < 10−6 because the smallest
singular values of operator A in (10.7) is approximately 10−6 for this case.
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8th order B-spline (B(6), λ2 = 10−1)
8th order B-spline (B(6), λ2 = 10−2)
8th order B-spline (B(6), λ2 = 10−3)
8th order B-spline (B(6), λ2 = 10−4)
Reference
Figure 12.1: Transfer function of 8th-order B-spline filter (6th-derivative penalty matrix) for labeled penalty
parameter value.
12.1.2 Penalty matrix derivative order
Figure 12.2 shows that in the penalty matrix, higher derivatives better target high-wavenumber components,
yielding a sharper transfer function. The B-spline discretization is such that for a degree-d B-spline, its
derivative operators will always have d + 1 bands regardless of derivative order. As such, it will generally
be best to use the highest derivative available for a given d. For instance, an 8th-order (degree-7) B-spline
should use p = 6.























8th order B-spline (B(2), λ2 = 10−6)
8th order B-spline (B(4), λ2 = 10−6)
8th order B-spline (B(6), λ2 = 10−6)
Reference
Figure 12.2: Transfer function of 8th-order B-spline filter (λ2 = 10−6) with varying derivative order.
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12.2 Comparison with hyperviscosity methods
Hyperviscosity methods [85] stabilize the numerical simulation by adding terms like C ∂2m/∂x2m directly
into the governing equations, where C is a scalar that controls the amount of dissipation and m > 1 such that
it occurs in a form beyond standard second-order viscosity. The proposed method has a similar expression
at is core, which warrants comparison.
12.2.1 Transfer function for the advection–diffusion equation






























where û is the filtered solution, which is obtained from (10.14). Barone and Lele [86] proposed a hyperviscous















di (uj−i + uj+i) . (12.4)
Matching coefficients in the Taylor series expansions yields
αd = 3, d0 = 80, d1 = −60, d2 = 24, d3 = −4. (12.5)
The effect of the addition of the hyperviscous term on the error estimate for a finite-difference scheme can





−ik − k2 + φ(k∆x)
]
ũ+ εt, (12.6)






αd + 2 cos(k∆x)
. (12.7)
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In order for φ(π) = 1, C is chosen to be 1/256. Although C can be selected based on other criteria [61, 52, 85],
it must be set specifically for φ(π) = 1.
In order to compare the hyperviscosity methods of (12.2) and solution filtering of (10.7), we plot the transfer
function of the hyperviscous term for B-spline sixth derivative (choosing C = 9/500 so φ(π) = 1), and
compare to the B-spline filter scheme with B(6) penalty matrix. Figure 12.3 compares a p = 6 filter with both
compact finite-difference and B-spline discretization, with this hyperviscosity. The hyperviscosity methods
have similar transfer functions, whereas the B-spline filter is sharper. For hyperviscosity methods, the sixth
derivative plays the role of biasing the transfer function towards the high wavenumber end of the spectrum
due to the k6 scaling in spectral space. The new filter scheme is based on this for B(6), but includes the
additional goodness-of-fit term ||~u−B~α||22 and the regularity term ||B(p)~α||2, which are responsible for the
difference. In short, both hyperviscosity methods and B-spline filter scheme uses the derivative term, but the
B-spline filter do not solely rely on the derivative term.























Hyperviscosity compact 6th derivative
Hyperviscosity B-spline 6th derivative
B-spline filter with B(6) penalty matrix and λ2 = 10−6
Reference
Figure 12.3: Transfer function comparison between hyperviscosity methods and B-spline filter of the sixth
derivative.
12.3 Leading order error term
In this section, we will derive the leading order term in the B-spline filter scheme using the linear advection
equation as an example. Consider the general evolution equation,
∂tu = R0(u) +R1(u),
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where R0(u) = −c∂xu and R1(u) is the leading order term. Let Dx be the discrete derivative operator













A detailed derivation of (12.8) can be found in E.1. The first term in (12.8) is R0(u) and the second term is
the leading order term that results from the B-spline filter. Without loss of generality, we will assume that
the penalty matrix, P is constructed with 4th derivatives and we will analyze this leading order term with
order analysis. First, B−1û gives us the pre-filtered B-spline coefficients, ~α. Multiplying by Ω = LPL where
P =
∫





gives us the filtered
coefficients of ∆x (∂xxxx)
2. Multiply by B to get the filtered data. We then apply the derivative Dx on the
filtered coefficients. This gives us the leading term of order ≈ (∂xxxx)2.





which is present in the leading order term, cannot be further simplified such that the derivative term is on
its own. Both methods are similar in the sense that the leading order term involves even derivatives being
added to the governing equation. However, the resulting leading order term in (12.8) is the square of an even
derivative whereas the leading order term in hyperviscosity methods is an even derivative. The two methods
will have leading order term of the same order if Ω = LP1/2L.
12.4 Comparison with finite-difference filters
We compare the new B-spline filter with finite-difference filter schemes based on compact methods and
optimized explicit stencils. For specificity, we show results for 9-point stencils, though these are representative
of different filter widths.
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Scheme a0 a1 a2 a3 a4
2nd-order 12 + α
1

















16 − α8 − 1128 + α64
Table 12.1: Interior compact filter stencils [57].
12.4.1 Compact filters
A widely used class of filters has stencils of the form,





(ui−n + ui+n) , (12.9)
where û is the filtered solution, and α is a free parameter that must satisfy −0.5 < α < 0.5. For α = 0,
the scheme is explicit. Detailed spectral responses are reported elsewhere [57]. For standard coefficients in
table 12.1, we compare the transfer functions of the new B-spline filter, explicit filter schemes, and tridiagonal
compact schemes in Figure 12.4. We see that in the periodic domain, the compact filter scheme is modestly
better able to target high-wavenumber components than the B-spline filter as α gets closer to 0.5 for the
same order of accuracy. However, we will see in section 12.5 that all compact filter schemes using standard
closures in bounded domains results in numerical amplifications and dispersive errors, and hence possible
numerical instability. The B-spline filter requires no such closures and is numerically stable in both bounded
and periodic domains.























8th order explicit (α = 0)
8th order compact (α = 0.49)
8th order B-spline (B(6), λ2 = 10−1)
8th order B-spline (B(6), λ2 = 10−6)
Reference
Figure 12.4: Transfer function comparison between B-spline filter and finite-difference filter.
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12.4.2 Optimized finite-difference filters
The next comparison is with the optimized finite-difference filters of the form





(ui−n + ui+n) . (12.10)
These methods are constructed by sacrificing the formal convergence order that can be achieved with a
particular stencil in favor of error behavior for finite resolution. Table 12.2 reproduces the coefficients of the
popular optimized finite-difference filter schemes of Bogey and Bailly [58]. In Figure 12.5, we see that the
optimized scheme is more dissipative than the 8th-order B-spline filter scheme for λ2 & 5× 10−3.






Table 12.2: Interior optimized finite-difference filter stencils [58].
























8th order B-spline (B(6), λ2 = 10−1)
8th order B-spline (B(6), λ2 = 10−6)
8th order B-spline (B(6), λ2 = 5× 10−3)
Reference
Figure 12.5: Transfer function comparison for the proposed family B-spline filter and a common optimized
finite-difference filter [58].
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12.5 Comparison with finite-difference filters in bounded
domains
A strength of the proposed filters is its uniform formulation near domain boundaries, which is not shared by
finite-difference schemes. We evaluate the B-spline method against finite-difference methods expressed in the
form
~̂u = F~u, (12.11)
where stencils of (12.9) and (12.10) constitute F . For linear stability, the spectral radius of F must be
non-amplifying (≤ 1). The real part of the eigenvalues of F specify the transfer function, while the imaginary
components quantify dispersion. A ideal, non-dispersive filter has zero imaginary components. For compact
filter schemes, where DI ~̂u = DE~u,
F = D−1I DE ,
where

1 0 0 . . .
α 1 α 0 . . .
















1 0 0 . . .
b1,0 b1,1 b1,2 b1,3 b1,4 b1,5 b1,6 b1,7 b1,8 0 . . .
b2,0 b2,1 b2,2 b2,3 b2,4 b2,5 b2,6 b2,7 b2,8 0 . . .
b3,0 b3,1 b3,2 b3,3 b3,4 b3,5 b3,6 b3,7 b3,8 0 . . .






















12.5.1 Comparison with compact filters
There are two common strategies to form near-boundary stencils for compact filter: use narrower and lower-
order centered stencils as the boundary approached or use high-order one-sided stencils [57]. The centered
approach preserves symmetry of F and so introduces no imaginary eigenvalue components. However, such
a filter scheme does not preserve the order of convergence, which might diminish accuracy near boundaries.
For high-order, one-sided boundary stencils, compact filter schemes can preserve high-order, but at risk of
jeopardizing numerical stability due to numerical amplification and numerical dispersion errors. We consider
the low-order centered boundary stencils in table 12.1, and the 4th-order, 6th-order, and 8th-order one sided
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br,3 − 516 + 5α8 − 516 + 5α8 516 + 3α8 − 732 + 7α16 732 + 9α16 2532 + 7α16
br,4
15









br,5 − 332 + 3α16 332 − 3α16 − 732 + 7α16 732 − 7α16 − 732 + 7α16
br,6
1
64 − α32 − 164 + α32 764 − 7α32 − 764 + 7α32 764 − 7α32
br,7 − 132 + α16 132 − α16 − 132 + α16
br,8
1
256 − α128 − 1256 + α128 1256 − α128
Table 12.3: 4th-order, 6th-order, and 8th-order compact boundary stencils [57]
In table 12.4, we see that the B-spline filter has real valued eigenvalues all within the unit disk, which
guarantees linear stability and zero dispersion. In contrast, the high-order boundary compact stencils have
amplifying eigenvalues. There are also dispersion errors. The 2nd-order centered boundary stencils are linearly
stable, though with diminished convergence compared to the B-spline filter.
Scheme Min Real Max Real Min Imag Max Imag Min Mag Max Mag
8th-order B-spline 0.000000 1.000000 0.000000 0.000000 0.000000 1.000000
Compact, 8th-order boundary 0.000000 1.000426 −0.160302 0.160302 0.000000 1.000426
Compact, 6th-order boundary 0.000000 1.000213 0.071284 −0.071284 0.000000 1.000213
Compact, 4th-order boundary 0.000000 1.000074 0.000000 0.000000 0.000000 1.000074
Compact, 2nd-order centered 0.000000 1.000000 0.000000 0.000000 0.000000 1.000000
Table 12.4: Minimum and maximum eigenvalues for B-spline and compact filter schemes.
12.5.2 Comparison with optimized finite-difference filters
We also compare to all the interior and boundary combinations reported by Bogey and Bailly [58], and







where G is the transfer function, φG is the argument of the frequency response function, and the constant
α ∈ [0, 1] is a parameter. Though many of these schemes are linearly unstable, they have been used successfully,
presumably because of finite physical viscosity or other slight stabilizing factors in the applications [104, 105].
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4th-order (9 pt) 2nd-order (11 pt) 4th-order (13 pt)
a0 0.243527493120 0.215044884112 0.190899511506
a1 −0.204788880640 −0.187772883589 −0.171503832236
a2 0.120007591680 0.123755948787 0.123632891797
a3 0.045211119360 −0.059227575576 −0.069975429105
a4 0.008228661760 0.018721609157 0.029662754736
a5 −0.002999540835 −0.008520738659
a6 0.001254597714










br,0 −0.057717512738 0.032649010764 −0.085777408970 0.032649010764
br,1 0.199278374994 −0.143339502575 0.277628171524 −0.143339502575
br,2 −0.292668277650 0.273321177980 −0.356848072173 0.273321177980
br,3 0.244537361546 −0.294622121167 0.223119093072 −0.294622121167
br,4 −0.134605018019 0.186711738069 −0.057347064865 0.186711738069
br,5 0.056184263460 −0.062038376258 −0.000747264596 −0.062038376258
br,6 −0.015009191593 0.007318073189 −0.000027453993 0.007318073189
Table 12.6: 2nd-order optimized boundary stencil I [58] and boundary stencil II [59]












Table 12.7: 2nd-order optimized boundary stencil (Berland, Bogey, Marsden and Bailly 2007) [59]
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For symmetric interior stencils, only one set of stencils is found by for the 9-point, 11-point and 13-point
stencil [58]. Two stencils are available for r = 1 and r = 2 and are reproduced in table 12.6, while the one
set for r = 3, 4 is shown in table 12.7. Since there exists two choices for r = 1 and 2, this labeling identifies
the stencil. Table 12.8 shows that none of the schemes concurrently satisfies (i) exact linear stability and (ii)
zero imaginary eigenvalues.
Scheme Min Real Max Real Min Imag Max Imag Min Mag Max Mag
9pt-I 0.000000 1.000000 −0.000413 0.000413 0.000000 1.000000
9pt-II 0.000000 1.000000 −0.000349 0.000349 0.000000 1.000000
11pt-I 0.000000 1.000025 −0.000819 0.000819 0.000000 1.000025
11pt-II 0.000000 1.000005 −0.000892 0.000892 0.000000 1.000005
13pt-I 0.000000 1.005975 −0.000487 0.000487 0.000000 1.005975
13pt-II 0.000000 1.005975 −0.000575 0.000575 0.000000 1.005975
Table 12.8: Minimum and maximum eigenvalues with boundary stencils I & II from tables 12.6 and 12.7,
where scheme 9pt-I refers to 9-point interior from table 12.5 with boundary stencil I.
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Chapter 13
Generalized Cross Validation (GCV):
choice of penalty parameter
We have demonstrated that the penalty parameter λ sets the threshold below which singular values are
filtered. However, the ideal penalty parameter is likely case dependent. In this sense, it is similar to typical
filter parameters [60] and artificial dissipation coefficients [61]. One choice for selecting λ is to minimize the










The numerator is the mean-squared difference due to the filter. Reducing this suppresses over-filtering. The
denominator can be interpreted as the dimension reduction caused by the filter. The first term tr(I) = N is
the dimension of ~u and tr(A(λ)) can be interpreted as the dimension of the filtered solution ~̂u [56]. Together,
these components seek a low-dimensional yet well-fitted representation. The efficacy of the corresponding
optimized λ for solving of partial differential equations is demonstrated in section 14. To the best of our
knowledge, this has not been implemented for partial differential equations.
In the following subsections, we introduce algorithms for computing V (λ), V (~λ), and their corresponding
derivatives with respect to λ and ~λ. These algorithms provide an efficient means to compute the objective
function and its derivatives, and are compatible with any derivative-based optimization routine. In our
demonstrations in 14, Newton’s method is used. The algorithm in section 13.1, for optimize λ uses pre-
computed singular values and vectors to avoid runtime matrix inverses and operator reconstructions. In
section 13.2, we design an iterative method for ~λ (and show its advantages in section 14).
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13.1 GCV optimization for scalar λ
Recall from section 10.1, that A(λ) is N ×N , such that
~̂u = A(λ)~u. (13.2)
The scalar penalty parameter GCV objective function V (λ) can be expressed






























, which are formulated in following
subsections. For illustration, the algorithm is constructed in two dimensions; generalization to other dimensions
follows directly. In two dimensions, a Kronecker product allows the B-spline filter to be expressed as
~̂u = (A1 ⊗A2)~u, (13.5)
where Ai = Bi
(
BTi Bi + λ
2Pi
)−1
BTi with i = 1, 2 indicating the x1 and x2 directions. Since the solution
~u generally evolves in the course of a PDE solution, a direct implementation would require the operator
BTi Bi + λ
2Pi to be reconstructed every time step, which would incur potentially significant expense. In the
following sections, we derive an algorithm that avoids this.
13.1.1 GCV identities for scalar λ











where the superscript−1/2 is an element-wise squared root of the inverse, Ui is the matrix of eigenvectors




Ui and Σi = {I + λidiag(si)}−1, the filter
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which does not depend on the evolving λ or ~u. With further manipulation, ~̂u from (13.5) can be constructed
as
~̂u = (S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u, (13.7)
where ~̃u = (S1 ⊗ S2) ~u.
13.1.2 Evaluation of V1(λ)
In V1(λ), the main function to be evaluated is∥∥∥~u− ~̂u∥∥∥2
2
= (~u− ~̂u)T (~u− ~̂u)








This requires one SVD, which can be pre-computed, and two run-time computations: an outer product of
diagonal matrices, Σ1 ⊗ Σ2, and an inner dot product of ~uT~u. Note that Σi = {I + λidiag(si)}−1 is the
only operator that changes with the λi for each dimension. Thus, (13.8) allows for the evaluation of V1(λ),
without matrix construction or inversion.
13.1.3 Evaluation of V2(λ)
The trace of a matrix is a linear operation, hence in two-dimensions
V2(λ) = tr(I−A)
= N − tr(A1)tr(A2). (13.9)







where si,k is the k-th element of the vector of eigenvalues si.
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13.1.4 Evaluation of dV1/dλ





















where dAi/dλ = −BQ−1i (dQi/dλ) Q−1i BT from differentiating (13.6). This can be readily evaluated from
the following components: V1 is given in (13.8), Ai is given in (13.6), and dAi/dλ contains dQi/dλ = 2λP,
which is a simple scaling of a matrix, and Q−1i = S̃iΣiS̃
T
i , from which S̃i can be precomputed. Thus, again,
Σi is the only operator that changes. Since it is diagonal, both memory and computational effort are small.
With pre-computed singular values and vectors, no operator construction or inversion is required.
13.1.5 Evaluation of dV2/dλ








































where Q̃ = BiQ
−1
i . Recalling that dQi/dλ = 2λPi,




where ti is the vector of eigenvalues of Pi,j and ti,k is the k-th element of ti.
13.1.6 Summary
Efficient evaluation of the objective function V (λ) and its derivatives
dV
dλ
makes it compatible with any
derivative-based optimization method. Efficiency came via the use of precomputed singular values and vectors
to avoid inverses and reconstruction of matrices. The actual cost is shown to be small with the numerical
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tests in section 14.
13.2 GCV optimization for vector ~λ
As for the vector ~λ case, there exists a N ×N matrix A(~λ) such that
~̂u = A(~λ)~u. (13.14)
The GCV objective function V (~λ) for the vector penalty parameter is














































, for all k ∈ [1, N ]. In two dimensions,
a Kronecker product allows the filtering to be expressed as












and L = diag(~λ) and ◦ indicates a Hadamard (elementwise) product. In a straightforward implementation,
the operator BTi Bi +
~λ~λTPi would be reconstructed every time step. The major differences between the
scalar and the vector penalty parameter lies in Ai: the Hadamard product prevents the factorization of P
out of the inverse (13.18). Consequently, changes in ~λ changes the entire A1—it is not simply a rank-one
update because of the Hadamard product—which precludes pre-computation of key components as for scalar
λ. Nevertheless, based on anticipated values of ~λ, ~λ~λT will be small, and changes little from one time step to
the next. Numerical experiments in section 14 confirms that ~λ~λT ≈ 10−4 and that it will change little from
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cheaply, starting from a good approximate inverse.
13.2.1 Approximate Ai






and starting from V0 = Q−1n−1, the iterator
Vk+1 = Vk
(
3I− 3WVk + (QVk)2
)
, k = 0, 1, 2, . . . , (13.19)
provides Q−1n ' Vk with cubic convergence [101]. Numerical results in section 14.4 show that only 1 to 2
iterations provide convergence to machine precision for 8-byte real numbers.






and using Ai in (13.17) with appropriate matrix identities yields
~̂u = (B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u, (13.21)
where ~̃u = (B1 ⊗B2) ~u. This then can be used to optimize ~λ for the GCV.
13.2.2 Evaluation of V1(~λ)
In V1(~λ), the main function to be evaluated is∥∥∥~u− ~̂u∥∥∥2
2
= (~u− ~̂u)T (~u− ~̂u)
= ~̂u~̂u− 2~̂uT~u+ ~uT~u
=






where Q̃i = BiQ
−1
i . Run-time computations required one inner dot product of ~u
T~u and a matrix–vector
multiplication, ~̃uT (Q̃1 ⊗ Q̃2). Since Q̃i is symmetric, we can apply matrix identities and perform the first
of these with one-dimensional operators, which is inexpensive. Note that Q−1i , calculated via (13.19), is the
only operator that changes with ~λ.
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13.2.3 Evaluation of V2(~λ)
The trace operation is linear, so
V2(λ) = tr(I−A)
= N − tr(A1)tr(A2).














13.2.4 Evaluation of dV1/d~λ






















~u, ∀k ∈ [1, N ],
we follow (13.20) and (13.22) to evaluate V1(~λ) and Ai(~λ). For this, we require an algorithm for the evaluation
of dAi/dλk, where λk is the k-th element of ~λ. We apply standard matrix identities related to the derivative








This requires dQi/dλk, which is
dQi/dλk =

2Plmλk, if l = m = k,
Plmλk, if l = k or m = k,
0, otherwise,
(13.25)
where Plm is a component of P.
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is quickly evaluated by using the fact that Qi and its inverse are
symmetric, so







, ∀k ∈ [1, N ], (13.26)
where dQi/dλk is form (13.25).
13.2.6 Summary
Similar to the scalar λ case, efficient algorithms for evaluating the objective function V (~λ) and its derivatives
dV
d~λ
are proposed. These algorithms are also compatible with any derivative-based optimization method. The
algorithm presented, depends on an iterative method which relies on a good approximation for computing





A B-spline pseudospectral method is implemented for the discretization of several example partial differential
equations. The reader is referred to D for further details. We first consider a one-dimensional Burgers’ equation
in section 14.1 and compare numerical results for B-splines discretization without the filter, with a constant
λ, with the optimized scalar filter, and with the optimized vector filter. This is then generalized to two-
dimensions in section 14.3. This is followed by the three-dimensional compressible Navier–Stokes equations
for the turbulent channel flow. Turbulence statistics are compared with trusted data from literature [1, 68].
14.1 One-dimensional Burgers’ equation
14.1.1 Governing equation
The Burgers’ equation is
ut + uux = νuxx, (14.1)
where (x, t) ∈ [0, 2π]× [0, T ], with periodic boundary conditions, u(0, t) = u(2π, t), and the initial condition,
u(x, 0) = sech[4(x− π)], where T = 4.0,∆t = 10−3, and ν = 0.01. The objective is to demonstrate how the
B-spline filter performs in the presence of a steep feature, particularly its effectiveness at controlling nonlinear
aliasing errors. All cases use use N = 32 collocation points. An accurate reference solution is simulated with
N = 256 points.
Figure 14.1 show the solutions at t = 4.0. It is clear that without filtering, there are significant numerical
oscillations near the shock. The adaptive vector filter is seen to best suppress the difference from the
reference solution. It also removes the least energy, with most of it removed by the physical viscosity, as




i − û2i ). The scalar filter shows continuous
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(b) Zoom figure of red enclosed region in (a)
Figure 14.1: One-dimensional Burgers’ solution using degree-7 B-splines.
removal of energy, even when the solution is smooth and would not require it, and later when it becomes
obviously under-resolved. The optimized λ and ~λ filter activate during the simulation.


















Constant scalar, λ2 = 10−6
Figure 14.2: Time evolution of energy removed for the one-dimensional Burgers’ equation.
Such triggers or switches are common, such that dissipation is added only when necessary. Pirozzoli [99]
suggested a switch based on the criteria |u(xj+1 − u(xj)| < β for a selected β to determine, and Adams and
Shariff [98] used a similar condition together with a test for local maximum. Brés et al. [97] implemented
the hybrid switch developed by Hill and Pullin [100], which measures the variance over the smoothness of
candidate stencils to detect the presence of discontinuities. The B-spline vector filter is triggered based on
the GCV for localized dissipation. It is based on the spectral regularization algorithm and the singular values
of the filter operator.
In Figure 14.3, the difference between the pre- and post-filtered solution at t = 4 is measured. At this time,
the constant λ filter removes the least amount of energy from the simulation though it has been active for
the entire simulation, and overall it has removed the most. The vector filter better localizes the dissipation
at the steep feature than the optimized λ filter.
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Constant scalar filter, λ2 = 10−6
Optimized λ filter
Optimized ~λ filter
Figure 14.3: Difference between pre- and post-filtered solution at t = 4 between the different schemes.
14.2 One-dimensional decaying Burgers’ turbulence
In order to evaluate the behavior of the B-spline filter scheme, the one-dimensional Burgers’ turbulence
problem is considered first because of its simplicity as a model problem for three-dimensional turbulence.
The Burgers’ equation with its quadratic nonlinear interaction and Laplacian dissipation mechanism makes
it a simple model for fluid equations and hence a suitable starting test bed for turbulence problems. We run
the case of one-dimensional Burgers’ equation with periodic boundary conditions, for t ∈ [0, 0.1],∆t = 10−5,
ν = 5× 10−4.
14.2.1 Initial conditions
The initial condition of the decaying Burgers’ turbulence problem [95] is given by an initial energy spectrum
E(k) = Ak4 exp(−(k/k0)2),







to ensure a total energy
∫
E(k)dk = 1/2 at the initial condition and parameter k0 = 10 is the wavenumber
at which the peak value of energy spectrum is obtained. The initial velocity field u(x, 0) is then obtained by
the inverse Fourier transform of the following
ũ(k) = |ũ(k)| exp(i2πΨk),
where |ũ(k)| =
√
2E(k) and Ψk is a random number between 0 and 1 assigned to each wavenumber. All




For each grid resolution (256, 1024 and 4096 points), we run three test cases: unfiltered simulation, B-splines
with optimized scalar filtering, and B-splines with optimized vector filtering. The energy spectra obtained
from each of the simulations are compared to the DNS case, which uses 32768 points. Fig. 14.4 shows that
the B-spline optimized scalar and vector filter schemes are effective for eliminating grid-to-grid oscillations,
and no pile-up phenomenon is observed, even for the coarsest grid. The optimized scalar filter scheme is more
dissipative than the vector filter scheme because the vector penalty parameter allows for greater flexibility
in penalizing numerical solutions with oscillations and is better able to impart just enough dissipation to
suppress them. A close inspection of the optimized vector filter simulations for all three grid resolutions reveals
that the vector filter case results in an energy spectrum that is somewhere in between the unfiltered case and
the optimized scalar filter case. This means that the resulting simulation will not be overly dissipative (as in
the scalar filter case) or numerically plagued with oscillations (as in the unfiltered case). A middle ground
between the two brings about a simulation which adds just enough dissipation to stabilize the numerical
solution.
14.3 Two-dimensional Burgers’ equations
To confirm ease of extension to higher dimensions, we first consider the two-dimensional Burgers’ equations
for the same formulations of the previous section.
14.3.1 Case specifics
The governing equation is
ut + (u · ∇)u = ν∆u, (14.2)
with (x, y) ∈ [0, 2π]× [0, 2π] and t ∈ [0, 1]. Boundaries are again periodic. The viscosity is ν = 1/80 and
time t ∈ [0, 1] is discretized with ∆t = 10−2. We run an under-resolved simulation with 20× 20 points to
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Unfiltered (N = 256 pts)
Unfiltered (N = 1024 pts)
Unfiltered (N = 4096 pts)
Constant, λ2 = 10−6 (N = 256 pts)
Constant, λ2 = 10−6 (N = 1024 pts)
Constant, λ2 = 10−6 (N = 4096 pts)
Optimized λ filter (N = 256 pts)
Optimized λ filter (N = 1024 pts)
Optimized λ filter (N = 4096 pts)
Optimized ~λ filter (N = 256 pts)
Optimized ~λ filter (N = 1024 pts)
Optimized ~λ filter (N = 4096 pts)
Figure 14.4: Spectra for one-dimensional decaying Burger’s turbulence at various grid resolutions using the
B-spline filter scheme.
introduce significant aliasing errors. The exact solution of 14.2 is

















which also provided the initial condition.
14.3.2 L∞ errors
In table 14.1, we can see that the vector case has the lowest L∞ error, about 0.1 times that of the unfiltered
case.
Case L∞(u) = L∞(v)
Unfiltered 2.53× 10−1
Optimized λ 2.07× 10−2
Optimized ~λ 1.57× 10−2
Table 14.1: L∞ errors of the B-spline solution two-dimensional Burgers’ at t = 1.
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14.4 ~λ convergence
For both the one-dimensional and two-dimensional Burgers’ cases, at most 2 iterations of (13.19) are needed
to converge to machine precision, taken for 8-byte representation of floating point numbers to be 10−14.
Expense can still be further reduced, given the small change in ~λ, by optimizing less frequently than each
time step (as deemed appropriate for the application).
14.5 3D compressible Navier–Stokes equations
The present simulation of the Navier–Stokes equations will help us gain an understanding on the accuracy
and effectiveness of this novel B-spline filtering technique on turbulent flow simulation. The main goal is to
show that this numerical scheme is able to stably compute and is effective in modeling compressible turbulent
flow. In sections 14.1, 14.3, we have seen that by controlling the growth of aliasing errors, there’s significant
improvement in numerical accuracy. This filtering scheme is inspired from research done in the statistical field
where the statisticians are required to remove anomaly data points and learn how to filter high wavenumber
components. This method is intuitive as it aims to minimize the weighted mean-squared error of numerical
data. The effectiveness and accuracy of this novel numerical scheme will be demonstrated in the following
sections via the computation and simulation of the turbulent channel flow. Validity of numerical results
are confirmed by comparison with existing turbulent channel flow numerical data in literature [1, 68]. The
turbulence simulation has periodic boundary condition in x1, x3 and dirichlet boundary condition in x2.
Figure 14.5: Channel flow schematic.
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14.5.1 Governing equations




































































Variables in the continuity, momentum and energy equations are non-dimensionalized by the channel half-








14.5.3 Simulation test cases
Table 14.2: Simulation parameters and comparison with literature
Present Morinishi et al. [1] Coleman et al. [68]
L1 4πH 4πH 4πH
L2 2H 2H 2H
L3 4πH/3 4πH/3 4πH/3
N1 60 120 144
N2 80 180 119
N3 60 120 80
Re 3000 3000 3000
M 1.5 1.5 1.5
Pr 0.72 0.72 0.7
γ 1.4 1.4 1.4
The test case in table 14.2 aims to give us a base understanding on how the filter works. We run a slightly
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under-resolved case with Nx1 = 60, Nx2 = 80, Nx3 = 60 and degree 7 B-splines for
 Case 1: no filtering,
 Case 2: constant scalar penalty parameter in all 3 dimensions λ2 = 10−6 and 6th derivative penalty
matrix (p = 6).
 Case 3: with optimized λ; in each of the 3 dimensions and p = 6, and
 Case 4: with optimized scalar penalty parameter in the periodic x1, x3 directions, and an optimized ~λ
in x2, and p = 6.
We compare time-averaged 1D energy spectra for all test cases with DNS data from Morinishi et al. [1]. Test
case 1 has well documented data for both the channel flow statistics as well as 1D energy spectra provided
by multiple authors. Comparing our simulations with these data gives us an understanding of how or why
the filter scheme works. We are interested to see if the B-spline filter can produce numerical solutions of high
numerical accuracy and stability at low computational cost. Test case 1.2 is chosen because it is the least
dissipative filter scheme possible for the degree 7 B-spline as shown in the section 12.1. Test cases 1.3 and 1.4
gives a nice comparison to gauge how well the scalar and vector penalty parameter performs in comparison
with regards to each other and also with respect to the non-filtered test case 1.1
14.5.4 Initial conditions
Superimpose a random velocity fluctuation whose amplitude is 10% of the mean velocity upon a laminar
parabolic Poiseuille velocity profile,
u1(t = 0) = u1max(1− (x2 − 1)2)(1 + ε),
u2(t = 0) = 0,
u3(t = 0) = 0,
where perturbation function ε is given as ε = 0.1g, where g is a random variable ranging from −1 to +1, and
maximum velocity at center of channel is set to u1max = 1.5. A uniform density field is imposed while the
temperature profile is calculated using the laminar distribution
T (t = 0) = Tw +
(γ − 1)PrM2
3
u1max(1− (x2 − 1)4), (14.10)
where Tw = 1 and is the dimensionless wall temperature. In order to ensure that all test cases are given the
same initial condition, the set of random numbers is saved and loaded for each simulation.
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14.5.5 Time integration
The time discretization scheme chosen in this simulation is the low-storage Runge-Kutta-Wray explicit third
order scheme developed by Wray [69]. The main reason for this choice is so that we may be consistent with
other channel flow literature [1, 68]. Ultimately, we are attempting to test a novel spatial discretization method,
and it would be best to have the same time discretization errors as other papers so as to keep the comparison
“clean”. Periodicity in the streamwise and spanwise directions ensures that mass and momentum should be
conserved up to the spatial discretization errors of numerical scheme. However, this time-advancement scheme
is not conservative, and conservation properties are mildly destroyed (up to the discretization error of the
time integration scheme) as the simulation marches in time. Even though we do not expect this error to be
huge, the simulation of turbulent flow requires long time integration in order to collect the flow statistics.
Given the above reasons, we have reason to believe that it would be best to employ the techniques introduced
in Morinishi’s simulation [1] in order to conserve mass and momentum.





The mass Cnmass and momentum C
n





























where C0mass and C
0
mom are mass and momentum at the initial time, and 〈·〉x1−x3 spatial average over x1
and x3 directions. These modifications are negligible after the turbulent flow becomes temporally stationary.
There exists various ways to do this, for instance, Lenormand et al. [6], who performed LES on the turbulent
channel flow, enforced mass flux conservation by modifying the body force term and reported that the mass
flux is conserved within 0.01% in the long-term integration. Morinishi et al. [1] reported that this method
presented above conserves mass and momentum to an error of ≈ 10−8.
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14.5.6 Spatial discretization
The channel half-width H = 1 such that x2 ∈ [0, 2] in our simulation. The hyperbolic tangent function in








+ 1, i = 1, . . . , N2. (14.11)
In the B-spline pseudospectral methods, it is generally common to place collocation points at the stationary
points of the basis functions [46]. Indeed there are advantages to such allocation methods. For instance,
the B-spline matrix to be inverted will be diagonally dominant, and the first derivative operator will be
skew-symmetric. However, in the wall-bounded turbulent flow, more points are required near the wall in order
to capture the small scales of the turbulent flow [71]. As such, what and where will the B-spline collocation
points be, if we were to use the hyperbolic tangent to assign collocation points. A simple example of 10
collocation points (assigned by the tanh function) with degree 5 B-spline is given in fig. 14.6. First of all,
the B-spline matrix will no longer be diagonally dominant, because the value of the spline is not the highest
at its own respective point (compared to if it were at the stationary point of its spline). The linear solve
will be harder to compute because of a slightly higher condition number, but in the grand scheme of things,
the B-spline matrix is still well-conditioned and is not rank-deficient. This is because as long as there’s one
collocation point per spline, the B-spline matrix will be of full-rank. The pseudospectral method still works
and the B-spline matrix remains compactly banded.







Figure 14.6: Hyperbolic tangent collocation points on degree 5 B-spline.
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The B-spline matrix is as follows,
B1(x
1





















where xi2 follows from (14.11) Matrix system remains banded, with non-zero values around the diagonal. All
linear algebra operations remains unchanged.
14.5.7 Order of accuracy by the Method of Manufactured Solutions (MMS)
In this section, we would like to test the order of accuracy for the B-spline filter scheme with respect to the 3D
compressible Navier–Stokes equations. Wall-normal direction uses the optimized vector penalty parameter,
and the periodic directions uses optimized scalar penalty parameters. A degree 7 B-spline discretization is
used together with a 6th derivative penalty matrix. The theoretical order of convergence (see Appendix D.3)
is d− 1, where d is the degree of the B-splines. In this MMS procedure, time-dependent boundary conditions
with high wavenumbers are defined as the manufactured solutions. All manufactured solutions will differ in
function as well as wavenumber value. Such randomness gives us the assurance that there’s no other way to
achieve the theoretical order of accuracy, other than having an error-free code.
Let the analytic manufactured solutions be as follows:
ρ(x1, x2, x3, t) = exp [sin (6πx1) + sin (8πx2) + sin (6πx3)] exp(−t),
u1(x1, x2, x3, t) = exp [sin (8πx1) + cos (6πx2) + cos (8πx3)] exp(−t),
u2(x1, x2, x3, t) = exp [cos (6πx1) + sin (8πx2) + cos (6πx3)] exp(−t), (14.12)
u3(x1, x2, x3, t) = exp [cos (8πx1) + cos (6πx2) + sin (8πx3)] exp(−t),
T (x1, x2, x3, t) = exp [cos (6πx1) + cos (8πx2) + cos (6πx3)] exp(−t),
where M = 1.5, Re = 1.0, P r = 0.72, dt = 1e−5, and (x1, x2, x3) ∈ [0, π] × [0, 2] × [0, π], t ∈ [0, 1].
Source terms resulting from these definitions are added to each of the governing equations in eqs. (14.5)-(14.7).
Periodic boundary condition in x1, x3 and time-dependent Dirichlet boundary condition in x2 defined by
analytic solution.
A close inspection of the L∞ errors will reveal that u1 and u3 has the same exact errors even though both
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Points L∞(ρ) Order L∞(T ) Order
40× 40× 40 3.58× 10−1 −−− 3.21× 100 −−−
60× 60× 60 1.45× 10−2 7.902 1.73× 10−1 7.206
80× 80× 80 1.88× 10−3 7.107 2.20× 10−2 7.162
100× 100× 100 4.15× 10−4 6.764 4.76× 10−3 6.862
120× 120× 120 1.27× 10−4 6.479 1.41× 10−3 6.661
140× 140× 140 4.85× 10−5 6.274 5.37× 10−4 6.279
160× 160× 160 2.15× 10−5 6.089 2.38× 10−4 6.099
180× 180× 180 1.05× 10−5 6.084 1.16× 10−4 6.092
Points L∞(u1) Order L∞(u2) Order L∞(u3) Order
40× 40× 40 1.14× 100 −−− 1.81× 100 −−− 1.14× 100 −−−
60× 60× 60 4.56× 10−2 7.955 1.03× 10−1 7.077 4.56× 10−2 7.955
80× 80× 80 5.49× 10−3 7.355 1.34× 10−2 7.075 5.49× 10−3 7.355
100× 100× 100 1.16× 10−3 6.937 2.93× 10−3 6.823 1.16× 10−3 6.937
120× 120× 120 3.44× 10−4 6.694 8.74× 10−4 6.642 3.44× 10−4 6.694
140× 140× 140 1.32× 10−4 6.194 3.39× 10−4 6.128 1.32× 10−4 6.194
160× 160× 160 5.92× 10−5 6.047 1.51× 10−4 6.047 5.92× 10−5 6.047
180× 180× 180 2.91× 10−5 6.018 7.42× 10−5 6.060 2.91× 10−5 6.018
Table 14.3: L∞ errors of degree 7 B-splines using MMS on three-dimensional Navier–Stokes solver.
have different analytic functions. It is perhaps important to notice that because the domain size in the x1
and x3 directions are both periodic and of the same domain length in this test, sin(8πx1) will give the same
L∞ errors as cos(8πx1). Therefore, this is not a cause for concern and in fact gives us confidence that the
coding is free from error. As such, we have verified the code as well as the order of accuracy when using
the B-spline filter scheme. This step gives us the confidence needed to explore the quality of the numerical
solution when the numerical method is applied to a real simulation – the turbulent channel flow.
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Figure 14.7: One-dimensional energy spectra for the turbulent channel flow using different variations of the
B-spline filter scheme: (a), (b), (c) streamwise, (d), (e), (f) spanwise.
In the Navier–Stokes simulations, the B-spline simulation without any filtering reveals significant aliasing
errors in both its streamwise and spanwise energy spectra. This is to be expected, because we ran the simula-
tions in a under-resolved grid configuration so as to compare the effects of filtering and specifically between
the scalar and vector filtering schemes. In figs. 14.7, it would also appear that the vector penalty parameter
(in wall-normal direction) case was able to impart just enough dissipation to the system to suppress aliasing
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errors, as compared to the optimized scalar case where excessive dissipation appears in the energy spectrum.
The constant scalar case is chosen for the simulation because it is the least dissipative configuration for the
B-spline filter. However, as can be seen here, this filter is unable to sufficiently suppress the aliasing errors.
The optimized vector penalty case appears to be most superior in terms of numerical accuracy and numerical
stability to sufficiently filter the solution such that the numerical data is stable. This is consistent with the
numerical results seen in the 1D and 2D Burgers’ test cases in sections 14.1 and 14.3, where the vector
penalty filter case proved numerically to have higher accuracy.
14.5.9 Turbulence statistics
























In this section, we compare our simulation results and compare it with the DNS simulations done by Morin-
ishi [1] and Coleman [68]. Calculation of the various flow statistics will give us a comparison on how closely
our simulation results compare with DNS. From table 14.4, it is clear that the vector penalty filter simulation
results were very close to the DNS conducted by Morinishi et al. [1] and Coleman et al. [68].
Case Reτ Rec Mc uτ/Um Cf Mt|y=H
Case 1 (unfiltered) 221 2711 1.520 0.0543 8.0× 10−3 0.0991
Case 2 (λ optimized) 220 2714 1.518 0.0536 7.9× 10−3 0.0987
Case 3 (~λ optimized) 218 2718 1.503 0.0532 7.8× 10−3 0.0964
Morinishi et al. [1] 218 2717 1.502 0.0533 7.7× 10−3 —
Coleman et al. [68] 222 2760 1.502 0.0545 8.1× 10−3 0.0969
Table 14.4: Turbuulence statistics from simulation
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14.5.10 Comparison with finite-difference filters
In section 12.5, we have seen that in bounded domains, none of the compact filter schemes [57] or optimized
finite-difference filters [58, 59] concurrently satisfied the two conditions for numerical stability (i) maximum
real eigenvalue ≤ 1 (no numerical amplification) and (ii) zero imaginary eigenvalues (no dispersion errors).
This is in contrast to the B-spline filter which has real eigenvalues bounded between 0 and 1, and zero
imaginary eigenvalues. In this Navier–Stokes test, we run the two simulation one with low Reynolds number
(Re = 300) and one with high Reynolds number (Re = 3000). The following are the initial conditions,
u1(t = 0) = u1max(1− (x2 − 1)2),
u2(t = 0) = 0,
u3(t = 0) = 0,
T (t = 0) = 1 +
(γ − 1)PrM2
3
u1max(1− (x2 − 1)4).
where maximum velocity at center of channel is set to u1max = 1.5. We run the degree 7 B-spline with 6th
derivative filter, compact boundary filters from [57], and optimized finite-difference filters from [58] and [59].
This runs t ∈ [0, 100]. We would like to see how the numerical instabilities observed in section 12.5 manifest
itself in the Navier–Stokes simulation. If any of the simulations blow up before t = 100, the time that it
blows up is recorded. All filter schemes are tested such that we can observe how the numerical instabilities
revealed in section 12.5.1 and 12.5.2 shows up in Navier–Stokes simulation.
Filter scheme Re = 3000 Re = 300
B-spline stable stable
Compact, low order centered stable stable
Compact, 4th boundary 11.43 stable
Compact, 6th boundary 10.28 stable
Compact, 8th boundary 8.11 stable
Optimized 9pt, I 13.34 stable
Optimized 9pt, II 14.37 stable
Optimized 11pt, I 6.21 stable
Optimized 11pt, II 8.46 stable
Optimized 13pt, I 4.55 stable
Optimized 13pt, II 4.13 stable
Table 14.5: Time taken (dimensionless) for code to blow up in Re = 3000 and Re = 300.
It is evident from table 14.5 that all compact filter except the low order centered stencil, and all optimized
finite-difference filters blew up in the high Reynolds number case. This is not unexpected, since in section 12.5
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we already saw that the one-sided boundary stencils in compact and optimized finite-difference filters has
numerical amplification coupled with dispersion errors. In the low Reynolds case, the viscous effects are
able to sufficiently suppress the numerical instabilities of the filters and result in a stable solution. Even
though the low order centered compact filter scheme did not blow up in the high Reynolds number case,
it is of lower-order accuracy than the B-spline filter. This test also confirms our intuition in section 12.5.1
and 12.5.2, that dispersion errors (imaginary eigenvalues 6= 0) and numerical amplifications (magnitude of
eigenvalues > 1) do indeed result in an unstable simulation and eventually blows up. This means that both
compact and optimized finite-difference filters are only suitable for simulations with low Reynolds number
while the B-spline filter which is numerically stable, can be used for both low or high Reynolds Navier–Stokes
simulations.
14.5.11 Computational time
In order to get useful insights about the utility of the B-spline filter, we need to know exactly how much
more expensive it is compared to the underlying simulation (the compressible Navier–Stokes equations). We
are going to investigate the cost by recording the time it takes per Runge-Kutta evaluation, as well as the
time per Runge-Kutta evaluation per grid point for the following cases in table 14.6. Time per Runge-Kutta
evaluation is recorded as an average over 10 dimensionless time units.
Case Time [s] Time/point (10−6) [s] Relative time
Unfiltered 1.731 6.010 1
B-spline constant scalar 1.735 6.024 1.0023
B-spline optimized scalar (x1, x2, x3) 1.881 6.531 1.0867
B-spline optimized scalar (x1, x3) + vector (x2) 2.110 7.326 1.2189
Compact, 2nd boundary 1.734 6.021 1.0017
Compact, 4th boundary 1.734 6.021 1.0017
Compact, 6th boundary 1.734 6.021 1.0017
Compact, 8th boundary 1.734 6.021 1.0017
Optimized 9pt, I 1.732 6.014 1.0005
Optimized 9pt, II 1.732 6.014 1.0005
Optimized 11pt, I 1.732 6.014 1.0005
Optimized 11pt, II 1.732 6.014 1.0005
Optimized 13pt, I 1.733 6.017 1.0011
Optimized 13pt, II 1.733 6.017 1.0011
Table 14.6: Computational time per Runge-Kutta evaluation (secs) for 60× 80× 60 grid configuration with
degree 7 B-spline with 6th derivative filter penalty matrix.
For the constant scalar penalty parameter (without any optimization to obtain the scalar, i.e. keeping a






work is simply the 2d + 1 bands in the matrix instead of the d + 1 bands from the collocation method
(where d is the degree of B-spline). Minimal increase in computational effort due to use of one-dimensional
operations (Kronecker product identities) and LU factorization (pre-computation). For the optimized scalar
penalty parameter, the increase in computational load is largely due to the optimization. A trivial increase
in computational time where time per Runge-Kutta evaluation per grid point is still less than 10−5. The
algorithm for the optimization of the scalar penalty parameter is beautiful because the algorithm makes use
of only precomputed singular values and vectors. No matrix inverses or matrix reconstruction is needed. As
for the optimized vector case, the cost of optimizing a vector of variables does increase the computational
effort quite a bit. Nevertheless, we recall from 13.2 that the penalty parameter is ≈ 10−4. This means that
the penalty parameter changes are very small. Optimizing the vector parameter for every N time steps (user-
defined parameter) could be done, in order to save costs. In our numerical experiments, we have optimized
at every time step so that we are able to observe this trend and arrive at this conclusion. The numerical
benefits for the vector penalty case is clear in sections 14.1, 14.3 and 14.5.8 and applying it in the statistically
inhomogeneous dimension of a turbulent simulation prevents over/under filtering, hence preserving the quality
of the numerical solution.
14.5.12 Cost effective use of vector penalty filter
From the one-dimensional and two-dimensional Burgers’ numerical solutions as well as the channel flow
energy spectra in fig. 14.7, we know that the vector penalty filter results in a numerical solution that is
of higher numerical accuracy. However, from table 14.6, we also know that the optimization of the vector
penalty is costly and we ask ourselves if there’s a cost effective manner with which we can utilize the vector
penalty filter. An obvious way is to optimize the vector penalty once every N time iterations while applying
the filter at every time step. To investigate the quality of the numerical solution, we plot the 1D energy
spectra comparing between N = 1, 5, 10, 20, where the optimization of the vector penalty runs every N time
steps.
Fig 14.8 tells us that even when the optimization is done only once every 10 time steps, the energy spectra
reveals that it is still able to sufficiently suppress the numerical oscillations. As such, it is possible to use the
vector penalty filter in a cost effective manner by doing the optimization once every 5 or 10 time steps, while
applying the filter at every time step. Nevertheless, as N approaches 20, it reveals that the vector penalty
filter is no longer able to sufficiently suppress the aliasing errors. The GCV optimization gives a penalty
parameter based on the fit between the pre-filtered and filtered discrete solution. Infrequent updating of the
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Figure 14.8: One-dimensional energy spectra for the turbulent channel flow, applying the filter at every time






A filtering operation, based on B-spline discretizations, is introduced to suppress oscillations common in high
fidelity turbulence simulations. The numerical results in section 14, show that both the scalar and vector
B-spline filters are effective in eliminating numerical oscillations, with no pile-up phenomenon, even for coarse
grids. Efficient algorithms are presented in section 13 for the purpose of optimization, and the numerical
results compare the performance between the unfiltered, scalar filter, and vector filter cases. There exists an
interplay between cost and performance which the user will have to decide how to approach based on the
simulation requirements. Based on the eigenvalue analysis and numerical demonstrations seen previously,
several statements can be made: (1) B-spline filter schemes are provably stable in bounded domains, unlike
finite-difference filters (see section 12.5), (2) the B-spline scalar filter has similar properties to Padé filters
(see section 12.5.1) and is recommended for simulations where flow variables are statistically homogeneous,
(3) the optimized vector filter provides greater flexibility in penalizing numerical solutions with oscillations
and is well-suited for dimensions with statistically inhomogeneous flow variables. In general, the optimized
vector filter is better able to preserve the quality of numerical solutions (see fig. 14.7) by adding just enough
dissipation to arrive at a simulation that is not overly dissipative or numerically plagued with oscillations.
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Chapter 16
Dissertation summary and scientific
contributions
16.1 Summary: Energy-conservative cut-cell method
We verify the mathematical formulation through rigorous numerical testing, by solving for the scalar advection-
diffusion equation in four different tests in chapter 6. First, we ran a simulation with the diffusion equation in
a tilted channel in order to confirm the formal order of accuracy of the Laplacian operator in the presence of
cut-cells for both Dirichlet and Neumann boundary conditions. Second, we moved on to the advection equation,
to check the formulation of the scalar convective term for both Dirichlet and Neumann boundary conditions.
The third numerical test solves for the advection-diffusion equation in the same tilted channel, where the
order of accuracy in the L∞ norm is measured and ascertained to be consistent with the mathematical
formulation. Fourth, we tested the cut-cell discretizations in non-grid aligned geometry by simulating the
solid body rotation coupled with diffusion in an annulus. The circular cylinder produces complex cut-cells,
and we show that the cut-cell discretization was able to accurately produce the numerical solutions of the
spectrally accurate reference [29], which was much more computationally expensive to simulate.
With the confirmation of these scalar numerical test results, we move on to another four numerical simulations
of the incompressible Navier–Stokes equations in chapter 7. First, we simulated the Taylor-Green vortex
problem with both Dirichlet and Neumann boundary conditions. The cut-cells are the borders of the simulation
domain, and in this first step, the formal accuracy of grid-aligned cut-cells are confirmed. Second, we tested the
accuracy of non grid-aligned cut-cells through the simulation of the Taylor-Couette flow. The Taylor-Couette
flow simulates the flow within two concentric cylinders with a rotating inner cylinder and stationary outer
cylinder. The formal accuracy of the cut-cells are confirmed through these tests, guaranteeing the correctness
of the cut-cell discretization in presence of complex geometries. The remaining two tests will then test the
physics of the simulations. The lid-driven cavity has well documented numbers both from experiments as
well as well-resolved numerical simulations [83]. We applied the cut-cell discretization to the lid-driven cavity
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problem to test out the physics accuracy of the grid-aligned cut-cells and compared it with the literature.
This is followed by the flow over cylinder test which has two main purposes: (1) testing the physics of non
grid-aligned cut-cells, and (2) testing the out-flow boundary conditions of the vector convective operator.
The end result of the first half of the dissertation is a mathematically well-posed cut-cell discretization that
is rigorously tested.
16.2 Scientific contributions: Energy-conservative cut-cell
method
We have derived and implemented a cut-cell method that is well-suited for the spatial discretization of
staggered grids in the presence of complex geometries and applied it to the incompressible Navier–Stokes
equations. Our cut-cell discretization possesses the much desired SBP properties, has mathematically provable
stability, is fully conservative, and has a general formulation that supports arbitrary geometries. To the best
of our knowledge, no existing methods have all of these properties. Staggered grids play an important
role in preventing the odd-even decoupling errors in the formation of the Laplacian operator [90], and
also ensure that conservation of mass is of machine precision [91]. A general mathematical formulation for
spatial discretizations of complex geometries in staggered grids thus has great importance and considerable
significance in advancing research towards a more robust and physics-accurate simulation in the solving of
the incompressible Navier–Stokes equations.
16.3 Summary: B-spline-based filtering method
The proposed B-spline filter scheme is tested in the one-dimensional Burgers’ equation so that we can
understand the differences between the scalar and vector filter scheme in under-resolved grid resolutions. This
is followed by the one-dimensional decay Burgers’ turbulence problem, which is widely used as a test bed
for new numerical methods for the simulation of turbulence. We see that in the model turbulence problem,
the B-spline vector filter scheme is able to add just enough dissipation to stabilize the numerical simulations
without over dissipation. This is followed by the two dimensional Burgers’ equations where the L∞ errors are
measured; results indicate that the filter schemes (both scalar and vector) decreased the errors by more than
10× compared to the unfiltered case. Lastly, we tested the B-spline filter scheme alongside all finite-difference
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filters from [57, 58, 59] in the three-dimensional turbulent channel flow. We demonstrate in table 14.5 that
in bounded domains, the B-spline filter is shown to be stable whereas the biased-stencil boundary closure
compact filter is unstable in high Reynolds simulations. This exercise confirms the results from the eigenvalue
analysis of the various filters in section 12.5. The importance and significance of a stable filter scheme for
turbulent flow simulations is manifested in our numerical demonstrations, and the end result of second half
of the dissertation is a class of B-spline filter scheme that is provably stable, boundary consistent, high order,
high resolution, and computationally efficient (banded operators), targeting turbulence simulations.
16.4 Scientific contributions: B-spline-based filtering method
We have derived a filtering operation, based on B-spline discretizations, to suppress oscillations common in
high fidelity turbulence simulations. The high cost of solving the mass, momentum, and energy equations with
sufficient grid resolution makes direct numerical simulations insurmountably expensive when attempting to
capture the different scales in a turbulent flow. However, the under-approximation of the physical dissipation
at the smallest scales supported by the grid can lead to unwanted numerical oscillations that corrupt the
solution or potentially destabilize it. In order to suppress these oscillations and preserve the quality of the
numerical simulation, we develop a class of B-spline filtering schemes which can be described mathematically
using the singular values of the filter operator. Even though filtering operations are not new in turbulent
simulations, our B-spline filter scheme is provably stable and through eigenvalue analysis, we show that in
bounded domains, the B-spline filter scheme is provably stable in contrast to the widely used compact filters
and optimized finite-difference filter schemes. In section 12.5, it was shown that compact and optimized
finite-difference filters all have numerical amplifications and dispersive errors due to the one-sided stencils
in the filtering operator in bounded domains. B-spline filters however, do not have this problem, because
the filtering operator is symmetric positive definite by construction. Besides this, the B-spline filters are
defined by a recursive formula [49] which can be of arbitrarily high order, and its filtering operation resembles
that of the low-pass filter, being able to narrowly target high-wavenumber numerical components to prevent
over dissipation. The shortcomings of finite-difference filters constitute an age-old problem, but they haven’t
been adequately addressed or resolved [57]. The proposed B-spline filter scheme possesses the strengths of
finite-difference filters, without their imperfections. In summary, the proposed B-spline filter is provably
stable, boundary consistent, comes in a few variations (scalar penalty or vector penalty parameter), is high
order, high resolution and computationally efficient (banded operators).
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16.5 Conclusion
This dissertation set out to develop more accurate and advanced flow simulation methods so that future
researchers can solve the Navier–Stokes equations without facing key limitations that they face today. We
believe we have achieved this goal with the proposal of the energy cut-cell method for simulating incompressible
flow and the dynamically triggered dissipative filtering with B-splines for compressible turbulence simulations.
The end result of the first half of the dissertation is a mathematically well-posed cut-cell discretization that
possesses the much desired SBP properties, has mathematically provable stability, is fully conservative, and
has a general formulation that supports arbitrary geometries. The end result of second half of the dissertation
is a class of B-spline filter scheme that is provably stable, boundary consistent, high order, high resolution,
and computationally efficient (banded operators), targeting turbulence simulations. Taken together, these
two methods represent a scientific contribution that advances the field of fluid flow simulations.
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which is a face-centered second-order approximation. Therefore, we are mostly interested here in the faces
around a mixed cell. In the general case, with arbitrarily oriented boundaries, more complicated reconstruction
methods are required to obtain even first-order. In our case, we are interested in obtaining first-order for
grid-aligned cutcells (see Figure A.1).
(i− 1, j) (i− 1
2
, j) (i, j) (i+ 1
2
, j)
Figure A.1: Grid aligned cut surface in cell (i, j). In blue we have the staggered cell around the left face and
in red we have the staggered cell around the right face.
A.1 Dirichlet Boundary Conditions
First, we will look at how (4.4) simplifies when we compute the gradient on the face (i+ 1/2, j). Note that,
in this case, we are actually computing the gradient on the cut surface intersecting cell (i, j), but the result
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where A is zero on i+ 1/2 and i+ 3/2, since these are empty faces, and C is zero in (i+ 1, j), since it is an
empty cell. Note also that all the face areas are the same in this case and that C = −A, by definition. Using






A first-order approximation of the gradient at the cutcell boundary would be given by:
∂f
∂x













































(fd,i + fi)− fi−1
)
,
where the first term is a second-order interpolation at the midpoint between (xi, yj) and the surface centroid.
























A.2 Neumann Boundary Conditions
































which is the same mass we have obtained in the Dirichlet case. However, in this case, the solution at the




















To exactly see how the two above interpolate, we will assume that the grid is 2D uniform, the cut surface




















The new expression has a clear resemblance to an interpolation formula. If we take the first term to be
computed at xi−1/2, it gives a second-order approximation, but the interpolation is only first-order at that
point. Similarly, we can take the first term to be computed at some other intermediate value between xi and
xi−1, in which case it gives a first-order approximation and the interpolation will be second-order at xi−1/2.
Either way, the approximation above is first-order. Note that, if we have homogeneous Neumann boundary




i− 12 i+ 12
j − 12
j + 12
Figure B.1: Edge-staggered grid (dashed) with a grid-aligned cut surface (red).
We will swiftly analyze the order requirements for the vector gradient operator. The analysis is very similar
to the one for the scalar gradient and the same conclusions can be drawn. We have two cases to handle:
 diagonal cell-centered components: these are reminiscent of the vector divergence and same order
considerations apply.
 off-diagonal edge-centered components: these require modifications to the cell volume Vij to achieve
first-order.
B.1 Dirichlet Boundary Conditions
We will now take the case of an off-diagonal term in only 2 dimensions in a scenario similar to Figure B.1. We
will look at computing the (1, 2) component of the gradient on the edge (i+ 1/2, j− 1/2). In Figure B.1 this is
marked as the rightmost node located on the cut-surface, but in practice it will be stored at the mentioned
edge.
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If we look at the problem from the perspective of the edge-staggered grid, this is the exact same scenario
as the one for the face-staggered grid in the case of the scalar gradient. Therefore, to obtain a first-order





















The same reasoning can be applied when computing the (2, 1) component and the cut-cells are aligned with
the x axis. Note that, like in the case of the scalar gradient, the grid alignment only matters when it is in
the same direction as the derivative. Therefore, we are interested in cutcells aligned with the x axis when







but not for any others. If we consider the gradient operator G in block matrix form (see Figure 5.4) and a
similarly defined tensor mass operator M , individual blocks can be scaled by a simple multiplication M−1G
in such a way that first-order is obtained. However, if we consider the strain or stress operators this is no
longer possible. The reason is that they have multiple derivatives on the same row which will get multiplied










i− 1/2 i+ 1/2
j + 3/2
i− 3/2
Figure C.1: Grid-aligned cutcell geometry in a corner.
We are interested in the discretization of the various differential operators at the cell center, face centers and
node centers of a cell (i, j) representing a corner. This scenario can be seen in Figure C.1. The discretization
is problematic in this scenario for multiple reasons: it may require some sort of one-sided finite difference
formula, vector quantities are defined exactly on the boundary, there is not easy way to distinguish between
a sharp corner and a triangle in the cell (i, j), etc.
We will proceed to explicitly write out the formulae for each of the operators of interest and, through the




C.2.1 Cell-centered Dirichlet Boundary Conditions
We will look here are the x component of the gradient (the y component is equivalent). For Dirichlet boundary











Denoting A := A1 and C := C1 and expanding the formula above:



















since Ai−1/2,j = Ai−3/2,j = 0 are empty faces (shape is exactly on the face), Ci−1,j = 0 is inside the
shape and Ci,j = Ai+1/2 by definition. We are left with two problems: defining Vi−1/2,j and defining
where the cell-centered gi,j is actually defined. In this case, a reasonable choice for the coordinates is
the top left corner:
gi,j = g(xi−1/2, yj+1/2).
However, since the gradient should be computed at the point (xi−1/2, j), we cannot simply obtain a
first-order approximation of the gradient at this location with g defined at the corner. Furthermore,
since g is defined at the cell center, the same value will be used when computing the y component of
the gradient, leading to incorrect results if we expect values at face centers.
There is an alternative view for this scenario that we can turn to. First, we note that the normal is given
by C = (Ax,i+1/2,j ,−Ay,i,j−1/2) = (∆x,−∆x) on a uniform grid. This implies that, to some extent, the
current cell is intersected by a diagonal half-plane and we can look at the geometry from the point of
view of Figure C.2. In this case, we require only one gradient in the normal direction to the diagonal,
which is consistent with defining only one gi,j for both left and top faces.







Figure C.2: Corner cell intersected by a diagonal half-plane.





To find a definition for V , we need to equate the above with:















































































In the case in which gi,j is defined at the corner, this cannot give an approximation at the face center and
there is no obvious explanation for a different possible geometry that would allow this scenario. However,
we know that fi+1,j is computed at the cell center (xi+1, yj) and the second term is interpolated to
(xi−∆x/4, yj + ∆x/4). We can then obtain the equation of the line between them and where it intersects
the face xi+1/2, which is:




while we expect the gradient to be computed at y = yj . The gradient would still be formally zero-order,









C.2.2 Face-centered Dirichlet Boundary Conditions

















This choice will allow defining the correct value for the x and y components individually without any

























In this case, 12 (gi+1/2,j + fi,j) is a second-order interpolation at the half distance between the cell center
and the face center where gi+1/2,j is defined and the gradient can be approximated to second-order at











We note that gi+1/2,j is actually inside the domain. If the value at that face is not known, we can set











to obtain a similar second-order approximation of the gradient.
Remark 1. We recommend using face-centered boundary conditions for the scalar gradient for multiple
reasons: more degrees of freedom allow us to define the gradient correctly in corners on all faces, the mass
operator is the same as for grid-aligned approximations away from corners, second-order approximation at
the face xi+1/2, etc.
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C.2.3 Cell-centered Neumann Boundary Conditions















to obtain fi−1/2,j and h is the distance to the boundary. Expanding the above formula, we obtain:


























since g is exactly the gradient at the required position (xi−1/2, yj+1/2).































Therefore, adding the second term renders the approximation zero-order, except in the case of homoge-
neous Neumann boundary conditions.
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C.2.4 Face-centered Neumann Boundary Conditions



























we obtain the exact result (∇f)1 = −gi−1/2,j .










We can view the formula above in two ways:

















which is second-order, since g is the exact gradient on the face (i+ 1/2, j).


















We can see that the first term approximates the gradient at (xi+1/2, yj) and the second term at
(xi−1/2, yj). Noting that g is dotted with the normal, which is (−1, 0, 0) in this case, the above
formula is an interpolation formula at some intermediary point between the two. Therefore, we
expect the above to be a first-order approximation of the gradient at (xi+1/2, yj).
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C.2.5 Conclusions
Given the previous results, we can say that g should be defined at face centers, since this choice gives good
results for both Dirichlet and Neumann boundary conditions on all types of grid-aligned cutcells, including
corners. Furthermore, we must choose:
gi−1/2,j = gi+1/2,j = g(xi−1/2, yj).





























We note that either the x or the y mass terms will be the same in other cases where that particular face is
grid-aligned. If we look at the two faces (i± 1/2, j) as boundary faces, the choices above will give a combined
first-order approximation for both Neumann and Dirichlet.









C.3.1 Neumann Boundary Conditions
The discretization of the vector divergence is given by:









We can see without much difficulty that the main issue here is caused by the gi
i term, since the first term
is the classic second-order centered difference scheme and the mass must be defined as V = Vij . Looking at
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The only way to obtain the expected discretization in this case is choosing, like in the case of the scalar
gradient:
gi−1/2,j = gi+1/2,j = g(xi−1/2, yj).
In the cell (i+ 1, j), this is no longer a problem since Ci+1,j = 0. Therefore, using the same choices as in the
gradient case, we can obtain a second order approximation of the divergence in all grid-aligned cells.
C.3.2 Conclusions
Using the same choices as for the scalar gradient gives the expected results, so no new special cases need to
be added.
C.4 Vector Gradient
Following the results from the scalar case, we are only going to investigate the case where the boundary
conditions for the vector gradient components are all edge-centered.
C.4.1 Diagonal Blocks
Dirichlet Boundary Conditions
In the case of diagonal blocks, we know that the gradient is cell-centered. We will focus here on the discretiza-
























On a uniform grid, for the formula above to be a second-order approximation at the cell center, we require
that:
gi,j = g(xi−1/2, yj),
while for a first-order approximation, we require that:
gi,j = g(xi, yj).
Neumann Boundary Conditions





























We have two choices in this case:
 compute g at the left face center, as in the case of Dirichlet boundary conditions. This would give a
first-order approximation of the gradient at the cell center, because of the one-sided interpolation.
 compute g at the cell center. This will then give a second-order approximation of the gradient.
C.4.2 Off-diagonal Blocks
Dirichlet Boundary Conditions
In the case of the off-diagonal block of the 2D vector gradient, we are node-centered. We will focus here on














which expands to the following formulae:
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In case it wasn’t clear from the previous discretization, this is the exact same scenario as the scalar













gi+1/2,j−1/2 = gi−1/2,j−1/2 = g(xi−1/2, yj−1/2)
to obtain a second-order approximation of the gradient at the desired position.


















gi−1/2,j+1/2 = g(xi−1/2, yj+1/2),
as expected to obtain a first-order approximation.










and the same considerations as for the node (i+ 1/2, j − 1/2).
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Neumann Boundary Conditions
















which expands in the following way:












































































As in the scalar case, the vector gradient greatly benefits from setting boundary conditions at the edge centers



















which expands in the following way:






















(τij + gi,j)− τi,j−1
)
.
We have two options in this definition:
– Choosing g to be computed at the cell center (i, j) puts it at the same place as τi,j , making the








– Choosing g to be computed at the face center (i, j + 1/2) also gives a second-order approximation,









































which expands to the following:






















(gi−1/2,j−1/2 + gi+1/2,j−1/2)− τi+1/2,j−1/2
)
,
We have the following choices here as well:
– if we choose:
gi−1/2,j−1/2 = gi+1/2,j−1/2








we obtain a second-order approximation at the face center.








we obtain a first-order approximation instead. Note that neither of these mass terms are the ones
we have previously obtained when discretizing the scalar gradient. Therefore the different terms
of the tensor divergence require different mass operators to obtain a good order. If we choose the








we will instead obtain a zero-order approximation.

























Let K = {k0, . . . , km} be a nondecreasing sequence of real numbers such that ki ≤ ki+1, i = 0, . . . ,m − 1.
The ki’s are knots and K is known as the knot vector. The ith B-spline function of degree d, denoted by
Bi,d(k), is defined by the following recursive relation
Bi,0(k) =











Any function is represented by the B-spline pseudospectral method as follows,




The α’s are the B-spline coefficients needed to represent any 3-dimensional field. The spline function Bi(x),
Bj(y) and Bk(z) are evaluated at the x, y, z collocation points respectively. Therefore, in implementation,
Bi(x) is in fact a matrix of size (number of splines) × (number of collocation points). In the collocation
method, the (number of splines) = (number of collocation points) hence giving a square matrix for each of the
Bi(xl), Bj(ym) and Bk(zn). Below we give the steps needed to evaluate the derivative (in x as an example)
120







One first finds the B-spline coefficients then apply the differentiated B-spline matrix B′i(xl). Similar to the
way we construct the basis functions recursively as a linear combination of lower degree B-spline functions























D.3 Order of convergence
The convergence of B-splines is a hard problem if the knots are non-uniform [72]. However, we do not intend
to use that since uniform knots serves our purpose well and is very well studied and understood. With uniform
knots, the order of convergence with respect to degree of B-spline, d is obvious. Say for example a degree d
polynomial will have an order of convergence of d+ 1 when trying to interpolate between two points. When
differentiated once, the degree of the polynomial drops by one, and order of convergence also decreases by
one. As such, for a pth derivative B-spline with degree d, the order of convergence is































































































































E.2 Derivation of (13.6)
Ai = Bi
(






































Ui and Σi = {I + λidiag(si)}−1.
E.3 Derivation of (13.7)
Substitute Ai into ~̂u,
~̂u = (A1 ⊗A2)~u
= S1Σ1S
T
1 ⊗ S2Σ2ST2 ~u










use (BT ⊗A)vec(X) = vec(AXB) again,
= (S1Σ1 ⊗ S2Σ2)~̃u.
~̂u = (S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u.
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E.4 Derivation of (13.8)
First term: ~̂uT ~̂u
~̂uT ~̂u = ~̃uT (Σ1 ⊗Σ2)(S1 ⊗ S2)T (S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u
using STi Si = I,
= ~̃uT (Σ1 ⊗Σ2)(Σ1 ⊗Σ2)~̃u
= ||~̃uT (Σ1 ⊗Σ2)||22.
First term: ~̂uT~u
~̂uT~u = ûT (A1 ⊗A2)−1û
use ~̂u = (S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u
= ~̃uT (Σ1 ⊗Σ2)T (S1 ⊗ S2)T (A1 ⊗A2)−1(S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u
= ~̃uT (ΣT1 S
T
1 ⊗ΣT2 ST2 )(A1 ⊗A2)−1(S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u




1 ⊗ΣT2 ST2 A−12 )(S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u
use Ai = SiΣiS
T
i
= ~̃uT (S1 ⊗ S2)−1(S1 ⊗ S2)(Σ1 ⊗Σ2)~̃u
= ~̃uT (Σ1 ⊗Σ2)~̃u
= ||~̃uT (Σ1 ⊗Σ2)1/2||22.
E.5 Derivation of (13.21)
Substitute Ai into ~̂u,





1 ⊗B2Q−12 BT2 ~u























= (B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u.
E.6 Derivation of (13.22)
First term: ~̂uT ~̂u
~̂uT ~̂u = ~̃uT (Q−11 ⊗Q−12 )(B1 ⊗B2)T (B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u
let Q̃i = BiQ
−1
i ,
= ~̃uT (Q̃1 ⊗ Q̃2)T (Q̃1 ⊗ Q̃2)~̃u
= ||~̃uT (Q̃1 ⊗ Q̃2)T ||22.
Second term: ~̂uT~u
~̂uT~u = ~̂uT (A1 ⊗A2)−1~̂u
use ~̂u = (B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u
= ~̃uT (Q−11 ⊗Q−12 )T (B1 ⊗B2)T (A1 ⊗A2)−1(B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u
= ~̃uT (Q−T1 B
T
1 ⊗Q−T2 BT2 )(A1 ⊗A2)−1(B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u




1 ⊗Q−T2 BT2 A−12 )(B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u







= ~̃uT (B1 ⊗B2)−1(B1 ⊗B2)(Q−11 ⊗Q−12 )~̃u
= ~̃uT (Q−11 ⊗Q−12 )~̃u
= ||~̃uT (Q1 ⊗Q2)−1/2||22.
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