Section 1: Introduction
Value-at-Risk (VaR) and Conditional Value-at-Risk (CVaR) are two of the popular risk measures for determining the regulatory risk capital amount. There are two major directions for Value-at-Risk (VaR) and conditional Value-at-Risk (CVaR) estimation, two of the most popular risk measures: modeling the return distribution and capturing the volatility process (Jorion 2007) . For the former direction, various techniques are employed for modeling the whole return distribution or just the tail areas, including known parametric distribution, kernel density approximation, and extreme value theory, etc (Tsay 2010 One of the innovative alternatives for risk measurement is to apply stochastic volatility models because they are more appropriate to represent the behavior of financial returns, from a theoretical point of view (Pederzoli 2006) . The stochastic volatility models under the continuous-time framework are known for capturing some stylized features of financial data. Those models are intensively applied to option pricing and hedging issues. Some innovative procedures are proposed and representative procedures are refined. For example, Fouque et al. (2000) derive option pricing and hedging approximation formula under stochastic volatility models by means of a singular perturbation technique. Under an equivalent martingale (risk-neutral) probability measure, Lehar et al. (2002) calibrate a stochastic volatility model. Those two studies incorporate an option pricing approximation for model calibration and use simulated option price change to approximate VaR estimate, which is based on the empirical percentile of the simulated data.
While these approximations are instrumental in reducing computational cost, there is still room of improvement for estimation accuracy because those efforts are exclusively based on approximations.
Distinct from previous studies, we choose to value exact computation and incorporate the help of refined efficient simulation method for more accurate estimation. Accordingly, there is no need to incorporate approximation results and the approximation errors can be avoided. However, there are two major hurdles in this alternative direction, including (1) unstable parameter estimation subject to practical data constraints, and (2) lack of efficient computational technique for accurately estimating risk measures.
We propose an improved procedure for VaR and CVaR estimation with stochastic volatility models under the historical (or physical) probability measure by proposing improvements in the following two aspects:
(1) improved stochastic volatility model estimation scheme by refining the Fourier transform method Mancino (2002, 2009 )), and (2) enhanced importance sampling for estimating extreme event probability.
For the first aspect of the improvements, we propose a refined procedure for stochastic volatility parameter estimation. There are various estimation procedures for stochastic volatility model parameter estimation. The major procedures include method of moments, generalized method of moments, maximum likelihood estimators, quasi maximum likelihood, etc. See Broto and Ruiz (2004) for details. Among them, Yu (2010) emphasizes simulation-based estimation methods for its superior performance.
Simulation-based estimation methods include at least simulated maximum likelihood, simulated generalized method of moments, efficient method of moments, indirect inference and Markov chain Monte Carlo, etc. While acknowledged for the help form simulation-based estimation methods, all these aforementioned estimation methods depend on the assumed parametric probability distribution of the underlying asset return.
Among the non-parametric approaches, several recent literatures exploit the quadratic variation formula to estimate the integrated volatility. See Zhang et al. (2005) and references therein. Meddahi (2002) concludes that quadratic variation plays a central role in the option pricing literature. In particular, when there are no jumps, quadratic variation equals the integrated volatility highlighted by Hull and White (1987) . In diffusion models, the volatility refers to either the instantaneous diffusion coefficient or the quadratic variation over a given time period. The latter is often called the integrated volatility. Using integrated volatility to approximate instantaneous or spot volatility is possibly infeasible because its differentiation procedures may be numerically unstable and its modeling performance varies with data frequency, as cautioned by Malliavin and Mancino (2009) . The two authors propose a non-parametric Fourier transform method to estimate spot volatility under continuous semi-martingale models. Notably, this method makes the estimation feasible by relying on the integration of the time series, rather than on its differentiation as in previous literature. The estimation process is based on the computation of Fourier coefficients of the variance process, rather than on quadratic variation which demands additional assumptions for estimation. The authors conclude that this approach is particularly suitable for the analysis of high frequency time series and for the computation of cross volatilities. We thus adopt this Fourier transform method by Malliavin and Mancino (2009) as the framework for stochastic volatility model estimation.
For the second aspect of improvement, refined brute force is instrumental for risk measurement (Gregoriou 2009 ) and it is also essential for VaR and CVaR estimation under stochastic volatility models. In general, there is no closed-form solution for these risk measures of interest under stochastic volatility models and we need to seek help from simulation. Among the major simulation methods, importance sampling is especially helpful for the estimation issues of the tail areas (McNeil, Frey, and Embrechts 2005). Importance sampling can effectively improve convergence of sample means particularly in rare event simulation while direct Monte Carlo simulation suffers pitfalls like variance augmentation and slow convergence (Glasserman 2003 , Lemieux 2009 ). We further propose an enhanced version of importance sampling for estimating extreme event probability. The theoretical background of our proposed importance sampling combines the large deviation theory (Bucklew 2004 ) which has the averaging effect on realized variance (Fouque et al. 2000 ) and provides a sharp estimate for the decay rate of small probabilities. This methodology is useful in handling the heavy (or fatter) tail distributions induced by stochastic volatility models.
Empirical analyses confirm the outperformance of VaR estimation by our proposed improved procedure which integrates the Fourier transform method and the refined importance sampling technique. 7 Two datasets are used for empirical examination: the first one contains three foreign exchange series (January 5, 1998 to July 24, 2009) The organization of this paper is as follows. Section 2 introduces the general one-factor stochastic volatility model, the extreme event probability estimation, and their relationship with VaR and CVaR estimation. Section 3 reviews the Fourier transform method, one of the nonparametric approaches to estimate volatility in time series. Section 4 discusses the construction of the efficient importance sampling estimators for extreme event probabilities, then solve for VaR and CVaR estimation. Section 5 investigates backtesting results of VaR estimation over three foreign exchange rate series and S&P 500 index with its VIX, and compare these results with some well known methods such as RiskMetrics, historical simulation, and GARCH(1,1). Section 6 concludes.
Section 2: VaR and CVaR Estimation under Stochastic Volatility Models
The Black-Scholes model is fundamental in option pricing theory under no-arbitrage condition (Hull 2008 ), which simply assumes that log returns of risky asset prices are normally distributed. A stochastic volatility model is an extension of the Black-Scholes model which relaxes the assumption of constant volatility and allows volatility to be driven by other processes. Under a probability space ( )
, a general form of one-factor stochastic volatility model is defined by
, ( 2) can be used to depict the tail areas, i.e. specific probability levels for extreme events under the historical or physical probability measure.
For our purpose to estimate VaR and CVaR, we shall first consider the estimation of an extreme event probability under the general formulation in (2.2). We do this by choosing the discounting rate 0 = r , the payoff function as a rare-event indicator
, where D denotes a threshold or cutoff point, and the exercise time 0 τ = > T a fixed date. Hence, the time-T probability of an extreme event for logarithmic returns conditional at time 0 is defined by
There are two major cases where the probability P is rather small: (1) large negative threshold D , and (2) small expiration time T . 
where t µ is the instantaneous growth rate and t W is a one-dimensional standard Brownian motion. The time series volatility σ t can be estimated by following the steps below.
Step 1: Compute the Fourier coefficients of the underlying t u as follows:
Note that the original time interval [0,T] can always be rescaled to [0, 2 ] π as shown in above integrals.
Step 2: Compute the Fourier coefficients of variance [ ] 5) [ ] 
Step 3: Reconstruct the time series of variance 2 t σ by
where
x is a smooth function with the initial condition (0) 1 ϕ = and δ is a smoothing parameter typically specified as 1 50 δ = (Reno 2008 ).
From Equations (3.2)-(3.4), it is observed that the integration error of Fourier coefficients is adversely
proportional to data frequency. This Fourier transform method is easy to implement because, as shown in ( )
Based on the estimated variance by Fourier transform method specified by (3.7), we further estimate model 
where t Δ and N denote the length of discretized time interval and sample size, respectively. This likelihood function is obtained by discretizing the stochastic differential equation (3.8) . Taking the natural logarithm and ignoring the constant term, the log-likelihood becomes ( )
By maximizing the right hand side over the parameters ( )
, we obtain the following maximum likelihood estimators
These are estimators of mean-reverting rate, volatility of volatility, and long-run mean, respectively. The parameters in the stochastic volatility model specified by ( When dealing with sparse observations in the tails, the basic Monte Carlo simulation is handicapped for its undesirable properties, e.g. large relative error and data clustering around the center, etc. Importance sampling is one of the major methods of variance reduction to improve the convergence of basic Monte
Carlo method. The fundamental idea behind importance sampling is to relocate the original density function to the area of interest with properly assigned weights. The relocated density typically incurs more occurrences of rare events so that a more accurate estimate for a small probability can be achieved. This technique is extremely helpful in rare event simulation. See Bucklew (2004) for discussions on importance sampling and extreme event probability estimation.
There are two major categories of the studies to investigate methods of importance sampling and their efficiency (Lemieux 2009 ). The first category aims to reduce the variance of an importance sampling estimator as much as possible. This approach often ends up solving a fully nonlinear optimization problem, possibly in high dimension, or solving a simplified optimization problem derived from some approximation techniques. The second category emphasizes on minimizing the variance rate of an importance sampling estimator. The notion of variance rate is defined as the difference between the decay rate of the second moment and the decay rate of the square of the first moment. It is treated as a measure of efficiency for importance sampling estimators. When zero variance rate (note: not variance itself) is achieved, the corresponding importance sampling estimator is known as asymptotically optimal or efficient. The second category is extensively applied to problems of rare event simulation.
Our proposed importance sampling estimation algorithm emerges from the second category. In contrast with the first category, the second category offers noticeable advantages, such as easy implementation, reduced computational cost, and analytical tractability. The first two advantages are manifest in itself, as opposed to the solving high-dimensional nonlinear optimization problems in the first category. The third advantage helps link our proposed algorithm for extreme event simulations with large deviation theory (Bucklew 2004 ) which provides sharp estimates for the decay rate of small probabilities.
We proceed to introduce the proposed algorithm of enhanced importance sampling with respect to the 
Black-Scholes Model
Since the Black-Scholes model assumes that the risky asset price follows a geometric Brownian motion
is normally distributed for 0 T > . As a result, the extreme event probability with the threshold D , denoted by ( ) 
A basic Monte Carlo method provides an unbiased estimator for the extreme event probability
defined in (4.1) by the sample mean of extreme event indicators ( )
where N is the total number of i.i.d. simulated random samples and
S denotes the i-th simulated asset price at time . T Next we investigate an efficient importance sampling estimator to estimate ( )
theorem (Oksendal 1998) , one can construct an equivalent probability measure  P defined by the Novikov's condition to ensure certain integrability of the function h such that t Q is a martingale for
The proposed importance sampling scheme is determined by a constant drift change h in order to satisfy the intuition of "the expected asset value T S under the new probability measure is equal to its
This intuition can be rigorously verified based on the construction of exponential change of measure (Glasserman 2003; Han 2010) . Hence, the extreme event
, when D is negatively large and/or T is small, is no longer rare under the new probability measure and the accuracy of Monte Carlo simulation can be improved significantly. Using the log-normal density of T S , the criterion (4.3) results in a unique drift change
Therefore, under the new probability measure  P defined by the Radon-Nikodym derivative
the extreme probability defined in (4.1) can be re-expressed as
where the underlying risky-asset process is governed by 
In short, the direct Monte Carlo simulation is applied to (4.6) and the simulated samples are relocated to cluster around the quantity of interest, i.e. VaR and CVaR estimates at extreme probability levels, under the new probability measure. We can accordingly enhance the accuracy of estimates while avoiding the undesirable properties of basic Monte Carlo simulation.
The following theorem confirms that our proposed importance sampling estimator (4.7) is asymptotically optimal or efficient. We show that its variance rate approaches zero when extreme events occur. That is, the decay rate of the second moment of
is twice of the decay rate of its first moment under some scaling scenarios. Thus, we can present the following theorem for our importance sampling method. The complete proof set is exhibited in the Appendix A, involving decay rate estimation of the first and second moments of importance sampling estimators under a spatial scale and/or a time scale. Our discussion on importance sampling not only serves as an alternative computation for the closed-form solution (4.1), but also lays a foundation to treat similar problems under stochastic volatility models.
Stochastic Volatility Model
In general, there is no closed-form solution for the evaluation problem defined in (2.2) under the Alternatively, we propose an enhanced importance sampling estimator to estimate the extreme event probability under stochastic volatility models. One of the advantages is that no prior knowledge about the unknown quantity defined in (2.2) is required, and the computational cost is significantly reduced accordingly. The downside is that the sample variance of this new estimator may be greater than those obtained from perturbation methods. However, our simulation and empirical studies indicate that the proposed estimator can indeed produce both efficient and unbiased estimate of the extreme event probability.
Our proposed importance sampling estimators under stochastic volatility models is based on the following ergodic property of the average of the variance process,
. . 
is a Brownian motion under the new probability measure denoted by  P .
Therefore, the extreme event probability defined in (2.3) can be re-expressed as
where the underlying risky-asset process is governed by ( We can apply this enhanced importance sampling to VaR estimate at extreme levels.
Notice that our proposed Radon-Nykodyn derivative By selecting the likelihood function T d Q d = % P P , a new probability measure  P is defined and we can derive the following importance sampling estimator for the conditional expectation: [ ]
Under the assumption that VaR α is estimated, the estimator (4.13) is unbiased for estimating CVaR. Next we show one asymptotic property of CVaR under the standard normal assumption. The proof can be obtained directly by using the exact calculation We further check the estimation performance among the Brownian motions specified in (2.1) with different correlation scenarios. Table 2 In summary, Table 1 confirms the outperformance of our enhanced importance sampling method for the risk measurement at extreme significance levels under the Black-Scholes model framework. Table 2 exhibits more accurate CVaR estimates than normal approximation under stochastic volatility models. It can be concluded that our proposed importance sampling method indeed contribute to provide more accurate estimates of risk measures at extreme significance levels. In addition, our importance sampling algorithm Unconditional rate of exceedances is used to check if the number of exceedances (the case in which the 6 Under the configuration of our PC (Intel CPU Core 2 Duo 2.4GHz), it is rather time-consuming to solve for VaR under stochastic volatility models without the help of the proposed importance sampling algorithm. Under Matlab environment, we use the basic Monte Carlo estimator to approximate the extreme event probability defined in (2.3), then use a nonlinear Matlab solver, say fzero.m file, to solve for actual loss is larger than VaR estimate) exceeds the level as specified by the significance level. Under the null hypothesis that the significance level is the true probability of exceedances occurring, the test statistics are a log-likelihood ratio specified as:
where T is total number of days and N is the number of exceedances. This asymptotically follows a
Chi-square distribution with one degree of freedom (Kupiec 1995).
For the independence test of the exceedances, the first job is to set up a series which indicates if the daily VaR estimate is exceeded or not. If the VaR estimate is not exceeded by the actual loss, the exceedance indicator is set at 0, or 1 otherwise. The next job is to observe the switches of exceedances. Table 3 shows the construction of a table of conditional exceptions. The log-likelihood test statistics are specified as: 
where ij T denotes the number of days in which state j occurred in one day while it was state i the previous day. Moreover, i π represents the probability of observing an exceedance conditional on state i the previous day. It asymptotically follows a Chi-square distribution with one degree of freedom. The first term is specified under the hypothesis that the exceedances are independent across the sample, or 7 RiskMetrics is also called exponentially weighted moving average method and this method is designed to represent the finite-memory property. This method is specified to model the volatility process as:
( ) , where t r is the daily exchange rate at date t. Descriptive statistics and time series plot of the six series (3 original series and 3 corresponding return series) are summarized in Table 4 and Figure 1 , respectively. Table 6 and Figure 4 , respectively.
There are noticeable correlation between S&P 500 and VIX (-0.67839 for original series and -0.71487 for log return series). VIX is usually noticed as a major volatility index for the S&P 500 stock index (Duan and Yeh 2010) . Due to the significant correlation between VIX and S&P 500 index, it is expected that these properties are expected to be auxiliary in VaR estimation of S&P 500 series. Hence, we use VIX data for the correlation estimate for our proposed procedure 9 .
We first use the S&P 500 and VIX data in the corresponding moving windows (fixed size of 500 daily observations) to calculate the correlation ( ρ , Rho) between them ( Figure 5 ) and introduce the estimated ρ into the proposed correction scheme Figure 6 . Again, the rugged and spiky curves demonstrate the intense volatility along the estimation process, especially since the included crisis period. The estimates of VaR and CVaR are plotted in Figure 7 . The backtesting outcomes also give favorable conclusion on our proposed improved procedures performance (Table 7) . Noteworthy, the outperformance is especially significant at extreme 1% significance level for VaR estimation, which is stipulated by the Basel II Accord. The turbulent dynamics during the financial crisis are satisfactorily captured by our proposed method. Overall, our proposed procedure outperforms in VaR and CVaR estimation under stochastic volatility models as compared to traditional benchmark methods, i.e. historical simulation, RiskMetrics, and GARCH(1,1).
The empirical analysis of the second dataset indicates that auxiliary series (VIX) showing significant correlation with the target series (S&P 500) can be employed to measure the volatility process and applied 9 We do not treat the S&P 500 and its VIX data series to form a hypothetical bivariate portfolio. 10 ρ is one of the major parameters in our proposed procedure. In contrast, we assume ρ =0, for the respective series in the first foreign exchange rate dataset which is designed for univariate VaR estimation.
to our proposed procedure. Even when the correlation estimated by the Fourier transform method exhibits significant estimation error, the proxy series VIX with our proposed procedure can also deliver superior performance. 
In order to obtain zero variance rate, the key step is to choose a peculiar drift-change parameter h .
According to (4.4) , µ σ − = T D h T so that the associated probability measure can incur more extreme events. ε in this scenario which is faster than ε in previous two scenarios. 
T T T = +
Remark: ij T denotes the number of days in which state j occurred in one day while it was state i the previous day. i π represents the probability of observing an exceedances conditional on state i the previous day. 
