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This investigation applies information theoretic techniques to study the ordering
and structure of the Ising antiferromagnet with quenched disorder on a triangular
lattice. The pure system shows no phase transition due t o the high degree of frustration present. However, when quenched vacancies are introduced randomly into
this geometrically frustrated system, a phase transition a t finite temperature, to an
ordered phase, can arise. If the vacancies are introduced on all three sublattices of
the triangular lattice, then a two-dimensional spin-glass transition occurs. If dilution
takes place on only one sublattice, then the other two sublattices develop magnetizations below the critical temperature. These magnetizations are equal in magnitude
but opposite in sign, producing a system that still exhibits no net magnetization. The
diluted sublattice exhibits spin-glass ordering, but no net magnetization.
Thus, this model exhibits two generic features that merit detailed study: a twodimensional spin-glass transition and "order arising from disorder", in this case the

introduction of randomly placed vacancies. To investigate these transitions and the
ordering that occurs, we have used both traditional quantities from statistical mechanics, such as the sublattice magnetizations, the Edwards-Anderson order parameter, and the specific heat. In addition, we have calculated the Shannon entropy
and the excess entropy, two quantities from the field of information theory which are
frequently used to characterize the structure and complexity of dynamical systems.
This study is the first to apply this type of Shannon entropy calculation to a tw*
dimensional system with quenched randomness, so an initial part of our investigation
included verifying that the Shannon entropy calculated this way in fact equals the
thermodynamic entropy of the system. The Shannon entropy results show excellent
agreement with entropies obtained by integrating the specific heat divided by the
temperature. Our work is also the first study, to our knowledge, to use this approach
for a triangular lattice and for a case in which individual members of the ensemble are not translationally invariant, although the ensemble as a whole does possess
translational invariance. Thus we have established the broader applicability of this
approach.
The method that we have introduced to treat non-translationally invariant systems
employs a set of shapes planted within the lattice. We calculate the entropy and
excess entropy contributions of each shape and then average them to obtain the lattice
properties. This procedure yields a spatial map of local properties. The distribution
of these local properties provides a new way to characterize order in complex lattice
systems. In the triangular antiferromagnet with quenched dilution, the distribution
of local entropies shows a dramatic broadening at low temperatures, indicating that
the total entropy of the system is not shared evenly across the lattice. The entropy
contributions from some regions exhibit local reentrance as a function of temperature,
even though the total entropy of the system decreases monotonically during cooling.
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CHAPTER 1

INTRODUCTION
This investigation applies information theoretic techniques in a new way t o study
the ordering and structure of the Ising antiferromagnet with quenched disorder on
a triangular lattice. The pure system shows no phase transition due to the high
degree of frustration present. In a frustrated system such as this one, there is no
spin configuration that minimizes the energy of each bond and the ground state is
typically degenerate. When quenched vacancies are introduced randomly into this
geometrically frustrated system, a phase transition occurs at finite temperature t o an
ordered phase. If vacancies are introduced on all three sublattices of the triangular
lattice, then a two-dimensional spin-glass transition occurs. If dilution takes place
on only one sublattice, then the other two sublattices develop magnetizations below
the critical temperature. These magnetizations are equal in magnitude but opposite
in sign, producing a system that still exhibits no net magnetization. The diluted
sublattice exhibits spin-glass ordering, but no net magnetization.
Thus, this model exhibits two generic features that merit detailed study: a twodimensional spin-glass transition and "order arising from disorder", with the disorder, in this case, created via the introduction of randomly placed vacancies. These
vacancies are an example of quenched randomness since, once positioned, they remain immobile as the system undergoes thermal fluctuations. To investigate these
transitions and the ordering that occurs, we have used traditional quantities from
statistical mechanics, such as the sublattice magnetization, the Edwards-Anderson
order parameter, and the specific heat. In addition, we have calculated the Shannon
entropy and the excess entropy, two quantities from the field of information theory

which are frequently used to characterize the structure and complexity of dynamical
systems.
Fully characterizing the nature of the ordering that occurs in models of disordered
magnetic systems, such as this one, has been a long-standing challenge in statistical
physics. The onset of spin-glass ordering is usually associated with broken ergodicity,
where the phase space of the system is divided into several (or perhaps many) distinct
regions with boundaries across which the system cannot pass with finite probability
in the thermodynamic limit. Unlike non-glassy transitions, it is generally believed
that these regions of phase space are not related by any simple symmetry operation,
such as a global spin flip or a global spin rotation.
This study is the first to apply this type of Shannon entropy calculation to a twodimensional system with quenched randomness, so an initial part of our investigation
included verifying that the Shannon entropy calculated this way in fact equals the
thermodynamic entropy of the system. The Shannon entropy results show excellent
agreement with entropies obtained by integrating the specific heat divided by the
temperature. Our work is also the first study, to our knowledge, to use this approach
for a triangular lattice and for a case in which individual members of the ensemble are not translationally invariant, although the ensemble as a whole does possess
translational invariance. Thus we have established, through this study, the broader
applicability of this approach.
The method that we have introduced to treat non-translationally invariant systems
employs a set of shapes planted within the lattice. We calculate the entropy and
excess entropy contributions of each shape and then average them to obtain the lattice
properties. This procedure yields a spatial map of local properties. The distribution
of these local properties provides a new way to characterize order in complex lattice
systems.

In the triangular antiferromagnet with quenched dilution, the distribution of local
entropies shows a dramatic broadening at low temperatures, indicating that the total
entropy of the system is not shared evenly across the lattice. The entropy contributions from some regions exhibit local reentrance as a function of temperature, even
though the total entropy of the system decreases monotonically during cooling as
expected. The information theoretic method provides spatial maps indicating high
and low entropy and excess entropy regions as this ordering occurs. Thus, this approach provides a new way to quantify and visualize spin-glass ordering, all within a
two-dimensional system.
This thesis is organized as follows. Chapter 2 briefly reviews the model that
we have studied and its known properties. Chapters 3 and 4 present the relevant
background information about statistical mechanics and our methods respectively.
We then present our results in Chapter 5 and conclude in Chapter 6 by providing a
summary of the main findings and suggestions of several areas for future investigation.

CHAPTER 2

THE MODEL
2.1

The Ising antiferromagnet on a triangular lattice

This thesis investigates the Ising antiferromagnet on a two-dimensional triangular
lattice. Each site on the lattice has a spin whose dipole moment points either out of
the lattice plane or into it. Each spin interacts with its six nearest neighbors with
interaction energy J and applied external magnetic field H. The Hamiltonian for this
system is

where C means that the summation is over nearest neighbors. Each spin ai is a binary
(G)
variable: ai E (-1, +I). The negative sign before the first term, the interaction
term, lowers the energy when its nearest neighbors are aligned for positive coupling
constant J (ferromagnetic bonds), and favors antiparallel alignment for negative J
(antiferromagnetic bonds). In the following, we fix J = -1. Thus, neighboring pairs
of spins in an antiferromagnetic arrangement are energetically favored.
The unit cell of the triangular lattice is a rhombus which can be thought of as
two equilateral triangles, or plaquettes. For the case of antiferromagnetic bonds, the
plaquettes are geometrically frustrated, and a t least one of the three bonds must
contribute positively to the energy. As this is the case for every plaquette, the antiferromagnet on the triangular lattice is maximally frustrated. In frustrated systems
multiple deep wells occur in the graph of the free energy as a function of order parameter (magnetization, etc.), leading to what is known as a rugged free energy landscape.

Figure 1: A triangular lattice with the three sublattices denoted by the letters A, B
and C. A spin on one sublattice has no nearest neighbor on the same sublattice.

The pure Ising antiferromagnet on a triangular lattice does not order a t finite
temperature, and there is a large degeneracy of the ground state. The entropy due
t o the zeretemperature degeneracy, the residual entropy s(O), is known exactly from
transfer-matrix calculations t o be 0.323066 kB (Wannier, 1950), where kB is Boltzmann's constant.

2.2

Dilution

The introduction of quenched vacancies (i.e. fixed, unoccupied sites in the lattice)
relieves the frustration and causes a phase transition to occur (Grest and Gabl, 1979).
Grest and Gabl studied this model by randomly deleting sites over the whole lattice.
They obtained Monte Carlo results showing that the antiferromagnet exhibits longrange, spin-glass ordering if quenched vacancies are introduced randomly. Specifically,
Grest and Gabl report that nonvanishing quenched dilution gives rise t o a second order
phase transition. As quenched dilution is increased to 50%, the lattice reaches the
percolation threshold, the point at which so many sites are missing that the lattice
is no longer connected. For systems diluted beyond the percolation threshold, it is
meaningless to analyze measures of long range order (Grest and Gabl, 1979).

In 1982, Ferniindez, Andkrico, and Streit began looking at the entropy density of
this system (Ferniindez et al., 1982; Andkrico et al., 1982). They used a transfermatrix calculation to show that the minimum of the residual entropy occurs for a
dilution of around 10% of the lattice, well below the percolation threshold.
A new avenue of study for this model was paved when Choy and Sherrington found
the exact probability distribution of local fields P ( h ) , where h is the effective field
acting on a site due to the interactions with its nearest neighbors, for the undiluted
system (Choy and Sherrington, 1983a,b). A Monte Carlo calculation of P ( h ) for the
diluted case (Crewick et al., 1985) showed a local minimum in the distribution at
h =0

-

this is called a "zero-field hole." Then, an exact transfer-matrix calculation

(using a finite lattice) showed that the derivative of entropy density with respect to
spin concentration x at kBT/ J

=0

and x

=

1 (maximum concentration) is kB[h2 -

In P(0)] (Farach et al., 1988)
=

1.9309 kB, for

~ B T
= 0.
J

Note that this is the correct value as a numerical error appears in the result quoted in
the Farach article (see Gon~alveset al. 1997). The rate by which the residual entropy
drops as dilution is introduced is significantly greater than the linear approximation
between the known d = 0 and d = 1 limits (see Figure 29 in Section 5.2). This steep
slope is taken to indicate that the model has a strong tendency to order when diluted.
A triangular lattice decomposes into three sublattices, i.e. subsets of the lattice
which are neighbored only by sites in the other sublattices (see Figure 1). Recently
Kaya and Berker analyzed a model in which sites are randomly diluted on only one
sublattice (Kaya and Berker, 2000). We shall refer to the lattice on which dilution
occurs as sublattice A; the other two sublattices are B and C. For this model we
measure dilution strength d as the fraction of sites removed from Sublattice A. Thus,
a dilution of 1 corresponds to a lattice in which Sublattice A is removed entirely,

resulting in a honeycomb lattice. This model, which we shall refer t o as the KayaBerker model, has the advantage that it remains connected even a t full dilution, unlike
the model of Grest and Gabl. As we shall see in Chapter 5 the Kaya-Berker model
has the property that the residual entropy monotonically decreases with dilution.
Using hard-spin mean field theory (Netz and Berker, 1991a,b), Kaya and Berker
looked at the critical behavior of this model (Kaya and Berker, 2000). They found
that the model orders at finite temperature for a dilution strength at or above approximately d z 4.2%. The nature of this order is as follows: sublattices B and C spontaneously magnetize with opposite signs and equal magnitudes, and spin-glass ordering
occurs on sublattice A as indicated by a non-zero value of the Edwards-Anderson
order parameter (see Section 4.2 for the definition of this quantity). Physically, the
addition of vacancies t o the two-dimensional case relieves frustration and leads t o this
ordered phase (Kaya and Berker, 2000). Thus, this model system provides a n example of order arising from disorder and offers a generic system to explore the interplay
between geometric frustration and randomness. This system exhibits spin-glass and
magnetic ordering on separate sublattices, so its phase diagram possesses a n unusual
richness for a two-dimensional, short-range model.

CHAPTER 3

BACKGROUND
This chapter defines the statistical mechanical and information theoretic quantities
that we have used to investigate phase transitions and ordering in the Ising antiferromagnet with quenched dilution on a triangular lattice. Included are discussions of
traditional thermodynamic measures, such as the specific heat, magnetization, magnetic susceptibility, and entropy, as well as the excess entropy, an information theoretic
measure of complexity that we have applied to this system. We have conducted this
investigation within the canonical ensemble, thus assuming that the system is in thermal equilibrium and that the probability of a particular microstate is proportional to
where

e-",

3.1

/? = & and E is the energy of the microstate.

Specific heat and magnetic susceptibility

The specific heat is defined as the derivative of the internal energy density with
respect to temperature T. The internal energy (1)is the average over the thermal
fluctuations of the microstate value, 1. Then:

For a system in thermal equilibrium (e.g., Reif 1965),

a(&)
Thus the variance in the energy is proportional to T.
For the system under scrutiny here, the magnetization of the lattice is a natural
variable to consider. The total magnetization is defined as the sum of all of the spins

in the lattice N ,

A straightforward calculation gives:

Since the magnetization depends on the size of the system, it is an extensive property.
It is often more convenient to work with the magnetization per site, or the magneti-

zation density m, which is intensive. We denote an intensive quantity with the lower
case letter corresponding to the capital letter that denotes its associated extensive
quantity. To make Eq. 6 contain only intensive quantities, we divide both sides by
the N2, where N is the number of spins in the lattice. We call the response of (m) to
changes in H the (intensive) magnetic susceptibility X, and it is found by Eq. 6 t o be

3.2

Thermodynamic entropy density

In studying heat engines, Rudolph Clausius found that the ratio of the amount of
heat energy a heat engine gains from its environment t o the temperature at which this
heat gain occurred, has the properties of a state function (Clausius, 1865). A state
function is a physical quantity that characterizes the state of a system, independent
of its history. When an infinitesimal amount of heat d q flows into a system, the
infinitesimal change in its entropy dS is defined as this heat energy divided by the
absolute temperature T at which the change occurred:

The cross through the infinitesimal indicates that q itself is not a state function and
therefore it cannot be integrated directly, i.e. it is absurd to discuss the heat of the

system. For systems of constant volume or pressure, the infinitesimal heat gain ctq
raises the temperature by dT and is related to the heat capacity C

Thus the entropy is often found via the temperature integral of the ratio of the specific
heat c to the temperature itself

where To is a reference temperature. By dividing both sides by N, one obtains the
intensive version of this equation, which yields the entropy density from an integral
involving the specific heat. To use this approach C(T) must be continuous and
integrable.

Eq. 10 comes from the macroscopic interpretation
of entropy and only describes how entropy changes

S
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and how this change
- can be determined. To describe
the local origin of entropy, the concept of probability
must be adopted. In the 18701s,a microscopic definition of entropy was provided by Max Planck and
Ludwig Boltzmann, and independently by J. Willard
Gibbs (Planck, 1959; Bolzmann, 1877; Gibbs, 1902).
Their statistical definition of the entropy of a system
which is at a given energy, one described by the mi-

Figure 2: Boltzmann's tomb

crocanonical ensemble, is depicted in Figure 2' .
Around 1900 Gibbs developed the notion of an ensemble which ultimately gave
statistical mechanics a firm footing. An ensemble is a collection of identical systems,
each in a different initial microstate selected according to the ensemble's probability
distribution. With this framework of probability he came to the following formula for

the entropy:

where

pi

is the probability of a microstate and the sum runs over all allowed mi-

crostates. It must be noted that Boltzmann and Thompson arrived a t the same
microscopic formula for the entropy density at about the same time. Boltzmann's
formulation was so deeply rooted in the abstractness of probability theory, however,
that it is the conceptual use of ensembles that has survived the test of time. The
microscopic formulation of the entropy provides a link between the thermodynamical
(macroscopic) state function and the physical building blocks that underlie it. Since
a direct calculation using Eq. 11 requires sampling a huge number of microstates, it
is too cumbersome to use in most situations.

3.3

The Shannon entropy

Claude E. Shannon introduced information theory in his monumental 1948 paper, "A
Mathematical Theory of Communication" (Shannon, 1948). He considered streams
of electrical pulses on a wire as information sources that transmitted pictures, words,
and sounds. The streams he called signals, the pulses he called bits, and the wires he
called channels. By regarding entropy as the amount of uncertainty or randomness
in a signal, Shannon showed that by adding extra bits to a signal, transmission errors
can be corrected. This conception of entropy paved the way for a new means of
calculating the thermodynamic entropy of a large class of systems.
Shannon's analysis required the determination of the "amount of uncertainty in
a probability distribution." This uncertainty is now known as the Shannon entropy

H. To get a quantitative measure of the uncertainty of a probability distribution,
Shannon required the following:
1. H must be maximized for a uniform distribution;

2. H must be a continuous function of the probability distribution. An infinitesimal change in the probabilities must cause an infinitesimal change in H ; and
3. H must be independent of how the events are grouped.
These three requirements determine H uniquely to within a constant (Shannon, 1948;
Khinchin, 1957; Cover and Thomas, 1991). For a finite set of N binary stochastic
variables, ai E (-1, +I),

where p(al, a 2 , ...,aN)is the probability of the set of variables and the N summations
account for all 2N combinations of values of the variables exactly once. The Shannon
entropy is a measure of the uncertainty of the N spins. For a uniform distribution,
the Shannon entropy obtains its maximum. Conversely, if the spins are all up (or
down), only one outcome is possible and the Shannon entropy vanishes.
For stationary processes in one dimension, the Shannon entropy H varies with the
number of variables L as depicted in Figure 3 (Crutchfield and Feldman, 2003, and
references therein). H(0) is defined to be 0, as in this case there is no variable about
which to be uncertain. A stationary process is a set of stochastic variables whose joint
probability distribution is translationally invariant,
p(a1, a 2 , ..., an)= p(al+k,a2+k,..., a n + k )

for all n and k.

(13)

Since H ( L ) asymptotically approaches linearity in L (Cover and Thomas, 1991;
Crutchfield and Feldman, 2003), for a stationary process in one dimension H ( L ) / L
asymptotically approaches a constant. This constant, the slope of the dashed line in
Figure 3, equals the thermodynamic entropy density s

s = lim -.H ( L )
L-00
L
Since H(L)/L is slow t o converge as L increases, we focus our attention on the
L-dependent entropy rate AH(L). As the number of variables is discrete, the slope of

Figure 3: Shannon entropy H(L) vs. number of stochastic variables L for a stationary
process in one dimension (Crutchfield and Feldman, 2003). In the large variable limit,
the slope of the dashed line in the figure represents the physical entropy density s.
H(L) a t any L in Figure 3 is calculated by considering two consecutive points (L - 1)
and L. Using set notation the Shannon entropy (Eq. 12) is denoted H [{ai : 1 5 i j
L)] , thus,

The probability distribution in the second term of Eq. 15 differs from the first in that
spin a1 is removed. Thus, while the sum in the first term is over 2L configurations,
the sum of the second term is over 2L-1. For a stationary process in one dimension
AH(L) converges to the thermodynamic entropy in the large variable limit (Cover
and Thomas, 1991; Crutchfield and Feldman, 2003)

s = lim A H (L).
L+w

In addition to the L-dependent Shannon entropy rate, the conditional Shannon

entropy also provides an alternate method to obtain the thermodynamic entropy. In
order to calculate the conditional Shannon entropy we need to single out one of the
spins as a target spin and a neighboring block of spins is called the conditional set.
For a set of L spins, each of which is denoted by ai, the conditional Shannon entropy

of the target spin, say

al,

is

where p(al la2,..., a N ) is the probability spin al takes a value of 1 or -1 (depending
on which term of the sum) given the values of the variables in the conditional set.
The conditional Shannon entropy can be interpreted as the average uncertainty of
the orientation of the target spin given the state of the spins in the conditional set.
Using the fact that the conditional probability p(sly) equals
, ! '
forward t o show that AH(L) = H[al({ai: 2

< i < L}].

it is straight-

Eq. 16 may thus be rewritten

as:

s

=

lim H[all{oi : 2

L-a,

1 i 5 L}].

(18)

The set of L stochastic variables referred to in Eqs. 12, 17, and 18 is a subset of
the spins called a shape. Together, the target spin and the conditional set constitute
the shape. The conditional Shannon entropy tells us the average uncertainty of the
orientation of the target spin, given the knowledge of the orientation of the other
spins in the shape.
In two dimensions a similar result holds, but one must use considerable care when
defining the set of variables upon which the target spin is conditioned, see Feldman
and Crutchfield 2003, and references therein. The limit in Eq. 18 converges differently
for different choices of shape; some choices will not converge at all and the limit does
not hold. To determine the set of spins that converges to the entropy density and does
so efficiently, we require that the target spin be "shielded" from one half of the lattice
(Goldstein et al., 1990). A target spin is shielded from another by a set of spins if the
target spin's probability distribution depends only of the values of the spins in the set,
and not additionally on the value of the other. For infinite range interactions, those
for which any spin affects any other, the set of spins must then be the whole lattice,
making the direct computation of the entropy using Eq. 18 impractical. However,

for models in which the interactions between spins are of finite range, we only need
to use a set of variables that are connected along one dimension and extend as far
as the interaction range in the other direction (Alexandrowicz, 1971, 1976; Schlijper
and Smit, 1989; Schlijper et al., 1990; Eriksson and Lindgren, 1989). For models
with only nearest-neighbor interactions, as is the case for the models studied here,
we can thus use a shape that is one spin thick and connected and extends along one
dimension. The appropriate set of spins for the twedimensional Ising model on a
triangular lattice, including the target spin, is shown in Figure 4. The figure shows
the shape for L

=

7. As the shape grows, spins are added t o the left and right ends

of the shape.

Figure 4: A shape of eight sites for the Ising model on a triangular lattice used in the
calculation of the Shannon entropy. The target spin is marked with the 'e' .
The "kink" in the shape of Figure 4 around the target spin achieves shielding
by including a t least half of its nearest neighbors. In the limit in which the shape
extends infinitely far t o the left and right, the target spin is shielded from all those
beneath it. This approach, whose accuracy is well established for systems without
frustration

(Alexandrowicz, 1971, 1976; Meirovitch, 1977, 1983a; Schlijper, 1983;

Schlijper et al., 1990; Schlijper and Smit, 1989; Goldstein et al., 1990; Meirovitch,
1999), allows one t o express the entropy of the lattice as a function of the frequencies
of occurrence of configurations in a small neighborhood of spins. These frequencies
can be directly measured in a Monte Carlo simulation, allowing us to collect the
probability distribution required by Eq. 12 for any temperature. The probability
distribution is formed by building a histogram of the occurrences of configurations.

The infinite shape-size limit in Eq. 16 cannot, of course, be done in practice.
However, it turns out that AH(L) converges extremely quickly to its large-L value
(see, e.g., (Meirovitch, 1999)). The well known information theoretic method of using
the conditional Shannon entropy for calculating the thermodynamic entropy density
s has been applied successfully t o a number of different systems, including: the two-

dimensional Ising model and the q

=

5 two-dimensional Potts model (Schlijper and

Smit, 1989); the Ising model on a simple cubic lattice (Meirovitch, 1983a); a twodimensional hard-square lattice gas (Meirovitch, 1983b); the three-dimensional fcc
Ising antiferromagnet (Meirovitch, 1984); coupled map lattices (Olbrich et al., 2000);
Gaussian random fields (MarEelja, 1996); polymer chain models (Meirovitch, 1999);
and network-forming materials (Vink and Barkema, 2002).
To estimate the entropy we calculate A H (L) for a suitably large L. This is done
by calculating H [{ai: 1 5 i 5 L}] (which uses the probability distribution formed
by joining all the spins in the shape) and subtracting from it H [{ai: 2 5 i 5 L}]
which is found using the probability distribution formed by joining all the spins in the
conditional set. Thus AH(7) is found by first collecting a normalized histogram of
configurations for the shape of Figure 4. We then calculate H(7) via Eq. 12, forming
subsequently a new normalized histogram by reducing the original t o one where the
target spin is removed. We calculate H ( 7 - I ) , and then subtract it from H(7) t o get
AH(7). In Figure 5 we see that the value of AH(L) is very close t o its large L value
by the length L = 5. All the information theoretic measurements of entropy in this
thesis were collected via A H (10).

3.4

Excess entropy

In the early and mid eighties the excess entropy, also called "stored information,"
"effective measure complexity," and simply "c~mplexity,'~
was put forth as a measure
of a system's regularities and structure (Crutchfield and Packard, 1983; Shaw, 1984;

Number of Spins L
Figure 5: Two samples of the L-dependent entropy rate A H ( L ) vs. the number of
spins in the shape L for a system where sublattice A is 10 % diluted. The value of
A H ( L ) is very close t o its large L value by the length L = 5. The top curve is for
k B T / J = 0.6. The bottom curve is for k B T / J = 0.8
Grassberger, 1986; Szkpfalusy and Gyijrgyi, 1986). The excess entropy has been
applied successfully in a number of settings (Lindgren and Norhdal, 1988; Nemenman,
2000; Bialek et al., 2001; Feldman, 1998; Feldman and Crutchfield, 1998; Crutchfield
and Feldman, 2003; Feldman and Crutchfield, 2003). Although E is not a metric
invariant, it has been established as a general measure of the complexity or structure
of physical systems (Crutchfield and Feldman, 2003, and references therein).
The excess entropy is a measure of how the slope of H ( L ) in Figure 3, AH(L),
converges to its limit, the thermodynamic entropy. The slope AH(L), for finite L,
overestimates s because single measurements appear more random for finite L than
they really are. Thus the amount of randomness (i.e. information) reported for a
shape of finite length by Eq. 15 that is actually due to correlations is the area between
the A H ( L ) and s curves in Figure 6. This discrete integral has the following form:

Figure 6: Schematic plot of L-dependent entropy rate AH(L) vs. number of stochastic
variables L for a stationary process (Crutchfield and Feldman, 2003). In the large
variable limit AH(L) is the thermodynamic entropy density s.
The excess entropy is also equal to the L = 0 intercept of the dotted line in Figure
3. Thus,

= L+W
lim

(H(L) - sL).

That is,
H(L) = sL

+E

in the limit L

+ oo.

CHAPTER 4

METHODS
This chapter describes the Monte Carlo simulation performed to investigate phase
transitions and ordering in the Ising antiferromagnet with quenched dilution on a
triangular lattice. Exact results are virtually unattainable for this system due to its
geometric inhomogeneity and rugged frustration. Thus we choose to probe it with
a Monte Carlo simulation. Below we give the details of the Metropolis algorithm,
a Markov process satisfying the conditions of detailed balance and ergodicity that
generates a dynamic pathway through state space such that states are visited with
a frequency proportional to their Boltzmann weight (Newman and Barkema, 1999).
Then we discuss the equilibration time of the system, the correlation time of the
system, critical slowing down of the system, and the calculation of thermodynamic
variables. The information theoretic method of calculating the entropy is described in
addition to the conventional one. The errors of these measurements are also analyzed.

4.1

Importance sampling

To obtain reliable average values of thermodynamic variables, we need to sample the
states of the system according to their Boltzmann weights. This is can be achieved
via the technique of importance sampling according to which the states generated by
our Monte Carlo algorithm occur with a probability proportional t o that specified by
the canonical ensemble. The Metropolis algorithm (Metropolis et al., 1953) achieves
this by flipping the spins one a t a time, a process known as single-spin-flipdynamics.
Single-spin-flip dynamics tends to keep the system in states of approximately the
same energy for long periods of time.

The algorithm is t o select a spin at random, flip it with a probability P,, given
by Eq. 22, and repeat.

where 1, is the energy of the current state p and E , is the energy of the state v
that the system would be in if the chosen spin is flipped. The Metropolis algorithm
dictates that, if the flipping of a site causes the lattice t o be in a state of higher
energy, the flip is accepted according to the Boltzmann probability whereas the flip
is always accepted if the lattice energy is decreased by the flip.
The spins are flipped according to transition probabilities p,,,

the probability of

going from state p to state v. These probabilities must be chosen so that the condition
of ergodicity is satisfied. Ergodicity, required to ensure that time averages are equal to
ensemble averages, is satisfied when there is a finite path from any state p to any other
state v. Since the transition probability between any pair of states in Eq. 22 never
vanishes, the condition of ergodicity is satisfied. The condition of detailed balance,
which ensures that the system obeys time-reversal symmetry when in equilibrium, is
satisfied when the transition probabilities p,,
p,,
Pw

have the following property:

- e-P(Ev-Ep)

(23)

where 1, and I , are the energies of states p and v respectively and ,B is the inverse
temperature (scaled by Boltzmann's constant). By comparing Eq. 22 and Eq. 23, we
see that the Metropolis algorithm trivially satisfies the condition of detailed balance.
In short, the process defined by the Metropolis algorithm moves the lattice through
microscopic configurations consistent with the specified temperature, yielding a state
probability distribution converging t o that specified by the canonical ensemble. Namely,
the probability of a configuration c is proportional to e-Pa('), where X(c) is the energy
of the configuration c.

4.2

Details of the system we used

Monte Carlo simulations require many measurements t o be taken at each temperature. After completing these measurements, we perform the analysis, store the
results, increment the temperature, and repeat. It must be noted that exactly the
same results are found by holding the temperature constant and incrementing the
interaction strength J. In that implementation the system orders for large J , and
below the critical strength J, the system is disordered.

4.2.1 Lattice specification
Since the model is on a triangular lattice, each site has six nearest neighbors (see
Figure 1). We store the lattice as a one-dimensional array and use helical boundary
conditions (for details see Newman and Barkema, 1999). The order of the sites in
the array corresponds t o the three sublattices stored one after the other. Thus, every
third entry is in the same sublattice. For each spin t o have nearest neighbors of unlike
sublattice, we restrict the lattice to (L - 1) columns, where L is a multiple of three.
Further, to achieve sublattice matching a t the boundaries, the number of rows must
also be a multiple of three. Thus the array must be of length L(L - 1). The lattice
used for all of the data reported in this thesis is of size 98 x 99.

4.2.2

Equilibration time

Starting a t a new temperature requires waiting for the system t o reach equilibrium.
To get a sense of the time required for the system t o come to equilibrium, we look
at plots of the magnetization density as a function of time starting from an initial
lattice that corresponds to an infinite temperature, disordered lattice (see Figure 7).
The way we characterize time is in units of Monte Carlo steps, or M C S . If the lattice
of the simulation has lo4 sites, one M C S corresponds t o lo4 randomly proposed
spin flips of the Metropolis algorithm. Guided by outputs like those in Figure 7, we

Time (MCS)

Figure 7: Magnetization density of sublattice B r n vs.
~ time t from five simulations for
a lattice that has sublattice A 50% diluted at k B T / J = 1.0. To ensure a conservative
estimate of the equilibration time, these simulations were started with a random
lattice (corresponding to T -+ oo) and equilibrated to a temperature just below
the critical temperature k B T / J = 1.2. Note that after a transient time of around
4,000 MCS, the system equilibrates and the magnetization curve levels off. Once
equilibrated, the fluctuations in the magnetization are due to the thermal fluctuations
and are independent of the initial condition.
discarded the first 4000 M C S after each increment of T for all for all runs reported
in this thesis to ensure equilibrium.
4.2.3

Correlation time

Once the system is in equilibrium, the time between measurements should be large
enough so that successive measurements are sufficiently uncorrelated to contribute
new information. To estimate the correlation time r , the number of Monte Carlo
steps required to go from one state to another that has the orientation of all spins
significantly independent of the previous state, we form the time-displaced autocorrelation function for a single spin at a single site, a variant of the Edwards-Anderson

order parameter (Edwards and Anderson, 1975)
q(t)=

1

N

N C ( ( o i ( 0 )- mi) x (oi(t)- m i ) ) ,
a=

1

where m, is the average magnetization of spin a,. For the system under scrutiny
here, we look at this Edwards-Anderson order parameter variant for each sublattice
independently. For sublattice A, mi is zero for all sites so qA(0) = 1. In Figure 8 we see
this function decays exponentially above approximately 20 M C S , i.e. q ( t ) = e - t / r
above 20 M C S . The correlation time

T

is equal t o the area under the q ( t ) curve:

Figure 9 shows two different results of integrating q ( t )
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Figure 8: The log of the Edwards-Anderson order parameter of sublattice A, In ( q A ) ,
vs. time t on the undiluted lattice. For k B T / J = 1.1 the data is plotted with a
dashed curve while for k B T / J = 1.0 a solid curve is used.
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Figure 9: Integral of the Edwards-Anderson order parameter of sublattice A,
y(tl)dtl, vs. time t This data was taken on undiluted lattice for t B T / J = 1.1
(dashed curve) and k B T / J = 1.0 (solid curve).

Ji

The Metropolis algorithm for the Ising model is an excellent algorithm well away
from the critical temperature, but in the limit as temperature approaches Tc and the
system size goes to infinity, the number of Monte Carlo steps required to obtain an
uncorrelated lattice diverges (Newman and Barkema, 1999). AndQico, Ferniindez,
and Streit explored the slowing down in the systems of Grest and Gab1 (1979) by
integrating q(t) to estimate T (1982). They showed the extent to which the Metropolis
algorithm on this system slows down as the temperature drops by fitting the function

to their data for various values of critical temperature Tc. Using a lattice of roughly
twice the side length of theirs (50 x 50), we verified the results of Andkrico et al.
(see Figure 10). For Tc = 0 they report A
Figure 7), and we find A

=

=

2.37, C

=

1.01 (Andkrico et al., 1982,

2.31 f0.07, C = 1.12 f 0.07, in excellent agreement with

their results.
For the data collected for this thesis, sequential updating with measurements taken
every 20 MCS was used throughout. We average over many independent runs, thus
providing error-bar estimates in the standard fashion.
4.2.4

Finite size and low temperature subtleties

Below the critical temperature, single-spin-flip dynamics provides a path for the lattice to flip over for a finite size lattice (Newman and Barkema, 1999). This global
flipping could not occur in an infinite lattice. To get reliable estimates of the magnetization of the two undiluted sublattices in this region we must take the absolute
value of the sublattice magnetizations. Above the critical temperature the absolute
value is not required, and indeed skews the data. However, since the actual critical
temperature is rarely known, we take the absolute value of the sublattice magnetizations for all temperatures. This causes the high temperature sublattice magnetization
density values never to vanish (see Figure 11). Thus the analysis of magnetization
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Temperature kBT/J

Figure 10: Correlation time r vs. temperature kBT/J for the unc
98 x 99 lattice. The curve is a fit of Eq. 26 using T, = 0.

cl case on a

densities alone is not necessarily the most reliable means t o identify the location of
critical temperatures.
An important limitation of this model is its behavior a t low temperatures. For
low dilutions this model is frustrated and thus has a rugged free energy landscape.
As the system is cooled, Monte Carlo methods become inadequate at sampling the
whole phase space. The algorithm becomes trapped in the vicinity of a local free
energy minimum, leading to incorrect sampling probabilities and inaccurate data.
In Section 5.1 we will make some practical inferences to identify the temperature
where this method becomes unreliable, and we make a conservative estimate of this
temperature to be sure to record only accurate results at temperatures for which the
algorithm samples phase space representatively.

4.3
4.3.1

Entropy measurement
Traditional method

The standard method for calculating the entropy density of Equation 10 with a computer is via

where ST is the temperature interval between our specific heat data points. To reduce
errors arising due to approximating the integral as a sum, we need ST' to be small.
This is computationally expensive, however, so we need to optimize ST' for tolerable
error. As we shall see in Figure 13, the error is not immediately obvious. Thus
we choose the moderate value ST' = 0.02 for the data collected via this method

Temperature kBTIJ
Figure 11: Absolute value of magnetization densities ImAl, ImBl, and lmcl vs. temperature kBT/J. The data was taken on a lattice of 98 x 99 spins with 5 % of
Sublattice A randomly diluted. The values were found by averaging over 30,000 measurements. The magnetization appears t o be non-zero above the critical temperature
kBT/ J M 0.63. The curves for ImB1 and lmcl lie almost directly on top of each other
as expected.

in this research and focus on the error when we get t o the information theoretic
method. For the Kaya-Berker model the zero temperature entropy endpoint s (To)=
s (T = 0) is known for two limiting cases. For the honeycomb lattice (d = 1) the

residual entropy density vanishes (all frustration is relieved and there is a vanishing
multiplicity in the ground state), and for the triangular lattice (d = 0) it takes
the value 0.323066 kB (Wannier, 1950). We are interested in the entropy density for
arbitrary dilution, for which the zero point entropy density is unknown. However, the
infinite temperature limit provides an endpoint entropy we can calculate analytically.
Thus only useful values of the entropy density provided by this method must start
from the high temperature limit. For T

-+

oo the value of the entropy density can

be determined via the Boltzmann relation; S = kB In W where W is the number of
accessible states. For a system of N spins:

Although the entropy in the infinite temperature limit is exact, in practice the
simulation cannot start from infinity. We have used a high temperature expansion of
the entropy to solve this problem. We let the ratio of low energy bonds N- to high
energy bonds N+ be ePZJ,since 2 J is the energy change if one of the spins flipped
and the bond became a low energy one. To first order in

0,this exponential can be

approximated as 1 - 2PJ:

For dilution d, the total number of bonds is related to the number of lattice sites as
follows:

Substituting Eq. 29 into Eq. 30, we find the number of high energy bonds.

Now substituting Eq. 31 into Eq. 30 enables us t o obtain the number of low energy
bonds.

Thus the total internal energy, (N+ - N - ) J, is:

We then use this formula t o determine the specific heat t o lowest order

p:

This function is plotted with data in Figure 12.
Returning now to Eq. 27, note that the value of the entropy that this method
provides at any given temperature is dependent on the preceding value. Thus the
uncertainty of the value gets bigger as the simulation moves away from the high
temperature limit. We take the value of c given by Eq. 34 at kBT/ J

= 30, a

reasonable

choice balancing accuracy and computational efficiency, and use this as our starting
point in the sum in Eq. 27. Figure 13 shows the results of ten simulations with
different random seeds. The average of the specific heat was then calculated as well
as its standard deviation a, a t each temperature. The specific heat c fluctuates
more and more as the critical temperature k B T / J

%

0.76 is approached, causing a,

to grow. The solid entropy curves in Figure 13 represent the integrals of

and

can be interpreted as the maximum error of the entropy density. From this we see
that, although the specific heat curve given by the high temperature expansion never
lines up with the data in Figure 12, the curves are so close a t k B T / J = 30 that
the high temperature error becomes negligible compared to that caused by numerical
integration under the fluctuating specific heat curve.
In some systems the specific heat diverges and the integral cannot be performed
reliably over the critical temperature. In these cases two integrals must be done, one
from each end of the temperature range. The low temperature endpoint is usually
not known and thus this method is not applicable in these regions.
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Figure 12: Specific heat c vs. temperature k B T / J at high temperature for the 10%
diluted case. Note the small scale on the vertical axis.
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Figure 13: Specific heat averages and standard deviations for sublattice A diluted
10%. The error of the entropy is estimated by doing integrals of c f o,, as discussed
in text.
4.3.2

Information theoretic method

We recall that the physical entropy density is found information theoretically by
collecting histograms of the occurrences of configurations to use as probability distributions in Eqs. 12 and 16. As is often the case with disordered systems, in order to
apply this method t o the Kaya-Berker model, a crucial issue is at what stage in the
calculation one performs an average. To adapt this information theoretic approach
for disordered systems requires making a key modification. In the undiluted system,
one sweeps the shape of Figure 4 through the lattice, noting occurrences of each shape
configuration. We call this the sweeping method of collecting the histogram. The result is the frequency of occurrence of each configuration, averaged over the ensemble
(via the Monte Carlo simulation) and averaged spatially over the lattice. However,
in a disordered system, if one performs this latter average, one is also averaging over
different local regions of diluted sites. In so doing, the randomness of the dilution gets

mixed with the fluctuations of the spin degrees of freedom, yielding a significantly
overstated entropy for the system.
For this reason, instead of using the sweeping method, we keep the shape fixed at
a number of selected sites, collecting separate histogram data a t each site during the
simulation. We call this the planted method. It preserves the effects of different local
bond realizations. The result is a local entropy that measures the unpredictability of
a particular single spin at a particular site, averaged over the statistical mechanical
ensemble. The thermodynamic entropy density then is just the average of these "local
contributions.'' In this research we estimate the entropy using this method by taking
an average over 900 individual local entropy contributions. The decision to use 900
shapes was made in order to have enough shapes t o sample a variety of realizations of
the dilution without requiring excessive memory for histogram storage. It is important
t o realize that a local entropy is not a property of a single site but rather, it takes
into account the degree to which a single site is (or is not) correlated with its cluster
of neighbors. Specifically, it is the uncertainty of the orientation of the spin a t that
site, given the knowledge of the orientations of the spins in the cluster of Figure 4.
An important characteristic of the Kaya-Berker model is seen by looking at different realizations of the dilution. In Figure 14 the entropy densities from eleven
independent simulations are shown as a function of time. Different spins in sublattice
A get diluted in each disorder realization, yielding different entropy densities. We use
a 98 x 99 lattice with a relaxation time of 20 MCS (see Section 4.2) for the data of
Fig. 14. Notice that the entropy density only rises from 0.44620kB t o 0.44665kB (an
increase of As = 0.00045kB) between 500,000 counts and 5 million counts. It is thus
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point and above k B T / J = 0.4 and for all dilutions. The standard deviation of this

Number of Configurations Sampled (XI
00,000)
Figure 14: Entropy density vs. number of configurations sampled for different realizations of sublattice A diluted 10%. This data is for a temperature of k B T / J = 1.3
- significantly above the critical temperature for this system. Note the narrow scale
on the vertical axis.
variation is about 0.005kB or about 1 % of the average entropy density for all temperatures. As is the case for all of the information theoretic results in this thesis, the
entropy is calculated for each run by setting up 900 shapes placed in such a way that
their target spins make a 30 x 30 rhombus. The entropy density depends on which
sites are chosen for dilution. We ran several simulations of the same lattice with the
same locations for the planted shapes, resulting always in very similar estimations
of the average entropy density (less than 0.05 % error). On the other hand, eleven
simulations were done on the same lattice but choosing different places to place the
shape, resulting in the plot above.

CHAPTER 5

RESULTS
This chapter presents the results concerning the phase transitions and ordering in
the Ising antiferromagnet with quenched dilution on a triangular lattice. Included
are discussions the critical temperature, the magnetization critical exponent

0,the

Edwards-Anderson order parameter, and histograms. Then we discuss the traditional
entropy calculations followed by the Shannon entropy calculations. We compare these
two methods, and also show results for the excess entropy.

5.1

The phase transition

In this section we use the magnetization density and Edwards-Anderson order parameter to quantify the ordering in this model as a function of dilution. We also show
how the probability distributions of the configurations of the spins in the shape used
to calculate the Shannon entropy indicate the phase transition. We have not reported
results for k B T / J less than 0.4, since we found evidence of the system freezing into
metastable states at lower temperatures, a common problem in simulations of models
in which frustration is present (Grest and Gabl, 1979).
Figure 15 shows the behavior of the magnetization density as a function of temperature on each of the three sublattices and the whole lattice for the undiluted case.
As expected, and in agreement with previous work (Domb and Green, 1974), this
system shows no evidence of a phase transition to an ordered phase.
With only 5 % dilution on one sublattice (denoted sublattice A), the picture is
dramatically different, as shown in Figure 16. The undiluted sublattices, B and C,
each show a nonzero magnetization density below a critical temperature of k B T / J =
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Figure 15: Sublattice magnetization densities m ~ m, ~ and
, mc vs. temperature
k B T / J for the fully frustrated system. The values were found by averaging over
20,000 measurements taken on a 98 x 99 lattice.

l

7

Sublattice A
Sublattice B
Sublattice C

-----x-----

------E-.-..

b

0.4

0.6

0.8
1.O
1.2
Temperature kBT/J

1.4

1.6

Figure 16: Sublattice magnetization densities m ~ m, ~ and
, mc vs. temperature
k B T / J for a lattice of 98 x 99 spins with 5 % of sublattice A randomly diluted. The
values were found by averaging over 30,000 measurements.

0.63. The finite size of the lattice causes it to flip over many times near the critical
point, making the magnetization data there unreliable. As discussed in Section 4.2.4,
we can use the absolute value below the critical temperature when we know what it
is. No magnetization density develops on sublattice A, and the whole lattice has no
net magnetization. The magnetization densities on sublattices B and C are equal in
magnitude but opposite in direction.
Figure 17 shows the effect of dilution on the magnetization density. Two aspects
of these results are noteworthy. First, both the maximum sublattice magnetization
density and the critical temperature increase as the dilution is increased. Second, the
results of this plot qualitatively match those Kaya and Berker obtained via hard-spin
mean-field theory (2000). The data points in Figure 17 on the sublattice magnetization density intercept are the result of the analysis of the magnetization critical
exponent

p discussed below.

The line in the 5 % case is a B6zier fit t o the data. The

other lines are linear interpolations between data points marked by x's.
Figure 18 illustrates the low-temperature behavior of the magnetization density
as a function of dilution. The lines are linear interpolations between the data points
marked by the x's. The change in magnetization density with dilution is largest at
low dilutions, providing a very sensitive probe of dilution within this range. By 50 %
dilution, the magnetization density has reached 97 % of its magnetization, indicating
that the system is reaching saturation.
We have also estimated the magnetization critical exponent
magnetization critical exponent

p for our system.

The

p, defined as follows

is estimated using a least squares fit of the log of the magnetization versus the log of
the deviation of the temperature from the critical temperature.
Our estimates for p are consistent with
Ising universality class.

Q, the exact value for the two-dimensional
By assuming these models have P = Q we can vary T, until
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Figure 17: Magnetization density of sublattice B r n vs.
~ temperature k B T / J for
dilutions of 5 %, 10 %, 25 %, 50 %, and 100 %. These curves were measured on a
98 x 99 lattice and came from the average of 30,000 measurements. The data points
on the sublattice magnetization density intercept are the result of the analysis of the
magnetization critical exponent p. We used a B6zier curve to estimate the 5 % diluted
data. The other lines are linear interpolations between data points marked by x 's.
the p for our data matches this value and call this the critical temperature of the
system. In Figures 19 and 20 only data to the left of the short line crossing the
curve was used for the fit. For dilutions close to saturation, the data is very well
behaved (e.g. Figure 19), but for low dilutions, the magnetization density fluctuates
(e.g. Figure 20) and the slope is less accurate resulting in less accurate identification
of the critical exponent. The points on the temperature intercept in Figure 17 were
found via this method.
Next we consider the behavior of the Edwards-Anderson order parameter on sublattice A. As stated earlier, this model displays a two-dimensional Ising spin-glass
transition at finite temperature. Figure 21 shows the Edwards-Anderson order parameter on sublattice A as a function of temperature. These results were found by
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Figure 18: Magnetization density of sublattice B a t low temperature vs. dilution.
Each data point was obtained via a simulation on a 98 x 99 lattice at k B T / J = 0.4
and includes an average over a t least 25,000 measurements. The lines are linear
interpolations between the data points marked by the x 's.

Sublattice 6
FIT

/'
I

+

-

1

Figure 19: Log of magnetization density vs. log of deviation from critical temperature
for 50 % of sublattice A randomly diluted. The data was taken for a lattice of 98 x 99
spins. The values were found by averaging 30,000 measurements. Only data to the
left of the short line crossing the curve was used for the fit. The theoretical value is
1
8 while the slope of the fitted line is 0.125 f 0.001.
averaging over 80,000 M C S and the 90.6 % curve is itself an average of six different
dynamical pathways. The behaviors at high and low dilutions are qualitatively different. These results agree qualitatively with the hard spin mean field theory (HSMFT)
results (Kaya and Berker, 2000); both studies find that the critical temperature values
get larger with dilution. In general, HSMFT yields smaller values of the EdwardsAnderson order parameter than our simulations. For example, Kaya and Berker's
HSMFT calculation for the 50.0% diluted case results in a low-temperature limit
for q~ of about 0.041, whereas this study shows q~ z 0.068 for this system. HSMFT
shows double reentrance of the Edwards-Anderson order parameter (as temperature is
lowered, q~ increases, then decreases, and increases again) for the dilutions calculated
above 50.0 %, while our Monte Carlo results do not possess that feature.
As with all results in this thesis, 20 M C S were done between each measurement.
The five lower dilution curves look relatively smooth and they were calculated by

averaging over 50,000 measurements. The two higher dilution curves on the other
hand, 85.9%, and 90.6 %, were averaged over 80,000 MCS measurements, and they
are still not smooth. As the number of sites in Sublattice A vanishes, it becomes
.
when we tried to collect
increasingly difficult to get reliable results for q ~ Further,

data much below kBT/J

= 0.4,

the q~ data jumps to a value and remains constant.

Different simulations produced different values with no correlation with the number
of measurements performed thus indicating the minimum temperature accessible by
this technique.
Another indication of the phase transition is the structure of the probability distributions used in the information theoretic method. Figure 22 shows a probability
distribution above the critical temperature. It is symmetrical because the right hand
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Figure 20: Log of magnetization density vs. log of deviation from critical temperature
for 5 % of sublattice A randomly diluted. The data was taken on a lattice of 98 x 99
spins. The values were found by averaging 30,000 measurements. Only data to the
left of the short line crossing the curve was used for the fit. The theoretical value is
18 while the slope of the fitted line is 0.13 f 0.01.

side represents configurations connected t o the left hand side by spin inversion, reflecting the spin-flip symmetry of the system above its critical temperature. When
the lattice goes below a threshold temperature, the local spin-flip symmetry is b r e
ken. Figure 23 shows the broken symmetry among the three sublattices. We see
a very strong likelihood that the spins will align in just twelve configurations. The
histograms reveal a very narrow band of temperatures above which the histograms
are symmetric, below which they are not.
Figure 23 shows sets of peaks that have the same ratio of probability between the
members in the set. To be explicit, let the triplet just above the 2 x 38 configuration
be triplet I, the triplet just above the 6 x 38 configuration be triplet 11,and the triplet
just above the 8 x 38 configuration be triplet III. Then triplet I differs from triplet

III, only in that the spin in the tenth position is flipped. Further, the difference
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Figure 21:
Edwards-Anderson order parameter of sublattice A q~ vs.
temperature k B T / J.
Shown are the dilutions in Kaya and Berker :
6.8%, 11.0%, 25.0%, 37.5%, 50.0%, 85.9%, and 90.6 %. All curves were measured
on a 98 x 99 lattice with a t least 50,000 measurements. The 85.9 % and 90.6 % curves
were averaged over 80,000 measurements.

Configuration Number (x3')

Figure 22: A histogram of 500,000 measurements of a shape in a lattice that has
15 % of sublattice A removed at k B T / J = 1.0. k B T / J = 1.0 is above the critical
temperature for this system.
between triplet I11 and triplet 11is the flipping of the spin in the ninth position. We
see that triplet 11differs in form from the other two in that the ratio of the second
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Figure 23: A histogram of 500,000 measurements of a shape in a lattice that has
15 % of sublattice A removed at k B T / J = 0.5. k B T / J = 0.5 is below the critical
temperature for this system.

peak t o the third is the inverse of that ratio for the other two. This shows the effect
of the ninth spin on the rest when they are in their lowest energy configurations.
What the reader must take away from this discussion is that these low temperature
histograms provide insight into which configurations are favorable.

5.2

Comparison of information theoretic results with those
of other methods

This study is, t o our knowledge, the first time that the information theoretic method
for calculating the entropy density has been applied t o a system without translational
invariance. Although the ensemble of systems studied is translationally invariant,
each realization of vacancies is not. As a test of this method, we compared it against
various exact results and the results provided by the implementation of the integral
method (Section 4.3.1). The Ising model of a ferromagnet on a triangular lattice
has no degeneracy of the ground state. All the spins align and the entropy vanishes
a t kBT/J = 0. It has a well defined phase transition known exactly t o occur at

kBT/J = 3.6410 (Domb and Green, 1974). The specific heat diverges at the critical
temperature so the integral must be performed in two pieces: toward the critical
temperature from both sides. Results of this integration and the information theoretic
method are compared in Figure 24. Each of the sets of data were obtained from a
single run. The agreement between the two methods is excellent.
For the undiluted antiferromagnet there is no finite temperature phase transition
so only one integral needs t o be performed. The solid line in Figure 25 is the result
of this calculation. For comparison, the values found by the implementation of the
information theory technique are shown. These values are averages over 20 different
runs. Errorbars, given by the standard deviation, do not show since they are smaller
than the data points.
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Figure 24: Entropy density s / k B and specific heat c / k B vs. temperature k B T / J for
the ferromagnet on a triangular lattice of size 98 x 99. A correlation time of 50 MCS
was used for all measurements. The line was found by integrating under the specific
heat data which was collected at intervals of A k B T / J = 0.02. The points were
found via the information theoretic method using the sweeping method with % 5x107
measurements.
These two comparisons verify the equivalence of the two methods for a pure system. Now we test the approach for a system with quenched randomness using the
planting method discussed in Section 4.3.2. Figure 26 shows the entropy density s / k B
and specific heat c / k B as a function of temperature k B T / J for the 10 % diluted case.
The line was found by integrating under the specific heat data (the dotted curve in
Figure 26). The points were found via the information theoretic method. In spite
of the noise in the specific heat, the integral from high temperature does agree with
the information theoretic results. The errorbars were calculated by running the simulation 20 times and calculating the standard deviation. The size of the error bars

(% 1%) are consistent with the expected value that comes from an average of 18,000
local contributors.
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Figure 25: Entropy density s/kB and specific heat c/kB vs. temperature k B T / J for
the undiluted antiferromagnet. The measurements were done on a 98 x 99 lattice
with a correlation time of 20 MCS. The line was found by integrating under the
specific heat data which were collected at intervals of AkBT/ J = 0.02. The points
were found via the information theoretic method using the sweeping method with
= 5x107 measurements. Both methods agree with the exact zero-temperature result
of s(0) = 0.323066 kB (Wannier, 1950). The errorbars on the information theoretic
method are smaller than the points.
In the specific heat curve in Figure 27 we see the emergence of a little spike
(pointed to by the arrow). A feature of this model is that for non-vanishing dilutions
below about 25% there are two local maxima in the specific heat.
The entropy curves in Figures 25 and 26 are compared with each other and those
of systems with sublattice A dilution of 5 %, 15 %, 25 %, 50 %, 95 %, and 100 % in
Figure 28. For the undiluted case, the residual entropy is 0.323066 kB (Wannier,
1950) and, for the honeycomb lattice (d = 1.00), it vanishes. The lines were found by
the integration method. The points with errorbars are the results of the information
theoretic method. The integral method for the higher dilution is not included as the
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Figure 26: Entropy density s / k B and specific heat c / k B vs. temperature k B T / J for
sublattice A diluted 10 %. The data was taken on a lattice of size 98 x 99 and
a correlation time of 20 MCS was used between all measurements. The line was
found by integrating under the specific heat data which were collected at intervals of
A k B T / J = 0.02. The points were found via the information theoretic method with
500,000 measurements.
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Figure 27: Specific heat c/kB vs. temperature kBT/J for a lattice of 98 X 99 spins
with dilutions of sublattice A of 0 %, 5 %, 10 %, 15 %, 25 %, 50 %, 95 %, and 100 %.
A correlation time of 20 MCS was used between all measurements, at intervals of
AkBT/J = 0.02. We note the origin of the divergence in the specific heat as dilution
is increased to d = 100 % by the "little spike" (see text for discussion).
specific heat curve diverges around the critical temperature and the low temperature
limit of the entropy is not known exactly.
At low temperatures, this Monte Carlo simulation shows some error due to glassy
behavior of the frustrated system as discussed in Sections 4.2 and 5.1. Although
Monte Carlo methods do not provide the residual entropy exactly, our results show
that our estimates for the residual entropy drop off faster than linearly from the value
of Wannier to zero as dilution is increased. This feature can be seen in Figure 29, a
plot of the entropy at the lowest reliable temperature vs. dilution. The lowest reliable
temperature was between 0.36 and 0.40 depending on dilution. Our estimates are thus
an upper bound for the residual entropy. In Figure 29 we see that the residual entropy
clearly drops off faster than the linear approximation in the limit of zero dilution. In
the undiluted system, the residual entropy drops as a function of dilution as one third
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Figure 28: Entropy density s/kB vs. temperature kBT/J for a lattice of 98 x 99 spins
with dilutions of sublattice A of 0 %, 5 %, 10 %, 15 %, 25 %, 50 %, 95 %, and 100 %.
A correlation time of 20 MCS was used between all measurements. The lines were
found by the integration method using intervals of AkBT/J = 0.02. The points with
errorbars were found via the information theoretic method with 20 independent runs
of 500,000 measurements each. The integral method for the higher dilution is not
included as the specific heat curve is noisy around the critical temperature and so on
the lower temperature side of the transition we cannot get meaningful data.

of Farach et a1.k result

(f x 1.9309kB = 0.6436 kB) shown in Figure 29 as the tangent

to the curve at the zero dilution limit (Farach et al., 1988; Gonqalves et al., 1997, see
Section 2.2).
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Figure 29: Entropy density at low-temperature vs. dilution. Farach et al.'s calculated
slope at zero dilution is represented by a short line segment (see text for details). The
simulations were done on 98 x 99 lattice with a correlation time of 20 MCS between
all measurements and 500,000 measurements contributed to the histograms. The
errorbars represent the standard deviation of 18,000 local contributions.

5.3

Local contributions to the entropy density

For systems that are spatially homogeneous, the individual local contributions to the
information theoretic calculation of the entropy density lie very close to each other.
By local contributions, we mean the value of the entropy density a t a single site,
arrived at via the planted method, discussed in Section 4.3.2. In Figure 30 a set of 67
local entropy contributions is displayed for a run on the undiluted antiferromagnet.
Recall that for the planted method the entropy calculation is made by taking an
average over many individual local entropy contributions (see Section 4.3.2).
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Figure 30: A sample of 67 local entropy densities s i l k B and the mean of all 900 vs.
temperature k B T / J for the undiluted lattice. The data was collected on a lattice
of size 98 x 99. A correlation time of 20 MCS was used and there were 500,000
measurements contributing to the average.
When random quenched dilution is introduced the local contributions are no longer
identical and the position of the shape in the lattice becomes important. Figures 31-36
show the cases of sublattice A diluted 5 %, 10 %, 15 %, 50 %, 95 %, and 100 % respectively. Each local entropy density has a high temperature value of kB ln(2), but as
the temperature is lowered the local entropy densities become spatially inhomogeneous. With only 5 % dilution, the local contributions have a large spread. Many of
the sites undergo reentrance

-

the entropy density actually rises as temperature de-

creases beyond a certain temperature. The spins which undergo reentrance at higher
temperatures rise t o higher low-temperature entropy density while those which undergo reentrance at lower temperatures only rise in entropy density marginally above
their lowest value.
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Figure 31: A random sample of 200 local entropy densities silkB and the mean local
entropy density vs. temperature kBT/J for a 98 x 99 lattice with 5 % of sublattice A
removed. Measurements were taken every 20 MCS and there were 500,000 measurements contributing to the average. The mean local entropy density was obtained by
averaging 900 local entropy densities, not all of which are shown. The local entropy
densities spread as the temperature is lowered and we see forbidden regions form.
The critical temperature kBT/J = 0.63 is indicated by the arrow.

0.5

Tc

1.0

1.5

2.0

2.5

Temperature kBT/J

Figure 32: A random sample of 200 local entropy densities s i l k B and the mean local
entropy density vs. temperature k B T / J for a 98 x 99 lattice with 10 % of sublattice A
removed. Measurements were taken every 20 MCS and there were 500,000 measurements contributing t o the average. The mean local entropy density was obtained by
averaging 900 local entropy densities, not all of which are shown. The local entropy
densities spread as the temperature is lowered and we see forbidden regions form.
The critical temperature k B T / J = 0.76 is indicated by the arrow.
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Figure 33: A random sample of 200 local entropy densities s i l k B and the mean local
entropy density vs. temperature kBT/ J for a 98 x 99 lattice with 15 % of sublattice A
removed. Measurements were taken every 20 MCS and there were 500,000 measurements contributing t o the average. The mean local entropy density was obtained by
averaging 900 local entropy densities, not all of which are shown. The local entropy
densities spread as the temperature is lowered and we see forbidden regions form.
The critical temperature k B T / J = 0.85 is indicated by the arrow.
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Figure 34: A random sample of 200 local entropy densities s , / k B and the mean local
entropy density vs. temperature k B T / J for a 98 x 99 lattice with 50 % of sublattice A
removed. Measurements were taken every 20 MCS and there were 500,000 measurements contributing to the average. The mean local entropy density was obtained by
averaging 900 local entropy densities, not all of which are shown. The local entropy
densities spread as the temperature is lowered and we see forbidden regions form.
The critical temperature k B T / J = 1.206 is indicated by the arrow.
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Figure 35: A random sample of 200 local entropy densities s i l k B and the mean local
entropy density vs. temperature k B T / J for a 98 x 99 lattice with 95 % of sublattice
A removed. Measurements were taken every 20 MCS and there were 500,000 measurements contributing to the average. The mean local entropy density was obtained
by averaging 900 local entropy densities, not all of which are shown.
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Figure 36: A random sample of 200 local entropy densities s i l k B and the mean local
entropy density vs. temperature k B T / J for a 98 x 99 lattice with 100 % of sublattice
A removed. Measurements were taken every 20 MCS and there were 500,000 measurements contributing t o the average. The mean local entropy density was obtained
averaging 900 local entropy densities, not all of which are shown.

Certain regions of local entropy density a t low temperatures are never occupied.
A striking feature of these "forbidden regions," due t o the reentrance phenomena, is
the formation of a central gap. As dilution increases, the central gap increases until
it reaches its maximum width at d
up t o approximately kB In 2 and

=

$0 we

1. In the 95 % case a small fraction still go
expect the maximum central gap t o be this

value. In addition t o the central gap, some dilutions also show a "fine structure." For
example, in the 50 % case one can see a t least three gaps besides the central one.
The lower dilutions appear more complex than the higher ones in that the lowtemperature limit of the local entropies span extended intervals as opposed t o the
discrete locations seen for the higher dilutions. In contrast, for large dilutions in the
low-temperature limit the local entropies are distributed in very narrow bands.
Figures 37 and 38 show how the high and low local entropy densities are spatially
distributed on a 30 x 30 subset of the lattice for the 15 % diluted case. The vacancies
can be identified as the blue "pits" in these entropy landscape plots. Red indicates
the regions of highest entropy. In Figure 37, the local entropy densities above the
critical temperature show regions of high local entropy density immediately next
to the vacancies, while the rest of the lattice is very near a uniform value. The
uncertainty of one of the spins near a vacancy, given the state of its neighbors, is
relatively large and in some cases near kB ln(2) (see Figure 33). Some of the spins
have yet t o undergo reentrance so we expect t o see more red a t lower temperatures.
Figure 38 shows the local contributors below the critical temperature. Here we
see bands of spins with high entropy density between bands of lower entropy density.
The spins in areas of high entropy density are on sublattice A which is indicated by
the fact that all the vacancies lie on these ridges. The low entropy density bands
correspond t o the other two sublattices. Given the state of the surrounding spins,
there is less uncertainty of the orientation of a spin on the two undiluted sublattices
than that of the orientation of a spin on sublattice A.

Figure 37: A sample 30 x 30 block of local entropy densities s i l k B at temperature
k B T / J = 1.0 with 15 % of sublattice A removed. A correlation time of 20 MCS was
used and there were 500,000 measurements contributing to the average.
The spread of local entropy contributions shown in Figures 31-36 as a function
of temperature can be characterized by their standard and relative deviations. The
standard deviation of the local entropy densities as is found by the usual formula:

where si is one of the K local entropies that go into the calculation and s ( T )is the
mean of the local entropies. The relative deviation, the unitless ratio of the standard
deviation of the local entropies to the entropy itself,

?, provides

a measure of the

spread normalized t o the entropy density itself. Figure 39 shows the standard and
relative deviations of the local entropy densities for the system that has sublattice A
5 % diluted. The standard deviation rises monotonically from zero as temperature
is reduced from infinity, as expected from the plot of the individual local entropy
densities. Further, in Figure 39, the relative deviation also monotonically rises from
zero as the system is cooled.

Figure 38: A sample 30 x 30 block of local entropy densities silkB a t temperature
kBT/J = 0.5 with 15 % of sublattice A removed. A correlation time of 20 MCS was
used and there were 500,000 measurements contributing to the average.
For some dilutions the standard deviation of the local entropy contributions does
not change monotonically. The standard deviations of the local entropy contributions
for various dilutions are compared in Figure 40. Here we see the spread of the local
entropies grows monotonically as temperature decreases for dilutions above 0 % and
below some dilution between 95 % and 100 %. The spread a, itself increases for any
given temperature from a dilution of 0 % to one greater than 50 %. On first blush it
appears as if there is a certain dilution somewhere between 50 % and 95 % that has
the maximum spread. Certainly the standard deviation drops as dilution is increased
beyond 95 % until it finally takes on the form of the honeycomb limit curve shown in
Figure 40.
The relative deviation of the local entropy contributions for various dilutions are
compared in Figure 41. Here we see a monotonic growth in the relative deviations.
This means that as dilution increases, although the spread goes through some kind
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Figure 39: Entropy density s/kB and the standard and relative deviations of entropy
density os/kB,oS/svs. temperature kBT/J for a lattice with 5 % of sublattice A
randomly diluted. The data were taken on a lattice of size 98 x 99 and a correlation
time of 20 MCS was used between all measurements.
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Figure 40: Standard deviation a S / k Bvs. temperature k B T / J for a lattice with various
dilutions of sublattice A. Measurements were taken on a lattice of size 98 x 99 every
20 MCS, there were 500,000 measurements contributing t o the average, for each
shape, and between 9,000 and 18,000 shapes were used for the calculation of each
point. The standard deviation reaches a maximum between dilutions of 25% and
95 %.

of maximum and then decreases, the ratio of the spread t o the actual value always
increases.

Temperature kBT/J

Figure 41: Relative deviation a,/s vs. temperature k B T / J for a 98 x 99 lattice with
0 %, 5 %, 10 %, 15%, 25 %, 50 %, and 95 % of sublattice A removed. Measurements
were taken every 20 MCS, there were 500,000 measurements contributing to the average of each shape, and between 9,000 and 18,000 shapes were used for the calculation
of each point.
Finally, we present the residual relative deviation as a function of dilution in
Figure 42. It grows approximately linearly as dilution increases from zero to about

d = 0.5 a t which point the residual relative deviation grows much faster.

5.4

Excess entropy

The local contributions t o the excess entropy behave in much the same way as those
of the entropy density. In Figure 44 we plot the excess entropy vs. temperature for
the spatially homogeneous undiluted lattice. Note that the local entropies do not
spread out for the undiluted lattice as in Figure 43. The mean excess entropy for the
different dilutions is compared in Figure 50. For the systems of nonvanishing dilution
studied in this thesis, we see the formation of a cusp in the excess entropy that reaches

its maximum value near the estimate of the critical temperature we found using the
magnetization data (see Section 5.1).
In Figures 44-49 we plot the local excess entropies vs. temperature for dilutions
of 5%, lo%, 15%, 50%, 95%, and 100%. The spread of these plots can also be
characterized by a standard deviation:

where Eiis one of the K local excess entropies that go into the calculation and E (T)
is the mean of the local excess entropies. The relative deviation,

9,is also calculated.

The standard deviation of systems where sublattice A is diluted 0 % , 5 % , l o % ,
15 %, 50 %, 95 %, and 100 % are compared in Figure 52. For the cases of low dilution
the peak of the cusp is very pronounced, making this a strong indicator of the temperature for which the correlation length has its maximum, the critical temperature. For
dilutions greater than 50% the standard deviation is quite low and therefore hard
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Figure 42: Relative deviation at kBT/ J = 0.4 vs. dilution d. The data were taken on a
lattice of 98 x 99 sites with 20 MCS between all measurements, 500,000 measurements
contributed t o the histograms of each shape, and between 9,000 and 18,000 shapes
were used for the calculation of each point.
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Figure 43: A sample of 67 local excess entropies Ei/kB
and the mean of all 900 vs.
temperature kBT/J for an undiluted lattice. The data were taken on a lattice of
size 98 x 99 and measurements were taken every 20 MCS and there were 500,000
measurements contributing to the average. The mean was calculated by averaging
over 900 local excess entropies, not all of which are shown.
to interpret. The values of the critical temperature found by locating the cusp in
the excess entropy are compared against those found via the magnetization density
critical exponent (Section 5.1) in Figure 53. The errorbars in Figure 53 are estimated
by the coarseness of the temperature step. The critical temperatures given by this
estimate agree with those found by the critical exponent method. This suggests that
the excess entropy is indeed maximized at the critical temperature.
The relative deviation of systems where sublattice A is diluted 0%, 5 %, 10 %,
15 %, 25 %, 50 %, 95 %, and 100 % are compared in Figure 54. Except perhaps for
a very small neighborhood of the critical temperatures (where our Monte Carlo simulation is somewhat less reliable) the relative deviation of the local excess entropies
increases monotonically as temperature is decreased for nonvanishing dilutions less
than some value between 50 % and 95 %. For the higher dilutions we see reentrance;
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Figure 44: A random sample of 200 local excess entropies & / k B and the mean excess
entropy vs. temperature kBT/J for lattice with 5 % of sublattice A removed. The
data were taken on a lattice of size 98 x 99, measurements were taken every 20 MCS,
and there were 500,000 measurements contributing t o the average. The mean was
calculated by averaging over 900 local excess entropies, not all of which are shown.
the relative deviation of local excess entropies decreases as temperature decreases
until the critical temperature is reached, at which point they increase.
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Figure 45: A random sample of 200 local excess entropies Ei/kB and the mean excess
entropy vs. temperature k B T / J for a lattice with 10 % of sublattice A removed. The
data were taken on a lattice of size 98 x 99, measurements were taken every 20 MCS,
and there were 500,000 measurements contributing to the average. The mean was
calculated by averaging over 900 local excess entropies, not all of which are shown.
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Figure 46: A random sample of 200 local excess entropies Ei/kBand the mean excess
entropy vs. temperature kBT/J for a lattice with 15 % of sublattice A removed. The
data were taken on a lattice of size 98 x 99, measurements were taken every 20 MCS,
and there were 500,000 measurements contributing t o the average. The mean was
calculated by averaging over 900 local excess entropies, not all of which are shown.
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Figure 47: A random sample of 200 local excess entropies E i / k B and the mean excess
entropy vs. temperature k B T / J for a lattice with 50 % of sublattice A removed. The
data were taken on a lattice of size 98 x 99, measurements were taken every 20 MCS,
and there were 500,000 measurements contributing to the average. The mean was
calculated by averaging over 900 local excess entropies, not all of which are shown.
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Figure 48: A random sample of 200 local excess entropies E,/kB and the mean excess
entropy vs. temperature k B T / J for a lattice with 95 % of sublattice A removed. The
data were taken on a lattice of size 98 x 99, measurements were taken every 20 MCS,
and there were 500,000 measurements contributing to the average. The mean was
calculated by averaging over 900 local excess entropies, not all of which are shown.
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Figure 49: A random sample of 200 local excess entropies Ei/kBand the mean excess
entropy vs. temperature kBT/J for a lattice with 100% of sublattice A removed.
The data were taken on a lattice of size 98 x 99, measurements were taken every
20 MCS, there were 500,000 measurements contributing t o the average. The mean
was calculated by averaging over 900 local excess entropies, not all of which are shown.
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Figure 50: Excess entropy density ElkB vs temperature kBT/J for a lattice of 98 x 99
spins with dilutions of sublattice A of 0 % , 5 % , l o % , 15%, 25%, 50%, and 95%.
Measurements were taken every 20 MCS. The points with errorbars were found by
averaging with 20 independent runs of 500,000 measurements each. The errorbars
are the standard deviation of the 20 excess entropy values.
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Figure 51: Excess entropy E l k B and the standard and relative deviations of entropy
density g E / k B , g E / E VS. temperature k B T / J for a lattice with 5 % of sublattice A
removed. The data was taken on a lattice of size 98 x 99 and measurements were
taken every 20 MCS.
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Figure 52: Standard deviation of excess entropy a E / k B vs. temperature k B T / J for a
98 x 99 lattice with 0 %, 5 %>10 %>15 %, 50 %, 95 %, and 100 % dilutions of sublattice
A. Measurements were taken every 20 MCS and there were 500,000 measurements
contributing to the average.
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Figure 53: Critical temperature T, vs. dilution d for the critical exponent method
and the excess entropy method. Each run for the critical exponent method was done
on a 98 x 99 lattice with an average over 30,000 measurements.
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Figure 54: Relative deviation of excess entropy u E / E VS. temperature k B T / J for
various dilutions of sublattice A. Measurements were taken every 20 MCS on a 98 x 99
lattice and there were 500,000 measurements contributing t o the average.

CHAPTER 6

CONCLUSIONS
In this investigation, we have studied the effects of dilution of one sublattice of the
Ising antiferromagnet on a triangular lattice using Monte Carlo simulations. In addition to calculating the usual thermodynamic quantities, such as magnetization density, a variation of the Edwards-Anderson order parameter, specific heat, sublattice
magnetizations, and the entropy density, we have computed the Shannon entropy
density and the excess entropy. In order t o calculate these information theoretic
measures, we have introduced a new approach, using planted shapes. This method
also provides a spatial map, which shows that the entropy and excess entropy are not
shared equally across the lattice.

6.1

The information theoretic method

This investigation provides the first application, to our knowledge, of an information
theoretic approach on a triangular lattice and on a system with quenched disorder.
Our results show that the approach, implemented with planted shapes, works well
for systems with randomness. The Shannon entropy rate A H ( L ) not only converges
to the thermodynamic entropy for the undiluted, translationally invariant system as
expected, but also converges in the case of random quenched dilution. The information theoretic technique of planting shapes yields a means of characterizing local
contributions t o the entropy density. This newly found way t o quantify the ordering
provides additional insight into the onset of the spin-glass phase.
The information theoretic method also provides the excess entropy, a measure
of the system's complexity or information storage capacity. This quantity provides

a useful way to locate the critical temperature, which coincides with its peak in
this system. Thus, this study provides evidence of the broader applicability of the
information theoretic approach and its usefulness in characterizing phase transitions
in systems with quenched disorder.

6.2

The model

Our results indicate that, even at very low dilutions, the system does undergo a phase
transition. As dilution is increased, the residual entropy density falls faster than the
linear approximation in the zero dilution limit, in agreement with the findings of
Andkrico, Fernhdez, and Streit (1982).
The local contributions to the entropy density show regions of great uncertainty
near the quenched vacancies and are roughly uniform in the regions far from the
vacancies. Below the critical temperature, they also show peaks associated with
sites on the diluted sublattice (sublattice A). Some of the local contributions exhibit
reentrance as a function of temperature, although the entropy density of the system
decreases monotonically with temperature.
In the zero temperature limit, the local contributions to the entropy density show
forbidden regions. For low dilutions, the forbidden regions are separated by thick
bands and for moderate to high dilutions, the forbidden regions are separated by narrow bands. The spread, or standard deviation, of the local contributions increases as
temperature decreases for systems with one sublattice diluted less than at least 95%.
For systems with one sublattice diluted between 95 - loo%, the standard deviation
of the local contributions as a function of temperature increases to a maximum and
then drops. The relative deviation increases as temperature decreases for all non-zero
dilutions.
The excess entropy of the diluted systems reaches a maximum at the critical
temperature and the residual excess entropy, like the entropy density, is maximal

for zero dilution and monotonically decreases until it reaches zero in the honeycomb
limit. The standard deviation of the local excess entropies grows as the temperature
decreases, forms a cusp a t its maximum value and then decreases as the temperature
is lowered further.

6.3

Future work

The results of this investigation suggest several areas t o be explored further, including:
Analysis of the histograms to understand their explicit connections to the structure of the system;
Determination of the information provided by the forbidden regions in the local
entropy curves at low temperature;
Exploration of the properties of the system in the vicinity of the critical sublattice dilution;
Investigation of the effects of a magnetic field on the system, with the field
applied either to all sites or only on one sublattice; and
Extension of this model to a stacked, three-dimensional structure, t o see how
the behavior in three dimensions compares with that in two.
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at the Entropy and Excess Entropy in a Transition where Order Arises from
Quenched Disorder"
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