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The purpose of this note is to prove the following variant of a theorem of 
Murthy [6]. 
(1) THEOREM. Let I be an ideal of height > 1 in the polynomial ring A = R[ T], 
R two-dimensional and regular. Let Y = max{v(IA,)}, where M runs over the 
maximal ideals of A. Then v(I) < r + 1. (Moreover, zjc R is factorial, then the 
restriction on ht(I) may be omitted.) 
“v(I)” is defined by: I can be generated by v(I) elements, but not by fewer. 
Murthy proves this result for A a three-dimensional regular ring with I?,,(A) = 0; 
so neither the above theorem, nor Murthy’s, is a corollary of the other. However, 
the keystone of the present note is a proposition (see Proposition 4 below} 
which abstracts the essence of Murthy’s argument, and from which both 
theorems can be deduced. 
The parenthesized part of the theorem is clear from the preceding part, 
since in the factorial case, I is isomorphic to an ideal of height > 1. An example, 
due to Swan [9], gives a two-dimensional regular domain R with a projective 
ideal requiring three generators. The extension of this ideal to the polynomial 
ring shows that the restriction to height >1 in the theorem is necessary. As 
in [6] we observe that the result is obvious from Forster’s theorem [5, Satz I] 
if r > 3. Thus it suffices to prove the theorem for the case of I a height 2 locally 
complete intersection, i.e., for ht(I) = Y = 2. Observe that in this case I is 
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unmixed. (N.B. We interpret “unmixed” in the strongest possible sense: All 
associated primes have the same height). Furthermore, our arguments do not 
employ the regularity of R per se; rather they depend on the following two 
consequences of that property: R (equivalently, A) is Cohen-Macaulay; all 
projective A-modules are “extended from R” [S] (i.e., every A-projective L 
is of the form (L/TL) OR A). Thus Theorem 1 follows from: 
(2) PROPOSITION. Let A = R[T], R a two-dimensional Cohen-Macaulay 
ring such that all projective A-modules are extended from R. Let I be a height 2 
locally complete intersection ideal of A. Then v(I) < 3. 
We believe our stating Proposition 2 is not a matter of dubious generality; 
for, as of this writing, it remains an open question as to whether all Noetherian, 
two-dimensional, normal domains R satisfy the hypothesis of Proposition 2. 
Moreover, there do exist nonregular (even nonnormal) domains R satisfying 
the hypothesis of Proposition 2. We now proceed to develop the proof of 
Proposition 2. 
(3) LEMMA (Serre and Murthy). Let I be a height 2 locally complete intersection 
deal of a Cohen-Macaulay ring A. Suppose that dim(A/I) < n. Then: 
(a) I has a projective resolution 0 --f A”-) l ---f L --z I -+ 0. 
(b) Forn=0,A2LwA. 
(c) For A as in Proposition 2, I has a projective resolution 
O-+Az-+A@P~I+O. (,) 
Proof. The hypothesis implies that for every maximal ideal M of A, either 
IA,=A,, or IA, is generated by a regular sequence of length 2. It follows 
that hd(I) = 1. It also follows that Ext,l(I, A) is locally cyclic and, because 
dim(A/I) < n, has support of dimension <n. By Forster’s theorem then, 
Ext,l(I, A) is generated by n + 1 elements. The corollary to Lemma 1 of [6] 
now gives the existence of the exact sequence of (a). For n = 0, in which 
case L has rank 2, the Koszul complex, 0 + AzL --f L ----z I -+ 0, over the map 
L -+ I is locally exact, and hence exact. Thus A2L m ker(L -I) m A. Finally, 
with the hypothesis of (c), (a) appl ies with n -= 1 and L of rank 3. L is, by 
assumption, the extension of a projective R-module; and this R-projective 
must have a free summand of rank 1 since its rank exceeds dim(R) 
[7, Theo&me 11. It follows that L is of the form A @ P. 
(4) PROPOSITION (Murthy). Let the hypothesis be as in Lemma 3, and assume 
that A is three-dimensional. Suppose there exists an exact sequence (*) as in 
Lemma 3(c). Then A2P = A * v(I) < 3. 
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Proof. See [6, p. 1821. From line 13 to the end of the proof, if one replaces 
“regular” by “Cohen-Macaulay” and “P’ stably free” by “DP’ M A,” the 
argument remains valid. 
Our proof of Proposition 2 rests on Lemma 3 and Proposition 4 and two further 
propositions. We now state these propositions and show how to deduce Proposi- 
tion 2 from them; their proofs come afterward. 
(5) PROPOSITION. Let the hypothesis be as in Proposition 2, and let P be 
as in (v) of Lemma 3(c). Then if no associated prime of I contains T, A2P cz A. 
(6) PROPOSITION. Let the hypothesis be as in Proposition 2. Then by a change 
of variable it can be arranged that no nonmaximal associated prime of I contains T. 
Proof of Proposition 2. By Proposition 6 we may assume that no nonmaximal 
associated prime of I contains T. We adopt the following notation: B = A,, 
where S is the multiplicative system { 1, T, T2,...}; J is the intersection of the 
primary components of I which do not: meet S; H is the intersection of the 
remaining primary components of 1. Note that H has all associated primes 
maximal. If I = J or H, then, by a change of variable, we may assume that 
I = J. (If 1 y= H, replace T by T + 1.) In this case v(I) < 3 by Propositions 
4 and 5. So we may assume that I # J, H. Clearly: H + J = A; I = JH; 
IB m= JB. Moreover, since IA,,, = (JAIcI)(HAM) = JAlbf for every maximal 
ideal M 3 J, J is a height 2 complete intersection. So by Lemma 3 and Proposi- 
tion 5, applied to J, there is a projective resolution: 
OdA2+A@Q+ J-O, AzQ = A. (**) 
Let P be as in (*) of Lemma 3(c). By Proposition 4 it suffices to show that 
A2P m A. Tensoring (c) and (*v) with B yields 
O+B2+B@Ps+ JB+0; O+B2--,B@QZs-f JB+O. 
Applying “Schanuel’s lemma” to these two projective resolutions of JB: 
BS @ PS m B3 @ Qs . Operating on this “equation” with /15: (A2P)s w 
A2P, m (12Q, % (A”f& % B. Then by [8, Theorem 31, A2P M A. Q.E.D. 
In fact only a trivial version of Quillen’s theorem is used here: By hypothesis 
ASP is assumed to be extended from R. 
Proof of Proposition 5. Since P is the extension of PITP, it suffices to prove 
that Az(P/TP) m R. Now because T is not a zero divisor mod I, TI = I r\ TA; 
whence I/TI a I/In TA m I + TAITA, an ideal of AITA = R, call it J. 
Tensoring (*) with R gives the following sequence, which is exact because 
T is not a zero divisor. 
O+R2+R@(P/TP)+ J-00. (+I 
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If I + TA = A, then: J = R; R @ (P/TP) m R3; and it follows that 
D(P/TP) w R. If 1+ TA is a proper ideal, then since I is locally generated 
by a regular sequence-this because A is Cohen-Macaulay-and T is not 
a zero divisor mod I, I + TA is a height 3 ideal locally generated by a regular 
sequence. It then follows that J is a height 2 ideal locally generated by a regular 
sequence. Hence, by Lemma 3(b), applied to J, there is a projective resolution: 
O-+R+L+ J-0, A2L w RR. (++I 
“Schanuel’s lemma,” applied to (+) and (+ +), yields L @ R2 m (P/TP) @ R2. 
Operating on this “equation” with A4 gives A2(P/TP) m A2L w R. Q.E.D. 
For the proof of Proposition 6 it is convenient to state the following: 
(7) LEMMA. Let {Nl ,..., Nn} be a set of prime ideals of R, with no containment 
relations among them, and such that each R/Ni is in$nite. Then for any t E Z+, 
%% ,***, I+} CR, such that i # j a ai + 01~ (mod NJ (1 < k < n). 
Proof. There is no problem for t = 1. Suppose that 1 < s < t and that 
{DL1 ,***, a,} have already been chosen. We show how to choose 01,+i . First 
select (& ,..., /3,J C R such that & $ Ni and fii E Nj (j # i). Now since 
/ R/N, / > s, we can choose yr E R SO that &yi + aj (mod Ni) (1 < j < s). 
Then asfl = C piyi is as desired. 
Proof of Proposition 6. Denote generically by M those nonmaximal associated 
primes of I such that M # (M n R)A. It suffices to find 01 E R so that T + 01 
avoids these M’s; for then replacing T by T + 01 will be the desired change 
of variable. Denote generically by N the distinct prime ideals of the form 
Mn R. There is no containment relation among the N’s since each N has 
height 1. Furthermore, each R/N is infinite since each M, and hence M n R, 
is nonmaximal. Select (01~ ,..., at} C R (t - 1 = the number of M’s) with the 
property prescribed by Lemma 7. Then some T + CL( lies in no M. Otherwise, 
for some i # j, both T + oli and T + aj lie in a common M; and this gives 
the contradiction: Us - ayi E M n R. This concludes the proof of Proposition 6, 
and with it the proof of Proposition 2, and hence that of our Theorem 1. 
(8) Remarks. The example of [6, p. 1831 shows that in general it is not 
possible to improve the estimate of Theorem 1. Observe that our estimate 
agrees with the third Eisenbud-Evans conjecture [4] for the case ht(1) = r = 2, 
but that it is sometimes less sharp than the conjecture-e.g., for ht(1) = r = 3. 
For I an unmixed ideal with dim(A/I) = 0, Proposition 9 below gives one 
instance in which v(1) = Y. Here are two more: 
(a) The case ht(l) < r. This is in fact true in any noetherian ring. 
Proof: See the proof for I a maximal ideal [3, Theorem I]; the same argument 
works under the weaker hypothesis. 
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(b) The case ht(1) = Y == 3, with I = rad(1). Of course, for any 
Noetherian ring R, if ht(l) = Y = dim(A), then the Eisenbud-Evans con- 
jecture predicts that V(I) = Y. At least we can prove this if I = rad(l), or 
more generally, if @/(In R)A) = 1. Proof: Minor adjustments in the proof 
of [2, (3)l. 
(9) PROPOSITION. Let the hypothesis be as in Proposition 2. Furthermore, 
assume that dim(A/I) = 0. Let 
O-+A-tL+I+O 
be the projective resolution given by Lemma 3(a). Then L is free. 
c+> 
Proof. Let S, B, J, and H have the same meaning as in the proof of Proposi- 
tion 2. (i) Suppose I = J or H. Then we may assume that I + TA = 4. 
(If I = H, replace T by T + 1.) Tensoring (+) with R gives the exact sequence: 
0 -+ R -+ L/TL + R -+ 0 (cf. proof of Proposition 5). Thus LITL m R2; 
whence L = A2. Notice then, since V(I) = ht(1) and A is Cohen-Macaulay, 
by [I, Appendix], I is generated by a regular sequence. (ii) Suppose I # J, H. 
Then the hypotheses on I apply to J, and IB = JB (cf. the proof of (2)). By 
(i), applied to J, J is generated by a regular sequence, say (f, g). Define maps 
B+B2andB2 + JB by x t, (xg, xf) and (x, y) tt xf - yg. Then the following 
sequence is exact: 
0-+B+B2+ JB+O. 
Tensoring (+) with B gives the exact sequence: 
(-tf) 
O-+B+Ls+ JB-tO. t+++> 
We now have need of an explicit proof of “Schanuel’s lemma” for the resolu- 
tions (++) and (+ + +). Let 7: B2 ---f L, be any lift of B2 -+ JB. Now, 
regarding the maps B 4 B2 and B -+ Ls from (+ +) and (f + +) as inclusions, 
define maps B -+ B2 @ B and B2 @ B ---f Ls by x v (x, T(X)) and (x, y) t, 
T(X) - y. One readily verifies the exactness of the sequence: 0 + B -j B2 @YI 
B + L, -+ 0. Notice that the map B - B2 @ B = B3 is defined by l++ (g, f, h), 
for some h E B, and is split since LS is projective. Thus (g, f, h) is a unimodular 
row defining a projective B-module isomorphic to the dual of LS . Furthermore, 
since T becomes a unit in A/J, A/J w BIJB; whence 3j E A with j = h 
(mod JB). Thus, since J = fA + gA, elementary transformations convert 
(g, f, h) into (g, f, j). Moreover, since h is a unit in B/JB, j is a unit in A/J; 
whence (g, f, j) is a unimodular row in A. Now since fA + gA + TA = A, 
f (0)R + g(O)R = R. Hence elementary transformations with coefficients in R 
transform (g, f, j) to (gl ,fi , jd, where (gdO),fdO),jdO)) = (0, 0, 1). Let P 
be the projective A-module defined by the row (g, , fi , jr), and hence by the 
row (g, f, j); whence PS is defined by the row (g, f, h). PITP is defined by 
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the row (gI(0),fI(O),jI(O)) and h ence is free. It follows that P, and hence P, , 
and hence the dual of LS , and hence L, , is free. Then again by (the trivial 
form of) [8, Theorem 31, L is free. 
Our final result ties off a loose end of [3]. It can be viewed as a corollary 
to Proposition 9, but we prefer to give it a separate (and perhaps more general) 
proof, depending on the easier part of the proof of Proposition 9. 
(10) COROLLARY. Let A = R[T], R reguZur, dim(R) < 2. Then every 
maximal ideal of R is a complete intersection. 
Since a regular ring is a direct sum of domains, Corollary 10 follows from: 
(11) COROLLARY. Let A = R[T], R a Noetheriun domain, dim(R) < 2, 
such that all projective A-modules are extended from R. Then v(M) = v(MA,~) 
for all maximal ideals M of A. 
Proof. We may assume that v(MA,) = ht(M) = dim(R) = 2, for [3, 
Sect. 41 disposes of all other possibilities. Since MA, is then generated by a 
regular sequence, we still have the exact sequence of Lemma 3(a) with n = 0. 
(See also [3].) Since M does not contain both T and T + 1, by a change of 
variable, we may assume that T $ M. The argument in step (i) of the proof 
of Proposition 9 now shows that v(M) = 2. 
Note added in proof (January, 1978). N. Mohan Kumar (Tata Institute) has recently 
proved The Eisenbud-Evans conjecture mentioned above. 
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