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Abstract
In this paper we study a class of stochastic partial differential equations in the
whole space Rd , with arbitrary dimension d  1, driven by a Gaussian noise white
in time and correlated in space. The differential operator is a fractional derivative
operator. We show the existence, uniqueness and Hölder’s regularity of the solution.
Then by means of Malliavin calculus, we prove that the law of the solution has a
smooth density with respect to the Lebesgue measure.
1. Introduction and general framework
In this paper we consider the following stochastic partial differential equation
(SPDE for abbreviation) given by
(1.1)
8
<
:
u
t
(t , x) D D
Æ
u(t , x)C b(u(t , x))C  (u(t , x)) PF(t , x),
u(0, x) D u0(x),
where (t , x) 2 [0, T ]Rd , d  1,  D (1, : : : , d ), Æ D (Æ1, : : : , Æd ) and D
Æ
denotes
a non-local fractional differential operator defined by
D
Æ
D
d
X
iD1
Di
Æi
,
where Di
Æi
denotes the fractional differential derivative w.r.t. the i-th coordinate defined
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via its Fourier transform F by
F (D
Æ
')( ) D  j j exp

 {Æ

2
sgn( )

F (')( ),
where {2 C 1 D 0. Along this paper, we will assume that i 2 ]0, 2] n f1g and jÆi j 
minfi , 2  i g, i D 1, : : : , d. The noise F(t , x) is a martingale measure (in the sense
given by Walsh in [30]) to be defined with more details in the sequel. The coefficients
b and  W R! R are given functions. We shall refer to Eq. (1.1) as Eq
Æ
(d, b,  ). Here,
we are interested in solutions which are real valued stochastic processes. Firstly, we
establish sufficient conditions ensuring the existence, the uniqueness and the Hölder
regularity of solutions u(t , x) whenever they exist. Secondly, we study the existence
and smoothness of the density of the law of the solution u(t , x) for fixed t > 0 and
x 2 Rd . Our results of existence, uniqueness and regularity of the solution extend those
obtained in [10] for Eq
Æ
(1, b,  ) and [1] for Eq0 (1, b,  ) both driven by a space-time
white noise W and 1 <  < 2. However in their framework, the regularity of the noise
rises up  > 1 as a necessary condition for the existence of the stochastic integral as
an L2() random variable. This problem does not appear in our case ( 2 ]0, 2] n f1g)
because the noise F is smoother than W . The equation Eq
Æ
(d, b,  ) recovers for in-
stance the stochastic heat equation in spatial dimension d  1 studied by many authors
among others [6], [25]. With the notations adopted above it corresponds to Eq20(d, b, ).
Indeed, when Æi D 0 and i D 2 for i D 1, : : : , d the operator D20 coincides with the
classical Laplacian operator in Rd . Various physical phenomena involving diffusion and
interaction of particles can be described by the equations Eq
Æ
(d, b,  ) when suitable as-
sumptions are made on the coefficient b and  . The non-local property in this equation
is due to the presence of D
Æ
and the non-linearity comes from the general form of b
and  . These equations can also be interpreted as random perturbation of deterministic
equations Eq
Æ
(d, b, 0) by multiplicative noise of the form  (u(t , x)) PF(t , x). In prob-
abilistic terms, replacing the Laplacian by its fractional power (which is an integro-
differential operator) leads to interesting and largely open questions of extensions of
results for Brownian motion driven stochastic equations to those driven by Lévy sta-
ble processes. In the physical literature, such fractal anomalous diffusions have been
recently enthusiastically embraced by a slew of investigators in the context of hydro-
dynamics, acoustics, trapping effects in surface diffusion, statistical mechanics, relax-
ation phenomena, and biology (see e.g. [28], [29], [32], [33], [23], [31]). A proba-
bilistic approach to the equation Eq0 (d, b, 0) is made by means of the Feynman–Kac
formula (see [3], [4], [12]). Solutions to other particular fractional differential equa-
tions are given as functionals of stable subordinators. This representation provides ex-
plicit form to the density of the 3=2-stable law and to the density of escaping island
vicinity in vortex medium, see [9]. In other words the laws of stable Lévy processes
or stable subordinators satisfies fractional equations like Eq
Æ
(d, b, 0).
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The case where 0 <  < 1 was motivated by the work [5] where he attempts to
use the 2=3-order fractional Laplacian modeling of enhanced diffusing movements of
random turbulent particle resulting from non-linear inertial interactions. A combined
effect of the inertial interactions and the molecule Brownian diffusivities is found to be
the bi-fractal mechanism behind multifractal scaling in the inertial range of scales of
moderate Reynolds number turbulence. Accordingly, a stochastic equation is proposed
to describe turbulence intermittency. The 2=3-order fractional Laplacian representation
is also used to construct a fractional Reynolds equation for non-linear interactions of
fluctuating velocity components, underlying turbulence space-time fractal structures of
Levy 2=3-stable distribution. The new perspective of his study is that the fractional
calculus is an effective approach modeling of chaotic fractal phenomena induced by
non-linear interactions.
In the literature, various fractional differential operators are defined (see [11], [18],
[21], [24] and [7]). The results of this paper apply to several of them, such as frac-
tional Laplacian, Nishimoto operator and the non-self adjoint fractional operator intro-
duced in [13] and used in [14] to the study of stochastic partial differential equation.
Basic notations, definitions and preliminary results of the operator D
Æ
and the
noise F will be presented in the following subsequent two subsections. Section 2 is
devoted to the existence and uniqueness and Section 3 deals with the Hölder regularity
result. Section 4 contains the existence and smoothness of the density of the law of
the solution. In appendix we prove some technical results which will be used in the
proofs.
The value of the constants along this article may change from line to line and
some of the standing parameters are not always indicated.
1.1. The operator D
Æ
. In one space dimension, the operator D
Æ
is a closed,
densely defined operator on L2(R) and it is the infinitesimal generator of a semigroup
which is in general not symmetric and not a contraction. It is self adjoint only when
Æ D 0 and in this case, it coincides with the fractional power of the Laplacian. Ac-
cording to [13], D
Æ
can be represented for 1 <  < 2, by
D
Æ
'(x) D
Z
C1
 1
'(x C y)   '(x)   y'0(x)
jyj1C
(Æ
 
1( 1,0)(y)C Æ
C
1(0,C1)(y)) dy
and for 0 <  < 1, by
D
Æ
'(x) D
Z
C1
 1
'(x C y)   '(x)
jyj1C
(Æ
 
1( 1,0)(y)C Æ
C
1(0,C1)(y)) dy
where Æ
 
and Æ
C
are two non-negative constants satisfying Æ
 
C 
Æ
C
> 0 and ' is
a smooth function for which the integral exists, and '0 is its derivative. This repre-
sentation identifies it as the infinitesimal generator for a non-symmetric -stable Lévy
process.
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Let G
,Æ(t , x) denote the fundamental solution of the equation Eq
Æ
(1, 0, 0) that is,
the unique solution of the Cauchy problem
8
<
:
u
t
(t , x) D D
Æ
u(t , x),
u(0, x) D Æ0(x), t > 0, x 2 R,
where Æ0 is the Dirac distribution. Using Fourier’s calculus we obtain
G
,Æ(t , x) D 12
Z
C1
 1
exp

 {zx   t jzj exp

 {Æ

2
sgn(z)

dz.
The relevant parameters, , called the index of stability and Æ (related to the asymme-
try) improperly referred to as the skewness are real numbers satisfying  2 ]0, 2] and
jÆj  min(, 2   ).
The function G
,Æ(t ,  ) has the following properties. For the proof, one can see
e.g. [10].
Lemma 1.1. For  2 (0, 2] n f1g such that jÆj  min(, 2   ), we have the fol-
lowing:
(i) The function G
,Æ(t ,  ) is the density of a Lévy -stable process in time t .
(ii) The function G
,Æ(t , x) is not in general symmetric relatively to x .
(iii) Semigroup property: G
,Æ(t , x) satisfies the Chapman Kolmogorov equation, i.e. for
0 < s < t
G
,Æ(t C s, x) D
Z
C1
 1
G
,Æ(t , y)G,Æ(s, x   y) dy.
(iv) Scaling property: G
,Æ(t , x) D t 1=G,Æ(1, t 1=x).
(v) There exists a constant c

such that 0  G
,Æ(1, x)  c=(1Cjx j1C), for all x 2 R.
For d  1 and any multi index  D (1, : : : , d ) and Æ D (Æ1, : : : , Æd ), let G,Æ(t , x)
be the Green function of the deterministic equation Eq
Æ
(d, 0, 0). Clearly
G
,Æ(t , x) D
d
Y
iD1
G
i ,Æi (t , xi )
D
1
(2)d
Z
R
d
exp
 
 {h , xi   t
d
X
iD1
ji j
i exp

 {Æi

2
sgn(i )

!
d ,
where h  ,  i stands for the inner product in Rd .
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1.2. The driving noise F. Let S(RdC1) be the space of Schwartz test functions.
On a complete probability space (, G, P), the noise F D fF('), ' 2 S(RdC1)g is as-
sumed to be an L2(, G, P)-valued Gaussian process with mean zero and covariance
functional given by
J (',  ) D
Z
R
C
ds
Z
R
d
0(dx)('(s,  )  Q (s,  ))(x), ',  2 S(RdC1),
where Q (s, x) D  (s,  x) and 0 is a non-negative and non-negative definite tempered
measure, therefore symmetric. Let  denote the spectral measure of 0, which is also
a on trivial tempered measure (see [27]) that is  D F 1(0) and this gives
(1.2) J (',  ) D
Z
R
C
ds
Z
R
d
(d )F'(s,  )( )F (s,  )( ),
where z is the complex conjugate of z. Following the same approach as in [6], the
Gaussian process F can be extended to a worthy martingale measure M D fM(t , A) WD
F([0, t] A) W t  0, A 2 Bb(Rd )g which shall acts as integrator, in the sense of Walsh
[30], where Bb(Rd ) denotes the bounded Borel subsets of Rd . Let Gt be the completion
of the  -field generated by the random variables fM(s, A), 0  s  t , A 2 Bb(Rd )g.
The properties of F ensure that the process M D fM(t , A), t  0, A 2 Bb(Rd )g, is a
martingale with respect to the filtration fGt W t  0g.
Then one can give a rigorous meaning to the solution of equation Eq
Æ
(d, b,  ),
by means of a jointly measurable and Gt -adapted process fu(t , x) W (t , x) 2 RC  Rdg
satisfying, for each t  0, a.s. for almost x 2 Rd , the following evolution equation:
(1.3)
u(t , x) D
Z
R
d
G
,Æ(t , x   y)u0(y) dy
C
Z t
0
ds
Z
R
d
G
,Æ(t   s, x   y)b(u(s, y)) dy
C
Z t
0
Z
R
d
G
,Æ(t   s, x   y) (u(s, y)) M(ds, dy).
Throughout this paper we adopt the following definition.
DEFINITION 1.1. A stochastic process u defined on R
C
R
d
, which is jointly
measurable and Gt -adapted, is said to be a solution to the fractional SPDE Eq
Æ
(d, b, ),
if it is an R-valued field which satisfies (1.3) and
sup
t2[0,T ]
sup
x2Rd
E ju(t , x)jp < C1, for some p  2.
Let us formulate our assumption concerning the fractional differential operator D
Æ
and the correlation of the noise M .
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If we take   1 and use the formula (1.2) the stochastic integral
Z T
0
Z
R
d
G
,Æ(T   s, x   y) M(ds, dy)
appearing in (1.3) is well defined if and only if
Z T
0
ds
Z
R
d
(d )jFG
,Æ(s,  )( )j2 < C1.
Indeed
E




Z t
0
Z
R
d
G
,Æ(t   s, x   y) M(ds, dy)




2
D
Z t
0
ds
Z
R
d
0(dz)(G
,Æ(t   s,  )  eG,Æ(t   s,  ))(x   z)
D
Z t
0
ds
Z
R
d
(d )jFG
,Æ(t   s,  )( )j2, (F D 0).
For a given multi index  D (1, : : : , d ) such that 0 < i  2, i D 1, : : : , d and any
 2 R
d we use the notation
S

( ) D
d
X
iD1
ji j
i
.
The following lemma gives sufficient condition for the existence of stochastic integrals
w.r.t. the martingale measure M .
Lemma 1.2. There exist two positive constants c1 and c2 such that
(1.4) c1
Z
R
d
(d )
1C S

( ) 
Z T
0
Z
R
d
(d )jFG
,Æ(s,  )( )j2 ds  c2
Z
R
d
(d )
1C S

( ) .
Proof. By the definition of G
,Æ we have
FG
,Æ(t ,  )( ) D exp
 
 t
d
X
iD1
ji j
i exp

 {Æi

2
sgn(i )

!
.
Therefore,
(1.5)
Z t
0
jFG
,Æ(s,  )( )j2 ds D 8
 
2t
d
X
iD1
ji j
i cos

Æi

2

!
,
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where 8(x) D t(1   e x )=x . Since 8 is a decreasing function, we get
(1.6) 8(2t S

( ))  8
 
2t
d
X
iD1
ji j
i cos

Æi

2

!
 8(2tS

( ))
with  D min1id (cos(Æi=2)) > 0. Indeed, the conditions i 2 ]0, 2]nf1g and jÆi j 
minfi , 2  i g imply that jÆi j < 1, and consequently  =2 < Æi=2 < =2. The mean
value theorem applied to the function (1C x)(1   e x ) yields
t
1C x
 8(x)  2t
1C x
for all x > 0 and t 2 [0, T ]. This together with (1.5) and (1.6) imply that for all t 2
[0, T ]
(1.7) t
1C 2t S

( ) 
Z t
0
jFG
,Æ(s,  )( )j2 ds  2t1C 2tS

( ) .
The conclusion follows by taking the integral over Rd with respect to the measure .
REMARK 1.1. The upper and lower bounds in (1.4) do not depend on the pa-
rameter Æ. When i D 2 for all i D 1, : : : , d then S2( ) D
Pd
iD1ji j
2
DW j j
2 and the
bounds in (1.4) are the same ones which appeared in [6] (see also [25]), that is
Z
R
d
(d )
1C j j2
< C1.
Our main assumption on the noise relies an the integrability condition w.r.t. the spectral
measure .
ASSUMPTION (H

).
Z
R
d
(d )
(1C S

( )) < C1 where  2 ]0, 1].
This condition states that there are not too many high frequencies in the noise, which
turns out to be reformulated into a condition on the integrability of 0 (measure char-
acterizing the covariance of the noise), near the origin in the case where 0 is a non-
negative measure on Rd . The condition (H0 ) means that  is a finite measure, which
is equivalent to say that 0 is a uniformly continuous and bounded function on Rd . For
this reason we do not consider this case in this paper. When  is the Lebesgue mea-
sure on Rd which is the spectral measure of the white noise on Rd that is the noise
corresponding to 0 D Æ0, the condition (H

) is equivalent to R C10 r 1C
Pd
iD1 1=i (1 C
r )  dr < C1 which is finite in and only if  >PdiD1(1=i ).
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1.2.1. Some examples. Let us now, consider a class of covariances measures 0
for which the condition (H2

) is satisfied. In this part we assume i D 2, i D 1, : : : , d
and use jx j as the Euclidian norm of x . These are considered by many authors, see
e.g. [8] or [17].
1. Riesz kernels. Let 0(dx) D jx j  dx ,  2 ]0, d[. It is known that the spectral
measure is (dx) D cjx j d dx . Then (H2

) is satisfied if and only if  2 ]0, 2 ^ d[.
2. Assume that the spectral measure  is either finite or absolutely continuous with
respect to Lebesgue measure and (dx)=dx D (x) 2 L p(Rd ) for some p  1. For 
finite (H2

) holds for any  2 ]0, 1[. In the second case, (H2

) holds if d(p   1)=2p <
 < 1. That is if p 2 [1, d=(d   2) _ 1].
3. Brownian free field. Let J (',  ) D h( 1C m2) 1',  i, where 1 is the Laplace
operator in Rd and m > 0. In this case (dx) D (2) d=2(jx j2 C m2) 1 dx . Therefore,
(H2

) holds if and only if  2 ](d   2)C=2 ^ 1, 1[. That is, for d D 1, 2, (H2

) holds
for any  2 (0, 1), for d D 3, (H2

) holds for any  2 ]1=2, 1[; for d  4, (H2

) does
not hold.
4. Bessel kernel. Assume  > 0 and let 0 be the Bessel kernel of order . That is
0(dx) D B

(x) dx where B

(x) D 
,d
R
C1
0 t
 1C( d)=2e t jx j
2
=4t dt , x 2 Rd and 
,d
is a constant. The spectral measure  of 0 is given by F (B

)( ) D (1 C j j2) =2.
Therefore (H2

) is satisfied if and only if
Z
R
d
(1C j j2)  =2 d D cd
Z
C1
0
(1C t)  =2t 1Cd=2 dt
which is convergent for d < 2C . Hence (H2

) holds for  2 ](d   )C=2, 1[.
2. Existence and uniqueness of the solution
We shall also need a hypothesis on the initial condition u0:
(H.1) u0 is an G0-measurable random variable such that supx2Rd E ju0(x)jp0 < C1 for
some p0 large enough in [2, C1[.
The main result of this section is the following:
Theorem 2.1. Suppose that b and  are Lipschitz functions and assume that (H.1)
and (H1 ) are satisfied. Then, there exists a unique solution u(t , x) to (1.3) such that
(2.8) sup
t2[0,T ]
sup
x2Rd
E ju(t , x)jp < C1, for any T > 0 and p 2 [2, p0].
REMARK 2.1. Our results improve those of [10] and [1] to d-dimensional case
and extend the result in [6] to the fractional setting, both with i in ]0, 2] n f1g for
i D 1, : : : , d.
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Proof of Theorem 2.1. The proof of the existence is done by the Picard iteration
scheme. That is, we define recursively for all n  1.
(2.9)
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
u0(t , x) D
Z
R
d
G
,Æ(t , x   y)u0(y) dy,
un(t , x) D u0(t , x)C
Z t
0
Z
R
d
G
,Æ(t   s, x   y) (un 1(s, y)) M(ds, dy)
C
Z t
0
ds
Z
R
d
G
,Æ(t   s, x   y)b(un 1(s, y)) dy.
Fix p 2 [2, p0]. To prove the theorem we only need the following facts:
(i) For n  0, un D fun(t , x)W (t , x) 2 [0, T ]Rdg is predictable process which satisfies:
sup
t2[0,T ]
sup
x2Rd
E jun(t , x)j2 < C1.(Pn)
This proves that the sequence un is well defined.
(ii) For T > 0 and any p 2 [2, p0], supn0 supt2[0,T ] supx2Rd E jun(t , x)jp < C1.
(iii) Set vn(t) D supx2Rd E junC1(t , x)   un(t , x)jp, n  0. Then
(2.10) vn(t)  c
Z t
0
vn 1(s)(J (t   s)C 1) ds,
where
J (t) D
Z
R
d
jFG
,Æ(t ,  )( )j2 (d ).
From this we conclude that the sequence un(t , x) converges in L p().
Statement (i) is checked by induction on n as a consequence of the hypotheses
(H.1), (H1 ) and the properties on the coefficients. Indeed, Hölder’s inequality applied
to the probability measure G
,Æ(t , x   y) dy gives
E ju0(t , x)j2  E
Z
R
d
G
,Æ(t , x   y)ju0(y)j2 dy
 sup
y2Rd
E ju0(y)j2  sup
y2Rd
E ju0(y)jp0 < C1.
This proves (P0). Now, we assume that the property (Pl ) is true for any integer l 
n 1 (n  2). We want to check (Pn). Using Burkholder’s inequality, the Lipschitz con-
dition on  , the induction hypothesis and (H1 ), for the stochastic integral, and by the
Hölder’s inequality, the Lipschitz condition on b, the induction hypothesis and (H1 ),
for the third term in (2.9), we get
sup
t2[0,T ]
sup
x2Rd
E jun(t , x)j2  c sup
t2[0,T ]
sup
x2Rd
E(1C jun 1(t , x)j2).
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Hence, we deduce (Pn). It is easy to check that un is predictable.
Statement (ii): Fix p 2 [2, p0]. We first prove that for any n  1, t 2 [0, T ]
(2.11) sup
x2Rd
E jun(t , x)jp  c1 C c2
Z t
0
sup
x2Rd
E jun 1(s, x)jp(J (t   s)C 1) ds.
The arguments are not very far from those used in the proof of (i). Indeed, we have
(2.12) E jun(t , x)jp  c(C0(t , x)C An(t , x)C Bn(t , x))
with
C0(t , x) D E ju0(t , x)jp,
An(t , x) D E




Z t
0
Z
R
d
G
,Æ(t   s, x   y) (un 1(s, y)) M(ds, dy)




p
,
Bn(t , x) D E




Z t
0
ds
Z
R
d
G
,Æ(t   s, x   y)b(un 1(s, y)) dy




p
.
Jensen’s inequality and assumption (H.1) yield
(2.13) sup
t2[0,T ]
sup
x2Rd
C0(t , x)  sup
t2[0,T ]
sup
x2Rd
(E ju0(t , x)jp0 )p=p0 < C1.
Burkholder’s inequality and the linear growth condition of  lead to
(2.14) sup
x2Rd
An(t , x)  c
Z t
0

1C sup
y2Rd
E jun 1(s, y)jp

J (t   s) ds.
Moreover, Hölder’s inequality, the linear growth condition of b and (i) of Lemma 1.1
imply
(2.15)
sup
x2Rd
Bn(t , x)  c
Z t
0
ds

1C sup
y2Rd
E jun 1(s, y)jp

Z
R
d
G
,Æ(t   s, y) dy
D c
Z t
0

1C sup
y2Rd
E jun 1(s, y)jp

ds.
Plugging the estimates (2.13) to (2.15) into (2.12) yields (2.11). Finally, the conclusion
of part (ii) follows by applying Lemma 5.1 quoted in the appendix below to the situ-
ation: fn(t) D supx2Rd E jun(t , x)jp, k1 D c1, k2 D 0, g(s) D c2(J (s) C 1), with c1, c2
given in (2.11).
Statement (iii): The same arguments as above imply that
E junC1(t , x)   un(t , x)jp
 c
Z t
0

sup
y2Rd
E jun(s, y)   un 1(s, y)jp

(J (t   s)C 1) ds.
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This yields (2.10). We finish the proof by applying Lemma 5.1 in the particular case:
fn(t) D vn(t), k1 D k2 D 0, g(s) D c(J (s) C 1), with c given in (2.10). Notice that
the results proved in part (ii) show that v WD sup0sT f0(s) is finite. Hence the series
P
n0(vn(t))1=p converges for any p 2 [2, p0]. We then conclude that fun(t , x)W (t , x) 2
[0, T ]Rdg converges uniformly in L p() to a limit u D fu(t , x)W (t , x) 2 [0, T ]Rdg.
It is not difficult to check that u satisfies conditions of Definition 1.1 and therefore the
existence is completely proved.
Let us now give a short proof for the uniqueness. Let u1 and u2 be two solutions
to (1.3)
F(t , x) WD E ju1(t , x)   u2(t , x)j2
and H (t) D supx2Rd F(t , x). Then the isometry property for stochastic integrals, Hölder’s
inequality and the Lipschitz condition on b and  yield
H (t)  c
Z t
0
H (s)(J (t   s)C 1) ds.
By iterating this formula and using Lemma 5.1 we deduce that H  0, hence, u1(t , x) D
u2(t , x) t , x a.e.
3. Path regularity of the solution
In this section we analyze the path Hölder regularity of u(t , x). The next theorem
extends and improves similar results known for stochastic heat equation, corresponding
to the case i D 2, Æi D 0, i D 1, : : : , d, (see for instance [26]). Contrary to the
factorization method usually used in high dimension (see e.g. [25] and [8]) we use a
direct method to prove our regularity results; in which the Fourier transform and the
representation of the Green kernel play a crucial role.
Let  D (1, 2) such that 1, 2 > 0 and let K be a compact set of Rd . We denote
by C ([0, T ] K IR) the set of  -Hölder continuous functions equipped with the norm
defined by:
k f k
 ,T , K D sup
(t ,x)2[0,T ]K
j f (t , x)j C sup
s¤t2[0,T ]
sup
x¤y2K
j f (t , x)   f (s, y)j
jt   sj1 C jx   yj2
.
(H.2) There exists  2 ]0, 1[ such that for all z 2 K (compact subset of Rd )
sup
y2Rd
E ju0(y C z)   u0(y)jp0  cjzj p0
for some p0 large enough in [2, 0=[, where 0 D min1idfi g.
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The main result of this section is
Theorem 3.1. Suppose that b and  are Lipschitz functions. Assume that (H.1),
(H.2) and (H

) hold for  2 ]0, 1[ and let u be a solution to equation (1.3). Then u
belongs a.s. to the Hölder space C ([0, T ] K IR) for 0 < 1 < min

Pd
iD1(=i ), (1 
)=2	, 0 < 2 < minf, 0(1   )=2, 1=2g and K compact subset of Rd . Moreover
Ekukp
 ,T , K < C1 for any p 2 [2, p0].
In what follows, we establish some technical and useful results that will be needed
in the proof of the regularity of the solution.
Let u0 be a given random fields satisfying (H.1). Set
u0(t , x) D
Z
R
d
G
,Æ(t , x   y)u0(y) dy.
Proposition 3.1. Suppose that u0 satisfies (H.2). Then we have the following:
(i) For each x 2 Rd a.s. the mapping t 7! u0(t , x) is 1-Hölder continuous for 0 <
1 < min

Pd
iD1(=i ), 1
	
.
(ii) For each t 2 [0, T ] a.s. the mapping x 7! u0(t , x) is 2-Hölder continuous for 0 <
2 < .
Proof. Proof of (i). Using the semigroup property of the Green kernel G
,Æ ,
G
,Æ(t C h, x   y) D
Z
R
d
G
,Æ(t , x   y   z)G,Æ(h, z) dz,
we have
u0(t C h, x)   u0(t , x)
D
Z
R
d
[G
,Æ(t C h, x   y)  G,Æ(t , x   y)]u0(y) dy
D
Z
R
d
G
,Æ(h, z)

Z
R
d
G
,Æ(t , x   y)[u0(y   z)   u0(y)] dy

dz.
By concavity of the mapping x 7! x p=p0 (since p  p0), the Hölder’s inequality, the
assumption (H.2) and Fubini’s theorem we obtain for p 2 [2, p0]
E ju0(t C h, x)   u0(t , x)jp 

Z
R
d
sup
y2Rd
E ju0(y   z)   u0(y)jp0 G,Æ(h, z) dz
p=p0
 c

Z
R
d
G
,Æ(h, z)jzj p0 dz
p=p0
.
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Now, due to the scaling property of G
,Æ
Z
R
d
G
,Æ(h, z)jzj p0 dz D
Z
R
d
h 
Pd
iD1 1=i G
,Æ
 
1, h 
Pd
iD1 1=i z

jzj p0 dz
D h
Pd
iD1  p0=i
Z
R
d
G
,Æ(1, y)jyj p0 dy.
Using property (v) of Lemma 1.1 we obtain that
Z
R
d
G
,Æ(1, y)jyj p0 dy  c
d
X
iD1
Z
R
G
,Æ(1, yi )jyi j p0 dy
 c
d
X
iD1
Z
R
jyj p0
1C jyj1Ci
dy  c
Z
C1
0
x p0
1C x1C0
dx .
The last integral is convergent for  p0 < 0. Therefore we have proved the asser-
tion (i).
Proof of (ii). A change of variable gives immediately
u0(t , x C z)   u0(t , x) D
Z
R
d
[G
,Æ(t , x C z   y)  G,Æ(t , x   y)]u0(y) dy
D
Z
R
d
G
,Æ(t , x   y)[u0(y C z)   u0(y)] dy.
Applying again concavity of x 7! x p=p0 , the Hölder’s inequality, the assumption (H.2)
and Fubini’s theorem, we obtain for all p 2 [2, p0]
E ju0(t , x C z)   u0(t , x)jp
 c

Z
R
d
sup
y2Rd
E(ju0(y C z)   u0(y)jp0 )G,Æ(t , x   y) dy
p=p0
 c

Z
R
d
G
,Æ(t , x   y)jzj p0 dy
p=p0
D cjzj p.
We complete the proof of the lemma by Kolmogorov’s criterion.
The next proposition studies the Hölder regularity of stochastic integrals with re-
spect to the martingale measure M . For a given predictable random field V we set
U (t , x) D
Z t
0
Z
R
d
G
,Æ(t   s, x   y)V (s, y) M(ds, dy).
Proposition 3.2. Assume that sup0tT supx2Rd E(jV (t , x)jp) is finite for some p
large enough. Then under (H

) we have the following:
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(i) For each x 2 Rd a.s. the mapping t 7! U (t , x) is 1-Hölder continuous for 0 <
1 < (1   )=2.
(ii) For each t 2 [0, T ] a.s. the mapping x 7! U (t , x) is 2-Hölder continuous for 0 <
2 < minf0(1   )=2, 1=2g.
Proof. Proof of (i). We have
U (t C h, x)  U (t , x)
D
Z tCh
0
Z
R
d
G
,Æ(t C h   s, x   y)V (s, y) M(ds, dy)
 
Z t
0
Z
R
d
G
,Æ(t   s, x   y)V (s, y) M(ds, dy)
D
Z t
0
Z
R
d
[G
,Æ(t C h   s, x   y)  G,Æ(t   s, x   y)]V (s, y) M(ds, dy)
C
Z tCh
t
Z
R
d
G
,Æ(t C h   s, x   y)V (s, y) M(ds, dy).
For p  2, the Burkholder inequality yields
E jU (t C h, x)  U (t , x)jp
 c sup
(s, y)2[0,T ]Rd
E jV (s, y)jp[(I1(h, x))p=2 C (I2(h, x))p=2],
where
I1(h, x) D
Z T
0
ds
Z
R
d
jF [G
,Æ(h C s, x    )  G,Æ(s, x    )]( )j2 (d )
and
I2(h, x) D
Z h
0
ds
Z
R
d
jFG
,Æ(s, x    )( )j2 (d ).
Estimation of I1(h, x). Set
(3.16)  
, (t) WD exp
(
 t
d
X
iD1
ji j
i exp

 {Æi

2
sgn(i )

)
.
By the definition of the Green function G
,Æ we can write
I1(h, x) D
Z T
0
dr
Z
R
d
j 
, (r ) , (h)    , (r )j2 (d )
D
Z T
0
dr
Z
R
d
j 
, (r )j2j , (h)   1j2 (d ).
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From the proof of Lemma 1.2 we know that j 
, (r )j2  exp( 2rS( )). The mean
value theorem to the function  
, (  ) between 0 and h implies that
j 
, (h)   1j  hS( ).
Moreover, for any  2 ]0, 1[, we have j 
, (h)   1j  21  j , (h)   1j . Therefore
I1(h, x)  ch2
Z T
0
dr
Z
R
d
(S

( ))2 exp( 2r S

( )) (d ).
Hence, under (H

) Lemma 5.2 implies that the right hand side of the above inequality
is finite for any  in ]0, (1   )=2[. Estimation of I2(h, x). Fubini’s theorem and a
change of variable lead to
I2(h, x) D
Z
R
d

Z h
0
dsjFG
,Æ(s, x    )( )j2

(d )
D
Z
R
d

Z h
0
j 
, (s)j2 ds

(d )

Z
R
d

Z h
0
exp( 2r S

( )) dr

(d ).
By Lemma 5.3 the last term is bounded by c(h C h) for any  2 ]0, 1   [.
Proof of (ii). Let x 2 Rd and z belongs to a compact subset K of Rd
U (t , x C z)  U (t , x)
D
Z t
0
Z
R
d
[G
,Æ(t   s, x C z   y)  G,Æ(t   s, x   y)]V (s, y) M(ds, dy).
For p  2, Burkholder’s inequality yields
E jU (t , x C z)  U (t , x)jp  c sup
(s, y)2[0,T ]Rd
E jV (s, y)jp(J (x , z))p=2,
where
J (x , z) D
Z T
0
ds
Z
R
d
jF [G
,Æ(s, x C z    )  G,Æ(s, x    )]( )j2 (d ).
The property F ( f )( C a) D F (e 2iha, i f )( ) together with Lemma 5.4 imply
J (x , z) D
Z T
0
ds
Z
R
d
j 
, (s)[exp(2{h , zi)   1]j2 (d )
 4
Z
R
d
Z T
0
dr exp( 2r S

( ))[1   cos(2h , zi)] (d )
 c(jzj C jzj2),
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for all 0 <  < minf(1   )0=2, 1=2g.
Proof of Theorem 3.1. Let u be a solution to equation (1.3). For any x 2 Rd ,
z 2 K and t 2 [0, T ], and for p 2 [2, p0],
E ju(t C h, x C z)   u(t , x)jp
 cE ju0(t C h, x C z)   u0(t , x)jp
C cE





Z tCh
0
Z
R
d
G
,Æ(t C h   s, x C z   y) (u(s, y)) M(ds, dy)
 
Z t
0
Z
R
d
G
,Æ(t   s, x   y) (u(s, y)) M(ds, dy)




p
C cE





Z tCh
0
Z
R
d
G
,Æ(t C h   s, x C z   y)b(u(s, y)) ds dy
 
Z t
0
Z
R
d
G
,Æ(t   s, x   y)b(u(s, y)) ds dy




p
D A1 C A2 C A3.
The terms A1, A2 are estimated by Propositions 3.1 and 3.2. More precisely we get
A1 C A2  c
 
h
Pd
iD1  p=i
C h1 p C jzj p C jzj2 p

for 1 < (1   )=2 and 2 < min(, 0(1   )=2, 1=2). Let us now give the estimation
of A3. After a change of variable A3 D jBjp, where
B D
Z h
0
Z
R
d
G
,Æ(h C t   s, x C z   y)b(u(s, y)) ds dy
C
Z t
0
Z
R
d
G
,Æ(t   s, x   y)[b(u(s C h, y C z))   b(u(s, y))] ds dy.
By Hölder inequality, Lipschitz and linear growth condition of b, we deduce
A3 
Z h
0
Z
R
d
G
,Æ(t C h   s, x C z   y)E jb(u(s, y))jp ds dy
C
Z t
0
Z
R
d
G
,Æ(t   s, x C z   y)E jb(u(s C h, y C z))   b(u(s, y))jp ds dy
 c1  h C c2
Z t
0
sup
y2Rd
E ju(s C h, y C z)   u(s, y)jp ds,
where we have used assertion (i) of Lemma 1.1.
Put '(s, h, z) D supy2Rd E ju(s C h, y C z)   u(s, y)jp. Hence,
'(t , h, z)  c3
 
h C h
Pd
iD1  p=i
C h1 p C jzj p C jzj2 p

C c2
Z t
0
'(s, h, z) ds.
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Therefore by the Gronwall’s lemma
sup
0tT
sup
x2Rd
E ju(t C h, x C z)   u(t , x)jp
 c
 
h C h
Pd
iD1  p=i
C h1 p C jzj p C jzj2 p

.
The conclusion of Theorem 3.1 is a consequence of the Kolmogorov continuity cri-
terium.
REMARK 3.1. Note that our results of regularity of the solution generalizes those
obtained in [26].
4. Smoothness of the law
We prove that, under non-degeneracy condition on the diffusion coefficient  , the
law of u(t , x) (solution of Eq
Æ
(d, b,  )), has a smooth density for fixed t > 0, x 2 Rd .
Since the noise F has a space correlation, the setting of the corresponding stochastic
calculus of variations is that used in [17] (see also [16]). Let E be the inner-product
space consisting of functions ' W Rd ! R such that
Z
R
d
0(dx)('  Q')(x) < C1,
where Q'(x) D '( x). This space is endowed with the inner product
h',  iE D
Z
R
d
0(dx)('  Q )(x) D
Z
R
d
0(dx)
Z
R
d
dy '(x   y) ( y).
Let H be the completion of E with respect the norm derived from h  ,  iE . Set HT D
L2([0, T ]IH), this space is a real separable Hilbert space isomorphic to the reproducing
kernel Hilbert space of the centred Gaussian noise F which can be identified with a
Gaussian process fW (h) W h 2 HT g as follows. For any complete orthonormal system
fek W k 2 Ng  E of the Hilbert space H, define
Wk(t) D
Z t
0
Z
R
d
ek(x) F(ds, dx), k 2 N, t 2 [0, T ],
where the integral must be understood in Dalang’s sense. The process fWk(t)W t 2 [0, T ],
k 2 Ng is a sequence of independent standard Brownian motions, such that for any pre-
dictable process X
Z T
0
Z
R
d
X (s, x) F(ds, dx) D
1
X
kD0
Z T
0
hX (s,  ), ek(  )iH dWk(s).
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In particular, for any ' 2 S(RdC1)
F(') D
1
X
kD0
Z T
0
h'(s,  ), ek(  )iH dWk(s).
For h 2 HT , set
W (h) D
1
X
kD1
Z T
0
hh(s), ekiH dWk(s).
Thus, we can use the differential Malliavin calculus based on fW (h)W h 2HT g (for more
details see [19]). Recall that the Sobolev spaces Dk, p are defined by means of itera-
tions of the derivative operator D. For a random variable X , Dk X defines a H
kT -valued
random variable if it exists. For h 2 HT , set Dh X D hDX , hiHT and for r 2 [0, T ],
Dr X defines an element of H, which is denoted by Dr , X . Then for any h 2 HT
Dh X D
Z T
0
hDr , X , h(r )iH dr .
We write Dr ,'X D hDr , X , 'iH for ' 2 H.
The main result in this section is
Theorem 4.1. Fix t > 0 and x 2 Rd . Assume that (H1 ) is satisfied, the co-
efficients  and b are C1 with bounded derivatives of any order and in addition there
exists a > 0 such that j (z)j  a for any z 2 R. Then, the law of u(t , x), solution of
(1.3), has a density which is infinitely differentiable.
REMARK 4.1. If d D 1 and F is a space-time white noise, we obtain existence
and smoothness of the density of the law for solution to equations studied in [10] and
[1]. In the case where i D 2, Æi D 0, i D 1, : : : , d, we obtain the result obtained
in [16].
Classical results on the existence and smoothness of the density, using the ap-
proach of Malliavin calculus, are based on the next proposition.
Proposition 4.1 ([19]). Let F D (F1, : : : , Fm), m  1, be a random vector sat-
isfying the following conditions:
(i) F i belongs to D1 DTp1
T
k1 D
k, p for all i D 1, : : : , m.
(ii) The Malliavin matrix F D (hF i , F j iH)1i , jm satisfies
(det F ) 1 2
\
p1
L p().
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Then, F has an infinitely differentiable density with respect to the Lebesgue measure
on Rm .
According to Theorem 6.2 of [20], the proof of Theorem 4.1 is a consequence of
the following lemma.
Lemma 4.1. Under the assumption (H1 ), there exists a positive constant c1 such
that for any  2 [0, 1=2],
Z

0
ds
Z
R
d
(d )jFG
,Æ(s,  )( )j2  c11
for any 1  1.
Proof. Using the lower bound of (1.7), we have
Z

0
ds
Z
R
d
(d )jFG
,Æ(s,  )( )j2 
Z
R
d
(d )
1C 2S

( )
 
Z
R
d
(d )
1C S

( )  c1
1
for any 1  1.
5. Appendix
In this last section, we collect some of the technical results which have been used
the in previous sections.
We state below a version of Gronwall’s Lemma that plays a crucial role in the
proof of the existence and uniqueness results.
Lemma 5.1 ([6], Lemma 15). Let gW [0, T ]! R
C
be a non-negative function such
that
R T
0 g(s) ds < C1. Then, there is a sequence fan , n 2 Ng of non-negative real
numbers such that for all p  1, PC1nD1(an)1=p < C1, and having the following prop-
erty: Let ( fn , n 2 N) be a sequence of non-negative functions on [0, T ], k1, k2 be
non-negative numbers such that for 0  t  T ,
fn(t)  k1 C
Z t
0
(k2 C fn 1(s))g(t   s) ds.
If sup0sT f0(s) D c, then for n  1,
fn(t)  k1 C (k1 C k2)
n 1
X
iD1
ai C (k2 C c)an .
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In particular, supn0 sup0tT fn(t) < C1. If k1 D k2 D 0, then
P
n0 ( fn(t))1=p con-
verges uniformly on [0, T ].
Lemma 5.2. Let  and  be in (0, 1). If (H

) holds then
Z T
0
dr
Z
R
d
exp( 2rS

( ))(S

( ))2(d )
is finite for all  in ]0, (1   )=2[.
REMARK 5.1. Since the spectral measure  is non-trivial positive tempered mea-
sure, we can ensure that there exist positive constants c1, c2 and k such that
c1 <
Z
j j<k
(d ) < c2.
Proof. Let  2 ]0, 1[, and set
I WD
Z T
0
dr
Z
R
d
exp( 2r S

( ))(S

( ))2(d )
D I1 C I2
where
I1 WD
Z T
0
dr
Z
fS

( )1g
exp( 2r S

( ))(S

( ))2(d )
and
I2 WD
Z
fS

( )1g

Z T
0
ds exp( 2r S

( ))

(S

( ))2(d )
D
Z
fS

( )1g

1   exp( 2T S

( ))
2

(S

( ))2 1(d ).
Clearly I1 is finite. And the term I2 is bounded by
1

Z
fS

( )1g
(S

( ))2 1(d )  2


Z
fS

( )1g
(S

( ))2 1C (d )(1C S

( ))

2

sup
fS

( )1g
(S

( ))2 1C
Z
R
d
(d )
(1C S

( )) .
Now, choose  in ]0, (1  )=2[ and by the hypothesis (H

) the last term is finite.
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Lemma 5.3. If (H

) holds, then for any h 2 [0, T ]
Z h
0
ds
Z
R
d
jFG
,Æ(s, x    )( )j2(d )  c(h C h)
for any  2 ]0, 1   [.
Proof. Let h be in [0, T ] and set
I2(h) D
Z h
0
ds
Z
R
d
jFG
,Æ(s, x    )( )j2(d ).
By the definition of G
,Æ we recall that FG,Æ(s, x    )( ) D  , (s) where  , (s) is
given by (3.16). Using Fubini’s theorem we can write
I2(h) D
Z
R
d

Z h
0
j 
, (s)j2 ds

(d )

Z
R
d

Z h
0
exp( 2r S

( )) dr

(d )
D I2.1(h)C I2.2(h),
where
I2.1(h) WD
Z
fS

( )1g

Z h
0
exp( 2r S

( )) dr

(d )
and
I2.2(h) WD
Z
fS

( )1g

Z h
0
exp( 2r S

( )) dr

(d )
D
Z
fS

( )1g

1   exp( 2hS

( ))
2S

( )

(d ).
It is easy to see that I2.1(h) is bounded by c  h. Moreover for each  2 ]0, 1[ we have
j1   exp( 2hS

( ))j  21  j1   exp( 2hS

( ))j .
Using the mean value theorem we get
I2.2(h)  ch
Z
fS

( )1g
(S

( )) 1(d ).
Choosing  2 ]0, 1   [ and using hypothesis (H

), we show easily that
Z
fS

( )1g
(S

( )) 1(d ) < C1.
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Lemma 5.4. Let z belongs to a compact subset K of Rd . Under (H

) we have
Z
R
d
Z T
0
dr exp( 2r S

( ))[1   cos(2h , zi)] (d )  c(jzj C jzj2)
for any 0 <  < minf1=2, 0(1   )=2g.
Proof. Let us put
J (z) D
Z
R
d

Z T
0
dr exp( 2r S

( ))

[1   cos(2h , zi)] (d )
D J1(z)C J2(z),
where
J1(z) WD
Z T
0
dr
Z
fS

( )1g
exp( 2r S

( ))[1   cos(2h , zi)] (d )

Z
fS

( )1g
[1   cos(2h , zi)] (d )
and
J2(z) WD
Z
fS

( )>1g
1   exp( 2T S

( ))
2S

( ) [1   cos(2h , zi)] (d )

Z
fS

( )>1g
[1   cos(2h , zi)]
2S

( ) (d )

21 2

Z
fS

( )>1g
j1   cos(2h , zi)j2
S

( ) (d )
for any  2 ]0, 1=2[.
By the mean value theorem and Remark 5.1
J1(z)  c
d
X
iD1
jzi j  c  d  jzj
and
J2(z)  c,
Z
fS

( )>1g
 
Pd
iD1jzi j ji j
2
S

( ) (d ).
Set 0 D min1idfi g. By the Hölder inequality
(5.17)
d
X
iD1
jzi j ji j 
 d
X
iD1
jzi j

!1= d
X
iD1
ji j

!1=
,
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where  and  are positive real numbers such that   maxf0, 1g and 1= C 1= D 1.
Taking in account the equivalence of the norms on Rd , there exists a constant c such that
(5.18)
 d
X
iD1
jzi j

!1=
 cjzj.
On the other hand, using the fact that for any positive real numbers a1, a2, : : : , ad , and
p  1,
Pd
iD1 a
p
i 
 
Pd
iD1 ai
p
, we can write
(5.19)
 d
X
iD1
ji j

!1=
D
 d
X
iD1
(ji j0 ) =0
!1=

 d
X
iD1
ji j
0
!1=0

 d
X
iD1
ji j
i
!1=0
.
Combining (5.17), (5.18) and (5.19), we obtain
J2(z)  c, jzj2
Z
fS

( )>1g
(S

( ))2=0 1 (d )
which is finite according to (H

) for all 0 <  < 0(1   )=2.
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