Investigation of states with a periodic time dependence of physical quantities attracts a considerable interest now. Although it has been proposed initially that such states (coined Quantum Time Crystals) might be macroscopic and thermodynamically stable, results of a more careful study of the problem seemed to indicate that quantum time crystals could be realized only in systems out of equilibrium. Here we show that, in contrast to the general belief, thermodynamically stable macroscopic quantum time crystals can exist. The order parameter of this new state of matter is periodic in both real and imaginary time but its average over the phase of the oscillations equals zero. At the same time, correlation functions characterizing physical quantities oscillate periodically in time without any decay. An alternative interpretation of the results is based on a concept of an operator order parameter. Calculations are performed for a rather general microscopic model that may in particular be suitable for describing the pseudogap state in superconducting cuprates.
I. INTRODUCTION
Space and time play in many respects a similar role in modern physics. At the same time, many materials have stable crystalline structures that are periodic in space but not in time. Are thermodynamic states with a periodic time dependence of physical quantities forbidden by fundamental laws of nature?
This question was raised by Wilczek 1 who proposed a concept of Quantum Time Crystals using a rather simple model that possessed a state with a current oscillating in time. The work has attracted a great attention but a more careful consideration of the model 2 has led to the conclusion that this was not an equilibrium state. These publications were followed by a hot discussion of the possibility of realization of a thermodynamically stable quantum time crystal [3] [4] [5] [6] [7] [8] . More general arguments against thermodynamically stable quantum time crystals have been presented later 9 . As a result, a consensus has been achieved that thermodynamically macroscopic quantum time crystals could not exist. Slowly decaying oscillations in systems out of equilibrium were not forbidden and their study is definitely interesting by its own. Recent theoretical [10] [11] [12] [13] [14] and experimental [15] [16] [17] works have clearly demonstrated that this research field is very interesting and is fast growing. At present, the term 'Quantum Time Crystal' is usually used for non-equilibrium systems.
In view of this development it may come as a great surprise that, in spite of the 'no-go' theorems 2,9 , thermodynamically stable quantum time crystals are nevertheless possible. The results of 6, 9 are correct for the models considered there but it was implied that the wave functions of the ground state did not depend on time. Although this assumption is usually correct in the thermodynamic equilibrium, time dependence of the wave functions in the equilibrium is generally not forbidden.
Here, considering a model of interacting fermions it is demonstrated that the system can undergo a phase transition into a state with an order parameter oscillating in both imaginary τ and real t time. The period of the oscillations in the imaginary time is commensurate with the inverse temperature 1/T as required by boundary conditions for bosonic fields. The phase of the oscillations is arbitrary and the average over the position of the periodic structure equals zero. This means that the quantum mechanical averages of corresponding operators for current, charge, etc., either vanish or do not depend on time. Therefore, the system does not lose energy, which is a necessary condition for the thermodynamic equilibrium. The periodic oscillations can be observed in scattering cross sections or other quantities containing correlation functions of two or more order parameters but this does not mean a loss of energy. Thermodynamic quantum time crystal (TQTC) obtained here can exist in an arbitrarily large volume and is a completely new type of ordered states of matter.
Although being rather general, the model considered here has been introduced previously in a slightly different form (spin-fermion model with overlapping hot spots) for description of underdoped superconducting cuprates [18] [19] [20] . The new state is characterized by a loop currents order parameter oscillating both in space and time. The phase of the oscillations in time is arbitrary and averaging over the latter gives zero. As a result, the time reversal symmetry is broken but no static magnetic moments appear. These features may correspond to the still mysterious pseudogap state [21] [22] [23] .
II. TWO-BAND MODEL OF INTERACTING FERMIONS AND MEAN FIELD DESCRIPTION.
The main results of this paper are derived from a model of interacting fermions using a mean field approximation. In order to make the presentation more transparent we start with a simplified model already adopted for using this scheme and determined by the following Hamiltonian arXiv:1902.07520v2 [cond-mat.str-el] 22 Feb 2019
Equation (1) describes interacting fermions of two bands 1 and 2 , and p = {p,α} stands for the momentum p and spin α. The energies ε a (p) are two-dimensional spectra in the bands counted from the chemical potential µ, ε
, the interaction constants U 0 andŨ 0 are positive, while V is the volume of the system. Two-component vectors c p , c + p contain creation and annihilation operators for the fermions of the bands 1 and 2. Matrices Σ 1 , Σ 2 , Σ 3 are Pauli matrices in the space of numbers 1 and 2 numerating the bands. The interaction terms correspond to a long-range interaction of pairs composed of electrons and holes belonging to the different bands.
The HamiltonianĤ written for the electron-hole pairs resembles the Bardeen-Cooper-Schrieffer (BCS) Hamiltonian for Cooper pairs 24 . It can be obtained e.g. by simplifying the Hamiltonian of a spin-fermion model with overlapping hot spots. HamiltonianĤ contains an interband attraction (term with matrix Σ 2 ) and repulsion (term with Σ 1 ). Taking into account only the term with the attraction one obtains in the language of the spinfermion model loop currents oscillating in space with the double period of the lattice 20 . This corresponds to a hypothetical d-density wave (DDW) state 25 . In order to obtain the new interesting state one should consider both the channels. The structure of the model and the result obtained recently without taking into account the repulsion term 20 can be understood from Fig. 1 . Some details of the derivation can be found in Appendix A.
Although the main results of this paper are obtained making calculations in the imaginary-time formalism, we display now several formulas that may help the reader in understanding the origin of the TQTC. Using the Hamiltonian (1) one can construct at zero temperature T = 0 and ε 1 (p) > ε 2 (p) an exact time-dependent many-body state analogous to the one in BCS theory of superconductors 24 (one should exchange the bands for
Functions u p (t) and v p (t) are solutions of Bogolyubov-de Gennes-like equations
where function B (t) is periodic in time. Of course, there is a region of parameters of the model where a timeindependent order parameter
providing the lowest energy exists 20 , and this would be the DDW state. However, this solution with the timeindependent order parameter and wave functions cannot lead to the TQTC, which agrees with the 'no-go' theorem 9 . The main new result obtained here is that a timedependent solution for B (t) a) exists and b) can correspond to the minimum of the free energy and thus to TQTC. Function B (t) is imaginary and antisymmetric in time. Time dependence of equilibrium wave functions was beyond the scope of the previous theoretical works 2,7,9 and results of those works cannot be used here. Time-dependent solutions for the order parameter ∆ (t) in superconductors are known in many situations and are of great interest to both theory [27] [28] [29] [30] [31] [32] [33] and experiment 34, 35 . Perturbations of the order parameter δ∆ (t) oscillate in time and form amplitude (Higgs) modes. However, the oscillations in superconductors correspond to non-equilibrium states and decay with time in a power law.
Although the structure of the basic equations (2, 3) is very similar to those in a superconductor with a complex order parameter, there is an important difference, namely, the interaction in equation (1) has both attractive and repulsive part. It is the repulsion term with Σ 1 in equation (1) that can eventually make oscillating states energetically more favorable than the static ones.
We will study first the thermodynamic problem using equations with the imaginary time τ . This will allow us to find τ -dependent solutions and calculate the free energy. Behavior in real time will be described making a Wick rotation from τ to it.
III. THERMODYNAMICS OF THE MODEL
WITH IMAGINARY-TIME-DEPENDENT ORDER PARAMETER.
Thermodynamics of quantum systems can be very conveniently studied using imaginary time τ in the interval (0, 1/T ) 36 and we sketch here the main steps (for more details see Appendix B).
In order to understand the origin of the imaginary-time order parameter b (τ ) corresponding to B (t) in equation (3) we follow the mean field scheme. Introducing also a function b 1 (τ ) corresponding to B 1 (t) we compute trace over fermionic states. Making a rotation in the pseudospin space of matrices Σ i we write the free energy functional F of the model described by the HamiltonianĤ (1) in the form
where symbol 'tr' means trace in space of the bands 1, 2, and
The infinite range of the interaction in the Hamiltonian H (1 ) between the electron-hole pairs makes mean field theory exact. Both the terms in the functional F [b, b 1 ] are proportional to the volume V and one can obtain the physical free energy simply minimizing
, there is a region of parameters where the absolute minimum is reached at τ -dependent functions b (τ ) and b 1 (τ ) . Unfortunately, the exact minimization is difficult and certain additional approximations will be used.
Let us assume for a while that b 1 (τ ) = 0 and study extremum of F [b(τ ), 0] . Varying the functional F [b (τ ) , 0] one comes to the following equation
Although equation ( 7) is quite non-trivial due to a possible dependence of b (τ ) on τ , solutions b 0 (τ ) can be written exactly in terms of a Jacoby double periodic elliptic function sn (x|k),
where 0 < k < 1 is the modulus, γ is an energy, and τ 0 is an arbitrary shift of the solution in the interval, 0 < τ 0 < 1/T (see also Fig. 2 ). The period of the oscillations for an arbitrary equals 4K (k) /γ, where K (k) is the elliptic integral of the first kind, and therefore the condition
with integer m > 0, must be satisfied to fulfill equations (6) . At small 1 − k, the period 4K (k) /γ of b 0 (τ ) grows logarithmically with (1 − k) −1 and the solution b 0 (τ ) consists of 2m well separated alternating instantons and anti-instantons. It is important that the integral over the period of the oscillations in equation (8) 
In the limit k → 1, the particle starts moving from the top a hill in (a), stops on the other hill, and then moves back forming an instanton-antiinstanton pair (IAP). In this limit, the function u has a simple form of alternating functions tanh x and -tanh x (instantons and anti-instantons), and is represented in (b). In the limit of small k, the Jacoby elliptic function has the asymptotic behavior sn (x|k) → sin x corresponding to a harmonic oscillation of the classical particle near the minimum of w. Although putting b 1 (τ ) = 0 leads to the correct static solution for b, it is generally not a good assumption because the field b 1 (τ ) linearly couples to the time derivativeḃ 0 (τ ) generating an additional term in the free energy of IAP
where J is a constant. Fluctuations of b 1 (τ ) generate an effective attraction between the instantons and anti-instantons and favor formation of τ -dependent structures. Replacing τ by a space coordinate one can see that the mechanism of the attraction is similar to the one of the electron-phonon interaction in solids. The field b 1 (τ ) plays in this picture the role of phonons and its fluctuations may result in a sufficiently strong attraction of instantons and antiinstantons and, eventually, to a function b (τ ) depending on the imaginary time τ.
Exact minimization of the free energy functional (5) is difficult and apparently can be carried only numerically. Therefore, we simplify the study by considering the limit of low temperatures T when one can expect a large number of IAP in the system, and small 1−k corresponding a large period of the IAP lattice. In this limit, the difference ∆F between the total free energy F and the free energy F hom of the system with the order parameter homogeneous in the imaginary time is proportional to 2m. The case ∆F/ (2mT V ) > 0 corresponds to the state with the static order parameter, while in the region of parameters where ∆F/V (2mT ) < 0 one expects a chain of alternating instantons and anti-instantons.
The dependence of a function S = ∆F/ (2mT V ) on parameters characterizing the energy spectrum in the spin fermion model with overlapping hot spots is represented in Figs. 
3(a-e). (More information about computation can be found in Appendix B).
We see from Figs. 3 that there is a certain region of parameters where the free energy ∆F is negative indicating the instability of the time-independent state. The region of small 1−k and a is most favorable for the formation of the lattice of IAP. As we consider here structures periodic in space (oscillations with vector Q AF connecting the bands 1 and 2, Fig. 1b) , the periodic in τ order parameter b (τ ) providing the minimum of the free energy is at the same time the amplitude of the periodic oscillations in space. The present consideration does not determine the number of the pairs as a functions of temperature and a more accurate study should be performed to clarify this question. In the next sections we calculate physical quantities without specifying the value of m or, alternatively k related to the latter by equation (9) .
IV. THERMODYNAMIC TIME CRYSTAL.
The periodic structure described by the Jacoby elliptic function b 0 (τ ) (8) is actually double periodic in the complex plane of τ and, hence, is periodic in real time t. Remarkably, b 0 (it) still satisfies equation (7) after the rotation τ → it. Making this rotation we come to equations (2, 3) for the wave functions, while the function B (t) should be identified as
The Jacoby elliptic function sn (iu, k) of an imaginary argument iu is related to an antisymmetric elliptic function
Free energy of instanton-antiinstanton pairs. Computation of the free energy is performed choosing the spectrum
x − P − µ corresponding to the Fermi surface depicted in Fig. 1a , where P is a Pomeranchuk order parameter obtained previously in the spin-fermion model 18 , and µ is the chemical potential. We use also parameters a = U0/Ũ0 and g0 = 1 2π
. In addition, an energy cutoff Λ is introduced as sc (u|k) with the period 2K (k) as
and one can write B (t) in the form
where t 0 is an arbitrary shift of time.
The oscillating behavior of function B (t) results in an oscillating behavior of wave function Φ (t) (2), which makes the "no go" theorem 9 inapplicable here. In order to calculate experimentally observable physical quantities one should average over t 0 and this gives immediately
which means that the average order parameter equals zero.
In order to calculate a 2-times correlation function
one can use a Fourier series for the function sc (u|k) . Then, the average over t 0 leads in the limit 1 − k 1 to the following result (Appendix C)
where
Function N (t) shows an oscillating behavior with the frequencies 2γn (we put everywhere = 1). The energy 2γ is the energy of the breaking of electron-hole pairs and one can interpret the result (16) as oscillations between the static order and normal state. The oscillating form of N (t 1 − t 2 ) resembles oscillations of the order parameter in the non-equilibrium superconductors [27] [28] [29] [30] [31] [32] [33] but, in contrast to those, the function N (t) does not decay in time. One obtains the non-decaying behavior because we consider a thermodynamically stable state. The contribution of high harmonics n does not decay with n but apparently this is an artefact of the approximations used for the derivation of this result.
Non-decaying time oscillations of the two-time correlation function N (t) together with the vanishing of the single time average (14 ) allow us to generalize the definition of a space crystal by including time in addition to the space coordinates. Therefore the physical state found here can be classified as Time-Space Crystal.
V. OPERATOR ORDER PARAMETER.
The correlation function N (t) of the functions B (t) was calculated by averaging the product of these functions over the position t 0 . The same results for correlation functions can be obtained using an alternative description based on the notion of an 'operator order parameter' B. We present here results for 1 − k 1, writing more general formulas in Appendix D. In order to describe the oscillating behavior of the time crystal one can formally introduce a HamiltonianĤ T C for a harmonic oscillator
where a + and a are bosonic creation and annihilation operators.
With this Hamiltonian the correlation function N (t 1 − t 2 ) can be written as
and |0 stands for the wave function of the ground state of the HamiltonianĤ T C (17) (operators A (u) are hermitian conjugates of A + (u)). At the same time, quantum averages of the operators A and
Multi-times correlation functions can also be written in terms of quantum mechanical averages of products of operators A (t) (Appendix D). One can interpret the operator A as an operator order parameter. This type of the order parameters extends the variety of conventional order parameters like scalars, vectors, matrices used in theoretical physics. As the quantum mechanical average of the operators A and A + vanishes, one cannot expect any loss of energy due to e.g. emission of light. At the same time, already twotime correlation functions do show oscillating behavior and this does not mean any loss of energy. The system described by the HamiltonianĤ T C (17) remains in the ground state and the oscillations are due to virtual transitions between the states. The two-times correlation functions of type (18) describe inelastic quantum mechanical scattering and corresponding experiments can be used for observing the time crystals. The non-decaying time oscillations can be an important property for designing qubits.
VI. HOW TO OBSERVE THE TIME CRYSTAL EXPERIMENTALLY?
As the average order parameter B (t) equals zero (14) , one cannot expect classically oscillating quantities like, e.g. currents. and one cannot use the type of setups proposed originally 1 . The oscillations should be seen in twotimes correlation functions like N (t) (15, 16) . Of course, possibility of an experimental observation depends on systems that can be described by the Hamiltonian (1). Apparently, one can find also somewhat different models exhibiting the time crystal behavior. However, as the Hamiltonian (1) is suggested here for description of cuprates and one can expect magnetic moments oscillating in time and space (in contrast to static magnetic moments in DDW theories), the polarized neutron spectroscopy can be a proper tool. In this case, the Fouriertransform of the function N (t) determines directly the cross-section of the inelastic scattering. It is important that the magnetic moments are basically perpendicular to the planes, which can help to distinguish them from the antiferromagnetic spin excitations at (π, π) . Calculating the Fourier transform N (ω) of the function N (t) (16) comparing it with the one for the time-independent DDW state 2πγ 2 δ (ω) one can write at low temperatures the ratio of the responses at (π, π) for these two states as
where χ 0 determines the response χ DDW of the DDW state, χ DDW (ω) = χ 0 δ (ω) . Actually, anisotropic magnetic (π, π) excitations have been observed 41 in Y Ba 2 Cu 3 O 6.9 . The response χ c (ω, q) perpendicular to planes with wave vector q = (1.5, k, 1.73) had a pronounced peak at k = 0.5 at ω = 26 meV at temperature 94K, while this peak was suppressed at 10K, which was below the superconducting temperature T c . At the same time, the parallel component χ a/b was not so sensitive to temperature. Using the results obtained in the present article one might argue that the peak in the susceptibility χ c (ω, q) was due the oscillations of magnetic moments. At low temperature, the time crystal state was suppressed by the superconductivity.
Being quite general, the model (1) may also be applied to other systems and one should design proper experiments for each case.
VII. OUTLOOK.
1. The main conclusion of the present study is that the Time Crystals may exist as a thermodynamically stable state in macroscopic systems. The non-decaying oscillations do not lead to an oscillating behavior of classical quantities and the energy is conserved. The oscillations show up in correlation functions of several times and can in principle be observed in e.g. quantum scattering experiments. The order parameter of the thermodynamic quantum crystals is periodic in both real and imaginary times as well as in space but its average over the phases of the oscillations vanish.
2. The procedure of the averaging over the phase of the oscillations is equivalent to a new quantum description in terms of the operator order parameter. In this picture the oscillating behavior of correlation functions originates from virtual transitions between states of an oscillator. The distance between the energy levels equals to the energy of breaking the electron-hole pairs.
3. All calculations have been carried out in the limit of low temperatures for the spin-fermion model with overlapping hot spots relevant for the superconducting cuprates. However, the form of the two-band Hamiltonian is quite general and one can anticipate applications to other materials and devices. The non-decaying oscillations is a very important property for qubits.
4. Description of phase transitions between the time crystal state and normal metal or the state with the timeindependent order parameter can be of a great interest because they definitely differ from known phase transitions.
5. The time crystal may be a good candidate for the still mysterious pseudogap state in superconducting cuprates. In many respects, its properties like breaking time reversal symmetry, gap in the electron spectrum, etc, resemble those of the DDW state. At the same time, no static magnetic moments oscillating with the antiferromagnetic vector (π, π) have been observed so far in agreement with the predictions for the time crystal. Instead, the present results show that the magnetic moments oscillate in time and can in principle be studied in experiments with polarized inelastic neutron scattering. The model described by the Hamiltonian (1) is a reduced model that can in principle be derived from more general models. In order to be specific we start here from the spin-fermion model with overlapping hot spots [18] [19] [20] . This model differs from previously used spin-fermion models with 8 hotspots [42] [43] [44] [45] [46] by the assumption that the hot spots on the Fermi surface are not isolated and may overlap and form antinodal "hot regions".
We write the partition function Z of the system in a form of a functional integral over anticommuting vector fields χ a α (X) with the superscript a and and subscript α numerating spin and the band (hot regions)
In equation (A1) the action S 0 of the non-interacting particles equals
Here, the same notations as in equation (1) 
where D 0 is propagator of critical paramagnons and λ is a coupling constant. The limit of the overlapping hot spots allows a variety of electron-hole as well as superconducting pairings 20 . We concentrate on more energetically favorable singlet electron-pairings between the regions 1 and 2. This allows one to replace the action S int [χ] by the following effective action
which is very similar to S (density) int
[χ] . The next simplification of the model is done replacing the interactions D 0 (X − X ) and V c (X − X ) by δ-functions in both space and imaginary time
Then, changing from the anticommuting fields χ , χ + to fermionic operators c and c + we come the mean field Hamiltonian (1), withŨ 0 = U 0 + U c . ] at the minimum. Apparently, this can be done exactly only numerically, which is beyond the scope of the present publication. As concerns the analytical study, we proceed by introducing eigenfunctions Ψ sp (τ ), its conjugatesΨ sp (τ ) and eigenenergies sp , satisfying equations
and antiperiodicity conditions
(B2) Operator h (τ, p) has already been used in Eq. (5), while its conjugateh (τ, p) acting on the left equals
(B3) Equations (B1, B3) are obtained after a rotation of vectors with unitary matrix
such that
One can introduce a scalar product (, ) and build an orthogonal basis of the eigenfunctions
Then, one can write the "electronic" part F el (first term in the integand in equation (5)) in the form
One should keep in mind that the eigenfunctions sp are functionals of the functions b (τ ) and b 1 (τ ) . The fact that the functional F el [b (τ ) , b 1 (τ )] can be expressed in terms of only the eigenvalues simplifies calculations. We cannot find sp and Ψ sp (τ ) exactly for arbitrary b 1 (τ ) and use a perturbation theory for the eigenvalues sp . In the zero approximation one should put b 1 (τ ) = 0 and find the minimum of the functional
which leads to equation (7). The latter can be written in the form
with Ψ
sp (τ ) and As the next step, we assume non-zero b 1 (τ ), and write
where b 0 (τ ) is the solution of equations (B8, B1), and expand
and δb (τ ) up to the second order in these variables. This allows us to obtain the interaction between the fields b (τ ) and b 1 (τ ) (11) and take into account a screening of this interaction. The calculation of the free energy functional
into equation (B6) and calculating (1) sp and
sp with the help of standard quantum-mechanical formulas
s p (τ ) . As soon as the electronic part is calculated, one should minimize F [b (τ ) , b 1 (τ )] (5) with respect to b 1 (τ ) and δb (τ ) , and calculate the free energy in terms of the solution b 0 (τ ) of equation (B8).
Unperturbed eigenfunctions
Following the proposed scheme we start our calculations by solving equations (B1, B8). In order to avoid complicated mathematics one can simply guess the solution b 0 (τ ) in the form (8) . This type of solutions has been used long ago for one dimensional models of polymers 47, 48 , and more recently in Refs. 37, 38 for searching imaginary-time-dependent solutions for order parameter.
Function b 0 (τ ) (8) satisfies the following equatioṅ
At b 1 (τ ) = 0 we have instead of (B1) somewhat simpler equations
mnp (τ ) of equations (B14) can be written as
where l = 1, 2 and n = 0, ±1, ±2... and N p is a normalization factor. Functions Υ lp (τ ) equal
wherē
and the functions X p (τ ) and Y p (τ ) are growing and decaying with τ solutions of the same equation
While the functions Ψ (0)
mnp (τ ) must obey the antiperiodicity conditions (B2), the solutions X p (τ ) and Y p (τ ) cannot be periodic. We assume that they change on the period as
where κ p is a function of p only. The antiperiodicity of the eigenfunctions Ψ (0)
mnp (τ ) is provided by the presence in equation (B15) of the exponentials containing κ p . The functions X p (τ ) and Y p (τ ) are related to each other asẊ
where C p is a time-independent function of p.
Relations (B15-B20) are sufficient to prove the orthogonality of the eigenfunctions Ψ (0) mnp (τ ) and write the normalization N p in the form
The last step to be done for writing the eigenfunctions Ψ (0)
mnp (τ ) explicitly is to solve equations (B19). The final solution for X p (τ ) and Y p (τ ) can be written in the form
and
These solutions can be checked substituting equations (B22, B23) into (B19) and using equation (B13). One can also see from equation (B20) that
It is clear that the parameter κ p equals
One can derive from equations (B16-B18) and (B22-B26) the following useful relations
3. Final formulas for the free energy.
Using formulas of the previous subsection one can reduce equation (B8) to a quite simple form
which means that the function b 0 (τ ) (8) is the exact solution of equations (7, B8) . In fact, there can be many solutions of equation (B30) because it contains 2 unknown parameters γ and k. Using the periodicity (9) one can determine the modulus k for a given integer m. We concentrate here on the limit of low temperatures T. In the limit T → 0 and k → 1 equation (B30) simplifies to
which is the equation for the time-independent order parameter (gap in the electron spectrum) of the DDW state 20 . In the limit k → 1 the number m of the alternating instanton and antiinstantons is determined by the minimum of the free energy. In the absence of the field b 1 (τ ) , the minimum is always reached at the timeindependent solution b = γ. The fields b 1 (τ ) couple tȯ b 0 (τ ), (11) , and a finite number m of the instantonsantiinstantons can provide the absolute minimum of the free energy. This claim can be checked by calculating the free energy for finite m in the linear approximation in this number. Negative values of the difference ∆F between this free energy and the free energy of the DDW will indicate the possibility of the time-dependent state.
The limit 1 − k 1 is most interesting. In this limit one can write the parameter κ p (B27) as
Substituting equations (B32, B33) into (B6) making summation over n and using (B31) we obtain the energy of "non-interacting" instantons
The energy F inst (B34) is always positive. The effective attraction is due to the interaction of the instantons with the field b 1 (τ ) (11) and can be obtained calculating the first order (1) lnp (B11). This leads to equation (11) with the constant J,
(B35) The second order (2) lnp (B12) is also important because it leads to a screening of the interaction (11, B35) and cuts the singularity at ε − (p) = 0 arising in the integrand in (B35) in the limit k → 1. As a result, one can write the difference ∆F [b 1 , δb] between the free energy of the system with m alternating instantons and antiinstantons and that of the system without instantons as
with F inst (B34), the linear term F int [b 1 ] (11) and a quadratic form F 2 of b 1 (τ ) and δb (τ )
and the constants A 0 , A 1 , B and C equal
(B42) The minimum of F 2 [b 1 , δb] with respect to δb (τ ) is achieved at
Then, one finds the minimum value of ∆F [b 1 , δb] (B36) giving the energy ∆F
The main contribution to the integral (B44) comes from the vicinity of zeros of b 0 (τ ). Therefore the integral is proportional to 2m as well as F inst and one can integrate over the half period of the function b 0 (τ ) . The free energy ∆F is also proportional to 2m and one can calculate the energy per one instanton replacing b 0 (τ ) by γ tanh γτ and integrating over τ from −∞ to ∞. Equation (B44) can be further simplified introducing a new variable of integration v = γ tanh γτ. In order to compute the energy ∆F explicitly one should choose a specific form of the electron spectrum. Having in mind the spin fermion model with overlapping hot spots [18] [19] [20] we write the spectrum as
where µ is the chemical potential and P a Pomeranchuk order parameter that may appear in the model under consideration [18] [19] [20] . We introduce also an energy cutoff Λ limiting the hot spots.
y . The integrals (B35, B39-B42) can be simplified changing the variables of the integration as
with −1 < u < 1. Then, the integral I for any nonsingular function f (E),
can be written in the form
(B49) Further, the integral over u can be transformed integrating by parts and we reduce I (B48) to the following integral over one variable
which simplifies considerably the original integration over p.
Finally, using parametersP = P/γ,Λ = Λ/γ we write the free energy ∆F as
Herein,
where (B54) Equations (B52-B54) have been used designing the pictures in Fig.3. and h (τ, p) is given by (7) (keep in mind the rotation (B1)). The subscript "min" means that the expression in the brackets should be taken at δb (τ ) (B43). Remarkably, the terms linear δb (τ ) and b 1 (τ ) taken at the minimum cancel each other in the final expression, and h −1 eff (τ, p) can be replaced by h −1 (τ, p) . Using equation (C2) and making the analytical continuation τ → it we reduce it to equations (12) (13) (14) (15) .
The Fourier transform of the function sc (u|k ) is well known 40 sc (u|k ) = π 2kK (k ) tan πu 2K (k ) (C3)
where K (k) is the elliptic integral of the first kind. Using the Fourier series for tan u
we write the function sc (u|k ) in a more compact form sc (u|k ) = − π kK (k )
(C4) In the limit k → 1 one has the following asymptotic behavior for the elliptic integral
and the function sc (u|k ) (C4) simplifies to sc (u|k ) ≈ −2 ∞ n=1 (−1) n tanh n ln 8 1 − k sin (2nu) .
(C6) Writing in equation (C6) u = γ (t − t 0 ) and substituting it into (13, 15) one comes to the final result (16) . It has been demonstrated previously that the 2-times correlation function N (t) can also be obtained staring from a harmonic oscillator (17) with B (t) (13) . Writing sin (2nu) in equation (C4) as the sum of two exponents one can multiply all B (t l ) and B * (t l ) in (D1). Then, one should average over t 0 term by term. It can be checked that each average can be written as a quantum-mechanical average of operators A (t) and A + (t)
As a result, the correlation function N 2p (t 1 , t 2 ...., t 2p ) takes the form N 2p (t 1 , t 2 ...., t 2p ) (D3)
where, the symbol P means the sum of all permutations of the operators in the product. Correlation functions of odd number of times are equal to zero. At p = 1 one obtains the 2-times correlation function.
× 0 A (t 1 ) A + (t 2 ) 0 + 0 A (t 2 ) A + (t 1 ) 0 .
In the limit k → 1 equation (D4) simplifies to (18) .
Equations (D1-D3) demonstrate equivalence of the averaging of classical order parameters over the positions in time and the quantum-mechanical averaging of operator order parameters.
