Abstract. Multivariate regression trees (MRT) are a new statistical technique that can be used to explore, describe, and predict relationships between multispecies data and environmental characteristics. MRT forms clusters of sites by repeated splitting of the data, with each split defined by a simple rule based on environmental values. The splits are chosen to minimize the dissimilarity of sites within clusters. The measure of species dissimilarity can be selected by the user, and hence MRT can be used to relate any aspect of species composition to environmental data. The clusters and their dependence on the environmental data are represented graphically by a tree. Each cluster also represents a species assemblage, and its environmental values define its associated habitat. MRT can be used to analyze complex ecological data that may include imbalance, missing values, nonlinear relationships between variables, and high-order interactions. They can also predict species composition at sites for which only environmental data are available. MRT is compared with redundancy analysis and canonical correspondence analysis using simulated data and a field data set.
INTRODUCTION
The importance of being able to effectively model relationships between species and environment has long been recognized, and many methods have been applied to this task (see Franklin [1995] and Guisan and Zimmermann [2000] for reviews). Recently, the focus of such modeling has shifted towards prediction, with less emphasis on description and explanation. This shift towards a predictive ecology is profound, in both philosophy and method, and is not simply a case of using well-known methods for a new purpose. Driven by issues such as global climate change, accurate prediction is now often seen as the principal objective of species-environment analyses (Franklin 1998 , Iverson and Prasad 1998 , Vayssières et al. 2000 . Predictive accuracy is also routinely used as a method of statistical model selection (Stone 1974 , Breiman et al. 1984 , Ripley 1996 , Burnham and Anderson 1998 , and can replace the widely used practice of repeated hypothesis tests (e.g., stepwise selection); an approach that frequently leads to the inclusion of spurious explanatory variables (Draper 1995) . The recognition of deficiencies in the use of statistical hypothesis tests as a method for addressing ecological hypotheses (Burnham and Anderson 1998, Johnson 1999) has also led to increased emphasis on prediction. Species-environment relationships can be modeled using either individual species or assemblages. For individual species analyses, species are independently related to the environmental variables, whereas for community analyses, species are jointly related to the environment using a single model. Thus community analyses are more constrained. Popular methods used for individual species analysis include generalized linear models (GLM; McCullagh and Nelder 1983) , generalized additive models (GAM; Hastie and Tibshirani 1990) , and classification and regression trees (CART; Breiman et al. 1984) . Comparisons of GLM and GAM vs. CART (Franklin 1998 , Vayssières et al. 2000 found that the latter gave better predictions. This is not surprising as trees are well suited for analysis of complex ecological data that may include lack of balance, missing values, nonlinear relationships between variables, and high-order interactions (Breiman et al. 1984 , Ripley 1996 , De'ath and Fabricius 2000 . Ordination methods are widely used for community analysis (Jongman et al. 1995 , ter Braak and Prentice 1988 , Legendre and Legendre 1998 , and typically assume that abundances of individual species vary in a linear or unimodal manner along ecological gradients. The gradients are explained by linear combinations of environmental variables, the latter being used either directly or indirectly in the analysis. When used directly, the species and environmental data jointly determine the gradients. When used indirectly, the structure of the species data is first determined, and is then related to the environmental data. Clustering methods are also used for com- Ecology, Vol. 83, No. 4 FIG. 1. An example of a univariate regression tree. The response variable is the abundance (0-9 scale) of a species of hunting spider, Trochosa terricola, and the explanatory variables are six environmental characteristics (water, sand, twigs, moss, herbs, and light; 0-9 scale). These data are from Van der Art and Smeenk-Enserink (1975) . The mean values of T. terricola and the number of cases (in parentheses) are displayed at each node; e.g., the overall mean is 4.5 (n ϭ 28). The histograms show the distributions of T. terricola values at the nodes. The three-leaf tree is formed by two splits; the first based on herbs (Ͻ8.5 and Ն8.5) and then, for low levels of herbs, a second split based on light (Ͻ6 and Ն6). The tree explains 93% of the variance of T. terricola, with virtually no overlap of values at the three leaves (A, B, and C). The depth of the tree following each split is proportional to the variance explained by the split. munity analysis, and with clusters are often used to define community or assemblage types (Anderberg 1973, Legendre and Legendre 1998) . The clusters can subsequently be related to environmental values. However, methods that directly determine clusters in terms of environment are less well developed (Gordon 1996) . Notable exceptions are various forms of contiguous clustering that impose temporal or spatial ordering on the clusters (Lefkovitch 1978 , 1980 , Legendre and Legendre 1998 .
This paper presents a new method for modeling species-environment data; namely, the multivariate regression tree (MRT). MRT is a natural extension of univariate regression trees, with the univariate response of the latter being replaced by a multivariate response. MRT analyzes community data, but makes no assumptions about the form of relationships between species and their environment. MRT can be used for exploration, description, and prediction, and trees are usually selected on the basis of their predictive accuracy. MRT is a form of multivariate regression in that the response is explained, and can be predicted, by the explanatory variables. However, it is also a method of constrained clustering, because it determines clusters that are similar in a chosen measure of species dissimilarity, with each cluster defined by a set of environmental values. As with unconstrained clustering, each cluster can define an assemblage type, but additionally the environmental values define an associated habitat type.
Following this introduction, a review of the principal concepts of univariate regression trees is presented, because they also form the basis for MRT. The sums of squares MRT is then outlined, and a detailed example follows, which includes additional techniques that help interpret the tree analysis. More general forms of MRT are then discussed, and two types of MRT are defined; one generalizes the sums of squares MRT, and the other is distance based, analogous to distance-based redundancy analysis (db-RDA; Anderson 1999, McArdle and Anderson 2000) . MRT is then compared to redundancy analysis (RDA; Rao 1964) and canonical correspondence analysis (CCA; ter Braak 1986) using simulated data and a previously published set of field data.
Throughout this paper, response variables are species, data cases are sites, and explanatory variables are environmental characteristics. Hence, for ease of reading, I will often simply refer to species, sites, and environment. Note, however, that applications of MRT are not limited to modeling species in terms of their environment. The choice of response and explanatory variables is unrestricted, other than the response being numeric.
UNIVARIATE REGRESSION TREES
Univariate regression trees (URT) explain the variation of a single numeric response variable using explanatory variables that may be numeric and/or categorical (Breiman et al. 1984 , Clark and Pregibon 1992 , Ripley 1996 , De'ath and Fabricius 2000 . They do this by growing a tree structure that partitions the data set into mutually exclusive groups, each of which has similar values of the response variable. Starting with all the data represented by a single node at the top of the tree (Fig. 1) , the tree is grown by repeated binary splitting of the data. Each split is defined by a simple rule, usually based on a single explanatory variable, and forms two nodes. Splits are (generally) chosen to maximize the homogeneity (minimize the impurity) of the resulting two nodes. The terminal nodes (i.e., unsplit nodes) represent the groups of data formed by the tree, and are also called the leaves of the tree. For a regression tree, impurity of a node is typically defined as the total sum of squares of the response variable values about the node mean, and each split minimizes the total sums of squares within the two nodes formed by the split. Equivalently, this maximizes the betweennodes sums of squares.
The splitting procedure is continued until an overlarge tree is grown, that is then pruned back to the desired size. The size may depend on the objective of the analysis; be it exploration, description, or prediction. For example, tree size can be selected choosing the most accurate predictor from a collection of trees of varying size. Cross-validation is most often used to select tree size, with the chosen tree having the smallest (or close to) predicted mean square error (Breiman et al. 1984) . This tree can be thought of as the ''best predictive tree'' in the sense that, on average, it should give the most accurate predictions.
Trees are summarized by their size (the number of leaves) and overall fit. For a sums of squares regression tree, variation of the response is expressed as variance and overall fit is simply the fraction of variance not explained by the tree. More generally, fit is defined by relative error (RE); the total impurity of the leaves divided by the impurity of the root node (the undivided data). RE gives an over-optimistic estimate of how accurately a tree will predict for new data, and predictive accuracy is better estimated from the cross-validated relative error (CVRE). CVRE varies from zero for a perfect predictor to close to one for a poor predictor.
EXTENDING TO MULTIVARIATE REGRESSION TREES
A simple way to extend URT to MRT is to replace the univariate response by a multivariate response, and to redefine the impurity of a node by summing the univariate impurity measure over the multivariate response. Thus, to extend the sum of squares URT, impurity can be defined as the sum of squares about the multivariate mean (see Appendix). Geometrically, this is simply the sum of squared Euclidean distances of sites about the node centroid. Each split minimizes the sums of squared distances (SSD) of sites from the centroids of the nodes to which they belong. Equivalently, this maximizes the SSD between the node centroids. It can also be shown that this minimizes the SSD between all pairs of sites within the nodes, and maximizes the SSD between all pairs of sites in different nodes (Digby and Gower 1981, Gower and Hand 1996) . This equivalence only holds for sums of squares. Pruning and selecting tree size by cross-validation carry over from the univariate tree provided the prediction error for a new observation is defined analogously (see Appendix) . Finally, each leaf of the tree can be characterized by the multivariate mean of its sites, the number of sites at the leaf, and the environmental values that define it. I will refer to this tree as the sums of squares MRT (SS-MRT).
Although the growing and pruning of univariate trees carry over to MRT, new challenges arise. First, because the multivariate response introduces extra complexity, additional ways to interpret the results of an MRT analysis are needed. In An introductory example of multivariate regression trees below, three methods to assist that interpretation are outlined, namely (1) identification of species that most strongly determine the splits of the tree, (2) tree biplots to represent group means and species and site information, and (3) identification of species that best characterize the groups.
Second, because MRT is a form of constrained clustering, it is useful to compare the MRT solution to unconstrained clustering using a metric equivalent to the MRT impurity and the same numbers of clusters. If the unconstrained cluster analysis accounts for substantially more of the species variation than an MRT analysis, this could indicate that unobserved factors, additional to the explanatory variables of the tree analysis, are responsible for the difference in explained species variation. However, if the two forms of analysis explain similar amounts of species variation, it is likely that important environmental variables (or their surrogates) have been identified. In such cases, the groups from the two forms of analysis will often coincide substantially. In addition, clustering may be weak, but if there are strong relationships between species and environment, MRT analyses can detect distinct groups not detectable by unconstrained clustering.
Third, MRT can be extended to include impurity measures equivalent to the various measures of species dissimilarity currently used in ordination and clustering techniques. This issue is dealt with in Beyond sums of squares multivariate regression trees.
AN INTRODUCTORY EXAMPLE OF A MULTIVARIATE REGRESSION TREE
In this example, a SS-MRT is used to relate abundances of 12 species of hunting spiders to six environmental characteristics (water, sand, twigs, moss, herbs, and light). These data, first presented by Van der Art and Smeenk-Enserink (1975) , were later analyzed by ter Braak (1986), using various forms of correspondence analysis. Canonical correspondence analysis (CCA) suggested a curvilinear distribution of sites in two dimensions. The first axis was interpreted as a moisture gradient and the second axis as a contrast between sites high in twigs, and sites high in herbs and moss. These data have also been analyzed using principal curves (De'ath 1999a), which revealed a strong one-dimensional solution, with largely unimodal distributions of species along the estimated gradient.
In this analysis, species and then sites were standardized to the same mean. Site standardization converts abundances to relative abundances, and is widely used in gradient analyses methods because it increases the strength of the relationship between species dissimilarity and ecological distance for moderate or long gradients (Faith et al. 1987) . The tree analysis was also run on data standardized to give chi-squared distances between sites. The tree groups from this analysis were identical in number and composition to those of the tree analysis of the mean standardized data, and are not reported. The species and site standardizations were chosen to permit subsequent comparisons with both redundancy analysis (RDA) and CCA.
The MRT analysis gave a four-leaf tree with the splits based only on twigs and water (Fig. 2) . The tree explained 78.8% of the standardized species variance. Species composition varied strongly across the four groups, with sites in groups A (twigs Ͻ8; water Ͻ2.5) FIG. 3. Selection of the multivariate regression tree for the hunting spider data. The relative error (open circles) decreases with tree size, whereas the cross-validated relative error (filled circles) decreases to a minimum for a tree size of four, and then increases before flattening to a typical plateau. The vertical bars indicate one standard error for the cross-validated relative error, and the dashed line indicates one standard error above the minimum cross-validated relative error and suggests a tree size of four leaves. and D (twigs Ն8) having only low levels of two species in common. The four associated habitats (A-D) are simply defined by high levels of twigs (D) or by moderate to low levels of twigs with three increasing levels of water (A, B, and C, respectively). The size of the tree was selected by cross-validation, with the four-leaf tree clearly identified as having the smallest estimated predictive error (Fig. 3) . More typically, the cross-validations generate a series of trees that predict only marginally worse than the best predictive tree. From this series, the smallest tree within one standard error of the best is often selected (the 1-SE rule; Breiman et al. 1984) .
Examining the splits
Inspection of the barplots at each node, and at the four leaves, shows how individual species contribute to each split, and to the composition of the four final groups. For example, Pardosa lugubris strongly determines the first split and is the dominant species of group D (Fig. 2) . It also has a minimal presence in the left hand branch of the tree, and thus does not contribute to subsequent splits that form groups A, B, and C. In this example, the barplots effectively illustrate the species distributions throughout the tree, however, numerical summaries of tree characteristics are also Notes: The total species variance is partitioned by species, the whole tree, and the three splits of the tree. The first split is dominated by Pardosa lugubris (23 percentage points of 37% of the total species variance explained by that split), the second by Arctosa perita (15 percentage points of 30%), and the third by Pardosa monticola (5 percentage points of 12%).
useful, particularly when the number of species is large. For example, the contributions of individual species at each split and how well each species is explained by the tree can be quantified, by tabulating the explained variance at each split for each species (Table 1) . The variance of Pardosa lugubris comprises 24.4% of the total species variance, of which 23.3% is explained by the tree, with 23.2% explained by the first split (Table  1) . Arctosa perita and Alopecosa fabrilis largely determine the second split (water Ͻ2.5), and Pardosa monticola dominates the third split (water Ͻ5.5). Despite these four species accounting for 69.5% of total species variance, the remaining eight species are also well separated by the four tree groups, with the least well explained, Alopecosa cuneata, having 38.4% (1.11 of 2.89%) of its variance explained.
Tree biplots
For URT, each group is characterized by the mean response, and comparisons of groups is straightforward. However, for MRT, the mean response is multivariate, and this makes comparisons of groups more difficult. One way to examine the structure of multivariate data is to plot them in a low-dimensional space using a principal components biplot (Gabriel 1971 , ter Braak 1994 , Gower and Hand 1996 ). The distance biplot (ter Braak 1994) gives the best least squares representation of the group means and is consistent with the MRT maximizing the sums of squares between groups; i.e., the biplot and MRT are using the same metric. For these data, the species have unimodal distributions, and thus each species is located by its weighted mean of the group means (also weighting on group size). Thus, species are located close to groups with relatively high abundance of that species. Species values of individual sites can be projected onto the plot and identified by group (Fig. 4) . This shows the homogeneity of sites within groups and can also reveal outlier sites. These points represent the observed species values and are referred to as supplementary points. Observed values were originally used in constrained (canonical) biplots (ter Braak 1986), however fitted values from the underlying model are now more typical (Oksanen 1987 , ter Braak 1994 , Palmer 1993 . For tree biplots, the fitted values are the group means and the observed values are species values of individual sites; hence, both are shown in the tree biplot.
Finally, the interset correlations can be calculated for each axis (ter Braak 1986) using the scores of the group means and the scores of the observed values. These correlations estimate the strength of the speciesenvironment relationship. Axes with high interset correlations (typically Ͼ0.8), and that also account for a substantial proportion of the species variance explained by the environmental variables (i.e., the between-group variance), should be retained in the biplot representation.
Identifying indicator species
Species that characterize each group can be identified using an indicator species index based on relative abundance and relative frequency of occurrence (Dufrêne and Legendre 1997) . The index is defined as the product of relative abundance and relative frequency of occurrence of the species within a group. If there are no occurrences of the species within a group, the index takes the value of zero, increasing to 100 if the species occurs at all sites within the group and does not occur at any other site. The index can be calculated for each species-group combination, and species with high index values for a group are indicator species for that group (Fig. 2) . The index distinguishes between ubiquitous species that dominate many groups in absolute abundance, and species that occur consistently within single groups but have low abundance. For the four MRT groups, the index values for the 12 species vary from 100 for Arctosa perita (which occurs in all sites of group A and no other sites), down to 29 for Alo- pecosa cuneata (which has moderate abundance and presence across three groups). Nine of the 12 species had high indicator values for single group (range: 57-100). The remaining three species had moderate values for two or three groups (27-48). For each of the three species, the values were very similar across groups, thereby suggesting they were indicators for composite groups.
Comparing tree groups with unconstrained clusters
Unconstrained cluster solutions, comprising two to four clusters, were derived using complete linkage hierarchical clustering (Euclidean metric). For each solution, the clusters were refined using k-means clustering (Hartigan and Wong 1979) to minimize the within-cluster sums of squares. This procedure gives compact clusters, and thus provides a stringent comparison with the constrained clusters defined by the MRT. The tree and the unconstrained clusters had almost identical membership for two to four clusters and explained the species variance equally well. Together with the large proportion of species variance explained by the tree, this supports the conclusion that the two of the six environmental variables that formed the tree (twigs and water) adequately account for the species variance.
BEYOND SUMS OF SQUARES MULTIVARIATE
REGRESSION TREES Regression trees are modular in the sense that the impurity measure, splitting criteria and prediction error are all independent of the growing and pruning processes (Breiman et al. 1984 ). This presents opportunities to develop MRT using impurity measures, additional to SS, that are useful to ecologists, e.g., robust measures and measures that correspond to popular measures of species dissimilarity. To do this, two strategies are adopted, and these lead to additive MRT (A-MRT) and distance-based MRT (db-MRT).
Additive multivariate regression trees
Following the method of extending SS-URT to SS-MRT, i.e., adding the univariate measure of impurity over the multivariate response, measures other than sums of squares about the mean can be used, e.g., sums of absolute deviations about the median. These impurity measures are examples of additive distances (Gower and Hand 1996) , with each variable of the multivariate response contributing to the impurity independently of the others. One useful aspect of A-MRT is the potential to make them robust to outliers. For URT, the two most widely used impurity measures are sums of squares about the mean, and sums of absolute deviations about the median (LAD; Breiman et al. 1984) , with LAD being more robust than SS to outliers. Though the median is an extremely robust measure of location, the sum of absolute deviations about medians is sensitive to outliers, and this reduces the robustness of LAD trees. Sums of squares about trimmed means, where extreme values are simply dropped from each group, are even more robust, but are less widely used (SPSS Inc. 1997).
Distance-based multivariate regression trees
Multivariate trees can be formulated to work directly from a dissimilarity matrix. Treating the dissimilarities as distances, the clusters can be formed by splitting the data on environmental values that minimize the intersite SSD (sums of squared distances) within clusters. SS-MRT is based on Euclidean distance, a measure of dissimilarity often used for the analysis of speciesenvironment relationships. However, other measures are often preferred. For example, most forms of gradient analysis depend, either explicitly or implicitly, on a strong linear relationship between some measure of species dissimilarity and ecological distance. Analyses based on Euclidean distance often fail for moderate to long gradients, because compared to alternatives such as site standardized Bray-Curtis and extended dissimilarity, it is only weakly correlated with ecological distance (Faith et al. 1987 , De'ath 1999b . The relative merits of various measures have been widely discussed (e.g., Faith et al. 1987, Legendre and Legendre 1998 ) and I will not add to that debate. Rather, I am assuming that a particular measure has been chosen, and that if the resulting matrix of site dissimilarities is treated as distances, then these distances adequately represent the structure in the data. Distancebased MRT (db-MRT) can be defined in terms of within-group intersite SSD, independent of the particular measure of dissimilarity chosen for the analysis. The impurity of the node is defined as the sum of withingroup intersite SSD, the splitting criterion maximizes the reduction of impurity at a split, and the prediction error is defined as the SSD of the prediction site from all other sites, minus the within-group SSD of other sites (see the Appendix). If the dissimilarities used in a db-MRT are Euclidean distances, then SS-MRT and db-MRT are exactly equivalent, because as noted earlier, minimizing squared Euclidean distances of sites about node centroids is identical to minimizing withinnode intersite squared Euclidean distances. Distancebased MRT extends SS-MRT, just as distance-based redundancy analysis (db-RDA: Anderson 1999, McArdle and Anderson 2000) extends RDA. In both cases, the distance-based methods allow any measure of dissimilarity to be used, not just Euclidean distance.
Comparison of additive and distance-based trees
Despite the coincidence of SS-MRT and Euclidean db-MRT, A-MRT and db-MRT are quite different. For example, the impurity of A-MRT can be defined in many ways and focuses on the typical characteristic of the node, e.g., the multivariate mean. Conversely, the impurity of db-MRT is always defined as the withingroup intersite SSD (see Appendix) and the focus is on individual sites with all sites contributing equally to the impurity of a node. The following two examples illustrate these differences. First, if the impurity of an A-MRT is defined as sums of squares about trimmed means, sites with extreme values may have no influence on any splits of the tree. This cannot occur for db-MRT because every site will always influence at least one split (the first). Second, because db-MRT depends solely on the dissimilarities and the environmental data, the species observations themselves are not needed. Thus db-MRT, but not A-MRT, can be used in pairwise comparison studies, for which only the dissimilarities (or similarities) between subjects are available (Thurstone 1927).
There are, however, links between A-MRT and db-MRT. First, there are several measures of species dissimilarity that are equivalent to Euclidean distances of suitably scaled species data; e.g., chi-squared and chord dissimilarity. For such measures, db-MRT can be determined by simply scaling the data appropriately and then using SS-MRT. This is not possible for species dissimilarities based on sums of absolute deviations; e.g., Bray-Curtis dissimilarity. Secondly, for many species dissimilarities, a principal coordinates analysis will generate site coordinates such that the Euclidean distances between the sites are exactly proportional to the dissimilarities (i.e., they are Euclidean embeddable [Gower and Hand 1996] ). A SS-MRT analysis using these coordinates as the response data will give the identical tree as the db-MRT of the original dissimilarities. For these two situations, SS-MRT analysis can be used to determine db-MRT more efficiently; particularly for large dissimilarity matrices.
COMPARISON OF MULTIVARIATE REGRESSION TREES WITH REDUNDANCY ANALYSIS AND CANONICAL CORRESPONDENCE ANALYSIS
Redundancy analysis (RDA; Rao 1964) and canonical correspondence analysis (CCA; ter Braak 1986) are widely used methods of direct gradient analysis (DGA). Similar to RDA and CCA, MRT seeks to maximize the species variation explained by the environmental variables. Unlike RDA and CCA, MRT is not a method of DGA, in the sense of locating sites along ecological gradients. However, MRT does locate sites (albeit grouped) in an ecological space defined by the environmental variables. For RDA and CCA, the solution lies in the linear space defined by the environmental values, whereas for MRT the solution space is nonlinear and includes interactions between the environmental variables. For RDA and CCA, interactions have to be individually added to the environmental variables, making such effects more difficult to detect, particularly so when the number of environmental variables is large. However, MRT automatically detects interactions because each split partitions the data into independent subsets, each of which is analyzed independently. Ecology, Vol. 83, No. 4 FIG. 5 . Simulated species abundances along a one-dimensional ecological gradient. Sites and species modes are distributed evenly along the gradient.
Comparisons using simulated data
Abundance data were simulated for 100 sites and four species each with a Gaussian response curve driven by a single ecological gradient (Fig. 5) . The sites and species optima were uniformly distributed along the gradient. The span (species tolerance) and maxima of the response curves were fixed for all species, and Poisson noise was added to the abundances. The gradient length was eight standard deviations of the response curves. These data closely satisfy the conditions for which correspondence analysis and CCA are effective estimators of ecological gradients (ter Braak 1986) .
The data were analyzed using SS-MRT, RDA, and CCA. For each method, the data were: (1) untransformed, (2) square-root transformed, and (3) squareroot transformed and site standardized to the same mean. CCA implicitly site standardizes the species and thus (3) was not used in the CCA analyses. The transformation and standardization increasingly remove the arch effect present in principal components biplots of the species data by linearizing the relationship between species dissimilarity (in this case Euclidean) and ecological distance. Linear and quadratic terms in site locations on the ecological gradient were used as explanatory variables for RDA and CCA. For MRT, only the linear term was used because the (noncentered) quadratic has the same rank order of values as the linear term and hence it does not contribute additional splits. For RDA and CCA, models were fitted with both linear and quadratic terms, and with only the linear term.
For MRT, the variance explained by the constrained and unconstrained models (unconstrained clustering) differed little and was Ͼ91%, irrespective of transformations and standardization (Table 2) . Individual species analyses of the simulated data using univariate regression trees gave marginally higher mean CVRE values compared to MRT for all three analyses. RDA differed greatly between constrained and unconstrained solutions for other than the transformed and standardized data, whereas CCA showed good agreement between the two due to the implicit use of species and site standardization. The variance explained by the first two axes of ordination plots, the species-environment correlations and permutation tests (P Ͻ 0.05; ter Braak 1992) all indicated a two-dimensional solution was required for all RDA and CCA analyses. Strong arch effects were present in all RDA and CCA biplots (not shown). Differences between the transformed and standardized RDA analysis and the transformed CCA analysis were minimal ( Table 2) .
The cross-validated relative error (CVRE) of all methods decreased (i.e., predictions were more accurate) as the species-environment was linearized by the transformation and site standardization ( Table 2 ). The differences were small for MRT, which predicted comparatively well irrespective of transformation and standardization. The MRT, using only linear terms in site locations, predicted far better than the linear RDA and CCA models. The differences in prediction for MRT (linear), RDA (quadratic), and CCA (quadratic) were small when the data were transformed and standardized.
These results show the necessity of satisfying model assumptions for RDA and CCA. They also demonstrate two clear advantages of MRT; namely (1) the absence 
Not applicable
Notes: The response variables are the four species abundances, and the explanatory variable(s) are linear and quadratic terms in site locations on the ecological gradient. For MRT only the linear term was used, and for RDA and CCA linear and quadratic terms, and then only the linear term, were used. For each method, the data were (1) untransformed, (2) squareroot transformed, and (3) square-root transformed and site standardized to the same mean (not applicable to CCA). For each method, the percentage of variance explained by the constrained and equivalent unconstrained analyses (in parentheses; clustering, principal components, and correspondence analysis, respectively) is shown. The cross-validated relative error (CVRE: L ϭ linear, Q ϭ quadratic, and URT ϭ individual species analysis using univariate regression trees) of each method decreases (predictions are more accurate) with transformation and site standardization of the data.
of model assumptions that results in a greater robustness and (2) the invariance of trees to monotonic transformations of explanatory variables. These analyses also raise the issue of inclusion of polynomial effects or detrending of CCA analyses for moderate to long gradients (ter Braak 1986 , Palmer 1993 . If only linear environmental effects are included, gradients may be accurately estimated, but species composition may be both poorly explained and predicted (Table 2 ). It also follows that the proportion of explained species variance is not a good indicator of how well gradients have been estimated. For example, in the analyses of our untransformed simulated data, the RDA and CCA models with only linear explanatory variables exactly recover the site locations, despite having relatively lower explained species variance and species-environment correlations. This will always be the case when the latent variable(s) representing the gradient(s) are an exact linear combination of the environmental data.
Comparisons using the hunting spider data
As outlined in An introductory example of multivariate regression trees, the SS-MRT analysis of the standardized spider data explained 78.8% of scaled species variance with a four-leaf tree based on two environmental variables (twigs and water). For the same data, RDA explained 73.6% using all six environmental variables, with 61.7%, 28.9%, and 6.1% explained by the first three axes, respectively (Fig. 6) . The speciesenvironment correlations were 0.99, 0.93, and 0.61, suggesting a two-dimensional solution. Omitting the nonsignificant variables (herbs and moss; permutation tests; P Ͼ 0.05), the percentage variance explained drops to 71.2%. Using only twigs and water, the percentage variance explained drops to 61.5%, 12.1% less than the full RDA model and 17.3% less than the fourleaf tree. In addition to MRT explaining more of the It could be argued that RDA explains less species variance due the unimodal distributions of the species of spider, and that CCA is a more appropriate form of analysis. However, the species and site standardizations of the RDA analysis largely removes that nonlinearity, in an analogous manner to the species and site standardizations implicit in CCA. Also, comparison of the configurations of site locations (gradients) from the RDA analysis and from the CCA analysis using untransformed species data showed the two configurations to be almost identical (two-dimensional Procrustes analysis [Gower 1975 ]: Sibson's stress ϭ 0.018). The variances explained and species-environment correlations from the two analyses were also very similar, although CCA performs a weighted analysis of the species data, and hence statistics from the CCA and RDA analyses are only approximately equivalent.
DISCUSSION
Multivariate regression trees (MRT) are a powerful method for the community analysis of species-environment data; one that can be used for exploration, description, and prediction. MRT can be viewed and used in many ways. First, they are a regression technique that both explains and predicts species abundances from environmental variables. The regression is constrained in that all species are explained (and predicted) by the same environmental values. This is similar to redundancy analysis, which is a form of constrained multivariate linear regression. MRT can also be seen as a form of Ecology, Vol. 83, No. 4 FIG. 6 . Redundancy analysis of hunting spider data. The data were species standardized to the same mean and site standardized to the same mean. The six explanatory variables (twigs, water, herbs, reflected light, moss, and sand) explained 73.6% of the species variance compared to 78.8% of the variance explained by the multivariate tree analysis (Figs. 2 and  4) . The first two dimensions (Dim 1 and Dim 2) account for 61.7% and 28.9% of the explained species variance, respectively, and the interset correlations are 0.99 and 0.93. The individual sites are denoted by small letters A-D corresponding to the tree groups, and each species label is located at its weighted mean from all sites. As will generally be the case, the plot is very similar to the tree biplot.
constrained cluster analysis that, dependent on transformations, standardizations, and choice of splitting criterion, can relate different aspects of species composition to environmental data. In this form, the clusters defined by MRT define species assemblages and associated environment types in a simple manner not available in other techniques. MRT can present a comprehensive view of species-environment relationships by (1) displaying the annotated tree; (2) tabulating variation at the splits of the tree; (3) identifying indicator species to characterize groups; (4) displaying the group means, species, and sites in a low-dimensional space; and (5) comparing the hierarchy of tree groupings with the equivalent unconstrained clusters.
Two forms of MRT have been outlined, namely, additive MRT (A-MRT) and distance-based MRT (db-MRT). A-MRT works directly from the species-environment data matrix, with the tree clusters defined by a chosen measure suitable to the problem at hand, e.g., a robust measure if outliers are problematic. Although this work has focused on sums of squares MRT, other measures can be used as a basis. For example, sums of absolute deviations about medians give a robust MRT. Also, if the species-environment data matrix is not available, or if a particular measure of dissimilarity is preferred, then db-MRT can be constructed directly from the dissimilarity matrix. These two forms of MRT, additive and distance based, are not exhaustive. For example, nonadditive impurity measures that take into account relationships between species (e.g., Mahalanobis distance) could be used. Established unconstrained clustering criteria based on the trace and determinant of the within-groups covariance matrix (Krzanowski and Marriot 1995) could also be used as measures of impurity. This flexibility in the choice of method for forming clusters is a significant strength of MRT.
Though inherently a clustering technique suited to identifying assemblage types, MRT is an alternative to, but also complements, constrained ordination techniques such as redundancy analysis (RDA) and canonical correspondence analysis (CCA). MRT differs from these techniques in that (1) MRT is a divisive technique, RDA and CCA model continuous structure; (2) MRT emphasizes local structure and interactions between environmental effects, RDA and CCA determine global structure; and (3) MRT does not assume particular relation-ships between species abundances and environmental characteristics, RDA and CCA respectively assume linear and unimodal distributions of species along gradients. These differences make MRT and RDA/CCA ideal complementary techniques. For example, MRT can be used to determine interactions between environmental variables, a task that is difficult for RDA and CCA, and the interactions could then be included in an RDA or CCA analysis. MRT has been compared with RDA and CCA analysis in examples that should favor the latter techniques; namely strong gradients with a continuous distribution of sites. Despite this, MRT outperformed or matched these techniques in both explaining and predicting species composition. The advantage of MRT increases with the strength of interactions and the nonlinearity of relationships between species composition and the environmental variables. I have found this to be the case over a broad range of ecological data sets and simulations. MRT and RDA/CCA present different descriptions of the relationships between species abundances and their environment; the former based on discrete environmental types, and the latter on gradient(s) linearly related to the environmental values. Which of these descriptions is most useful is open to debate, but clearly MRT is an interesting alternative to RDA and CCA.
As a form of community analysis, MRT compares favorably with the equivalent individual species analysis based on univariate regression trees (URT). For both the data simulation and field data examples, the accuracy of MRT was at least as good as that of URT. Given MRT is a single tree, and is thus easy to interpret compared to the multiple trees of the URT analysis, this suggests the potential to both accurately predict, and also to generate a simple descriptive model, using a single analysis.
Most univariate tree concepts and practices carry over to MRT, e.g., tree selection based on cross-validation, and methods for determining splits of the tree. MRT also inherits characteristics of univariate regression trees in that (1) mixtures of unlimited numbers of numeric and categorical variables can be used as explanatory variables, (2) they are invariant to monotonic transformations of explanatory variables, (3) interactions between explanatory variables are automatically detected, (4) they are easy to construct, and the resulting groups are often simple to interpret, (5) they are robust to the addition of pure noise response and/ or explanatory variables, and to the collinearity of explanatory variables, and (6) they handle missing values in explanatory variables with minimal loss of information.
STATISTICAL ANALYSES
All data analyses used the S-Plus statistical software (Statistical Sciences, a division of Mathsoft, Seattle, Washington, USA). The library of tree routines (RPART; Recursive PARTitioning) developed by T. Therneau (unpublished manuscript) was extended by inclusion of additional C routines to fit multivariate regression trees. The index for determining indicator species was calculated as in Dufrêne and Legendre (1997) . Code to simulate data sets was written in SPlus. The hierarchical and k-means clustering used SPlus routines.
A library of S-Plus functions for tree analyses (including multivariate regression trees) is available in ESA's Electronic Data Archive; see Supplementary Materials.
MULTIVARIATE REGRESSION TREES lowing way. First, run the MRT analysis. Then run an RDA using the same species data as the multivariate response, and for explanatory variables use indicator variables, one for each cluster of the tree, where the variable takes the value 1 if a site is in a cluster and 0 otherwise. The fitted values of the RDA are the same as those of the tree, and the RDA biplot will be identical to the tree biplot, provided both fitted and observed values are plotted.
SUPPLEMENTARY MATERIAL
A library of S-Plus functions for tree analyses (including multivariate regression trees) is available in ESA's Electronic Data Archive: Ecological Archives E083-017-S1.
