The performance of classification methods, such as Support Vector Machines, depends heavily on the proper choice of the feature set used to construct the classifier. Feature selection is an NP-hard problem that has been studied extensively in the literature. Most strategies propose the elimination of features independently of classifier construction by exploiting statistical properties of each of the variables, or via greedy search. All such strategies are heuristic by nature. In this work we propose two different Mixed Integer Linear Programming formulations based on extensions of Support Vector Machines to overcome these shortcomings. The proposed approaches perform variable selection simultaneously with classifier construction using optimization models. We ran experiments on real-world benchmark datasets, comparing our approaches with well-known feature selection techniques and obtained better predictions with consistently fewer relevant features.
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Introduction
Support Vector Machines (SVMs) has been shown to be a very powerful machine learning method. For classification tasks and based on the structural risk minimization principle [18] , this method attempts to find the separating hyperplane which has the largest distance from the nearest training data points of any class. SVM provides several advantages such as adequate generalization to new objects, a flexible non-linear decision boundary, absence of local minima, and a representation that depends on only a few parameters [18, 21] .
Feature selection is one of the most important steps within classification. An appropriate selection of the most relevant features reduces the risk of overfitting, thus improving model generalization by decreasing the model's complexity [7] . This is particularly important in small-sized high-dimensional datasets, where the curse of dimensionality is present and a significant gain in terms of performance can be achieved with a small subset of features [9, 13] . Additionally, low-dimensional representation allows better interpretation of the resulting classifier. This is particularly important in applications in fields such as business analytics, since many machine learning approaches are considered to be black boxes by practitioners who therefore tend to be hesitant to use these techniques [6] . A better understanding of the process that generates the data by identifying the most relevant features is also of crucial importance in life sciences, where we want to identify, for example, Contents lists available at ScienceDirect Information Sciences j o u r n a l h o m e p a g e : w w w . e l s e v i e r . c o m / l o c a t e / i n s those genes that best explain the presence of a particular type of cancer, and therefore could improve cancer incidence prediction.
Since the selection of the best feature subset is considered to be an NP-hard combinatorial problem, many heuristic approaches for feature selection have been presented to date [7] . With the two Mixed Integer Linear Programs for simultaneous feature selection and classification that we introduce in this paper we show that integer programming has become a competitive approach using state-of-the-art hardware and solvers.
In particular, we propose two novel SVM-based formulations for embedded feature selection, which simultaneously select relevant features during classifier construction by introducing indicator variables and constraining their selection via a budget constraint. The first approach studies an adaptation of the l 1 -SVM formulation [4] , while the second one extends the LP-SVM method presented in [22] . Our experiments show that the proposed methods are capable of selecting a few relevant features in all datasets used, leading to highly accurate classifiers within reasonable computational time.
Section 2 of this paper introduces Support Vector Machines for binary classification, including recent developments for feature selection using SVMs. The proposed feature selection approaches are presented in Section 3. Section 4 provides experimental results using real-world datasets. A summary of this paper can be found in Section 5, where we provide its main conclusions and address future developments.
Prior work on support vector classification
The mathematical derivation of the standard l 2 -SVM formulation [18] , the l 1 -SVM formulation [4] , and the LP-SVM method [22] are described in this section. The latter two linear classification methods constitute the basis for our proposed feature selection algorithms.
l 2 -Support Vector Machine
Considering training examples x i 2 R n with their respective labels y i 2 fÀ1; þ1g; i ¼ 1; . . . ; m, SVM determines a hyperplane f ðx; aÞ to separate the training examples optimally according to their labels, where a 2 K, is the set of possible model parameters. This optimal split is based on Statistical Learning Theory [18] , which provides a general measure of complexity (the VC dimension), and estimates a bound for the expected risk RðaÞ as a function of the empirical risk R emp ðaÞ. According to this theory, the following inequality holds with probability 1 À g [22] :
where e is a function of the VC dimension h (a measure of complexity defined by the largest number of points that can be shattered by members of f ðx; aÞ), g, and the number of instances m ( ¼ 4ðhðlnð2m=hÞ þ 1Þ À ln gÞ=m). We observe that minimizing the expected risk is equivalent to simultaneously minimizing the two terms on the right-hand side of Eq. (1). Considering a linear hyperplane of the form f ðxÞ ¼ w > Á x þ b, the SVM hyperplane then minimizes the classification errors and at the same time maximizes the margin, which is computed as the sum of the distances to one of the closest positive and one of the closest negative training examples, and is linked to Statistical Learning Theory since maximizing the margin is similar to minimizing the VC dimension [22] .
To maximize the margin, we need to classify the training vectors x i correctly into the two different classes, using the smallest norm of coefficients w 2 R n [18]. The primal SVM formulation balances the minimization of w k k 
l 1 -Support Vector Machine
Bradley and Mangasarian [4] proposed a variation of SVM, reducing the model's complexity by using the l 1 -norm (also known as LASSO penalty) instead of the Euclidean norm. This norm provides a strategy for suppressing redundant and/or irrelevant features automatically, i.e. components of the vector w, while converting the quadratic programming problem studied by l 2 -SVM (Formulation (2)) into a linear one. This formulation follows:
