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The work described in this thesis aims to develop and apply the fixed-frequency 
plane-wave method as a means of solving Maxwell’s equations in photonic crystal 
fibre (PCF). It is first shown, by applying the method to a simple one-dimensional 
periodic dielectric structure, that the convergence of the method is dependent on 
the frequency of discrete sampling at the sharp interfaces present in the struc­
ture. This motivates the reformulation of the plane-wave method in generalised 
curvilinear coordinates, which provides the ability to achieve position-dependent 
sampling frequencies and hence enhance the convergence of the method. The 
improved convergence behaviour of the plane-wave method in generalised curvi­
linear coordinates is demonstrated by its application to realistic PCF structures.
The fixed-frequency plane-wave method is also applied to PCF structures that 
comprise materials with a large refractive index contrast. The difficulties associ­
ated with modelling such structures are discussed, including in particular the slow 
convergence of the linear solver used in eigenmode determination. An improved 
method of preconditioning based on an exact inverse of the linear problem corre­
sponding to a smoothed structure is described. The fixed-frequency plane-wave 
method is then used to determine an appropriate hollow-core fibre structure for 
the guidance of fight in the mid- to far-infrared wavelength region.
Finally the application of the fixed-frequency plane-wave method to fibre struc­
tures with a low index contrast is discussed, and a fibre is modelled that has 
been fabricated experimentally. A method to estimate the susceptibility of a 
fibre to bend loss is developed, and comparisons are drawn between the theoret­
ical estimates and experimental results. The method also correctly reproduces 
the experimental finding that air-silica PCFs are much less susceptible to bend 
loss than low contrast fibres.
The conclusions drawn from this work, together with possible directions for future 





The concept of a ‘photonic crystal’, as opposed to crystals familiar from solid- 
state physics, dates back to ideas proposed by Yablonovitch [1] and John [2] 
in 1987. In these papers, it was suggested that photons could be controlled 
in a material by introducing periodic variations in its refractive index, in an 
approximately equivalent way to that in which the behaviour of electrons can be 
manipulated by the periodicity of the atomic lattice in a semiconductor crystal. In 
the same way that semiconductors can have electronic bandgaps (energy ranges 
over which no allowed electronic states exist), photonic crystals can also have 
‘photonic’ bandgaps, frequency ranges over which light propagation through the 
crystal is forbidden.
Photonic crystals can be fabricated with periodicity in one (ID), two (2D) or 
three (3D) dimensions. In order to exhibit photonic band gaps, the length scales 
over which the refractive index in a photonic crystal varies must generally be of 
the same order as the wavelength of light («  0.5/xm for visible light) [3]. While 
planar ID and 2D structures are comparatively easy to fabricate at these length 
scales, the manufacture of 3D structures is a particular challenge and still an 
area of much research [4]. Nevertheless, ID, 2D and 3D photonic crystals have 
all found a wide range of applications, both in understanding the fundamental 
behaviour of light and in developing new optical devices [3,5-7].
Photonic crystal fibre (PCF) is a type of photonic crystal that has periodicity 
in two dimensions but is uniform (and generally much greater in extent) in the
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third [8,9]. The work presented in this thesis focuses on the development of 
computational modelling of PCF, and therefore the remainder of this introduction 
concentrates on PCF rather than photonic crystals more generally. The basic 
concepts behind PCF and its potential applications are discussed, together with 
the reasons for carrying out computational modelling. The outline of the thesis 
is then described.
1.1 Photonic crystal fibres
‘Conventional’ optical fibres, in their simplest form a single strand of glass sur­
rounded by air, have been used since the 1970s for a range of applications in­
cluding telecommunications, imaging and power delivery [9-11]. Although there 
have been improvements in fabrication techniques used to create fibres, together 
with changes in the devices made from them, all such changes have been incre­
mental [9]. There have been few changes to the basic structure of a glass ‘core’ 
surrounded by a ‘cladding’ of lower refractive index, which together confine fight 
to the core by total internal reflection [11]. This is discussed below in Sec. 1.1.1.
The first photonic crystal fibres were fabricated in the 1990s [12]. Instead of being 
formed from a single strand of solid glass, PCFs are characterised by periodic 
microstructure in two dimensions perpendicular to the fibre axis. This can guide 
fight in two very different ways. If the average refractive index of the cladding 
is lower than that of the core (for example, because the cladding has air holes 
whereas the core is solid silica), the fibre can guide by total internal reflection, the 
same mechanism as that in a conventional optical fibre. This is termed ‘index 
guidance’, and an example of an index-guiding fibre is shown in Fig. 1.1a. If, 
however, the core has a lower index than the average refractive index of the 
cladding (for example, because the core is a large air hole surrounded by a silica 
cladding with smaller air holes), a fundamentally different guidance mechanism— 
bandgap guidance—can occur. A bandgap-guiding PCF is shown in Fig. 1.1b. 
The two guidance mechanisms are discussed below.
1.1.1 Guidance in PCF
It is well-known that when fight encounters any interface between materials the 
component of its wavevector parallel to the interface is conserved [11]. If the
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(a) Index-guiding PCF, diameter «  40 pm (b) Bandgap-guiding PCF, diameter
«  120 pm
Figure 1.1: Index-guiding and bandgap-guiding PCF structures, (a) is from 
Ref. 13; (b) courtesy of BlazePhotonics.
structure of an optical fibre is invariant along its length (defined to be the 2-axis, 
with unit vector z), all interfaces must be parallel to the 2-direction and hence 
the component of the wavevector along z is conserved. This conserved quantity is 
known as the ‘propagation constant’, (3. The largest value of (3 that is allowed in 
a homogeneous medium of refractive index n is (3 =  nko, where =  2tt/ \  is the 
‘free-space wavevector’. At this cutoff value of /?, light is propagating entirely in 
the 2-direction; its wavevector is k =  (3z. For a given value of /?, the propagation 
of light is forbidden in regions with n < /3/k0 and total internal reflection prevents 
light from passing into such regions. As a result, light tends to be trapped in 
regions of higher refractive index.
A conventional optical fibre consists of a core region surrounded by cladding with 
a slightly lower refractive index, as shown in the schematic in Fig. 1.2a. There 
are four propagation regimes (marked 1-4) in the figure:
Region 1: In this region, (3 < nko for refractive indices of n =  1 (air), n =  1.45 
(cladding) and n = 1.47 (core). Light may propagate both within and 
outside the fibre.
Region 2: (3 < nko only for n =  1.45 (cladding) and n = 1.47 (core). Propagation 
in air is forbidden (evanescent) so light is confined to the fibre, but not 
specifically to the core.
13




Figure 1.2: Schematic propagation diagram for light in conventional optical fibre 
and PCF; axes are normalised to the pitch (spacing between PCF cladding holes) 
A. The conventional fibr<e has a core of germanium-doped silica (n «  1.47) and 
pure silica cladding (n «  1.45). The example PCF is drawn from silica and has 
a triangular array of air Iholes with an air-filling fraction of «  45%. Points A-C 
on the yellow dotted lines show values of (3 for which light can be guided in the 
fibre core at a given frequiency, and are described in the text. The regions 1-4 are 
also described in the text- Figure based on that given in Ref. 8.
Region 3: The thin regiorn 3 has (3 < nk0 only for n — 1.47 (core). It is in this 
regime at poinits such as A that the fibre is used to guide light; prop­
agation is possible only in the core.
Region 4: No propagation: (3 > nk0 for all n present.
It is important to note from Fig. 1.2a that (3/k0 for any mode guided in the core is 
always less than the core refractive index but greater than the cladding refractive 
index. Using index guidance it is not possible to confine light in a region of space 
with a lower refractive index than that of the cladding.
An example PCF is given in Fig. 1.2b, in this case consisting of cladding with a 
triangular array of air holies in a large silica rod, with a central ‘core’ created by 
a missing hole. The regions of interest in the diagram are:
Region 1: Light is free to  propagate within and outside the fibre, as in the con­
ventional fibre..
Region 2: Propagation is forbidden in air, since (3 > ko, but allowed in core and 
cladding.
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Region 3: (3 < nko for n =  1.45 (silica) but the average refractive index of the 
microstructured cladding is reduced by the presence of the holes, and 
so propagation is forbidden there. Propagation is allowed only in the 
pure silica, i.e. either in the central defect or in the region outside the 
microstructured cladding.
Region 4: No propagation in this region, where (3 > nko for silica.
Like in the conventional fibre, it is possible to guide light by total internal reflec­
tion in region 3, such as at point B. Here, (3/ko is lower than the refractive index 
of the silica but the presence of the holes depresses the average refractive index 
of the cladding, so light is trapped in the core with (3/ko greater than the average 
index of the cladding.
There is another possible mechanism for the guidance of fight, unique to PCF. 
The periodic holes in the cladding cause the appearance of photonic bandgaps, 
which are regions where propagation is forbidden at certain values of (3. The 
bandgaps are represented in Fig. 1.2b els thin ‘fingers’. For certain designs of 
cladding, the bandgaps can extend into region 1 (i.e. they cross the ‘air-fine’). 
Points such as C can then exist, where propagation is possible in air but not 
in the cladding. In this case, if the fibre is fabricated with a hollow (air) core, 
fight launched into the core may be confined to that region by the bandgap in 
the cladding1. This is not possible in conventional fibre, because total internal 
reflection can only restrict fight to regions of higher refractive index.
The first bandgap-guiding PCF, with a solid core containing a small central air 
hole (such that its average refractive index was lower than that of the cladding), 
was reported in 1998 [14]. The first true ‘hollow-core’ PCF based on bandgap 
guidance was then fabricated in 1999 [15], opening up a new range of potential 
uses for PCF. These are discussed in more detail in Sec. 1.1.2.
There also exists another class of bandgap-guiding fibres, known as Bragg fibres, 
first proposed in the 1970s [16,17]. These fibres have a coaxial and circularly- 
symmetric refractive index distribution, and their photonic crystal cladding is
1Note that the bandgaps considered here are ‘out-of-plane’ bandgaps, i.e. bandgaps for­
bidding propagation along the fibre axis for a given frequency. Planar 2D photonic crystals, 
in which only in-plane propagation is possible, also display bandgaps but generally a greater 
refractive index contrast is needed to create them [3].
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therefore effectively one-dimensional [17]. Bragg fibres with hollow cores for use 
in CO2 laser transmission have been fabricated [18], as have solid-core fibres de­
signed to have particular properties when illuminated from outside the cladding 
[19]. Some of the methods discussed in Chapter 2 are applicable to Bragg 
fibres, but in general this thesis will consider only PCF structures with fully 
two-dimensional periodic claddings.
1.1.2 Types of PC F and their applications
Although it is not possible here to describe all types of PCF and their applications 
(and potential applications), this section aims to provide an outline of the range 
of PCF structures that have been developed and the uses to which they have 
been applied.
Endlessly single-mode and large mode-area PCF
One of the first PCF structures to be fabricated had a cladding consisting of 
silica containing small air holes (with a ratio of hole diameter to lattice pitch 
of «  0.15) in a triangular lattice, with a solid core formed by the omission of 
one hole [12]. It was later shown that this fibre guided a single mode and did 
not become multi-moded as the wavelength is reduced [13]. This type of fibre 
with relatively small air holes and a solid core became known as ‘endlessly single­
mode’ PCF2. Conventional optical fibres, conversely, are always multi-moded at 
sufficiently short wavelength [11].
Because the single-mode nature of an endlessly single-mode fibre depends only on 
the ratio of its hole diameter to pitch, endlessly single-mode fibres can be made 
arbitrarily large while still guiding a single mode (although, ultimately, increased 
susceptibility to bend loss places an upper limit on the size) [13,20]. Such ‘large 
mode-area’ fibres are useful in delivering high power without nonlinear effects or 
material damage (because the area over which the power is distributed in the 
core can be large), and also for lasers and amplifiers [8,20,21].
2Fig. 1.1a shows an example of an endlessly single-mode fibre.
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Dispersion control and non-linear effects in PCF
In contrast to large mode-area fibres, PCF structures with small glass cores are 
ideal for engineering dispersion. Group velocity dispersion (GVD), the tendency 
of a short pulse to lengthen during propagation, is often a major problem in 
telecommunications [8,10]. By careful control of the core dimensions and the 
air-filling fraction of the fibre cladding, it is possible to use PCF to give precise 
control over the GVD. This can include shifting the zero-GVD point of silica 
(usually at A «  1.3 /im) into the visible region [22], or achieving nearly-zero dis­
persion over a wavelength range of hundreds of nanometres [23,24]. Control over 
dispersion could find uses in telecommunications [25,26], but it also has impor­
tant consequences for non-linear optics because fine control over dispersion is 
necessary in order to achieve phase-matching (and hence provide efficiency) in 
non-linear processes [8].
PCFs with very small glass cores and high air-filling fractions provide the op­
portunity to attain very high intensities of fight in glass, and this is ideal for 
investigating and using non-linear effects. One particularly valuable application 
of non-linearity in PCF is supercontinuum generation, which relies upon the 
combination of a range of non-linear effects to create giant spectral broadening 
of short, high-energy pulses [27,28]. This has an obvious application in pro­
viding a high-power white-light source for optical characterisation, but also in 
more diverse applications such as optical coherence tomography [29] and spec­
troscopy [30]. PCF-generated optical supercontinua have also found an important 
use in frequency metrology. Because the supercontinuum spectrum comprises a 
‘comb’ of precisely-separated frequency peaks, it can be used for accurate mea­
surement of optical frequencies. Accuracies of up to a few parts in 1015 have been 
reported [31,32].
Light-atom interactions in hollow-core PCF
One long-standing difficulty in non-linear optics is how to maximise the interac­
tion between laser fight and gases, which have a low density and interact weakly 
with fight [8]. Hollow-core PCF provides an efficient solution to this problem, 
because fight guided in a hollow core can interact with gas atoms introduced into 
the core over very long interaction lengths. This has allowed the study of effects 
such as low-threshold stimulated Raman scattering (SRS), in which gas molecules
17
interact with laser light and cause a concurrent up- and down-shift in the light 
frequency [33]. SRS may have potential applications in laser frequency-shifting, 
extending the wavelengths of solid-state lasers into new frequency regions without 
requiring high powers to induce non-linearity [8,33].
A phenomenon recently observed in hollow-core PCF is that of electromag- 
netically-induced transparency (EIT). EIT is an effect related to coherent popu­
lation trapping [34], in which a narrow window of transparency can be induced in 
the centre of the absorption profile of a medium when two lasers are used simul­
taneously to excite a three-level system [34,35]. Although EIT has been observed 
previously in atomic vapours [36], the long interaction lengths in hollow-core PCF 
have allowed it to be observed in molecules (which interact much more weakly 
with the laser field than do atoms) [35,37]. The narrow linewidths obtained 
by EIT offer possibilities in improving light storage, laser cooling and atomic 
clocks [35].
Particle guidance in hollow-core PCF
The use of ‘optical tweezers’ to manipulate small dielectric particles is now a well- 
known phenomenon [38], but hollow-core PCF provides an opportunity to use the 
same dipole forces within a fibre core to guide particles over long distances. The 
guided mode in the core is well-confined, and so lower laser powers can be used 
than would be necessary without the fibre. The guidance of 5-//m polystyrene 
spheres along 15 cm of PCF with a core diameter of 20 fxm has been demonstrated 
[39], and it is hoped that the technique may eventually be applied to atoms and 
molecules.
Power delivery in hollow-core PCF
One obvious advantage of hollow-core PCF is that, if light is guided in air, low- 
loss transmission—potentially lower than in conventional optical fibres, in which 
light must be guided in glass rather than air—should be possible [9]. In fact, 
it has been shown that thermodynamic effects during the fibre drawing process 
cause surface roughness, and scattering from this roughness limits the reduction 
in loss that can be achieved using hollow-core PCF [40]. Nevertheless, hollow- 
core PCF does offer the possibility of guiding high-power beams in air without 
damage to the fibre, particularly over relatively short distances [41]. This has
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many potential applications, including in laser dentistry [42], astronomy [43] and 
laser machining of metals [44]. It should also be possible to guide light in the 
mid- to far-infrared region using hollow-core PCF (see Ref. 45 and Chapter 7).
The discussion of dispersion control in PCF above referred to index-guiding PCF 
with solid silica cores, but it is also possible to make use of dispersion control 
in hollow-core PCF to enable the propagation of high-power pulses. The com­
bined effects of non-linearity, dispersion and fibre damage make it impossible to 
transmit high-power pulses through conventional fibres [9]. However, this can be 
avoided in hollow-core PCF. The GVD of a hollow-core fibre can be engineered to 
be ‘anomalous’ (such that higher-frequency components of a pulse travel faster 
than lower.-frequency components), and this can cancel the effect of self-phase 
modulation, a tendency of pulses to broaden as they propagate. As a result, it 
is possible for pulses of specific shapes known as solitons to propagate without 
spectral distortion [46,47].
Low contrast bandgap-guiding PCF
The first bandgap-guiding PCF structures comprised silica with air holes. How­
ever, bandgap guidance does not rely on the large index contrast between air 
and silica, and it is therefore also possible to observe bandgap guidance in fibres 
that do not contain air holes. Guidance was first observed in such fibres when 
the air holes of an index-guiding PCF were filled with a high-index liquid, en­
suring that the silica core was of lower refractive index than the average index 
of the cladding [48]. Later, bandgap-guiding fibres were fabricated from glass 
alone [49,50]3. A more detailed discussion of low contrast bandgap-guiding fibres, 
including their applications, is given in Chapter 8.
1.1.3 Com putational modelling
Computational modelling of optical fibres is useful for two broad reasons. Firstly, 
it enables fibres to be designed in advance of their manufacture, thereby providing 
economic savings and reducing the time spent fabricating non-optimal designs. 
Secondly, it enables understanding of the fundamental behaviour of light which 
can be more difficult to obtain experimentally. This section describes briefly
3A typical all-solid bandgap-guiding fibre is shown in Fig. 8.1 on page 146.
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the information available from computational modelling and the way in which 
experimental work benefits from numerical models.
There are many ways to model conventional optical fibres computationally. Of­
ten the small refractive index contrast between the core and cladding of a fibre 
enables the use of approximations, but in symmetrical cases (e.g. circular fibres) 
it is possible to solve the fundamental equations of light propagation even with­
out assuming low index contrast, using only one-dimensional root-finding tech­
niques [11]. Progress in modelling elliptical fibres, structural non-uniformity and 
non-linear dispersion can usually be made using exact results together with per­
turbation theory [11]. Photonic crystal fibres, conversely, often do not have low 
index contrast or circular symmetry and cannot be treated as a perturbation of 
an exactly-soluble conventional fibre geometry. To model PCF, it is instead nec­
essary to carry out full numerical calculations [8]. The requirements of a good 
computational method are discussed in detail in Chapter 2.
Fig. 1.2 shows ‘propagation diagrams’ illustrating the mechanism of guidance in 
conventional optical fibres and PCF. Fig. 1.2a refers to conventional fibres, and 
the information plotted in the figure requires only knowledge of the refractive 
indices of the materials comprising the fibre. Fig. 1.2b, however, cannot be 
constructed without complete knowledge of the structure of the fibre cladding. 
Detailed numerical modelling is the only way in which information relating to the 
bandgap ‘fingers’—the extent to which they cross the air-line or, indeed, whether 
they exist at all—can be determined without fabricating the structure. Extensive 
modelling is therefore often used to determine optimal air-filling fractions and 
geometries for PCF claddings to obtain the desired bandgap properties. If a fibre 
is to be made to guide light at a particular range of wavelengths, the choice of 
cladding pitch (to ensure that a bandgap is present at the required wavelengths) 
is also necessary and relies on knowledge of the bandgap positions. Computer 
models are therefore an essential tool in designing claddings for bandgap-guiding 
PCF4.
A more useful way to present the positions of bandgaps in PCF cladding struc­
tures is to note that the regions of interest in the propagation diagram are where 
bandgaps cross the air-fine (or other low-index fine, if the fibre core is not hol­
4As a result, the existence of photonic bandgaps in air-silica PCF was first demonstrated 
on the basis of numerical modelling before being verified experimentally [51].
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low). Quantities such as {3/k0 (‘effective index’) or (/? — k0) are therefore more 
useful than /?, because the positions of interest can then be arranged more cen­
trally on the plot. The photonic density of states, used in Chapters 7 and 8, and 
described in detail in Appendix E, is a convenient way to present this informa­
tion; in addition to showing the position of bandgaps, it also provides information 
about the underlying bandstructure. As shown in Chapter 8, the density of states 
can be useful in understanding the origin of bandgaps and their relationship to 
fibre geometry. Although some of this information can be obtained or verified 
experimentally [52], it is much more easily obtained by computation.
Conventional optical fibres can, depending on geometry and refractive index, 
support either one (‘single-mode’) or more than one (‘multi-mode’) guided mode 
in the core. The same is true of PCF, and so in addition to the positions of 
bandgaps it is useful to know in advance how many modes are guided by the 
fibre5. It is also helpful to know the dispersion of modes (the variation of p  with 
ko). This information can be obtained from numerical models, and is conveniently 
presented as a ‘mode trajectory’ plot, in which the locus of individual modes in 
ko~P space can be followed (see, e.g., Chapters 6 and 7).
A wide range of other fibre properties such as the fraction of modal power in air 
or glass, the spatial distribution of fields within the fibre, and the transmission 
loss can all be determined by computation. These properties are often used to 
influence the design of PCF; for example, to maximise its ability to deliver high- 
power beams, to reduce transmission losses, or to engineer the fibre dispersion 
[8,9].
In conclusion, much information can be gained from numerical modelling. This 
can assist in the designing of PCF for specific applications, but also in analysing 
its behaviour and making progress in developing a complete understanding of 
how fight is guided in fibres. Numerical modelling is therefore an essential tool 
in all aspects of research into PCF.




Chapter 2 sets out the basic problem to be solved, i.e. the equations (Maxwell’s 
equations and others derived from them) governing light propagation in PCF. It 
then describes the requirements for a good computational method and the extent 
to which these requirements are satisfied by the range of methods currently in 
use. This is followed in Chapter 3 by an outline of the fixed-frequency plane- 
wave method, which is one method to solve Maxwell’s equations in PCF. The 
remainder of this thesis aims to develop and apply the fixed-frequency plane-wave 
method.
Chapter 4 describes the fixed-frequency plane-wave method in one dimension as 
a powerful tool to investigate the fundamental behaviour of the method more 
generally. The results of this chapter suggest that the sampling of dielectric 
interfaces in a structure is particularly important when using the plane-wave 
method, because the convergence of solutions depends on the accuracy with which 
these interfaces are described.
The findings of Chapter 4 motivate the reformulation of the fixed-frequency plane- 
wave method in generalised curvilinear coordinates (GCCs), which is a way to 
obtain position-dependent sampling frequencies and therefore ensure that dielec­
tric interfaces in a structure are properly described. The theory and implemen­
tation of this method axe explained in detail in Chapter 5. The GCC method is 
then tested, first by application to a structure representing a PCF cladding and 
then to a supercell geometry in which the guided modes of an example fibre are 
calculated. These results are presented in Chapter 6.
Chapter 7 concerns the application of the plane-wave method to PCF structures 
that axe suitable for the guidance of light at mid- to far-infrared wavelengths. 
The large refractive index contrast in these structures causes slow convergence 
of the linear solver used by the fixed-frequency plane-wave method, and as a 
result an improved method of preconditioning has been developed to overcome 
this problem. The plane-wave method is then used to investigate realistic designs 
for hollow-core PCF, and a suitable design that could be fabricated is presented.
Chapter 8 describes the modelling of an all-solid bandgap-guiding fibre and the 
development of methods using results from the fixed-frequency method that can
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be used to estimate the susceptibility of fibres to bend loss. The thesis is con­
cluded in Chapter 9 with a summary of its findings and suggestions for future 
work.
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M axwell’s equations and their 
computational solution in PCF
In order to consider the modelling of PCF, we first state the fundamental equa­
tions of electromagnetism (Maxwell’s equations), and develop from them the 
governing equations that are relevant to the propagation of light in PCF. We 
then consider the range of methods for solving these equations that are currently 
in use, and discuss in general terms the requirements for a good computational 
method in terms of the structures it can model, the information it is able to 
provide, and the speed, efficiency and accuracy with which it can perform calcu­
lations.
2.1 M axwell’s equations in PCF
The fundamental equations of electromagnetism are due to Maxwell [53]. In SI 
units and modern vector notation, they are:
V B  =  0 (2.1)
< u II (2.2)
dB (2.3)V x E  =  - 5 *
5D (2.4)V x H  =  J  +  — ,
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where H  and E  are the magnetic and electric fields respectively, D is the electric 
displacement field, B  the magnetic flux density, J  the electric current density 
and p the electric charge density. In PCF we need consider only the source-free 
Maxwell equations, which have J  =  0 and p =  0. We also consider fibres to 
be uniform along their length (conventionally defined to be the ^-direction) and 
linear in their response to fields, which gives rise to the following constitutive 
relations:
D = n2(x,y)£0E  (2.5)
B  =  (UoH, (2.6)
where we introduce the refractive index n(x, y), and take the magnetic permeabil­
ity to be constant and equal to its free space value po everywhere, an assumption
valid for non-magnetic materials. A complete solution of Maxwell’s equations
in the steady state is then the determination of E  and H  for a given refractive 
index (or dielectric function) profile. However, by exploiting the invariance of 
PCF along its length we may reduce the complexity of the problem further.
In isotropic media the solutions to Maxwell’s equations take the form of plane 
waves. The translational invariance of PCF in the ^-direction therefore implies 
that the ^-dependence of the fields may be separated:
E(x, y, z) =  e(x, y) exp(i(3z)\ H(x, y, z) =  h(z, y) exp(i{3z), (2.7)
where (3 is the propagation constant previously defined in Sec. 1.1.1. We may also 
decompose the fields into longitudinal (hz and ez)1 and transverse (ht and et) 
components which are respectively parallel and perpendicular to the fibre axis, 
and assume an implicit time dependence2 of the form exp(—iut) to give:
E  =  (et +  ezz) exp(i(/3z —  ut)); H  =  (ht +  hzz) exp(i({3z —  ut)). (2.8)
The set of equations (2.1)-(2.4) can be simplified by substituting the separated 
fields of Eq. (2.8) and the constitutive relations (2.5) and (2.6). If either the 
magnetic or electric field is eliminated, we obtain homogeneous equations for the
1 Although non-standaxd, superscript indices referring to the Cartesian components of fields 
are introduced here to ensure consistency with Chapter 5.
2Note that this implicit time dependence implies the use of a frequency-domain method. 




(V? +  n2kl -  (32)e = - ( V t +  i/3z)et • Vt Inn2 (2.9)
(V? +  n2kl — (32)h  =  {(Vt +  i(3z) x h } x  Vt Inn2, (2.10)
where ko = to/c is the free-space wavevector and Vt is the ‘transverse gradient’3. 
Equating the transverse components of each side of Eqs. (2.9) and (2.10) yields 
two equations in the transverse fields only:
(V2 + n2k2 - p 2)et =  — Vt (et • Vt Inn2) (2.11)
(Vj +  n2k% — /52)ht =  (Vt x h t) x V t lnn2. (2.12)
Solution of either one of these equations is sufficient to provide all field com­
ponents, because the remaining components can be obtained from Maxwell’s 
equations. For example, if ht is known, then hz, ez and et are given by [11]:
hz
et
Therefore, by solution of either Eq. (2.11) or Eq. (2.12), a complete description 
of the electromagnetic fields in PCF may be obtained. It is much more common 
computationally to solve Eq. (2.12) because, unlike the electric field, the magnetic 
field is a continuous quantity across all interfaces in a material.
2.2 Computational solution o f the PCF  
equations
There is a wide range of different computational methods in current use for solv­
ing Maxwell’s equations in photonic crystals. In general these fall under the 
broad class of either time-domain or frequency-domain methods. In time-domain 
methods, fields are represented on a real-space grid and, by using Maxwell’s equa­
tions, are evolved in time. Frequency-domain methods instead rely on expanding
3The transverse gradient is the two-dimensional projection of the gradient operator, defined 
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fields in basis states of a definite frequency and solving a resulting eigenproblem 
usually of the form of Eq. (2.12). The most commonly-used methods of mod­
elling PCF are plane-wave methods (either fixed-frequency or fixed-wavevector), 
the multipole method and the finite element method; these are outlined here and 
then discussed in greater detail in the remainder of this chapter.
2.2.1 Finite-difference time-domain
The only commonly-used time-domain method for solving Maxwell’s equations 
is finite-difference time domain (FDTD) [54,55]. As with all finite-difference 
methods, fields are represented at discrete points on a real-space grid. Maxwell’s 
equations are then written in a way such that the differential operators are re­
placed by approximations involving only the fields at the discrete grid points. 
The fields are then advanced in time, again on a discrete grid. Commonly, Yee’s 
algorithm is used which ensures numerical stability by storing and relating E 
and H  components in a particular way, and ‘leapfrogging’ the fields in time [54]. 
However, as with many FDTD algorithms, this places a restriction on the tem­
poral resolution, which must be sufficiently fine at any given spatial resolution. 
In 2D, this implies that the total calculation time scales with spatial resolution 
as 0((A x )3) [54].
2.2.2 Frequency-domain m ethods
Frequency-domain methods are more common in solving Maxwell’s equations in 
PCF, and there are many different methods available. Instead of advancing fields 
forward in time, frequency-domain methods assume an implicit time dependence 
of the form e~luJt. There is then a choice of variable for which to solve. One 
method is to fix the wavevector of fight k and compute a set of modes char­
acterised by frequency u  (the ‘fixed-wavevector’ method). Another possibility 
is instead to fix w and—for a d-dimensional system— (d — 1) components of k, 
and compute a set of the remaining components (the ‘fixed-frequency’ method). 
Although not all computational approaches solve Eq. (2.12) directly, it is help­
ful to use it as an example to illustrate the difference between fixed-wavevector 
and fixed-frequency methods. In the fixed-wavevector approach, the propagation
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constant 0  is fixed and Eq. (2.12) becomes:
>
{ ^ ( V t 2 -  P 2) +  V t ^  X Vt x } ht =  - ^ h t( (2.16)
or, as it is more compactly written (re-introducing the full magnetic field vector 
H ) ’
V x -^V  x H =  ^ H . (2.17)nz c1
The allowed values of u 2 are then calculated as eigenvalues and the magnetic field 
vectors H  are eigenvectors.
In the fixed-frequency method, it is ko =  u /c  that is fixed and instead the eigen­
values are a set of allowed /32:
{Vt2 +  n2k2 +  Vt Inn2 x Vt x } h t =  /?2ht . (2.18)
The main mathematical difference between Eqs. (2.17) and (2.18) is that only 
Eq. (2.17) is Hermitian. As a result, different approaches tend to be used to 
solve Maxwell’s equations in the fixed-wavevector and fixed-frequency formula­
tion, with the fixed-frequency method requiring a generalised complex eigensolver 
rather than an eigensolver that takes advantage of Hermiticity. However, the use 
of a generalised eigensolver does have the benefit that, once implemented, com­
plex dielectrics can be handled with no additional effort. It is also clear that
obtaining solutions at a given frequency from Eq. (2.17) requires an iterative
method because a; is a variable. The advantages and disadvantages of the two 
formulations are given in more detail in Sec. 2.3 later in this chapter.
Several different frequency-domain methods for solving Maxwell’s equations in 
PCF axe outlined below.
B eam  propagation  m ethod
The beam propagation method (BPM) [56] is a general term used to describe 
methods by which the effect of an optical waveguide on a chosen input field at a 
specified frequency can be determined by ‘propagating’ the beam forwards along 
the axis of the waveguide. The specific details of how this is done vary, but 
there exist methods using finite-difference and finite-element schemes, and also
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methods based on the fast Fourier transform; a discussion of these is given in 
Ref. 57.
A recent application of the BPM to PCF is the ‘imaginary distance’ BPM [57], 
in which the 2 -axis is transformed into an imaginary axis so that each mode of 
the fibre has a different rate of attenuation. By propagating a random input field 
through a fibre and examining the output at different lengths, the modes can be 
extracted sequentially in order of increasing propagation constant.
Finite-difference, finite-element and boundary-element methods
The frequency-domain finite-difference method [58,59] is formulated in a similar 
way to FDTD (described in Sec. 2.2.1). The principal difference between the 
methods is that there is a time variable and temporal evolution of fields in FDTD, 
whereas in frequency-domain finite-difference the fields have a fixed frequency. 
Solution of the finite-difference equations is via a matrix eigenproblem.
The finite-element method (FEM) [60] is a powerful tool that reformulates dif­
ferential equations (in this case Maxwell’s equations) as a minimisation problem. 
In order to do this, fields are represented on a grid of nodes which define the 
vertices of ‘elements’, and via this an approximation to the total electromag­
netic energy may be calculated and minimised (usually as a matrix problem). 
Implementations specific to PCF have been developed [61-63].
The boundary-element method (BEM) uses elements along the dielectric bound­
aries (interfaces), rather than discretising the entire computational domain [64, 
65]. The fields are obtained via Green’s second theorem, which relates fields 
within the boundaries to integrals over the boundary elements. Because ele­
ments axe only needed at the boundaries, the BEM is easier to discretise and has 
more compact storage than a method in which all space is discretised [65].
M ultipole method
The multipole method for solving Maxwell’s equations uses ez and hz as variables 
and expands the modal fields of the structure in localised basis functions about 
holes/inclusions at a fixed frequency [66,67]. In order to be efficient, this expan­
sion is done using a basis set matched to the structure which, in the case of PCF,
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is usually cylindrical harmonics—although it is possible to formulate the method 
using other basis sets. The field ez inside the I-th cylinder with refractive index 
nc is written in local polar coordinates (ri, fa) as
OO /  ____________________\
e*(rz,^z) =  ^ 2  AlmJm \ riy jkin* -  (32 J exp(im ^), (2.19)
m=—oo ^ '
and that outside the cylinder in the region of refractive index no as: 
e2(n,0() =  B ‘mJm (n \A o«o  - /32)
m=—oo '
+ ClmHm (r i \J fco” o -  P2)  exP{irrupt), (2.20)
where A lm, B lm and Clm are sets of coefficients to be determined, and Jv and 
are respectively the Bessel and Hankel functions of the first kind, of order v. 
Similar expressions are used to describe the magnetic field hz. In Eq. (2.20), the 
Jm terms represent the incident part of the field ez for the I-th cylinder, and the 
Hm terms the outgoing part associated with a source inside the cylinder. These 
are related by the requirement that the incident part of the field close to cylinder 
I must be due to the sum of the outgoing parts of the fields from all of the other 
cylinders.
Boundary conditions on the edges of the cylinders and the edges of the com­
putational domain lead to a set of equations relating A lm, B lm, and Clm (and 
their magnetic field counterparts) to each other and to ($. The expansions shown 
above are truncated in m, and the resulting finite set of equations can be cast as 
a matrix problem and solved for the set of allowed (3.
Plane-w ave m ethods
Plane-wave methods use expansions of fields and the dielectric function in the 
form of plane waves, i.e. basis functions of the form exp(zG • x) where G  are 
reciprocal lattice vectors of the periodic structure under consideration. They 
require the structure to be perfectly periodic, but place no restrictions on the 
geometry of the contents of the repeating unit cell.
Unlike most other frequency-domain methods, both a formulation with fixed
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wavevector [68] and with fixed frequency (described in this thesis) are in cur­
rent use. In both approaches, solution is by substituting fields expressed as a 
superposition of plane waves into either Eq. (2.17) or Eq. (2.18) and solving a 
resulting matrix eigenproblem iteratively, although in each case the solution must 
proceed by a different method owing to the structure of the eigenproblems. This 
is described in more detail in Sec. 3.2.1.
2.3 Comparison of computational m ethods
In choosing a means to solve Maxwell’s equations in PCF it is necessary to con­
sider the requirements for a good solver and how these are met by different compu­
tational methods. The requirements can be divided roughly into three categories: 
the generality of possible inputs to the method; the output of the method and its 
relevance to experiments; and the storage efficiency (i.e. memory requirement), 
speed and accuracy of the method itself. In this section the requirements for a 
good method are set out and the available methods are compared.
2.3.1 Structural generality of input
Ideally a computational method should place as few restrictions as possible on its 
input, the dielectric function. The ideal method would be able to handle either 
periodically-repeating or finite structures; real or complex dielectric functions 
(so as to model intrinsic material loss if desired); dispersive dielectrics whose 
dielectric function depends on frequency; and should place no restrictions on the 
actual physical form of the refractive index, so that an arbitrary profile can be 
used. In practice all methods have restrictions of some sort on their input, and 
these limit their range of usefulness in modelling PCF in different ways.
The most general methods are FDTD, frequency-domain finite-difference and 
the FEM. They can be formulated with periodic boundary conditions or a finite 
computational area, and can generally handle any dielectric functions in any 
physical shape, provided the spatial (and temporal, in the case of FDTD) mesh 
on which calculations are performed is sufficiently fine. However, this comes with 
a cost: although very general, finite-difference and finite-element methods are 
often slow compared with basis-set methods.
32
A further difficulty with FDTD is that it is difficult to include material disper­
sion of dielectrics. Material dispersion is a variation of dielectric function with 
frequency [69]. It is trivial to include material dispersion in fixed-frequency meth­
ods, as the structure is simply entered with a dielectric function appropriate to 
the chosen fixed frequency. However, it is more difficult to include it in FDTD be­
cause there is no fixed frequency: although methods do exist to include material 
dispersion, they increase the complexity of calculations [54]. More generally, it is 
difficult to include material dispersion in any method that does not have a fixed 
frequency. In the fixed-wavevector plane-wave method, for example, solutions in 
dispersive media must be obtained via an iterative or perturbative approach [70].
In using basis-set methods for frequency-domain calculations (multipole and 
plane-wave methods being the most common), the choice of basis set itself places 
restrictions on the geometry of the structure under consideration. The multipole 
method is usually formulated using cylindrical harmonics to describe the fields 
(see, e.g., Eqs. (2.19) and (2.20)). It is therefore only applicable to structures 
comprising inclusions that can be circumscribed by non-overlapping circles in a 
homogeneous background material4. All real (fabricated) hollow-core PCF struc­
tures, and many other types of PCF, have a complex shape of core including a 
core wall, and most have a rounded-hexagon cladding structure which cannot be 
described as isolated inclusions contained within non-overlapping circles. This 
makes multipole methods unsuitable, in general, for modelling hollow-core PCF. 
However, the multipole method is a particularly efficient way to model struc­
tures with circular inclusions, and it has the further advantage that it can be 
formulated to handle either periodic or finite structures.
Plane-wave methods can handle arbitrary profiles of dielectric functions with 
any geometry—they are entirely generic except for one constraint: the dielectric 
function must be periodic.- This implicit periodicity makes plane-wave methods 
ideal to study the properties of PCF cladding, the periodic structure surrounding 
the central region of the fibre. As discussed in Sec. 1.1.3, it is important to 
understand the cladding as it is fundamental in determining the positions of 
bandgaps and hence the guidance properties of the fibre. However, real PCFs 
have a different structure at their centre (such as an air core or a missing high- 
index inclusion), which can be thought of as a defect in the periodic cladding. To
4It is usually, and most efficiently, applied to purely circular inclusions, but has also been 
extended to treat elliptical inclusions [71].
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Figure 2.1: Typical geometries for a single cladding unit cell (left) and an 8 x 8 
supercell containing repeated 7-cell ‘cores’ and many cladding unit cells (right). 
The primitive lattice vectors R i and R 2 (see description in Sec. 3.1) are shown 
and the dotted lines complete the computational unit cell.
model the effects of defects in the structure, it is still possible to use the plane- 
wave method by employing a supercell approximation. A supercell is a large 
‘unit cell’ containing a single defect and many repeated unit cells of cladding; 
the exponential decay of fields in the cladding region ensures that the interaction 
between adjacent defect images (introduced by the periodicity of the supercell 
lattice) is minimal5. Fig. 2.1 demonstrates an example supercell geometry.
2.3.2 Output and its relevance to experiment
In the case of modelling PCF, and often more generally in the study of photonic 
crystals [3], it is the eigenmodes of light propagation in a given structure that 
are needed in order to determine its guidance properties. In an experiment, light 
is typically launched into a fibre at a given frequency and it is of interest which 
modes (each characterised by a propagation constant, /3) may propagate. This 
makes fixed-frequency methods the most natural approach, because they are most 
easily compared directly to experiments.
Time-domain methods such as FDTD are well suited to dynamical problems 
such as the calculation of transmission losses and quality factors of resonators.
5 The supercell approximation is also common in electronic structure calculations when a 
plane-wave expansion is used to describe the wavefunctions of individual molecules or surfaces. 
Large unit cells consisting mostly of vacuum are used to minimise the interaction between 
adjacent molecules or surfaces [72].
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However, they are less well suited to eigenmode determination. Determining the 
mode frequencies of a system using FDTD typically requires launching a random 
input field into the simulated fibre, taking a Fourier transform of the output after 
evolving the system for a suitable time, and filtering out peaks that correspond 
to the modes [73]. Calculation of the corresponding fields is difficult and requires 
re-running the simulation with a narrow band filter for each mode [68].
The finite nature of PCF cladding in any real fibre has the effect of causing rar 
diation loss, usually known as ‘confinement loss’ [66]. This loss arises from cou­
pling to the continuum of radiation modes that exist outside the PCF cladding, 
thereby creating ‘leaky’ modes characterised by $t((3) ^  0 even in non-absorbing 
dielectrics. The calculation of confinement losses (as opposed to material losses, 
which can be calculated by any method that can handle complex dielectric func­
tions) can be carried out only using methods with a finite real-space computa­
tional domain. It is therefore not possible to calculate confinement losses with 
plane-wave methods, because the implicit periodicity of a supercell calculation 
makes all modes lossless. The multipole method is better suited to the calculation 
of radiation losses [66,67], and the finite-difference, finite-element and boundary- 
element methods can also handle losses.
2.3.3 Accuracy, speed and storage efficiency
Finding computational solutions always involves a trade-off between accuracy 
and speed/memory requirements, with more accurate results invariably requiring 
either a longer time to calculate, a greater amount of storage, or both. All 
methods provide some level of control over this trade-off. Finite-difference and 
finite-element methods use a real-space (and temporal, in the case of FDTD) 
grid, and increasing the density of grid points generally leads to more accurate 
results. Basis-set methods such as the multipole and plane-wave methods control 
accuracy by the size of the basis set, which in practice must always be truncated; 
larger basis sets result in greater accuracy. In the case of all of these methods, 
increasing the spacing of grid points or the basis set size makes the method slower 
and require more memory.
The choice of basis in all basis-set methods has a critical effect on storage ef­
ficiency and also on calculation time. For the greatest compactness of storage 
(i.e. the least number of basis functions needed to obtain a sufficiently accurate
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result), the basis functions should be chosen to reflect the geometry of the under­
lying structure. As a result, the multipole expansion is very efficient in calculating 
the modes of PCF structures with circular inclusions: its calculations can be car­
ried out using a small number of basis functions, allowing it to be both fast and 
memory-efficient. However, this imposes unwanted symmetry restrictions. The 
most general choice of basis set is the plane-wave basis, as it imposes no symme­
try restrictions and requires only that the dielectric structure under consideration 
is periodic. However, it generally does not provide a compact representation of 
fields or dielectric functions, particularly when the required structure has sharp 
discontinuities which can be described only with a very large basis set. The im­
plications of this effect and a discussion of how it can be overcome are given in 
Sec. 3.3.1.
The generality of plane-wave methods comes at a cost of being memory-inefficient, 
but it does not necessarily make them slow. This is because it is possible to per­
form calculations on a set of plane-wave coefficients (reciprocal-space quantities) 
in real space as well as reciprocal space, with the conversion from reciprocal 
to real space and back carried out by the fast Fourier transform (FFT). The 
FFT can perform the convolution of two reciprocal-space quantities of size N  in 
O (NlogN)  time rather than, as is needed in real space, 0 ( N 2); this can rep­
resent a very large saving in time when carrying out calculations. It is for this 
reason that, despite apparently seeming inefficient, plane-wave methods are in 
fact a very versatile and fast way to perform calculations.
Another important consideration when choosing a numerical method for PCF 
is how its efficiency is affected by whether a structure is index- or bandgap- 
guiding. The crucial difference between the two guidance mechanisms is that the 
/3-values of interest for index-guiding structures are the largest in the eigenvalue 
spectrum, whereas those for bandgap-guiding structures lie in the interior of the 
spectrum. Time-domain methods are easily able to extract interior eigenvalues 
[68] but variational methods, often used in the fixed-wavevector formulation of 
the plane-wave method (both in photonics [68] and in electronic structure [72]), 
are unable to locate interior eigenvalues without employing transformations of 
the eigensystem. These tend to worsen the convergence of the method [68]. 
The fixed-frequency plane-wave method, however, does not employ variational 
methods and can easily extract interior eigenvalues iteratively (see Sec. 3.2.1).
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2.4 Summary
There are many methods available to solve Maxwell’s equations in PCF, and all 
place restrictions on the structures that can be modelled and the usefulness of the 
information they are able to provide. The most generic methods often come at a 
cost of being slow, and similarly the fastest methods impose restrictions on their 
input and output that make them unsuitable for many applications. In terms of 
being generic and reasonably fast and efficient, the fixed-frequency plane-wave 
method is ideal for many types of calculation: although it requires relatively large 
basis sets, the only restriction it imposes on the dielectric function is periodicity. 
The use of FFTs in the method enables calculations to be performed rapidly. 
Additionally, working at fixed frequency has several advantages: information 
from modelling may be readily compared to experimental results, and material 




The fixed-frequency plane-wave 
method
The overall aim of the work described in this thesis is to make improvements to the 
fixed-frequency plane-wave method and also to apply it to several new designs of 
PCF. The applications of the method include both practical designs for specific 
applications (e.g. PCF for guidance in the infrared, described in Chapter 7), 
and also more fundamental studies of the mechanism of light guidance in PCF 
(Chapter 8). However, in order to understand the development and applications 
of the method, it is first helpful to summarise the work of Hedley in developing 
it in its original form. The remainder of this chapter outlines the fixed-frequency 
plane-wave method as developed by Hedley and described in detail (including 
mathematical derivations) in Ref. 74.
A description is first given of the fixed-frequency plane-wave expansion and how it 
allows Maxwell’s equations to be formulated as a matrix eigenproblem. Methods 
for the solution of this equation are then discussed, which include the use of an 
iterative eigensolver and an iterative linear solver in combination. The use of 
fast Fourier transforms to make the method rapid and efficient is then described. 
Also discussed are some of the difficulties involved in using the method, and 
attempts that have been made to solve them. The work described in Chapters 
5-7 represents new attempts to solve these problems.
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3.1 Plane wave expansion
A dielectric function that is periodic in the x-y plane with primitive lattice vectors 
R i and R 2 (which define any repeating unit, either a cladding unit cell or a 
supercell as shown in Fig. 2.1 on page 34) satisfies the condition
n2(x) =  n2(x +  R), (3.1)
where R  =  I1K 1 +  Z2R 2 is a lattice vector (Zi, Z2 € Z) and x =  (x, y) is the 
2D position vector. In the case of PCF the lattice is usually hexagonal and so 
|R i| =  IR2 I. Throughout this thesis, cladding lattice pitch is always denoted A, 
giving |R i| =  |R 2| =  A for a cladding unit cell, whereas an Na x N8 supercell 
satisfies |R i| =  IR2 I =  NaA. However, the method presented here can be applied 
to any other 2D lattice.
It is also possible to define a reciprocal lattice using the primitive reciprocal lattice 
vectors G i and G 2 , which axe related to the real-space lattice vectors by [75]:
Ga • R /3 =  2n5ap, (3-2)
where a, (3 =  1,2 and 5ap is the Kronecker delta. A set of reciprocal lattice 
vectors is then G =  m iG i + ra 2G 2 for mi, m2 6 Z. Using these reciprocal lattice 
vectors, the dielectric function may be expanded in a plane-wave basis as
n2(x ) =  ^ ™ G etG'x> (3-3)
G
where the coefficients Uq, are defined for a unit cell of area by1
n2a  = i  J  n2(x) e"iG x d2x. (3.4)
unit
cell
All integrals in the remainder of this thesis axe over the area of a unit cell unless 
otherwise stated.
A similar set of coefficients is also required (see Eqs. (3.7a) to (3.7d) below) to
1In practice, these coefficients are obtained by fast Fourier transform; the generation of 
plane-wave coefficients is described in detail in Sec. 3.2.3.
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describe Inn2, and [lnn2]c is defined through an integral in an analogous way to
n G'
Bloch’s theorem [75] states that a field resulting from a periodic ‘potential’, in 
this case the transverse magnetic field ht =  (/ix, hy), can also be written as a sum 
over plane waves with the inclusion of a Bloch vector k:
fc‘(x) =  ] [ > j t,Gei(k+G)-x- (3-5)
G
The sets of coefficients nG and hlk)G (i G x, y) represent respectively n2 and h t in 
reciprocal space and it is important to note that these sets of coefficients com­
pletely specify the dielectric function and transverse magnetic field. If they are 
required, all other fields can be obtained from Eqs. (2.13) to (2.15); other quanti­
ties such as the Poynting vector can then be calculated once all field components 
are known.
Substitution of Eqs. (3.3) and (3.5) into Eq. (2.18) and integrating over the area 
of the unit cell yields the vector wave equation in reciprocal-space form:
E  f MJ  MJ  ) ( 3 ’°' W (  fy’° ) > (3-6)
Q/ \  M x y M y y  J  y  ^ k ,G ' /  V k,G  /
where the elements M y  are:
Mrs =  — Ik+G'I^G.G' +  & 0n G - G '  +  (Gy~  ^ y)(^y +  ^ y)Pn ^ Ig -G ' (3.7a)
M/y == H k+G ^^G .G ' +  klriQ_G, +  (Gx —G,x)(kx+G,x)\[nn2]G-Gf (3.7b)
Myx =  -  (Gy—Gy)(kx+G'x)[In n 2] G - G '  (3.7c)
Mxy =  -  (Gx-G 'x)(ky+G'y)[]nn2]G-G'- (3.7d)
The terms of Eqs. (3.7a) to (3.7d) in |k-|-G|2 arise from the V2 operation in 
Eq. (2.18), and those involving nG_G, arise from n2^* The remaining terms 
are a result of the Vt ln n 2 x Vt x operation; the elements Mxy and Myx show 
manifestly the way in which this term couples hx and hv.
It is clear from Eqs. (3.7a) to (3.7d) that the eigenproblem under consideration
is not Hermitian. This is a consequence of using the fixed-frequency method,
as previously discussed in Sec. 2.2.2; the fixed-wavevector formulation based on
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Eq. (2.17) results instead in a Hermitian matrix problem. The non-Hermiticity 
of the eigenproblem and its consequences are discussed further in Sec. 3.2.1.
The reciprocal-space representation of Eq. (3.6) is exact, but it can not be solved 
computationally without truncating the plane-wave expansion of Eq. (3.5) and 
consequently making the sum over G-vectors finite. To do this without breaking 
symmetry, a circular cutoff Gmax is introduced such that only components of 
hx and hy lying within the reciprocal-space circle defined by |G| < Gmax are 
included. For future reference let the number of included components of each of 
hx and hy be 7VpW. It follows that if a vector v is constructed such that it contains 
reciprocal-space components of both hx and hy, the resulting eigenproblem is
M v = /?2v, (3.8)
where M  is a 2ATPW x 2ATPW matrix composed of the relevant components. 
However, as described below in Sec. 3.2, this full matrix is never constructed 
explicitly.
For the purpose of applying a preconditioner (described in Sec. 3.3.2), it is con­
venient to choose a particular ordering of the components of vector v and the 
related vectors subsequently defined in Sec. 3.2. We choose to order v such that 
^25(G )-i =  ^k,G a n d  v 2g(G) = ^k,G ’ w^ere #(G) is an one-to-one mapping of all 
the G-vectors in ascending order of magnitude onto a set of consecutive integers 
beginning at 1, i.e. g(Gk) < g(Gi) if |Gfc| < |Gj|. Components with G-vectors 
of equal length appear contiguously in v.
3.2 Solving the reciprocal-space matrix 
equation
For sufficiently small Gmax, the matrix M  of Eq. (3.8) can be diagonalised di­
rectly using standard techniques [76]. Direct diagonalisation requires storage of 
O(iVpw) and time 0(iVPW). Typically iVPw is of the order of 1,000 for single 
cell calculations and 100,000 for supercells. Single cell calculations are therefore 
feasible using direct diagonalisation, although it is not the fastest method. Su­
percell calculations are made impractical in terms of both storage and time: as 
a rough estimate, storing M  for iVPW= 100,000 requires «  300 GB if double pre­
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cision is used, and diagonalisation would take over a month on a typical desktop 
PC. However, it is possible to circumvent both the time and storage problems 
by using iterative methods and FFTs rather than direct diagonalisation. These 
methods are discussed below.
3.2.1 Iterative eigensolver
Direct diagonalisation of an N  x N  matrix provides N  eigenvalues, some of which 
may be repeated. In the case of the matrix M  of Eq. (3.8) nearly all of these 
eigenvalues are not needed—in fact, only a small number (often as few as 3-4, 
and rarely more than 50) are required, a small fraction of the total number. This 
suggests that a different method—one which could determine a small number of 
eigenvalues—would be much quicker than direct diagonalisation. If it did not 
require the storage of the full matrix, it would simultaneously circumvent the 
problem that M  is too large to fit into memory.
In the case of hollow-core PCF, the eigenvalues of interest are those with (3 «  ko, 
which correspond to modes free to propagate in the hollow (air) core but pre­
vented from propagating in the cladding by the existence of a photonic bandgap. 
Modes with smaller (3 comprise the continuum of unbound modes free to prop­
agate in the air holes of the cladding, and larger-/^ modes are index-guided and 
are associated with the high-index regions of the cladding. The eigenvalues of 
interest in HC-PCF are therefore interior eigenvalues.
Many iterative methods exist for the determination of extremal eigenvalues with­
out the need to calculate the entire eigenvalue spectrum, and these are generally 
very efficient [77]. They do not require storage of the complete matrix M, and 
instead require only the action of M  on arbitrary vectors. This solves the prob­
lem of being unable to store the complete matrix. However, it is computationally 
expensive to determine interior eigenvalues by ‘working in’ from one end of the 
spectrum: the extremal eigenvalues so obtained are not useful, and in the worst 
case this method requires calculating half of the total number of eigenvalues.
In order to use an iterative method to determine a few interior eigenvalues, it 
is necessary to use a method of shifting to create a transformed eigensystem 
whose extremal eigenvalues correspond to the interior eigenvalues of the system 
under consideration. In the remainder of this section, the way this is done in the
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fixed-wavevector plane-wave method is briefly described, and then a complete 
description is given of the technique used in the fixed-frequency method.
Ite ra tiv e  eigensolver in th e  fixed-wavevector m ethod
The smallest eigenvalues of a Hermitian matrix A (a different matrix from the 
non-Hermitian M  previously considered) can be determined using the Rayleigh- 
Ritz algorithm [78], which states that the smallest eigenvector x0 and its eigen­
value Ao satisfy
. x*Ax . .
A0 =  mm —i— , (3.9)XTX
where the minimisation is with respect to variations in x, and x =  Xo at the 
minimum. Functional minimisation (e.g., by a conjugate gradient method) yields 
A0, and sequentially larger eigenvalues can be found by maintaining orthogonality 
to xo and previous eigenvectors. To transform the system such that the interior 
eigenvalues of interest become the smallest eigenvalues of A, consider the follow­
ing two equations (where B represents the matrix whose interior eigenvalues are 
desired):
Bx =  Ax (3.10)
(B — crl)2x =  (A — cr)2x. (3-11)
The two systems shown have the same eigenvectors, but the eigenvalues are 
shifted: the eigenvalues of B closest to a are the smallest eigenvalues of (B — <rl)2. 
Therefore if A =  (B — crl)2 and a is chosen to be close to the desired eigenval­
ues, then finding the smallest eigenvalues of A has the desired result of finding 
the interior eigenvalues of B. The fixed-wavevector plane-wave method uses this 
method or variants of it [68]. However, squaring the matrix or, in practice, per­
forming an FFT-based multiplication operation (see Sec. 3.2.3 below) twice has 
the undesired effect of making the method less well-conditioned, i.e. it tends to 
converge slowly [68].
I te ra tiv e  eigensolver in th e  fixed-frequency m ethod
The fixed-frequency plane-wave method does not create a Hermitian eigenprob­
lem and a different approach is required. Instead of using a variational method to 
search for the smallest eigenvalues of a spectrum, it is more convenient to use the 
‘shift-invert’ procedure to make the eigenvalues of interest the largest eigenval­
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ues of a transformed system [74,77]. Consider the following two eigenproblems, 
where now M  is the matrix of Eq. (3.8) discussed previously:
M x =  Ax (3.12)
(M — crl)_1y  =  tiy. (3.13)
Multiplying both sides of Eq. (3.13) by (M — crl) gives:
y  =  /i(M y — <ry), (3.14)
and hence
M y = ^  +  <jJy, (3.15)
which is manifestly of the same form as Eq. (3.12). Therefore, the eigenvec­
tors x  and y are identical and their corresponding eigenvectors are related by 
Hi = l/(Aj — a). Thus, by choosing a close to the required eigenvalues (a kq in 
hollow-core PCF) and locating the largest eigenvalues of the transformed system 
M  =  (M — crl)-1, the desired interior eigenvalues of the original matrix M  can 
be found. Although the shift-invert method does not require squaring M, it does 
require some means of inverting (M — crl), which will be discussed in Sec. 3.2.2.
A range of iterative eigensolvers have been investigated specifically for use as part 
of the fixed-frequency plane-wave method for PCF by Hedley [74]. The finding 
of this work was that the implicitly restarted Arnoldi method as implemented 
in the software package ARPACK [79] was the most efficient eigensolver for this 
application. A similar method has also been used by other authors to solve the 
eigenvalue equation created by the fixed-frequency finite-difference method [59].
The ARPACK eigensolver requires as input only the result of the matrix-vector 
operation (M — crl)-1u  for arbitrary vectors u, which implies that—provided 
some means of carrying out this operation without storing M  can be found— 
there is no requirement ever to create the matrix whose eigenvalues are being 
determined. To find the eigenvalues, ARPACK repeatedly multiplies a random 
starting vector by (M — crl)-1 in order to build up a Krylov subspace from which 
the eigenvalues of interest are extracted. This is a fast method because, at each 
iteration, an optimal step towards the solution is computed taking into account all
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previous search directions2. Typically, Hedley found that the algorithm requires 
only 4-10 multiplications per eigenvalue [74].
3.2.2 Iterative linear solver
The iterative eigensolver requires the result of multiplying a given vector by 
(M — crl)-1. To provide this without inverting—or even storing—the matrix M, 
a different iterative method can be used. The result of (M — <rl)-1u is equivalent 
to determining w in the following equation:
(M — crl)w =  u, (3.16)
where u is known. This is simply the solution to a set of linear equations, and 
many iterative solvers for this problem exist [80,81]. A range of such solvers has 
been tested [74] and the ‘generalised minimum residual’ method ( g m r e s )  [81,82] 
as implemented in the PCG package [83] has been found to give particularly rapid 
convergence.
Like ARPACK, g m r e s  requires only matrix-vector multiplications, in this case of 
the form (M — crTjy for arbitrary y, in order to determine the unknown vector 
w of Eq. (3.16). Provided an efficient preconditioner is used (see Sec. 3.3.2), 
a typical number of multiplications needed for each (M — a l)-1u evaluation is 
10-40. As this must be done for each matrix-vector multiplication needed by 
the eigensolver, it follows that of the order of 100 matrix-vector multiplications 
are needed for each eigenvalue of interest. However, the convergence of GMRES 
can be very structure-dependent, and the typical values reported by Hedley are 
not necessarily representative of all structures. Chapter 7 discusses a situation in 
which the linear solver convergence is slow, and describes an attempt to rectify 
this problem. Preconditioning difficulties are also encountered when using the 
fixed-frequency method in generalised curvilinear coordinates (see Chapters 5 
and 6).
In summary, if the ‘forward’ operation (M — <rl)y can be carried out on any given 
vector y, we can efficiently locate an interior subset of eigenvalues of M  without 
needing to store the matrix explicitly or perform a complete diagonalisation. In
2Only a summary is given here, but more specific details of the method can be found in 
Refs. 74,77,79.
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the following section a fast method for carrying out (M — <j I) multiplications 
using FFTs is described.
3.2.3 U se of the fast Fourier transform
The action of (M — crl) on a vector could be supplied by direct multiplication, 
but this requires storage of the matrix M  and also a time of 0(7VpW). To do 
this more quickly and without storing M  it is possible to make use of the FFT, 
which requires instead a time of 0(7Vpw log iVpw). The way in which this is done 
is discussed in this section.
T he fast Fourier tran sfo rm
The FFT is an fast implementation of the discrete Fourier transform (DFT), 
which creates a real-space representation of a periodic function /  on a uniformly-
sampled Ni x iV2 grid from a set of reciprocal-space components F  and vice versa.
If the real- and reciprocal-space representations are defined respectively by:
/ ( n i ,n 2) =  / ( x  =  niRi/7V1 +  n2R 2/iV2) (3.17a)
F (m i,m 2) =  F (G  =  m iG i +  m2G 2), (3.17b)
then the forward and inverse transforms are given by:
1 N i - l  N2- l
f ( n i ,n 2) =  j j - j j -  ^ 2  F (mu m 2)eiG'x (3.18)
^ 2  1711= 0  7712=0
N1- 1 N 2- 1
F (ra i,ra2) =  ^  ^ / ( n i , n 2)e _lGx. (3.19)
7 1 1 = 0  7 1 2 = 0
In the case of PCF, the function /  may be any of n2, Inn2, hx or hy.
In practice, PCFs tend to be based on hexagonal lattices and it is therefore 
natural to choose a grid such that Ni =  N2 =  N ; Fig. 3.1 shows example real- 
and reciprocal-space grids.
As described in Sec. 3.1, a circular cutoff is used to make the total number
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(a) Real-space N  =  16 FFT grid 
of the form described in Eq. (3.17a). 
The shaded areas represent an exam­
ple PCF geometry of circular air holes 
in glass.
(b) Corresponding reciprocal-space FFT  
grid, with the circular cutoff and (7max 
shown (only G-vectors in the shaded region 
are included). The reciprocal lattice vectors 
labelled G i, G 2 are shown magnified by a 
factor of 4 for ease of viewing.
Figure 3.1: Real- and reciprocal-space FFT grids for PCF
of reciprocal-space components of hl finite3. To use the FFT it is convenient 
to extend the cutoff to the nearest edge of the FFT grid and set any unfilled 
elements (i.e., those with |G| > Gm&x but included in the sum of Eq. (3.18), 
which are outside the shaded circle in Fig. 3.1b) to zero. The result of this choice 
of cutoff is that the linear FFT grid size N  and the number of basis states are 
related by N 2 oc iVpW. As the FFT can be evaluated in 0 ( N 2\ogN)  time, this 
implies that computation time is 0(iVpw log TVpw)—a great improvement over 
the 0(NpW) of direct matrix-vector multiplication.
Im plem entation of m atrix-vector m ultiplication by FFT
To demonstrate the use of FFTs in performing matrix-vector operations, consider 
the hx component of the LHS of Eq. (3.6) which, written out in full, is:
+  M2 +  M3)h (3.20)
G '
3Note that the reciprocal-space grid stored by the FFT is ordered differently for compact­
ness, but Fig. 3.1b shows the ‘actual’ grid demonstrating the circular cutoff more clearly.
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where
Mi =  - |k  +  G'|25G,G,
M2 — ^O^G-G'
M3 =  (Gy — G'y){ky +  G^)[lnn2]cj_G' 
M4 =  -(G y -  G'y)(kx + G'x){lnn2]G-G'.





The term in Mi can clearly be carried out in reciprocal space:
(3.22)
G'
but the term in M2 is best performed as follows:
y i  ^ 2 ^ k ,G ' — ^  ^ O ^ G - G '^ G ' (3.23a)
G' G'
=  kl [n2(ni, ra2)ftj(ni, n2)]G , (3.23b)
where Eq. (3.23b) follows from Eq. (3.23a) by the convolution theorem. The real- 
space dielectric function n2(ni, 712) is calculated once before using the eigensolver, 
but h^(rii, 712) (and also /ij(ni, n2)) must be created by FFT during each matrix- 
vector multiplication operation. The quantities labelled (711, 722) in Eq. (3.23b) 
are multiplied together pointwise on discrete grids of the form of Eq. (3.17a) in 
real space.
The term in M 3  (and similarly that in M 4 ) is evaluated as:
to real space, and the quantity labelled [ ] g  is transformed to reciprocal space
[{(ky +  Gy)h^ G/} (tii,ti2)
x { (G y-G fy)[]nn2]G- G'} (n u n 2 )\G , (3.24b)
where the quantities in { } are evaluated in reciprocal space and then transformed
following the pointwise real space multiplication. As above for the M2 term, note 
that the term involving In n2 can be calculated once before using the eigensolver 
and stored on a real-space grid, but the term in hx must be transformed to real 
space during each matrix-vector multiplication.
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The total number of FFTs and inverse FFTs required to carry out a single matrix- 
vector operation is of interest for later comparison with the reformulation of the 
method in Chapter 5. These are as follows:
1. h^G —► real space (for kln2hx multiplication)
2. h\.G —► real space (for kln2hy multiplication)
3. [{kx +  Gx)h^G -  (ky +  Gy)hfctG] —> real space (for Vt Inn2 x Vt x ht)
4. After combining terms in real space, hx —► reciprocal space
5. After combining terms in real space, hy —► reciprocal space.
Thus the matrix-vector operation corresponding to multiplication by M  is carried 
out by 5 FFTs.
Determination of dielectric function plane-wave coefficients by FFT
From Eqs. (3.23a) and (3.24b) it is clear that to obtain an exact representation 
of the matrix-vector multiplication in Eq. (3.6) we require components of n2 and 
Inn2 at G-vector magnitudes up to a maximum of 2Gmax. In practice, however, 
convergence tends to be improved by extending the circular cutoffs of both n2 
and ht to the edge of the same FFT grid [74].
The plane-wave coefficients nG and [lnn2]c can be determined from the input 
dielectric function by FFT, but this need be done only once before using the 
eigensolver because they remain fixed throughout the course of the calculation. 
For a calculation to be carried out ultimately with an N  x N  FFT grid, we 
sample n2 on a fine real-space grid (of size «  8N  x 87V), then Fourier transform 
to reciprocal space. Smoothing is then applied by multiplication of the Fourier 
components by a Gaussian envelope, for the reasons discussed below in Sec. 3.3.1. 
The resulting smoothed components are transformed back to real space and the 
logarithm is taken to create the function Inn2 on the fine real-space grid, which 
is then transformed to reciprocal space. Components of both n2 and In n2 sat­
isfying |G| < Gmax (where Gmax corresponds to the smaller N  x N  FFT grid) 
are extracted for use in the mode-solving calculation. By using this oversampling 
procedure, the components of n2 and Inn2 remain consistent, i.e. they describe 
the same dielectric function in each case.
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The quantities appearing in Eqs. (3.23b) and (3.24b) are the real-space repre­
sentations of the dielectric function and the gradient function V tln n 2. As de­
scribed above, these are calculated once from the plane-wave coefficients (uq and 
[lnn2]G)- The functions must be generated on real-space grids from the truncated 
set of plane-wave coefficients rather than directly from the input dielectric func­
tion in order to maintain the equivalence with matrix-vector multiplication of the 
form of Eq. (3.8).
3.3 Issues
Although the fixed-frequency plane-wave method has many features that make 
it ideally suited to studying the propagation of light in PCF, it also suffers from 
a number of drawbacks. These problems, together with some means to overcome 
them considered by Hedley [74], are discussed below. Other ways to solve them 
are the subject of Chapters 5 and 7 of this thesis.
3.3.1 D ielectric discontinuities
The microstructure of PCF is such that, in most cases, its dielectric function is 
piecewise constant but discontinuous at the boundaries between materials, e.g. 
between air and glass in a typical hollow-core fibre. The consequences of this 
discontinuity for the fixed-frequency plane-wave method are discussed in this 
section.
Maxwell’s equations require that H, n  x E  and n  • eE are conserved across any 
boundary with normal vector n  [69]. In PCF, where translational invariance 
requires that there is no ^-component to n, continuity of n x E  implies that ez 
is also continuous. It then follows from Eq. (2.14) that £-1z • Vt x ht is also 
conserved across any interface, and this in turn implies that any discontinuity in 
the dielectric function is accompanied by a discontinuity in the gradient of ht.
The plane-wave expansions of Eqs. (3.3) and (3.5) provide an exact representa­
tion4 of any function in the limit of an infinite number of plane-wave coefficients, 
as the Fourier basis set is complete [78]. However, the Fourier representation of
4We define ‘exact’ to mean that the function /w (x ) expanded in N  coefficients and the true 
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Figure 3.2: Convergence of the Fourier expansion for a periodic unit step function 
(i.e. a square wave). Half of the period of the function is shown. The horizontal 
dashed lines show the expected overshoot of «  0.0895. Note that addition of 
terms in the Fourier expansion moves the location of the overshoot towards the 
discontinuity but does not reduce its magnitude.
a function that is discontinuous (such as n2 or Vth*) suffers the appearance of 
Gibbs’ phenomenon, which is an ‘overshoot’ as the discontinuity is approached. 
The location of the overshoot maximum/minimum relative to the discontinuity is 
inversely proportional to the number of terms in a truncated Fourier series, but 
the size of the overshoot does not decrease as the number of terms increases; it 
tends to a finite value of «  0.0895D for a discontinuity of magnitude D [78,84], as 
illustrated in Fig. 3.2. This is a well-known cause of difficulties in the convergence 
and accuracy of numerical methods that use Fourier expansions [68,74,78,84,85].
The difficulties associated with discontinuous dielectric functions can be pre­
vented by artificially smoothing the interfaces between dielectrics. A convenient 
way to do this is to use Gaussian smoothing, convolving the dielectric function 
with a Gaussian of chosen width (the ‘smoothing width’). Other methods are in 
use such as dielectric averaging [68,86]. When using Gaussian smoothing, the 
choice of smoothing width is crucial. A large smoothing width gives results that 
are perturbed from the correct results, but allows faster convergence with respect 
to the plane-wave cutoff. Narrower smoothing widths give greater accuracy but 
at the expense of the size of basis needed for convergence. This subject is dis­
cussed and investigated in greater detail for a ID model in Chapter 4, and leads 
to the work presented in Chapter 5.
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3.3.2 Linear equation preconditioning
The linear equation (3.16) may be solved as described in Sec. 3.2.2 by successive 
application of (M — c l) to vectors provided by GMRES, but it is generally the 
case that convergence when using this method is either slow or fails entirely. 
This failure of an iterative numerical method is not uncommon: it is also found 
in variational schemes for the fixed-wavevector plane-wave method [68] and the 
plane-wave method in condensed matter [72]. It is common in such cases to use 
preconditioning [80]. The simplest method is to multiply by a ‘left preconditioner’ 
P:
P (M  -  <rl)w =  Pu , (3.25)
where P  is chosen to be an approximate inverse of (M — al). For each iteration, 
preconditioned GMRES may supply an arbitrary vector y  and require either the 
result of a matrix-vector operation (M — crl)y, or the result of a preconditioning 
operation Py.
Even with preconditioning, however, the convergence of iterative methods tends 
to be highly sensitive to the exact choice of preconditioner: often preconditioning 
schemes are not easily transferable either between numerical methods or even 
between specific applications of a single method [87].
A good preconditioner for the fixed-frequency plane-wave method has been found 
to be a combination of an exact inverse (which can be determined by LU decom­
position) of the sub-matrix of (M — cri) defined by |G |, |G'| < G ^ ,  and the 
Jacobi preconditioner [80] given by Pij = Sij/  (Mu — a) for larger G-vectors [74]. 
Unlike the full matrix M, the preconditioning sub-matrix is sufficiently small to 
be formed and stored explicitly in memory. The choice of G j^. determines the 
size Np of the exactly-inverted square, and in general it is much smaller than 
Gmax (typically resulting in NP < 0.1 ATPW [74]).
The ordering of the elements of y  (the same as that described for v  in Sec. 3.1) 
allows the preconditioner to be applied easily. The elements of M  satisfying 
|G|, |G '| < G ^  are contiguous and simply make up a square sub-matrix which, 
if M  were ever formed, would be in its upper left corner. This sub-matrix is 
created explicitly and inverted, and the preconditioner can then be applied to 
elements with k < Np by direct matrix-vector multiplication. The remaining
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elements of y with k > NP axe preconditioned with the Jacobi preconditioner, 
which simply involves multiplying each by (Mkk — cr)-1.
The preconditioner cutoff G^ax giyes control over the trade-off between the qual­
ity of the preconditioner (which determines the number of GMRES iterations 
needed) and the time taken to create and apply it. The total time taken to 
perform the matrix-vector multiplications needed by GMRES is proportional to 
the number of iterations needed5. However, there is no simple relationship be­
tween Np and the number of iterations other than that, in general, increasing Np 
usually gives an improvement.
The drawbacks to using a large preconditioning sub-matrix are the time taken 
to perform the exact inversion to create the preconditioner, which is O(Np) (al­
though this need be done only once for any given structure and frequency), and 
the time taken to apply the preconditioner by matrix-vector multiplication, which 
is O(iVp). For very large preconditioners, storage can also become a problem. 
These difficulties have motivated the study of a new type of preconditioner, which 
is described in Chapter 7.
In some cases the preconditioner described above is inadequate, and the result is 
slow or ‘stagnated’ (failed) convergence of GMRES. This difficulty has been en­
countered in high-contrast PCF structures such as those for guiding far infrared 
light (as discussed in Chapter 7), and also in using the fixed-frequency plane-wave 
method in curvilinear coordinates (discussed in Chapter 5). Further discussion of 
preconditioning and methods to overcome the shortcomings of existing precondi­
tioners are given in those chapters.
3.4 Summary
By making use of two nested iterative methods—an eigensolver and a linear 
solver—together with the fast Fourier transform, the fixed-frequency plane-wave 
method provides a fast method to solve Maxwell’s equations that is ideally suited 
to the calculation of PCF bandstructures. However, it suffers from two main 
disadvantages. Firstly, the sharp interfaces in PCF cause difficulties for the plane-
5  There is also a GMRES overhead, which is time taken by the g m r e s  algorithm itself. It is 
not usually significant, but can become so if the preconditioner is ineffective and the number 
of g m r e s  iterations becomes large. The overhead is discussed further in Chapter 7.
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wave expansion and this makes it necessary to use smoothing, which perturbs the 
results. Secondly, the linear solver converges slowly unless it is preconditioned. 
Although previous attempts have been made to design a good preconditioner, 
this preconditioner is not always effective.
The work presented in this thesis describes work to improve the fixed-frequency 
plane-wave method by overcoming these disadvantages. Chapters 5 and 6 de­
scribe and analyse a method that improves the convergence behaviour of the 
plane-wave method when sharp dielectric interfaces are used, by allowing a plane- 
wave cutoff that can vary in space. In Chapter 7, an improved method of precon­
ditioning is presented, which has enabled the fixed-frequency plane-wave method 





In this chapter, a one-dimensional (ID) model of ‘PCF’ is developed and then 
investigated both analytically and with the fixed-frequency plane-wave method. 
This has two benefits: firstly, because a given spatial resolution can be achieved 
in ID with much less computational effort than in 2D, it allows the plane-wave 
method to be studied in much greater detail than in 2D. Secondly, it allows 
the accuracy of the method and the effect of smoothing to be tested rigorously 
against analytical solutions. Valid and useful comparisons can then be made 
with the corresponding 2D calculations because the ID model does not differ in 
complexity from the equivalent in 2D: the same convergence difficulties caused 
in 2D by sharp interfaces are reproduced by the ID model.
There follows a discussion of the motivation for studying a ID model, and a 
description of the model itself and its analytical solutions. The use of the fixed- 
frequency plane-wave method to solve the ID model is then described. Com­
parisons are made between the plane-wave and analytical solutions in order to 
analyse the effect of smoothing and the convergence behaviour of the plane-wave 
method.
4.1 M otivation for the ID  m odel
In its usual 2D formulation described in Chapter 3, the fixed-frequency plane- 
wave method for PCF stores dielectric functions and the magnetic field on FFT
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grids of dimension N  x N. Consequently, the time taken for Fourier transforms 
is 0 (N 2 log N) and the storage required for the FFT grids (or, equivalently, the 
set of plane-wave coefficients) is 0 (N 2). The corresponding real-space sampling 
frequency of the dielectric function in any given direction, which is related to 
the accuracy of the plane-wave description of the function (and discussed more 
quantitatively below in Sec. 4.4.2), is proportional to N. In ID, however, a 
sampling frequency of N  has storage requirement O(N) and the FFT requires a 
time of 0 (N  log TV).
The greatly reduced storage and time requirements of the plane-wave method in 
ID make it an ideal way of studying the fundamental convergence properties of 
the method, because much finer spatial resolutions can be obtained with a given 
amount of memory and time than in 2D. This makes the ID model ideal to study 
air/glass systems with a fine spatial resolution that would not be possible in 2D, 
but it can also be used to investigate structures containing metals. Metals have 
a dielectric function with a negative real part and non-zero imaginary part (e.g. 
gold at visible wavelength A «  0.6 /zm has n2 «  —10 +  i [88]). As a result of the 
large refractive index step between air and metal, and the consequential change 
of sign of magnetic field gradient (see below in Sec. 4.2.1), it is likely that metals 
prove to be an especially difficult case for the fixed-frequency plane-wave method. 
Although the study of metals is not an overall aim of this thesis, it is interesting, 
having developed a ID plane-wave code, to use the code to investigate briefly 
whether carrying out calculations involving metals is realistic in 2D.
A further advantage of investigating ID ‘PCF’ is that the simple model can be 
solved analytically, providing exact results which can be compared to those of the 
plane-wave method. If exact results are known for infinitely-sharp interfaces, it is 
possible to quantify the systematic error introduced by smoothing the dielectric 
interfaces when using the plane-wave method (as described in Sec. 3.3.1). The 
‘smoothing error’ is important because the level of smoothing must always be 
chosen such that its associated error is within tolerable limits. The ID plane- 
wave method can also be used to investigate a second issue: the size of basis set 
needed to obtain converged results at a given level of smoothing. This sets an 
ultimate limit on which calculations are feasible in a given amount of time, or 
with a given amount of memory.
As will be shown in Sec. 4.2, the basic structure of the governing equations—
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including the ‘vector term’—axe present in ID as well as in 2D, and therefore it 
is possible to make useful comparisons between the behaviour of the ID model 
and its 2D counterpart.
4.2 The ID  model and its analytical solutions
In this particular case—where the hx and hy components are decoupled—we are 
free to choose either hv = 0 or hx =  0 to form two linearly-independent sets of 
modes. Note that this is not possible in general for PCF, which has 2D structure 
and is infinite in the third dimension; it is, however, possible for 2D planar 
photonic crystals when considering in-plane propagation [3].
The mode with hy = 0 must have ez = 0 (from Eq. (2.14)) and therefore E  
is normal to the direction of propagation. This is denoted a ‘TE’ (transverse 
electric) mode, and is described by Eq. (4.2). Similarly the mode with hx =  0 
has hz =  0 (from Eq. (2.13)) and H  is normal to the direction of propagation, a 
‘TM’ (transverse magnetic) mode, described by Eq. (4.3).
It is interesting to note that Eq. (4.2) is exactly equivalent to the time-indepen-
The ID model considered here is an array of thin dielectric slabs in air, periodic 
in the x-direction and extending infinitely in the y- and ^-directions, with a 
dielectric function given by
'dielec
elsewhere
—d/2 < x < d/2 (4.1)
with periodicity such that n2(x +  A) =  n2(x). This gives a unit cell of length A 
containing a dielectric slab of width d. Fig. 4.1 on page 62 (and later figures) 
show the structure of the system.
When n2 is a function of x  only, the real-space vector wave equation (2.12) 




dent Schrodinger equation in ID (taking h2/ 2 m  =  1):
{ ~  +  V (* )} ^  =  £ ^ , (4.4)
if the identifications — k2n2(x) =  V(x) and —(32 =  E  are made with the potential 
function and the total energy, and the wavefunction ip is considered to be anal­
ogous to hx. In fact, the system described is well-known in quantum mechanics 
as the Kronig-Penney model of electrons in a periodic potential [89].
The TM mode equation (4.3) shares more characteristics with the 2D vector 
wave equation than does the TE mode equation, as it has an additional term 
jg In Ti2- ^ h y corresponding to Vt In n2 x Vt x ht in 2D. As a result, the boundary 
conditions on the fields for ID TM polarisation are also more representative of 
those on the full solutions in 2D. The TM boundary conditions also make the 
TM modes more difficult to converge when using the plane-wave method; if a 
particular size of basis set gives converged TM results, the TE results are always 
also converged. For these reasons it is more useful to consider the TM modes 
in ID. The numerical results presented in this chapter will concentrate on TM 
modes.
4.2.1 Boundary conditions
Maxwell’s equations require that H  is continuous across all interfaces and so 
TE and TM modes must both satisfy continuity of hx and hy at the edges of 
the dielectric slab. The conditions on the x-derivative of the field, however, are 
different for the two polarisations.
For the TE mode, integrating Eq. (4.2) once yields:
"cT” ^  J  n2^X ^  =
Given that the integral of a function containing a finite number of discontinuities 
is itself continuous, Eq. (4.5) can only be satisfied if =  (hx)' is also continuous. 
Continuity of hx and (hx)' is analogous to the boundary conditions on ip in 
quantum mechanics, where ip and ip1 are continuous.
To determine the boundary condition on (hy)' for the TM mode, we rearrange
/ hx dx. (4.5)
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In this case again the integrated quantity must be continuous, and it is therefore 
(hv)'/n 2 that is conserved at the interfaces. (Note that this result may also be 
derived from the more general 2D boundary condition, that e-1z • Vt x ht is 
conserved.) For a metal/air interface, where the real part of n2 changes sign, 
this implies that there must be also be a change of sign of the gradient of the 
magnetic field.
4.2.2 A nalytical solutions
In any region of constant n2, the Helmholtz equation h" +  (n2k2 — (32)h =  0 must 
be solved; the difference between TE and TM modes is evident here only in the 
boundary conditions at interfaces. Analytic solution can be made easily at the 
Brillouin zone centre (Bloch wavevector kA =  0; no phase change between unit 
cells) and at the Brillouin zone boundary (kA =  7r; phase change of n between 
unit cells)1. In either case the modes are of definite symmetry, either even or odd 
about x  =  0; this allows the equation to be solved by piecewise sine and cosine 
(or exponential) functions in the dielectric and air regions. Numerical solution is 
needed to determine the values of (3 that satisfy the boundary conditions. (For 
TE modes, this is exactly equivalent to the method used to solve ‘finite potential 
well’ problems in quantum mechanics.) Full details of the field construction and 
conditions on (3 are given in Appendix A.
Modes can be described as propagating if R(/3A) > 0 because in some (or all) 
regions of space they are not evanescent. It is useful to categorise them further as 
guided if 3ft(/?A) > n^k^A , because they are evanescent in air and hence localised 
to the dielectric. A simple example of the mode structure of propagating modes, 
calculated as described above, is provided by glass slabs of n =  1.5 (approximately
1It is also possible to solve the model analytically for arbitrary Bloch wavevector, but this 
is more complex as it requires recourse to transfer matrix methods [89]. Solutions at the centre 
and edge of the Brillouin zone are sufficient here.
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Figure 4.1: The three propagating TE modes of the glass slab waveguide with 
ndieiec =  2.25, nair =  1, k0A = 10, d = 0.1 A and at the Brillouin zone centre. The 
leftmost (highest (3) mode has (3 A > n^koA  and is guided; it is evanescent in air 
but not in glass. The other two modes propagate both in air and glass. There 
are no propagating modes at lower (3.













Figure 4.2: The three propagating TM modes of the glass slab waveguide de­
scribed in Fig. 4.1. The leftmost (highest (3) has (3A > n^kQA  and is guided. 
There are no propagating modes at lower (3. Note the discontinuous field gradient 
at the interfaces distinguishing these modes from those in Fig. 4.1.
the refractive index of silica) and shown in Figs. 4.1 and 4.2. We choose k = 0 
(the Brillouin zone centre) for simplicity.
A more ‘extreme’ case is provided by metallic slabs in air, which can be solved 
exactly as described above. The general structure of modes of this waveguide 
is demonstrated by the system with n^eiec =  —10 +  *) nlir =  15 d =  0.1A, again 
with k =  0 for simplicity. There exist TE and TM modes (Figs. 4.3 and 4.4) 
with $l(l3A) < nair/c0A and also a set of two TM ‘surface’ modes (Fig. 4.5) with 
U(/3A) > nairfcoA, which must be evanescent in both the metal and air and are 
therefore bound to the metal-air interface. The existence of these modes is a direct 
consequence of the boundary condition on (hy)' in the TM case: the change of 
sign of dielectric function causes a change of sign of (/iy)', thereby allowing modes
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that decay exponentially on both edges of the interface. There axe no TE surface 
modes.
4.3 The fixed-frequency plane-wave m ethod in 
one dim ension
This section outlines how the fixed-frequency plane-wave method can be used 
to solve the ID model previously described, and begins with a brief description 
of the method in ID. Only a summary is given, as the ID method shares many 
characteristics with its 2D counterpart already outlined in Chapter 3: like the 2D 
method, it uses an iterative eigensolver, a preconditioned iterative linear solver 
and fast Fourier transforms to find solutions efficiently.
4.3.1 Plane-wave expansion
A dielectric function in ID that is periodic in the x-direction with a lattice con­
stant (or unit cell length) Ro satisfies
n2(x) =  n2(x +  R), (4.8)
where R  =  IRo is a lattice ‘vector’ and I G Z. As in 2D, it is possible to define 
a primitive reciprocal lattice vector Go by the relationship GqR q =  27r, and this 
enables the construction of a set of reciprocal lattice vectors G — ttiGq for m e  Z. 
Expansion of the dielectric function and magnetic fields in a plane-wave basis then 
takes the form:
v ix )  = J 2 hU e i(k+G)x
G
"*(*) =  5 Z "G eiGl’
G
where k is the ID Bloch wavevector. The plane-wave coefficients Uq (and hlG in 
an analogous way) are defined by:
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Figure 4.3: The three propagating TE modes of the slab waveguide with 
d^ieiec = —10+i, rt^ r =  l, d=0.1A, koA = 10 and at the Brillouin zone centre. The 
real (solid line) and imaginary (dashed line) parts of the field are shown with the 
imaginary part multiplied by 50 for clarity. None of these modes is bound to the 
metal, since for all three 9ft(/3A) < nair/c0A.









Figure 4.4: The two propagating TM modes of the slab waveguide described in 
Fig. 4.3. The real (solid line) and imaginary (dashed line) parts of the field are 
shown with the imaginary part multiplied by 50 for clarity. As in the TE case, 
neither is bound to the metal.









Figure 4.5: The two surface TM modes of the slab waveguide described in Fig. 4.3. 
The real (solid line) and imaginary (dashed line) parts of the field are shown scaled 
separately for clarity: the real part of the field of the even mode is greater than 
the imaginary part by a factor of «  20, and the real part of the field of the odd 
mode is smaller than the imaginary part by a factor of «  6. These modes have 
PA > riair/coA and are therefore bound to the metal. Note the discontinuous field 
gradient at the metal-air interfaces, both here and in Fig. 4.4.
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The reciprocal-space representations of Eqs. (4.2) and (4.3) using these expan­
sions are then given by:
y !  { " ( k + G ' ^ S a t f '  +  ^ 0 n G -G '}  hk,G' — P 2hk,G
(4.12)
y  { —{k-\-Gf)28c,G' + k lnG_G> +  (G—Gf){k+G')^n.n2]G-G'} hyk Qi — P2hVk,G-
(4.13)
The solution of either one of these ID equations can then be carried out in the 
same way as that of the 2D equations described in Chapter 3. However, as noted 
in Sec. 4.1, large FFT grids can be used, which correspond to much finer spatial 
resolutions than in 2D.
4.3.2 Sm oothing in the ID  m ethod
None of the discussion of the implementation of the fixed-frequency plane-wave 
method in 2D, given in Sec. 3.2, is substantially different in ID. Similarly, the 
same issues as those discussed in Sec. 3.3 axe present, although owing to the re­
duced storage requirements in ID it is generally possible to overcome any precon­
ditioning problems by using a sufficiently large exact preconditioner sub-matrix. 
However, it is worth emphasising how smoothing is carried out in order to un­
derstand the numerical results presented in the remainder of this chapter.
The intuitive choice of smoothing method, discussed previously, is Gaussian 
smoothing: convolution of the dielectric function with a Gaussian in real space. 
This can be performed rapidly in reciprocal space by multiplication of the Fourier 
components nG by another Gaussian:
where T is the full-width half-maximum (FWHM) of the real-space convolving
with those of n2. For a calculation on an FFT grid of size N, we generate the
nG —► nG exp
16 In 2
(4.14)
Gaussian. In the case of TM polarisation, where components of In n2 as well as 
of n2 are required, it is important that the components of In n2 remain consistent
unsmoothed n2 on a fine real-space grid (with »  8N  points in the unit cell), then 
take the Fourier transform (by FFT) to reciprocal space and perform the smooth­
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ing (using Fourier components with magnitude up to G «  SGmax), and then invert 
to real space and take the. logarithm to create the function Inn2. Both n2 and 
In n2 are then transformed to reciprocal space once more, and only components 
with |G| < Gmax are selected. The combination of Gaussian smoothing and an 
oversampled fine FFT grid ensures that the amplitude of Fourier components at 
the edge of the fine FFT grid is negligible. This prevents any aliasing of the 
components of either n2 or In n2 (i.e. the appearance of spurious components at 
large G as a result of the sampling of the FFT [76]), and ensures that the same 
dielectric function is described by both sets of coefficients.
4.4 Results
The results presented in this section compare calculations carried out using the 
fixed-frequency plane-wave method to the analytical solutions of Sec. 4.2.2. In 
particular two effects are important: firstly, the error introduced by smoothing 
relative to the analytical result obtained for a sharp interface and, secondly, the 
way in which smoothing affects the convergence of calculations at different basis 
set sizes.
4.4.1 System atic error introduced by sm oothing
In order to study the systematic error introduced by smoothing, fully converged 
plane-wave calculations were carried out and the values of (3 so obtained were 
compared with those from analytical solution of the ID model waveguide. Plane- 
wave convergence is essential, so that any deviation of (3 from its true (sharp 
interface) value fio is due only to smoothing and is not an issue of numerical 
convergence. To ensure this, all calculations in this section were carried out 
on fine grids of dimension 219 =  524,288. Equivalently, the spatial resolution of 
the real-space FFT grid was Ax «  2 x 10~6A, which is two orders of magnitude 
less than the size of any feature in the dielectric function2. There is further 
discussion of the criterion for plane-wave convergence and how it is related to 
spatial resolution below in Sec. 4.4.2.
Fig. 4.6 shows the error in propagation constant introduced by smoothing for an
2Note that it impossible to obtain such a resolution in 2D using a desktop PC. Storage of
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Figure 4.6: Variation of systematic error \/3 — /?o|A with smoothing width T for 
the bound even TM mode of the ID slab waveguide with d =  0.1 A. The line with 
steeper slope shows the error for the bound even TE mode of the waveguide with 
n = 3.0 and is shown for comparison.
example system of glass slabs of d = 0.1 A in air. A range of glass-like refractive 
indices are used from n =  1.5 (approximately that of silica) to n = 3.0 (a little 
over that of chalcogenide glass [45]); most glasses used in PCF have refractive 
indices in this range. The mode under consideration is the bound even TM mode 
(see, for example, Fig. 4.2, leftmost mode), but the results do not differ signif­
icantly for any other TM mode. Also shown, for comparison, is the smoothing 
error for the bound even TE mode (see, for example, Fig. 4.1, leftmost mode).
Much useful information can be obtained from Fig. 4.6. Firstly, it shows that 
the error introduced is itself smoothly-varying and monotonic, i.e. that decreas­
ing the smoothing width always decreases the error. This is in contrast to the 
plane-wave convergence error, discussed below. Secondly, it shows that the error 
introduced by smoothing is dependent on refractive index, becoming more signif­
icant at larger refractive indices. This is important to note when modelling PCF 
comprising high-index glass, as in Chapter 7.
More quantitatively, Fig. 4.6 provides a quick way to estimate an appropriate 












1e-04 —  
1e-04 0.001 0.01 0.1
Smoothing FWHM r/A
Figure 4.7: Variation of systematic error —$o)|A and — /?o)|A with 
smoothing width T for the bound even TM mode of the ID slab waveguide with 
d = 0.1 A, for two metal-like dielectric constants.
accuracy of final result. For example, if (3A was required to within 0.01 for a glass 
of n — 2.0, the required smoothing width will be V < 0.001A.
The difference between TE and TM modes highlighted in Fig. 4.6 is a result of the 
different boundary conditions for the two polarisations. However, as previously 
noted, it is not possible in 2D to differentiate between TE and TM modes. The 
TM mode equation is the most similar to the vector wave equation in 2D and, 
as shown in Fig. 4.6, it is also the TM modes which have the more significant 
smoothing error. It is therefore important for estimates such as the one in the 
above paragraph to use the results for TM polarisation.
A similar plot for metal slabs (n2 =  —10 +  i, representing gold at A «  0.6 /im and 
n2 = —100 +  10i, gold at A 1.6/zm [88]) is given in Fig. 4.7. Again the bound 
even TM mode is considered (see Fig. 4.5). Similar behaviour is seen here to that 
in Fig. 4.6, with error decreasing monotonically with smoothing width for all but 
the largest smoothings.
It is important to note from Fig. 4.7 that, although the errors in 9ft(/?) and 3?(/3) 
behave similarly, the relative errors |5R/? — /3d)|/$R(A)) and — /3q)\/^(/3o) are
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very different. To illustrate this, consider the analytical solution for n2 =  —10+  i 
which is, to 5 d.p., /?A =  10.56143+0.03795i. At a smoothing width of T =  10-4A 
(i.e. the left-hand edge of Fig. 4.7), the relative errors in and &(/?) are 
respectively 0.02% and 7%. Although the error in the real part is acceptable, 
that in the imaginary part is relatively large.
4.4.2 Plane-wave convergence
Once a level of smoothing has been chosen that results in a sufficiently small 
deviation from the true values of /?, it is necessary to determine the size of basis 
set (i.e. the number of plane waves or, equivalently, size of FFT grid) needed to 
obtain a converged calculation. The ID model provides an ideal means to analyse 
this behaviour because it can easily handle basis set sizes over many orders of 
magnitude. As will be demonstrated in this section, the error introduced by 
non-converged basis sets is generally less predictable than the smoothing error 
and it is important to ensure that all realistic calculations axe carried out with 
converged basis sets.
The effect of smoothing on plane-wave convergence is first demonstrated by plot­
ting values of ($ for a specific mode as the size of the FFT grid is increased. 
Because the cutoff Gmax is extended to the edge of the FFT grid, the size N  of 
the FFT grid is directly proportional to ATPW. The corresponding spatial resolu­
tion in real space is Ax =  A/AT.
Fig. 4.8 shows ft values obtained for the bound even TM mode of the same ex­
ample ID model as that considered in Sec. 4.4.1 (dielectric slabs of thickness 
d =  0.1 A in air at a frequency of k0A =  10), in this case with n =  1.5. Three lev­
els of smoothing axe shown together with the results obtained with no smoothing 
applied. The error introduced by smoothing is clearly shown by the converged 
values towards the right-hand side of the plot, which become closer to the an­
alytical solution as the smoothing width is decreased. However, the calculation 
with an unsmoothed dielectric function appears never to converge to the correct 
value of /?. Although it appears in Fig. 4.8 to converge to a value of ft A «  10.462, 
there is no analytical solution at this value for either TM or TE modes3. When 
larger refractive index steps axe used, the discrepancy is greater still: it is «  5
3For completeness, the analytical values of /?A to 2 d.p. for this structure are: 11.34 (odd 
TE); 10.49 (even TM, shown); 8.87 (even TE); 8.29 (odd TM); 8.28 (even TM); 7.83 (odd TE).
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Figure 4.8: Plane-wave convergence of the bound even mode of the periodic 
dielectric slab waveguide with d = 0.1 A, k0A =  10 and n = 1.5. The solid 
horizontal line shows the analytical result for infinitely-sharp interfaces. Note 
the systematic error in the converged results introduced by smoothing and the 
spuriously ‘converged’ result for the unsmoothed structure.
for n =  3.0 (see Fig. 4.10). This error demonstrates that it is essential to use 
smoothing. If smoothing is not used (or insufficient smoothing is used), it is 
possible for calculations to appear to be converged with respect to basis set size, 
but with (3 values that are incorrect. A similar problem has been encountered in 
2D [90].
It is noticeable that there is an approximate inverse proportionality between 
the FFT size needed to obtain converged results and the smoothing width T, 
which is consistent with the T =  0 results never converging at all. In order to 
demonstrate this we plot in Fig. 4.9 the same data but on the horizontal axis show 
N\ = r / A x  = TN/A, which is a measure of the number of real-space sampling 
points (spaced by Ax) in the interface region (width T) of the unit cell. An 
equivalent plot for a glass with n =  3.0 is shown in Fig. 4.10.
The behaviour shown in Figs. 4.9 and 4.10 is that of convergence occurring at 
approximately Ni of order unity for all smoothings and both dielectric functions. 














0.001 0.01 0.1 1 10 100 1000
N,
Figure 4.9: Plane-wave convergence of the waveguide described in Fig. 4.8 but 
with the horizontal axis showing JVj =  TN/A. The solid horizontal line shows the 
analytical result for infinitely-sharp interfaces. The unsmoothed structure is not 
plotted because Ni =  0 for an infinitely-sharp interface.
like dielectric functions and for all TM modes, and is not dependent on the 
frequency or the width of dielectric slabs. TE modes generally converge sooner 
in the range 0.1 <  JVj < 1, so we consider here only TM modes as the more 
difficult calculations to converge.
We can consider the effect of smoothing on plane-wave convergence qualitatively 
in terms of the sampling theorem. The sampling theorem, usually expressed with 
time t and frequency /  as conjugate variables (but equally applicable to a spatial 
variable and spatial frequency), states that any continuous function <j)(t) sampled 
discretely at intervals of A t is completely determined by its samples provided that 
it has no components with frequencies | / |  > 1/2A t [76]. If <j)(t) contains higher 
frequencies, aliasing causes the sampled representation to be inaccurate. Because 
we use FFTs to create a sampled representation of functions in real space, we 
can use a similar idea to understand the sampling of a dielectric function. An 
interface of width T has equivalent spatial frequencies of order 1 /r , so we can 
expect a reasonably accurate description (i.e. convergence) to occur only when 
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Figure 4.10: Plane-wave convergence of the bound even mode of the dielectric 
slab waveguide with d =  0.1 A, k0A = 10 and n =  3.0. The horizontal line shows 
the analytical result for infinitely-sharp interfaces. Note the change of vertical 
scale relative to Fig. 4.9; the error caused by lack of plane-wave convergence is 
greater for larger refractive index steps. The converged result for T =  10_4A is 
not visible beneath the solid black line on this scale.
The condition N\ >  1 specifies that there is on average at least one real-space 
sampling point in the smoothed interface region4, and we refer to calculations car­
ried out in this regime as being ‘converged in principle’. Increasing the smoothing 
width or the density of grid points in real space (both of which increase N\) en­
hances convergence, and if N\ > 1 we expect this convergence to be smooth5. 
Calculations that are not ‘converged in principle’ can produce erratic and unpre­
dictable errors; this behaviour is demonstrated in Figs. 4.9 and 4.10.
It is also interesting to plot the convergence of 3ft(/?A) and $(/?A) for metallic slabs 
to determine whether the same criterion for convergence can be applied to these 
structures. Fig. 4.11 shows the convergence of 3fc(/?A), and Fig. 4.12 shows that of 
S(/?A). A similar criterion does seem to hold, but it is worth noting that Q(/3A) 
in particular remains not only inaccurate but also unphysical (for T < 10_2A,
4In 2D, we take this to mean at least one real-space sampling point in the direction normal 
to the dielectric interface at any point on the interface.
5The calculations shown in Sec. 4.4.1 were carried out on an FFT grid of dimension 
N  =  524,288 and the narrowest smoothing widths shown were T  =  10-4 A. This gives N \ «  52 













Figure 4.11: Plane-wave convergence of 3?(/?A) of the bound even mode of the 
dielectric slab waveguide with d =  0.1 A, k0A =  10 and n2 =  —10 +  i.
S(/3A) < 0, implying gain that the model does not contain) until Nj «  5. This 
is slightly larger than the value of Ni needed for glasses and suggests that more 
care must be taken when considering metallic dielectrics.
To determine the feasibility of fixed-frequency plane-wave calculations involving 
metallic dielectrics, it is necessary to consider both the error produced by smooth­
ing (analysed in Sec. 4.4.1) and the plane-wave convergence behaviour discussed 
here. Fig. 4.7 suggests that physically useful results can only be obtained for 
sharp interfaces with a width of T < 10_4A. However, the ‘convergence in princi­
ple’ criterion then implies that FFT grids of size N  «  10,000 are needed in order 
to obtain converged results. In 2D a practical limit set by the amount of memory 
available on a desktop PC is N  «  1,024, suggesting that calculations on such 
large FFT grids are not feasible.
4.5 C onclusions
The ID model presented in this chapter has demonstrated the systematic error 
introduced by Gaussian smoothing and shown why smoothing is necessary when 















Figure 4.12: Plane-wave convergence of S(/?A) of the bound even mode of the 
dielectric slab waveguide with d = 0.1 A, k0A = 10 and n2 = —10 +  i.
of smoothing in Sec. 4.4.1 are summarised by Fig. 4.6, which demonstrates the 
systematic smoothing error and how it is a function of both the smoothing width 
and the dielectric function. Because the basic structure of the 2D eigenproblem 
is retained in ID (at least for TM modes), these results are useful in providing 
order-of-magnitude estimates of smoothing errors at different smoothing widths 
which should also be applicable to 2D calculations.
The combination of errors introduced by smoothing, which is particularly signif­
icant for S(/3A), and plane-wave convergence (again apparently worse for imagi­
nary parts), suggests that metallic dielectrics are particularly difficult structures 
to model accurately using the fixed-frequency plane-wave method. A very narrow 
smoothing width is needed in order to obtain useful results, and the correspond­
ing FFT grids that are required are impractical in 2D. For this reason, metallic 
structures will not be considered further in this thesis. However, they remain an 
interesting possibility for further work, particularly using the techniques devel­
oped in Chapter 5.
The investigation of plane-wave convergence at different smoothing widths and 
the resulting ‘convergence in principle’ criterion developed in Sec. 4.4.2 is of cru­
cial importance in selecting appropriate FFT grid sizes and ensuring that calcu­
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lations axe well converged. It is also highly relevant to the work described in the 
following chapter, in which a method to increase the number of sampling points 
at the dielectric interfaces is developed without increasing either the smoothing 




Adaptive curvilinear coordinates 
in the fixed-frequency plane-wave 
method
The analysis presented in the previous chapter suggests that plane-wave conver­
gence can be achieved only when, on average, there is at least one real-space sam­
pling point in any smoothed interface region of a dielectric function. In this chap­
ter, a method is presented that allows the number of sampling points in interface 
regions to be increased without the need to increase either the FFT grid size or the 
smoothing width. This is achieved by reformulating the fixed-frequency plane- 
wave method in adaptive curvilinear coordinates, enabling position-dependent 
plane-wave cutoffs to be chosen and adapted to the specific structure under con­
sideration.
The chapter begins with an introduction to the reasons for developing the plane- 
wave method in curvilinear coordinates and some of the general ideas that un­
derpin the method. The reformulation of the method in curvilinear coordinates 
is then presented in detail, including how the method is implemented in prac­




It is sometimes convenient to express Maxwell’s equations in generalised curvilin­
ear coordinates (GCCs), and many examples exist of uses for GCCs in the field of 
photonics. These include uses in the finite-difference method [91] and FDTD [92], 
in grating theory [93], and to create perturbation-matched coordinates in coupled 
mode theory [94,95]. However, the first application of GCCs specifically to the 
plane-wave method was proposed in the field of electronic structure in 1992 by 
Gygi [96,97].
Gygi noted that solutions of the Schrodinger equation vary rapidly only in the 
vicinity of atomic cores, and they decay smoothly in the vacuum surrounding 
them. However, the FFT-based formulation of the plane-wave method requires 
uniform grid spacing throughout the unit cell, and so gaining an accurate de­
scription of the rapidly-varying wavefunctions near atoms implies also devoting 
a large computational effort to the empty parts of the unit cell. The neces­
sity of using uniformly-spaced grids is therefore a cause of computational inef­
ficiency. To reduce this inefficiency, Gygi introduced the reformulation of the 
plane-wave method in GCCs and demonstrated that it can be used to give a 
position-dependent plane-wave cutoff, which could be increased near atomic cores 
relative to its value in vacuum. Despite this nonuniformity, the use of FFTs can 
be retained and the favourable properties of the plane-wave method are therefore 
unaffected.
It is possible to apply similar reasoning to PCF. The structure of PCF is such that 
there are usually large regions of the unit cell with no variation of n2, and these 
are separated by sharp interfaces. Like the atoms in the calculations considered 
by Gygi, these interfaces occupy only a relatively small fraction of the unit cell. It 
was shown in the previous chapter that the convergence behaviour of the plane- 
wave method is dominated by the sampling frequency at the interfaces. It would 
therefore be beneficial to increase the sampling frequency only at the interfaces 
in the same way that Gygi’s method increased the sampling frequency near to 
atomic cores.
In order to understand how the GCC method gives a position-dependent plane- 
wave cutoff and sampling frequency, consider first the conventional method as 
described in Chapter 3. A cutoff condition |G| < Gmax is imposed to create a
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finite set of basis functions, and these are connected by the FFT to an equivalent 
representation on a real-space grid with coordinates x having a uniform spacing 
A x  oc 1/Gmax. Suppose instead that the real-space sampling of a function was 
uniform in another coordinate, £, related to x  by a smooth and invertible map­
ping. Because the ‘£-space’ grid is uniform, we are still able to use FFTs of quan­
tities stored on it and therefore perform calculations rapidly. However, the grid of 
x points corresponding to the uniform £-space grid is in general non-uniform. By 
choosing the coordinate transformation appropriately we can increase the density 
of grid points 1 /A x  at chosen locations in x  space whilst retaining uniformity in 
£ space1.
In the following section, the plane-wave method in GCCs is developed for an 
arbitrary coordinate transformation, and details of its implementation are then 
given in Sec. 5.3. A method to create an appropriate coordinate transformation 
for any given PCF structure is described in Sec. 5.4.
5.2 The fixed-frequency plane-wave m ethod in 
generalised curvilinear coordinates
In this section the plane-wave method is developed in generalised curvilinear 
coordinates. The description given here is purely mathematical; details of how it 
is implemented in practice are presented in the following section.
Following the method of Gygi [96,97], consider the arbitrary curvilinear coordi­
nate £, a vector of two Cartesian components and f 2, and define a £-space 
lattice to have primitive lattice vectors R i and R 2 . Note that these are the same 
lattice vectors as those in Fig. 2.1 on page 34; they define the repeating unit 
cell of the periodic structure under consideration. In order to make a mapping 
between the curvilinear coordinate and the Euclidean coordinate x =  (x1, x2), we 
define a transformation by
x(£) =  £ +  y^XGexp(iG-.£), (5.1)
G
where G =  raiGi +  ra2G2 for m lym 2 € Z, and the primitive reciprocal lattice
1This is equivalent to having a ‘local’ effective plane-wave cutoff that is position-dependent:
Gmax(x ) 1/Az(x).
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vectors G i and G 2 are identical to those of the reciprocal lattice in Euclidean 
space. Eq. (5.1) ensures, by definition, that the transformation has the same 
periodicity as the dielectric function, which is necessary in order to use the plane- 
wave method. It is also a convenient choice because a plane-wave representation 
of the transformation allows rapid and simple computation of its derivatives, 
which axe required elsewhere (see below). The coefficients xq  fully define the 
transformation and are given by
^  J W O  -  £] e~iG( d2£, (5.2)
unit
cell
where Cl is the area of the unit cell. In general, two restrictions are placed on the 
transformation. Firstly, it must be invertible (i.e. a 1:1 mapping between x and 
£). Secondly, it must have the same periodicity as the dielectric function under 
consideration (although the chosen form of Eq. (5.1) ensures this automatically).
The mathematics of coordinate transformations is commonly encountered in an­
other area of physics making use of generalised curvilinear coordinates: that of 
general relativity [98]. It is common in general relativity to use the summation 
convention in which variables are written with either covaxiant (subscript) or 
contravaxiant (superscript) indices, and a sum is always implied over repeated 
covaxiant and contravaxiant indices (e.g. gab9ac =  9ab9ac)- In this thesis, all 
sums have been shown explicitly.
It is useful for future use to define here the covariant metric tensor for the trans­
formation (a quantity commonly used in general relativity) by
_ ^ d x k dx* , .
9pq '  ' '
From gpqi a position-dependent 2 x 2  matrix, it is also possible to define the
related contravariant metric tensor gpq by inversion at any point in space, i.e.
[gpq] =  [gpq]-1. Another useful quantity used by Gygi is the ‘geometric vector 
potential’, which is defined by
. I d .  1 dg . .
p ~  Adt? 9 ~  A gd? '
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where g =  det gpq [97]2. It is worth noting at this stage that gpq, gpq and Ap are 
all defined completely by the set of transformation coefficients x q . A description 
of how they are created and stored is given in Sec. 5.3.
It will be necessary later to change variables of integration between x and £, and 
to do this it is necessary to know the Jacobian J  appearing in the expression 
d2x  =  J  d2£. It is well-known that J  is given in 2D by
J  =  det dxp
M q.
(5.5)
and it can be shown that, for arbitrary coordinates, J  = g1/2 [98]. For computa­
tional purposes either expression can be used.
To use the plane-wave method in curvilinear coordinates, it is necessary to define 
a set of plane-wave basis functions. Consider the set of basis functions given by
X k ,c(x ) =  <T1/4(x) e<<k+G)«W. (5.6)
Orthogonality of the basis set is shown by taking the inner product:
J  Xk,GXk,G'd2x  =  J  ei(-G'~GHg~1/2 d2x (5.7a)
=  / > G'- G>«d2£ (5.7b)
=  5 (5.7c)
where the property d2x = g1/2d2£ has been used to transform the area element. It 
can also be shown that the set is complete [97]. The magnetic field and dielectric 
function can be represented as a sum over these basis functions, but note that the 
coefficients are different from those obtained using the conventional plane-wave 
method given by Eqs. (3.3) and (3.5):
n2(x) =  S_1/4(x) ^  exp[iG • £(x)] (5.8)
G
h'(x )  = 5 _1/4( x ) ^ f t J c Gexp[j(k +  G )-$(x)]. (5.9)
G
2  The geometric vector potential A p is related to another quantity commonly encoun­
tered in general relativity, the ‘affine connection’ or Christoffel symbol of the second kind: 
A> =  5 E ,IV 9 7 ,9 8 ] .
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As in the conventional formulation of the fixed-frequency plane-wave method, 
the reciprocal-space matrix equation is found by substituting the plane-wave 
expansions of the fields into Eq. (2.18). A detailed derivation of the reciprocal- 
space matrix equation and its constituent matrix elements is given in Appendix B. 
In summary, the reciprocal-space matrix equation takes the form:
( [V2fc*]G +  *8[n*ft1G -  [(£  lnn2)(f^ )]G +  [( |; ln n 2) ( ^ ) ] G 
V [V?W]g + *g[»2W]G +  [ (£ ln » 2) ( ^ ) ] 0  -  [ (£ ln n * )(^ )]G
- ' > ' ( £ ) •  |510)
where the elements appearing on the LHS may be constructed from the following 
set of operations:
2 t
[vt2fc*]a =  -  £  /  d2f  Y ,  K,G' x(kp + Gp -  iAp)
p,q= 1 J  G'
X g™ x (kq + G' +  a , ) e i(G'" G) « (5.11a)
m dhdxi J G
2
=  i E  / / « )  E hl o '% ( k p  + G'P + iAp)e«G'-G*  (5.11b)
p=  1 J  G'
[n2h'}G = [  d2? n 2( £ ) ^ / i , G/ei(G'~G)*, (5.11c)
J Q/
where /(£ ) =  as discussed in Appendix B. Although Eq. (5.10) is presented 
as an equation in G only, it can be seen by reference to Eqs. (5.11a)-(5.11c) that 
it represents a matrix equation in G,G ' of the same form as Eq. (3.6) in the 
conventional formulation of the fixed-frequency plane-wave method. Expanding 
the full matrix showing the sum over G ' is cumbersome and the form shown 
above has been used for brevity.
Note that if Xq =  0 (i.e. the £ and x  coordinate systems axe identical), we obtain 
gpq = Ap = 0 and d2£ =  d2x: in this limit, Eqs. (5.10) and (5.11a)-(5.11c) 
reduce to those obtained for the conventional formulation of the fixed-frequency 
plane-wave method.
The following section discusses how the reciprocal-space matrix equation may be 
solved.
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5.3 Im plem entation
The method of solution of the reciprocal-space matrix equation in GCCs is in 
essence similar to that of the conventional formulation of the fixed-frequency 
plane-wave method outlined in Chapter 3. As previously discussed, it is possible 
to write the reciprocal-space matrix equation in the form M v =  (32v  and solve 
for P directly, but storage of M  and direct diagonalisation is undesirable. It is 
instead preferable to use an iterative eigensolver and iterative linear solver in 
combination to determine the eigenvalues and eigenvectors of M. The iterative 
linear solver requires only the result of the matrix-vector multiplication, which is 
provided by FFTs. The only differences between the conventional formulation of 
the method and that in GCCs are in how the matrix-vector operation is carried 
out using FFTs, and how the various quantities (e.g. gpq) required to do this are 
generated.
In this section the generation of coordinate-dependent ‘fixed’ quantities (those 
that are evaluated once before the eigensolver is used) is first described, followed 
by the implementation of matrix-vector operations by FFTs.
5.3.1 Generation of coordinate-related fixed quantities
The general principle of the GCC method is that £-space is sampled regularly, 
enabling the use of FFTs to perform calculations, but £-space coordinates are 
mapped onto x-space coordinates such that the sampling in x-space is non- 
uniform, giving a position-dependent sampling frequency of the actual dielectric 
structure. Methods of choosing the mapping between £ and x to achieve the 
desired sampling frequency are described below in Sec. 5.4. Once this coordinate 
transformation is obtained, it is possible to generate quantities relating to it and 
store these before performing a mode-solving calculation. The generation of these 
‘fixed’ quantities relating to the mapping is described in this section.
It is assumed here that the set of coefficients xg  with |G| < G J^  (where G J ^  is 
a cutoff imposed to make the set of coefficients finite) define the transformation 
and have previously been determined (for example, by the method described in 
Sec. 5.4.1). It is essential that G J^  is chosen to be sufficiently small when using 
a given FFT grid that there is no aliasing of xq  or the metric tensor. Provided 
the coordinate transformation is properly described without abasing, the GCC
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formulation is exact: the choice of coordinates does not introduce any additional 
approximation into the plane-wave method.
From xq it is possible to use FFTs to generate in real space the set of four first 
derivatives that comprise the metric tensor. Differentiating Eq. (5.1) with respect 
to £ gives
^ = < + E iG^ e’G | - (5-12)
where the sum over G  is evaluated by two FFTs (for p = 1,2) and therefore 
the full set of derivatives (p, q =  1,2) is evaluated using a total of four FFTs. 
Eq. (5.3) is then used to create the metric tensor gpq on the £-space grid, and 
inversion of this matrix gives gpq, which is stored for future use. The determinant 
g given by g = <711022 — 9n  a s^o stored on a £-space grid3. Taking the logarithm 
and using a single inverse FFT to determine the set of coefficients [b ip jc  the 
geometric vector potential Ap can then be calculated using
= iGp[lng]GelG*. (5.13)
G
Again the sum over G is evaluated with two FFTs, and Ap is stored on a £-space 
grid.
One further coordinate-dependent quantity is needed in order to perform matrix- 
vector operations by FFTs, the set of derivatives | ^ .  These derivatives may be 
obtained conveniently from quantities already stored, as follows:
® ? = Y g*p<¥L. (5.14)
k=1
5.3.2 Generation of structure-dependent fixed quantities
Once the coordinate transformation and related quantities have been defined, it 
is possible to generate and store quantities related to the dielectric function on 
£-space grids. However, the use of GCCs introduces a complication in the way 
in which smoothing is applied, and this is discussed below.
3It is convenient at this point to check that g  >  0 at all points on the grid. If this condition 
is not satisfied, the coordinate transformation is not invertible.
84
The dielectric function n2 is first sampled on a fine FFT grid in £-space; as 
in the conventional plane-wave method, we use a fine grid of size «  8N  x 8N  
when the mode-solving calculation will be eventually carried out on an N  x N  
grid. For each point in £-space, the corresponding x-space point is found using 
the mapping given by Eq. (5.1) and the value of the dielectric function there is 
multiplied by g1^ 4 and stored on the uniform £-space grid4. One inverse FFT is 
taken to reciprocal space to obtain a set of plane-wave coefficients 71q stored on 
a fine grid.
At this point in the conventional formulation of the plane-wave method (see 
Sec. 3.2.3), smoothing is applied by the multiplication of the reciprocal-space 
components of the dielectric function by a Gaussian envelope. The convolution 
theorem ensures that this is equivalent to convolving the dielectric function with 
a Gaussian in real space, thereby smoothing the interfaces. The FWHM of this 
function can easily be chosen to give the required amount of smoothing. It is not 
necessary to perform the computationally-expensive convolution in real space 
explicitly5. In the GCC method, however, there is no simple way to perform 
Gaussian smoothing working in reciprocal-space only. Nevertheless, we wish to 
avoid performing a convolution in real space. Instead, we sample a Gaussian 
function G[x(£)] in real space on the fine uniform £-space grid, multiply by g1/4 
(as with the dielectric function), and take the inverse FFT to produce a set of 
coefficients in reciprocal-space. These coefficients axe then multiplied by the un­
smoothed coefficients nq to obtain coefficients of the smoothed structure. This 
does not give Gaussian smoothing, but it does provide control over the smooth­
ing width and allows an approximate equivalence to Gaussian smoothing to be 
obtained. This is discussed with reference to an example structure in Sec. 6.1.2.
Coefficients of [lnn2]G are also required. These coefficients are determined by first 
carrying out an FFT of the smoothed tiq coefficients to real space, multiplying by 
g~1/4 to obtain n2, and then taking the logarithm. The resulting representation 
of Inn2 is then multiplied by g1!4 and a single inverse FFT creates [lnn2]c. The 
coefficients satisfying the circular cutoff condition |G| < Gmax are selected for use
4The multiplication by g 1/ 4 arises from Eq. (5.8), from which it can be seen that the 
quantity described by the plane-wave expansion is ^1/4(x)n2(x). Therefore, in order to obtain 
plane-wave coefficients, it is necessary to calculate the inverse FFT of g  1/4(x)n2(x).
5A real-space convolution of two functions on N  x N  grids requires, in general, effort of 
0 ( N 4). Convolution with a narrow function can be carried out more quickly by imposing a 
finite spatial cutoff, but this is still slow compared with performing the convolution in reciprocal 
space.
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in the mode-solving calculation in the same way as in the conventional plane-wave 
method.
Although the reciprocal-space components tiq and [lnn2]c are needed in or­
der to generate a preconditioner (as described for the conventional method in 
Sec. 3.3.2), the required quantities appearing in Eqs. (5.11b) and (5.11c) are 
n2(£) and /(£ ) =  These must be generated from reciprocal-space compo­
nents on the coarse (size N  x N) FFT grid. As described previously, n2(£) can 
be obtained by a single FFT of tiq followed by pointwise multiplication in real 
space by g~^A.
To generate the gradient operator of Eq. (5.11b) may be used, with /(£) 
in Eq. (5.11b) replaced by unity and hl replaced by In n2. This gives:
d ln n 2
dxk
2
=  i Y ^  f  d2? ^ I ln "V  fit (Gp + *A>)ei(G'“GK. (5.15)
p=  1 J  G' ° X
Because the gradient quantity is required in real space, we take the Fourier trans­
form and rearrange to obtain
^ r ( S )  = i J 2 ^ k  f e Gp[lnn2]G,e,G S +  «A>lTPnn2lG'e i G • (5-16)
P = 1  \ G f G' I
The bracketed part of this equation is of a very similar form to Eq. (5.19) and 
the sums over G ' can be carried out using FFTs in the same way as described 
below. The multiplication by is carried out. pointwise in real space using the 
quantities evaluated as described in Sec. 5.3.1.
5.3.3 M atrix-vector operations by FFT
The application of the ‘Maxwell’ operator (corresponding to multiplication by 
M) is carried out in two parts in the conventional formulation: the differential 
operators are applied in reciprocal space, and the ‘potential’ multiplication in real 
space, as described in Sec. 3.2.3. In the GCC method, all operations make use of 
both spaces. The FFT-based method of evaluating all matrix-vector operations 
is given in this section.
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Laplacian operator
The V? operation on the component h% as given by Eq. (5.11a) is
2 C
[V?fc*]Q =  -  E  /  d2? (kP +  G P ~  iAp)cTe-iG-erq, (5.17)
p,q= 1
where we have introduced Tq:
A  =  E  +  G; +  (5.18)
G'
Noting that A q is stored on a real-space grid we can separate this equation into 
two sums over G':
Tl =  E ( fc« +  G^)ftU ' eiG' 4 +  iA < E  (5.19)
G' G'
and evaluate the sums as FFTs of (kq +  Gfq)h\^G, (one FFT for each of q =  1,2) 
and /iJc.G' (one FFT). The addition (and multiplication by iA q) is then carried 
out pointwise on real-space grids using the stored, fixed Aq. This results in two 
functions on real-space grids, T{ and T\. Next the sum over q in Eq. (5.17) is 
performed, again pointwise on real-space grids, giving:
2




[V?A‘]g  =  -  E  /  d2? (*r> +  Gv ~  iAp)Uipe~iG'i . (5.21)
p=  1 J
This equation can be rearranged, again noting that Ap is a quantity stored on a 
real-space grid, to give:
[Vt2*i]G =  - E ( ( fcJ> +  G>) / d2£e_iG£f7ipl + i  f  d \ e ~ iG^ ApUip- (5-22)
p = l   ^ J  J J  p = l
It is possible to perform the integrals in this expression by inverse FFTs. The first 
integral is the inverse Fourier transform of Uip and can therefore be calculated by 
two inverse FFTs, one for each of p =  1,2. The second integral may be evaluated 
by a single inverse FFT of the summed quantity ^2 APUW (after carrying out the
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sum pointwise in real space using the stored Ap). Finally, carrying out the sum 
over p involving the leftmost integral and combining the two integrated quantities 
in reciprocal space yields [V^h1]g.
In summary, the number of FFTs required to carry out this operation is 6:
5. Ul2 —► reciprocal space
6. XpApU * = A\Ul1 +  A 2Ul2 —♦ reciprocal space.
As hx and hy components must be evaluated separately, the total number of 
FFTs needed is 12. This should be compared to the 5 needed in the conventional 
formulation of the plane-wave method (see Sec. 3.2.3); it represents an increased 
cost of using the GCC method compared to the conventional method. The com­
putational cost of the GCC method is discussed in more detail in Sec. 6.2.3.
Gradient operator
The gradient operation is given by Eq. (5.11b), and can be written as
the action of the Laplacian operator, and defined in Eq. (5.19). Carrying out 
the sum over p and performing the multiplication pointwise in real space gives 
another quantity Wj:
1. hlk G, —► real space
2. (ki +  G'^h^Qt —► real space
3. (k2 +  Gy/ifco/ —► real space
4. Ul1 —► reciprocal space




and the desired gradient operation is then
J  a 2swj (5.25)
which can be evaluated by inverse FFT. Reference to Eq. (5.10) indicates that 
there are 4 combinations of f{ £ ) ,i  and j  required. However, the inverse FFTs to 
reciprocal space needed in Eq. (5.25) can be carried out by adding the relevant 
integrand to the second term of Eq. (5.22) while evaluating the Laplacian. The 
gradient terms can therefore be calculated without any additional FFTs.
‘P o ten tia l’ opera to r
The ‘potential’ operation is given by Eq. (5.11c):
The sum over G ' is carried out by a single FFT, but has already been evaluated 
as the second term of Eq. (5.19). Multiplication by ra2(£) is then carried out 
pointwise and the integral is performed by an inverse FFT. Again, this can be 
combined into the second term of Eq. (5.22) so no additional FFTs are needed.
5.4 Adaptive coordinate generation
The description of the fixed-frequency plane-wave method in GCCs in the pre­
ceding sections has been given for arbitrary coordinate transformations. In this 
section a general way to create mappings based on a given dielectric function is
No approximations are made in Sec. 5.2. It is therefore possible to choose any
calculation [96,97,99—101]. This creates a total energy functional that depends on 
the coordinate mapping as well as the plane-wave coefficients, and by performing
(5.26)
presented.
convenient mapping between x and £ and the results obtained by the plane-wave 
method in GCCs will be exact (subject to plane-wave convergence).
The original method used by Gygi (and later developed by other authors) consid­
ered the coordinate transformation as a variational parameter in the plane-wave
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a minimisation with respect to both sets of coefficients the convergence of the 
plane-wave method is enhanced. Similar methods are popular in the mathemat­
ics community to study systems where large solution variations occur over spatial 
scales that evolve rapidly in time, particularly ‘blowup’ solutions of nonlinear par­
tial differential equations; these methods are generally known as ‘moving mesh’ 
methods [102,103].
A different, simpler, approach has also been used, which involves choosing a fixed 
coordinate transformation before beginning the plane-wave variational minimisa­
tion [104-106]. In Ref. 104, for example, the following transformation was used:
£ = x  +  ^ ( x - X a) /a ( |x - X a |), (5.27)
a
where Xa is the position of atom a  and the sum is over all atoms in the unit cell. 
The function / a (r) is a positive and rapidly-decaying function chosen to give the 
desired enhancement in spatial resolution at atom a. The principal disadvantage 
of this method is that Eq. (5.27) provides £(x) (because the positions of atoms 
are known and fixed only in x  coordinates), but ultimately we require instead 
x(£) so that the x-coordinates of the sampling points on the uniform £-space grid 
may be found. This requires inverting the coordinate transformation.
Fixing the coordinate transformation seems to be inherently more suitable for 
PCF, where there is no explicit time-dependence in the governing differential 
equation and it is reasonably obvious in advance which regions of a structure 
are likely to benefit from a greater spatial resolution. However, the method for 
electronic structure calculations described above increases the sampling density 
at discrete points in space (i.e. around atoms) rather than at interfaces. Instead, a 
method that can create transformations that increase the sampling density in the 
direction perpendicular to dielectric interfaces is needed. The ‘fictitious energy’ 
method described in the next section has been developed as a means to do this.
5.4.1 Fictitious energy m ethod
One method to generate an adaptive coordinate transformation is to define and 
then minimise a ‘fictitious energy’ functional with respect to the transformation, 
including terms in the energy that favour a transformation of the form required. 
In order to increase the number of grid points at the dielectric interfaces, we
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define an ‘interface energy’ E\ as
£i[x(£)] =  ~ J |Vtn2(x({))| (5.28)
Mapping the uniformly-spaced £-space grid points onto regions of x-space con-
were to be used alone to define the energy, the lowest-energy configuration would
mation would not be invertible, and would be likely to lead to poor plane-wave 
convergence because the regions of the structure not at dielectric interfaces would 
be poorly represented. It is therefore useful to add an additional term to the 
fictitious energy that increases the energy whenever the grid points are moved 
closer together or further apart. One method to do this, as implemented by Gygi 
(though for control of grid distortion during a calculation, rather than in static 
grid generation), is to define an ‘elastic’ energy Ee by analogy with elasticity 
theory [97].
The coordinate transformation between £ and x can be identified as a ‘material’ 
distortion if the grid points are considered as particles in a solid. The uniformly- 
spaced points in £-space represent the undeformed solid, and the non-uniformly- 
spaced particles in x  space represent a deformation. This deformation can be 
described as a strain, and in elasticity theory it is usual to define the ‘Cauchy 
deformation tensor’ for the strain as [107]:
which is identical to the definition of the inverse metric tensor gpq (see Eq. (B.13)). 
Because any energy associated with this strain must be invariant under rotation 
and translation, it may depend only on the principal invariants of the deformation 
tensor [107,108]. Of these, Gygi considered det gtj, which is associated with 
isotropic compression, and trgv, which is associated with shear [97]. In practice 
we find that the compression term alone is sufficient to control the deformation, 
and we define the ‘elastic’ energy to be:
taining large |Vn2| (i.e. dielectric interfaces) reduces E\. However, if this term
be with all grid points mapped onto the interfaces. In general such a transfor-
(5.29)
(5.30)
where fi is a parameter chosen to determine the relative influence of the ‘elastic’
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energy and the ‘interface’ energy defined by Eq. (5.28). This association be­
tween det and compression is reasonable given that d2x = g1/2d2£; the quan­
tity detg^  =  1/g is related to the local change in the area element when the 
grid is distorted. In Appendix C it is shown that the elastic energy as defined 
is stationary when the grid is undistorted (i.e. £ =  x), and we find numerically 
that the stationary point is a minimum.
The introduction of an ‘elastic’ energy has two useful effects. Firstly, it gives 
control over the level of distortion and prevents grid points from becoming ex­
cessively close at the dielectric interfaces relative to elsewhere. Secondly, because 
det gpq = 1/g, it becomes increasingly unfavourable to reduce g as g —► 0 and this 
guarantees that the transformation remains invertible. This is discussed further 
in Sec. 5.4.2 below.
The total fictitious energy associated with the coordinate transformation is given 
by:
E[x(£)] =  E i + Ee (5.31a)
= J  d2£ ( -  |Vtn2(x(£))| + V det gpq) . (5.31b)
Note, however, that this choice for the fictitious energy is not unique. Any choice
of Ei that gives an increase in energy when grid points are moved closer to di­
electric interfaces would be suitable, and any function of any of the principal 
invariants of g1^ (provided that it is minimised by an undistorted grid and in­
creases with distortion) could form a suitable ‘elastic’ energy. However, we have 
achieved good results using Eq. (5.31b), as will be discussed in Chapter 6.
Methods to create the coordinate transformation by minimising the fictitious 
energy are discussed in the next section.
5.4.2 Im plem entation of the fictitious energy m ethod
The transformation between £ and x  is defined by Eq. .(5.1) together with a finite 
circular cutoff for the coefficients such that |G| < GP^ T h i s  cutoff is chosen to 
be as small as possible whilst giving grids with the required characteristics, and 
is discussed further in Sec. 6.1.1. If Nx G-vectors satisfy the cutoff condition,
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then locating the minimum in the fictitious energy becomes an 2TVx-dimensional 
minimisation problem6.
Many methods exist to solve minimisation problems, and in general the choice of 
method is constrained by the available information: if partial derivatives of the 
function to be minimised (i.e. its gradient) are available and can be calculated 
quickly, then usually a method that uses this information will be faster and more 
efficient than one that uses only evaluations of the function without derivatives 
[76]7. In the case of the fictitious energy method presented here, the calculation 
of derivatives can be carried out easily using FFTs (see below) and we therefore 
choose a method that uses them.
The most efficient minimisation methods that use derivative information fall into 
two categories: conjugate gradient methods and variable metric methods. Con­
jugate gradient methods axe common in plane-wave electronic structure calcu­
lations [72] and axe also used by the fixed-wavevector plane-wave method in 
photonics (see Ref. 68 and Sec. 3.2.1). They axe especially attractive when the 
number of dimensions is large because the required storage for an TV-dimensional 
minimisation is O(TV). Variable metric methods instead require 0(TV2) storage 
but in some cases axe more efficient [76]. We have successfully implemented the 
Broyden-Fletcher-Goldfarb-Shanno (BFGS) variable metric algorithm.
The BFGS algorithm takes a starting vector of 2TVX variables (the Xq coefficients) 
and makes ‘downhill’ steps in order to reach the nearest local minimum of E. 
In practice, the local minimum generally corresponds to the desired coordinate 
transformation provided a sufficiently laxge smoothing (as discussed below) is 
used. An obvious choice of starting vector is xq  =  0 because this corresponds to 
an invertible transformation (with g = 1 everywhere). The form of the fictitious 
energy functional with its 1/g ‘penalty’ term (the elastic energy) ensures that 
small downhill steps away from an invertible transformation will create a new 
transformation that remains invertible.
The BFGS minimiser calculates new downhill steps by providing the vector of
6The factor of 2 here is a result of having Xq and Xq coefficients.
7 Typically, an TV-dimensional minimisation using a method utilising gradients must perform 
O ( N )  one-dimensional minimisations, whereas a method that does not use gradients must 
perform 0(TV2) minimisations. This is especially important when TV is large, as discussed in 
Sec. 6.2.1.
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Xq components (the current estimate of the location of the minimum) and then 
taking as input the fictitious energy (a single scalar quantity) and its gradient, 
which is a vector of length 2NX whose components are given by
l | =  / d’e (_  lVt"2l + »detsM) ■ (5-32)
In Appendix C a derivation is given of the following expression, which can be 
used in practice to obtain the components of the gradient:
The next sections describe the way in which E  and its gradient, and the fixed 
quantities needed in order to determine them, are calculated.
Calculation of dielectric function and related quantities
Quantities relating to n2 in Eqs. (5.31b) and (5.33) are fixed and can be calculated 
once and stored on a uniform x-space grid (as in the conventional plane-wave 
method) before the minimisation begins8. First, n2 is sampled on a fine real- 
space FFT grid and transformed to reciprocal space. This FFT grid is chosen to 
be larger than that used in the minimisation itself, to reduce errors introduced 
by interpolation (see below). The dielectric function is then smoothed with a 
smoothing FWHM of Tx by multiplication by a Gaussian envelope in the same 
way as described in Sec. 3.2.3 for the plane-wave method. However, the smoothing 
used here is not related to the smoothing used in the plane-wave eigenmode 
calculation. It is instead applied to the dielectric function for two reasons. Firstly, 
it ensures that there is a gradual transition of the coordinate transformation 
between regions of the structure with interfaces and the remainder of the unit 
cell. Secondly, smoothing the sharp features of |Vtn2| allows faster convergence of 
the minimisation and prevents the minimiser from locating spurious local minima 
in the sharp features. The smoothing widths T used for accurate mode-solving 
are typically much smaller than those used here for adaptive grid generation.
Having performed the smoothing in reciprocal space, it is then possible to calcu­
late the reciprocal-space components of by multiplication by iGp. Two FFTs
8Note that it is not possible to use a £-space grid until the coordinate transformation 
between x  and £ is defined.
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transform these quantities to real space, where |Vtn2| is calculated as follows:
|Vtn2| (x) =  <
1/2
(5.34)
The gradient | Vtn2| is then stored on this fine x-space grid for use in the minimi­
sation as described below. As it is not a function of the coordinate transformation 
and depends only on the original dielectric structure, it can be calculated only 
once and then stored before the minimisation is carried out.
C alculation of fictitious energy
The fictitious energy is required by the BFGS algorithm and can be calculated 
from Eq. (5.31b) for a given set of transformation coefficients xq . First, Eq. (5.1) 
is used to determine the real-space transformation:
zp(£) =  ? ' +  53® G exp(iG -$). (5.35)
G
The quantities (xp — £p) are evaluated by taking one FFT for each of the vector 
components of the xq  (i.e. two FFTs). The size of the FFT grid for these and 
subsequent FFTs used in grid generation must be large enough to contain all 
of the components satisfying |G| < and also to give enough real-space
points to sample |Vtn2| accurately (i.e. of size N  >  1/TX). Because G^ax < Gmax 
and Tx > T (the quantities without the superscript x being those used in the 
eigenmode calculation), it is always sufficient to use an FFT grid of the same size 
as that used in eigenmode determination.
For every point on the f-space grid, the corresponding x-coordinate is determined 
by FFT as described. In general, this does not correspond to a grid point on the x 
grid, and therefore |Vtn2| must be determined by interpolation. Any given point 
on the x grid is bounded by a triangle whose three corners are the nearest points 
at which |Vtn2| is stored, and linear interpolation is used to provide the unknown 
value rapidly. Note that in the course of carrying out linear interpolation, the 
gradient aIJ^2l is calculated and this can be stored for use in calculating the 
gradient functions as described in the next section.
Calculation of the metric tensor gpq and its determinant has been described in
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Sec. 5.3.1, and g is stored on a £-space grid. To evaluate the ‘elastic’ component 
of the fictitious energy (the second term of Eq. (5.31b)), 1/g is summed pointwise 
over the entire grid and multiplied by p.
C alculation of gradient
From the set of coefficients the mapping x(£) can be obtained as described 
above. Using this, for every point on the £-space grid, the corresponding x point 
is known and the value of ^ | V tn2| is also known because it was calculated pre­
viously as part of the linear interpolation for |Vtn2|. The entire set of derivatives 
of Ei is then given using Eq. (5.33) by a single inverse FFT to reciprocal space 
for each of p =  1,2:
i t - - / , i , £ ( < & | v ' n ' | ) e' ° < ' < s 3 a )
The, gradient of the elastic energy can also be calculated by FFT. Sec. 5.3.1 
describes how the derivatives ^  and the determinant g are obtained. On the 
real-space £ grid the following quantity is calculated:
1 -  /J'T’P
(5-37)
and the gradient of the elastic energy is then given by
^  =  -2 /d  Y , G r J  d2? ^ e iG«, (5.38)
where the integrals can be computed by four FFTs (for p ,r  =  1,2) and the 
multiplication by Gr is carried out in reciprocal space. As with the interface 
energy, the FFTs provide all components of simultaneously.
All of the information required by the BFGS minimisation algorithm is contained 
within Sec. 5.4.2. In order to generate adaptive grids using the fictitious energy 
method, it remains only to choose G J^  to set the number of xq coefficients that 
are allowed to vary. The choice of G J^  is discussed with reference to example 
structures in Chapter 6.
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5.4.3 Characterisation of adaptive grids
It was shown in Chapter 4 that plane-wave convergence can be expected only 
when the number of sampling points at dielectric interfaces is Ni > 1. Extending 
this ‘convergence in principle’ argument to 2D, we can expect plane-wave conver­
gence only when the number of sampling points in the direction perpendicular to 
dielectric interfaces is Ni > 1. It is therefore useful to know how Ni is changed 
by a particular coordinate transformation.
The method used by Gygi to define a local (position-dependent) effective plane- 
wave cutoff was to use the Jacobian for the transformation [97]. In terms of the 
number of real-space sampling points, we can use the transformation expression 
d2x  =  p1/2d2£ to determine that the local density of sampling points per unit area 
on the x grid is increased by a factor of p-1/2(x) relative to a uniform grid with 
the same number of sampling points.
The use of g to determine a local effective cutoff was suitable for the electronic 
structure work of Gygi, but in the case of adaptive grids for PCF it is necessary 
instead to find the increase in the number of sampling points in a given direction 
(i.e. perpendicular to dielectric interfaces). This can be done by treating the 
coordinate transformation as a spatial deformation of particles in a solid, as 
described in Sec. 5.4.1, and using established results from the field of continuum 
mechanics.
The ratio of lengths of a distorted and undistorted line element along a unit vector 
n(x) =  (n1, n2) is a quantity known as the ‘stretch ratio’ An, and is determined 
from the Cauchy deformation tensor (defined by Eq. (5.29) and identical to g^) 
by [107]:
i 2
_  =  Cvqnvnq. (5.39)
“ 'P,q=i
The quantity of interest when considering plane-wave convergence is the spacing 
of grid points in a specific direction n, which is related to the stretch ratio in 
that direction by Ax& = AnAx^, where is the undistorted spacing of grid 
points in the same direction. In particular, we require the spacing of grid points 
in the direction perpendicular to the dielectric interfaces. The perpendicular unit
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vector is given by
(5.40)
and therefore the spacing of grid points in that direction is given by
dn2 dn2 (5.41)
Because and |Vtn2| are both calculated as part of the minimisation process
(see Eq. (5.34)), this quantity can be easily obtained for the final calculated 
distortion and used to characterise the grid. In Chapter 6, grids are shown and 
characterised by the quantity N\ =  N®/Ax±, which relates Ni to its value N® 
when sampled on an undistorted grid.
In general, Ni varies both parallel and perpendicular to any interface and it is 
necessary to take an average of Ni including only sampling points in the unit 
cell that are considered to be at an interface. The simplest way to do this is 
to define a point as being at an interface if |Vtn2| > a  for some tolerance a. 
The maximum value of |Vtn2| is «  2[n2(max) — n2(min)]/Tx for a sharp interface 
between n2(max) and n2(min). We arbitrarily take a  to be 5% of this maximum. 
However, it should be noted that the calculated iVj does depend on this toler­
ance. Although they provide a useful way to compare different grids, the values 
presented in Chapter 6 can only be considered approximate9.
5.5 Conclusions
The results of Chapter 4 suggest that the convergence of the fixed-frequency 
plane-wave method is dependent on the number of real-space sampling points in 
the regions of a structure corresponding to the sharp interfaces in the dielectric 
function. It therefore follows that any method that can increase the number of 
sampling points at interfaces should improve plane-wave convergence. However, 
in the conventional formulation of the plane-wave method, this can be achieved 
only by either increasing the level of smoothing applied to the dielectric function 
(which perturbs (5 values), or increasing the size of FFT grids (which requires
9A more accurate value of N \ ,  though still approximate, would be found by using T  rather 
than r x in the definition of a .  However, this introduces an additional complication because 
Ax_l is then dependent on the eigensolver smoothing width rather than being an independent 
property of the adaptive coordinate grid.
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more memory and time to perform the calculation). In this chapter, a method 
has been developed to give position-dependent control over the density of sampling 
points, and therefore allow the number of grid points to be increased at dielectric 
interfaces without increasing either the smoothing width or the FFT grid size.
The reformulation of the fixed-frequency plane-wave method presented in this 
chapter shares some similarities with the conventional method outlined in Chap­
ter 3. Like the conventional method, it places no restrictions on the geometry of 
the repeating unit cell; it can handle material dispersion and complex dielectric 
constants; it uses an iterative eigensolver and iterative linear solver in combi­
nation to extract interior eigenvalues efficiently; and—most importantly—it also 
uses FFTs to perform matrix-vector operations and is therefore capable of per­
forming calculations rapidly.
Also presented in this chapter is a method for the generation of adaptive grids for 
use with the plane-wave method in curvilinear coordinates. This novel method of 
grid generation based on minimising a fictitious energy functional creates a system 
of curvilinear coordinates specifically for use with a given dielectric function, 
and therefore allows the selective increase in the sampling density of grid points 
at dielectric interfaces that should enhance the convergence of the plane-wave 
method. A method of characterising adaptive grids and determining the increase 
in the number of grid points at dielectric interfaces has also been described.
The following chapter demonstrates the use of the fictitious energy method for 
grid generation both for single unit cells of PCF cladding and also for supercells. 
The enhancement of plane-wave convergence brought about by using the plane- 




Applications of the plane-wave 
method in curvilinear coordinates
The previous chapter contained a description of the reformulation of the fixed- 
frequency plane-wave method in generalised curvilinear coordinates, and pre­
sented a method for the generation of adaptive grids based on the idea of a 
fictitious energy functional. In this chapter, results axe first presented demon­
strating the generation of grids adapted for PCF cladding structures, i.e. single 
unit cells. The enhanced convergence behaviour of the plane-wave method in 
GCCs when using these grids is then shown and compared to that of the con­
ventional formulation of the fixed-frequency plane-wave method. The generation 
of adaptive grids for supercell calculations is then demonstrated using a realis­
tic hollow-core PCF structure as an example. The performances of the GCC 
and conventional plane-wave methods are also compared for this structure. The 
problem of increased computational effort arising when using the GCC method 
to solve for the eigenmodes of supercells is then discussed.
6.1 Application to  PCF cladding structure
In order to test the plane-wave method in GCCs and demonstrate its associated 
improvement relative to the conventional formulation of the plane-wave method, 
it is convenient to study a PCF cladding structure for which exact numerical 
results are readily available. We therefore choose to use an array of circular holes
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Figure 6.1: PCF cladding structure of a triangular array of circular air holes 
(shown in white) in glass (black). The circles are of radius 0.45A where A is the 
pitch of the lattice. The unit cell is marked by dashed lines.
in glass, which forms a semi-realistic structure for a PCF cladding but has modes 
that can be obtained easily using an exact method.
The test system used in this section is a triangular array of circular air holes with 
refractive index n =  1 embedded in a glass of n =  1.5. The air holes have a radius 
of 0.45A, where A is the lattice pitch; this corresponds to an air-filling fraction of 
73%, and creates a perfectly periodic PCF cladding structure. A typical value of 
koA =  10 is chosen, together with (for simplicity) Bloch wavevector k = 0. The 
PCF cladding structure is shown in Fig. 6.1.
The following sections describe the steps taken to use the plane-wave method 
in GCCs to determine the eigenmodes of the test structure, beginning with the 
generation of a suitable adaptive grid.
6.1.1 Adaptive grid generation
In order to generate an adaptive grid using the method of Sec. 5.4.1, it is first 
necessary to choose a level of Gaussian smoothing for the dielectric structure. 
Note that this is only for the grid generation; it is independent of that used in 
the eigenmode determination, as discussed in Sec. 5.4.2. The resulting grid tends 
to be relatively independent of the choice of smoothing width Tx, but increasing 
it tends to increase the rate of convergence of the BFGS minimisation.
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It is also necessary to choose an appropriate cutoff for the reciprocal-space 
components of the coordinate transformation xq. Increasing this cutoff generally 
lowers the minimum of the fictitious energy because it increases the number of 
degrees of freedom in the coordinate transformation, allowing the grid to adapt 
more freely. However, it also increases the amount of effort required to perform 
the minimisation. To reduce this effort as much as possible, we choose to en­
force the full P6mm symmetry of the dielectric function. The components of 
xq  axe thus constrained such that of the total of 19 xq  components and 19 Xq 
components of the first three reciprocal-space ‘stars’, there are only 3 indepen­
dent variables. Sec. D.2 of Appendix D gives details of this procedure. For this 
structure, 3 independent variables are sufficient to obtain a good adaptive grid; 
in general, calculation of Nj (by the method described in Sec. 5.4.3) together 
with visual inspection of the sampling grid using plots such as those of Fig. 6.2 
is sufficient to determine whether enough variables have been used.
The smoothing width used to create |Vtn2| was Tx =  0.03A, and the fine grid 
of |Vtn2| (in undistorted x-space) was of dimension 512 x 512. The FFT grid 
size used for the grid generation presented in this section was 128 x 128. The 
generated grids are relatively independent of all of these quantities provided the 
conditions on the FFT grid size in Sec. 5.4.2 are met. Convergence of the BFGS 
minimiser tends to be enhanced by using large fine grids for |Vtn2|, but this 
is ultimately limited by available storage and the time required to perform the 
FFTs on large grids.
Sec. 5.4.1 described the use of an ‘elastic’ energy to control the level of distortion 
of a coordinate transformation. The grids plotted in Fig. 6.2 show the effect 
of the compression energy parameter ji on the grids produced by the fictitious 
energy method. Each grid typically required «  10 BFGS iterations (i.e. «  10 
one-dimensional line minimisations) to locate the fictitious energy minimum; the 
total time taken was approximately 1 second on a desktop PC. Also given is the 
enhancement (relative to an undistorted grid, of the type used in the conven­
tional formulation of the plane-wave method) of the number of grid points in the 
direction perpendicular to the dielectric interfaces, calculated using the method 
described in Sec. 5.4.3.
Fig. 6.2 shows clearly the effect on the resulting grid of changing fi. The larger 









(a) fi =  0.4, N i «  1.31V? (b) n  =  0.3, N i »  2.3iVj°
(c) [i =  0.2, iVi «  3.77V? (d) n  =  0.1, N i «  4.77V?
Figure 6.2: Grids of real-space sampling points generated for an array of circular 
air holes in glass (see Fig. 6.1) smoothed with FWHM Tx =  0.03A. The grids 
shown were calculated on an FFT grid of size 128 x 128, with every fourth point 
plotted to give a grid of 32 x 32. The approximate number of points in the 
dielectric interface regions perpendicular to the interfaces is given relative to 
that of the undistorted grid, TV?.
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[i —► oo, the amount of grid distortion must tend to zero. Smaller values of fi 
allow the grid to distort more, and as n  is decreased the increase in the number 
of grid points at the dielectric interfaces is visible.
Another effect visible in Fig. 6.2 is an increase in the number of grid points in the 
regions of the structure containing glass. The fictitious energy functional does not 
explicitly favour increasing the number of points in the glass regions, because the 
only term involving the dielectric function in the fictitious energy is the interface 
term, a function of |Vtn2| and not n2 explicitly. Instead, the observed increase of 
grid points in glass is a consequence of the trade-off between interface energy and 
elastic energy. If the grid were to have a similar density of grid points in glass 
and air, the observed results suggest that an increase in the density of points at 
interfaces must cause a large increase in elastic energy.
6.1.2 D ielectric sm oothing in the GCC m ethod
Once a suitable coordinate grid for a calculation has been created, it is necessary 
to generate the structure-dependent fixed quantities that are needed by the mode- 
solving calculation. These are n2, Inn2 and the method of generating them 
was discussed in Sec. 5.3.2.
As in the conventional plane-wave method, the generation of structure-dependent 
fixed quantities in the GCC method involves application of smoothing. Details of 
how this is done were given in Sec. 5.3.2 but it is useful here to show the difference 
between exact Gaussian smoothing and the smoothing used in the GCC method 
with reference to the test structure. An interface smoothed with each method is 
shown for comparison in Fig. 6.3; the best match between the two smoothings 
has been determined by eye.
In general, it is desirable to perform calculations with a level of smoothing chosen 
such that it introduces negligible error into the results relative to an unsmoothed 
interface. Provided the width of smoothing can be controlled, it should always 
be possible to choose a width sufficiently narrow to obtain useful results. In this 
limit, when the smoothing error is small, the specific functional form of dielec­
tric interfaces is unimportant. However, the inability to perform exact Gaussian 
smoothing makes it more difficult to make an exact comparison between the re­
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Figure 6.3: Smoothed dielectric function of the test system described in Sec. 6.1 
plotted in a direction normal to the dielectric interface. The radius r =  |x| is 
measured from the centre of the hole along the line from x = 0 to x = Ri + R 2.
The calculations presented in the remainder of this chapter give a comparison 
between the conventional plane-wave method and the GCC method, and in these 
cases the smoothing has been matched as well as possible (as in Fig. 6.3). All 
smoothing widths for the GCC method are given as ‘approximate Gaussian equiv­
alent’ widths.
6.1.3 Plane-wave calculations
The aim of the reformulation of the plane-wave method in GCCs is to provide an 
increase in the number of real-space sampling points at dielectric interfaces for 
a given FFT grid size. This should manifest itself as enhanced convergence be­
haviour, i.e., it should be possible to obtain converged results using smaller basis 
set sizes than with the conventional plane-wave method. In order to demonstrate 
this, we calculate the eight distinct highest-/? modes of the test system previously 
described using the fi =  0.1 coordinate grid (as shown in Fig. 6.2d), and observe 
the convergence of these modes with respect to the size of the FFT grid when a 
range of different smoothing widths are applied. In Fig. 6.4 we plot the calculated 
values of /3A as a function of the FFT grid size, using three different Gaussian 
smoothing widths and two smoothings (whose approximate equivalent Gaussian 
widths are given) for GCC calculations.
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Figure 6.4: Convergence of the 8 highest-/? modes of the test system of Sec. 6.1 as 
FFT grid size is increased. In each plot the solid horizontal line is the result from 
an exact (unsmoothed) method correct to 4 d.p. [109,110], the dashed lines show 
convergence of the conventional method, and the mixed dot/dash lines show the 
GCC results. The Gaussian smoothing widths for the conventional results are (in 
order of increasing dash length) 10~3A, 6 x 10_3A and 10_2A. The approximate 
equivalent widths for the GCC curves are (again in order of increasing dash 
length) 10-3A and 2.5 x 10-3A. Inset figures show Poynting vector magnitude 
(large in black regions). The modes at (5A =  12.2654, 11.0734, 9.0329, 8.0086, 
and 7.7931 are degenerate pairs; only one of each pair is shown.
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cantly more quickly with respect to the basis set size than those produced by the 
conventional method. It is not clear why the GCC /3 values should converge from 
below the correct value while those from the conventional plane-wave method 
converge from above, but this is not a general property: in ID, for example, the 
/3 values for glass in the conventional method tend instead to converge from below 
(see, e.g., Fig. 4.8 on page 70), and metals tend to converge from above (see, e.g., 
Fig. 4.11 on page 73). Figs. 6.11-6.14 later in this chapter show GCC 0  values 
converging from either above or below depending on the level of grid distortion.
Comparison of the two curves representing the smallest smoothing widths shown 
in Fig. 6.4, both of which represent T =  10-3A, makes the enhanced convergence 
behaviour of the GCC method particularly clear. For all of the modes shown, the 
GCC results are converged at an FFT size of «  48, whereas for some modes the 
results of the conventional plane-wave method do not appear to have converged 
even at an FFT size of 128.
Because the GCC method converges more rapidly, it is possible to use narrower 
smoothing widths with the method while retaining plane-wave convergence. Con­
sequently, the set of 0  values from the GCC method are consistently closer than 
those of the conventional method to the exact (unsmoothed) values, which have 
been calculated by a KKR-based method [109,110]. It is worthwhile to note that 
the systematic error introduced by smoothing, while remaining of the same order 
of magnitude, tends to vary considerably between modes. The most smoothed 
conventional-method curve for 0A = 9.0148 is not visible on the scale shown: it 
reaches 9.0529 at FFT size 128. This uncertainty in the accuracy of results can 
be resolved only by using smaller smoothing widths throughout, demonstrating 
a major advantage of the GCC method.
The improvement in convergence behaviour due to the use of GCCs can be un­
derstood in terms of the ‘convergence in principle’ (CIP) arguments developed in 
Chapter 4, although it is important to note that these are intended to be qual­
itative and do not necessarily hold quantitatively in 2D. As the FFT grid size 
is increased, the density of real-space grid points increases; only when our CIP 
criterion of having at least one real-space sampling point in the interface region 
(i.e. Nj > 1) is met can we expect to see convergence of 0  values. Because the 
grid used for the GCC calculations had Ni «  4.7A^°, convergence can be expected 
for these calculations at FFT grid sizes that are smaller than a similarly-sized
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conventional grid by a factor of «  5. This is consistent with the observation 
that the GCC results in Fig. 6.4 are converged but those of the conventional 
plane-wave method are not, although there is no exact quantitative agreement 
between the apparently-converged FFT grid sizes and ‘convergence in principle’. 
Given the approximate nature of the CIP criterion (particularly when applied 
to 2D calculations), and the uncertainty inherent in defining Ni (as discussed in 
Sec. 5.4.3), this is not unexpected. However, the general principle remains valid 
and the improvement brought about by GCCs is clear from Fig. 6.4.
6.2 Application to  supercell calculations
The methods developed in Chapter 5 (both the reformulation of the plane-wave 
method in GCCs and the ‘fictitious energy’ method of adaptive grid generation) 
are equally applicable to calculations involving supercells as to those for sin­
gle unit cells. Exact results are less readily available, but it is still possible to 
make a direct comparison between the conventional formulation of the plane-wave 
method and the reformulation in GCCs.
The test system used to study the GCC method is a cladding consisting of a 
triangular array of rounded hexagonal air holes in a background of refractive 
index n = 1.5, with a 7-cell core chosen to be typical of air-silica hollow-core PCF. 
The details of the cladding structure are shown in Fig. 6.5, and those of the core 
are shown in Fig. 6.6. We use an 8 x 8 supercell as shown in Fig. 6.7. Although 
the calculations presented here are a demonstration of the GCC method, the 
structure used is realistic and relevant to real PCF structures. Fig. 1.1b on 
page 13 and Fig. 7.3a on page 130 show real air-silica hollow-core PCF structures 
for comparison.
The next sections describe the generation of a suitable adaptive grid for the 
supercell calculations and then compare the results obtained with those from the 
conventional plane-wave method.
6.2.1 Adaptive grid generation
The generation of adaptive grids for supercells does not differ in principle from 
that for single unit cells; the procedure described for single cells in Sec. 6.1.1 is
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/Figure 6.5: Cladding design for test system of air-silica PCF using circles and 
rectangles, similar to that of Ref. 111. Silica regions are shown in grey, and the 
unit cell (pitch A) is marked in a thicker line. The structure is constructed by 
starting with a silica unit cell and then placing the air rectangles, then adding 
the circles whose radii and centres are chosen to make the gradient continuous 
where they touch the rectangles. The adjustable parameters are the lengths I and 
t ; these determine respectively the thickness of struts in the cladding (given by 
(A — /)) and the ‘roundedness’ of the hexagons. Decreasing t makes the structure 
more rounded. For the test system, I = 0.97A (i.e. strut thickness 0.03A) and 
t = 0.2309A; the resulting structure has an air-filling fraction of 91%.
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9Figure 6.6: Core design for a test system of air-silica PCF using circles and 
hexagons. Only  ^ of the design is shown; the remainder can be obtained by 
applying rotational symmetry. An air circle of radius r =  3A/2 is first placed 
at the centre of the supercell comprising cladding unit cells (as marked), and 
the core wall is then constructed by superimposing three silica rectangles of the 
desired width. The core wall width shown (and used for the test structure) is 
0.03A.
I l l
Figure 6.7: Test system for supercell calculations. The cladding consists of 
rounded hexagonal air holes (n =  1) in a glass background (n =  1.5) giving 
an air-filling fraction of 91%, and a 7-cell air core. Details of the cladding and 
core are given in Figs. 6.5 and 6.6.
unchanged. In order to generate a grid, it is necessary first to choose a value of the 
compression parameter fi that results in a grid with the appropriate enhancement 
of sampling point density at the dielectric interfaces. To demonstrate the effect on 
the rounded hexagon structure of changing /x, we show in Fig. 6.8 a set of PCF 
cladding grids calculated for a range of values of fi. These grids are not used 
in practice for supercell calculations, but they are shown here for illustrative 
purposes and because it is convenient to determine appropriate values of fi using 
rapid single cell calculations before performing slower supercell grid generations. 
Each grid was created by applying P6mm symmetry as described in Sec. D.2 and 
minimising 6 independent variables1.
Supercell grids can be generated in the same way as single cell grids, and using 
the same values of /x for supercells and single cells tends to produce grids with a 
similar level of distortion. In order to describe the greater complexity of supercell 
structures, however, a greater number of x q coefficients is needed. As a result, 
the number of variables in the minimisation generating the grid is larger. Typi-
1Only 3 variables were used for the structure with circular holes in Sec. 6.1.1, but this pro­
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(c) fi =  0.20, N i  »  3.17V?
(b) /i =  0.45, TV, s» 1.87V,0
(d) n  =  0.10, N i  »  4.47V?
Figure 6.8: Grids of real-space sampling points generated for an array of rounded 
hexagonal air holes in glass (the cladding of Fig. 6.7; also shown magnified in 
Fig. 2.1 on page 34) smoothed with FWHM Tx =  0.03A (as for the grids in 
Sec. 6.1.1). The grids shown were calculated on an FFT grid of size 128 x 128, 
with every fourth point plotted to give a grid of 32 x 32. The approximate number 
of points in the dielectric interface regions perpendicular to the interfaces is given 
relative to that of the undistorted grid, AT?.
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cally 100-300 variables are required; using too few produces grids that are poorly- 
adapted to the structure2. It is essential to use an efficient minimisation method, 
i.e. a method making use of calculated gradients (as discussed in Sec. 5.4.2), when 
the number of variables is of this order. This is demonstrated by the rate of con­
vergence of the BFGS algorithm, which for 200 variables requires only «  350 
iterations.
To illustrate an adaptive grid created for a supercell structure, Fig. 6.9 shows 
the grid created with compression parameter fi — 0.2 for the supercell of Fig. 6.7. 
200 variables were used in the minimisation and, as with the single unit cells, 
P6mm symmetry was applied in order to reduce the computational effort. The 
FFT grid used for the minimisation was of size 512 x 512, and that for |Vtn2| 
was of size 1024 x 1024. The total time taken on a desktop PC was «  15 min.
The following section describes the improvements in plane-wave convergence 
brought about by using the GCC method.
6.2.2 Plane-wave calculations
Before demonstrating the use of the GCC method, it is helpful to know the po­
sition of bandgaps in the PCF cladding and also the mode trajectories (plots of 
the variation of /? with ko) of guided modes within the bandgap. It is also nec­
essary to determine an appropriate representative frequency at which to perform 
calculations. The conventional plane-wave method was used to locate the posi­
tion of the first bandgap of the cladding structure and then to determine mode 
trajectories, and the results are shown in Fig. 6.10 for a frequency range within 
the first bandgap. To distinguish between different modes, the modes are labelled 
by symmetry type. Modal symmetry can be determined by examination of the 
magnetic field ht in reciprocal space, the full method for which is described in 
detail in Sec. D.l of Appendix D.
The mode trajectories shown in Fig. 6.10 demonstrate modes guided in the air 
core of the fibre (visible with near-vertical slope), and also ‘surface’ modes associ­
ated with the thin silica wall around the core (with a shallower slope). Although 
the specific issues surrounding surface modes are not relevant to this chapter, the
2This can be checked visually, and by calculation of N i  to determine the increase of grid 
point density at the dielectric interfaces.
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Figure 6.9: Grid of real-space sampling points for the supercell structure shown 
in Fig. 6.7, calculated with /z =  0.2. The FFT grid size used was 512 x 512 and 
every eighth point is plotted to give a grid of 64 x 64. The smoothing used was 
rx = 0.03A. The increase in the number of grid points perpendicular to dielectric 
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Figure 6.10: Modes of the PCF structure of Fig. 6.7, determined using the conven­
tional plane-wave method with an FFT grid of dimension 512 x 512 and smooth­
ing T =  8 x 10 3A. The horizontal axis shows the propagation constant plotted 
as (/? — fco)A, and the vertical axis shows normalised frequency A;0A. The red 
shaded regions in the upper-left and lower-right corners show the band edges of 
the infinitely-periodic cladding, and the air-line is marked with a vertical black 
line. The fundamental air-guided mode is marked with an arrow. Symmetry 
types are shown using the notation of Ref. 112 (see also Appendix D).
problems associated with them, and means to suppress them, are discussed in 
greater detail in Chapter 7.
To make a comparison between the convergence behaviour of the GCC method 
and that of the conventional plane-wave method, we calculate the four largest 
distinct /3 values below the air-line at k0A =  14.5 (corresponding to three doubly- 
degenerate modes and one non-degenerate mode). This is a representative fre­
quency at which the fundamental mode as well as surface modes are present.
The width of Gaussian smoothing used for calculations using the conventional 
plane-wave method was T =  8 x 10_3A. Consequently, Ni «  0.5 at an FFT grid 
size of A7 =  512 and the results are not expected to be fully converged unless 
grid sizes above 512 x 512 are used. However, by using the GCC method, it is 
possible to enhance convergence. This is demonstrated in Fig. 6.11, in which the 
convergence of the conventional plane-wave method and that of the GCC method
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axe compared for the GCC grid with slight distortion (/i =  0.90, corresponding to 
Ni «  1.4A °^ and therefore Ni «  0.7 at N  = 512). The smoothing of the dielectric 
function in the GCC method has been chosen to be a close approximation to 
Gaussian smoothing of the same width els that used in the conventional method, 
T =  8 x 10-3A (see discussion above in Sec. 6.1.2).
Fig. 6.11 shows clearly a slight improvement in the convergence behaviour of 
the GCC method compared to the conventional plane-wave method although, els 
expected, neither method is fully converged at N  = 512. The series of calculations 
shown in Figs. 6.11-6.14 shows the behaviour of the GCC method for a range of 
values of the compression parameter In each figure, the results from the GCC 
method are compared against the same results from the conventional method. A 
gradual improvement in the rate of convergence of the GCC method is clearly 
visible as /j, is decreased, i.e. as the density of sampling points is increased. The 
slight difference in results at large FFT grid sizes is partly a result of the lack 
of convergence of the conventional method, and partly because of the inexact 
equivalence of smoothing in the GCC method to Gaussian smoothing.
The most distorted GCC grid is that with /i =  0.10 with convergence behaviour 
shown in Fig. 6.14. No results are presented for N  > 288 at this level of distortion 
because the GMRES linear solver is unable to converge. This problem is discussed 
in the following section.
6.2.3 Com putational cost
The reformulation of the plane-wave method in GCCs shows improved conver­
gence behaviour relative to the conventional plane-wave method, but there are 
several costs associated with this improvement. One cost, discussed in Sec. 5.3.3, 
is the increase in the number of FFTs required to perform matrix-vector opera­
tions: 5 are needed for each matrix-vector multiplication required by GMRES in 
the conventional method, whereas 12 are needed in the GCC method. However, 
this is not in general the limiting factor in determining the total time taken by 
the GCC method. Instead, the number of iterations required by GMRES in order 
to reach convergence is the most important difference between the two methods 
affecting the total calculation time.
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Figure 6.11: Convergence of the conventional and GCC plane-wave methods 
as the FFT grid size is increased, for a GCC grid with /x =  0.90. The fre­
quency is koA = 14.5. In both cases the smoothing of the dielectric function is 
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Figure 6.12: Convergence of the conventional and GCC plane-wave methods as 
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Figure 6.13: Convergence of the conventional and GCC plane-wave methods as 
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Figure 6.14: Convergence of the conventional and GCC plane-wave methods as 
in Fig. 6.11 but with n =  0.10. Note that, in contrast to Figs. 6.11-6.13, the 0  
values of the GCC method generally converge from below rather than above.
119
more easily solved if they axe sparse, i.e. contain only small numbers of non­
zero elements [76,80,81]. The fixed-frequency plane-wave method (unlike some 
methods, such as the finite-difference method [59]) does not create a sparse matrix 
problem, but the structure of the matrix (M — crl) defining the linear equation
solved by GMRES (as described in Sec. 3.2.2) is such that the elements decay in
magnitude away from the leading diagonal3. However, it is inevitable that if the 
compactness of the basis set is increased by the use of GCCs, then the matrix 
elements decay less rapidly away from the leading diagonal and create a more 
dense matrix. As a simple example of this, consider the matrix element for V?hl 
which, in the conventional plane-wave method, is (from Eq. (3.7a)):
M g =  - £ | k  +  G f  <Sg,g< g' (6-la )
G'
=  - | k  +  G |X c. (6-lb)
whereas in the GCC method it is
The matrix representing Eq. (6.1a) is diagonal (and therefore sparse), because 
the RHS is zero if G ^  G'. However, the matrix representing Eq. (6.2) is dense: 
it has non-zero RHS in general for all G,G'.
The consequence of the increased density of matrix M  is that the number of 
iterations needed by GMRES to invert is also increased. Table 6.1 shows the 
increase in the number of GMRES iterations as the compression parameter p is 
decreased, together with approximate total computation times. The number of 
iterations and the total time taken for p = 0.10 is greatly increased by the need 
to restart GMRES after 100 iterations; the requirement for restarting is discussed 
in greater detail in Sec. 7.3.1.
It can be seen from Table 6.1, by comparing results from the conventional method 
and a small distortion of p =  0.90, that the increase in time by a factor of 
12/5 =  2.4 caused by performing additional FFTs is not noticeable. This is be­
cause a large preconditioner is used, and the time taken to apply the precon­
ditioner by direct matrix-vector multiplication (which is not increased by using
3This can be seen by considering Eq. (3.6) on page 41 and noting that Gaussian smearing
causes n G _ G , and [lnn^c-G 7 to decay as (G — G') increases.
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M/A/? GMRES iterations Time/s
Conventional 1 20 400
0.90 1.4 25 550 .
0.45 1.7 35 700
0.20 2.5 90 2,100
0.10 3.8 450 12,000
Table 6.1: Approximate number of GMRES iterations per matrix-vector operation 
and total time taken to determine 8 modes of the PCF structure of Fig. 6.7 with 
an FFT grid of dimension 256 x 256 and preconditioner of size iVp =  6500. The 
time taken to create the preconditioner is «  700 s in each case and is not included 
in the above times. The increase in number of sampling points Ni is also given.
the GCC method) dominates over the time taken to perform FFTs. With larger 
FFT grid sizes the factor of 12/5 (see Sec. 5.3.3) could be more noticeable, but in 
practice the preconditioner effectiveness worsens and the total number of GMRES 
iterations becomes the dominant factor in determining the total computational 
time.
It is particularly evident from Table 6.1 that increasing the grid distortion rapidly 
causes an increase in the required number of GMRES iterations. As a result, it is 
not practical to use very large distortions (small /z) without making some attempt 
to reduce the number of iterations. Methods for controlling the total number 
of GMRES iterations in the context of the conventional plane-wave method are 
discussed further in Sec. 7.3.1, but for the GCC method described in this chapter 
we limit the discussion to distortions of /z =  0.20, which can be handled without 
recourse to changes in preconditioner design or GMRES restarts.
Fig. 6.13 shows that, for T =  8 x 10_3A, GCC calculations at /z =  0.20 are con­
verged at an FFT grid size of N  «  256, whereas those for the conventional plane- 
wave method require at least N  «  512. To determine whether the GCC method 
provides an improvement in the computational time for similar calculations, it 
is helpful to make a direct comparison of these two cases. The conventional 
plane-wave method requires «  1,000 s, and the GCC method requires «  2,100 s 
(excluding preconditioner creation time of «  700 s in both cases). This illustrates 
that, in general, the GCC method does not allow faster computation of equiva­
lent results than the conventional plane-wave method. However, we can consider 
N  =  1,024 to be a practical limit on the FFT grid size used on a desktop PC, and 
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Figure 6.15: Convergence of the conventional and GCC (fi = 0.20) plane-wave 
methods. The frequency is k0A = 14.5. In both cases the smoothing of the dielec­
tric function is T = 8 x 10~4A; note the lack of convergence of the conventional 
method.
to T «  5 x 10_3A. Although it is not faster than the conventional plane-wave 
method, the GCC method provides a way to carry out converged calculations 
with smaller smoothing widths than can be practically used in the conventional 
method. This is demonstrated in Fig. 6.15, in which the results shown for the 
conventional plane-wave method for a very narrow smoothing width are clearly 
unconverged, whereas those of the GCC method are better converged.
6.3 Conclusions
The results presented in this chapter demonstrate that the reformulation of the 
fixed-frequency plane-wave method in GCCs, as described in Chapter 5, provides 
a practical way to improve plane-wave convergence. In order to use the method, 
it is first necessary to generate coordinate transformations that are adapted to 
the structure under consideration; the efficient method of fictitious energy min­
imisation developed in Sec. 5.4.1 has been successfully demonstrated both for 
single unit cell (cladding) and for supercell (defect) geometries.
Sec. 6.1 demonstrated the application of the GCC method to single unit cells
1 2 2
describing the cladding of a PCF. The results of these calculations are shown 
in Fig. 6.4; it is clear from this figure that the method can give a reduction 
in the required FFT grid size from over 128 x 128 to «  48 x 48 while retaining 
plane-wave convergence. Because the GCC grid used provided an increase in 
Ni by a factor of «  5, this improvement is in approximate agreement with the 
‘convergence in principle’ argument developed in Chapter 4.
The GCC method can also be used together with the supercell approximation to 
determine the guided modes of a defect introduced in a PCF cladding, and this 
use of the method has also been demonstrated above. Again, the ‘convergence in 
principle’ argument gives an approximate quantification of the expected improve­
ment in the convergence behaviour, and this is demonstrated in Figs. 6.11-6.14.
The most significant limitation to the use of GCCs lies in the fact that the matrix 
problem solved by GMRES is more difficult to solve when using GCCs than with 
the conventional plane-waVe method—a difference that we attribute in Sec. 6.2.3 
to the reduced sparseness of the matrix. This places a practical upper limit 
on the amount of distortion that it is possible to use, at least without further 
development of preconditioning methods better adapted to the matrix problems 
created by the method. Together with the intrinsic increase in computational 
cost of the GCC method (by a factor of 2.4 resulting from the need to carry out 
more FFTs), the convergence problems associated with using large distortions 
prevent the GCC method from being faster than the conventional plane-wave 
method for equivalent calculations.
Although the GCC method is not faster than the conventional plane-wave method 
for carrying out equivalent calculations, it does possess the one important advan­
tage of requiring smaller basis sets. Because smaller basis sets can be used while 
retaining plane-wave convergence, the GCC method allows well converged calcu­
lations with small dielectric smoothings to be carried out, whereas the basis sets 





Large index contrast 
bandgap-guiding PCF
This chapter describes the design of a hollow-core PCF structure that is suit­
able for the guidance of light with wavelengths in the mid- to far-infrared. In 
addition to having practical use, such fibres are of interest computationally be­
cause suitable glasses tend to have a higher refractive index than silica. As has 
been demonstrated in Chapter 4, this creates a more challenging problem for 
the fixed-frequency plane-wave method: both the smoothing error and the plane- 
wave convergence error are greater than when modelling air-silica fibres. There is 
also an additional difficulty caused by a decrease in preconditioner effectiveness, 
and this has made necessary a more detailed study of preconditioning and how 
it can be improved for use with high-contrast dielectrics.
The design of all hollow-core PCF is constrained by a need to ensure that surface 
mode crossings (described below) do not cause significant degradation of the 
guidance properties of the fibre. This problem is discussed in detail, and the 
fixed-frequency plane-wave method is used to investigate a set of potential designs 
for core walls in order to minimise the effect of surface modes.
An introduction to the reasons for studying fibres with large index contrast is 
given below, followed by an analysis of the difficulties associated with modelling 
such fibres with the fixed-frequency plane-wave method. Potential fibre designs
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are then discussed and analysed, and results demonstrating their properties are 
shown.
7.1 Introduction
There is considerable interest in developing hollow-core PCF for use in the mid- to 
far-infrared (IR) wavelength region of «  2-10 /mi. This has applications such as 
power delivery (e.g. of CO2 laser beams), LIDAR (‘light detection and ranging’), 
mid-IR spectroscopy, and fibre-based sensors and devices [45]. However, although 
much previous work has focussed on hollow-core PCF formed from silica glass, 
it is not suitable for the guidance of light in the mid- to far-IR wavelength range 
for reasons to be discussed below.
Guidance in air-silica fibres is usually dependent on the bandgap that arises 
between the 4th and 5th bands (counting from the band with the largest ft)1. 
This bandgap is appreciable at high air-filling fractions of > 80% [41,45], and 
is denoted a ‘type-I’ bandgap in the notation of Ref. 45. Fig. 7.1a illustrates 
the density of states (DOS) for a typical air-silica structure showing the type-I 
bandgap. However, the use of the type-I bandgap is limited to the wavelengths 
over which silica glasses are transparent. Outside this window of transparency, 
losses become large even when the fraction of light in glass is small. The upper 
wavelength edge of this window for silica is in the mid-infrared region at « 2  fim 
[10], although there has been demonstration of PCF guidance at wavelengths up 
to «  3/tm [113]. For wavelengths above this, silica is not a suitable material for 
PCF.
There exist glasses that are transparent at wavelengths above 2 /mi, such as tel­
lurites [114,115] and chalcogenides [116,117], but these glasses have a higher 
refractive index than silica (nominally 1.8-2.3 and 2.4-2.7 respectively [45]). The 
increased refractive index of the glass causes the type-I bandgap to close up and 
move to the high-/? side of the air-line [45]. Instead, a different bandgap must 
be used. A suitable bandgap is the so-called ‘type-II’ bandgap, which occurs 
between the 8th and 9th bands of the PCF cladding bandstructure when the 
refractive index of the glass is higher than that of silica (n > 2.0) and the air- 
filling fraction is relatively low («  60%); this gap has been shown to be robust
1The calculations of the modes of the air-silica fibre described in Sec. 6 . 2  (see, e.g., the 
mode trajectories of Fig. 6.10 on page 116) used this bandgap.
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to perturbations in hole radius and refractive index [45,118]. Fig. 7.1b gives the 
DOS for a typical structure comprising high-index glass and demonstrates the 
type-II bandgap. Tellurite and chalcogenide glasses are both transparent over 
the required wavelength range, and are therefore promising candidates for the 
manufacture of fibres based on the type-II bandgap. In the remainder of this 
chapter the modelling work uses the representative refractive index of n =  2.4.
Although it has been established that type-II bandgaps are present in PCF 
claddings comprising high-index glasses, this does not necessarily imply that it is 
possible to design useful fibres making use of these gaps. In order to guide light, 
any practical PCF must have a core, and in hollow-core PCF this core must 
be surrounded by a ‘core wall’ of glass. The core wall may introduce ‘surface 
modes’ which are known to be a major cause of transmission loss in hollow-core 
PCF [41,119,120]. It is necessary to design the core of high-contrast fibres care­
fully to suppress these modes. The issue of core wall design is discussed in more 
detail below in Sec. 7.2.1.
7.2 Fibre design
The design of PCF in general involves a trade-off between developing structures 
that have desirable properties (such as wide bandgaps and ‘clean’ core-guided 
modes without the presence of surface modes), and ensuring that these structures 
are physically realisable. In this section the design of a realistic PCF structure 
made from high-index glass using the type-II bandgap is described. This involves 
first choosing a design for the cladding that has the required bandgap, and then 
designing an appropriate shape for the core. The need for careful consideration 
of the core design is discussed in detail.
For a triangular lattice of circular air holes in a glass of refractive index n =  2.4, 
the type-II bandgap at the air-fine is at its greatest frequency width when the 
radius of air holes arranged in a triangular lattice of pitch A is r  «  0.4A.2 A 
reasonable starting point for the design of a hollow-core fibre using this bandgap 
is therefore a cladding of air holes with r =  0.4A. The corresponding air-filling 
fraction of 58% is much lower than that needed for the type-I bandgap in silica,
2A map of the photonic density of states of this structure for the frequency range of interest 
is given in Fig. 7.1b, and for a range of hole radii in Ref. 45.
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(a) Type-I bandgap in an array of rounded hexagonal air holes in a glass of n  =  1.5 
(structure as in Fig. 6.5 on page 110). The air-filling fraction is 91%.
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(b) Type-II bandgap (5.3 <  koA <  5.8 at the air-line) in an array of circular air holes 
of radius r  =  0.4A in a glass of n =  2.4 similar to Fig. 6.1 on page 102. The air-filling 
fraction is 58%.
Figure 7.1: Density of states for two PCF cladding structures showing type-I 
and type-II bandgaps. In both cases the horizontal line is the air-line. Red 
regions show bandgaps (zero DOS), and the grey-scale colouring is such that black 
represents low DOS and white represents high DOS. Details of the definition and 





Figure 7.2: Core design of high-index PCF using geometrical shapes, showing 
air regions in grey (different shades of which are shown for clarity) and glass in 
white. For simplicity, only the unique ^  of the design is given; the remainder 
may be obtained by applying C6V symmetry operations. The two large circles lie 
on the cladding lattice, and the radius s is chosen such that the corresponding 
circle touches arc A and line B. The adjustable parameters are the cladding hole 
radius r and the core wall thickness t, which is controlled by the radius R  of the 
central hole; we consider here a fixed cladding hole radius r = OTA and vary R. 
Design and figure courtesy of Dr John Pottage.
and therefore circular air holes may be used for the type-II cladding instead of 
the rounded hexagons usually used in air-silica claddings.
For ease of modelling, a 19-cell PCF core was designed using only geometrical 
shapes (rectangles and circles), as shown in Fig. 7.2. The details of the design 
were chosen using currently existing silica fibres as a guide; the similarity between 
the designs is shown in Fig. 7.3. In particular, the relatively constant core wall 
thickness of the silica fibre is reproduced, together with the fact that the cladding 
structure returns to being undistorted beyond one ring of holes around the core. 
The design provides an adjustable thickness of core wall (marked as t in Fig. 7.2), 
the importance of which is discussed in the following section.
7.2.1 Core wall design
Both experimental evidence [41,119,121] and theoretical studies [120,122] have 
shown that the anti-crossings between surface modes (modes associated with 
the core surround) and core modes of the same symmetry play a major role in
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(a) An SEM image of a typical silica hollow- (b) The model design for high-index glass
core fibre (fabricated by Blaze Photonics). created using geometrical shapes. The core
wall thickness shown is t  =  0.05A.
Figure 7.3: Hollow-core air-silica PCF and model design for high-index PCF.
causing the transmission loss of hollow-core PCF. It is known that in air-silica 
PCF, thicker core walls tend to support more surface modes [123]. It is reasonable 
to expect that using glasses of a higher refractive index than that of silica may 
also allow the core wall to support a greater number of surface modes. As a 
result, it is necessary to take care to design a core wall such that it suppresses 
surface modes as much as possible.
The problem of suppressing surface modes has been considered in air-silica fibres 
for ‘undistorted’ cores, which are cores formed by superimposing an air circle on 
an otherwise periodic PCF cladding. This may be done either with or without 
a thin wall of glass around the air circle forming a core wall, but without any 
distortion of the ring of air holes around the core (in contrast to, for example, 
Fig. 7.3, where the ring of air holes around the core has a distorted shape). 
If there is no core wall, there exist core radii such that no surface modes are 
supported [124,125]. If a core wall does exist, then the core radius should be 
carefully selected and the wall thickness should be as thin as possible to suppress 
surface modes [123]. However, in fabricating real fibres, it is not yet possible to 
create an ‘undistorted’ core. Distortion inevitably occurs in practice as a result 
of the fibre drawing process, and all real fibres have a core wall.
In addition to the studies of ‘undistorted’ cores in air-silica PCF, there has also 
been some study of distorted (real) cores. Suggestions for suppressing the surface 
modes in distorted cores include adding ‘fingers’ of glass protruding into the core 
to reduce the distortion [120,124], using a thin core wall [122], or choosing the 
wall thickness to be ‘anti-resonant’ [126]. The model design shown in Fig. 7.2
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provides the ability to test the effectiveness of choosing an appropriate core wall 
thickness to suppress surface modes, and the results presented below in Sec. 7.4 
concern a range of core wall thicknesses.
Having chosen a particular design, it is then possible to use the fixed-frequency 
plane-wave method to determine its properties. The way in which this was done 
is described in the following section.
7.3 M odelling large index contrast fibres
The fixed-frequency plane-wave method as described in Chapter 3 can be used 
to model PCF structures with a large index contrast, but the index contrast 
causes difficulties for the method. The principal problem, outlined below, is slow 
convergence of the linear solver. A discussion is also given of why, as a result 
of these convergence problems, the GCC method cannot be used to provide an 
improvement. A method to overcome the slow convergence using an improved 
preconditioner in the conventional fixed-frequency plane-wave approach is then 
described.
As discussed in Sec. 3.3.2, a linear solver is needed in the fixed-frequency plane- 
wave method in order to solve equations of the form
P (M  — crl)w =  Pu , (7.1)
where u is known and w is required. The operation (M — crl) can be performed 
by FFTs, and P  is a preconditioner chosen to be an approximate inverse of 
(M — crl). We use the GMRES linear solver, which determines w iteratively and 
requires as input only the action of either (M — crl)y or P y  on an arbitrary vector
y-
As described in Sec. 3.3.2, there exist situations in which the ‘Block/Jacobi’ 
preconditioner—a combination of an exactly-inverted square sub-matrix of di­
mension Np x Np together with the Jacobi preconditioner—can be ineffective. 
The modelling of PCF structures with a large index contrast is one such situ­
ation. In order to demonstrate the problem, consider Fig. 7.4 in which typical 
convergence behaviour of GMRES for the high-index structure shown in Fig. 7.3b 
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Figure 7.4: Typical convergence of the GMRES linear solver for a glass of n =  2.4 
and structure as shown in Fig. 7.3b with a 9 x  9 supercell and FFT grid size 
512 x  512. The fractional error is given by |P (u  -  (M — <rl)w(m))| /  |Pu|, where 
w^771) is the solution after m  iterations. For comparison, the solid line shows the 
convergence of GMRES for a typical air-silica structure at the same FFT grid size. 
Note the stagnation of GMRES for the high-index structures with Np < 8,000. 
The approximate times required to create the preconditioners by exact inversion 
on a desktop PC are: Np =  2,000, 10 s; JVp =  4,000, 90 s; Np = 8,000, 12 min.
the algorithm can require a large number of iterations in order to converge. For 
Np = 2,000 and Np = 4,000 the behaviour demonstrated is that of ‘partial stag­
nation’, in which the improvement brought about by each successive iteration 
becomes progressively less.
It can be shown that GMRES can locate the solution of any N  x  N  matrix problem 
in at most N  iterations and therefore, in principle, GMRES always converges [82]. 
In practice, for the reasons discussed below, it is not possible to provide the 
required storage or computational time if the algorithm does not converge con­
siderably more favourably than this3. For this reason only the first 100 iterations 
are shown in Fig. 7.4.
To understand why slow convergence is a particular problem, it is necessary to
3Although there exist pathological cases for which N  iterations are needed (‘complete’ 
stagnation), it is generally the case that G M R E S  needs <  N  iterations [127].
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consider the storage requirement and computational overhead (the computation 
required to determine each successive iterative step) associated with using GM­
RES. Both the storage and computational overhead are consequences of the way 
in which GMRES uses information from all previous iterations in order to deter­
mine the optimal next step towards the solution. When solving a system with 
N  variables (in this case N  = 2iVpW), the storage requirement after m  itera­
tions is 0{m N ) and the overhead associated with determining the next vector is 
0 (m 2N) [82]. These requirements place a practical upper limit on the number 
of iterations; it is not usually desirable to continue the algorithm for more than 
«  100 iterations. Ways to circumvent this problem are discussed in the following 
section.
Sec. 6.2.3 demonstrated that the decrease in matrix sparseness brought about by 
using the GCC method made the solution of the linear matrix equation by GMRES 
more difficult, and the required number of GMRES iterations increased with grid 
distortion. When using the GCC method to study high-index structures such as 
those considered in this chapter, the convergence problems encountered in the 
conventional plane-wave method would be worsened further by using GCCs. As 
a result, it is not possible to use the GCC method to study these high-index 
structures without considerable improvements in preconditioning. In the remain­
der of this chapter, only improvements in preconditioning in the conventional 
plane-wave method will be considered.
7.3.1 R estarting and preconditioning
There are several existing methods by which the number of GMRES iterations can 
be kept within the tolerable upper limit. One way is to restart GMRES after a 
fixed number of iterations. Restarting involves using as an initial guess for the 
next set of iterations the best estimate of w  obtained so far, but discarding the 
Krylov subspace built up by the previous applications of (M — crl). However, 
the loss of information dramatically reduces the rate of convergence immediately 
after restarting (see Refs. 80,81 and Fig. 7.5 below), and in general when studying 
PCF it is important to avoid the need to restart the algorithm wherever possible.
Another way to reduce the number of required GMRES iterations is to improve 
the preconditioning of the problem such that it converges more quickly. This 
is equivalent to making P  a better approximation to the inverse of (M — crl).
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Clearly the simplest way to do this with the ‘Block/Jacobi’ preconditioner is to 
increase Np as demonstrated in Fig. 7.4, but this suffers from being expensive, 
requiring storage O(iVp), time to perform the inversion of O(iVp), and time to 
perform exact matrix-vector multiplication of O(iVp). Another possibility is to 
use ‘flexible’ g m r e s  (f g m r e s ), which allows the use of a preconditioner that 
varies between iterations. It has been suggested [81] that using a few iterations of 
GMRES as a preconditioner in the FGMRES algorithm could enhance convergence, 
but we have not found any significant improvement using this method.
The perfect preconditioner for Eq. (7.1) would be an exact inverse given by 
P  =  (M — crl)-1, but clearly determining this inverse to create the perfect pre­
conditioner is as expensive as solving the original problem. Consider instead the 
inverse given by (M' — crl)-1, where M ' is the matrix corresponding to a sys­
tem that is similar (but not identical) to that described by M. This inverse can 
provide an approximation to (M — crl)-1 that is useful as a preconditioner in 
Eq. (7.1) if M  and M ' are sufficiently similar, and provided (M' — crl) is some­
how easier to invert than (M — crl). If the action of this preconditioner on an 
arbitrary vector y  is denoted z, then determining z is equivalent to solving a new 
system given by
(M' -  <j I)z =  y. (7.2)
Like Eq. (7.1), this equation can also be solved by GMRES. However, conver­
gence is enhanced significantly by also preconditioning this system. The simple
‘Block/Jacobi’ preconditioner, denoted Q here, can be used:
Q(M ; -  a l)z = Qy, (7.3)
where Q is created using the matrix M ' rather than M. We denote the origi­
nal problem of Eq. (7.1) the ‘outer’ g m r e s  loop, and this method of iteratively 
preconditioning the original problem the ‘inner’ g m r e s  loop. Note that both 
iterative loops are independent: there are two separate GMRES algorithms being 
used to solve different matrix equations. In summary, the determination of eigen­
values of M  is carried out using these nested iterative methods as follows, where 
indentation is used to denote the different levels of iterative loops:
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1. ARPACK provides arbitrary vector u to GMRES and requires w given by 
w =  (M — a l) -1u
2. Outer GMRES provides an arbitrary vector y, and requires one of:
3. Multiplication operation (M — crl)y by FFT
4. Preconditioning operation z =  (M' — crl)-1y  by inner GMRES
5. Inner GMRES provides arbitrary vector t, and requires one of:
6. Multiplication operation (M' — crl)t by FFT
7. Preconditioning operation Q t by ‘Block/Jacobi’ method
8. Go to 5 until converged, then return z to outer gmres
9. Go to 2 until converged, then return w to ARPACK
10. Go to 1 until converged, then return eigenvalues/eigenvectors of (M — crl).
Before this method can be used, it is necessary to find an appropriate structure 
on which to base the matrix M'. The results from the ID model of Chap­
ter 4 suggest that plane-wave convergence is enhanced by increasing the width 
of Gaussian smoothing applied to dielectric structures. Previous work suggests 
that, especially for high-index structures, increasing the smoothing width can 
also enhance the rate of convergence of GMRES [74]. This observation shows that 
a structure with more smoothing provides an ideal candidate for M': it is an 
easily-controllable approximation to M  (since M ' —> M  as its smoothing is re­
duced to that of M), and empirically we find that GMRES for smoother structures 
converges more quickly. A suitable smoothing width for the structure from which 
M ' is created can be found by experimentation. If it is too narrow, the inversion 
of M ' will suffer from the same convergence problems as M; if it is too wide, then 
M ' and M  will be dissimilar and the preconditioner will be ineffective.
The following section presents an analysis of the properties of the model structure 
described in Sec. 7.2. These results have been obtained using the fixed-frequency 
plane-wave method together with the iterative ‘inner GMRES’ preconditioner.
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7.4 Results
Fixed-frequency plane-wave calculations of the photonic bandstructure have been 
carried out for the PCF design shown in Fig. 7.2 for a range of core wall thick­
nesses t /A =  0.03,0.05,0.07. In this section the way in which the calculations 
were carried out is first described, and the numerical behaviour of the method 
(i.e. the improvement due to preconditioning by the ‘inner GMRES’ method) is 
quantified. The results of calculations axe then given and discussed.
7.4.1 Numerical behaviour
The plane-wave method requires periodicity of the dielectric function, so in order 
to model a structure such as that shown in Fig. 7.3b it is necessary to use a 
supercell approximation. A 9 x 9 supercell was found to be the minimum size 
giving physically useful results, i.e. without showing significant coupling between 
adjacent cores. Gaussian smoothing of the dielectric function with FWHM of 
T =  0.03A was used4, and the size of the FFT grid was 512 x 512. For the 
smoothed preconditioner described in Sec. 7.3.1, a larger smoothing width of 
T =  0.1 A (determined by trial-and-error, observing convergence behaviour of 
both inner and outer GMRES loops) was used. This width is clearly much larger 
than the width desirable for accurate eigenmode determination, but it affects 
only the preconditioner and does not change the values of (3 resulting from the 
actual mode-solving calculation.
Typically we find that 3-6 matrix-vector operations are required per eigenvalue, 
each of which requires 20-50 outer GMRES operations. Each outer GMRES itera­
tion requires an application of the iterative preconditioner, which for the highly 
smoothed structure converges within 15-30 inner GMRES operations. Typical 
behaviour of the outer GMRES algorithm with and without the iterative precon­
ditioner is shown in Fig. 7.5. The iterative preconditioner requires less storage 
for g m r e s  because fewer iterations are needed, and the GMRES overhead (which 
is 0 (m 2) after m  iterations) is insignificant for the same reason. In comparison, 
the ‘Block/Jacobi’ preconditioner must be restarted and the g m r e s  overhead is 
much larger.
4Referring to Fig. 4.6 on page 67, the ID model predicts an error in (3 of «  0.5 for n  =  2.5 
at this level of smoothing. In practice the smoothing error in these 2D calculations is less. 
The accuracy of the results presented in this chapter was confirmed by using other widths of 
smoothing and observing the size of the resulting perturbation in (3.
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Figure 7.5: Typical convergence of the g m r e s  linear solver for a glass of n = 2.4 
and structure as shown in Fig. 7.3b with a 9 x 9 supercell and FFT grid size 
512 x 512. The fractional error is as defined in Fig. 7.4. The solid line shows 
the convergence for a large ‘Block/Jacobi’ preconditioner (Np =  8,000) with a 
restart at 100 iterations; note the slow progress immediately following the restart. 
The dashed line shows the convergence of the outer g m r e s  loop when using the 
iterative (inner g m r e s )  preconditioner.
Applicability to  the  plane-wave m ethod in curvilinear coordinates
It is worth considering whether the improved method of preconditioning demon­
strated in this section would also provide an improvement when applied to the 
GCC method. One conclusion of Chapter 6 was that the convergence of GM­
RES is slower when using large distortions, and this places an upper limit on 
the amount of distortion that can be used. While the results presented in this 
section show that the inverse of M ' constructed using a smoothed dielectric func­
tion provides an effective preconditioner, this behaviour relies on the fact that 
smoother structures converge more quickly than sharp structures. In the case 
of poor convergence in the GCC method, it is instead less distorted coordinate 
transformations which show more rapid convergence.
There is a fundamental difference between using a smoothed dielectric structure 
and using a less distorted coordinate transformation to construct M '. Smoothing 
a dielectric structure changes the sets of plane-wave coefficients tiq and [In n2]c,
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but it does not change the definition of hlk G. In the case of the GCC method, a 
less distorted coordinate transformation not only has different Uq and [lnn2]c, 
but the matrix containing these coefficients (or equivalently the set of FFT- 
based operations) must act upon a vector of magnetic field components that are 
defined differently from those describing the desired (more distorted) solution. 
As a result, it is unlikely that the exact inverse of a matrix formed using a less 
distorted coordinate transformation would provide an effective preconditoner for 
large distortions.
7.4.2 Com putational results
Fig. 7.6a shows a selected region of the type-II bandgap for the structure with core 
wall thickness t =  0.03A. The horizontal axis shows (ft — ko)A, extending from 
the air-line (the right-hand edge of the plot) to pA = k0A — 0.4. The vertical axis 
shows normalised frequency, k0A. Air-guided modes can be seen in this figure 
as near-vertical lines, whereas surface modes (being instead localised to glass 
rather than air) are visible as lines with a shallower slope. The fundamental air- 
guided mode can be seen as the rightmost near-vertical line and is marked with 
an arrow; it is followed as p  decreases by a group of three modes of higher order 
(a non-degenerate mode, a doubly-degenerate pair, and another non-degenerate 
mode).
A large group of surface modes is visible in the lower-right corner of Fig. 7.6a. 
If the frequency range over which the fundamental mode is free of anti-crossings 
is to be extended, it is necessary to shift these modes to higher p. This may be 
achieved by the addition of glass, i.e. by increasing the core wall thickness slightly. 
In Fig. 7.6b we show the same region of the bandstructure but for a wall thickness 
of t = 0.05A. At this thickness the fundamental mode is ‘clean’ over almost the 
entire range shown, and its anti-crossings with surface modes are weaker (that is, 
the fundamental mode and surface modes of the same symmetry type approach 
closely at anti-crossings). An expanded bandstructure for this optimal thickness 
is shown in Fig. 7.7.
Increasing the core wall thickness further, as shown by Fig. 7.6c for t = 0.07A, 
continues to sweep the surface modes to higher f3 away from the fundamental 
mode (they can still be seen in the lower-right corner of the plot), but also leads 
to the appearance of new surface modes introduced at the upper edge of the
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Figure 7.6: Mode trajectories for a range of three core wall thicknesses of the PCF 
design shown in Figs. 7.2 and 7.3b. The mode symmetry types are calculated 
using the method of Sec. D.l and are labelled using the notation of Ref. 112; the 
key to symmetry types is given in Fig. 7.7. The fundamental air-guided mode is 
shown by an arrow in each figure.
bandgap. These new modes reduce the range over which the fundamental mode is 
‘clean’. A range of thicker walls has been considered but these significantly worsen 
the problem of surface mode crossings. This is consistent with expectations and 
with known results for very thick walls of silica glass [123].
P roperties of the  ‘optim al’ core wall design
In this section the ‘optimal’ structure with core wall thickness t = 0.05A is studied 
further. We first show plots of the axial Poynting vector for the surface modes, 
and demonstrate that there is unlikely to be any simple underlying origin of the 
large ‘clean’ region, and then show that core wall anti-resonance does not explain 
its origin. The fraction of power in air for the structure is also calculated.
The nature of the surface modes supported by the t = 0.05A structure is shown 
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Figure 7.7: Modes of the PCF structure with core wall thickness t = 0.05A. The 
red shaded regions in the upper-left and lower-right corners show the band edges 
of the infinitely-periodic cladding, and the air-line is marked with a vertical black 
line. The fundamental air-guided mode is marked with an arrow. Symmetry 
types are calculated using the method of Sec. D.l and shown using the notation 
of Ref. 112.
the ‘clean’ region tend to have intensity localised in the glass struts supporting 
the core wall and in the core wall itself, whereas those towards the low-frequency 
edge of the ‘clean’ region appear to be peaked further from the core wall in the 
glass surrounding the ring of distorted air holes. This is not a general feature 
of all of the surface modes and it therefore does not provide a simple way of 
understanding the reason for the existence of the large ‘clean’ region. However, 
the observation that surface modes are associated with the glass around the ring 
of distorted air holes, e l s  well as with the cladding struts and the core wall itself, 
suggests that the underlying ‘clean’ region does not have a simple physical origin. 
Instead, it is likely to be a result of combinations of resonances of the different 
structural features, and sensitive to geometry (both the thickness of the core wall 
and the distortion around it).
One potential cause of the suppression of surface modes in PCF structures is core 
wall anti-resonance, and it is worthwhile to consider whether this is the cause of 
the ‘clean’ region. Using the principle behind the anti-resonant reflecting optical 
waveguide (ARROW) [128], anti-resonant (AR) core wall thicknesses are those
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Figure 7.8: Plots of the axial Poynting vector (normalised to unity over the 
supercell, and shown on a linear scale) for selected surface modes of the structure 
with t = 0.05A near to the air-line, at frequencies above and below the ‘clean’ 
region of Fig. 7.7. Each row of the figure shows two modes of the same symmetry 
type. The intensities of the two modes of each doubly-degenerate pair have been 
added to show their structure more clearly.
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such that the wall forms an AR Fabry-Perot ‘reflector’ for the radial component 
of the wavevector [126]. This approach has been shown to be highly effective in 
silica fibres, for which the AR core wall is significantly thicker than the width of 
struts in the cladding [126]. The thickness of the thinnest AR wall is given by
7r , .
=  2 (n2^ - ^ 2)1/2’  ^ '
where n is the refractive index of the core wall and t is the core wall thickness. 
If we use n =  2.4, we find anti-resonance at the air-line for wall thicknesses in 
the range 0.12A < t < 0.14A for values of koA within the type-II bandgap. This 
range of AR core walls is much thicker than the optimal thickness determined 
numerically; in fact, the AR thicknesses are far from optimal and support many 
surface modes. This can be understood by noting that, unlike in silica, the AR 
core wall is much thinner than the strut thickness in the cladding (which is of 
order 0.2A). In this case, glass in the distorted region becomes more important 
than that in the core ring itself and the AR core wall approach can not be expected 
to be reliable.
The six lowest-order guided modes of the ‘optimal’ PCF structure are shown in 
Fig. 7.9 at koA =  5.5. Also given is the fraction of power in air, which is given 
by
p  - L r S ' Z d A
JS-zdA ’ ’
where S is the Poynting vector and the integrals are over the area A  of the unit 
cell. For the fundamental mode, Pair remains over 95% over a frequency range of 
approximately 5.4 < k0A < 5.7, comprising «  5% of the central gap frequency at 
the air-line. The maximum values of Pair for this mode of over 98% occur over 
the range 5.5 <  k0A < 5.6. Note that higher-order modes also have a relatively 
high fraction of power in air, with the six modes shown in Fig. 7.9 all having 
Pair > 95% at koA =  5.5.
7.5 Conclusions
The work presented in this chapter concerns the modelling of a PCF structure 
that is suitable for the guidance of light in the mid- to far-infrared wavelength 
region. In order to use the fixed-frequency plane-wave method to model these 
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Figure 7.9: Plots of the axial Poynting vector (normalised to unity over the 
supercell, and shown on a linear scale) for the lowest-order air-guided modes at 
frequency /c0A =  5.5. The intensities of the two modes of each doubly-degenerate 
pair (at (3 A =  —0.266, —0.105) have been added, and the colour scale used is the 
same as that in Fig. 7.8.
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improved method of linear equation preconditioning. This method, described in 
Sec. 7.3, is compared to the usual ‘Block/Jacobi’ preconditioning method and 
shown to provide a considerable improvement, making the study of large index 
contrast PCF feasible using the plane-wave method.
When designing any hollow-core PCF, it is important to take into account the 
effect of surface modes that are supported by the wall of glass surrounding the 
core. Although it might be expected that structures comprising high-index glass 
are particularly susceptible to surface modes, the results of this chapter show 
that the effect of these modes can be reduced by an appropriate choice of core 
wall thickness. The ‘optimal’ design presented shows a fundamental mode free 
of surface mode crossings over a large fraction of the width of the bandgap, and 
we have demonstrated that the fraction of power in air in this design can be as 
high as 98%. No simple underlying physical reason for this behaviour (such as 
anti-resonance) is obvious, but the results show that detailed numerical modelling 
can successfully identify designs with favourable properties.
Because the ‘optimal’ design shown in this chapter is guided by the fabrication 
constraints of real PCFs, it should be possible to fabricate fibres with this struc­
ture; recent work has already demonstrated success in fabricating high-index 
PCF [115,117]. Similar designs also using the type-II bandgap may also be prac­
ticable for glasses with refractive indices over the range of approximately 2.0-2.8.
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Chapter 8
Bend loss in low contrast 
bandgap-guiding PCF
The work presented in Chapters 4-7 shows improvements to the fixed-frequency 
plane-wave method aimed at increasing its applicability to PCF structures by at­
tempting to overcome some of its most significant practical problems. As shown 
in Chapters 4 and 7, perturbation of (3 values caused by smoothing and conver­
gence problems of the linear solver axe both increased when the refractive index 
contrast in structures is increased. In this chapter, the fixed-frequency plane- 
wave method is instead applied to PCF structures containing low contrast index 
steps (comprising only different types of glass, rather than both air and glass), 
for which results axe less affected by smoothing and the lineax solver convergence 
is generally much more rapid.
Low-contrast fibres provide an interesting insight into fight propagation in PCF 
because they can be formed from simple structures whose photonic bandstructure 
can be analysed and understood more easily than that of air-glass fibres. They 
are also more susceptible to bend loss (i.e. loss of fight from the fibre core when 
the fibre is bent). The computational and experimental results presented in this 
chapter demonstrate the relationship between photonic bandstructure and bend 
loss in a low contrast fibre.
This chapter begins with an introduction to low contrast fibres and the rea­
sons for studying them, and then describes how the fixed-frequency plane-wave
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Figure 8.1: SEM image of an all-solid low contrast PCF. The background is 
undoped silica with n «  1.458 and the light regions, with n »  1.458 +  2%, are 
germanium-doped silica rods. The fibre core consists of one missing rod. Image 
courtesy of Dr Feng Luan.
method has been used to determine the density of states (DOS) and position 
of the fundamental mode for a particular fibre that has been fabricated experi­
mentally. Bend loss is then discussed in theoretical terms, and comparisons are 
made between calculated estimates of bend loss behaviour and experimental re­
sults obtained using fabricated fibres. It is demonstrated that the observed bend 
loss characteristics are a result of particular features of the bandstructure, and 
the origin of these features is also discussed. Finally, the methods developed to 
estimate bend loss susceptibility are also applied to an air-silica structure, and it 
is demonstrated that they correctly show that air-silica fibres are less susceptible 
to bend loss than low contrast fibres.
8.1 Introduction
Guidance in low-contrast PCF was initially demonstrated by filling the holes of 
an index-guiding PCF (an air-silica structure similar to that shown in Fig. 1.1a 
on page 13, though with larger holes) with a high-index liquid of n «  1.8 [48,129]. 
More recently, there has been progress in fabricating low-contrast PCF structures 
using glass alone. Examples include fibres made from the silicate glasses LLF1 
and SF6, with refractive indices at visible wavelengths of n w 1.54 and n  «  1.79 
(index step 16%) [49]; and fibres made from doped silica glass with a typical index 
contrast of a few percent [50] and as low as 1% [130,131]. The fibre described 
later in this chapter is a typical all-solid low contrast fibre. Its structure, showing 
the arrangement of high- and low-index regions, is visible in Fig. 8.1.
Low contrast fibres have several potential applications. The high-index liq­
uid used in Ref. 48 had a refractive index that varied with temperature T  as 
dn/dT  «  —10-3 K” 1, and this type of liquid-filled fibre could prove useful to 
make temperature sensors or devices with easily-tunable optical properties. Re­
cently a three-level neodymium laser has been demonstrated with a laser transi­
tion at 890-950 nm, by using an all-solid bandgap fibre to suppress undesirable 
competition from a four-level transition [132]. This may be useful in applica­
tions such the study of optical absorption by water vapour and for frequency 
doubling [132]. Low contrast fibres are likely to find further similar applications 
as spectral filters [133]. It has also been noted that all-solid fibres axe attractive 
because they can be easier to fabricate and splice owing to their lack of holes [50].
In addition to their uses in potential practical applications, low contrast fibres 
are a valuable tool to investigate the phenomenon of bend loss. Bend loss has 
been investigated extensively in conventional optical fibres [10,11,134,135] and to 
some extent in index-guiding PCF [136]. It has received less attention in bandgap- 
guiding PCF, largely because it is usually negligible in hollow-core PCF [137]. 
However, it has been shown that it is more significant in low contrast fibres [131]. 
This makes low contrast fibres an ideal tool for the study of bend loss in bandgap- 
guiding PCF.
Because low contrast fibres can comprise simple structures—often a periodic lat­
tice of circular raised-index regions (‘rods’), with one missing rod to create a core, 
as shown in Fig. 8.1—their guidance properties are more easily understood than 
those of hollow-core PCF (see, for example, Ref. 138 and Sec. 8.5). Neverthe­
less, guidance in low contrast fibres is still a result of a photonic bandgap and, 
therefore, it is hoped that the insights into guidance gained from the study of low 
contrast fibres may prove useful in understanding hollow-core PCF. In Sec. 8.5 
below, a simple analysis is presented that explains the origin of specific features 
in the bandstructure of a low contrast fibre.
8.2 M odelling an all-solid low contrast fibre
In this section an all-solid low contrast fibre that has been fabricated experimen­
tally is described. The results of modelling of this fibre using the fixed-frequency 
plane-wave method axe then given, together with a method to extract from the 
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Figure 8.2: Refractive index profile n(x) given by Eq. (8.1) across one edge of the 
cladding unit cell along R i from (0,0) to (A, 0).
8.2.1 Fibre structure
The fibre shown in Fig. 8.1 comprises high-index doped rods in a background 
of refractive index no = 1.458. Each rod has a nominal index profile (based on 
manufacturers’ data) given at radius g from its centre by:




where g  ^ =  0.22A is the radius of the doped rod and An0 =  2%. The pitch, A, 
was measured to be 15.2/im. Fig. 8.2 shows the refractive index profile across 
one edge of the cladding unit cell containing a doped rod in each corner. The 
calculations presented in the remainder of this section, and the experimental 
results in Sec. 8.4, concern this fibre structure.
8.2.2 Plane-wave calculations
To determine the density of states (DOS) for the cladding structure, the fixed- 
frequency plane-wave method was used with an FFT grid size of 32 x 32 and 
smoothing T =  0.01A, and 127 k-points in the irreducible wedge of the first Bril- 
louin zone1. Note that because the index profile shown in Fig. 8.2 is graded, 
the structure is ‘smoothed’ by definition and only the gradient of n(g) is dis-
1See Appendix E for the definition and method of calculation of the DOS.
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Figure 8.3: Calculated DOS for a triangular lattice of graded-index rods (see 
Eq. (8.1) and Fig. 8.2) in a low-index background of n0 =  1.458. The axes are 
effective index neff =  (3/k0 and normalised frequency k0A, and the horizontal line 
is drawn at neff =  n0. The colour scheme is as in Fig. 7.1 on page 128. The 
yellow line is the locus of the fundamental core-guided mode as determined by 
a supercell calculation. Also given are mode designations LPjm (see Sec. 8.5) 
and effective index mismatches An_ and An+, which are described in the text 
of Sec. 8.3. The bandgaps are numbered in order of increasing koA. For ease of 
comparison with experiment (see Sec. 8.4), only bandgaps 3-6 are shown.
continuous at Q = Qd', as a result, the structure (and calculated values of (3) is 
largely unaffected by Gaussian smoothing. The calculated DOS for the structure 
is shown in Fig. 8.3.
In addition to the DOS, it is useful to know the position of the fundamental 
guided mode in the fibre core and, for later use, the field profile in the core. In 
order to ascertain this, an 8 x 8 supercell was used with FFT grid size 256 x 256 
and smoothing T = 0.01A, and a defect was introduced by the omission of a single 
doped rod. The locus of the fundamental mode is shown superimposed on the 
density of states of the cladding in Fig. 8.3.
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Figure 8.4: Plot of the axial Poynting vector Sz of the fundamental mode (nor­
malised to unity over the unit cell) at kqA =  70 along the directions of R i and 
R i +  R 2 (see Fig. 2.1 on page 34 for definitions of the supercell unit vectors R i 
and R 2). The horizontal axis shows r =  y / x 2 +  y2 for r < 4A. The solid line is 
the approximate fit Sz = 1.9 x 10_3exp(—3.0r/A )/(r/A ) (see text).
8.2.3 Fundamental mode decay rate
For later use in quantifying bend loss, it is also possible to use the supercell 
approximation to calculate the decay rate of the fundamental mode into the 
cladding2. To obtain a visual representation of the field, the eigenvector of ht 
corresponding to the fundamental mode is used to calculate the axial component 
of the Poynting vector Sz (as outlined in Sec. 3.1), and Sz is then plotted as a 
function of r  =  y /x2 +  y2 along given directions in the unit cell. An example of 
such a plot is given in Fig. 8.4.
In a conventional optical fibre of core refractive index nco and radius a, and 
cladding refractive index nci, the Poynting vector of the fundamental mode in 
the cladding (r >  a) has r-dependence of the form [11]:
Sz(r) oc {ClK 2{Wr/a) +  c2K 2(Wr/a)  +  c3K 0(W r/a )K 2{W r/a)}  , (8.2)
2 Note that this decay rate is fundamentally linked to the confinement loss discussed in 
Sec. 2.3.2. A faster rate of decay into the PCF cladding gives a smaller field amplitude at the 
outside edge of the cladding, and consequently a lower confinement loss.
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where W  =  ay/P2 — A^n^, K v axe modified Bessel functions of the second kind, 
and Ci, C2 and C3 depend on refractive index and frequency but not on r. If r is 
sufficiently large, the Bessel functions can be replaced by their asymptotic forms 
for large argument, given by [1 1 ]:
+  + . . . ) ,  (8 .3)
where (  G C. Substitution into Eq. (8 .2 ) leads to the asymptotic form for Sz:
p-2W r/a
Sz --------— . (8.4)r
If the decay rate of the fundamental mode in PCF also follows the same functional 
form, it should be possible to fit expressions of the form Sz =  aexp(—2 7 r)/r  
(with a, 7  as fitting parameters) to the axial Poynting vector. An example of 
this fitting, which has been done by eye only, is shown in Fig. 8.4.
8.3 Bend loss
In order to understand bend loss in bandgap-guiding PCF, it is first necessary to 
consider its origin in more general terms. A simple approach using geometrical 
optics is presented in this section, which is sufficient to demonstrate the origin of 
resonant coupling between the fundamental mode and radiation modes. To first 
order, this analysis correctly reproduces the result of more rigorous approaches 
[139,140].
Consider the two equal lengths of fibre shown in Fig. 8.5, one of which has been 
bent through an angle 6 = L /R .  The distance along the fibre for a fight ray along 
the dotted fine in each case is L, but in the bent fibre the path length for a ray 
at radial distance R  + r is (R +  r)6. The path is therefore either lengthened or 
shortened relative to the dotted fine by Sz = rd.
The ^-dependence of fields in a uniform, straight fibre takes the form el/3z. We 
can take the bend into account by treating the fibre as straight but introducing 
an r-dependence into /? such that the phase shift over the length of fibre shown
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length L
Figure 8.5: Section of straight fibre of length L, and the same fibre bent through 
angle 9 =  L /R  with bend radius R  and distance r from the axis of the fibre 
marked. The dotted line shows r =  0, i.e. the path with length L in both the 
straight and bent fibre sections.
in Fig. 8.5, /3z, is unchanged:
S((3z) =  (35 z  +  z5(3 (8.5a)
=  /3r9 +  R95(3, (8.5b)
and hence 5(3 =  —(3r/R if 5{(3z) =  0. It is more convenient, however, to consider
(3 for the mode to be constant and consider instead the bend to cause a local
change in refractive index given by
n(r) =  ns(r) ( l  +  , (8.6)
where ns(r) is the refractive index of the straight fibre before bending3. Figs. 8.6a 
and 8.6b show how this variation of refractive index can allow light to escape to 
the outside of a bend in a conventional optical fibre. When the fibre is straight, 
the effective index nfm of the fundamental mode is greater than that of any state 
in the cladding, and light is confined to the core. Bending the fibre skews the 
index profile in the way described by Eq. (8.6) and, if the index is raised enough 
on the outside of the bend to match rifm, resonant tunnelling can occur and light 
escapes from the core at the radiation caustic (marked in Fig. 8.6b).
In a bandgap-guiding PCF, the same variation in refractive index with r applies, 
but the fundamental mode is bounded by cladding states at both edges of the 
bandgap: there exist cladding states with an effective index higher than n fm as 
well as lower. In this case, as shown in Fig. 8.6d, skewing the index profile by 
bending can allow resonant tunnelling to either the outside or the inside of the 
bend. As discussed below, bend loss tends to be dominated by the nearest band




















Figure 8.6: Variation of effective index neff with distance r along the direction 
perpendicular to the fibre axis. The index rifm of the fundamental core-guided 
mode is marked as a dashed red horizontal line. A conventional step-index fibre 
is shown when (a) straight and (b) bent; the mismatch An between nfm and the 
cladding index nc\ is marked, and the core refractive index is nco. The equivalent 
diagrams for a bandgap-guiding PCF are shown in (c) and (d); grey areas mark 
cladding bands. Note that light can escape either to the inside or outside of the 
bend in (d), but only to the outside in (b).
edge, i.e. the upper band edge if An+ < An_ (An± defined in Figs. 8.3 and 8.6) 
and the lower band edge otherwise.
8.3.1 Quantifying bend loss
Love [141] uses the term ‘critical bend radius’ Rc to describe the approximate 
bending radius at which bend loss becomes significant, for conventional opti­
cal fibres. Although in practice bend loss has a gradual onset (see Fig. 8.8 on 
page 158), the concept of critical bend radius is useful in comparing the bend loss 
of a fibre at different frequencies. The derivation of an approximate expression 
for Rc from Ref. 141 is outlined here and it is then extended to make it more 
applicable to bandgap-guiding PCF.
The characteristic length scale zc for coupling between the fundamental mode 







cladding index n c\ is given by
\p — k0nci\' 8^'7^
If the field in the fibre decays as hz ~  e~1T j \[ r  (see Eq. (8.4) and note that 
Sz ~  \hz\2), there is a characteristic field decay rate 7 . Ref. 141 shows by a 
geometrical argument involving comparisons of length scales that this is related 
to Rc by
Rc » i f -  (8 .8 )
Eq. (8 .8 ) can be used to obtain approximate values for Rc. For a conventional 
fibre, for which Eq. (8.4) gives an explicit expression for the decay rate 7  =  W/a, 
the critical bend radius is given by
W  (  2ir
Rc ~  77“
2  a (8.9a)KsX /
\ 2'CO \ (8.9b)
(8.9c)
W  ( 47r&oa2n(
2 a V W r
^  87T 2k l a 3n 2co
W 3 ’
where Eq. (8.9b) follows from Eq. (8.9a) by multiplying the numerator and de­
nominator of the bracketed fraction by (/? + konc\) and employing the weak 
guidance approximation /? =  k0nco =  konc\. This derivation and an equivalent 
of Eq. (8.9c) may be found in Ref. 141 but the remainder of this section is the 
work of the present author.
In bandgap-guiding PCF, the characteristic length scale zc of Eq. (8.7) may be 
defined for coupling either to the cladding states with lower effective index than 
that of the fundamental mode (as in conventional fibres), or to those with higher 
effective index. Using Eqs. (8.7) and (8 .8 ), the critical bend radius for coupling 
to the upper band edge R+ or to the lower band edge R~ is given by
<8 i “>
where An± is the offset between the fundamental mode and the relevant band 
edge, as defined in Figs. 8.3 and 8 .6 . To find R f , the decay rate 7  must be found. 
One way to determine 7  is to use supercell calculations, plotting fields and fitting
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an exponential decay curve, as described above in Sec. 8.2.3. These values of 7  
may be substituted directly into Eq. (8.10) to obtain R f .
Another possible way to obtain Rc is to assume that the decay rate in PCF is 
dominated by the offset between the fundamental mode and the nearest band 
edge (with effective index riedge), and that Eq. (8.9c) remains valid given an 
appropriate redefinition of W, viz. W  =  fcoAIn^ — gel1/2- Substitution into
Eq. (8.9c) then gives4:
87r2no 
*0 | « L  -  ^edgel
Eq. (8.11) shows that the critical bend radius is directly related to the offset 
between the fundamental mode and the nearest band edge: the smaller the offset, 
the greater the critical bend radius (i.e. the more susceptible the fibre is to bend 
loss at that particular frequency). This allows estimates of the critical bend 
radius to be made directly from plots such as Fig. 8.3.
In summary, there are two methods of estimating the critical bend radius. The 
first method requires determination of the decay rate of the fundamental mode 
into the PCF cladding. The second method assumes that the decay rate is dom­
inated by the offset between the fundamental mode and the nearest band edge; 
this has the advantage of being more easily calculated because no fitting of decay 
curves is needed, but it relies on an assumption to calculate the decay rate, and 
so may be less accurate. In Sec. 8.4 below, the two methods are compared with 
experimental data.
8.4 Comparison w ith experim ent
The approximate expression of Eq. (8.11) suggests that a fibre is more susceptible 
to bend loss at frequencies where the offset between the fundamental mode and 
the nearest band edge is small. At frequencies where the offset is larger, the 
fibre should be less susceptible to bend loss. Examining the position of the 
fundamental mode in Fig. 8.3, it is clear that there is an alternating pattern in 
the bandstructure: An_ is in general greater in odd-numbered bandgaps than in 
even-numbered bandgaps. Although susceptibility to bend loss is determined by 
the smaller of An_ and An+, the dispersion of the cladding states is such that,
4Note that it is not valid here to define R f  because the decay rate is a single quantity 
assumed to be dominated by the nearest band edge.
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Figure 8.7: Critical bend radius Rc calculated by two methods. The solid line 
shows the approximation using Eq. (8.11), and the dotted line shows the result of 
fitting exponential decay rates to the fields obtained using the plane-wave method 
and using Eq. (8.10). The numbering labels the bandgaps.
over much of frequency range of each bandgap, An_ is smaller; An+ is smaller 
only at the far low-frequency edge of each gap. As a result, the alternating 
pattern in Ara_ should manifest itself in the bend loss characteristics of the fibre 
as calculated using Eq. (8.11).
In Fig. 8.7, the critical bend radius is plotted as calculated by the two methods 
presented in Sec. 8.3.1. The approximate method using Eq. (8.11) shows the 
alternating pattern between bandgaps, with the odd-numbered bandgaps less 
susceptible to bend loss and the even-numbered bandgaps more susceptible. The 
more accurate method based on the decay rates obtained from supercell calcu­
lations also displays the alternating pattern, although the results are slightly 
different quantitatively: in general, the more accurate method predicts a greater 
susceptibility to bend loss than does the approximate method.
The general ‘U’ shape seen in Fig. 8.7 across each bandgap is a result of the 
increase in the offset between the fundamental mode and band edges in the middle 
of the bandgap relative to that at the edges of the gap. Fig. 8.7 also shows 
that the gradient of the Rc curves is greater at the low-frequency edge of each
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bandgap than at the high-frequency edge. This suggests that, as a straight fibre is 
gradually bent, the frequency range over which bend loss is apparent will encroach 
on the low-loss transmission regions more quickly at the high-frequency edge. 
This asymmetry between the two bandgap edges is a result of the dispersion of 
the bands visible in Fig. 8.3. As the edge of a bandgap is approached, An+ at the 
low-frequency edge decreases much more rapidly than An_ at the high-frequency 
edge.
Transmission spectra obtained from fibres having the form of that of Fig. 8.1 are 
shown in Fig. 8 .8 . The solid line in Fig. 8 .8  shows the spectrum obtained when 
the fibre is straight, and shows clearly the low-loss regions corresponding to the 
bandgaps seen in Fig. 8.3. When the fibre is bent through a radius of R  =  15 cm, 
the transmission through bandgaps 4 and 6  is greatly reduced, but that through 
bandgaps 3 and 5 is barely affected. With a bend radius of R  =  7.5 cm, there 
is transmission in bandgap 3 but most fight is lost through bandgaps 4,5 and 6 . 
Also visible is the increased bend loss susceptibility of high-frequency bandgap 
edges: in all of the gaps shown, bend loss is more apparent at the high-frequency 
edges than at the low-frequency edges.
Fig. 8 .8  suggests that, for example, Rc for bandgap 3 is less than 7.5 cm, because 
there is still significant transmission at a radius of R  =  7.5 cm. Bandgap 5 has 
a critical bend radius of «  7.5 cm. This suggests that the estimates in Fig. 8.7 
are too large. The method based on calculated decay rates is slightly more 
accurate than the approximate method, but for both methods the accuracy of the 
calculations is limited by the original derivation of Rc- As discussed in Sec. 8.3.1, 
both the definition of critical bend radius and the derivation of Eq. (8 .8 ) are 
approximate and, as a result, exact quantitative agreement with experiment can 
not be expected.
Despite the lack of quantitative predictions of R ^  both methods presented in 
Sec. 8.3.1 correctly predict the alternating pattern of bend loss susceptibility 
across the bandgaps seen in Fig. 8 .8 . They also correctly predict greater suscep­
tibility to bend loss at the high-frequency bandgap edges, and produce estimates 
of the critical bend radius of the correct order of magnitude.
157
Straight 
R = 15 cm 





oZ -30 [V v
-35
-40
100 16060 80 120 140
koA
Figure 8.8: Experimental transmission spectrum for 2 m of the fibre of Fig. 8.1, 
when straight and when bent in a single turn around a cylinder of radius R. 
Two values of R  are shown. The numbering on the plot labels the bandgaps for 
comparison with Fig. 8.3. The spike at fc0A ~  90 is the supercontinuum pump 
source. Data courtesy of Dr Feng Luan.
8.5 U nderstanding the bandstructure
The pattern of bend loss susceptibility alternating across bandgaps, calculated 
and shown in Fig. 8.7 and confirmed experimentally in Fig. 8.8, is a result of the 
particular form of the DOS shown in Fig. 8.3. In this section, the structure of 
the DOS is analysed and the reason for the alternating pattern is explained by 
reference to a simple model.
The anti-resonant reflecting optical waveguide (ARROW) model [128,138,142, 
143] describes how photonic bands are formed from the coupled resonances of 
individual resonators (in our case circular rods). For effective indices greater than 
the background index no (/3 > k0no), these resonances are the waveguide modes 
of the individual rods. In the region (3 < kon0, the resonances are phase-matched 
to radiation modes and are therefore ‘leaky’, but they can still be identified as 
modes of the rods5.
5 A more detailed examination of the effect of leaky modes in ARROW fibres can be found 
in Ref. 143.
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Because the index contrast in the structure previously described is low, it is 
possible to use the scalar approximation in which the vector equation (2 .1 2 ) is 
replaced by its scalar equivalent, neglecting the small term involving Vt In n2:
(V t2 +  n 2^ ) t f  =  /?2tf, (8.12)
where \I/ can be hx or hy [11]. The solutions of this equation for a circular rod 
can be designated LP/m, where I and m  are integers describing respectively the 
azimuthal and radial variation of the field [11]. In Fig. 8.3, the bands formed 
from coupled rod modes are labelled using the LP/m notation to identify each rod 
mode from which the bands are formed.
The width of the bands seen in Fig. 8.3 is determined by the overlap between 
the modes of adjacent rods in the structure. Where (3 > kon0, the fields of each 
rod are strongly confined and there is little overlap. Consequently, the bands are 
narrow. As (3 decreases and the mode becomes leaky at (3 =  kono, the strength 
of coupling increases and the bands broaden, eventually closing the bandgap 
completely. However, it is clear from Fig. 8.3 that the rate at which broadening 
occurs as (3 decreases is not constant for all modes. In particular, the LP12 and 
LP13 bands, which define respectively the high-frequency edges of bandgaps 3 and 
5, broaden comparatively slowly relative to LP03 and LP04, which determine the 
high-frequency edges of bandgaps 4 and 6 . These high-frequency edges determine 
An_ for bandgaps 3-6, and therefore the alternating bend loss behaviour across 
these bandgaps can be attributed to the way in which the individual rod modes 
couple together and broaden at different rates below /3 = k^ riQ.
To understand why the rod modes broaden differently, it is necessary to con­
sider the rate at which the fields of the rod modes decay away from the rod, 
which in turn determines how strongly the modes couple together6. If the mode 
decays slowly outside the rod, it will couple more strongly to adjacent modes 
than if it decays quickly and the field is strongly confined to the rod. The 
modal fields can be determined from Eq. (8.12). If we substitute the separated 
field ^(g, <f>) = R(g)ell<^> (where g,<f> are local polar coordinates for the rod) into
6A similar approach is used in the tight-binding approximation of solid-state physics. In 
this approximation, electronic bands are formed from the coupled states of single atoms, and 
the width of the bands so formed is determined by the strength of coupling between atoms [75].
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Eq. (8.12), the resulting equation for the radial function R (g ) is [11]:
+ ^ + k ° n 2 (g) ~  ? )  r ^ = (8' i3 )
The modes of the rod can be found by solving Eq. (8.13) piecewise inside and 
outside the rod, and using the appropriate boundary conditions to determine (3. 
However, the decay rates outside the rod can be obtained more simply at cutoff 
(where (3 = rioko). In this case, the modal fields are given by solutions to
<si4>
where Eq. (8.13) has been multiplied by g2 and the substitutions (3 = n0ko and 
n(g) = no have been made. Eq. (8.14) can then be re-written as:
{815)
The solutions to Eq. (8.15) that are well-behaved as g —► oo take the general 
form R(g) oc g~l (constant for I = 0), as can be confirmed easily by substitution. 
Modes with I = 0 therefore do not decay at all outside the rod at cutoff, and 
modes with I > 0 decay progressively more quickly as I increases. We therefore 
expect the bands formed from I = 0  modes to be broader than those formed from 
1 = 1 modes, and those from higher-/ modes to be narrower still.
Because the / = 0 modes broaden more than the / = 1 modes, and the I = 0 modes 
define the edges of the even-numbered bandgaps, the offset An_ is smaller in 
these gaps and consequently the susceptibility to bend loss is greater. The odd- 
numbered bandgap edges are defined by I = 1 modes, which broaden more slowly 
and hence give rise to a greater An_ and less susceptibility to bend loss. In com­
parison, higher-/ modes appear to have little effect: the locus of the fundamental 
mode is barely perturbed by these modes, and the bands formed from them are 
very narrow. This can be explained by the fast decay of the rod mode fields 
for / > 1, leading to very weak coupling [144]. In Fig. 8 .8  the dominant I = 0 
and 1 = 1 bands mask any effects of the I = 3 and I = 4 modes, and the narrow 
features resulting from I = 5 and I = 6  modes are not visible in the spectrum.
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8.6 Bend loss in air-silica PCF
The methods developed in Sec. 8.3.1 to quantify bend loss have been shown to be 
successful in describing the bend loss characteristics of a fabricated low contrast 
fibre. However, although they axe strictly valid only for low contrast structures, 
the general ideas are equally applicable to air-silica fibres. Bend loss is known 
to be less significant in air-silica hollow-core PCF [137], so it is worthwhile to 
consider briefly whether the methods developed here correctly predict this.
In Sec. 6.2, a typical 7-cell hollow-core PCF design is presented and used as 
a test system for the plane-wave method in generalised curvilinear coordinates. 
Figs. 6.5, 6 .6  and 6.7 (page 110 onwards) fully define this structure, and the mode 
trajectories are plotted in Fig. 6.10 on page 116. As Fig. 6.10 contains information 
on both the positions of the band edges and the locus of the fundamental mode, 
it contains the information on nfm and 7iedge necessary to calculate the critical 
bend radius with Eq. (8.11). The method of calculating decay rates presented in 
Sec. 8.2.3 can also be used to determine the decay rate of the fundamental mode, 
and therefore both of the two methods presented in Sec. 8.3.1 can be applied.
In order to obtain critical bend radii in metres, the pitch of the fibre must be 
known. In the remainder of this section, the pitch A =  3.5 fim has been chosen 
such that the fibre would be suitable for guidance at 1550 nm, a commonly- 
used telecommunications wavelength that coincides with a low-loss window in 
silica [10]. This wavelength was also used in the experimental measurements of 
bend loss of a similar fibre in Ref. 137.
Fig. 8.9 shows the critical bend radius as calculated using the. two methods of 
Sec. 8.3.1. Note that, unlike in Fig. 8.7, the method using calculated decay rates 
gives slightly larger values of Rc than the approximate method; the reason for 
this difference is not known. However, both methods give similar results and, 
as expected, the calculated critical bend radii are much less than those of the 
low contrast fibre. The minimum value of Rc in Fig. 8.9 is approximately 2 mm, 
compared with a range (dependent on bandgap) of approximately 0.3-2 m for the 
low contrast fibre. Although the pitches of the two fibres differ by a factor of 
«  4, this difference is much less than the calculated difference in critical bend 
radii and so pitch alone does not account for the difference.
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Figure 8.9: Calculated critical bend radii for the air-silica fibre presented in 
Sec. 6.2, with a pitch of A = 3.5 /mi. The critical bend radius has not been plotted 
in the region 14 < A < 15 because the fundamental mode has an anti-crossing 
with a surface mode in that frequency range, and the methods of Sec. 8.3.1 are 
applicable only to the fundamental mode.
The experimentally-measured bend loss of a fibre with similar structure and pitch 
to that described in this section is given in Ref. 137. Bend radii between 2 mm 
and 20 mm were used and, even at the tightest bend radius of 2 mm, the only 
bend loss observed was at the far high-frequency edge of the bandgap7. This 
suggests that the critical bend radius over much of the bandgap must be less 
than 2 mm, and that therefore the calculations presented in Fig. 8.9 represent 
an over-estimate of Rc. This over-estimation was also apparent in the results 
of Sec. 8.4 for low contrast fibres. However, the general finding that air-silica 
hollow-core PCF exhibits much less susceptibility to bend loss than low contrast 
fibres is correctly reproduced.
8.7 Conclusions
In this chapter the modelling of a low contrast bandgap-guiding PCF has been 
presented. Although in general the modelling of low contrast structures does not
7Maintaining such a small bend radius for a prolonged period makes the fibre likely to break, 
and therefore such fibres can be said to suffer no bend loss at any practical bend radius [137].
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present any significant computational challenges for the fixed-frequency plane- 
wave method, the determination of field decay rates leading to a numerical es­
timate of critical bend radius is a novel use of the method. The fibre structure 
used in the plane-wave calculations was chosen to be a close match to a fabricated 
fibre, in order that comparisons could be drawn between the results of modelling 
and experimental data.
Two methods of estimating the bend loss characteristics of a PCF structure 
have been developed based on a previous analysis of bend loss in conventional 
optical fibres. One method uses an approximation to the decay rate of the fun­
damental mode into the fibre cladding, and suggests that the offset between the 
fundamental mode and nearest band edge (easily obtained directly from plane- 
wave calculations) determines the critical bend radius. Another method that has 
been developed uses calculated decay rates (again obtained using the plane-wave 
method), and is shown to be in better quantitative agreement with bend loss 
measurements on the fabricated low contrast fibre. Both methods correctly re­
produce an alternating pattern of bend loss susceptibility across the bandgaps of 
the PCF structure and predict critical bend radii of the correct order of magni­
tude. However, as both methods ultimately rely on approximations, it is clear 
that a more detailed theory is required in order to obtain better quantitative 
agreement between calculations and experiment.
The alternating pattern of bend loss susceptibility across the bandgaps of the low 
contrast fibre is accompanied by alternation of the calculated depth of bandgaps 
seen in the density of states. A simple explanation has been presented that shows 
how the depth of the bandgaps is influenced by the azimuthal order (/-value) of 
the modes of the rods which, when coupled together, form the bands seen in the 
DOS. This explains the origin of the pattern of bend loss seen in experimental 
spectra.
The methods developed in this chapter to calculate decay rates and estimate bend 
loss susceptibility in low contrast fibres are equally applicable to hollow-core PCF. 
In Sec. 8 .6 , results are presented that show the application of these methods to 
a typical air-silica hollow-core fibre. The calculations correctly predict that the 
air-silica fibre is much less susceptible to bend loss, in good agreement with ex­
perimental findings. Although hollow-core bandgap fibres are more complicated
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to analyse8, it is also possible that, in a similar way to that of Sec. 8.5, identificar 
tion of the specific modes defining band edges in hollow-core PCF could lead to 
better understanding of the origin of specific features in their densities of states.
8In particular, the non-circular and connected high-index resonators of hollow-core PCF 
(see, e.g., Fig. 7.3a on page 130) are more difficult to analyse than circular rods.
Chapter 9
Conclusions
The work presented in this thesis has primarily concerned improvements and ap­
plications of the fixed-frequency plane-wave method for the modelling of photonic 
crystal fibre. The conclusions drawn from this work, together with possible areas 
of further research arising from it, are described in this chapter.
In Chapter 4, a simple ID ‘PCF’ structure was presented and analysed using 
the fixed-frequency plane-wave method. The results of this analysis, which can 
be generalised to 2D, showed that the convergence of the plane-wave method 
depends upon the number of real-space sampling points in the areas of the unit 
cell containing the sharp interfaces between regions of different dielectric func­
tion. In the conventional plane-wave method, there are two ways in which the 
number of sampling points at interfaces can be increased: either the interface 
can be smoothed, making it wider so that it is then described by more sam­
pling points, or the density of sampling points can be increased. Although both 
of these actions enhance plane-wave convergence, they introduce new problems: 
smoothing the dielectric function causes an unwanted perturbation of the results 
away from their true values, and using a greater density of sampling points (or, 
equivalently, greater FFT grid sizes) increases the total computation time and 
storage requirement.
One finding of Chapter 4 was that the fixed-frequency plane-wave method is 
not (at least in its conventional form) a practical method for the modelling of 
2D structures containing metallic dielectrics. For this reason metallic structures
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were not considered further in this thesis. However, the modelling of structures 
containing metals remains an interesting possibility and is worthy of further con­
sideration in future.
The reformulation of the plane-wave method in generalised curvilinear coordi­
nates (GCCs), presented in detail in Chapter 5, provides a way to increase the 
density of real-space sampling points in particular regions of the unit cell without 
increasing the smoothing or the FFT grid size. This is achieved by the use of 
a coordinate transformation chosen such that it gives a position-dependent sam­
pling point density, while at the same time retaining uniformity in one coordinate 
system so that FFTs can still be used to allow rapid calculation. Although the 
method can be used with any invertible coordinate transformation, the results of 
Chapter 4 suggest that a transformation that increases the density of sampling 
points at dielectric interfaces would be beneficial in improving the plane-wave 
convergence. A method to create such transformations, based on the minimisa­
tion of a fictitious energy functional, was also given. In Chapter 6  this method 
w e is  shown to create coordinate transformations with the desired increase in the 
grid point density at dielectric interfaces.
Chapter 6  showed the application of the plane-wave method in GCCs to two 
example structures, firstly a cladding structure comprising a simple array of air 
holes in glass (for which exact numerical solutions were available), and then a 
supercell structure representing a realistic geometry for an air-silica hollow-core 
PCF. In both cases the GCC method was shown to provide a considerable im­
provement in plane-wave convergence over the conventional plane-wave method: 
i.e. for a given FFT grid size the GCC method shows better convergence, with the 
improvement related to the amount of distortion applied. However, the improve­
ment brought about by the method comes at a cost of worsening the convergence 
of the linear solver (g m r e s ), with greater grid distortions causing increasingly 
slow convergence. Consequently, the GCC method is generally not faster than 
the conventional plane-wave method when carrying out similarly-converged cal­
culations. It does, though, provide a way to investigate structures with very 
little dielectric smoothing with a much greater certainty in the level of plane- 
wave convergence. This may prove to be useful in understanding, for example, 
the guidance properties of Kagome fibre structures (see, e.g., Ref. 33) at high fre­
quency, which preliminary investigations suggest may be interesting—although
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not necessarily well converged with the conventional fixed-frequency plane-wave 
method [145].
In order to make the GCC method faster, further development of preconditioning 
methods to overcome the poor g m r e s  convergence is clearly desirable. Similarly, 
the use of distortions greater than those presented in Chapter 6  could be benefi­
cial, but better preconditioning would be necessary before using such distortions 
because they would otherwise require prohibitively long calculation times. The 
GCC method has been shown to give large potential improvements (and actual 
improvements, when considering structures with a very narrow dielectric smooth­
ing) over the conventional plane-wave method. However, it is clear that with fur­
ther preconditioner enhancements the method could be improved considerably. 
With such enhancements, it is possible that the GCC method may provide the 
necessary level of improvement to consider carrying out calculations on structures 
containing metals as well as the more usual air/glass PCF structures.
As previously noted, the plane-wave method in GCCs can be used with any coor­
dinate transformation. The fictitious energy method described in Chapter 5 has 
been shown to be successful, but it is not necessarily the optimal method. There 
is considerable freedom in the choice of energy functional, and one potentially 
helpful direction of future work would be to undertake a more thorough study 
of how the choice of energy functional affects the eventual convergence of the 
plane-wave method.
Chapter 7 demonstrated the application of the plane-wave method to PCF struc­
tures containing a large refractive index contrast. Because the large index con­
trast in these structures causes slow convergence of g m r e s , it was first necessary 
to develop an improved method of preconditioning. The method demonstrated 
in this chapter involved using an exact inverse of the matrix corresponding to 
a smoothed dielectric structure, determined iteratively, to provide an approx­
imate inverse of the matrix describing the required dielectric structure. The 
improvement brought about by using this preconditioner was discussed, and the 
plane-wave method was then used to investigate designs for a realistic PCF struc­
ture suitable for the guidance of light in the mid- to far-infrared. An ‘optimal’ 
structure was presented. At the time of writing, this structure has not yet been 
fabricated; the fabrication of such structures experimentally is a logical direction 
for future work in this area. As the core design demonstrated that anti-resonance
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(for example) does not provide an explanation for its favourable properties, an­
other potential direction for future work would be a more thorough analysis of 
core wall structure that is applicable to a range of refractive indices and cladding 
designs.
Finally, Chapter 8  described the use of the fixed-frequency plane-wave method 
to model a fibre structure with low index contrast. Two methods of estimating 
the susceptibility of a PCF structure to bend loss were then developed, and the 
estimates obtained were compared with measurements carried out on a fabricated 
fibre. The experimental results were well reproduced semi-quantitatively by the 
theoretical estimates, both for the fabricated low contrast fibre and for an example 
air-silica fibre which, in agreement with experiment, was shown to be considerably 
less susceptible to bend loss than the low contrast fibre. However, there remains 
much scope for a more thorough theoretical investigation into bend loss which 
could lead to more accurate quantitative predictions.
Chapter 8  also explained the reason for an alternating bend loss susceptibility 
across bandgaps in the low contrast fibre by reference to features in its band- 
structure. These features arise from the coupled modes of the individual rods of 
the fibre cladding. A natural direction for further work arises from this analy­
sis. If the high-index rods of the PCF cladding axe replaced by high-index rings 
with low-index centres, this will suppress modes with high radial order and leave 
a succession of bandgaps with edges defined by modes with I =  1 , 2 ,3 , . . .  and 
m  =  1 (notation as used in Chapter 8 ). Because these gaps are not bounded by 
the I — 0  modes, which have been shown to be a cause of large bend loss, the 
resulting structure could be expected to be more resistant to bend loss. This 
structure has now been investigated both experimentally and by modelling in 
Ref. 146, and a range of different cladding geometries are now being studied 
using the principles described in this chapter.
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Appendix A 
Fields of the ID ‘PC F’
In this appendix, complete expressions are given for the fields of the ID ‘PCF’ 
model of Chapter 4.
A .l  General structure
In the unit cell centred at x  =  0, the fields of the ID periodic array of dielectric 
slabs defined by Eq. (4.1) take the general form:
h[x) — <
r A+eklX +  A-e~klX -A / 2  < x < -d /2
B  cos(k2x) +  Csin(k2x) —d/2 < x < d/2 (A.l)
k D+eklX +  D-e~k'x d/2 < x < A/2,
where ki =  (ft2 — k l n ^ ) 1/2, k2 =  (^ o^dieiec “  P2)1^ 2 and A±, B, C and D± are 
in general all complex quantities. The even symmetry of the dielectric function 
about x  =  0  allows the fields to be decomposed into either even or odd solutions, 
such that h(x) =  h(—x) and h(x) =  —h(—x) respectively. Relabelling the coef­
ficients and fixing the overall normalisation, these take the form (where E± are 
complex coefficients):
E_ek'x +  E+e~klX -A /2  < x < -d /2
heven(x) =   ^ cos(k2x) —d/2 < x < d/2 (A.2 )
E+eklX +  E-e~k'x d/2 < x < A/2
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Figure A.l: Fields of the periodic ID dielectric slab waveguide at the centre 
(solid line) and edge (dashed line) of the Brillouin zone, illustrated by an even 
TM mode.
or
!- E _ e klX -  E+e~klX -A /2  < x < - d /2sm(k2x) —d/2 < x < d/2 (A.3)E+ek'x +  E .e ~ k' x d/2 < x < A/2.
For a given choice of odd/even modes, there are three unknown quantities: E+,
E -  and (3. In order to determine them it is necessary to apply the relevant 
boundary conditions to h and h! at the interfaces between the three regions 
shown above. We apply the boundary conditions on h and h! at x = d/2 in 
order to determine E+ and E _ ; these coefficients are independent of whether the 
mode is at the centre or edge of the Brillouin zone. In order to determine /?, we 
either choose h' = 0 at x = A/2 to obtain solutions at the centre of the Brillouin 
zone, or h = 0 at x  =  A/2 to obtain solutions at the edge of the Brillouin zone, 
as illustrated in Fig. A.I. The boundary conditions and resulting solutions are 
given in full in the following sections.
A .2 TE m odes
The boundary conditions applied to obtain TE mode solutions at the Brillouin 
zone centre are:
h(d/2 - e )  = + e) (A.4a)
h'(d/2 - e )  = + e) (A.4b)
V(A/2) =  0, (A.4c)
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where e —*■ 0. At the Brillouin zone edge, the boundary conditions are:
h(d/ 2  — e) = h(d/ 2  +  e) (A.5a)
h!{d/ 2  — e) =  h'(dj 2  +  e) (A.5b)
h(A/2 ) =  0 . (A.5c)
The values J5+ and E -  axe obtained by solving simultaneously Eqs. (A.4a) and 
(A.4b) using fields of the appropriate symmetry. Note that Eqs. (A.5a) and 
(A.5b) are identical to Eqs. (A.4a) and (A.4b), and therefore the values of E± 
are independent of whether the mode is at the centre or the edge of the Brillouin 
zone. E± is given by
^  m
Solving Eq. (A.4c) together with the values of E± then provides the mode con­
dition at the centre of the Brillouin zone:
tanh =  ]jr ^an (even modes) (A.8 )
tanh ~2— =  — m0<^es)» (A-9)
or at the edge of the Brillouin zone, solving Eq. (A.5c):
coth (even modes) (A. 1 0 )
coth =  — jjTtan (odd modes). (A .ll)
A .3 TM  modes
The TM mode fields are also given by Eqs. (A.2 ) and (A.3), but the different 
boundary condition on hf for TM modes results in a modification to the expres­
sions for E± and the mode conditions. The boundary conditions applied to obtain
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TM mode solutions at the Brillouin zone centre axe:
h(d/2 — e) =  h(d/ 2  +  e) (A.1 2 a)
t i(d /2 -e ) /n % a<x =  h'{d/2 + e j /n ^  (A. 12b)
h'{ A/2) =  0. (A.12c)
At the Brillouin zone edge, the boundary conditions are:
h(d/2 — e) = h(d/2 + e) (A.13a)
ti(d/2  -  e)/nlielec = ti(d/2  +  e)/n^. (A.13b)
h( A /2 ) =  0 . (A. 13c)
The expressions for i?± axe:
- H“ (¥)*& :-* (¥ )M *¥) <-*»
*■ -  H -‘" ( ¥ ) ± s S ;  “ • ( ¥ ) }  “ » ( * ¥ ) •
and the mode conditions at the Brillouin zone centre become
ta n h ( M ^ T ) =  (even modes) (A.16)
tanh f k l ( A~ dA  =  -  tan f  (odd modes). (A.17)(A -  d ) \  _  h n | elec  ^ _ ( k2d 
h nlh \  “ /
At the edge of the Brillouin zone, the field coefficients E± axe again unchanged, 
and the mode conditions are:
coth ^ l( A 2  tan J  (even modes) (A.18)
coth (  kA ± Z * L )  =  tan f  ! f )  (odd modes). (A.19)
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Appendix B
Reciprocal-space matrix equation 
in curvilinear coordinates
In this appendix the structure of the reciprocal-space matrix equation is derived 
explicitly in generalised curvilinear coordinates. The reciprocal-space compo­
nents corresponding to the operations required by the fixed-frequency plane-wave 
method are also derived.
Equivalents of the matrix elements given here, derived for use in electronic struc­
ture calculations, are published without proof in Ref. 100.
B .l  Structure of the m atrix equation
Showing the hx and hy components explicitly, Eq. (2.18) is
where R ij are given by:
Jfc, =  V? +  n X  -  ( | -  Inn2)  A  (B.2a)
=  V t2 +  n X  -  ( j j -  In n2)  £  (B.2b)
( | ln"2)£  (B2C)
^  = ( i  ln”2)  (B'2d)
Substituting the plane-wave expansion of Eq. (5.9) gives
^ 2  ( R xx R y x  W  h ^ Q ,  \  ^ _ i / 4 e i(k + G ').£  =  p 2  ^  | ^k,G ' j ^ - l / ^ k + G ' ) *
g' V y  R y y  J  \  k^,G/ /  G' V k^,G' /
(B.3)
We now multiply both sides of Eq. (B.3) by Xk,G =  <?- 1//4e- ^k+G^  and integrate 
over the area of the unit cell:
f  d 2x  - l / 4 e - i (k + G )  « y ^  (  R** R yx \  (  h k , G '  | - l / 4 e i(k + G ') «
J X  \ R„, R,„, I \ hlr,, IG
= [  d2x 9" i/2E  ( y ) e<(G'_G)4- (b -4)
^  G' \  k,G' /
Transforming the area element using g 1//2d2x =  d2£ and evaluating the RHS 
yields
— f d2r „-l/4«-<(k+G)-$ W  W  k^,G' | ^ - l / 4 e i(k+G ')-£
= /?2 ( [J®  | .  (B.5)
Performing the matrix-vector multiplication on the LHS gives:
[V2^ ] g  +  [n2fc02fc*]G -  [(A lnn 2) ( f l ) ] G +  [ (£ ln n a)($£)]G





The definitions and derivations of the matrix elements appearing on the LHS of 
this equation are given explicitly in the following section.
B.2 M atrix elem ents
The LHS of Eq. (B.6 ) contains matrix elements for the Laplacian, gradient and 
n 2 (‘potential’) operators which will be derived in turn below.
B.2.1 Laplacian operator
The matrix element of the reciprocal-space Laplacian operator is
M G = / d2z<T1/4e-(k+G)'< J 2  E  h i o ' e ' ( k + G 'H - (B.7)
J j  = 1 ^  Q,
To evaluate this matrix element, it is convenient to use Green’s first theorem 
which, for arbitrary functions <p and 'ip in three dimensions is
<b <t>Viti ■ dS =  f  [4>V2^  + (V0) • (V^)] dV, (B.8 )
Js Jv
where S  is the closed surface bounding the volume V . Applied in 2 D to Eq. (B.7) 
with <j) =  <7- 1/4e- t(k+G)'£ and ip =  g~1^  ^k,G'e^k+G^  ^ this giyes
m a= f  d2X5-V4e- i(k+O , . ^ | _ ^ _ fl- 1/4E , U ,ei(1c+G0.4 
J  j = 1 G'
=  - J d 2 x i  { i 9 ~ 1/ie~Kk+GH)  ( i ^ 4X>u-i<k+G'w) ,
(B.9)
where the surface integral term vanishes owing to periodic boundary conditions. 
We use the chain rule to change variables in the derivative:
2 '  2 ^ A „ - l / 4 e-i(k+GH
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The derivatives are then evaluated:
2 2
[VM,, -  -  /  A  g  g  g  { - i j |  -  i( t ,+ o,)}
x £  | l |X < = -  { - ^ 0  +i(*t + O',)} 'B ID
Collecting the factors of g 1/ 4 and using d2x =  ^1/2d2^  to give the change of 
variables, then substituting the vector potential of Eq. (5.4), gives
2 2
m G = -  / d 2e  £  £  S S ( ~ Ap -  i k > - iGp)
J p,q= 1 fc=l
X £  ftk,G '(-A  +  +  *G ',y(G'- G)* (B.12)
G'
1.Finally, noting that the inverse metric tensor gpq is given by
d (?  d £ q
k
the matrix element for the Laplacian can be written:
2 f
[VjW]G =  -  £  / d 2? £  hlo ,(kp + GP — iAp)gvq(kq + G'q + iAq) e '^ ' - G^ .
p,q=1 ^ G'
(B.14)
B .2.2 Gradient operator
The terms involving In n2 appearing in Eq. (B.6 ) are all of the form 
For notational convenience we assume here that dlQ^t has been evaluated in 
advance and stored (as it is not a function of hl), and denote it /(£ ) below. The 
required matrix element is given by:
m dhdxi = [  (B.15)
xIt can be shown easily using the chain rule that £ fe gkqgkp = Sq as required when using 
this definition of g pq and that of Eq. (5.3) for gpq.
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J  p = l *  G'
(B.16)
then evaluate the derivative:
/(€)
dhi
t o p=  1
X
Collecting the factors of <7 and using d2x =  g1//2d2£ gives the change of vari­
ables:
/(€) t o - / « . - * » » / ( «  E gp = l
X { " ^ 1 ?  + i{k > + G^ }E ^ ,G '^ (k+G')S- (B.18)
Now using Eq. (5.4) gives the matrix element: 
2
/(€) t o = i £  I d2«/ («)E + ^p)ei(G"GW- (B.19)
p = l  J  G '
B.2.3 ‘Potential’ operator
The matrix element for the ‘potential’ operator giving n2 is
[n2W] G =  f  d2x  p - i / 4 e - i ( k + G ) ^  n 2 ^ j  g - 1/4 ^  ^  ^ ( k + G ' ) *
J Q ,
Collecting the factors of p1/ 4 gives








Gradient of the fictitious energy 
functional
In this appendix, expressions for the gradient of the fictitious energy with respect 
to the transformation coefficients xq axe derived in order that they may be used 
in the BFGS minimisation algorithm. These have not been previously published, 
to the best of the author’s knowledge.
Before determining the derivatives of the fictitious energy it is necessary to carry 
out some manipulation of derivatives of the metric tensor. Where noted below, 
one result presented has been previously published without proof by Gygi.
Throughout this appendix, p, q, r, s, t ,u ,v  € 1,2.
C .l Derivative o f the metric tensor
Consider the derivative of the metric tensor given by
(C.l)
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where the metric tensor on the RHS has been multiplied by the identity 8q. Using 
the fact that gqu and gqu are inverses we can re-write the identity to give
dgpq d
Cjd x r  pkd x r
u a z *  u d$° t,u
then differentiate using the chain rule:
^ 3 py " f a ,  (C.2)
gpi  _  ^  (  „trnv89tu „vtdgqu _ , dgpt \  /r lo^
dxr ~  I 9 9 f)dx^ 9 ftdx^Qtu +  r,Qx^9 9tu I • (C-3)
ae t,u \  °dz* °aza °dza J
d q
d
This can be re-written by again using the fact that gqu and gqu are inverses to 
identify delta functions:
—  — ( gptgqu ^9tu +  8P^ — +  8q ^ (C 4)
d x l  ~  I 9  9  f i d x ^  + ° u  f i d x ^  + ° t  A d & i  I *
dza t,u \  u dza u dza u d t ° J
8gpq 
d
Now noting that the second and third terms on the RHS are the same as the LHS 
gives
^ - =  -  V  « (c .5)
p \d x r  /  j  9  9  f \ d x r  ’ V • /
U dZa t,u  u dZa
and using the definition of gpq of Eq. (5.3) gives
= - X 'g * tgqu— — —  (C 6 )
9 ^ 7  h i
dgpq v - ' dxV dx'J
\d x r  /  j  9  9  g d x r
dZ* t,u ,v  U dZa
Performing the derivative,
£  = - E  . (c.7)
dZa t,u ,v  '  UC* '
3gpq 
d




^ g  =  - E ( 3 PV ‘ +  / V 3) ^ ,  (C.8 )
which is stated without proof in Ref. 96. The relationship between an infinitesimal 
change in the transformation £x and the resulting change in gpq is therefore
f )Tr  r)
S9pq =  -  E ^ V *  +  9vt9qs) ^ t ^ x r- (C.9)
T , S , t
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C.2 Derivative of the elastic energy
The elastic energy functional is defined by
=  p f  fl- 1d2£, (C.10)
where g =  det gpq =  1/ det gpq. The infinitesimal change in the elastic energy
brought about by a change in the metric determinant is given by
SEB = ti f  S(g~1) d%  (C .ll)
which, expanded in full (using the symmetry of gpq and det gpq =  gu g22 — g12g12), 
is
5Ee = n J (gn Sg22 +  g22Sgn  -  2 g12Sg12) d2{. (C.1 2 )
Using Eq. (C.9) as derived previously gives
SEe =  - 2 /t [ d2f  £  {g"g»g*  + g»g»g* -  g*(g'°g* +  5 V ’)}
J  r ,s ,t  ** **
(C.13)
Expanding the sum over t explicitly yields
SEe =  - 2 / i  j d*f £  {(ff1 W  +  9229 U9 n  -  j V j “ -  s W * ) ^
r,s
+ ( 9 n 9 2‘9 22 + 9 2W 2 ~  9 129 U922 ~  AV)|} (C.14)
Rearranging gives
+ 9 2a(9U9 22- 9 1V 2) ^ } ^ ,  (C.15)
and then substituting for g~l =  gn g22 — g12g12:
SEe =  - 2 /i f ^ - g J 2  9U % ^ T- (C.16)
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C.3 Derivative of the total fictitious energy
We can write the change in the total fictitious energy caused by a change in the 
transformation of £x, using Eq. (C.16) for the elastic energy, as:
8E
T  \  8 , t  /
Eq. (5.1) relates 8x to the set of xq  coefficients. An infinitesimal change of one 
coefficient Xq gives
Sxp =  S x ^ e ^ ,  (C.18)
and substituting into Eq. (C.17):
J E - j  d>; £  ( -  A | Vl„>| -  ^  (C.19)
Rearranging gives the required final result: 
dE
dxrG
It is possible to use Eq. (C.20) to show that the elastic energy term is at an 
extremum when the grid is undistorted, i.e. xq  =  0 or equivalently £ =  x. In 




= -2iiiG r [  eiG*d2£ (C.2 1 a)
G J
= —2in$lGr5Qfl (C.21b)
=  0, (C.2 1 c)
where S is the Kronecker delta and Cl is the area of the unit cell.
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Appendix D
Symmetry in reciprocal space
When interpreting the trajectories of modes guided in a defect in a PCF cladding, 
it is useful to be able to classify them according to their symmetry. In the first 
section of this appendix, a method is given to determine modal symmetry from the 
plane-wave coefficients describing the transverse magnetic field, without needing 
to examine the real-space representation of the field.
Symmetry considerations are also useful (although not essential) when using the 
adaptive grid generation method described in practice in Secs. 6.1.1 and 6.2.1. 
The way in which symmetry is used to reduce the computational effort of gener­
ating adaptive grids is described in the second section of this appendix.
D .l  Determ ination of field sym m etry
The modal symmetries of waveguides with different structural symmetries were 
first investigated in detail by Mclsaac in 1975 [147,148]. Symmetry and de­
generacy in PCFs can be analysed using the same methods, and have been the 
subject of much consideration, partly because of their use in simplifying calcula­
tions [67,112,149-151]. In Ref. 112, Guobin et al. apply the method of Mclsaac to 
the modes of fibres with C6V symmetry and label the eight possible modal symme­
tries (of which four consist of two degenerate pairs and four axe non-degenerate)
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Figure D.l: The eight modal symmetries of a waveguide with C$v symmetry. 
Dashed lines denote mirror lines, along which ht is purely radial. Solid lines 
denote ‘anti-mirror’ lines, along which ht is purely azimuthal. Red arrows show 
example directions of ht along the symmetry axes. The degenerate pairs of modes 
are p = 3,4 and p = 5,6.
p =  1. . .  8. Fig. D.l shows these eight symmetry types and the way in which the 
magnetic field is constrained by rotational and mirror symmetries1.
In Table D.l three features of the modal symmetry types are given: symmetry 
about x  =  0, whether the field is even or odd under inversion, and whether the 
field vanishes at the origin. These properties can be verified easily by reference to 
the arrows representing the magnetic field vectors in Fig. D.l. It can be seen that 
the three properties shown uniquely identify each symmetry type, and therefore 
to determine symmetry types it is necessary only to establish these properties for 
a given field.
Fig. D.2 shows the first three ‘stars’ of reciprocal lattice vectors for the lattice 
defined by the primitive reciprocal lattice vectors G i and G 2. It is possible 
to determine the required properties described in Table D.l by examination of 
components within the first ‘star’ only. Table D.2 shows the way in which the 
field components in the first ‘star’ (and at G =  0) are related when the field 
possesses the properties of Table D.l.
1Note that the electric rather than magnetic field is used in Ref. 112, and so the mirror 
and anti-mirror fines are reversed relative to those here. We find it more convenient to use the 
magnetic field only.
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V Symmetry about x  =  0 Inversion symmetry
oIIA
1 hx even, hy odd even 0
2 hx odd, hy even even 0
3,4 - odd 7^0
5,6 - even 0
7 hx odd, hy even odd 0
8 hx even, hy odd odd 0
Table D.l: Selected properties of the symmetry types of Fig. D.l: symmetry 
about the y-axis, inversion symmetry, and whether the field vanishes at the ori­
gin. The field h% is considered even about the y-axis if h%{—x, y) =  hl(x, y) and 
odd if hl(—x, y) =  —hl{x, y). Inversion symmetry is even if ht(—x) =  — ht(x) and 
odd if ht(—x) =  ht(x). Note that, although the two members of each degener­
ate pair separately satisfy symmetry conditions about x  =  0 , an arbitrary linear 
combination of the two does not.
To identify the symmetry type of a given mode using this procedure, it is neces­
sary first to use the information in Table D.2 to determine whether hx or hy is 
even about x  =  0, and then whether the field is even under inversion. If neither 
field is even about x  =  0 , the mode must be one of a degenerate pair: the two 
pairs can be distinguished by determining whether the component at G = 0 is 
zero. Collecting this information and consulting Table D.l then unambiguously 
identifies the required value of p for the mode.
D.2 Enforcing sym m etry o f adaptive grids
The mapping between £-space and x-space used in the GCC method must satisfy 
the same symmetries as the structure to which it is adapted. The structures con­
sidered in Chapter 6  belong to plane group P 6 mm (they have six-fold rotational 
symmetry and three mirror axes), and therefore the mapping must also have this 
symmetry2. By exploiting the relationships between xq  components that are 
required by symmetry, the computational effort of generating adaptive grids can 
be reduced considerably.
In the same way that the reciprocal-space components of ht must satisfy par­
ticular conditions as a result of symmetry (as described above in Sec. D.l), the 
components xq  of the mapping are also constrained. The solid red arrows in 
Fig. D.3 show the directions and relative magnitudes of the components of xq
2The directions of the vectors (x — £) under P6mm symmetry are the same as those of the 
magnetic field for p  =  2 shown in Fig. D .l.
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Property Relationships between reciprocal-space components
hl even about x  =  0 hln G{l) = h%n G(3) hla G{A) — hj ~  G(6)
hl odd about x  =  0 h%G (l) = —h%n G{Z) hlG(4) =  — ^ G (6) hlG(2) =  ^G (5) =  0
Even inversion h G ( l) = - h G ( 4 ) h G (2) =  - h G (5) h G (3) =  —h G (6 )
Odd inversion h G ( l) = h G (4 ) h G (2) =  h G (5) h G (3 ) =  h c ( 6 )
h t ( x  =  0 ) =  0 h G (0) = 0
h t ( x  =  0 ) ^  0 h G (0) * 0
Table D.2 : Relationships between reciprocal-space field components in the first 
‘star’ of Fig. D.2 for the set of properties given in Table D.l. The labels G (l) 
etc. refer to the numbering in Fig. D.2, with hc(o) the component at G =  0.
in the second G-vector ‘star’: note that, as a result of satisfying all mirror and 
rotational symmetries, the directions are purely radial and the magnitudes are all 
equal. The same conditions apply to the components within each ‘star’. There 
is therefore only one degree of freedom in the set of components of each ‘star’ 
and, once one vector in the ‘star’ is chosen (e.g. those marked with numbers in 
Fig. D.3), all others can be calculated. This reduces the 38 xg  components of 
the first three ‘stars’ to only 3 independent variables # g ( i ) ’ XG(2) an(  ^ x g(3)- The 
components at G =  0  must be zero. As the same procedure can be extended eas­
ily to a larger number of ‘stars’, it is ideal for reducing the computational effort 
of creating adaptive grids for supercells (where ~  2 0 0  independent variables are 
needed).
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Figure D.2: First three G-vector ‘stars’ of the reciprocal lattice, shown respec­
tively with solid lines ending in filled circles, dashes ending in squares, and shorter 
dashes ending in unfilled circles. The larger circle at the centre shows G =  0. 
The primitive reciprocal lattice vectors are marked, and the six components of 





Figure D.3: First three G-vector ‘stars’ of the reciprocal lattice using the same 
line/dash notation as Fig. D.2. The solid red arrows represent the components 




The density of states (DOS) is a useful way in which to present the bandstructure 
of PCF cladding structures. Although calculation of the DOS is described in 
Refs. 45 and 74, its definition and method of calculation using the fixed-frequency 
plane-wave method is presented here for completeness.
We define the DOS, p(fc0A, /3A), such that p(k0A,/?A)Ad/? is proportional to the 
number of cladding states in the range (3A to (0 +  d/3)A at a particular fre­
quency koA. It is usual to normalise the DOS relative to its value in vacuum, 
pv =  v/3/3A/27t [74]. The DOS then provides immediate information about the 
bandstructure of a PCF cladding at a particular value of ko and p. Large values 
of p indicate enhancement of the DOS relative to vacuum, and conversely a pho­
tonic bandgap is defined by p(k0A, ft A) =  0. This definition of the DOS makes it 
an ideal way to trace and identify the features within a bandstructure (see, e.g., 
Chapter 8  and Refs. 45,52,146,152,153).
When using the fixed-frequency plane-wave method to calculate the states of a 
PCF cladding, it is necessary to specify the frequency ko and also the Bloch 
wavevector k (see Chapter 3). The resulting {3 values are therefore a function of 
both ko and k, and calculation at a finite set of values of k followed by integration 
over the Brillouin zone is required when calculating the DOS1. If the zth value of
1This approach is also common in plane-wave electronic structure calculations, to determine 
the electronic potential or total energy of a structure [72].
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P  calculated at Bloch wavevector k is labelled p £ \  the DOS is given by
p(pA, fc0A) =  -  J2 wk sm -  /4°A), (E.l)
p v  k  i
where wk axe a set of weights normalised such that J2k wk = 1, and S is the 
Dirac delta function. The weights associated with each discrete k-point are cho­
sen such that summation over the irreducible wedge of the first Brillouin zone 
approximates to an integral over the entire first Brillouin zone. Although there 
exist methods to make efficient choices of k-points (developed for electronic struc­
ture calculations [154,155]), we find in general that a uniform grid (typically of 
«  50-100 points in the irreducible wedge) produces well-converged results.
In practice the ^-function of Eq. (E.l) is replaced by a function of non-zero width 
and unit area to obtain a smooth DOS. The choice of the width of this function 
is ‘cosmetic’: a more smoothed DOS masks the discrete nature of the k-point 
sampling but can cause blurring of fine features. A typical smoothing function is 
a Gaussian with full-width half-maximum 0.2 in units of PA.
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