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Re´sume´—Ce papier donne quelques ide´es et commentaires
sur les conditions ge´ome´triques qui permettent de dire si un
syste`me non line´aire multi sorties posse`de, a` un changement
de coordonne´es pre`s, une erreur d’observation line´aire. Plus
pre´cise´ment, nous allons concentrer notre point de vu sur
les travaux de Krener et Respondek d’une part et ceux de
Xia et Gao d’autre part. Nous allons aussi commenter le
contre exemple de Xia et Gao. Puis, nous allons pre´senter
l’algorithme de la line´arisation de l’erreur de l’observation
par extension dynamique.
Mots-cle´s— Syste`mes non line´aires, Erreur d’observation
line´aire, Multi sorties, Immersion.
I. Introduction
Il est e´tabli que le proble`me de line´arisation est un
proble`me re´solu. Il consiste en la mise sous forme nor-
male de Brunovsky commandable, autour d’un point de
fonctionnement d’un syste`me dynamique multi entre´es, via
un changement de coordonne´es et un retour d’e´tat sta-
tique ou dynamique ([16], [18], [20], [21],[24], [25], [26], [27],
[29],[30], [31], [27]). En outre, une ge´ne´ralisation de cette
line´airisation se trouve dans le concept de la platitude ([22],
[23], [4],[36], [35], [34], [28] ).
Cependant, jusqu’a` nos jours, le proble`me de la mise sous
forme de Brunovsky observable modulo une injection de
sortie est un proble`me non entie`rement re´solu. Ce proble`me
connu aussi sous le nom de forme canonique d’observabi-
lite´ non line´aire (FCON) a rencontre´ une discontinuite´ des
ide´es lors de la recherche d’une solution comple`te.
Plus pre´cise´ment, il s’agit de caracte´riser les syste`mes
non line´aires e´crit sous la forme suivante :
x˙ = f(x), x ∈ Rn (1)
y = h(x), y ∈ Rm (2)
Ces syste`mes sont transformable via un changement de co-
ordonne´es z = φ(x) sous la forme canonique d’observabilite´
non line´aire suivante (FCON) :
z˙ = (φ∗f)(z) = Az + β(y¯) (3)
y¯ = Γ(y) = Cz (4)
ou` z ∈ Rn, y¯ ∈ Rm, A et C sont les formes de Brunovsky
ou companion d’observablite´ , Γ(y) est un diffe´omorphisme
(local) sur les sorties et (φ∗f)(z) = dφ(φ
−1(z)).f(φ−1(z)).
Sous la forme (3)-(4) nous pouvons appliquer l’observateur
robuste suivant :
˙ˆz = Azˆ + β(y¯) + (y¯ − ˆ¯y) (5)
de sorte que la dynamique de l’erreur de l’observation e =
z − zˆ soit line´aire :
e˙ = (A−KC)e. (6)
Graˆce a` cette dernie`re e´quation le proble`me de la mise sous
forme FCON s’appelle aussi le proble`me de la line´arisation
de l’erreur d’observation.
En 1983 dans ([10]), la forme (3)-(4) a e´te´ introduite et
traite´ par Krener et Isodori pour les syste`mes mono sor-
tie avec Γ = Id c’est-a`-dire en gardant la meˆme sortie. Les
auteurs ont donne´ des conditions ne´cessaires et suffisantes
que doit satisfaire un syste`me dynamique non line´aire mono
sortie pour pourvoir le mettre, a` l’aide d’un changement
de coordonne´es sous la forme FCON. Meˆme si la classe des
syste`mes non line´aires concerne´e par ces conditions est pe-
tite, ce re´sultat a trouve´ plusieurs applications en automa-
tique, en e´lectronique, en e´lectrotechnique et en robotique.
A l’e´poque1 ce re´sultat constituait l’un des concepets de
la the´orie de l’observation qui permettait d’appliquer un
observateur robuste pour les syste`mes non line´aires (obser-
vateur de Leunberger [38], [39]).
En 1985 dans [11], Krener et Respondek ont traite´ le
proble`me des syste`mes multi-sorties sous une forme plus
ge´ne´rale que celle pre´sente´e dans (3)-(4). Comme nous
pouvons le constater ce travail a apporte´ plus qu’une
ge´ne´ralisation des formes mono-sortie aux formes multi-
sorties. En effet, il a mis en e´vidence le fait d’avoir une
erreur d’observation line´aire meˆme avec changement (un
1On ne discutera pas ici les travaux sur les grands gains introduit
par Bornard, Gautier et Hammouri ( pour d’autres re´fe´rences voir
[40], [41]). Nous ne discuterons pas aussi les me´thodes de transforma-
tion directes introduites par Glumineau, Moog, Plestan, Lopez ( voir
[42], [44], [49] )
diffe´omorphisme) sur les sorties : Γ 6= Id.
Ne´anmoins, en 1987 ce travail a connu une contre ”publi-
cite´” avec l’apparition du travail ([15]) de Xia et Gao sur
les formes FCON. Ce dernier a en effet mis en e´vidence un
manque dans les conditions suffisantes e´nonce´es dans le pre-
mier mais avec Γ = id (voir aussi [47], [9], [33]) c’est-a`-dire
sans faire allusion au cas du diffe´omorphisme sur les sorties
qui est une hypothe`se fondamentale dans le de´veloppement
des formes FCON.
Nous pensons que ce fut peut eˆtre le tournant dans la
recherche sur les formes FCON. En effet, depuis le papier
([15]) la recherche sur les formes (3)-(4) a pris deux autres
directions. L’une s’inte´ressait aux formes de´pendantes des
sorties ce qui signifie que la matrice A dans (3)-(4) de´pend
des sorties y ([48], [45], [46]). L’autre direction est base´e sur
l’ide´e de l’immersion introduite en 1983 par Fliess et Kupka
([3]). Il s’agit de caracte´riser les syste`mes non line´aires qui
peuvent se line´ariser (sans terme d’injection de sortie) dans
un espace d’e´tat de dimension plus grand que celui ou` le
syste`me dynamique original est de´fini.
En 2004 l’ide´e de l’immersion est reprise en la mixant
avec l’ide´e de l’injection de sortie. Plus pre´cise´ment, il
s’agit de caracte´riser les syste`mes dynamiques (1 )-(2) que
s’ils sont augmente´s d’une dynamique auxiliaire de type
w˙ = η(w, y) qui ne de´pendent que des sorties y et de nou-
velles variables w ∈ Rd , peuvent eˆtre transforme´s sous la
forme FCON e´tendue (FCONE) (see [2], [1], [8], [5]). De
sorte qu’il existe un diffe´omorphisme z = φ(x,w) sur l’es-
pace e´tendu ∈ Rn+d de coordonne´es (x,w) qui donne une
dynamique sous la forme :
z˙ = Az + β(y, w) (7)
ou` z = (z1, .., zn+d)
T ∈ Rn+d, et A et C sont les ma-
trices companion observable (n+ d)×(n+ d) et 1×(n+ d)
et w les variables auxiliaires qui avec les sorties y sont
conside´re´es comme des nouvelles sorties du syste`me (7).
Ce papier va reprendre le contre exemple de Xia et Gao
et montrer qu’avec une bonne lecture du papier de Ker-
ner et Respondek permet de voir que, fondamentalement,
il en ait pas un. Puis, montrer comment ce contre exemple
a modifie´ la manie`re de re´soudre le proble`me de la mise
sous forme FNOC en omettant l’e´tape fondamentale des
diffe´omorphismes sur les sorties.
Nous allons aussi donner l’algorithme de la mise sous forme
e´tendue FNOCE.
Le paragraphe qui suit sera consacre´ a` introduire les ou-
tils ne´cessaires a` la comprehension de ce papier. Il posera
aussi le proble`me de la mise sous forme FCON . Le para-
graphe 3 sera de´die´ aux commentaires sur le contre exemple
de Xia et Gao. Le paragraphe 4 pre´sentera l’algorithme de
la me´thode dites de la mise sous forme canonique d’observa-
bilite´ non line´aire e´tendue ou` en d’autre terme l’immersion.
A. Notations, de´finitions et hypothe`ses
Cette section est de´die´e aux notations, aux hypothe`ses
et un re´sultat fondamental qui permet une bonne analyse
du proble`me des formes FCON traite´es dans ce papier.
On conside`re un syste`me dynamique non line´aire de´crit
comme suit :
x˙ = f(x) (8)
y = h(x) (9)
ou` x ∈ X ⊂ Rn, f : X ⊂ Rn → Rn et h : X ⊂ Rn →
R
m. Sans perte de ge´ne´ralite´, on suppose que 0 ∈ X et
que f(0) = 0 et h(0) = 0. En outre, on suppose que les
composantes y1 = h1, ..., ym = hm de la sortie h sont
inde´pendantes.
On notera par r1, ..., rm les indices d’observabilite´
de la paire (f(x), h(x)); c’est-a`-dire que (r1, ..., rm) est
un m-uplet d’entiers donne´s par : ri =card{mj ≥
i, j ≥ 0} avec mj = rang(Dj) − rang(Dj−1) ou`
Dk =Eng
{
dL
j
fhi ; 1 ≤ i ≤ m, 0 ≤ j ≤ k
}
et m0 = m =
rang(D0).
Tout au long de ce travail nous conside´rerons les hy-
pothe`ses suivantes :
Hypothe`ses 1 : H1) les indices d’observabilite´ (ri)1≤i≤m
du syste`me dynamique (8-9) sont constants sur X .
H2) La paire (f, h) satisfait la condition du rang d’ob-
servabilite´. Plus pre´cise´ment , le rang de la codistribution
∆ = span
{
dLk−1f hj ; j = 1, ...,m, k = 1, ..., rj
}
(10)
est e´gal a` n =
∑m
i=1 ri.
En posant :
θj,k = dL
k−1
f hj (11)
On peut de´finir la famille des champs de vecteurs suivants
(τi,1)1≤i≤m tels que :
θi,ri (τi,1) = 1 pour 1 ≤ i ≤ m (12)
θi,k (τi,1) = 0 pour 1 ≤ k ≤ ri − 1 (13)
θj,k (τi,1) = 0 pour j < i et 1 ≤ k ≤ ri (14)
θj,k (τi,1) = 0 pour j > i et1 ≤ k ≤ rj . (15)
Graˆce a` l’hypothe`se du rang d’observabilite´ H2), la
famille de champs de vecteurs (τi,1)1≤i≤m donne´e ci-
dessus par les e´quations (12-15), fournit un repe`re, τ =
(τi,j ; 1 ≤ i ≤ m, 1 ≤ j ≤ ri) du fibre´ tangent TX de X ,
ou`
τi,k = −adfτi,k−1 pour 1 ≤ i ≤ m et 2 ≤ k ≤ ri. (16)
Pour e´noncer un re´sultat utile pour le reste de ce papier
nous allons considerer pour 1 ≤ j, i ≤ m et 1 ≤ k ≤ rj , 1 ≤
l ≤ ri les matrices suivantes :
Λ = θτ = θj,k (τi,l)
=

θ1,1(τ1,1) ... θ1,1(τ1,r1
) θ1,1(τ2,1) ... θ1,1(τm,rm )
θ1,2(τ1,2) ... θ2,1(τ1,r1
) θ2,1(τ2,1) ... θ2,1(τm,rm )
... ... ...
θ1,r1
(τ1,1) ... θ1,r1
(τ1,r1
) θ1,r1
(τ2,1) .. θ1,r1
(τm,rm )
θ2,r1
(τ1,1) ... θ2,r1
(τ1,r1
) θ2,r1
(τ2,1) ... θ2,r1
(τm,rm )
... ... ... ...
θm,rm (τ1,1) ... θm,rm (τ1,r1
) θm,rm (τ2,1) ... θm,rm (τm,rm )

Graˆce a` la condition du rang d’observabilite´ cette matrice
est inversible. Il est important de noter que cette matrice
contient des sous matrices de la forme :(
θi,1(τi,1) θi,1(τi,2) ... θi,1(τi,ri
)
θi,2(τi,1) θi,2(τi,2) ... θi,2(τi,ri
)
... ... ...
θi,ri
(τi,1) θi,ri
(τi,2) ... θi,ri
(τi,ri
)
)
=(
0 ... 0 1
0 ... 1 ∗
... 1 ∗ ...
1 ∗ ∗ ∗
)
Cette forme particulie`re permet de calculer facilement
son inverse. Posons Λ−1 = (bi,j) son inverse et de´finissons
les n-formes diffe´rentielles suivantes :
ω = Λ−1θ := (ωi,j).
ou` pour 1 ≤ i ≤ m et 1 ≤ j ≤ ri
ωi,j =
m∑
k=1
rk∑
s=1
bi,sθk, s
La de´monstration de ce re´sultat peut eˆtre consulte´e dans
([6], [7]) :
Lemme 1 : Si l’une des conditions e´quivalentes sui-
vantes est satisfaite
i) Les champs de vecteurs du repe`re τ commutent c’est-a`-
dire :
[τi,k, τj,s] = 0 (17)
pour 1 ≤ i, j ≤ m et 1 ≤ k ≤ ri et 1 ≤ s ≤ rj
ii) si les formes diffe´rentielles ωi,j sont ferme´es c’est-a`-dire :
dωi,j = 0 (18)
ce qui s’e´crit aussi dω = 0,
alors, il existe un changement de coordonne´es qui trans-
forme le syste`me dynamique (8)-(9) sous la forme de m
blocs suivants :
z˙i,j = Aizi + βi(z1,r1 , .., zm,rm) (19)
ou` zi = (zi,1, ..., zi,ri)
T , la matrice Ai est la matrice compa-
gnon ri× ri βi = (βi,1, ..., βi,ri)
T est un champ de vecteurs
ri × 1 qui ne de´pend que des dernie`res variables de chaque
vecteur zi pour 1 ≤ i ≤ m
les sorties s’e´crivent dans les nouvelles coordonne´es comme
suit :
y1 = z1,r1 (20)
yi = zi,ri +Ri (ξ1, .., ξi−1) (21)
ξj =
(
zj,rj−ri+1 . . . zj,rj
)T
, 1 ≤ j ≤ i− 1 (22)
On note que si ri−1 = ri, on pose ξi−1 = ∅.
Faisons quelques remarques sur le lemme 1 :
Remarques 1 : 1. Les diffe´rentielles des nouvelles co-
ordonne´es zi,j sont donne´es par :
dzi,j = ωi,j
de sorte que le changement de coordonne´es dans le lemme
1 est donne´ par :
zj,k = φj,k(x) =
∫
γ
ωj,k (23)
pour tout 1 ≤ j ≤ m et 1 ≤ k ≤ rj − 1, ou` γ [0, 1]→ χ est
une courbe telle que γ(0) = 0 et γ(1) = x.
2. Il convient de voir les nouvelles sorties du syste`me (19)
sous la forme suivante :
y1 = z1,r1 = y1 (24)
yi = zi,ri = yi −Ri (ξ1, .., ξi−1) (25)
3. Notons aussi que dans la forme (21) de yi les de´rive´es
yj pour j < i peuvent eˆtre pre´sentes.
4. On pourrait croire que les termes d’injections de sorties
βi et les fonctions Ri sont des objets a` rechercher a` part. En
fait, de`s que l’on choisi le repe`re τ et que ce dernier satisfait
aux conditions de commutativite´ (17) alors la forme du
syste`me dynamique ainsi que ses sorties sont donne´es par
un seul diffe´omorphisme a` savoir φ.
5. Pour avoir un lien direct entre les sorties (sans la
pre´sence des de´rive´es des sorties) et les variables zi,ri qui
apparaissent dans les termes d’injections de sorties β il faut
que d’autres conditions dites d’inde´pendances d’une sortie
donne´e par rapport aux de´rive´es des autres sorties. Ces
conditions sont les suivantes :
dhi (τj,ri+k) = 0 (26)
pour 2 ≤ j < i ≤ m tels que rj − ri > 1 et ceci pour tout
1 ≤ k ≤ rj − ri − 1.
6. La dernie`re condition (26) est d’une importance primor-
diale puisqu’elle implique que la ie`me sortie yi ne de´pend
pas des de´rive´es y
(k)
j k > 1 des sorties yj with j < i.
Pour rj = ri ou rj− ri = 1 ces conditions sont donne´es par
construction des τij
Ceci permet de comprendre l’oubli dans l’article de Ker-
ner et Respondek sur l’e´ventuelle de´pendance d’une sortie
des de´rive´es des autres.
Dans ce travail on s’inte´resse que syste`me dynamique
dont le repe`re τ ve´rifie les conditions ci-dessus (26)
de non inde´pendances des de´rive´es. Par conse´quent,
sous les conditions de commutativite´ (17) et les condi-
tions d’inde´pendances (26) des sorties (20-20)des de´rive´es
d’autres sorties dans le lemme 1 s’e´crivent :
y1 = z1,r1
yi = zi,ri +Ri (y1, .., yi−1)
De sorte que, les nouvelles sorties dans (24-25) deviennent :
yi = zi,ri = yi − Ri (y1, .., yi−1). Avec ces nouvelles sorties
la dynamique (19) supporte un observateur de type (5).
II. Quelques commentaires : Krener-Respondek &
Xia-Gao
Cette section est consacre´e a` deux exemples afin de cla-
rifier l’un des objectifs de ce papier. Elle commence par
un exemple de Xia et Gao, puis un exemple de meˆme na-
ture donne´ par Chaisson et Novotnak ([43]). Puis, ces deux
exemples seront formalise´s dans un re´sultat plus ge´ne´ral.
Elle conclut par un exemple qui expliquera les apports de
Xia et Gao.
Exemple 1 : Soit le syste`me dynamique de´fini sur X =
R
3 par : {
x˙1 = x1x2, x˙2 = x1 et x˙3 = x1
y1 = x2 et y2 = x3
(27)
les 1-forme d’observabilite´ qui lui sont associe´es sont :
θ1,1 = dx2, θ1,2 = dx1 et θ2,1 = dx3
les champs de vecteurs qui forment le repe`re τ sont donne´s
par :
τ1,1 =
∂
∂x1
, τ1,2 =
∂
∂x2
+
∂
∂x3
+ x2
∂
∂x1
τ2,1 =
∂
∂x3
.
Un calcul simple montre que [τi,j , τk,s] = 0 et comme les
indices d’observabilte´ sont tels que r1 − r2 = 1 les condi-
tions (26) d’inde´pendance des de´rive´es sont automatique-
ment satisfaites. Alors, on a :
dy2 (τ11) = 0 et dy2 (τ12) = 1.
La dernie`re e´quation montre que y2 de´pend line´airement de
y1. Par conse´quent, il existe un diffe´omorphisme qui trans-
forme (27) sous une forme FCON. En effet, on conside`re
Λ : = θτ = (θi,k (τj,l))
=
 0 1 01 x2 0
0 1 1

Donc, la diffe´rentielle du diffe´omorphisme est donne´e par :
φ∗ = Λ
−1θ =
 −x2dx2 + dx1dx2
−dx2 + dx3
 =
 dz11dz12
dz21

D’ou` z11 = x1 −
1
2x
2
2, z12 = x2 et z21 = x3 − x2 transforme
le syste`me dynamique ci-dessus sous la forme suivante :
z˙1,1 = 0, z˙1,2 = z1,1 +
1
2
z21,2, et z˙2,1 = 0 (28)
avec les nouvelles sorties suivantes : y¯1 = z1,2 = y1 et
y¯2 = z2,1 = y2 + y1.
On peut donc e´crire le syste`me (28-??) sous la forme com-
pacte suivante :
z˙ = Az + β(y¯)
y¯ = Cz
ou` z = (z1,1, z1,2, z2,1)
T
et
A =
 0 0 01 0 0
0 0 0
 , β(y¯) =
 01
2 y¯
2
1
0

C =
(
0 1 0
0 0 1
)
.
Comme conse´quence immediate, on peut concevoir un ob-
servateur qui line´airise l’erreur d’observation du syste`me
(28-??) comme suit :
˙ˆz = Azˆ + β(y¯) +K(y¯ − ̂¯y)
Bien suˆr si Xia et Gao parlaient de la forme FCON avec
Γ = Id, alors le syste`me (27) ne peut pas se mettre sous
cette forme. Par contre, si l’objectif est de line´ariser l’erreur
de l’observation alors il est atteint avec les re´sultats de
Krener et Respondek.
Donnons un autre exemple pratique qui est duˆ Chaisson
et Novotnak en 1993. Comme on va le voir, cet exemple
a la meˆme proprie´te´ que celui de Xia et Gao. Le fait que
les auteurs ont pu calculer le diffe´omorphisme sans faire
allusion ni au repe`re τ ni aux conditions de commutativite´
(26), leur a permet de ne pas faire attention a` l’exemple de
Xia et Gao et a` ses conse´quences.
Exemple 2 : On conside`re la dynamique d’un moteur
pas a` pas donne´e par :
x˙1 = −k1x1 + k2x3 sin(Nrx4) + u1
x˙2 = −k1x2 − k2x3 cos(Nrx4) + u2
x˙3 = −k4x3 − k3x1 sin(Nrx4)−K3x2 cos(Nrx4)
x˙4 = x3
les sorties sont :
y1 = x1, y2 = x2 et y3 = x4.
ou` les variables x1 = ia, x2 = ib de´signent les courants
dans les phases A et B, x4 = θ, x3 = ω de´signent respec-
tivement l’angle et l’acce´le´ration angulaire et u1 = v1
u2 = v2 sont les tensions applique´es aux phases A et B.
Les 1-formes d’observabilite´ sont donne´es par : θ1,1 =
dx4, θ1,2 = dx3, θ2,1 = dx2, θ3,1 = dx1 Les champs
de vecteurs qui forment le repe`re τ sont donne´s comme
suit :
τ1,1 =
∂
∂x3
,
τ1,2 =
∂
∂x4
+K2 sin(Nrx4)
∂
∂x1
−K2 cos(Nrx4)
∂
∂x2
−K4
∂
∂x3
,
τ2,1 =
∂
∂x2
, τ3,1 =
∂
∂x1
Il est facile de voir que les conditions de commutativite´
[τi,j , τk,s] = 0 sont satisfaites et que les directions de com-
mandes gs sont inde´pendantes de y˙, car [τ1,1, gs] = 0.
Maintenant, un calcul direct donne :
Λ = θτ =

0 1 0 0
1 −k4 0 0
0 −k2 cos(Nrx4) 1 0
0 k2 sin(Nrx4) 0 1

ce qui fournit la diffe´rentielle du diffe´omorphisme :
d

z1,1
z1,2
z2,1
z3,1
 =

k4 1 0 0
1 0 0 0
k2 cosx4Nr 0 1 0
−k2 sinx4Nr 0 0 1


dx4
dx3
dx2
dx1

d

z1,1
z1,2
z2,1
z3,1
 = d

k4x4 + x3
x4
x2 + k2 sinx4Nr
x1 + k2 cosx4Nr

D’ou`, la dynamique sous la forme FCON suivante :
z˙1,1 = −k3y1 sin(Nry3)−K3y2 cos(Nry3)
z˙1,2 = z1,1 − k4y3
z˙2,1 = −k1y2 + u2
z˙3,1 = −k1y1 + u1
Donnons les nouvelles sorties y3 = y3 = z1,2 y2 = y2 +
k2
Nr
sin(Nry3) = z2,1 et y1 = y1 +
k2
Nr
cos(Nry3) = z3,1
On remarque que les deux dernie`res sorties de´pendent
cette fois-ci non line´airement de la premie`re. Notons que
la forme compact du syste`me est : z˙ = Az + β(y, u). En-
core une fois, cette exemple posse`de a` un diffe´omorphisme
pre`s une erreur d’observation line´aire. Il serait inte´ressant
de consulter le papier ([43]) pour voir que le calcul de ce
diffe´omorphisme est facile.
Les deux premiers exemples peuvent eˆtre formalise´s dans
le re´sultat plus ge´ne´ral suivant.
Proposition 1 : On suppose que les indices d’observa-
bilite´ sont tels que |ri − rj | ≤ 1 pour tout ≤ i, j ≤ m,
alors les conditions de commutativite´ (26) sont ne´cessaires
est suffisantes pour que l’erreur du syste`me dynamique soit
line´aire.
Remarque 1 : Un cas particulier de la proposition est
donne´ par ri = rj pour tout 1 ≤ i, j ≤ m. Dans ce cas les
conditions du lemme sont suffisantes et ne´cessaires (Ri =
0). Ce re´sultat est obtenu par Krener et Respondek.
Pour finir cette section, donnons un exemple qui ve´rifie
les conditions de commutativite´ (26) du lemme mais pas
les conditions de l’inde´pendances. Il refle`te ainsi l’un des
apports du travail de Xia et Gao.
Exemple 3 : on conside`re le syste`me dynamique sui-
vant : 
x˙1 = 0, x˙2 = x1, x˙3 = x2, x˙4 = x3
x˙5 = 0, x˙6 = x5 + x
2
3 + x4x2
y1 = x4 et y2 = x6
On montre que les conditions du lemme 1 sont satisfaites
et qu’il existe un diffe´omorphisme (par la seule coordonne´e
z = x6 − x4x3) qui transforme ce syste`me sous la forme
suivante :
x˙1 = 0, x˙2 = x1, x˙3 = x2, x˙4 = x3
x˙5 = 0, z = x5
y1 = x4 et y2 = z + x3x4 = z +
1
2
˙̂
y21
On voit clairement la pre´sence de la de´rive´e seconde de
la sortie y1 dans la nouvelle variable de sortie z = y2 =
y2 −
1
2
˙̂
y21 ce qui ne permet pas d’adopter l’observateur (5).
Dans un travail inte´ressant de Noh, Jo & Seo ([2]), les
auteurs ont traite´ l’exemple de Xia et Gao par la me´thode
de l’immersion. Comme on vient de le montrer il n’est pas
ne´cessaire d’e´tendre l’espace d’e´tat pour line´airiser l’erreur
de l’observation de cet exemple. En outre, leur construction
sur cette exemple est un peu artificielle. Ceci n’enle`ve rien
a` la qualite´ de leur travail dans lequel on trouve d’autres
exemples inte´ressants.
Le travail ([2]) fournit des conditions ne´cessaires et suffi-
santes pour obtenir la forme (7). Ces conditions sont base´es
sur un calcul de codistrubtions, qui est un prolongement
des conditions de Xia et Gao a` l’espace e´tendu. Cepen-
dant, comme les auteurs le pre´cisent l’algorithme propose´
est difficile a` mettre en oeuvre et comme nous l’avons de´ja`
signale´ il ne prend pas en compte l’e´tape de l’e´ventuelle
line´arisation de l’erreur par un diffe´omorphisme sur les
sorties. Dans la section qui suit nous allons exposer cette
e´tape.
A. Diffe´omorphisme sur les sorties
Cette section pre´sente les conditions ne´cessaires et suffi-
santes qui permettent de savoir si un syste`me non line´aire
peut se mettre sous la forme FCON.
Sous la condition d’inde´pendance des sorties et de
ses de´rive´es, le lemme introduit de´ja` la notion du
diffe´omorphisme sur les sorties avec une e´criture parti-
culie`re yi = zi,ri = yi +R(y1, ..., yi−1).
Par contre, si les conditions du lemme ne sont pas sa-
tisfaites : certaines conditions de commutativite´ (26) ne
sont pas ve´rifies, alors on doit ve´rifier si elles peuvent
e´ventuellement eˆtre satisfaites en conside´rant un nouveau
repe`re τ1 en posant pour tout 1 ≤ i ≤ m :
τ1i,1 = li(y1, ..., yi)τi,1 (29)
ou` l(y1, ..., yi) sont des fonctions des sorties non nulles.
Puis, on de´finit le reste des champs de vecteurs de τ1 par
induction comme suit :
τ1i,j = −adfτi,j−1 (30)
pour tout 1 ≤ i ≤ m et 2 ≤ j ≤ ri.
Les de´veloppements de´taille´s du re´sultat qui suit peuvent
eˆtre consulte´s dans ([7]). Une autre version de ce re´sultat
se trouve dans le papier qui a introduit pour la premie`re
fois la notion de diffe´omorphisme sur les sorties ([11]).
The´ore`me 1 : il existe un diffe´omorphisme qui trans-
forme le syste`me dynamique sous la forme FCON si et
seulement si il existe des fonctions (li)1≤1≤m telles que
les champs de vecteurs du nouveau repe`re τ1 satisfont les
conditions de commutativite´.
Remarques 2 : 1. La structure triangulaire des fonc-
tions li est impose´e par la construction des premie`res
e´le´ments τ1,i. Mais il est facile de traiter le proble`me d’une
manie`re plus ge´ne´rale.
2. Les fonctions li sont de´termine´es en imposant les condi-
tions de commutativite´.
3. Il existe un lien entre les composantes du diffe´omorphisme
Γ = (Γi)1≤i≤m et les fonctions li donne´es par :
∂Γi
∂yi
=
1
li
. (31)
4. Comme nous l’avons signale´ dans la remarque, le
diffe´omorphisme Γ sur les sorties est une partie du
diffe´omorphisme ge´ne´ral z = φ dont la diffe´rentielle est
donne´e par :
dφ = Λ−11 θ (32)
ou` Λ1 = θ(τ1) est l’e´valuation de θ sur le nouveau repe`re
τ1.
Donnons un exemple simple pour illustrer le the´ore`me.
Conside´rons le syste`me dynamique suivant :
x˙1 = 0, x˙2 = x1 + x2x3, x˙3 = x2
x˙4 = 0, x˙5 = x4
y1 = e
x3 − 1 = h1ety2 = e
x5 + ex3ex5 − 2 = h2
(33)
Un calcul direct donne les champs de vecteurs du repe`re
par :
τ1,1 = e
−x3
∂
∂x1
, τ1,2 = e
−x3
∂
∂x2
+ e−x3x2
∂
∂x1
τ1,3 = e
−x3
∂
∂x3
+ e−x3 (2x2 + x3)
∂
∂x2
+ e−x3x22
∂
∂x1
τ2,1 = η
∂
∂x4
, τ2,2 = η
∂
∂x5
− (x4ηx5 + x2ηx3)
∂
∂x4
Il est facile de ve´rifier que l’on a :
[τ1,1, τ1,2] = 0, [τ1,2, τ1,3] 6= 0 et [τ2,1, τ2,2] 6= 0
Donc, les conditions de commutativite´ ne sont pas toutes
ve´rifie´es.
Maintenant en posant τ11,1 = l1(y1)τ1,1 et τ
2
2,1 =
l(y1, y2)τ2,1), puis par induction sur τ
1
1,2, τ
1
1,3 et τ
1
2,2, on
montre que les e´quations :
[τ1,2, τ1,3] = 0 et [τ2,1, τ2,2] = 0.
sont satisfaites pour :
l1 = 1 + y1 = e
x3 et l2 = ln (y2 + 2)− ln (y1 + 2) .
Par conse´quent , dans ce nouveau repe`re on a : z1,1 = x1,
z1,2 = x2 −
1
2x
2
3 , z1,3 = x3, z2,1 = x4 et z2,2 = x5. La
partie de (32) qui fournit le diffe´omorphisme sur les sorties
est donne´e par :
(
dz1,3
dz2,2
)
=
 1ex3 0
−
1
ex3 + 1
1
ex5 + ex3ex5
( dh1
dh2
)
.
D’ou` on a : z1,3 = x3 = ln(y1 + 1) et z2,2 = x5 =
ln
(
y2 + 2
y1 + 2
)
. Finalement le syste`me dynamique dans les
nouvelle coordonne´es s’e´crit comme suit : z˙1,1 = 0, z˙1,2 = z1,1 +
1
2 (y1)
2
et z˙1,3 = z1,2
z˙2,1 = 0 et z˙2,2 = z2,1
y1 = z1,3 et y2 = z2,2
(34)
B. L’immersion : formes FCONE
Cette section est de´die´e a` la pre´sentation d’un algorithme
de la mise sous forme normale d’observabilite´ non line´aire
e´tendue (FCONE).
Nous avons vu que les formes FCON avec diffe´omorphisme
sur les sorties s’obtiennent en construisant un nouveau
repe`re τ1 pour lequel les conditions de commutativite´ (26)
seront e´ventuellement satisfaites. Ne´anmoins, si le repe`re τ1
lui meˆme ne satisfait pas toutes les conditions (26) on aura
sous la main les fonctions li. Donc, le diffe´omorphisme Γ.
Par conse´quent, on conside´rera a` la place du syste`me (8-9)
de de´part le nouveau syste`me suivant en gardant la meˆme
dynamique et en changeant les sorties :
x˙ = f(x) (35)
y = Γ(y) (36)
Pour ce dernier syste`me on a moins d’obstructions sur les
conditions (26) que sur le syste`me original. Pour soulever
ces obstructions on va regarder le nouveau syste`me dans un
espace de dimension plus grand. Pour ce faire en rajoute
a` la dynamique du de´part une dynamique auxiliaire de la
forme :
w˙ = η(y, w) := η(y, w), (37)
car y = Γ(y). Cette dynamique ne de´pend que des va-
riables auxiliaires w ∈ R et des composantes de la sortie
y. De sorte, que le syste`me dynamique e´tendu e´volue dans
l’espace R⋉+ a pour dynamique :
ξ˙ = F (ξ), (38)
ou` ξ =
(
x
w
)
et F (ξ) =
(
f(x)
η(w, y)
)
Maintenant, on
conside`re un nouveau repe`re τ2 de´fini a` partir de τ1 par
τ21,j = l
1
j (w)τ
1
1,j , et par induction pour tout 2 ≤ i ≤ rj le
reste des champs de vecteurs : τ2i,j = −adF τ
1
i−1,j ,
Les fonctions l1j sont suppose´es non nulles. ce re´sultat
peut eˆtre consulte´ dans ([5]) :
The´ore`me 2 : il existe un changement de coordonne´es
z = φ(ξ) qui transforme le syste`me dynamique (35-36) sous
la forme FCONE suivante :
z˙ = Az + β(y, w),
si et seulement si le repe`re τ2 satisfait les conditions de
commutativite´ (26).
Remarque 2 : Pour e´crire le diffe´omorphisme dans
l’espace e´tendu, en plus des e´le´ments du repe`re τ1, nous
avons besoin de construire des champs Tk,s (autant que le
nombre de variables auxiliaires rajoute´es) qui commutent
avec les τ1i,j et qui forment avec eux la base de l’espace
e´tendu.
Pour illustrer ce re´sultat, on donne deux exemples :
Exemple 4 : Conside´rons le syste`me dynamique sui-
vant : 
x˙1 = x3x2, x˙2 = x1
x˙3 = 0, x˙4 = x3
y1 = x2 ety2 = x4
les 1-formes d’observabilite´ sont donne´es par :
θ11 = dx4, θ12 = dx3
et
θ21 = dx2, θ22 = dx1
le repe`re τ est donne´ par :
τ11 =
∂
∂x1
et τ12 =
∂
∂x2
τ21 =
∂
∂x3
et τ22 =
∂
∂x4
+ x2
∂
∂x1
Il est facile de voir que [τ12, τ22] =
∂
∂x1
6= 0 et r1 = r2
donc d’apre`s les re´sultats de Kerner et Respondek dans
[11] et ceux de Xia et Gao (pp.207, corollary 3.5) [15] nous
pouvons voir que le syste`me dynamique ne peut pas sous
mettre sous la forme canonique FCON.
Un calcul facile montre que si on prend w˙ = y2 on a :
τ111 = l(w)
∂
∂x1
= e−w
∂
∂x1
τ112 = e
−w ∂
∂x2
+ x4e
−w ∂
∂x1
x1
τ121 = τ21, τ
1
22 = τ22.
Pour de´terminer le changement de coordonne´es on doit
calculer le champ de vecteurs T13 inde´pendant des τ
2
i,j et
qui commute avec eux. Un calcul direct donne T13 =
∂
∂w
−
x2
∂
∂x2
− x1
∂
∂x1
. Posons :
θ1 =
(
dξ, θ21, , θ22, θ11, θ12
)
et
τ1 =
(
τ12,1, τ
1
2,2, T1,3, τ
1
1,1, τ
1
1,2
)
On obtient,
Λ2 = θ
1τ1
=
(
θ1(τ12,1), θ
1(τ12,2), θ
1(T1,3), θ
1(τ11,1), θ
1(τ11,2)
)
=

0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
0 0 −x2 0 e
−w
0 x2 −x1 e
−w x4e
−w

D’ou` le diffe´omorphisme est donne´ par sa diffe´rentielle
comme suit :
φ∗ = Λ
−1θ =
(
dz11 = dx3, dz12 = dx4, dz13 = dw
dz21 = d (e
w (x1 − x2x4)) dz22 = d (e
wx2)
En d’autre terme on a : z1,1 = x3, z1,2 = x4 et z1,3 = w,
z2,1 = e
w (x1 − x2x4) et z2,2 = e
wx2.
qui transforme la dynamique e´tendue sous la forme
FCONE suivante :
z˙11 = 0, z˙12 = z11, z˙13 = z12
z˙21 = −e
wy1y
2
2 , z˙22 = z2,1 + (e
w + 1) y1y2, w˙ = y2 = x4
y1a = e
wy1, y2a = y2
Donnons maintenant un exemple ou` les indices d’obser-
vabilite´ sont diffe´rents r1 6= r2.
Exemple 5 : Soit le syste`me dynamique suivant :
x˙1 = x1x3, x˙2 = x1, x˙3 = x2
x˙4 = x2x5, x˙5 = x4
y1 = x3 et y2 = x5
Un calcul direct donne les 1-formes d’observabilite´ :
θ1,1 = dx3, θ1,2 = dx2, θ1,3 = dx1
et
θ2,1 = dx5, θ1,2 = dx4,
d’ou` le repe`re τ :
τ11 =
∂
∂x1
τ1,2 =
∂
∂x2
+ x3
∂
∂x1
τ1,3 =
∂
∂x3
+
(
x23 − x2
) ∂
∂x1
+ x5
∂
∂x4
et
τ21 =
∂
∂x4
, τ22 =
∂
∂x5
Il facile de voir que : [τ1,2, τ1,3] = −2
∂
∂x1
6= 0 et [τ1,3, τ2,2] =
−
∂
∂x4
6= 0.
Donc le syste`me dynamique ne peut pas eˆtre transforme´
sous la forme FCON (3)-(4). Un autre calcul montre que
l’on ne peut pas soulever les obstructions de commutativite´
par diffe´omorphisme. On conside`re les variables auxiliaires
suivantes w1 telles que : w˙1 = y1 avec l1 et l2 deux fonctions
de w1. on a : F = f + x3
∂
∂w1
. On montre que :
τ121 = e
−w1τ21 = e
−w1
∂
∂x4
τ122 = e
−w1
∂
∂x5
+ x3e
−w1
∂
∂x4
et
τ111 = e
w1τ11 = e
w1
∂
∂x1
τ112 = e
w1
∂
∂x2
τ113 = e
w1
∂
∂x3
− x3e
w1
∂
∂x2
+ ew1x5
∂
∂x4
Maintenant on a :
[
τ1i,j , τ
1
s,t
]
= 0 pour 1 ≤ i, s ≤ 2 et
1 ≤ j ≤ 3 et 1 ≤ s ≤ 2. Maintenant, il est facile de
montrer que le sixie`me champs de vecteurs qui forme la
base de l’espace e´tendu avec τ1ij et qui commute avec eux
est donne´ par :
T14 =
∂
∂1
+ x1
∂
∂x1
+ x2
∂
∂x2
+x3
∂
∂x3
+ (x3x5 − x4)
∂
∂x4
− x5
∂
∂x5
Comme dans l’exemple pre´ce`dent on a :
θ1 =
(
dw, θ11, θ12, θ13, θ21, θ22
)
et
τ1 =
(
τ11,1, τ
1
1,2, τ
1
1,3, T1,4, τ
1
2,1, τ
1
2,2
)
Un calcul direct de Λ1 = θ1τ1 donne le diffe´omorphisme
suivant :
z14 = y1a = e
−w1y1, z22 = y2a = e
w1y2
z13 = e
−w1x2 +
1
2
ew1x
z12 = e
−w1x1, z21 = e
w1x4 − e
w1x5x3
Dans ces nouvelles coordonne´es le syste`me dynamique
e´tendu prend la forme suivante :
z˙11 = 0, z˙12 = z11 − e
w1y31 , z˙13 = z12 −
3
2e
w1y21
w˙1 = y1, z˙21 = −e
w1y2y
2
1 , z˙22 = z21 + 2e
w1y2y1
y1a = e
−w1y1, y2a = e
w1y2
III. Conclusion
Dans ce papier nous avons tente´ de donner une ide´e sur
quelques de´veloppements de la the´orie de la line´arisation de
l’erreur de l’observation. Nous avons aussi mis en e´vidence
une rupture dans les ide´es de la recherche dans ce domaine.
Enfin, nous avons expose´ les derniers re´sultats concernant
la mise sous la forme d’observabilite´ non line´aire e´tendue
connue aussi sous le nom de l’immersion.
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