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ABSTRACT
This work deals with the text-dependent speaker recognition in systems, where just a few
training samples exist. For the purpose of this recognition, the voice imprint based on
different features (e. g. MFCC, PLP, ACW etc.) is proposed. At the beginning, there
is described the way, how the speech signal is produced. Some speech characteristics
important for speaker recognition are also mentioned. The next part of work deals with
the speech signal analysis. There is mentioned the preprocessing and also the feature
extraction methods. The following part describes the process of speaker recognition and
mentions the evaluation of the used methods: speaker identification and verification.
Last theoretically based part of work deals with the classifiers which are suitable for
the text-dependent recognition. The classifiers based on fractional distances, dynamic
time warping, dispersion matching and vector quantization are mentioned. This work
continues by design and realization of system, which evaluates all described classifiers
for voice imprint based on different features.
KEYWORDS
Speech, speech signal analysis, speaker recognition, identification, verification, feature
extraction, voice imprint, classification, fractional distances, dynamic time warping, vec-
tor quantization, biometric dispersion matcher.
ABSTRAKT
Tato práce se zabývá textově závislým rozpoznáváním řečníků v systémech, kde existuje
pouze omezené množství trénovacích vzorků. Pro účel rozpoznávání je navržen otisk
hlasu založený na různých příznacích (např. MFCC, PLP, ACW atd.). Na začátku práce
je zmíněn způsob vytváření řečového signálu. Některé charakteristiky řeči, důležité pro
rozpoznávání řečníků, jsou rovněž zmíněny. Další část práce se zabývá analýzou řečového
signálu. Je zde zmíněno předzpracování a také metody extrakce příznaků. Následující část
popisuje proces rozpoznávání řečníků a zmiňuje způsoby ohodnocení používaných me-
tod: identifikace a verifikace řečníků. Poslední teoreticky založená část práce se zabývá
klasifikátory vhodnými pro textově závislé rozpoznávání. Jsou zmíněny klasifikátory zalo-
žené na zlomkových vzdálenostech, dynamickém borcení časové osy, vyrovnávání rozptylu
a vektorové kvantizaci. Tato práce pokračuje návrhem a realizací systému, který hodnotí
všechny zmíněné klasifikátory pro otisk hlasu založený na různých příznacích.
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INTRODUCTION
The human is from the old times a social creature which has to live in a big communi-
ties and communicate with the other individuals. The daily reception and exchange
of information has for the human a big sense, because thanks to that he can improve
himself, obtain a greater horizon and achieve ever higher goals which lead him to his
satisfaction. There are several ways a person can receive the information: by visual,
hearing, touch, smell or by a taste.
In an addition to the exchange of the information, for the human, it is also very
important, with whom he is exchanging the information. We can divide our full
share set of information into the subsets according to who has the access to this
information. It is obvious that for example with our employer we would share the
other information than with our mother etc. We do not share some information with
our counterparts for several reasons. For example they would not be interested in
that, it could be somehow dangerous for them or its disclosure could be dangerous
respectively unpleasant for us. Therefore to prepare the right set of information for
the discussion, it is necessary to identify the counterpart.
During the identification of the counterpart the human mostly relies on the
vision, hearing and touch. However in some situations the identification by the vision
and the touch cannot be considered (e. g. during the phone call), therefore we have
to rely just on the hearing. In this case we receive the speech signals and from their
analysis we then estimate whom each signal belongs. Everybody has the unique
speech like the unique fingerprint, the hand geometry or the layout of the nerves
in the retina. During the automatic identification we obtain from the speech signal
suitable features, which are better to compute with and which still good characterize
the speaker. We then call this set of features, which are for everybody unique, the
voice imprint.
During the identification by the voice, we estimate to whom, from the open or
closed set of people, the given speech signal belongs [37]. We will also explain the
difference between the identification and verification in the next part of this work.
The identification based on the voice imprint is simple and very popular because
it is not invasive and therefore for the speaker not unpleasant method, but still it
achieves good results. When using some modern methods1 we can verify people from
the records which are affected by a channel distortion (e. g. NTIMIT [51]) with the
miss probability 3 % while the false alarm probability is 5 % [9]. It is obvious that
the voice imprint has also some disadvantages. Because the voice belongs to the
behavioral biometrics, the speech is dependent on the health and emotional state
1Such as GMM Super NAP 64 which is used for the text-independent verification [9].
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and in this case the identification based on the speech could be useless when the
speaker has a small cold or when he is under pressure [37].
The voice imprint is used for example in the criminology, in the systems which
identify the speaker and then produce the subtitles according to the speech, in ve-
rification systems etc. This work deals with the text-dependent speaker recognition
issue in systems, where just a few training samples exist. In chap. 1, there is mentio-
ned the way how the speech is produced and its influence on the recognition. Chap. 2
describes the procedure during the speech signal analysis and mention the major fea-
tures which are used during the analysis. The voice imprint is also mentioned in this
part. The next chap. 3 deals with the speaker recognition and evaluation of both,
speaker identification and verification. Last theoretically based chap. 4 describes the
classifiers suitable for the purpose of text-dependent speaker recognition. In chap. 5
there is described the designed system used for the evaluation of classifiers. Finally
in chap. 6, there can be found results of tests and discussion about the usefulness of
each classifier.
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1 SPEECH
Speech, whose center is in the left hemisphere of the human brain, is a product of
the higher nervous system. It is a powerful tool of the information exchange using
the acoustic signal. Therefore, not surprisingly, the speech signal is for several cen-
turies the subject of research. People try to create an artificial speech, they create
machines that convert speech into the written form, they learn how to obtain from
speech some ancillary information (e.g. various speaker diseases) or they try to iden-
tify speaker according to the speech signal. There are several mutually overlapping
planes that describe the speech: acoustic, phonetic, lexical, syntactic, semantic and
pragmatic. In term of text-dependent speaker identification or verification, we will
be most interested in acoustic description. This plane will be further described and
the knowledge gained from the deeper analysis will be then used in the part of this
work that deals with the speaker identification. However firstly we will mention how
the speech is created.
1.1 Production of Speech Sounds
Human body uses for the speech production the speech organs. The primary function
of these organs is not usually the creation of speech, however, with an appropriate
collaboration, they can do that. Together they constitute the so-called vocal tract,
whose length in men case is approximately 17 cm and whose surface is approximately
20 cm2. Vocal tract includes these organs (see Fig. 1.1): epiglottis, pharynx, tongue,
lips, palate, velum, throat cavity, oral cavity and nasal cavity. Sometimes the larynx
is also mentioned as a part of vocal tract. The main purpose of vocal tract is to
modify a spectrum of the gain signal, but the tract itself can also work as a source
of the speech signal.
The primary source of the speech signal energy is the lungs. During the speech
production the accumulated air is moved through trachea to the larynx and then
to the vocal tract. The flow of air is modified during its journey, especially by
vocal cords and vocal tract organs. Human brain corrects the position of the organs
according to feedback, which is an acoustic signal that spreads back via the human
auditory system. The coordinated action of vocal tract organs (including the larynx),
which leads to the creation of speech sound, is called articulation. The flow of air
escapes the vocal tract through the two openings: mouth and nose.
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Fig. 1.1: Cross-sectional view of the anatomy of speech production
1.1.1 Vocal Cords
Vocal cords serve as a gate, which corrects the quantity of air that passes through
the vocal tract. They are situated right behind Adam’s apple and they are connected
from one side to the vocal cords cartilage and from the other side to the thyroid
cartilage. In case of men, the length of the vocal cords can reach 15 mm, in case
of women, the length can reach 13 mm. Sketch of the vocal cords can be seen on
Fig. 1.2. Space between the vocal cords is called the glottal slit. The size of this slit
depends on the tension of muscles. In general, the vocal folds can be located in three
states: voiced, unvoiced and breathing.
Voiced State
During the voiced state the vocal cords are completely closed, so that if the flow of
air from lungs reaches them, there is a pressure and they start to sag and vibrate.
In the same time they open and close quickly, thereby creating flow alternating with
quantum of dense and thin air. Period, with which the quantum is alternating, is
called pitch period T0. Its inverted value is then called the fundamental frequency
F0. Value of fundamental frequency with age and sex varies, but the majority from
the population has this value in the range 60 – 400 Hz [37]. The women’s funda-
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Fig. 1.2: Sketch of downward-looking view of the human larynx
mental frequency is between 150 – 200 Hz, children’s between 200 – 600 Hz and men’s
fundamental frequency is between 80 – 160 Hz, which is mainly due to the fact that
their vocal folds are larger and more massive.
However the fundamental frequency varies within the frame of human too. Du-
ring the intonation, F0 can gradually increase or decrease, this phenomenon is called
jitter. The variations in the amplitude of speech pulses are then called shimmer. The
value of fundamental frequency also depends on speaker’s health and emotion. Usu-
ally in stress situations the frequency increase and vice versa in case of situation
where speaker is bored, frequency decreases. However despite of these individual
changes in fundamental frequency, we can use this parameter for speaker identi-
fication. This is because of, as already mentioned, the unique physiology of each
human. Everyone has a different length and different mass of vocal cords. This phy-
sical property is then reflected in the value of F0.
The fundamental frequency can by stated in two ways. Either during the re-
cording of speech using an electroglottograph or then from speech signal analysis
using for example autocorrelation of speech wave, autocorrelation of residual signal
of linear prediction, the central clipping, analysis of cepstrum etc.
Unvoiced State
During the unvoiced state the vocal cords are completely open and they do not
impede the passage of air. The turbulent flow of air is then modified just by the
vocal tract. It should be said, however, that during the unvoiced speech production
we are not talking about anything like the fundamental frequency. In this case the
17
speech is just a noise signal whose PSD (Power Spectral Density) can achieve on
different frequencies different values.
Breathing
Breathing is very similar to the unvoiced state. There is only one difference; the
vocal folds are not stretched during the opened glottal slit.
1.1.2 Vocal Tract
This is the last part, which affects the speech signal production. Due to the different
positions of the vocal tract organs, we are able to create many different sounds.
Vocal tract consists of two parts: the cavities and the articulation organs.
Articulation organs actively involve the speech production, because due to their
positions they change the shape and capacity of cavities. Epiglottis, pharynx, tongue,
lips, palate, velum and teeth belong to the articulation organs.
In comparison with the articulation organs, the cavities involve the speech pro-
duction passively. There are three main cavities: throat, oral and nasal cavity. When
creating the voiced speech, the speech pulses go through these cavities and in each
cavity the resonance occurs. During the resonance the acoustic energy concentrate
around certain frequencies. We call these frequencies as the formant frequencies and
the areas around these frequencies as formants. We mark each of these frequencies
by a number (F1, F2,. . . ,Fi) while each of the cavities has its appropriate formant.
Basic assignment can be seen below.
• F1 – throat cavity
• F2 – oral cavity
• F3 – nasal cavity
Consider that during the speech production the vocal tract acts as a filter, which
modify a spectrum of excitation signal from lungs. On Fig. 1.3 we can see an ampli-
tude frequency response of this filter during the production of Czech vowel “o”.1 It
can be clearly seen, on which formant frequencies the signal resonance occurs. In this
example we approximated the vocal tract by filter based on AR (Auto Regressive)
model. The order of filter is 14, its transfer function has no zero points, but only
the poles. The transfer function H(z) can be described by formula: [43]
H(z) =
G
1 +
M∑
i=1
aiz−i
, (1.1)
1In this example we consider the LTI (Linear Time Invariant) filter, but as we will learn further,
we can do such consideration only for a short part of speech signal.
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H(z) =
G
M∑
i=0
aiz−i
, for a0 = 1, (1.2)
where ai are the linear predictive coefficients and G is a gain coefficient. The linear
prediction analysis will be described in the next part of this work.
Fig. 1.3: Amplitude frequency response of IIR filter with the marked formants (fs
= 8 kHz); Pole-zero configuration of appropriate filter
In the second part of the Fig. 1.3 there is a resulting pole-zero configuration. As
the image shows, with a suitable choice of poles we can calculate both: the formant
frequencies Fi and formant bandwidth Fi.2 We can calculate formants according to
poles, that lie at frequencies from 0 to fs/2 and whose imaginary part is not equal
to zero. An example of suitable choice is also on Fig. 1.3. Consider, that we choose
one complex conjugate pair of the poles zxi = |zxi| ejϕi and z¯xi = |zxi| e−jϕi from the
Z-plane, where ϕi = arg zxi [rad]. Then we can easily derive the formant frequency:
Fi =
ϕi
2pi
fs [Hz], (1.3)
2This is a band, in which the attenuation is less than 3 dB.
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for i = 1, 2, . . . , s, where fs [Hz] is the sampling frequency and s is the order of IIR
filter. The formula for formant bandwidth is: [37]
Bi = − ln |zxi|
pi
fs [Hz]. (1.4)
If the nasal cavity also involves the speech production, then there are some
suppression in areas which we call antiformants and mark A1, A2,. . . ,Ai. However
during the approximation of vocal tract including the antiformants, we have to use
IIR filter based on ARMA (Auto Regresive Moving Average) model, which has at
least one zero point. The transfer function is then expressed by: [43]
H(z) =
r∑
i=0
aiz
i
s∑
j=0
bjzj
= K
r∏
i=1
(z − z0i)
s∏
j=1
(z − zxj)
, (1.5)
where ai and bj are the coefficients of transfer function, z0i the zero points, zxi the
poles and K ∈ R the weighting constant. We consider causal filter: s ≥ r; r, s ∈ N0.
This filter is more accurate than that, based on AR model, and with the advantage,
it is used for speech signal synthesis in TTS systems, because the speech based
on this model does not sound so flat. The coefficients of transfer function can be
expressed for example using the cepstral coefficients.
1.2 Acoustic Plane
In the acoustic representation we are interested in the speech as in the output
signal of speech production process. Speech signal can be described both in time
and in frequency domain. Acoustic features of speech are fundamental frequency F0,
intensity and spectral energy distribution. Before some speech signal characteristics
will be shown, it is useful to mention how this signal is produced within the meaning
of signal filtering.
Consider a simplified parametric model of speech synthesis, which is shown on
Fig. 1.4. In term of speech production the excitation signal g[n] will be made up
either by a white noise, whose PSD will be on all frequencies approximately equal
to a constant value, or it will be a sequence of unit impulses, whose spacing will be
given by pitch period T0. This signal then enters the filter (vocal tract), where the
spectrum is modified. Speech signal s[n] is according to the previous consideration,
a product of convolution of excitation signal and impulse response h[n]: [43]
s[n] = g[n] ∗ h[n] =
∞∑
i=−∞
g[i]h[n− i]. (1.6)
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Fig. 1.4: Simplified parametric model of speech production
In the frequency domain the discrete linear convolution can be interpreted as a mul-
tiplication of frequency responseH(ejω) and spectrum of excitation signalG(ejω): [43]
S(ejω) = G(ejω) ·H(ejω), (1.7)
where S(ejω) is a discrete-time Fourier transform (DTFT) of s[n] and ω [rad · s−1]
an angular frequency. We can also express the impulse response in an exponential
form:
H(ejω) =
∣∣H(ejω)∣∣ ejΘ(ω) = M(ω)ejΘ(ω), (1.8)
where M(ω) is called amplitude frequency response and Θ(ω) phase frequency re-
sponse. Impulse response and frequency response form a pair according to formu-
las: [43]
H(ejω) =
∞∑
n=−∞
h[n] · e−jωn, (1.9)
h[n] =
1
2pi
pi∫
−pi
H(ejω) · ejωndω. (1.10)
BecauseH(ejω) is a discrete-time Fourier transform of h[n], then it must be periodical
with period 2pi. The similar pair is formed between impulse response and transfer
function, but in this case the Z-transformation is applied: [38]
H(z) =
∞∑
n=−∞
h[n] · z−n, (1.11)
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h[n] =
1
2pij
∮
C
H(z) · zn−1dz, (1.12)
where the inverse transform is taken over C, a counterclockwise closed contour in the
region of convergence of H(z) encircling the origin in the Z-plane. The Z-transform
of discrete linear convolution can be then interpreted as a multiplication of transfer
function and Z-transform of excitation signal G(z): [38]
S(z) = G(z) ·H(z), (1.13)
where S(z) is a Z-transform of s[n]. The frequency response can be also derived
from transfer function using the substitution: [43]
z→ ejωTs , (1.14)
where Ts [s] is a sampling period.
The waveforms and spectrum of individual signals during the production of
voiced 20 ms speech signal can be seen on Fig. 1.5 In part a), there can be seen
a residual signal of linear prediction, and in part b) its spectrum. The impulse re-
sponse of speech filter is on picture c) and its resulting amplitude frequency response
on d), where the first three formants can be clearly seen. The resulting speech signal
which is a product of convolution of a) and c) is on the picture e). This segment is
then weighted by Hamming window. Because the spectrum
∣∣G(ejω)∣∣ and ∣∣H(ejω)∣∣ is
expressed in decibels, the resulting
∣∣S(ejω)∣∣ [dB] can be calculated as a sum of these
spectrum: ∣∣S(ejω)∣∣ = ∣∣G(ejω)∣∣ · ∣∣H(ejω)∣∣ , (1.15)
20 log10
(∣∣S(ejω)∣∣) = 20 log10 (∣∣G(ejω)∣∣ · ∣∣H(ejω)∣∣) , (1.16)
20 log10
(∣∣S(ejω)∣∣) = 20 log10 (∣∣G(ejω)∣∣)+ 20 log10 (∣∣H(ejω)∣∣) . (1.17)
1.2.1 Speech Visualization
There are several basic ways how to visualize the speech signal: in the time domain,
in the frequency domain and in the combination of the previous two options, using
spectrogram. During the plotting of speech signal in time domain, the time is plotted
on the horizontal axis and the amplitude of signal on the vertical axis. An example
of this visualization is on Fig. 1.6 a), where is a voiced segment of speech, and on
Fig. 1.7 a), where is the unvoiced one.
In case of visualization of speech signal in frequency domain the frequency is
plotted on horizontal axis and magnitude on vertical one. For the purpose of this
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Fig. 1.5: Example of speech production (fs = 8 kHz): a) residual signal of linear
prediction; b) resulting spectrum; c) impulse response of speech filter; d)
resulting amplitude frequency response; e) waveform of speech signal; f)
resulting spectrum
kind of visualization the short-time Fourier transform (STFT) is usually used. This
transform takes from the signal only one segment using a window and then applies
Fourier transform only in this part, which we consider as quasi-stationary.3 Usually
during the segmentation of speech signal it is required that the segment must cover at
least two pitch periods T0. When we consider the most extreme case of F0 = 80 Hz
(for male speech), then T0 = 1/F0 = 12.5 ms. Requiring two pitch periods the
window has length 25 ms. A formula for discrete-time STFT is: [43]
SSTFT
(
ejω,m
)
=
∞∑
n=−∞
s[n]w[n−m]e−jωn, (1.18)
3The signal is quasi-stationary if its statistical characteristics are time-independent.
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Fig. 1.6: Voiced segment of speech signal (fs = 8 kHz): a) waveform; b) resulting
magnitude spectrum with spectral envelope
s[n] =
1
2pi
pi∫
−pi
{ ∞∑
n=−∞
SSTFT
(
ejω,m
)
w∗[n−m]
}
ejωndω, (1.19)
where w[n] is a window function and w[n]∗ is its complex conjugate function. An
example of one voiced segment of STFT can be seen on Fig. 1.6 b). The distance
between each neighbor peaks is equal to fundamental frequency F0, especially in
the left part of spectrum. There is also a spectral envelope on which the areas with
formant and antiformants can be seen. An example of unvoiced segment is on Fig. 1.7
b). In this case the clear peaks can not be seen due to the noisy character of signal.
In case of STFT the frequency axis is continuous, but for the purpose of the com-
puter processing it is useful to consider the discrete axis. Therefore the formula for
discrete-time STFT is replaced by formula for discrete short-time Fourier transform
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Fig. 1.7: Unvoiced segment of speech signal (fs = 16 kHz): a) waveform; b) resulting
magnitude spectrum with spectral envelope
of discrete signal: [42]
SSTFT
(
ejωk ,m
)
=
∞∑
n=−∞
s[n]w[n−m]e−jωkn, (1.20)
where k = 0, 1, 2, . . . , N − 1 and N is number of frequency samples. If we consider
w[n] as rectangular window described as:
w[n] = 1, for n = 0, 1, 2, . . . , N − 1, (1.21)
= 0 othervise,
and if we consider one segment whose length is equal to N , then we obtain a formula
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for discrete Fourier transform (DFT):4 [43]
S[k] =
N−1∑
n=0
s[n]e−jk
2pi
N
n, k = 0, 1, 2, . . . , N − 1, (1.22)
s[n] =
1
N
N−1∑
k=0
S[k]ejk
2pi
N
n, n = 0, 1, 2, . . . , N − 1. (1.23)
An effective algorithm which calculates the DFT is called fast Fourier transform
(FFT).
Another frequently used visualization of speech signal is spectrogram. It is a time-
frequency visualization where we plot on one axis the time (usually on the horizontal
one) and on the other one the frequency. Thanks to spectrogram we are able to
monitor in time the changes of energy on the particular frequencies. An example of
speech waveform and its resulting spectrogram is on Fig. 1.8. In this case the middle-
band spectrogram is plotted. This example is a compromise between the wide-band
and narrow-band spectrogram.
During the segmentation of speech signal for the purpose of spectrogram (or
for any other purposes), it is important to reckon with the Heisenberg uncertainty
principle, which states that there is a limit of simultaneous achievement of time
resolution ∆t and frequency resolution ∆f . It is defined by: [43]
∆t2 =
1
K
∞∫
−∞
t2 |s(t)|2 dt, (1.24)
∆f 2 =
1
2piK
∞∫
−∞
ω2
∣∣S(ejω)∣∣2 dω,
K =
∞∫
−∞
|s(t)|2 dt = 1
2pi
∞∫
−∞
∣∣S(ejω)∣∣2 dω.
If
√
ts(t)→ 0 for |t| → ∞, then the Heisenberg uncertainty principle states: [43]
∆f∆t ≥ 1
2
. (1.25)
The Heisenberg uncertainty principle in the other way says that if we during the
speech analysis segment the signal on small frames then we obtain good time reso-
lution but bad frequency resolution, and vice versa. To obtain different information
the different size of window is used. Wide-band spectrograms use short windows
4It is important to emphasize the difference between the DFT and discrete Fourier series. The
calculation is very similar, however DFT selects only first N samples of spectrum. During the
calculation of DFT we assign N values to other N values.
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Fig. 1.8: Spectrogram of sentence “Bricks are an alternative.” spoken by American
native speaker: a) speech waveform; b) resulting spectrogram (fs = 16 kHz,
NFFT = 2048, Hamming window with size 20 ms and overlap 10 ms)
(around 10 ms), therefore we have uncertain information about the particular har-
monic frequencies, but on the other hand we have good information about the de-
velopment of formant frequencies in time. Wide-band spectrogram emphasizes the
spectral envelope. An example of wide-band spectrogram is on Fig. 1.9 a). By con-
trast, a narrow-band spectrogram uses windows whose size is around 30 ms, therefore
it provides good information about the particular harmonic frequencies. An example
of this spectrogram is on Fig. 1.9 b). The distance between the neighbor horizontal
lines corresponds to fundamental frequency F0 (especially in lower part of spectro-
gram).
Spectrograms give us information about the distribution of energy on the diffe-
rent frequencies. On the Fig. 1.8 it can be seen, that the energy of voiced part of
speech signal is concentrated on the lower frequencies, while the energy of unvoiced
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Fig. 1.9: Spectrograms of sentence “Bricks are an alternative.” spoken by American
native speaker: a) wide-band spectrogram (fs = 16 kHz, NFFT = 2048, Ha-
mming window with size 10 ms and overlap 5 ms); b) narrow-band spectro-
gram (fs = 16 kHz, NFFT = 2048, Hamming window with size 35 ms and
overlap 20 ms)
part is spread throughout the whole band5, or it is more concentrated on the higher
frequencies. The already mentioned horizontal curves are evident in the voiced parts.
Acoustic features as the fundamental frequency F0 and the spectral energy dis-
tribution can be advantageously used during the speaker recognition. It implies from
their individual physiology.
1.3 Prosody
As already mentioned, we consider the speech as signal, which contains various in-
formation. For example, for the purpose of the conversation we are mostly interested
5This is also reason why some simple speech synthesizers use Gaussian white noise as an exci-
tation signal g[n] for unvoiced parts.
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in what the man says, but for the purpose of the prosodic analysis we are mostly
interested in information, which tell us how the man said that. Simultaneously with
the meaning of sentence the prosodic information is transmitted. Prosody describes
the properties of language, which are considered on the level of syllables, words, sen-
tences or entire sentence units. Prosodic (also called suprasegmental) information is
modeled by three basic parameters: fundamental frequency F0, timing and loudness
of speech. In addition, the human prosody can be also influenced by pauses, articu-
lation, color of speech, breathing etc. The division of suprasegmental effects into the
three independent domains such as time, frequency and amplitude domain is nearly
impossible, because these domains are in speech mutually interconnected.
Suprasegmental features belong among the so-called acquire (learned) characte-
ristic of speech, which result from the vocal parts movement dynamics. Along with
the internal characteristics related to the vocal tract anatomy, they are used during
the speaker recognition. On Fig. 1.10 there can be seen the spectrograms of same
sentence spoken by two different male speakers. It is clear from this example that
each speaker was speaking with different value of F0 and with different timing. The
basic suprasegmental features are described below.
1.3.1 Fundamental Frequency
As previously mentioned, the value of F0 depends on sex, age, individual physiology
and emotional state of speaker. The variations of F0 involve intonation and thus the
sentence meaning. In the classic declarative sentence intonation gradually decreases.
The direct fall of intonation is in imperative sentences. By contrast in the interro-
gative sentences F0 is gradually increasing. A fall-rising intonation is for example
in complementary sentences. The fundamental frequency is closely related to other
parameters. For example the simultaneous decrease of F0 and loudness at the end of
prosodic unit indicates the end of theme or speech. It is important to mention that
this behavior of intonation in sentences is common for almost all European langu-
ages, but this behavior can change while speaking about the other languages. For
the rest of this work we will consider the languages used in Europe such as English,
German, Spanish etc.
1.3.2 Loudness
Voice loudness is modeled by the intensity of speech signal. Its amplitude is as-
sociated with the function of respiration and phonation system and it is directly
proportional to subglottal pressure. During the speech the intensity varies diffe-
rently depending on the current position in the sentence. The change in intensity
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Fig. 1.10: Spectrograms of same sentence spoken by two different male speakers
(fs = 16 kHz, NFFT = 2048, Hamming window with size 20 ms and overlap
10 ms)
also corresponds to the emotional state of speaker. Although loudness is mentio-
ned as one of three basic suprasegmental features, it is usually ignored in speaker
recognition systems because it is considered as parameter derived from the funda-
mental frequency, because similarly as F0, it is closely associated with the changes
of subglottal pressure.
1.3.3 Timing
A whole duration of syllables and pauses is perceived as the speech timing. There
is a difference among the duration of individual phonemes, and this, together with
the speech timing, depend on the speaker will and emotions. Each speaker has
his individual speech timing, thus this parameter could be useful during the text-
dependent recognition.
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1.3.4 Secondary Prosodic Parameters
Except the basic suprasegmental features, there are also the secondary prosodic
parameters. Thanks to articulation, which also belongs to this category, we are able
to distinguish individual phonemes or their slight differences which correspond to
physical and psychological state of speaker. The other parameter which belongs
to the secondary features is breathing. This parameter involves speech loudness,
its continuity and fundamental frequency. Ineffective management of breathing can
disrupt the flow of speech and it can consequently become unintelligible. Pauses have
also a role in prosody. Generally we divide them into two categories: silent pauses,
which lack any acoustic stimuli6 and pauses filled with different sounds.
1.3.5 Emotions
Emotions are a complex phenomenon that includes experience, the physiological
and other behavioral exposures [48]. Emotions are expressed as emotional behavior,
whose part is also speech behavior. Thus during the emotions there is a change in
the speaker prosody (fundamental frequency, timing, loudness). Additionally to that,
there are changes in the heart rate and the blood pressure. Speaker can also go pale
or red. During the speaker identification the emotions are undesirable phenomenon.
Classifiers are usually trained on neutral utterances and any substantial changes in
prosody can lead to an increase of recognition error.
6Usually indicates the grammar or stylistic boundary.
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2 SPEECH SIGNAL ANALYSIS
Digitized speech signal expressed classically in the samples, which are sampled from
the analog voice signal with sampling frequency fs, is not suitable for the classifiers
processing, which is used during the speaker recognition, because in a large quantum
of data, there is little information for example about the vocal tract, prosody, etc.1
Therefore it is useful to somehow obtain features, which would be more suitable
for the classification. The purpose of feature extraction is to express speech signal
in limited number of values (this number is usually a few times smaller than the
number of speech samples). These features can be scalar (e.g. zero-crossing rate,
short-time energy, etc.) or vector (e.g. LPC, MFCC, etc.).
However before the features extraction the speech signal is firstly adjusted. For
example it is useful to obtain some features from short speech segments (around
20 ms), in which we consider signal as quasi-stationary. On the other hand, for
example FDLP coefficients are obtained from much more longer segments (up to
0.5 s). Before the segmentation, the signal can be also preprocessed. In the next part
of this work the most used preprocessing techniques will be mentioned and then
some features suitable for speaker recognition will be described.
2.1 Speech Preprocessing
2.1.1 Subtraction of Mean Value
The mean value of signal is not desirable during the speech processing. It will make
some problems especially during the classification, when some feature vectors would
be involved by this value. Therefore it is simply subtracted from the signal:
s′[n] = s[n]− a[n], (2.1)
where s′[n] is speech signal with subtracted mean value a[n]. It is possible to calculate
the mean value off-line or in the real time. For our purposes, the off-line calculation
will be used:
a[n] =
1
N
N−1∑
n=0
s[n]. (2.2)
On Fig. 2.1 there can be seen a speech signal affected by the mean value. This value
is figured by red line and it can be compared to green line, which represents the zero
amplitude of signal.
1However, these information are in the speech signal, but they are not properly highlighted.
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Fig. 2.1: Mean value of speech signal (fs = 16 kHz): red line corresponds to mean
value; green line corresponds to zero amplitude of signal
2.1.2 Preemphasis
Generally, the speech energy decreases with the increasing frequency. Therefore it is
useful to correct this decline by a simple high pass filter, which will do this operation:
y[n] = x[n]− αx[n− 1], (2.3)
where y[n] is a sample of output signal and x[n] is a sample of input signal. The
transfer function of this filter would be described as:
Z {y[n]} = Z {x[n]− αx[n− 1]} ,
Y (z) = X(z)− αX(z)z−1,
H(z) =
Y (z)
X(z)
= 1− αz−1 = z − α
z
. (2.4)
In practice the coefficient α is usually in the range from 0.9 to 1. An example
of impulse response and amplitude frequency response of filter, whose α = 0.95,
is on Fig. 2.2 However during the extraction of some features (e.g. MFCC), the
preemphasis has no sense.
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Fig. 2.2: Low pass filter used during the speech preemphasis: a) impulse response;
b) resulting amplitude frequency response
2.1.3 Segmentation and Window Functions
Discrete signal segmentation procedure can be described as:
fri[n] = s[n] · w[n− im], (2.5)
where fri[n] is an ith frame2, m is a step (m ∈ N) and w[n] is a window function. In
the simplest case, it is possible to use a rectangular window described by equation
(1.21). However for the purpose of speech signal segmentation, it is useful to apply
the window function, which attenuate signal amplitude on the beginning and the end
of the segment. This kind of window is for example the Hamming window described
as: [38]
w[n] = 0.54− 0.46 cos
(
2pin
N − 1
)
. (2.6)
When we multiply the speech frame by the window in time domain, in frequency
domain the convolution of speech and window spectrum is preceded:
Y
(
ejω
)
=
1
2pi
S
(
ejω
) ∗W (ejω) . (2.7)
On the Fig. 2.3 there is a comparison of waveforms and spectrums of both windows.
From the figure it is obvious that rectangular window is more selective, but it badly
suppresses components on higher frequencies. Hamming window is not so selective,
but its main lobe in spectrum is wider and its side lobes are more suppressed.
2In this work the frame and segment is considered as the same part of signal.
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Fig. 2.3: Hamming (green line) and rectangular (blue line) window (fs = 16 kHz,
NFFT = 1024); a) waveforms; b) magnitude spectrums
2.2 Linear Predictive Analysis
This famous analysis, also called LPC (Linear Predictive Coding), is based on AR
model. It satisfactorily estimates the speech features, while it has low computation
and memory requirements. Thanks to this, LPC and methods derived from it, like
CELP (Code Excited Linear Prediction) and ACELP (Algebraic CELP), are still wi-
dely used [43]. Linear predictive coding estimates speech sample s˜[n] from p previous
speech samples. A formula for forward linear prediction is:
s˜[n] = −ap[1]s[n− 1]− ap[2]s[n− 2]− . . .− ap[p]s[n− p] =
= −
p∑
i=1
ap[i]s[n− i], (2.8)
where ap[i] are linear predictive coefficients and p model order. An error of forward
linear prediction e[n] is defined as:
e[n] = s[n]− s˜[n] = s[n] +
p∑
i=1
ap[i]s[n− i] =
=
p∑
i=0
ap[i]s[n− i], where ap[0] = 1. (2.9)
If we consider e[n] as an output of filter, then we can obtain its transfer function
A(z):
Z {e[n]} = Z
{
s[n] +
p∑
i=1
ap[i]s[n− i]
}
,
E(z) = S(z)
[
1 +
p∑
i=1
ap[i]z
−i
]
,
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A(z) =
E(z)
S(z)
= 1 +
p∑
i=1
ap[i]z
−i, (2.10)
where A(z) is usually called as transfer function of analyzing filter. This transfer
function can be also used in whitening filters. Transfer function of synthesis filter is
described as:
H(z) =
1
A(z)
=
1
1 +
p∑
i=1
ap[i]z−i
, (2.11)
where H(z) can be also considered as a simplified transfer function of vocal tract
(see sec. 1.1.2). To find a suitable value for model order, we can use formula: [37]
p =
fs [Hz]
1000
+ 4. (2.12)
Mean square error of forward linear prediction ep = E
(|e[n]|2) is a quadratic
function of ap[i] and its minimization leads to a set of linear equations: [43]
Γp · ap = γp, (2.13)
Γp =

γxx[0] γ∗xx[−1] γ∗xx[−2] . . . γ∗xx[−p+ 1]
γxx[1] γxx[0] γ∗xx[−1] . . . γ∗xx[−p+ 2]
γxx[2] γxx[1] γxx[0] . . . γ∗xx[−p+ 3]
...
...
...
. . .
...
γxx[p− 1] γxx[p− 2] γxx[p− 3] . . . γxx[0]
 , (2.14)
ap = [ap[1], ap[2], ap[3], . . . , ap[p]]
T , (2.15)
γp = [−γxx[1],−γxx[2],−γxx[3], . . . ,−γxx[p]]T , (2.16)
where γxx[n] is an autocorrelation function of signal s[n]. T means the matrix trans-
position. Matrix Γp has Toeplitz property and the equation (2.13) can be therefore
solved by Schur or Levinson-Durbin algorithm [43], [37], [38].
There is also backward linear prediction which is mutually interconnected with
forward one [43].
2.3 Perceptual Linear Predictive Analysis
Linear predictive coding describes effectively the speech spectral properties, but on
the other hand it badly represents signal as a human hear it via auditory system.
Therefore Hynek Hermansky proposed new analysis called PLP (Perceptual Linear
Predictive), which is also based on AR model, but compared to LPC it also uses the
critical-band spectral resolution, the equal-loudness curve and the intensity-loudness
power law.
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The PLP coefficients can be computed in a few steps. For each frame of speech
signal the short-time power spectrum P (ejω) is set by: [37]
P (ejω) =
∣∣S(ejω)∣∣2 = [Re{S(ejω)}]2 + [Im{S(ejω)}]2 . (2.17)
I next step the suitable bank of filters is prepared. The frequency axis ω [rad · s−1]
is nonlinearly transformed to Ω(ω) [bark] according to formula: [37]
Ω(ω) = 6 ln
(
ω
1200pi
+
√( ω
1200pi
)2
+ 1
)
. (2.18)
Then each band-pass filter from bank is set by: [37]
Ψ(z) =

0 for z < −2.5
10z+0.5 for −2.5 ≤ z ≤ −0.5
1 for −0.5 < z < 0.5
10−2.5(z−0.5) for 0.5 ≤ z ≤ 1.3
0 for z > 1.3
, (2.19)
where z is in bark scale. The recommended number of filters in bank according to
fs can be seen in [37]. On Fig. 2.4 there is an example of the bank of filters for
fs = 8 kHz.
Consequently each mth filter from the bank is adjusted to the equal-loudness
curve E(ω) according to: [37]
Hm
(
ejΩ(ω)
)
= E(ω)Ψ
(
ej(Ω(ω)−Ωm)
)
, (2.20)
E(ω) = K
ω4 (ω2 + 56.9 · 106)
(ω2 + 6.3 · 106)2 (ω2 + 379.4 · 106) (ω2 + 9.6 · 1026) , (2.21)
where Ωm [bark] is the middle frequency of band-pass filter, m = 0, 1, . . . ,M − 1,
and K is a constant. En example of bank adjusted to the equal-loudness curve for
fs = 8 kHz is on Fig. 2.5.
With the prepared bank the short-time power spectrum is filtered and the sam-
ples in each band are summed: [37]
Ξ (Ωm) =
ωmh∑
ω=ωml
P
(
ejω
)
Hm
(
ejΩ(ω)
)
, (2.22)
ωml = 1200pi sinh
(
Ωm − 2.5
6
)
, (2.23)
ωmh = 1200pi sinh
(
Ωm + 1.3
6
)
, (2.24)
(2.25)
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Fig. 2.4: Bank of 21 band-pass filters: a) bark scale; b) frequency scale (fs = 16 kHz,
NFFT = 2048)
where m = 1, 2, . . . ,M − 2. On values Ξ (Ωm) the intensity-loudness power law is
consequently applied: [37]
ξ (Ωm) = (Ξ (Ωm))
0.3 , (2.26)
where m = 1, 2, . . . ,M − 2.
In the next step values ξ (Ωm) are approximated by all pole model and thanks
to the operation (2.26), it can be of relatively small order p. According to sec. 2.2,
it is obvious that for the approximation the autocorrelation function γxx[n] must be
found. It can be done using the formula: [37]
γxx[n] =
1
2(M − 1)
{
ξ (Ω0) cos (nω0) + 2
[
M−2∑
m=1
ξ (Ωm) cos (nωm)
]
. . . (2.27)
+ ξ (ΩM−1) cos (nωM−1)} , (2.28)
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Fig. 2.5: Bank of 21 band-pass filters adjusted to the equal-loudness curve: a) bark
scale; b) frequency scale (fs = 16 kHz, NFFT = 2048)
where n = 0, 1, 2, . . . , p and ωm is the middle frequency of each band-pass filter.
According to [37] it is recommended to set ξ (Ω0) = ξ (Ω1) and ξ (ΩM−1) = ξ (ΩM−2).
When the autocorrelation function is found, then the Levinson-Durbin algorithm
can be used to obtain the final PLP coefficients. Sometimes they are transformed to
cepstral coefficients which are less correlated.3
3Covariance matrix of deccorelated coefficients becomes diagonal, which is useful during some
classification (e.g. using GMM), when the computing power can be decreased. Moreover when the
DCT is applied on the feature vectors over the whole utterance, the energy is concentrated in a few
coefficients.
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2.4 Frequency-domain Linear Predictive Analysis
Many famous features (e.g. MFCC, LPC, PLP, etc.) are obtained from spectrum of
short segments of speech signal, but it has been proven ([21]), that a human auditory
system is more sensitive to the changes of spectrum in time, which is for example
due to coarticulation.4 Therefore new features like FDLP (Frequency Domain Linear
Predictive) coefficients or LP-TRAP (Linear Predictive Temporal Patterns) were
developed [3], [4], [23]. These features consider speech signal in longer segments,
usually in hundreds of milliseconds.
FDLP apply the equation(2.8) in the frequency domain:
S˜[k] = −afp[1]S[k − 1]− afp[2]S[k − 2]− . . .− afp[p]S[k − p] =
= −
p∑
i=1
afp[i]S[k − i], (2.29)
where afp[i] are the frequency-domain linear predictive coefficients. Using the pre-
diction in frequency domain we are able to describe the temporal dynamics of speech
signal in time. On Fig. 2.6 there is a 0.250 s segment of speech signal and its envelope
approximated by FDLP. There can be also seen the poles of IIR filter used during
the approximation. With the increasing p, the envelope is closer to the speech wa-
veform. The features based on FDLP can be computed in a few steps. Firstly the
DCT-II is applied on the speech signal: [3]
SDCT−II[k] = α[k]
N−1∑
n=0
s[n] cos
(
pik(2n+ 1)
2N
)
, for k = 0, . . . , N − 1, (2.30)
α[k] =
{
1 k = 0,√
2 k = 1, 2, . . . , N − 1. (2.31)
On Fig. 2.7 there can be seen spectrogram of speech signal s[n] and its DCT SDCT−II[k].
DCT spectrogram is similar to the mirror image of the regular spectrogram rotated
90◦ clockwise, but they are not exact mirrors. Nevertheless they are similar and if
the forward linear prediction is applied on the SDCT−II[k] it is possible to obtain the
temporal envelope of waveform.5 But firstly it is useful to divide spectrum into sub-
bands, therefore SDCT−II[k] can be for example logarithmically divided and linear
predictive coefficients can be obtained from each sub-band. On Fig. 2.8 there can be
seen four temporal envelopes derived from sub-bands 0 – 1 kHz, 1 – 2 kHz, 2 – 4 kHz
and 4 – 8 kHz.
4Coarticulation is a phenomenon when the articulation of one sound is assimilated to the ar-
ticulation of another one.
5Strictly speaking, the square of its Hilbert envelope.
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Fig. 2.6: 0.250 s segment of speech signal and its envelope approximated by FDLP:
a) speech waveform; b) envelope with poles of IIR filter used during the
approximation (fs = 16 kHz, NFFT = 2048, p = 20)
If we obtain afp[i] we can consequently convert all-pole model of each nth sub-
band to features according to formula: [3]
cfdlp[n] = max
{
w
[⌊
NFFT arg (zxni)
2pi
⌋]
log10
(
1
1− |zxni|
)}
, (2.32)
where zxni are the poles of IIR filter derived from nth sub-band, b∗c means rounding
to the nearest integers towards minus infinity and w[n] is a Gauss window defined
by formula: [22]
w[n] =
{
e−
1
2
(
n−NFFT/4
σNFFT/4
)2
, for n = 0, 1, . . . , NFFT2 and σ ≤ 0.5,
0 , otherwise.
(2.33)
It is also recommended to apply on cfdlp[n] coefficients DCT, which makes them less
correlated.
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Fig. 2.7: Spectrogram of speech signal s[n] and its DCT SDCT−II[k]: a) spectrogram
of s[n]; b) spectrogram of SDCT−II[k] (fs = 16 kHz, NFFT = 2048, Hamming
window with size 20 ms and overlap 10 ms)
2.5 Cepstral Analysis
Cepstral analysis uses homomorphic signal processing, which is based on generalized
superposition principle. Using this analysis, we are able to separate signals which
were created by convolution of the other signals. The whole principle can be easily
described by equations:
s[n] = g[n] ∗ h[n], (2.34)
DFT {s[n]} = DFT {g[n] ∗ h[n]} , (2.35)
S[k] = G[k] ·H[k], (2.36)
ln (S[k]) = ln (G[k] ·H[k]) = ln (G[k]) + ln (H[k]) , (2.37)
Sˆ[k] = Gˆ[k] + Hˆ[k], (2.38)
IDFT
{
Sˆ[k]
}
= IDFT
{
Gˆ[k]
}
+ IDFT
{
Hˆ[k]
}
, (2.39)
sˆ[n] = gˆ[n] + hˆ[n]. (2.40)
Eguation (2.39) transforms signals from frequency to non-linear time domain. In
this domain it is easier to process the signal sˆ[n] because its parts are just summed
and they can be easily separated. Modified signal sˆ′[n] is consequently transformed
back to linear time domain according to equations:
sˆ′[n] = gˆ′[n] + hˆ′[n], (2.41)
DFT
{
sˆ′[n]
}
= DFT
{
gˆ′[n]
}
+ DFT
{
hˆ′[n]
}
, (2.42)
Sˆ ′[k] = Gˆ′[k] + Hˆ ′[k], (2.43)
eln(S
′[k]) = eln(G
′[k]) + eln(H
′[k]) = eln(G
′[k]·H′[k]), (2.44)
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Fig. 2.8: Temporal envelopes of speech signal from Fig. 2.6 a) for different sub-bands
approximated by IIR filters: a) 0 – 1 kHz; b) 1 – 2 kHz; c) 2 – 4 kHz; d) 4 –
8 kHz (fs = 16 kHz, NFFT = 2048, p = 20)
S ′[k] = G′[k] ·H ′[k], (2.45)
IDFT {S ′[k]} = IDFT {G′[k] ·H ′[k]} , (2.46)
s′[n] = g′[n] ∗ h′[n]. (2.47)
Complex cepstrum of speech signal is calculated as:
cˆ[n] =
1
2pi
pi∫
−pi
ln
(
S
(
ejω
))
ejωndω. (2.48)
For the purpose of speech signal processing the real cepstrum c[n] = Re {cˆ[n]} is
more useful. This ceptrum has the impulse response of vocal tract concentrated
around n = 0. Multiplying real ceptrum with window w[n] defined by:
w[n] =
{
1 , for n ≤ n0,
0 , for n > n0,
(2.49)
where n0 is lower than pitch period, and transforming c[n] back to the linear time
domain, it is possible to approximate the vocal tract impulse response better than
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for example using linear prediction.6 The suitable values of n0 for different fs are
recommended in [37].
2.6 Mel Frequency Cepstral Coefficients
Mel frequency cepstral coefficients, similarly as PLP coefficients, use critical-band
spectral resolution and respect the non-linear perception of the human auditory
system. MFCC are based on filtering the short-time power spectrum by a bank
of triangular filters, which are uniformly spaced in mel frequency scale. The re-
lation between the mel frequency scale fm [mel] and frequency scale f [Hz] is set by
formula:[42]
fm = 1127 ln
(
1 +
f
700
)
. (2.50)
An example of bank of triangular filters is on Fig. 2.9. The middle frequency of each
triangular filter in mel scale bm,i is set according to equation:
bm,i = bm,i−1 + ∆m, for i = 1, 2, . . . , p, (2.51)
∆m =
Bmw
p+ 1
, (2.52)
where bm,0 = 0, p is a number of filters in bank and Bmw [mel] is a transition band-
width. The suitable value of p according to fs is recommended in [37]. The frequency
response of each triangular filter Hi
(
ej2pif
)
in frequency scale can be obtained using
formula:[37]
Hi
(
ej2pif
)
=

f−bi−1
bi−bi−1 , for bi−1 ≤ f < bi,
f−bi+1
bi−bi+1 , for bi ≤ f < bi+1,
0 , otherwise,
(2.53)
where bi is expressed in frequency scale.
MFCC can be calculated in a few steps. Firstly the short-time power spectrum is
obtained and consequently it is filtered by bank of triangular filters. Then all samples
from each band are summed so finally there is a vector of p samples. In next step the
logarithm and DCT is applied on vector, which makes the coefficients less correlated.
Coefficient cmfcc[0] is proportional to logarithm of speech signal energy and is usually
replaced by logarithm of short-time energy:
cmfcc[0] = ln
N−1∑
n=0
|fr[n]|2 , (2.54)
where fr[n] is a frame of speech signal and N is its length.
6The antiformants can be sufficiently described by cepstral analysis.
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Fig. 2.9: Bank of triangular filters used during the calculation of MFCC: a) mel
frequency scale; b) frequency scale (fs = 16 kHz, NFFT = 2048, p = 20)
2.7 Linear Predictive Cepstral Coefficients
The frequency response of human vocal tract can be approximated by both, linear
predictive coefficients ap[i] or cepstral coefficients. There is a relation between these
coefficients which can be described by formulas: [44], [37]
clpcc[1] = −ap[1], (2.55)
clpcc[n] = −ap[n]−
n−1∑
i=1
(
i
n
)
clpcc[i]ap[n− i], for 2 ≤ n ≤ p, (2.56)
clpcc[n] = −
p∑
i=1
(
n− i
n
)
clpcc[n− i]ap[i], for n = p+ 1, p+ 2, . . . , (2.57)
where p is a model order and clpcc[n] are the linear predictive cepstral coefficients
(LPCC).
These coefficients are, similarly as cepstral coefficients, less correlated, which
again means, that some classifiers can use diagonal covariance matrices.
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2.8 Cepstral Mean Subtraction
Consider this example: The bank has a non-stop service, where a customer can
have access to his account via telephone. To increase the security, each customer
has access according to login, pin and his voice imprint. It is clear that customer
can access to the account via many different telephones, where each telephone and
channel linearly distorts the speech signal. This is an unnecessary effect that usually
decreases the identification or verification rate.
The distortion ca be expressed by formula:
S ′(ejω) = S(ejω) · C(ejω), (2.58)
where S ′(ejω) is a discrete-time Fourier transform of modified speech signal and
C(ejω) is the frequency response of channel. From the chapter 2.5, it is obvious that
this distortion behaves like additive component in ceptrum. To suppress the effect
of linear distortion, it is possible to subtract this component. It can be considered
that the mean of linear predictive cepstrum of clean speech is zero7, therefore the
mean value in ceptrum belongs to the channel distortion. It can be easily subtracted
according to formula:
ccms,i[n] = clpcc,i[n]− 1
N
N∑
i=1
clpcc,i[n], (2.59)
where N is a number of frames and ccms,i[n] is linear predictive cepstral coefficient
of ith frame with cepstral mean subtraction.
2.9 Adaptive Component Weighted Cepstrum
During the cepstral mean subtraction we were considering the mean over more than
one frame. Vice versa the adaptive component weighted cepstrum is modified diffe-
rently frame by frame. In [30] it has been shown that the narrow-band component of
speech spectrum is usually less distorted by channel than the wide-band one. The-
refore we can suppress all wide-band components and emphasize the narrow-band
components, which keep more information about speaker.
During the calculation of adaptive component weighted cepstrum, the linear pre-
dictive coefficients describing the vocal tract and channel are estimated. Then they
are transformed to cepstrum and mutually subtracted. The linear predictive coeffi-
cients representing channel bp[i] can be derived from ap[i] according to formula: [30]
bp[i] =
p− i
p
ap[i], (2.60)
7Note that this consideration is ideal and in real world nearly impossible.
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where p is a model order. ap[i] are consequently transformed to clpcc[n] and bp[i]
to cch[n] using formula (2.56). Adaptive component weighted cepstral coefficients
cacw[n] can be calculated according to equations: [30]
cacw[0] = log p, (2.61)
cacw[n] = clpcc[n]− cch[n]. (2.62)
2.10 Liftering
Cepstral coefficients with the higher indexes are usually much smaller than the
coefficients with the lower indexes. To compensate this differences a liftering can be
applied: [37]
clift[n] =
[
1 +
L
2
sin
(pin
L
)]
· c[n], (2.63)
where L is a weight, which is in [37] recommended to set to value 22.
2.11 Dynamic Coefficients
To describe the changes of the particular coefficients in time, the first order regression
coefficients ∆c[n], called delta, and second order regression coefficients ∆2c[n], called
acceleration or delta-delta, can be calculated according to formulas: [37]
∆ci[n] =
L1∑
κ=−L1
κci+κ[n]
L1∑
κ=−L1
κ2
, (2.64)
∆2ci[n] =
L2∑
κ=−L2
κ∆ci+κ[n]
L2∑
κ=−L2
κ2
, (2.65)
where i = 1, 2, . . . , N and N is the number of frames. L1 and L2 are usually set to
values L1 = L2 ∈ {1, 2}. Note that in case of formulas (2.64) and (2.65) c[n] can be
arbitrary coefficients, not just cepstral.
2.12 Voice Imprint
In the previous sections it was mentioned how the features can be obtained from the
speech signal. If we consider matrix of these features Λ and text-dependent speaker
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identification, we can call this matrix a voice imprint, because this matrix is for each
person unique. According to comparison of matrices we can identify each person.
But in this work we will consider voice imprint as something else. The disadvan-
tage of this matrix is that it has two dimensions, some coefficients in matrix can
be irrelevant and the number of vectors in matrix can vary for each speaker and
sentence. Consider that the coefficients of all frames are in columns. If the DCT is
applied on Λ in horizontal direction, it concentrate the energy on a few coefficients
and more over if the original coefficients were already less correlated in vertical di-
rection, the energy will be concentrated in one corner of the matrix.8 On Fig. 2.10
this process is illustrated. Picture c) represents the matrix of LPCC and on picture
b) there is its DCT.
Fig. 2.10: Procedure of voice imprint calculation: a) spectrogram; b) DCT {Λ}; c)
matrix Λ of clpcc[n]; d) voice imprint cprnt[n] (fs = 16 kHz, NFFT = 2048,
p = 20, Hamming window with size 20 ms and overlap 10 ms)
To obtain one dimensional signal from matrix Λ, the coefficients can be read
8This effect is similar to the calculation of JPEG image format, where the two dimensional
DCT concentrate energy to one corner of the image matrix.
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from matrix by different ways. It can be read zig-zag like in JPEG, it can be read by
the columns or by the rows. On Fig. 2.10 d) there is an example of coefficients read
by columns. The first DC coefficient is not used, because it usually has no important
information about the speaker. To obtain for each speaker the same length of this
one dimensional signal, it is simply multiplied by rectangular window. In this place
the voice imprint cprnt[n] can be defined. In the next part of work, we will consider
voice imprint as:
cprnt[n] = w[n] · r (DCT {Λ}) , (2.66)
w[n] =
{
1 , for n = 0, 1, 2, . . . , Nv − 1,
0 , otherwise,
(2.67)
where function r(M) represents the reading from matrix M and Nv is the length of
voice imprint. If r (DCT {Λ}) is shorter than Nv, it should be padded by zeros. By
the value of Nv we can also limit the number of important coefficients for speaker
recognition. The voice imprint has also small requirement on the memory. Consider
2 s speech signal sampled with fs = 16 kHz. The number of samples is 2 · 16 · 103 =
32 · 103. If we obtain clpcc[n] + ∆clpcc[n] + ∆2clpcc[n] with model order p = 20, using
Hamming window with size 20 ms and overlap 10 ms, then the number of coefficients
is 60 · 199 = 11, 940. The 2 s speech signal can be in this case sufficiently described
by voice imprint, whose Nv = 300.
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3 SPEAKER RECOGNITION
The task of speaker recognition can be divided into two parts: speaker identification
and speaker verification. In this chapter both parts will be described and the methods
describing the accuracy of identification and verification will be mentioned.
3.1 Speaker Identification
As was already said in the introduction, during the identification we estimate to
whom, from the open or closed set of people, the given speech signal belongs to.
In the next part of work only the identification in the closed set of people will be
considered.1
The process of identification is described on Fig. 3.1. Firstly the classifier must be
trained for all reference people who are expected to be identified. Training utterances
from each speaker are processed and suitable features, models or templates are stored
in the reference speakers’ database. If the classifier is trained, then the identification
can be applied. An unknown person from the closed set is usually prompted by the
identification system to say a sentence. Depending on this sentence or utterance
the identification is divided into two types: text-dependent and text-independent
identification. During the text-dependent identification the speaker has to utter
the same sentence, which the system is expecting. On the other hand, during the
text-independent identification, the speaker can say arbitrary sentence. The text-
independent identification systems are more universal and they are not limited to the
exact utterances, but in comparison to the text-dependent identification systems,
they are not so accurate. In the next part of work, the text-dependent identification
and verification will be considered.
When the speaker utters the sentence, it is preprocessed, the suitable features
are obtained, voice imprint is calculated and it goes to the classifier which decides,
whom the voice imprint belongs to. On the output of identification system we usually
obtain the identifier of person from the closed set.
3.2 Speaker Verification
During the verification the unknown person claims to be someone from the set of
people. The verification system then has to decide, whether he really is the person
he claims to be, or whether is impostor. The process of verification is at the be-
ginning similar to identification, but at the end, we obtain a value (identification
1Identification in the open set of people is based on both, identification and verification.
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Fig. 3.1: Process of identification and verification
ratio), which represents the similarity between the unknown person and person that
he claims to be. The value is compared to the threshold and according to this com-
parison the person is accepted or rejected (see Fig. 3.1).
The text-dependent verification can be also extended by speech recognition,
where the system can decide whether the correct words in sentence were uttered
(e. g. when somebody has to utter a password composed from the numbers). The
sentence can also change during the each verification, which increases the secu-
rity. The security can be also increased when the speaker has to type in login and
password before the verification alone.
3.3 Evaluation of Speaker Recognition
During the evaluation of speaker recognition, we usually have the set of testing
utterances of people whose identity is known and we monitor the identification and
verification results. According to the results we can evaluate the identification on
51
verification system.
3.3.1 Evaluation of Speaker Identification
The evaluation of speaker identification, in case of closed set of people, is usually
simple task. It can be done using the identification success rate RS:
RS =
ncorr
nall
, (3.1)
where ncorr is a number of correct identifications and nall is an number of all iden-
tifications. Alternatively, for the evaluation, the identification error rate RE can be
used:
RE =
nincr
nall
= 1−RS, (3.2)
where nincr is the number of incorrect identifications.
When we are for example calculating distances d among the unknown and refe-
rence speakers, it is usually important, if the distance of correct speaker is the lowest
one. But it can be also important, if the distance of correct speaker is among the
n lowest distances. In this case, the identification success rate dependent on rank
of d RS(n) can be used. Consider that C(n) is the number of people, for who the
distance d is among the n lowest distances:
rank (d) ≤ n. (3.3)
Then RS(n) can be calculated according to the formula:
RS(n) =
C(n)
nall
. (3.4)
On Fig. 3.2, there is an example of evaluation of two identification systems using
RS(n).
3.3.2 Evaluation of Speaker Verification
The evaluation of speaker verification is dependent on the threshold θ. Generally
the verification can have four results: correct acceptance, false rejection, incorrect
acceptance and incorrect rejection. To evaluate the verification, the false acceptance
rate RFA(θ) or false rejection rate RFR(θ) can be used. These rates are defined as:
RFA(θ) =
nFA (θ)
nimp
, (3.5)
RFR(θ) =
nFR (θ)
nref
, (3.6)
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Fig. 3.2: Evaluation of two identification systems using RS(n): a) linear scale; b)
logarithmic scale; c) zoom of figure a); d) zoom of figure b)
where nFA (θ) is the number of attempts, during which the system accepted the
impostor, nimp is the number of attempts, during which the unknown person was
the impostor, nFR (θ) is the number of attempts, during which the system rejected
the right speaker, nref is the number of attempts, during which the unknown person
was the right person. To evaluate verification by just one number the equal error
rate REE can be used:
REE = RFA(θEE) = RFR(θEE). (3.7)
The relation between RFA(θ) and RFR(θ) can be graphically illustrated by ROC
(Receiver Operating Characteristic Curve) or by DET (Detection Error Trade-off
Curve). The ROC curve uses linear scale on both axis. It is not very popular, because
the difference among the multiple curves are not so clear as in the case of DET curves,
which use the non-linear scale. An example of ROC and DET curves is on Fig. 3.3. If
the DET curve is a straight line, it usually means, that the probability distributions
of detection output scores are normal [33].
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Fig. 3.3: ROC and DET curve for three different verification systems: a) ROC curve;
b) DET curve
The verification can be also evaluated by the detection cost function (DCF)
described by an equation: [32]
FDCF = CFR ·RFR(θ) · PR + CFA ·RFA(θ) · PI, (3.8)
where CFR is the cost of false rejection, CFA is the cost of false acceptance, PR is the
a priori probability of the reference speaker and PI is the a priori probability of the
impostor. In this work, we will be interested in min (FDCF), while CFR = CFA = 1
and PR = PI = 0.5.
The suitable set of threshold θ is very important for the identification. Threshold
can be set to value, when RFA(θ) = RFR(θ), but frequently it is requested that
RFA(θ) < RFR(θ), because it is better to reject the right person than to accept the
impostor who can be very dangerous to the asset. The techniques describing how to
find the suitable threshold can be found in [37].
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4 CLASSIFIERS
Classifier maps set of features from space X to a discrete set of labels Y. It can be
generally based on two methods:
1. Template matching method – the input and reference speech signal are expres-
sed by feature vector or matrix. During the classification the distance between
these two vectors or matrices is calculated. The classifiers based on DTW
(Dynamic Time Warping) or FD (Fractional Distances) belong to this group.
2. Statistical method – reference feature vector or matrix is used to train a sta-
tistical model. During the classification, we search a model which best fits the
input vector or matrix. The classifiers based on HMM (Hidden Markov Model),
GMM (Gaussian Mixture Models), BDM (Biometric Dispersion Matcher),
VQ (Vector Quantization) or ANN (Artificial Neural Network) belong to this
group.
This work deals with the speaker recognition, where a few training utterances
for each person exists (e. g. 3 utterances). This is the case of biometric systems,
where we obtain from each person just few training samples. It is nearly impossible
to sufficiently train some statistical models according to these conditions, there-
fore classifiers based on template matching methods and a few classifiers based on
statistical methods will be mentioned in the next part of work.
4.1 Fractional Distances
Classifier based on fractional distances has already been successfully tested for the
on-line signature recognition in [47]. This method is very simple, effective and it has
low computational burden. Assume that we have one input voice imprint cIprnt[n],
one reference voice imprint cRprnt[n] and their lengths are same and equal toNv. Then
the distance between these two imprints d (cIprnt, cRprnt) is calculated according to
equation: [47]
d (cIprnt, cRprnt) =
(
Nv−1∑
n=0
|cIprnt[n]− cRprnt[n]|k
) 1
k
, (4.1)
where k is in [47] recommended to set around 0.4. This has effect, that also distances
between small coefficients significantly contribute to the final distance d (cIprnt, cRprnt).
It is useful especially when these small values are important for the speaker reco-
gnition. In this case the Euclidean distance is not suitable, because its k = 2.
Consider that there is more than one training voice imprint per speaker. To
increase the identification success rate RS or to decrease the equal error rate REER,
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it is possible to make from the imprints cprnt,j one imprint template cTprnt according
to:
cTprnt[n] = r (cprnt,j[n]) , for j = 0, 1, . . . , Nt − 1, (4.2)
where Nt is the number of training voice imprints and r(∗) represents the function
minimum, maximum, mean or median.
4.2 Dynamic Time Warping
It is possible to recognize speakers according to the distance between the input
matrix of feature vectors I = [i1, i2, . . . , iI ] and reference matrix of each speakerR =
[r1, r2, . . . , rR]. If I = R, the distance D(I,R) is obtained according to equation:
D(I,R) =
R∑
k=1
d (ik, rk) , (4.3)
where d (ik, rk) is for example the Euclidean distance. But the speaker usually utters
the sentence with the different speed, the speech signals have different number of
samples, therefore I 6= R. In this case the signals or matrices must be aligned. The
simplest way how to align them is to use the linear alignment. But this alignment
is not sensitive to the voices which are present in one speech signal and which are
not present in another one. The obtained distance can be then confusing.
To solve this problem the dynamic time warping can be used. This method is
based on dynamic programming which non-linearly align two vectors or matrices
according to the two transformation functions: r(k) for reference sequence and i(k)
for input sequence. The alignment of two vectors can be then illustrated using a path
P with Kp steps. The transformation functions can be derived from this path. If P ,
r(k) and i(k) is known, then the distance DP (I,R) can be also calculated according
to: [10]
DP (I,R) =
Kp∑
k=1
d
[
iiP (k), rrP (k)
]
WP (k)
NP
, (4.4)
where WP (k) is a weighting function and NP normalization factor. The suitable
course of WP (k) and resulting values of NP can be found in [10], [37]. The minimum
distance D(I,R) can be calculated according to formula:
D(I,R) = min
{P}
DP (I,R). (4.5)
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If the normalization factor is not dependent on the path P , then distance D(I,R)
can be obtained using equation:
D(I,R) =
1
N
min
{P}
Kp∑
k=1
d
[
iiP (k), rrP (k)
]
WP (k). (4.6)
This distance can be recursively calculated using algorithm of dynamic program-
ming. This algorithm has three steps:
1. The matrix of distances d is obtained according to formula:
dr,i =
√√√√p−1∑
n=0
(rr[n]− ii[n])2, (4.7)
where p is a number of features in each vector.
2. The matrix of partially accumulated distances g is obtained. The way how to
obtain this matrix is described in [10], [37].
3. The distance D(I,R) is then calculated according to formula:
D(I,R) =
gR,I
N
. (4.8)
On Fig. 4.1 there are some examples of the matrices of distances and the matrices
of partially accumulated distances. The resulting paths are also highlighted. On
Fig. 4.1 a) there can be seen, that the path is more straighten than in case of c),
which is due to the fact, that in case of a), the sentences were uttered by the same
speaker. This fact can be also recognized comparing matrices on the pictures b) and
d). In case of the same speaker the right-bottom corner of the matrix has lower
values. I all these examples the utterances contained the same numbers spoken in
Catalan language.
It should be emphasized, that the path P can not have arbitrary course, it is
limited. The limitation is described in [10], [37]. The speaker recognition based on
DTW achieves good results ([46], [37]), but its big drawback is its high computational
burden.
4.3 Biometric Dispersion Matcher
In [17] J. Fabregas and M. Faundez proposed new classifier called biometric disper-
sion matcher (BDM). With advantage, this classifier can be used in biometric sys-
tems where just a few training samples per person exists. Instead of using one model
per person, BDM trains a quadratic discriminant classifier (QDC) that distinguish
only between two classes: E (pairs of patterns corresponding to the same class) and
U (pairs of patterns corresponding to the differents classes) [17]. Using BDM, it is
possible to solve the simple dichotomy: “Do the two feature vectors belong to the
same speaker?”
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Fig. 4.1: Paths between two sentences uttered by the same speaker and between
sentences uttered by different speakers: a) matrix of distances and path
(case of the same speaker); b) matrix of partially accumulated distances
(case of the same speaker); c) matrix of distances and path (case of different
speakers); d) matrix of partially accumulated distances (case of different
speakers); (fs = 16 kHz, p = 20)
Consider, that c is the number of speakers, m is the number of samples taken
from each speaker, xij is the jth sample feature column vector of speaker i1, p is
a dimension of each feature vector xij and δ ∈ Rp is the difference of two feature
vectors, then the quadratic discriminant function g(δ) that solves the dichotomy
can be described according to: [17]
g(δ) =
1
2
δT
(
S−1U − S−1E
)
δ +
1
2
ln
( |SU|
|SE|
)
, (4.9)
where SU and SE are the covariance matrices corresponding to the classes E and
1In our case, each vector can be represented by voice imprint cprnt[n].
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U. The matrices can be calculated according to the formulas: [17]
SE =
1
cm2
c∑
i=1
m∑
j,l=1
(xij − xil) (xij − xil)T , (4.10)
SU =
1
m2c (c− 1)
c∑
i,k=1
m∑
j,l=1
(xij − xkl) (xij − xkl)T , where i 6= k. (4.11)
If g(δ) ≥ 0, then δ ∈ E, which means that the two patterns (or voice imprints)
belong to the same speaker, otherwise they belong to the different speakers.
The BDM has three important advantages:
1. Comparing dispersion of the distributions of E and U, BDM performs feature
selection. Only features with the quotient of the standard deviations σE
σU
smaller
than a fixed threshold can be selected.
2. When a new speaker is added to the system, next model don’t have to be
trained. Only two models at beginning are trained. According to these models
we decide whether two patterns come from the same speaker or not.
3. Most of the verification systems set the threshold θ a posteriori in order to
minimize REER. This is an unrealistic situation, because systems need to fix θ
in advance. BDM has the threshold set a priori and is still comparable to the
state-of-the-art classifiers [17], [18].
4.4 Multi-Section Vector Quantization
During the vector quantization the vector ij is substituted by centroid v∗l , which is
selected from codebook V = [v1,v2, . . . ,vL] according to the formula:
v∗l = arg min
l=1,...,L
d (ij,vl) (4.12)
where d (ij,vl) is for example the Euclidean distance.
Consider that the unknown speaker is described by feature matrix I = [i1, i2, . . . , iI ]
and each sth reference speaker is described by codebook V s = [vs1,v
s
2, . . . ,v
s
L], then
the distance D(I,V s) can be calculated as a mean of quantization error: [37]
D(I,V s) =
1
I
I∑
j=1
(
min
l=1,...,L
d (ij,v
s
l )
)
. (4.13)
During the identification, the unknown speaker is identified as reference speaker s∗
according to equation:
s∗ = arg min
s=1,...,S
D(I,V s), (4.14)
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where S is a number of reference speakers. The codebook V can be obtained using
for example k-means algorithm described in [6], [13], [40], or LBG (Linde-Buzo-
Gray) algorithm described in [29], [25]. An example of finding two centroids in the
two dimensional space is on Fig. 4.2.
Fig. 4.2: Example of finding centroids in two dimensional space; red circles represent
the first class, blue circles represent the second one; centroids are highligh-
ted by black crosses
For the text-dependent recognition the simple VQ is not suitable, because the
classifier can classify for example word “war” similarly as “raw”. This drawback
can be compensated using voice imprints cIprnt[n], but as was already mentioned,
we consider system, where just a few training utterances exists. To sufficiently train
classifier based on VQ, much more training samples are necessary.
The other possibility how to compensate the drawback of simple VQ is to use
multi-section vector quantization. Each training utterance of sth speaker can be split
into M sections and each section can be then represented by codebook V sm, where
m = 1, 2, . . . ,M . If the input feature matrix I is split into M sections Im, for
m = 1, 2, . . . ,M , then the distance D(I,V s) can be obtained according to formula:
D(I,V s) =
1
M
M∑
m=1
D(Im,V
s
m). (4.15)
In this work we will consider the equidistant splitting.
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5 EVALUATION SYSTEM
This part of work deals with the system, which evaluates all classifiers mentioned in
the previous chapter. The evaluation is done in both fields of interest: speaker identi-
fication and verification. Firstly some basic characteristics of system are mentioned,
then the GUI (Graphical User Interface) and all functionalities are described.
The system along with speech corpus and electronic version of master’s thesis is
stored on the enclosed DVD. The content of this DVD is described in appendix A.
5.1 Basic System Characteristics
The system was written in Matlab and was tested on 32-bit version 7.9.0.529 (R2009b).
Matlab was driven on laptop with processor Intel Core 2 Duo 2.4 GHz, 4 GB RAM
and operating system Microsoft Windows Vista Home Premium.
It uses open source toolboxes listed in tab. 5.1. These toolboxes were modified for
the purpose of the system, therefore they cannot be used directly from the websites.
Tab. 5.1: Toolboxes used by designed system
Toolbox name Description
DETware DET curve plotting system [50]
DTW in Matlab Fast version of DTW using MEX routine [15]
PLP and RASTA in Matlab Algorithms for PLP coefficients calculation [16]
VOICEBOX Complex toolbox designed for the speech signal
processing [7]
Zig-Zag scan Function used for zig-zag reading from not
a strictly rectangular matrix [49]
5.1.1 Speech Corpus
The system was tested on speech corpus provided by people from Escola Universi-
tària Polite`cnica de Mataró. This corpus consists of 48 bilingual speakers (24 males
and 24 females) who were recorded in 4 sessions. The delay among the first three
sessions is one week, the delay between the 3rd and 4th session is one month. Speakers
uttered digits, sentences and text in Spanish and Catalan language. Speech signals
were sampled by fs = 16 kHz and recorded using three microphones: AKG C420,
AKG D46S and SONY ECM 66B. Each speech sample is labeled by M1 – M8, the
meaning of these labels is described in tab. 5.2.
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Tab. 5.2: Notation of speech corpus
Label Session Microphone Label Session Microphone
M1 1 AKG C420 M5 2 AKG D46S
M2 2 AKG C420 M6 3 SONY ECM 66B
M3 3 AKG C420 M7 4 AKG C420
M4 1 AKG D46S M8 4 SONY ECM 66B
5.2 Graphical User Interface
The evaluation program consists of many files. The advantage of this system is, that
all tests can be run in batch and the resulting characteristics can be automatically
plotted. But this needs sufficient knowledge of this software. For better understan-
ding the GUI was made on which all basic functionalities will be described. Some
functions will not be mentioned, but these functions are not important for this work.
The system has access to the speech corpus via *.txt file, which describes
the structure of database. This file can be automatically generated running four
*.bat files stored in folder Database. These files should be run in this order:
1 make content.bat, 2 sort wavs.bat, 3 make list of people.bat. To delete the
unnecessary files script 4 cleanup.bat can be also run. After these steps the file
people list.txt is generated. In the next step the GUI can be run.1
To run the interface, map in Matlab directory System/Recognition and then
run command database generator. This command will open the main window of
evaluation system, which can be seen on Fig. 5.1. In the next part of work each
settings will be described.
5.2.1 Settings of Features
In the evaluation system, you can choose combination of these features: MFCC, PLP,
LPC, FDLP, LPCC, CMS and ACW. The combination can be selected clicking on
button Set feat. combination. To change setting of the concrete features, select
these features in the first pop-up menu and press button Set features. On Fig. 5.2
an example of MFCC settings can be seen.2
The VAD (Voice Activity Detection) can be applied on the speech signals during
the preprocessing. According to tests it has been shown, that it is better to trim
all pauses in speech, including the pauses between words. The Horizontal DCT
1The generation of file people list.txt must be done every time the system files are moved
to another path.
2If the field in the GUI is empty, it means that it is set to the default value described in file
change settings.m.
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Fig. 5.1: Main window of evaluation system
is used during the calculation of voice imprint as described in chapter 2.12. The
Horizontal, Vertical and Zig-zag reading can be used during the extraction of
coefficients from matrix DCT {Λ}. Field Num. of coefficients determines how
many coefficients, after reading from matrix DCT {Λ}, will be used to form the
voice imprint.
Check box Remove DC coef. is used to remove the first DC coefficient from voice
imprint. Check box Include all coef. num. can be used to store the number of
all coefficients from the matrix Λ to the first coefficient of voice imprint. Check
boxes Delta coefficients and Delta-delta coefficients add to the matrix Λ
regression coefficients, while the number of these coefficients is determined by field
Num. of delta coef..3
3Sometimes the values of regression coefficients are too small, therefore it is good to use just
first n coefficients.
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Fig. 5.2: MFCC settings
5.2.2 Settings of Speech Corpus
Settings in field People are used to handle with the speech signals of corpus descri-
bed in chapter 5.1.1. Field Num. of people in db. determines how many people
from speech corpus will be used. If the field is empty, then all possible speakers will
be used. Field Pth. to list of people contains path to file people list.txt,
which is describing the structure of corpus. To determine which sessions and micro-
phones will be processed, the field List of microphones can be used. Last field
Samples extension determines which utterances (i.e. numbers, words etc.) will be
used during the generation of training and testing database. Check box Max. num.
of utteran. controls if the speaker has all utterances determined by field List of
microphones.4
5.2.3 Settings of Window
Window field is used to control some window characteristics like the type of window
(controlled by the pop-up menu), Window length and Window overlap, both in
seconds. There are several types of windows: Hamming, rectangular, Blackman,
Gaussian etc.
4Some people in corpus were not present in all sessions. If the box is not checked, these people
will be also used.
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5.2.4 Settings of Classifier
Classifiers’ settings can be controlled via the last field Classifier. The button
Classifier settings is used to change setting of classifier selected from the pop-
up menu. The system supports these classifiers (algorithms): FD, DTW, DTW with
consequent FD, BDM and multi-section VQ. Check box Show DET curve is used to
plot the DET curve after the classification. There can be also plotted curve showing
the dependence on rank using check box Show id. rate (rank).
As has been said, some classifiers have the settings controlled by the button
Classifier settings. Below are listed and explained the most important one.
• FD – Coefficient used in fractional dist. – this is the value of coeffici-
ent k from equation (4.1); Number of utterances in template – during the
process of training a template can be made (e. g. from first three utterances),
the classifier is then tested by the rest of utterances.
• BDM – Threshold used to select features – only quotient of the standard
deviations σE
σU
smaller than this threshold will be selected. The meaning of
classes E and U is described in section 4.3. The threshold cannot be too low
otherwise no coefficients will be selected. It also cannot be high otherwise the
covariance matrices become singular.
5.2.5 Basic Buttons
Action of the whole evaluation system is controlled via the basic buttons positioned
at the bottom of the main window. The system settings can be saved via button
Save Settings or they can be restored to the default values via Default Settings
button. Training and testing database for the processing in batch can be generated
via button Gen. Database. Button Gen. Documentation is used to generate *.xls
file containing table, where are described all properties of generated training and
testing databases. There are also fields which are consequently filled by the results of
identification and verification. To generate this documentation, just the folder with
the databases should be selected. The last button Run is used to run the generation
of database and consequent test at once. In this case the database and results are
not stored anywhere. The results are just printed in a window.
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6 MEASUREMENTS AND RESULTS
This chapter deals with the tests which evaluate the classifiers mentioned in chap. 4
using the designed evaluation system. Firstly a process of testing is mentioned,
then it is followed by the results and output characteristics. At the end there is
a discussion about suitable classifiers (i. e. classifiers with good results) and features.
6.1 Process of Testing
As was already mentioned in chap. 5.1.1, the corpus consists 48 speakers while there
are 4 speech samples (sessions) from each one. During the evaluation, the classifier
was trained1 on three samples and was tested by one sample. There are four different
possibilities of testing:
1. Training by sessions 2,3,4 and testing by session 1.
2. Training by sessions 1,3,4 and testing by session 2.
3. Training by sessions 1,2,4 and testing by session 3.
4. Training by sessions 1,2,3 and testing by session 4.
It is obvious that after testing there are 4 confuse matrices. According to these
matrices RS [%], REE [%] and min (FDCF) [%] is calculated. Another interesting value
is a time used for the classification tc [s]. There was measured the time of classification
of all four cases tca [s], but in the real application we use just one case (e. g. training
by sessions 1,2,3 and testing by session 4), therefore the resulting tc is caculated as
tc = tca/4 [s].2
The whole testing was divided into two parts. During the first part only the
samples (sessions) recorded by microphone AKG C420 were selected. But in the
real application, there is not only the time delay between the recording of reference
and actual speech signal, there is usually the microphone mismatch too. Therefore
in the second part, there were selected samples from 4 different sessions recorded
by 3 different microphones (AKG C420, AKG D46S, SONY ECM 66B). Two of
these sessions were recorded by AKG C420. It wasn’t decided to use just 3 sessions
recorded by 3 different microphones, because the probability, that the actual signal
is recorded by the same microphone as the reference signal, is at the beginning of
the use of system higher.
1The word “training” can be in case of some classifiers (e. g. DTW) little bit confusing, because
in fact no statistical model is trained, the training samples (templates) are just stored in a database.
Therefore training is considered as a process when the classifier is set for the classification.
2This classification time is related to the identification. In case of verification, there is compared
just the reference and unknow speaker.
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6.1.1 Settings of Classifiers
Below are listed some basic settings of the classifiers. These settings were found
empirically so that they provide good results, but all these settings, along with the
suitable selection of features, affects the final results and it is possible that there
are other setting that are better for the classification. For this purpose it would be
better to use some kind of optimization or genetic algorithms, but it is not part of
this thesis. It can be proposed for the future work.
• FD – coefficient used for the calculation of distance (see chap. 4.1) k = 0.5; the
first DC coefficient of cprnt[n] was removed; there was calculated one template
voice imprint as a mean of the three training imprints.
• DTW – in case of this classifier the voice imprints were not used, because they
provided bad results, therefore the matrices of features Λ were used.
• DTW-FD – during this classification the matrices Λ of reference and unknown
speaker were aligned using DTW, then the voice imprints were calculated and
compared by FD with k = 0.5; the first DC coefficient of cprnt[n] was removed.
• VQ – number of centroids L = 8; number of sections M = 10; matrices of
features Λ were used instead of voice imprints.
• BDM – the first DC coefficient of cprnt[n] was removed; threshold used for the
feature selection (see chap. 4.3) was set to value 0.24.
6.1.2 Settings of Features
It was decided to use these features and their combinations: MFCC, PLP, LPCC,
CMS, ACW, MFCC+LPCC+ACW. Finally LPC and FDLP coefficients were not
used, because they provided very bad results.3
Each signal was trimmed using the VAD and consequently filtered by high-
pass filter with α = 0.95 (see chap. 2.1.2). During the feature extraction Hamming
window with size 25 ms (400 samples) and overlap 10 ms (160 samples) was used.
These settings increase the computation time, because the number of samples are
not the power of two (FFT was in Matlab degraded to DFT), but it provide better
results.
In case of BDM, the length of voice imprint Nv = 257.4 In case of FD with
MFCC, PLP, LPCC, CMS and ACW the length of voice imprint Nv = 350. In case
of FD with MFCC+LPCC+ACW Nv = 1050.
Below are listed the rest individual setting of the features:
3Problem of FDLP is that it approximates an envelope of speech waveform. In case of text-
dependent speaker recognition, the speech waveforms from different speakers can be very similar.
If we compare just their envelopes, there are small distances.
4First DC coefficient was removed and Nv = 256. This length was better for calculation.
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• MFCC – number of MFCC coefficients N = 20; 0th order cepstral coefficient
was not included.
• PLP – number of filters in bank n = 20; model order p = 20.
• LPCC – model order p = 20; first LPCC coefficient was removed.
• CMS – model order p = 20; first CMS coefficient was removed.
• ACW – model order p = 20; first CMS coefficient was removed.
• MFCC+LPCC+ACW – same settings as for the individual features.
6.2 Results and Output Characteristics
There were made 60 basic tests. The results of these tests are in tab. 6.1. For each
classifier and monitored parameter (e. g. FD and RS [%]) there is highligted the best
value.
For better orientation, the results were also visualized in a few plots. On Fig. 6.1
and Fig. 6.2 there can be seen the values of identification rate for the same and
different microphone. Fig. 6.3 and Fig. 6.4 visualize the equal error rate, Fig. 6.5 and
Fig. 6.6 minimum of detection cost function and Fig. 6.7 along with Fig. 6.8 visualize
the classification time.
Fig. 6.1: Identification rate for the same microphone
6.3 Evaluation of Results
The classifiers can be evaluated in many ways. Firstly each classifier will be evaluated
alone, according to selected features, then the classifiers will be mutually compared
according to RS [%], REE [%], min (FDCF) [%] and tc [s].
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Tab. 6.1: Results of tests (Cl. – classifier, SM – same microphone, DM – different
microphones, ∆ – first order regression coefficients, ∆2 – second order re-
gression coefficients; values of FDCF are considered as minimum of this
function)
Cl. Features
RS [%] RS [%] REE [%] REE [%] FDCF [%] FDCF [%] tc [s] tc [s]
(SM) (DM) (SM) (DM) (SM) (DM) (SM) (DM)
F
D
MFCC+∆+∆2 93.37 81.77 7.14 15.10 5.82 12.77 0.20 0.18
PLP+∆+∆2 91.33 72.92 8.16 16.67 6.53 14.23 0.17 0.15
LPCC+∆+∆2 94.90 77.08 5.10 13.54 4.35 12.32 0.16 0.15
CMS+∆+∆2 89.80 80.21 8.16 14.06 7.54 12.27 0.17 0.15
ACW+∆+∆2 96.94 81.77 4.08 10.94 3.93 10.43 0.16 0.15
MFCC+∆+∆2
LPCC+∆+∆2 96.43 82.29 5.61 13.54 4.62 11.78 0.39 0.37
ACW+∆+∆2
D
T
W
MFCC+∆+∆2 96.94 82.81 4.08 11.46 3.82 10.40 184.15 160.60
PLP+∆+∆2 92.86 76.04 8.67 13.54 5.71 11.73 183.77 162.42
LPCC+∆+∆2 96.94 85.94 3.06 12.50 2.52 10.77 184.44 162.17
CMS+∆+∆2 97.96 91.67 4.08 6.77 3.14 6.56 185.21 162.26
ACW+∆+∆2 98.47 89.06 2.55 9.90 1.95 9.42 185.65 164.97
MFCC+∆+∆2
LPCC+∆+∆2 96.94 82.81 4.08 11.46 3.66 10.07 416.90 367.71
ACW+∆+∆2
D
T
W
-F
D
MFCC+∆+∆2 90.31 78.13 21.94 26.56 19.95 25.30 190.18 166.35
PLP+∆+∆2 91.33 73.96 21.94 26.04 21.57 25.26 190.78 167.25
LPCC+∆+∆2 89.29 76.56 22.96 26.56 21.24 25.13 190.44 166.00
CMS+∆+∆2 87.24 80.21 24.49 27.08 22.83 26.11 191.31 167.12
ACW+∆+∆2 85.20 63.54 24.49 29.69 22.26 27.19 189.68 165.15
MFCC+∆+∆2
LPCC+∆+∆2 90.31 79.17 22.45 26.56 20.52 25.84 429.29 374.95
ACW+∆+∆2
V
Q
MFCC+∆+∆2 69.90 59.38 25.51 31.25 24.30 30.57 5.23 4.80
PLP+∆+∆2 60.71 48.96 29.59 33.85 28.28 33.08 5.31 4.83
LPCC+∆+∆2 73.47 57.81 26.53 32.81 25.98 31.70 5.30 4.78
CMS+∆+∆2 67.35 64.58 29.08 33.33 28.39 31.13 5.23 4.75
ACW+∆+∆2 79.08 68.75 27.04 31.77 26.42 30.76 5.22 4.82
MFCC+∆+∆2
LPCC+∆+∆2 71.94 56.25 25.51 32.29 24.79 30.94 7.84 7.26
ACW+∆+∆2
B
D
M
MFCC+∆ 86.22 58.85 8.67 25.00 7.33 17.98 0.12 0.11
PLP+∆ 86.73 53.65 7.14 25.52 7.08 17.92 0.12 0.11
LPCC+∆ 83.16 38.02 8.67 34.38 8.18 26.22 0.12 0.10
CMS+∆ 58.16 35.42 25.51 37.50 18.45 27.38 0.12 0.10
ACW+∆ 84.69 37.50 7.65 35.94 7.23 25.10 0.12 0.10
MFCC
LPCC 62.76 66.15 27.55 17.19 19.03 16.37 0.16 0.12
ACW
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Fig. 6.2: Identification rate for the different microphones
Fig. 6.3: Equal error rate for the same microphone
6.3.1 Evaluation of Fractional Distances
As can be seen in tab. 6.1, ACW features along with first and second order regres-
sion coefficients provide best results in all cases except the identification rate for
microphone mismatch, where the best result can be obtained using combination
MFCC+∆+∆2+LPCC+∆+∆2+ACW+∆+∆2.
6.3.2 Evaluation of Dynamic Time Warping
Using DTW, ACW+∆+∆2 provide best results in case of RS [%], REE [%] and
min (FDCF) [%] using the same microphone. On the other hand CMS+∆+∆2 pro-
vide the best results using different microphones. But the classification time in case
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Fig. 6.4: Equal error rate for the different microphones
Fig. 6.5: Minimum of detection cost function for the same microphone
of the same microphone was lowest for PLP+∆+∆2 and in case of the microphone
mismatch for MFCC+∆+∆2.
6.3.3 Evaluation of DTW with Consequent FD
In case of this classifier, PLP+∆+∆2 provide best results of RS [%] and REE [%]
using the same microphone and best result of REE [%] using also the different micro-
phones. CMS+∆+∆2 provide best result in case of RS [%] using the same micro-
phone. MFCC+∆+∆2 provide best result in case of min (FDCF) [%] using the same
microphone and LPCC+∆+∆2 for microphone mismatch. ACW+∆+∆2 provide
the lowest classification time in both cases.
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Fig. 6.6: Minimum of detection cost function for the different microphones
Fig. 6.7: Classification time for the same microphone
6.3.4 Evaluation of Multis-Section VQ
MFCC+∆+∆2 provide in case of this classifier best results of REE [%] and also
min (FDCF) [%] for the same and different microphone. ACW+∆+∆2 provide best
results of RS [%] also in both cases. The lowest classification time for the same
microphone can be obtained using ACW+∆+∆2, in case of microphone mismatch
CMS+∆+∆2 provide best results.
6.3.5 Evaluation of Biometric Dispersion Matcher
PLP+∆ provide all best results in case of the same microphone. The combination
MFCC+∆+LPCC+∆+ACW+∆ can be used to obtain the best results of RS [%],
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Fig. 6.8: Classification time for the different microphones
REE [%] and min (FDCF) [%]. ACW+∆ provide best result of classification time using
the different microphones.
6.3.6 Comparison of Classifiers
As can be seen on Fig. 6.1, Fig. 6.2, Fig. 6.3, Fig. 6.4, Fig. 6.5 and Fig. 6.6 DTW
provides best results in case of RS [%], REE [%] and min (FDCF) [%]. But as was
already said, DTW uses feature matrix Λ instead of voice imprint, therefore the
classification time is longer than 160 s which means, that it has higher memory
requirements and it cannot be used in real time.5
On the other hand, classifier based on FD can provide little bit worse results in
comparison with DTW, but the classification time is much lower. It can be clearly
seen on Fig. 6.7 and Fig. 6.8 where the bar graph of tc [s] is not visible when com-
paring to DTW. This means that FD can be used in real time (tc is around 160 ms
which is approximately thousand times lower than in case of DTW) and in systems
with low memory, because it uses voice imprint.
DTW with consequent FD has in all cases worse results than the DTW or FD
alone, therefore it is better to use one of these two classifiers instead of the combi-
nation.
Except RS [%] using the different microphones, BDM has better results than
multi-section VQ, but on the other hand it has worse results of RS [%], REE [%] and
min (FDCF) [%] than FD, DTW and DTW-FD. Advantage of this classifier is, that
it has very fast classification (see tab. 6.1) when comparing to the other classifiers.
5Real time is in this work considered as time, which is not longer than 1 s. If a delay is longer,
then it can be irritating for the speakers.
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But the disadvantage is, that tc is very dependent on the length of voice imprint
and there can be also some problems with the singularity of covariance matrices SU
and SE (see eq. 4.9). BDM has low memory requirements due to the use of voice
imprint.
Multi-section VQ provides bad results in comparison with other classifiers. Clas-
sification time is shorter than in case of DTW, but still it is longer than in case of
FD or BDM.
On Fig. 6.9 and Fig. 6.10 there can be seen comparison of classifiers for identi-
fication rate depending on rank.6 As can be seen in case of the same microphone
Fig. 6.9: Identification rate dependent on rank for the same microphone
Fig. 6.10: Identification rate dependent on rank for the different microphones
6For the purpose of these figures, there were always selected features that provide for each
classifier and microphone combination best results (see tab. 6.1).
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the distance d of the reference speaker for FD and DTW is always among 14 higher
values. In case of microphone mismatch, this value is decreased to 25 for DTW and
29 for FD. Probability that the distance of the reference speaker for FD and DTW
is among 6 highest values is P = 99 %, using the same mircophone. In case of micro-
phone mismatch, the probability is decreased to P = 97 % for DTW and P = 95 %
for FD.
75
7 CONCLUSION
This work deals with the text-dependent speaker recognition in systems, where just
a few training utterances exist (i. e. two or three utterances). In chap. 1, there is
described how the speech is produced. The vocal tract and its parallel to the LTI
filter were mentioned. In this part of work, some transformations and visualizations
useful for the speech signal analysis were also described.
Chapter 2 deals with the speech signal analysis. Firstly there are described tech-
niques used during the speech preprocessing, such as subtraction of mean value,
preemphasis and segmentation. This part is followed by the feature extraction tech-
niques suitable for the speaker recognition issue. The features like LPC, PLP, FDLP,
MFCC, LPCC, CMS and ACW were mentioned. At the end of this chapter, the voice
imprint based on previous features is proposed.
In chap. 3, there is described the process of speaker recognition. Both parts of
speaker recognition, speaker identification and verification, are mentioned. In this
part of work, the evaluation methods are also described.
The last theoretical chap. 4 describes the classifiers suitable for the text-dependent
speaker recognition. Both, the classifiers based on the template matching methods
(FD, DTW) and classifiers based on the statistical methods (BDM, multi-section
VQ) are mentioned.
Next part of work deals with a design and realization of system, which evaluates
all previously mentioned classifiers. Chap. 5 mentions some basic system characte-
ristics, describes the speech corpus used during the testing and finally shows the
graphical user interface with simple description. Although there is GUI, the tests
mentioned in chap. 6 were run in batch. Except the results and output characteris-
tics, last chapter also describes the process of testing and in the last part there is
a complete evaluation of measured results.
The lastly mentioned evaluation is extended by the consideration about the use-
fulness of each classifier in low-cost verification systems (i. e. there was monitored
the classification time, low memory requirements and high accuracy). For the pur-
pose of these systems, there were selected two classifiers: BMD and classifier based
on FD (DTW, DTW-FD and multi-section VQ cannot be used due to the long
classification time during identification). Using FD with ACW+∆+∆2, in case of
the same microphone, it is possible to reach RS = 96.94 %, REE = 4.08 % and
min (FDCF) = 3.93 %. In case of the microphone mismatch, the values are chan-
ged to RS = 81.77 %, REE = 10.94 % and min (FDCF) = 10.43 %. BDM provides
worse results than FD, but its advantage is the fast classification time and in case
of verification, it is still better than multi-section VQ or DTW-FD. In case of the
same microphone, BDM provides best results with PLP+∆, in case of microphone
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mismatch the combination MFCC+LPCC+ACW is more suitable.
According to the previous paragraph, it is recommended to use in the low-cost
identification/verification systems classifier based on fractional distances. If the num-
ber of speakers in database is getting higher so that the classification time during
identification is not suitable for real time application, then the BDM can be used.
Both classifiers uses voice imprint and therefore they have low memory requirements.
For the next work it is proposed to extend the segmental features by supra-
segmental features like fundamental frequency and intensity which is related to the
short-time energy. Also first three formants and features based on frequency tracking
can be used [11]. All these features can improve the accuracy of classification.
This work only considered combination of DTW-FD, but combination BDM-FD
can be also interesting, especially in case of identification. This combination can be
useful in systems with hundreds of speakers in database. BDM is not very accurate,
but the classification is shorter than in case of FD. Therefore using BDM, there
can be selected first 10 or 20 candidates and these candidates can be consequently
compared with an unknown speaker using classifier based on FD, which provides
better results.
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LIST OF SYMBOLS, PHYSICAL CONSTANTS
AND ABBREVIATIONS
N Natural numbers
N0 Natural numbers including zero
R Real numbers
ACELP Algebraic Code Excited Linear Prediction
ACW Adaptive Component Weighted cepstrum
ANN Artificial Neural Network
AR Auto Regressive
ARMA Auto Regresive Moving Average
BDM Biometric Dispersion Matcher
CELP Code Excited Linear Prediction
CMS Cepstral Mean Subtraction
DCT Discrete Cosine Transformdetection cost function
DCF Detection Cost Function
DET Detection Error Trade-off Curve
DFT Discrete Fourier Transform
DTFT Discrete-Time Fourier Transform
DTW Dynamic Time Warping
FD Fractional Distances
FDLP Frequency-Domain Linear Prediction
FFT Fast Fourier Transform
GMM Gaussian Mixture Models
GUI Graphical User Interface
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HMM Hidden Markov Model
IIR Infinite Impulse Response
JPEG Joint Photographic Experts Group
LBG Linde-Buzo-Gray algorithm
LPC Linear Predictive Coding
LPCC Linear Predictive Cepstral Coefficients
LTI Linear Time Invariant
LP-TRAP Linear Predictive Temporal Patterns
MEX Matlab Executable
MFCC Mel-Frequency Cepstral Coefficients
NAP Nuisance Attribute Projection
NIST National Institute of Standards and Technology
NTIMIT Network Texas Instruments and Massachusetts Institute of
Technology corpus’ name
PSD Power Spectral Density
QDC Quadratic Discriminant Classifier
ROC Receiver Operating Characteristic Curve
STFT Short-time Fourier Transform
VAD Voice Activity Detection
VQ Vector Quantization
ZCR Zero-Crossing Rate
Ai Antiformant frequency [Hz]
A(z) Transfer function of analyzing filter
a[n] Mean value of speech signal
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afp[i] Frequency-domain linear predictive coefficients
ap[i] Linear predictive coefficients
Bi Formant bandwidth [Hz]
Bmw Transition band-width [mel]
bp[i] Linear predictive coefficients representing the channel
C(ejω) Frequency response of channel
C(n) Number of people, for who the distance between the feature
vectors is among the n lowest distances
c[n] Real cepstrum
cˆ[n] Complex cepstrum
cIprnt[n] Input voice imprint coefficients
cRprnt[n] Reference voice imprint coefficients
cTprnt[n] Voice imprint template coefficients
cacw[n] Adaptive component weighted cepstral coefficients
cch[n] Linear predictive cepstral coefficient representing channel
ccms[n] Linear predictive cepstral coefficient with cepstral mean
subtraction
cfdlp[n] Features based on frequency-domain linear prediction
clift[n] Liftered coefficients
clpcc[n] Linear predictive cepstral coefficients
cmfcc[n] Mel frequency cepstral coefficients
cprnt[n] Voice imprint coefficients
∆c[n] Delta coefficients
∆2c[n] Delta-delta coefficients
d Distance between two feature vectors
d Matrix of distances
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E(z) Z-transform of error of forward linear prediction
E(ω) Function of equal-loudness curve
e Euler number
(
e =
∞∑
n=0
1
n! = 2.71828 . . .
)
e[n] Error of forward linear prediction
F0 Fundamental frequency [Hz]
FDCF Detection cost function
Fi Formant frequency [Hz]
fri[n] ith frame of speech signal
fs Sampling frequency [Hz]
G(ejω) Discrete-time Fourier transform of excitation signal
G[k] Discrete Fourier transform of excitation signal
G′[k] Discrete Fourier transform of modified excitation signal
Gˆ[k] Natural logarithm of discrete Fourier transform of excitation signal
Gˆ′[k] Natural logarithm of discrete Fourier transform of modified
excitation signal
G(z) Z-transform of excitation signal
g Matrix of partially accumulated distances
g[n] Excitation signal
g′[n] Modified excitation signal
gˆ[n] Excitation signal in non-linear time domain
gˆ′[n] Modified excitation signal in non-linear time domain
g(δ) Quadratic discriminant function
H(ejω) Frequency response
Hi
(
ej2pif
)
Frequecy response of ith filter from bank
Hm
(
ejΩ(ω)
)
Frequency response of mth band-pass filter from the bank which is
adjusted to the equal-loudness curve
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H[k] Discrete Fourier transform of impulse response
H ′[k] Discrete Fourier transform of modified impulse response
Hˆ[k] Natural logarithm of discrete Fourier transform of impulse
response
Hˆ ′[k] Natural logarithm of discrete Fourier transform of modified
impulse response
H(z) Transfer function
h[n] Impulse response
h′[n] Modified impulse response
hˆ[n] Impulse response in non-linear time domain
hˆ′[n] Modified impulse response in non-linear time domain
I Input matrix of feature vectors
i(k) Transformation functions for input sequence
j Imaginary unit
M(ω) Amplitude frequency response
NFFT Number of FFT points
nFA (θ) Number of attempts, during which the system accepted the
impostor
nFR (θ) Number of attempts, during which the system rejected the right
speaker
nall Number of all identifications
ncorr Number of correct identifications
nimp Number of attempts, during which the unknown person was the
impostor
nincr Number of incorrect identifications
nref Number of attempts, during which the unknown person was the
right person
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P Probability
P (ejω) Short-time power spectrum
R Reference matrix of feature vectors
RE Identification error rate
REE Equal error rate
RFA(θ) False acceptance rate
RFR(θ) False rejection rate
RS Identification success rate
RS(n) Identification success rate dependent on the rank of distance in the
sorted set
r(k) Transformation functions for reference sequence
SE Covariance matrix corresponding to the class E
SU Covariance matrix corresponding to the class U
S(ejω) Discrete-time Fourier transform of speech signal
S ′(ejω) Discrete-time Fourier transform of modified speech signal
SDCT−II[k] Discrete cosine transform of speech signal
SSTFT
(
ejω,m
)
Discrete-time short-time Fourier transform of speech signal
SSTFT
(
ejωk ,m
)
Discrete short-time Fourier transform of speech signal
S[k] Discrete Fourier transform of speech signal
S ′[k] Discrete Fourier transform of modified speech signal
Sˆ[k] Natural logarithm of discrete Fourier transform of speech signal
Sˆ ′[k] Natural logarithm of discrete Fourier transform of modified speech
signal
S˜[k] Estimated sample of discrete Fourier transform
S(z) Z-transform of speech signal
s[n] Speech signal
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s′[n] Modified speech signal
sˆ[n] Speech signal in non-linear time domain
s˜[n] Estimated speech signal
sˆ′[n] Modified speech signal in non-linear time domain
T0 Pitch period [s]
Ts Sampling period [s]
tc Classification time [s]
tca Classification time measured during the testing of all possibilities
[s]
V Codebook
v Centroid
W (ejω) Discrete-time Fourier transform of window function
w[n] Window function
z Complex variable of Z-transform
z0 Zero point
zx Pole
∆f Frequency resolution [Hz]
∆t Time resolution [s]
Λ Matrix of features
Θ(ω) Phase frequency response
Ωm Middle frequency of band-pass filter [bark]
Ξ(Ωm) Coefficients obtained by filtering short-time power spectrum by
bank of filters (used during the calculation of PLP coefficients)
Ψ(z) Transfer function of band-pass filter from the bank of filters
δ Difference of two feature vectors
ep Mean square error of forward linear prediction
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γxx[n] Autocorrelation function
pi Ludolph’s number
(
pi = 4
∞∑
n=0
(−1)n
2n+1 = 3.14159 . . .
)
θ Threshold used during the verification
ω Angular frequency [rad · s−1]
ξ (Ωm) Coefficients respecting intensity-loudness power law (used during
the calculation of PLP coefficients)
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A CONTENT OF ENCLOSED DVD
The enclosed DVD contains files of system described in chap. 5, speech corpus de-
scribed in chap. 5.1.1 and electronic version of master’s thesis in *.pdf format.
The GUI can be directly run without installation. To do this, map directory
masters thesis/System/Recognition in Matlab and in command line run com-
mand database generator.
If errors occur, it can be due to the version of Matlab (see chap. 5.1) or due to
the bad installation. To reinstall the system, follow the steps described in chap. 5.2.
In the lists below, there can be seen some important directories and files. Not all
files are listed, because for example in case of the speech corpus, there are thousands
of *.wav files. To see the description of each function, type in Matlab command
window help name of function.
A.1 Content of Directory masters thesis
Database
System
masters thesis.pdf
A.1.1 Content of Directory Database
castella – directory with speakers’ *.wav files
PEOPLE – directory with speakers’ lists of *.wav files
1 make content.bat
2 sort wavs.bat
3 make list of people.bat
4 cleanup.bat
choose extension.m
people list.txt
sort wavs by names.m
A.1.2 Content of Directory System
Recognition – *.m, *.mat and *.fig files of realized system
Tools
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A.1.3 Content of Directory System/Tools
BDM – directory with source files of biometric dispersion matcher
DETware – directory with source files of DET curve plotting system [50]
DTW – directory with source files of fast version of DTW using MEX routine [15]
Features – directory with toolbox for PLP and RASTA [16]
Fractional Distances – directory with source files of classifier based on FD
Rank – directory with source files of function calculating the rank
VAD – directory with source files of voice activity detector
Voicebox – directory with toolbox designed for the speech signal processing [7]
VQ – directory with source files of classifier based on multi-section VQ
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