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The curvature of the intersection of a minimal surface S with parallel planes 
{z = t}, between plane parallel convex curves r0 and f, on S, takes its minimum 
on To” I-,. A sharp tower bound for the curvature of Sn {z = t} is derived. 
Similarly upper and lower bounds for the gradients of these curves and for their dis- 
tances from a perpendicular axis are derived too, together with a differential 
inequalities for their lengths which implies an explicit necessary condition for the 
surface S to exist. 0 1987 Academic Press. Inc 
1. INTRODUCTION 
In this note we consider some geometric properties of the shape of a 
minimal surface S in space bounded by two plane convex curves F’,, I-, 
lying in parallel planes. In [ 1 I] Shiffmann proved that under this 
assumption the intersection of S with a plane parallel to the planes of 
f,, f, is again a convex curve. 
Here we wish to give sharp estimates for the curvatures of these convex 
curves and for other related functions such as the lengths, the distances 
from an axis perpendicular to the planes above, and the gradients of these 
level curves. 
More precisely Iet f, and fj be two convex plane curves lying in the 
planesz=t,, z=t,, respectively. The minimal surface S between r, and Tr 
can be parameterized as (see [ 113 )
x = x( 7, t ), Y = A-L 11, z = t, (1.1) 
where (t, t) are conformal parameters on the surface satisfying 
XT, + Yr, = 03 x,, + y,, = 0, 
x;+y;=x:+y:+ 1, X,X# + yr yt = 0. 
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Shiffmann’s result ([ 111 page 80) claims: 
T, = S n {z = t } is a strictly convex curue. 
We improve this result in Theorem 3.1 by proving that: 
(1.2) 
the curvature K of the convex curves Tr on S takes its 
minimum on r, v rl. (1.3) 
Moreover if K,, K, are the minimum curvatures of r,, and r,, respectively, 
and to = 0, t, = 1 we prove that for any point P E (x, y, z) on T, 
log K(P) > (1 - t) log K, + t log K,. (1.4) 
The previous bound is improved in Theorem 3.2 by considering the surface 
of revolution of minimum area S* bounded by two parallel circles r,*, r:, 
with common axis of symmetry, lying on the same planes as r, and r,, 
and with curvatures K, and K,. 
If K*(t) is the curvature of the circle obtained by intersecting S* with the 
plane {z = t} then we show in Theorem 3.2 that 
K(P) 2 K*(t), for PE rr. (1.5) 
In Theorem 2.1 we show a differential inequality for the length L(t) of 
the level curves T,. This implies, by Theorem 2.2, a sharp upper bound for 
L, and an explicit necessary condition, in terms of ) t, - t, 1 and of the 
length of r,, and r,, for the minimal surface S to exist. 
In Theorem 4.1 we get two differential inequalities for the maximum and 
minimum distances of the level curves TI from a fixed axis perpendicular to 
the xy-plane. In Theorem 4.2 we show sharp upper and lower bounds for 
the gradient of the level curves TI. 
If minimal surfaces are considered in the form z = U(X, y) any previous 
result can be read for the classical solution u to the minimal surface 
equation 
(1 + q u,.t - ~w5U,.” + (1 + 4) u, = 07 (1.6) 
in a ring-like domain Sz = D,- D,, where D, c DO, and DO and D, are 
plane convex bodies; do,, dD, are the projections onto (z = 0} of the 
curves r,,, r, described above; so that u satisfies the following boundary 
conditions 
24 = t, on aD,, u=t, on dD,. (1.7) 
A comparison result between the height z of the solution to (1.6) and the 
capacity function of DO - D, is given in [S]. 
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It would be possible to give an independent proof of (1.2) by using the 
described estimates for K and by a continuity argument starting from 
suitable radially symmetric minimal surfaces. We refer to [2] for continuity 
argument for minimal surfaces; maximum principles for minimal surface 
with more general boundary conditions can be found in [3]. 
The principal idea in this paper is to consider the support function h 
related to the convex curves fr. We introduce t and the direction 0 of the 
exterior normal vector to r, as parameters on S. In Section 2 we show that 
h satisfies a partial differential equation in (0, t) coordinates. Then by 
calculus and maximum principle arguments we get the proof of the 
theorems described above. 
2. SUPPORT FUNCTION 
For simplicity we start by considering a given function u with level con- 
vex curves in a ring-like domain Q = D, -D, with aD, = (U = to}, 
aD, = {U = t, }. Let x0 be a fixed point in D, . Let us choose the origin of 
the coordinates at x0. For any t in (to, t,) let D, be the convex body boun- 
ded by the level curves {U = t). Let us consider for any point (x, y) on 
(U = t } the exterior normal vector at (x, y) to dD,: n = (cos 8, sin 8); the 
distance of the origin from the tangent line (or support line) at (x, y) to 
aD, orthogonal to n is given by the support function 
h = x cos 19 + y sin 0. (2.1) 
Since for any (x, y) in Q, (0, t) is uniquely defined and vice versa, we can 
introduce the frame system coordinates (0, t) as new coordinate. 
Now it is not difficult to see, by (2.1) and the geometric meaning of 8, 
that the following formulas hold when {U = t } is a strictly convex curve of 
class C* (c.f. [9]) 
ah 
ho=%= -xsmd+ycos& (2.2) 
R=$=h+h,,,, (2.3) 
where R is the radius of curvature of the plane curve {U = t}. 
Moreover the partial derivatives of u can be rewritten as partial 
derivatives of h with respect o 0 and t. More precisely if u,, is the outward 
normal derivative and u,,, u,, are the derivatives of u in normal coor- 
dinates we have 
u,=h,- ‘, (2.4) 
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u .*=( -h,,+hi,R-‘)hy3, (2.5) 
u,, = R-‘u,. (2.6) 
Now let us consider the solution u to (1.6), (1.7). The Eq. (1.6) in normal 
coordinates becomes 
U,,+(l+U;)U,,=o. (2.7) 
By (1.2) we can use the support function h and by (2.4), (2.5), (2.6), we find 
that h satisfies the equation 
(h + hBo) h,, - h;@ = h; + 1. (2.8) 
This non linear partial differential equation for h will be the central 
formula for the proof of any theorem in this note. In the next theorem we 
give another proof of (2.8), without using (2.4)-(2.6), which holds for a 
parametric minimal surface S given by (1.1) and satisfying (1.2). In this 
case h( ., t) will be defined as the support function of any convex curve T, 
with respect o the point (0, 0, t). 
THEOREM 2.1. Let S be a minimal surface given by ( 1.1) and satisfying 
(1.2). Then the support function h given by (2.1) satisfies the differential 
equation (2.8). 
Proof. The proof follows by a variational method argument. 
In fact the parameterization ( 1.1) of the minimal surface equation S must 
satisfy the variational equation 
6A=6j[( x; + y:)“’ (1 + x; + ~;)l’~ dt dz = 0, (2.9) 
where A is the area of S. 
Now, since 
X, cos e + y, sin e = 0, x,x, + Yr Y, = 0, 
by deriving (2.1) with respect o t we derive that 
h;=x;+ y;. (2.10) 
So by replacing the coordinate 8 with r in (2.9) we have, since 
(x; + ~;)l’~ dz = ds = RdB, 
6jjR(l+h:)“*dBdt=O. (2.11) 
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So by (2.3), (2.11) is the first variation of the functional 
G(h) = jj (h + h,,)( 1 + h;)“’ dtI dt, 
with Euler0 equation 
-; [(l +h:)-‘12Rh,]+(1 +h:p2+$ [l +hy2=0. (2.12) 
By manipulation (2.12) becomes (2.8). m 
Let us consider now the length L(t) of the level curve Tt. From (2.3) it 
follows that 
L(t)= j ds= j;xR(B, t)dO= j;‘h(B, t)d@ (2.13) 
r, 
THEOREM 2.2. L satisfies the following differential inequality in (to, t,): 
L”L - Lt2 z 4x2. (2.14) 
Equality holds in (2.14) for some q in (to, t, ) if and only ifall the level curves 
T, are concentric ircles. 
Proof: We sketch the proof because it is similar to arguments used by 
the authors in [S]. By (2.13) we get 
L’(t) = j’” h,(B, t) d0, 
0 
So from (2.8) and Schwarz inequality 
L”(t) = j’” h,,(B, t) d6. 
0 
(2.15) 
we derive 
L”3 j;?‘(l +h;)dtI,[(j~nh~d~)2+411:].(j~lZd~)-1. (2.16) 
By (2.13) and (2.15) we prove (2.14). Moreover equality holds in (2.14) for 
some n in (to, t,) if and only if 
hsl(., q) ~0 and R( ., n) is proportional to h,(., q). 
Therefore h, is constant on r,, and r,, is a circle. By uniqueness of interior 
analytic continuation of minimal surfaces (see [2]) we complete the 
proof. 1 
Let us consider now two parallel circles To, rr with common axis of 
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symmetry, lying in the same planes as r, and rr, and with the same 
perimeter as r,, and rr, respectively. 
Let 3, if it exists, be the unique surface of revolution of minimum area 
between T0 and rr. If r(t) is the radius of the circle $n (z= t}, then r 
satisfies the boundary value problem 
y”.y-y’*= 1 in (to, tl), (2.17) 
Y(b) = m-’ * Ut,), y(t,) = (27q’ * aqt,). 
The solutions to (2.17) can be written in terms of catenaries and in 
[ 1, p. 1091, one can find necessary conditions on 1 t, - t I 1, L( to), and L( t, ) 
for the function r to exist. 
The following theorems hows that the conditions quoted above are also 
necessary conditions for the minimal surface S to exist. 
THEOREM 2.3. A necessary condition for the minimal surface S between 
r, and rl to exist is that there exists the solution r(t) to (2.17) 
corresponding to 3. Moreover 
L(t)<2nr(t) for tE Cb, t,l. (2.18) 
Proof From (2.14) it follows that the function v defined by 
v(t)=(2?T)-’ L(t), t E [to> [II (2.19) 
is a lower solution to (2.17). 
By considering the transformation u = log y, (2.17) becomes 
u” = exp( -224) in (to, tlh (2.20) 
and the function $ = log v is a lower solution to the corresponding boun- 
dary value problem. Moreover let us observe that $ is a convex function 
and $ < 4, where 4 is a linear function with same values at t, and t, as 4. 
Since C$ is an upper solution to (2.20) standard arguments for lower and 
upper solution (see for example [4, p. 354]), show that there exist a 
solution u to (2.20) with the same value at to and t, as & moreover 
G(t) du(t) < b(t) in (to, t,). 
So w E exp u is a solution to (2.17) and the inequality above we get 
v(t) < w(t) in (to, t,). (2.21) 
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Since w(t) is one of the two catenaries, eventually coincident and 
solutions to (2.1?‘), we have that (see [ 1, p. 961) or 
w = r, with r the radius function of 3, 
or either 
w(t) < r(f) in (to, f,) 
In all cases by (2.19), (2.21) and the inequality above we obtain (2.18). 1 
3. CURVATURE ESTIMATES 
In the sequel if 4 is a real function on [t,, t, ] we define the generakzed 
second derivative of 4 at any point t in (t,, t, ) as 
p&) = lim sup #(t + El + d(t - El - 2@(t) 
E2 (3.1) c-0 
Let us consider now the function 
f(f)=max{NP)IPEr,), 
where R(P) is the radius of curvature at P of r,. 
(3.2) 
THEOREM 3.1. If S is a minimal surface between two parallel convex 
curves f. and I-, then (1.3) and (1.4) hold. Moreover the function f defined 
by (3.2) satisfies the following diJjcerentia1 inequality: 
D2(log f)> fe2 in (to, 2,). (3.3) 
Proof By Theorem 2.1 we can consider the partial differential 
equation (2.8) verified by h. By differentiating (2.8) with respect to 8 and 
by (2.3) we get 
h,rRe + Rh,,o - 2h,,h,m - 2h,h,e = 0, 
which can be rewritten as 
h,, R, + h,,, R - 2h,, R, = 0. 
By differentiating the previous equation with respect o 0 we get 
Woo + 2RAi + Rhm - %JL - 2hrotA = 0. 
(3.4) 
(3.5) 
(3.6) 
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Adding Rh,, to each side by using (2.3), (3.6) is rewritten as 
h,, R,, - 2h,, R,, + RR,, + 2h,,, R, - 2h,,, R, = Rh,,. 
Let us consider now the partial differential operator 
(3.7) 
L=a-$Zb 
2 2 
&+& (3.8) 
where a=h,,, b=h@,, c=R. 
Since R is positive, by (2.8) h,, is positive too. Moreover, by (2.8) we 
have 
ac-b2= 1 +hf>O, 
so 
L is an elliptic operator. (3.9) 
Moreover (3.7) becomes 
L(R) + 2h,,, R, - 2h,,, R, - Rh,, = 0. (3.10) 
So by applying standard maximum principle arguments, we find that 
K = R ~- ’ takes its minimum at the boundary r, u f 1 and (1.3) is proved. 
We prove now (3.3). Let us observe that from (3.8) and (3.10) we derive 
RL(log R) = L(R) - (aRi - 2bR,R, + cRf) R-l. (3.11) 
So by (3.10) and (3.11) we get 
RL(logR)=d$(logR)+2h,,,R,+Rh,,-R;, 
where d is a bounded function in Rx (to, t,). By using (2.3) and (2.8) the 
previous equation becomes 
(3.12) 
Now by applying a maximum principle argument quoted in Lemma 1, in 
the appendix for convenience of reader, we get the proof of (3.3). In fact 
since the gradient h, of the level curves T, given by 2.10 is bounded, the 
functionf(t) is continuous on [to, tl]. Moreover by (3.2), (3.3) we have 
+(t)=max{logR(B, t)l6EB}=logf(t). 
352 MARCO LONGINETTI 
So Lemma 1 applied to the function d(t) above, with 
G=log R, 
P=(l +h:,+h;,,) Rp2, +(x1 = (exp xl -*, 
implies (3.3). Moreover from (3.3) we derive that D*(logf)aO which 
implies that log f is convex. From that (1.4) follows and the proof is 
complete. 1 
Let us consider now two parallel circles f,*, ft with common axis of 
symmetry, lying in the same planes as r, and f, , and with radii K,- I, K; ‘. 
Let S* be the surface of revolution of minimum area between r,* and r: 
Since fg*3 rO’,, f:~ F, from Theorem 2.3 and from monotonicity 
arguments (c.f. [7]), we derive that if S exists then S* exists too. Moreover 
let K*(t) be the curvature of the level circles S* n {z = t}. In the following 
theorem we derive a sharp lower bound for the curvature K of the 
curve r,. 
THEOREM 3.2. If S is the minimal surface between r, and r, , and IY S* 
is the surface of revolution of minimum area between r,* and ry then the 
inequality (1 S) hold. 
Proof: The radius R(t) = K*(t)- ’ is a solution to the differential 
equation (2.17). So by computation we derive that 
(log R)” = Rp2 in (to, tr). 
By applying to (3.3) and to equality above the same arguments used in the 
proof of Theorem 2.3 we derive that 
which implies ( 1 S). 
4. DISTANCE AND GRADIENT ESTIMATES 
Nitsche in [6] has proved that if a minimal surface S exists between r, 
and r, then the projections of the domains bounded by r, and r, onto the 
xy-plane, parallel to r, and r,, must have a nonempty intersection I. So 
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we can choose the origin of the coordinates in I such that (0, 0, t} is in the 
domain bounded by T,. Let us consider now the functions 
&t)=max{(x2+y2)1’21(~, y, t)~r,}, 
a(t)=min{(x2+y2)‘~*~(x, y, t)~r,}. 
(4.1) 
(4.2) 
s(t) and a(t) are the radii of two concentric circles tangent and bounding 
T,. Of course estimates on s(t) and on a(t) are useful to bound the shape 
of s. 
THEOREM 4.1. The function 6(t) satisfies the differential inequality 
D*(logq>,P, (4.3) 
and 6 is a log convex function; moreover a(t) satisfies 
@(log 6) &a-*. (4.4) 
Proof. As in theorem 3.1 we consider the support function h(8, t). First 
we show that 
s(t) = max(h(8, t): (3~ B}, (4.5) 
a(t)=min{h(B, t):tIeB}. (4.6) 
In fact from (2.1), (2.2) we have that 
x2 + y2 = h2 + h;. (4.7) 
Moreover if (x2 + y’) achieves its maximum or minimum at (X, j) on 
{u = t } the support line to T, at (X, j) is normal to the vector (X, y). So by 
(2.2) h, is zero at (X, j). By this fact and (4.7) we derive (4.5) and (4.6). 
To prove (4.3) and (4.4) let us consider the operator L defined by (3.8). 
We have by (2.3) 
L(h) = 2Rh,, - hh,, - 2h;,, 
So from (2.8) it follows that 
L(h) = -hh,, + 2h; + 2. (4.8) 
Moreover by computation and (3.8) 
hL (log h) = L(h) - (ah; - 2bh,h, + chf) hk’. 
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By the previous inequality and (4.8) we get 
hL (log h) = -Hz,, + h: - h,,h;h ~ ’ + 2 + dhH, 
where d is bounded function in B x (t,, t , ). 
Moreover, (4.9) can be rewritten as 
(logh)=2h-‘-h,,hfh-*. 
Now we consider the operator 
cY=(h+R)-’ L+h-$-d; , 
> 
and the functions 
G=logh, F=(2h-‘-h,,hfhp2)(R+h)-‘. 
Now if h achieves its maximum at (8, t) we have that 
b?(Q, l) ,< 0, 
and so by (4.11) 
F(& t)aV’(& t)=Il/(logh(t)). 
(4.11) 
Now by applying Lemma 1 to the function 4 = log 6 we prove (4.3). The 
proof of (4.4) is similar. Since 6 is a continuous function in [to, tl] by (4.3) 
it follows that log 6 is convex. 1 
Remark. Similar arguments in the proof of Theorem (2.3) can be 
applied to (4.3), (4.4) to obtain 
a(t) <y(t) 6 s(t) for TV (to, t,) 
where v(t) is a catenary function solution to the equation 
and satisfying 
40) <y(O) < W), dl)<.Y(l)<6(1). 
In the following theorem we give sharp estimates of the gradients h, of 
the level curves T,. 
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So let us consider the function 
y(t) = mF{sinh-‘(A,)} (4.12) 
and 
q(t) = mi,n{sinhh’(h,)} (4.13) 
where z = sinh ~ ‘( y) is the inverse function of y = sinh(z). By computation 
one can show directly that if S is a radial minimal surface then 
sinh-‘(h,) is constant on the level circles {u = t}, 
and 
y(t) = rj( t) is a linear function of 1. 
This follows also from the following: 
THEOREM 4.2. Zf S is a minimal surface satisfying (1.2) then 
y(t) is a conuex function in [to, t ,] 
and 
q(t) is a concave function in [to, t,]. 
Moreover y E q if and only if S is a radial minimal surface. 
Proof. For simplicity, we set 
E(h,) = sinh-‘(h,) (4.14) 
By differentiating (2.8) with respect o t we have 
(h, + hse,) h,, + Rh,,, - 2h,sh,,s = 2h,h,,. (4.15) 
So by considering the operator L defined by (3.8) we have 
Uht) = h,h,,. (4.16) 
By (4.14) and (4.16) we get 
L(E(h,)) = E’(h,) L(h,) + E”(h,). (ah:, - 2bh,,h,, + ch:,), 
and since 
E’(h,) = (1 + h;)p”2, E”(h,) = - (1 + h;)-3’2 h,, 
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we derive 
W(k)) = h,h,,(l + h:)p2 - (1 + hf)-3’2 h,hf,. R + d; (h,), (4.17) 
where d is a bounded function in [0,27c) x (t,, 1i ). Now at the point (8, t) 
where h, achieves its maximum or minimum on T,, we have h&I, t) = 0. 
From (2.8) it follows that 
R(& t)=(l +h:)h,;‘(g, t), 
and by (4.17) we get 
W(k)) I (8, r) = 0. 
Now Lemma 1 applies to the functions y with 
a 
.IR=L-da, G =f@,), 
f’=h,h,,(l +h;)-3’2[l ++Rh,,], 
II/ ro. 
And we get 
Similarly we prove 
D2y 20 in (to, t,). (4.18) 
D2q < 0 in (to, ti). (4.19) 
Since y and q are continuous on (to, ti), by (4.18) and (4.19) the proof of 
theorem 4.2 is obtained. 1 
Remark. In the case that S is in the form z = u(x, y) then by (2.4) we 
have that l/lVul = lh,l. So Theorem (4.2) implies estimates for lVu/ 
depending only on y( to), y( t, ), q( to), q( t, ); i.e., depending only on 
max{ IV(x)/: XE~D~} and on min{ lVu(x)l: XE~TJD~}, i=O, 1. 
APPENDIX 
For simplicity and convenience of the reader we report in the form used 
in this paper one lemma related to maximum principle arguments. 
Let set B the quotient set BE R/27r Z and let Q = B x (to, r,). 
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Let F(8, t) and G(0, t) be regular functions in Q such that 
WG(4 t) = F(4 t), (0, t)~ Q, 
where 9 is an elliptic operator of the form 
(5.1) 
with regular coefftcients ~1, p, y. Let $ be a given real function on R. 
LEMMA 1. Zf &t)=max(G(B, t)lOe B) is a CO~~~~UOUS fimi~n in 
[to, tl] and ifat any point (8, t) such that 
4(t) = W, t) 
we have 
N% f) 2 J/(&t))> (5.2) 
then c+4( t) satisfies the following differential inequality: 
oZd(t) 2 Il/(d(t)). (5.3) 
Proof. Indeed the proof follows by standard maximum principle 
arguments (c.f. [lo, p. 131-1361) so we sketch the proof. 
Let set the function 
So by definitions 
@to, r) = 4(l), (0, t) E Q. 
cm 4 d wt 0, (0, t) E Q. (5.5) 
Now let t be fixed. At any point (8, t) such that 
G(& f) = @P(% 11, 
we have 
Go@, t) = 0, 
Let us consider now the generalized elliptic operator 
(5.6) 
(5.7) 
505,67’3-5 
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where for any real function v on Q, D,!v is the generalized second 
derivative of ~(0; ) with respect o t, 0 fixed in B. 
By (5.5) and (5.6) we have that 
PC@, t)< 8@(8, t)= D'&t). (5.8) 
Since G is regular 9’G = L?G and so (5.3) follows from (5.1), (5.2) and 
(5.8). 
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