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Fusion de données en traitement d'images
modèles d'information et décisions
Nous présentons les définitions et les étapes nécessaires à la fusion de données
en traitement des images . Nous introduisons ensuite les divers outils utilisés à
ce jour pour modéliser les informations issues de divers capteurs, combiner ces
informations puis décider, en nous focalisant sur les théories probabilistes et
bayésiennes, des croyances, des ensembles flous et des possibilités . Nous insistons
sur les points centraux de la fusion d'images : l'incertain et l'imprécis . Nous
montrons comment la prise en compte de ces deux caractéristiques intrinsèques
du traitement de l'image induit des choix dans les modèles et les opérateurs de
fusion.
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La fusion de données a fait irruption dans le domaine du traitement
d'images il y a cinq ans environ et retient depuis l'attention
de nombreuses équipes dans deux domaines principalement,
l'imagerie satellitaire et aérienne d'une part, l'imagerie médicale
d'autre part. On la considère cependant comme potentiellement
utilisable dans de nombreux autres champs : le contrôle non
destructif, la vision des véhicules autonomes ou la surveillance
des sites sensibles .
La fusion d'images hérite naturellement des techniques et métho-
des développées depuis plus de 20 ans dans le champ du contrôle
des processus complexes (usine, réacteur chimique, écosystème)
et qui utilisaient abondamment la fusion de données issues de
capteurs très hétérogènes (mesures de pression, de débit, de tem-
pérature, etc .) . Mais, par la spécificité des données d'images (leur
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Abstract
We present the definitions and necessary steps for data fusion in image processing .
We introduce then the different tools used for modelizing information issued from
various sensors, for combining these pieces of information, and then for taking a
decision . We focus on probabilistic and Bayesian inference, evidence theory, fuzzy
sets and possibility theory
. We underline the key features of data fusion in image
processing : uncertainty and imprecision . We show how the management of these
two characteristics, intrinsic to image processing, induces choices of models and
fusion operators
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taille, leur structure, leur faible cadence), par l'absence, dans
les problèmes d'imagerie, de modélisation fonctionnelle riche
comme la balance énergétique d'une réaction chimique ou le
bilan thermique d'un écosystème, la fusion d'images n'a que peu
puisé dans ce fonds commun d'outils et recherche au contraire ses
propres méthodes, moins dans la théorie des systèmes ou dans le
contrôle adaptatif que dans les méthodes de la reconnaissance
des formes ou de l'intelligence artificielle. Ces méthodes seront
largement décrites dans les lignes ci-dessous .
Comme tout domaine en expansion, la fusion d'images souffre
de définitions incertaines et de limites floues . L'un des objectifs
de cet article est d'apporter quelques éclairages sur les notions de
base qui fondent la fusion d'images ainsi que sur les étapes qui
jalonnent sa mise en oeuvre . Cette présentation est faite avec le
parti pris du traiteur d'image qui laisse dans l'ombre des aspects
fondamentaux du schéma global d'exploitation de l'image : la
conception du système d'ensemble incluant capteurs et centres
de décision, les aspects de contrôle et de commande avec les
éventuels retours de la décison vers la mesure, les implications
matérielles des choix tant sur les organes de calcul que sur les
réseaux de communication, les conséquences de ces choix sur un
bilan global du système dans une logique mettant en relation une
« qualité de service » (optimalité des décisions, taux d'erreurs,
retard à la décision, sensibilité aux défaillances, sensibilité aux
leurres, etc .) et un coût global de la chaîne .
1 .1 . QU'EST-CE QUE LA FUSION D'IMAGES ?
Aux diverses définitions déjà proposées, nous préférons la sui-
vante : la fusion d'images est l'utilisation conjointe d'images
hétérogènes pour l'aide à la prise de décision .
Il n'y a fusion que s'il y a utilisation conjointe d'images . Leur
traitement, séquentiel ou parallèle, conduisant à des décisions
séparées, ne relève pas de la fusion .
Il y a fusion entre images de natures différentes seulement, c'est-à-
dire pour lesquelles on ne sait définir une métrique pertinente qui
permettrait naturellement de ramener le problème d'analyse dans
celui classique des espaces vectoriels . Ainsi traiter des images de
même source comme on le pratique en stéréovision, en analyse
de séquences ou en suivi multitemporel ne relève-t-il pas de la
fusion. Traiter des images multispectrales ou a fortiori des images
colorées apparaît ainsi à la limite du champ de la fusion chaque
fois qu'un changement de base judicieux permet de ramener les
variables scalaires dans un même espace vectoriel doté d'une
métrique pertinente (par exemple une distance colorimétrique
pour l'observateur standard CIE) .
Enfin la fusion doit conduire à une décision . Si dans le cas le plus
simple la décision est prise par un expert humain (photo-interprète
ou praticien hospitalier), alors le rôle de la fusion est de présenter
à celui-ci les seules informations pertinentes issues des diverses
images et de les combiner de façon judicieuse (c'est de façon très
classique des combinaisons colorées RVB ou IHS qui jouent alors
ce rôle élémentaire) . Mais nous pensons que l'objectif de la fusion
est clairement d'apporter à l'avenir une aide moins « cosmétique »
même à un expert humain .
1.2 . POURQUOI LA FUSION D'IMAGES ?
La fusion d'images n'est pas un avatar des modes qui secouent
le traitement de l'information depuis 20 ans, c'est la réponse
naturelle des utilisateurs à la profusion des images produites
par les systèmes contemporains d'investigation, que ce soit en
imagerie aérienne et satellitaire ou en génie biologique et médical .
Prenons deux exemples .
L'observation de la terre par satellites croît selon deux tendances
la première nous donne des images dont la résolution est de plus
en plus fine et la cadence de plus en plus élevée ; la seconde
propose des signaux de plus en plus variés : à la profusion des
canaux visibles spectrométriques répond la variété des bandes
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radar (L, C, X, P avec leurs diverses polarisations) et des bandes
infra-rouges. S'ajoutent, lors de l'exploitation de ces données,
les informations collectées au sol et disponibles à travers les
systèmes d'information géographique (cartes, cadastres, plans
d'occupation des sols, relevés géologiques ou agronomiques,
modèles altimétriques, etc .) . Les décisions du photo-interprète
relèvent de l'ensemble de ces sources . Son expertise, acquise par
de longues études relayées par de multiples expériences, permet
d'associer de façon très efficace l'indice détecté dans une image et
sa confirmation dans une seconde s'il sait « lire » cette seconde et
« rapprocher » les deux événements . La prolifération des images
rend ces deux tâches de plus en plus difficiles par la création
d'une combinatoire galopante, et par l'impossibilité d'acquérir
une expertise réelle dans toutes les modalités disponibles .
Une situation assez semblable apparaît en imagerie médicale .
Les techniques d'imagerie se diversifient : rayons X, résonance
magnétique, imagerie nucléaire, imagerie ultrasonore, chacune
pouvant se décliner selon des modalités diverses en fonction des
protocoles d'acquisition . Selon une pratique ancienne, le milieu
médical confie chaque type d'image à un expert qui porte un diag-
nostic partiel sur la modalité de sa spécialité, puis les spécialistes
échangent leurs expériences et de cette confrontation naît le diag-
nostic final . Le souci de regrouper toutes les sources d'images
sur une même console conduit à l'introduction progressive des
systèmes d'archivage et de consultation intégrés à l'hôpital (les
PACS des anglo-saxons') . Mais sans les outils d'aide à l3 déci-
sion associés à ces systèmes, ces autoroutes informatiques et ces
bases de données spécialisées demeurent encore d'une pratique
modeste, tant l'exploitation de nombreuses images variées est une
tâche difficile pour un seul expert .
Nous voyons sur ces deux exemples les raisons profondes de la
nécessité de la fusion de données : apporter des outils d'aide à
la décision capables d'intégrer, au fur et à mesure de leur mise
au point, des modes d'imagerie nouveaux, en préparant et en
raccourcissant l'étape d'élaboration de l'expertise humaine, gérer
une profusion grandissante d'images sans sacrifier les apports
potentiels d'une combinatoire complexe, c'est-à-dire extraire de
chaque image toute l'information qu'elle peut apporter au-delà
même de ce que les experts humains savent aujourd'hui en tirer 2 .
1.3 . RECALAGE
La fusion d'images apparaît comme une tâche complexe consti-
tuée de nombreuses étapes dont plusieurs sont aujourd'hui mal
maîtrisées . Nous les verrons dans les parties suivantes .
1 . Picture Archiving and Communication Systems (systèmes d'archivage et
d'échange d'images)
2 . Éventuellement, et s'il apparaissait que le diagnostic humain aujourd'hui fondé
sur un petit nombre (deux ou au maximum trois images bien choisies) était
un optimum non franchissable, la fusion de données devrait permettre d'établir
clairement cette optimalité et proposer de façon raisonnée et transmissible les
règles du choix des modalités optimales et de leurs associations .
Mais classiquement, elle commence par une étape de recalage des
images dont l'objectif est de superposer exactement les pixels cor-
respondant à un même objet observé dans les diverses modalités .
Cette étape peut être facilitée s'il existe un référentiel absolu re-
connu pour décrire la scène (par exemple, un repère géocodé en
imagerie aérienne). Les techniques de recalage sont nombreuses
et utilisent des principes variés (désignation interactive de points-
amers, corrélation, recherche de points d'appui, programmation
dynamique, isomorphismes de graphes, minimisation de distances
entre primitives de plus haut niveau, etc .) (on pourra consulter
[MAÎT 91] et [MANG-94] pour une synthèse des méthodes en
imagerie aérienne et satellitaire et en imagerie médicale respec-
tivement). Elles sont bien maîtrisées dans de nombreux cas, mais
il demeure des domaines reconnus où le recalage automatique est
peu fiable . C'est le cas lorsque les capteurs sont très hétérogènes
et que les déformations géométriques qui affectent les images sont
complexes .
Si le recalage géométrique des images est universellement pra-
tiqué aujourd'hui avant toute étape de fusion, il n'est pas clair que
ce soit une étape nécessaire et même souhaitable . En fait, l'utilisa-
teur n'a jamais besoin que de connaître l'application d'une image
dans l'autre ; mettre en ceuvre cette application au moyen d'un ré-
échantillonnage et de filtrage dégrade généralement les signaux
sans autre bénéfice que d'autoriser un contrôle visuel de la super-
position des images. Il est probable que cette transformation sera
de moins en moins pratiquée dans les années à venir .
Ce recalage, qu'on l'effectue ou non, nous fait pénétrer immédia-
tement dans la problématique de la fusion d'images car il s'accom-
pagne toujours d'incertitude et d'imprécision (sur les paramètres
de la calibration, sur la localisation des points de contrôle) . Cette
incertitude et cette imprécision doivent être intégrées dans le
raisonnement qui conduira ensuite à la décision .
Si l'étape de recalage semble donc généralement échapper à la
fusion d'images (puisqu'il peut être fait auparavant de façon
totalement indépendante), il demeure des circonstances où ce
recalage doit être conçu dans la phase de fusion, c'est en particulier
le cas du recalage symbolique où l'on associe à une image des
descriptions de haut niveau des objets qui la composent : une
ville dans l'association carte - image satellitaire, ou une aire
fonctionnelle du cerveau dans l'association atlas - image de
résonance magnétique. Dans cette situation, on ne conçoit pas
aujourd'hui de mise en correspondance pixel par pixel, mais
une association entre représentations de niveau élevé qui passe
alors par les étapes de modélisation, puis de décision qui sont les
composants de la fusion .
Dans la suite de cet article, nous supposerons que le recalage a
été mené à son terme et qu'il existe donc 1 images de la scène
observée, dans un même référentiel .
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2. Modèles de fusion
Considérons un problème général de fusion d'images, où l'on
dispose de l images Ij représentant des données hétérogènes. Soit
x l'élément sur lequel porte la décision . Ce peut être un pixel de
l'espace couvert par les images ou tout autre objet plus complexe
extrait des images . La décision consiste à lui affecter un élément
Ci d'un espace de décision D = {Cl , . . ., C,,}. Typiquement, les
Ci , représentant les décisions possibles, peuvent être des classes
recouvrant les images et auxquelles on souhaite affecter les pixels,
ou encore des objets sémantiques auxquels on veut attribuer les
points pour les reconnaître . La décision sur x est prise à partir
d'informations fj (x) données par chacune des images Ij (par
exemple le niveau de gris de x dans Ij ou des primitives issues de
traitements plus complexes) et sur lesquelles s'appuie la fusion,
souvent par l'intermédiaire de « mesures » Mi (x), reliant des
informations surx extraites de Ij à une décision potentielle Ci sur
x (voir table 1) . Ces mesures ont des interprétations différentes
et prennent des formes mathématiques variées selon les cadres
théoriques employés pour cette fusion (voir partie 4) .










Dans le cas idéal, la décision est prise à partir de la matrice des
Mi (x) complète, pour toutes les images Ij et toutes les classes
Ci . C'est ce qu'on appelle la fusion globale . Dans ce modèle
global, aucune information n'est négligée . La complexité de ce
modèle et de sa mise en oeuvre a conduit à développer des systèmes
simplifiés, mais aux performances plus limitées [MAER-931 .
Un deuxième modèle consiste ainsi à prendre d'abord des déci-
sions locales, sur chaque image séparément . Dans ce cas, une déci-
sion d(j) E D est prise pour h à partir de toutes les mesures faites
sur cette image seulement (sur les colonnes du tableau 1) . Cette
décision qui peut être prise localement par chaque capteur est dite
décentralisée. Puis, dans une deuxième étape, ces décisions sont
fusionnées en une décision globale sur x . Ce modèle s'impose
lorsque les images ne sont pas disponibles simultanément . Il per-
met des réponses rapides, grâce à des procédures spécifiques à
chaque capteur, et peut être très facilement adapté à l'introduc-
tion de capteurs supplémentaires . Ce type de modèle s'appuie avec
profit sur des techniques de contrôle adaptatif, et utilise souvent
des architectures distribuées. Son principal inconvénient provient
de ce qu'il tient mal compte des relations entre capteurs et des
corrélations ou dépendances possibles entre images . De plus, ce
modèle conduit très facilement à des décisions locales contradic-
toires (d(j) * d(k) pour j ~ k) et la résolution de ces conflits
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implique des arbitrages de niveau supérieur, difficiles à optimiser
puisque toute l'information sur les mesures de départ est perdue .
Un troisième modèle, « orthogonal » au précédent 3 , consiste à
combiner par une opération F toutes les mesures relatives à la
même décision C i issues de toutes les images (les lignes du tableau
1), pour obtenir une mesure fusionnée Mi (x) = F(MZ (x), 1 _<
j _< 1) . Puis une décision est prise sur le résultat de cette
combinaison. Ici, aucune décision intermédiaire n'est prise, et
l'information est manipulée sous la forme de mesures jusqu'à la
dernière étape . Ce modèle, comme le modèle global, est un modèle
centralisé qui nécessite de disposer simultanément de toutes les
images. Plus simple que le modèle global, il est moins souple que
le précédent rendant plus difficile l'ajout éventuel de capteurs .
Enfin, un modèle intermédiaire, hybride, consiste à choisir de
manière adaptative les informations nécessaires pour un problème
donné en fonction des spécificités des images . Ce type de modèle
copie souvent l'expert humain et fait intervenir des connaissances
symboliques sur les images et sur les objets . Il est donc très utilisé
dans les systèmes de fusion à base de règles : ainsi, dans le système
MESSIE [CLEM-91], [HOUZ-911, l'affectation d'un point à la
classe « pont » est décidée par une forte réponse dans l'image
radar, conditionnellement à une très basse réponse, caractéristique
de l'eau, dans le canal XS3 de SPOT. Des architectures de type
multi-agents sont bien adaptées à ce modèle .
Dans cet article, nous étudions essentiellement les modèles du
troisième type, en nous restreignant aux méthodes de fusion de
type numérique, qui leur sont le mieux adaptées . Les différentes
étapes impliquées dans ce modèle, définition des Mi , combinai-
son par un opérateur F et décision, seront décrites dans la partie 4 .
Auparavant, une étude fine des informations disponibles dans les
images et de leurs relations inter-images s'impose souvent pour
mieux définir le processus de fusion et vérifier les hypothèses
et les conditions d'application. Nous proposons dans la partie 3
des méthodes et outils pour mener à bien de manière rigoureuse
cette étape, prenant en compte l'imprécision et l'incertitude des
données et des connaissances . Nous nous focalisons sur les mé-
thodes probabilistes et bayésiennes, sur la théorie des ensembles
flous et des possibilités et sur la théorie des croyances de Demp-
ster et Shafer, qui sont les méthodes numériques actuellement les
plus exploitées pour la fusion d'images, et laissons délibérement
de côté les autres [SOMB-89] .
3. Le terme «orthogonal» est illustré par le tableau 1 et s'explique de la manière
suivante : dans le deuxième modèle, toutes les classes sont prises en compte sur
chaque image d'abord, alors que dans le troisième, on combine d'abord toutes les
images pour chaque classe .
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3. Redondance et complémentarité
en termes de théorie de l'information
Lorsqu'on dispose d'un ensemble de l images Ij , une première
tâche consiste souvent à le transformer en un sous-ensemble plus
réduit, donc de traitement plus simple, sans perdre d'information .
L'approche de l'analyse en composantes principales est souvent
employée, qui projette chaque image sur les vecteurs propres de
la matrice de corrélation, et permet ainsi d'obtenir l nouvelles
images décorrélées, classées par ordre décroissant d'énergie . Une
troncature aux l' (1 > 1') premières images permet souvent de
conserver l'essentiel de l'énergie de l'ensemble d'origine .
Mais en pratique cette méthode montre très vite ses limites en
traitement d'images car elle ne permet de prendre en compte ni les
dépendances complexes entre images, ni les variations spatiales
de dépendance .
Pour exprimer l'apport d'information dû à l'ajout d'une nouvelle
image
Ii+i
à un ensemble déjà connu III , . . ., Il 1, on préfère
l'approche proposée par Shannon et reposant sur les notions
d'information et d'entropie [KULL-59], [MAÎT 93], [MAÎT 94] .
À partir de la probabilité jointe des 1 premières images p(I1 i . . ., Il )
(estimée le plus souvent par dénombrement, par exemple à partir
de l'histogramme multidimensionnel des niveaux de gris des
images), on définit l'entropie (ou information moyenne par pixel)
des l premières images par





et l'entropie apportée par la (1 + 1)ème image s'exprime, soit en
fonction des entropies, soit en fonction des probabilités par
H(h+1 1 Il , . . .Il) = H(I1 i . . .,
Il+1)
- H(I1 , . . ., Il)
p(h,
. . .Il+i) logp(It+i
1
Il, . . ., Il) . (2)
Pour deux images, on définit ainsi la redondance 4 entre elles par
R(I1, 12) = H(11 ) + H(12 ) - H(I1, I2), (3)
et la complémentarité de l'image 12 par rapport à l'image I1,
c'est-à-dire la quantité moyenne d'information qu'il faut ajouter
à 12 pour retrouver Il
C(Il I2) = II(I1
1 1 ), (4)
ce qui conduit à la relation
H(I1 ) = R(I1i 12) + C(I1
1 12 ) .
(5)
4. Cette redondance ne peut malheureusement pas être étendue à plus de deux
images sans perdre potentiellement sa propriété de positivité .
Des approches analogues peuvent être envisagées dans un cadre
non probabiliste, en s'appuyant par exemple sur l'entropie floue
[LUCA-72] . Le formalisme est pour l'instant moins développé
dans cette direction .
En fusion d'images, on utilisera des images fortement redon-
dantes pour confirmer une décision incertaine et des images
complémentaires pour élargir le champ des décisions . Des ima-
ges complémentaires peuvent conduire soit à des décisions con-
flictuelles soit à des décisions consensuelles .
En traitement d'images, la notion d'entropie a été élargie pour
caractériser non seulement la dispersion des mesures sur l'espace
de mesure, mais également la cohérence spatiale des mesures
en prenant en compte des probabilités d'occurence de configura-
tions particulières de pixels, soit dans le cadre de classifications
[MAÎT 94], soit dans celui de champs markoviens [BERT94] .
4. Imprécision et incertitude
en fusion d'images
Imprécision et incertitude sont deux termes souvent abusivement
confondus . L'imprécision concerne le contenu de l'information
et porte donc sur un défaut quantitatif de connaissance, sur une
mesure, tandis que l'incertitude est relative à la vérité d'une
information, caractérisant sa conformité à la réalité [DUBO-88] .
Une proposition peut être imprécise (« cet homme est grand »),
incertaine (« cette lettre arrivera demain ») ou à la fois imprécise
et incertaine (« il pleuvra beaucoup demain ») .
La nécessité de prendre en compte dans la fusion des images les
imprécisions et incertitudes des informations à combiner apparaît
clairement à l'expérience .
Tout d'abord, ces caractéristiques de l'information sont toujours
présentes dans les images . Elles trouvent leur origine à différ-
ents niveaux, depuis les phénomènes observés jusqu'aux traite-
ments. La transition douce entre tissus sains et pathologiques est
une imprécision due au phénomène physiologique. De la même
façon, des caractéristiques similaires entre deux tissus différents
se retrouvent sur les images mesurant ce type de caractéristique et
se traduisent par une incertitude sur l'appartenance d'un point par-
ticulier à un tissu ou à l'autre, cette incertitude étant due à la fois
au phénomène et au capteur . La délocalisation de l'information
spatiale, due au regroupement en un même pixel de l'informa-
tion contenue dans tout un volume, est due au capteur et à sa
résolution, et constitue une imprécision sur la localisation de l'in-
formation sur l'image (effet de volume partiel) . Les phénomèmes
de Gibbs au niveau des transitions nettes, qui apparaissent en IRM
ou en imagerie SARpar exemple, sont des sources d'imprécisions
dues aux algorithmes de reconstruction numérique des images . La
représentation d'informations (symboliques) sous forme schéma-
tique (par des cartes ou des atlas) est source à la fois d'imprécision
et d'incertitude .
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Imprécisions et incertitudes sont ensuite renforcées dans les
primitives extraites des images et sur lesquelles s'appuie la fusion .
L'exemple le plus familier est celui de la détection de contours
par des filtrages gaussiens à différentes échelles : en augmentant
l'écart type de la gaussienne, on gagne en certitude sur la présence
de contours mais on perd en précision sur leur localisation . Cet
antagonisme entre précision et certitude a bien été identifié comme
un trait caractéristique de la démarche en reconnaissance des
formes [SIMO-89] .
De cet antagonisme naissent souvent des contradictions en fusion
de données puisque l'on dispose de plusieurs mesures sur un
même événement : si ces données sont précises, alors elles
sont probablement incertaines, et elles risquent donc d'être en
contradiction. Il conviendra donc qu'un système de décision en
fusion gère explicitement incertitude et imprécision pour éviter
les incohérences .
Dans cette partie, nous récapitulons les différentes méthodes per-
mettant de les modéliser (partie 4.1 .), de combiner des informa-
tions imprécises et incertaines dans un processus de fusion (par-
tie 4.2 .), pour prendre une décision, dernière étape du processus
(partie 4 .3 .) . Les méthodes étudiées couvrent la plupart des ap-
proches numériques . Les méthodes de type logique ne seront pas
abordées ici. On pourra se reporter à [SOMB-891 pour une re-
vue comparative des divers types de raisonnement adaptés aux
données imprécises, incertaines et incomplètes .
4.1 . MODÉLISATION
De nombreuses théories ont été proposées pour représenter et
gérer l'incertain et l'imprécis dans les informations, en particu-
lier en intelligence artificielle pour raisonner sur ce type d'infor-
mations. Nous nous attachons à décrire ici comment elles sont
utilisées en traitement d'images en nous restreignant aux ap-
proches numériques . L'étape de modélisation concerne le pas-
sage d'informations extraites des images à une représentation
mathématique liée à une théorie particulière .
4.1.1. Modèles probabilistes et bayésiens
La théorie la plus exploitée dans la littérature est de loin la
théorie des probabilités, associée à la théorie bayésienne de la
décision [DUDA-731 . L'information y est modélisée par une
probabilité conditionnelle, par exemple, la probabilité pour qu'un
pixel appartienne à une classe particulière, étant donné les images
disponibles . Ainsi, la mesure introduite dans la partie 2 s'écrit-elle
sous la forme






Cette probabilité est calculée à partir de caractéristiques
fj (x)
de l'information extraites des images . Il peut s'agir, dans les
cas les plus simples, du niveau de gris du pixel considéré,
ou d'informations plus complexes nécessitant des traitements
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Lpréliminaires. L'équation 6 ne dépend alors plus de toute l'image
Ij mais s'écrit sous la forme simplifiée







En traitement des images, en l'absence de modélisations fonc-
tionnelles fortes des phénomènes observés, les probabilités
p(fj (x) 1 x E Ci), ou plus généralement p(Ij 1 x E Ci) (qui
représente la probabilité, conditionnelle à la classe Ci, de l'infor-
mation fournie par l'image Ij ), sont apprises par dénombrement
sur des zones de test et on en déduit les probabilités des équations
6 et 7 par application de la règle de Bayes .
L'avantage essentiel des méthodes probabiblites vient de ce
qu'elles reposent sur une base mathématique solide et ont été l'ob-
jet de nombreux travaux . Elles proposent donc un éventail d'outils
très riche permettant aussi bien la modélisation (par exemple par
des familles de lois paramétriques aux propriétés bien étudiées)
que l'apprentissage des modèles (pour des lois paramétriques
ou non paramétriques) (voir par exemple, [LEE-87], [LUO-89],
[CHAU-95]) . Elles proposent également des règles d'usage soit
théoriques (bornes, valeurs asymptotiques) soit heuristiques (tests
d'hypothèses, critères de validité, tables de confiance) . Enfin la
modélisation probabiliste, soutenue par l'interprétation fréquen-
ciste largement répandue dans le monde de la physique et du
traitement du signal, est actuellement un concept universellement
partagé qui sert naturellement de base de comparaison aux autres
modélisations .
Mais les méthodes probabilistes sont également l'objet de cri-
tiques. Tout d'abord, si elles représentent bien l'incertain qui
entache l'information, elles ne permettent pas aisément de re-
présenter son imprécision, et elles conduisent souvent à confon-
dre ces deux notions. Ensuite, elles nécessitent que, lors de l'ap-
prentissage, des contraintes très strictes soient vérifiées par les
mesures (imposées par les axiomes de base des probabilités) et
par l'ensemble de classes considéré (exhaustivité) . Ces contraintes
peuvent rendre l'apprentissage très délicat (comment caractériser
des zones qui ne soient pas du blé en imagerie aérienne?), ou, si
le problème à traiter est complexe, conduire pratiquement à des
incohérences car l'utilisateur ne peut alors prendre en compte tout
le réseau des dépendances probabilistes (cas des boucles logiques
[PEAR-86b]) .
4.1.2. Modèles flous
Parmi les techniques non probabilistes qui ont fait leur apparition
depuis une dizaine d'années en traitement d'images (surtout en
imagerie satellitaire, puis, plus récemment, en imagerie médi-
cale), la théorie des ensembles flous fournit un très bon outil
pour représenter explicitement des informations imprécises, sous
la forme de fonctions d'appartenance [ZADE-65], [KAUF-77],
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où pil (x) désigne par exemple le degré d'appartenance de x à la
classe Ci selon l'image Ij , ou la traduction d'une information
symbolique exprimée par une variable linguistique (par exemple
[DELL-92]), etc .
On trouve dans la littérature essentiellement deux approches
pour l'utilisation des ensembles flous en traitement d'image
[BLOC-94a] : la première est de type plutôt symbolique et ex-
prime sous forme de règles floues l'appartenance de certaines
structures à une classe en fonction des mesures obtenues par
traitement d'image ; la deuxième utilise les ensembles flous pour
représenter directement les classes ou structures dans l'image, re-
couvrant spatialement les objets d'une mesure floue . Considérons
l'exemple de la classe « route » dans une image satellitaire . Dans
la première approche, on décrira la route sous forme linguistique
du type « une route est une structure plutôt allongée » . L'apparte-
nance d'un objet à la classe route sera alors représentée par une
fonction associant à sa longueur une mesure floue . Un algorithme
quelconque de détection de contours parallèles permettra alors
d'affecter aux objets qu'il détecte un degré d'appartenance à la
classe route suivant leur longueur. Dans la deuxième approche, la
route sera directement représentée sur l'image par un ensemble
flou, avec des degrés d'appartenance forts au centre de la chaussée
et voisins de 0 dans les champs ou les forêts .
Ces fonctions ne souffrent pas des contraintes axiomatiques im-
posées aux probabilités et offrent donc une plus grande souples-
se lors de la modélisation. Cette souplesse peut être considérée
comme un inconvénient puisqu'elle laisse facilement l'utilisateur
démuni pour définir ces fonctions . Dans la plupart des applica-
tions, cette définition est faite soit en s'inspirant directement des
méthodes d'apprentissage probabiliste, soit par des heuristiques,
soit par des méthodes neuromimétiques permettant d'apprendre
les paramètres de formes particulières de fonctions d'apparte-
nance, soit enfin par la minimisation de critères de classification
[BEZD-81] . L'inconvénient des ensembles flous est qu'ils repré-
sentent essentiellement le caractère imprécis des informations,
l'incertitude étant représentée de manière implicite et n'étant ac-
cessible que par déduction à partir des différentes fonctions d'ap-
partenance .
La théorie des possibilités [ZADE-78], [DUBO-88], dérivée des
ensembles flous, permet de représenter à la fois l'imprécision et
l'incertitude, par l'intermédiaire de distributions de possibilités
ir sur un ensemble S (qui sont des fonctions d'appartenance
à des ensembles flous) et de deux fonctions caractérisant les
événements : la possibilité II et la nécessité N, définies à partir
de la distribution de possibilité pour un événement A C S par
où Ac désigne le complémentaire de A (l'événement contraire) .
Des contraintes de normalisation sont introduites dans cette
théorie, plus faiblement que dans les probabilités
sup{ r(x), x E S} = 1, (11)
II(A) = sup {ir(s), s E A}, (9)
N(A) = inf {(1- ir(s)), s
e
A} = 1 - lI(A°), (10)
Une distribution de possibilité s'interprète comme une fonction
donnant le degré de possibilité pour qu'une variable prenne la
valeur s, S étant l'ensemble des valeurs que peut prendre la
variable . Dans le cadre de la fusion numérique d'images, une
application possible de cette théorie consiste à prendre S = D
(l'ensemble des classes) et à définir la mesure Mi par
MZ
(x) = Irj(Ci) (x),
(16)
c'est-à-dire comme le degré de possibilité pour que la classe à
laquelle appartient x prenne la valeur Ci, selon l'image Ij . La
possibilité et la nécessité pour une classe Ci s'écrivent alors
H
j
(Ci) = ir (Ci), Nj(Ci) =
inf {(1 -
irj(Ck)),
Ck :~ Ci} .
(17)
Pour un sous-ensemble quelconque A de D, la possibilité et la
nécessité sont calculées d'après les formules 9 et 10 .
4.1.3. Modélisation dans la théorie des croyances de
Dempster et Shafer
La théorie des croyances permet, de manière analogue à la
théorie des possibilités, de représenter à la fois l'imprécision et
l'incertitude, à l'aide de fonctions de masse m, de plausibilité
Pls et de crédibilité Cr [SHAF-76], [GUAN-91] . Les fonctions
de masse sont définies sur tous les sous-ensembles de l'espace
de discernement D (contenant par exemple les classes auxquelles
on s'intéresse) et pas simplement sur les singletons comme les
probabilités qui ne mesurent que la probabilité d'appartenance à
une classe donnée .
Cette fois, la normalisation ne porte que sur les fonctions de
masse
E




La difficulté de la définition des fonctions de masse est augmentée
ici si l'on veut affecter des masses aux hypothèses composées
[GARV 86], [LOWR-91] . Jusqu'à présent, il existe essentielle-
ment des méthodes heuristiques, qui calculent d'abord les masses
sur les singletons dans une image Ij par
mj({Ci})(x) = Mi (x), (19)
où M' (x) est estimée comme une mesure d'une des autres
théories exposées ci-dessus (probabilité, degré d'appartenance ou
de possibilité), puis répartissent les masses sur l'ensemble des hy-
pothèses composées, ou n'utilisent que certaines hypothèses com-
posées, dans une démarche simplificatrice [LEE-87], [RASO-90],
[CLEY 91], [ZAHZ-92] .
Cependant, la possibilité d'affecter des masses aux hypothèses
composées, et donc de travailler sur 2D plutôt que sur D constitue
un des avantages de cette théorie . Elle permet en effet une modéli-
sation très souple et très riche, en particulier de l'ambiguïté ou de
l'hésitation entre classes . De plus, cette théorie fournit explicite-
ment une mesure de l'ignorance que l'on a sur un événement A
et son complémentaire, comme longueur de l'intervalle de con-
fiance [Cr(A), Pls(A)] . Si l'on affecte des masses uniquement
aux hypothèses simples (m(A) = 0 pour Card(A) > 1), alors
les trois fonctions m, Cr et Pls sont égales et sont une proba-
bilité . Dans les cas plus complexes, ce n'est pas le cas et il n'y
a pas d'équivalence directe avec des probabilités . L'analogue des
fonctions de crédibilité et de plausibilité pourrait être obtenue
par exemple à partir de probabilités conditionnelles à des com-
portements pessimistes et optimistes respectivement, mais leur
formalisation serait beaucoup plus délicate que ce que propose la
théorie des croyances .
4.1.4. Postulats de base pour modéliser des fonctions de
confiance
La popularité des probabilités est essentiellement due à leur in-
terprétation fréquenciste5 , ou encore « objective », d'où découlent
directement les méthodes d'apprentissage, où l'on « compte »
le nombre d'occurences d'un phénomène . Cependant, cette in-
terprétation, assez récente puisqu'elle est directement liée à l'essor
des sciences physiques [SHAF-78], [SHAF-86], n'est pas toujours
acceptable quand il s'agit de modéliser un phénomène unique ou
quand des aspects plus subjectifs interviennent . De cette constata-
tion est née l'approche « subjectiviste » des probabilités . Il s'agit
alors de manière plus générale d'attribuer un degré de confiance
à un événement ou une opinion sans référence à sa répétition .
L' approche « subjectiviste » des probabilités suscite encore des
polémiques, et cela depuis de nombreuses années [KEMB-42],
[GOOD-59], [DUBO-93], la question clé étant : « les probabilités
subjectives doivent-elles être nécessairement additives? » . Ainsi,
ce sont les axiomes des probabilités qui sont ici remis en cause .
Sans entrer dans ce débat, rappelons que ces « axiomes » peuvent
en réalité être déduits d'un ensemble de postulats de base, dictant
intuitivement ce que l'on attend de degrés de confiance et d'une
logique inductive. Cette approche a donné lieu à une école des
probabilités subjectives, à la suite des travaux de Cox [COX-461 .
Le premier de ces postulats fondamentaux est celui de la cohé-
rence, ou encore de la non-contradiction. À des propositions qui
ont toutes la même valeur de vérité, on doit attribuer des confiances
égales. De plus, si un problème peut être résolu, à partir des mêmes
données, de plusieurs manières différentes, elles doivent toutes
conduire au même résultat et leurs conclusions ne doivent pas
être contradictoires .
5 . On trouve aussi le terme de «fréquentiste» dans la littérature, et il semble qu'il
n'y ait pas encore de consensus sur cette terminologie .
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I1(A) > 0 =~, N(A) = 0, (12)
N(A) > 0 = II(A) = 1, (13)
max[II(A), II(AC)] = 1, (14)
min[N(A), N(A° )] = 0 . (15)
Le deuxième postulat impose une continuité de la méthode ; on
ne souhaite pas de changement brutal dans un résultat si une des
données change un peu .
Le troisième postulat est celui de l'universalité ou complétude : à
toute proposition bien définie on doit pouvoir affecter un degré de
confiance. De plus, les degrés de confiance doivent pouvoir être
comparés .
Le quatrième postulat exprime que les énoncés doivent être sans
équivoque : les propositions doivent être bien définies, c'est-à-
dire qu'il doit être théoriquement possible de déterminer si une
proposition est vraie ou fausse .
Enfin, le dernier postulat interdit le refus d'information . Cela si-
gnifie qu'il ne faut pas tirer de conclusion à partir d'informations
partielles et qu'en particulier il est important de prendre en compte
la dépendance du contexte . Ce postulat répond aux théories clas-
siques des probabilités, où, pour atteindre l'objectivité, certains
types d'informations sont écartés .
Les postulats 2 et 3 conduisent à utiliser des nombres réels
pour représenter et comparer des degrés de confiance : un seul
nombre réel est nécessaire et suffisant pour représenter un degré
de confiance, et on passe continûment du vrai au faux .
Le postulat 1 entraîne l'existence de relations fonctionnelles entre
degrés de confiance .
Le postulat 4 impose que la logique symbolique classique, déduc-
tive, se retrouve comme cas particulier .
Le postulat 5 conduit au conditionnement hypothétique : le
degré de confiance dans une proposition Q n'est connu que
conditionnellement à un état de connaissance e qui représente des
informations reliées à la confiance dans Q et qui sont supposées
(ou crues) vraies. Un tel degré de confiance est noté [QI e] .
Le postulat de cohérence et le conditionnement hypothétique
imposent alors qu'il existe une équation fonctionnelle T reliant
[ABle] (degré de confiance dans « A et B » pour l'état de
connaissance e) et au moins deux des quantités [Ale], [AlBe],
[B] e], [BI Ae], et qu'il existe une relation fonctionnelle S entre les
degrés de confiance dans une proposition [Ale] et dans sa négation
[Ale] . On en déduit alors ([COX-46], [JAYN-57], [TRIB-72],
[DEMO-93]), à l'aide des règles de la logique classique imposées
par le postulat 4, la forme générale de T et S 6 . Les deux résultats
fondamentaux qui en découlent sont les relations bien connues
des probabilités composées (règle du produit) et du tiers exclu
(règle de la somme)
Tout le formalisme des probabilités trouve ainsi une base axioma-
tique indépendante des notions usuelles d'occurrence .
6
. Ces développements supposent que T et S sont deux fois différentiables . En
réalité, des résultats sur les équations fonctionnelles [ACZE-66] permettent de
réduire les hypothèses sur T .
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Les propriétés différentes sur lesquelles reposent les autres
modélisations présentées plus haut découlent de postulats qui
peuvent être différents de ces cinq postulats, soit par générali-
sation, soit par spécialisation, soit en acceptant une incohérence
interne, soit encore par substitution d'une propriété par une autre
[HORV 86] .
Ainsi, la théorie des ensembles flous peut-elle traiter des propo-
sitions non claires, par généralisation du postulat 4 . La règle
du produit (équation 20) déduite de la dépendance du contexte
est substituée par d'autres expressions de combinaison, du type
µ(AB) = min[ t(A), M(B)] (voir partie 4.2 .) .
Le postulat 2 (continuité) est violé dans la théorie des possibilités
et dans la théorie des croyances de Demspter et Shafer, puisqu'on
affecte deux mesures aux propositions (H et N ou Pls et Cr)
et non une seule . La propriété de complétude est généralisée
dans la théorie des croyances puisqu'il est possible d'avoir des
propositions bien définies auxquelles on n'affecte pas de degré
de confiance . De plus, la propriété de complémentarité (équation
21) n'est pas vérifiée, puisqu'on n'a que des relations du type
Pls(A) = 1 - Cr(A) .
Des exemples de spécialisation et d'incohérence interne se trou-
vent par exemple dans le système MYCIN [SHOR-75] .
4.2. COMBINAISON
Une fois les informations issues de chaque capteur représentées
selon un des modèles décrits précédemment, elles peuvent être
combinées, selon des règles propres au cadre théorique choisi.
Cette étape constitue à proprement parler la fusion des images .
Dans la suite, nous prenons l'exemple de la classification à partir
d'images multi-sources . Les Ci sont donc ici des classes .
4.2.1. Combinaison probabiliste et bayésienne
Dans le modèle probabiliste et bayésien, la fusion peut être
effectuée de manière équivalente à deux niveaux
- soit au niveau de la modélisation, et on calcule alors des
probabilités de la forme
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où les différents termes sont estimés par apprentissage ;
soit par la règle de Bayes elle-même, où l'information issue
d'un capteur vient mettre à jour l'information sur x estimée
d'après les capteurs précédents (c'est la seule forme utilisable
p(ABle) = p(AIBe)p(Ble), (20)
p(Ale) +p(Ale) = 1 . (21)
si les informations sont disponibles successivement et non
simultanément)
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Très souvent, étant donné la complexité de l'apprentissage à
partir de plusieurs capteurs et la difficulté d'obtenir des statis-
tiques suffisantes, ces équations sont simplifiées sous l'hypothèse
d'indépendance. Là encore, des critères ont été proposés pour
vérifier la validité de ces hypothèses .
L'avantage de cette théorie, du point de vue de la combinaison,
est qu'elle repose sur de solides bases mathématiques, et peut être
utilisée pour la mise à jour de réseaux complexes de connaissances
[PEAR-86a], [PEAR-86b] .
Cependant, elle est contrainte, comme pour la modélisation, par
les axiomes des probabilités, et son utilisation en pratique néces-
site souvent des hypothèses simplificatrices (comme l'indépen-
dance) rarement vérifiées . Elle nécessite de plus l'estimation des
probabilités a priori p(x E Ci ), qui est souvent délicate et est pri-
mordiale dans les cas où l'on a peu d'informations (distributions
très plates des probabilités conditionnelles) . Si, dans le cas du
traitement d'images, les probabilités conditionnelles peuvent être
souvent bien estimées par apprentissage à partir de fréquences
d'occurence, ce n'est en général pas le cas des probabilités a pri-
ori . Leur évaluation sort du cadre des probabilités fréquencistes
et fait souvent appel à des concepts plus subjectifs . La théorie
probabiliste et bayésienne combine les informations de façon con-
jonctive (voir partie 4.2.3.), ce qui conduit souvent en pratique à
un effondrement des probabilités des événements qui sont déduits
d'une longue chaîne de déduction . Enfin, elle ne permet pas de
modéliser l'ignorance pour la prendre en compte dans la combi-
naison .
4.2.2 . Combinaison dans la théorie des croyances
De même que l'équation de Bayes impose la règle de fusion en
probabilités, la règle de combinaison est imposée dans la théorie
des croyances (règle de combinaison orthogonale de Dempster
[SHAF-76]) et s'écrit (mj étant la fonction de masse définie pour
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Cette quantité mesure le conflit entre les sources et est donc
directement prise en compte dans la combinaison sous forme de
facteur de normalisation, ce qui constitue un avantage par rapport
aux méthodes probabilistes . Elle représente la masse qui serait
affectée à l'ensemble vide si l'on n'avait pas cette normalisation .
Il est important de prendre en compte cette valeur pour juger de
la qualité de la combinaison : celle-ci peut ne pas avoir grand
sens en cas de fort conflit et conduire à des décisions criticables .
Notons que cette mesure de conflit n'est pas une mesure absolue
mais dépend de la modélisation effectuée (en particulier de la
répartition des masses sur les différents sous-ensembles de D) .
À l'origine, cette règle de combinaison était réputée applicable
seulement sous l'hypothèse d'indépendance des sources . Il a été
montré [QUIN-89], [QUIN-91] que la règle est encore applica-
ble sans cette hypothèse, en s'appuyant sur l'analogie avec les
ensembles fermés aléatoires .
Lorsque les fonctions m, Cr, et Pls sont des probabilités (c'est-
à-dire lorsque les seuls éléments focaux sont des singletons), la loi
de combinaison de Dempster est cohérente avec les lois classiques
des probabilités . Cela fait donc apparaître les probabilités comme
la limite de la théorie des croyances lorsqu'il n'y a pas d'ambiguïté
et que seul l'incertain des données doit être pris en compte .
4.2.3 . Combinaisons floues et possibilistes
Dans la théorie des ensembles flous et des possibilités, de
multiples règles de combinaison sont possibles [DUBO-85],
[YAGE-911, et c'est là un de leurs avantages principaux . On y
trouve en particulier les T-normes, les T conormes [MENG-421,
[SCHW-83], les moyennes [YAGE-88], [GRAB-93], les sommes
symétriques, et des opérateurs prenant en compte des mesures de
conflit ou encore de fiabilité des sources [DUBO-92], [DEVE-93] .
Le choix d'un tel opérateur peut se faire selon plusieurs critères
pour la fusion d'images [BLOC-94b] .
Un premier critère est le comportement de l'opérateur . On dis-
tingue les opérateurs autonomes à comportement constant (tou-
jours conjonctif comme les T-normes, toujours disjonctif comme
les T conormes, toujours de compromis comme les moyennes 7 ),
les opérateurs autonomes à comportement variable (comme les
sommes symétriques), les opérateurs dépendant du contexte
(c'est-à-dire fonction d'une mesure globale comme le conflit ou
la fiabilité) .
À l'intérieur de chacune de ces trois classes d'opérateurs, un
deuxième critère de choix repose sur les propriétés que l'on
souhaite attribuer à l'opérateur : idempotence, ou au contraire
renforcement ou affaiblissement, etc .
7. Un opérateur F de combinaison floue est conjonctif si F(a, b) < min(a, b),
disjonctif si F(a, b) > max(a, b) et de compromis si min(a, b) < F(a, b) <
max(a, b), correspondant respectivement à un comportement sévère, indulgent,
ou prudent .
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sup {TN[7rl(s),ir2(s)], s E S},
	
(27)
où TN est une T-norme par exemple (une faible valeur de ce terme
de normalisation correspond à un fort conflit) . L'interprétation de
cette quantité en termes de conflit correspond bien à l'intuition
pour des distributions de possibilités en triangle ou en trapèze,
mais n'est pas très bien adaptée à des formes quelconques où un
seul point peut engendrer une forte valeur de conflit même si les
deux distributions ne diffèrent qu'en ce point .
Une caractéristique importante, commune à toutes les théories, de
ces opérateurs de combinaison est qu'ils fournissent un résultat de
même nature que les fonctions de départ (propriété de fermeture)
et qui a donc la même interprétation en termes d'imprécision et
d'incertitude . Ainsi, ils permettent de ne prendre aucune décision
binaire partielle avant la combinaison, ce qui pourrait conduire à
des contradictions difficiles à lever. La décision n'est prise qu'en
dernier lieu, sur le résultat de la combinaison .
4.3. DÉCISION
La dernière étape concerne la décision, par exemple le choix de la
classe à laquelle appartient un point . Cette décision binaire peut
être assortie d'une mesure de la qualité de cette décision, pouvant
éventuellement conduire à la rejeter .
La règle la plus utilisée pour la décision probabiliste et bayésienne
est le maximum a posteriori
L
Un troisième critère est son comportement par rapport à des
situations conflictuelles .
Enfin, ses capacités à discriminer des situations différentes cons-
tituent un dernier critère . Un opérateur peu discriminant est un
opérateur qui fournit le même résultat pour la combinaison de
données très différentes . Par exemple, la T conorme F(a, b) =
min(a + b, 1) sature très vite à 1, et on a ainsi F(0.5, 0.5) = 1,
F(0.1, 0.9) = 1, ou encore F(0.8, 0.8) = 1, alors que ces trois
situations ont des interprétations bien différentes .
Dans le cas de la théorie des possibilités, la combinaison de
distributions de possibilités n'est pas toujours normalisée (par
exemple si l'opérateur est une T-norme) . La normalisation fait
intervenir un terme qui peut s'apparenter au conflit de la théorie
des croyances mais qui a une nature beaucoup plus locale,
puisqu'il est du type
x E Ci si p(x E Ci 1 Il, . . ., Il)
(28)
= max {p(x e Ck I Il, . . ., Il), 1
< k < n},
mais de très nombreux autres critères ont été développés par les
probabilistes et des statisticiens, pour qu'ils s'adaptent au mieux
aux besoins de l'utilisateur et au contexte de sa décision : ma-
ximum de vraisemblance, maximum d'entropie, marginale ma-
ximale, espérance maximale, risque minimal, etc. Cependant, la
grande variété de ces critères laisse l'utilisateur à nouveau démuni
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devant la justification d'un choix et l'éloigne de l'objectivité
recherchée initialement par ces méthodes .
Les autres théories sont notamment plus pauvres sur ces critères ;
on trouve essentiellement
- pour les ensembles flous (et de manière analogue pour la théorie
des possibilités), le maximum des degrés d'appartenance
x c Ci si pi(x) = max {ak(X), 1 < k < n}, (29)
où µk désigne la fonction d'appartenance à la classe k résultant
de la combinaison ;
- pour la théorie des croyances, plusieurs règles sont possibles
[APPR-91] : le maximum de plausibilité
x E Ci si Pls(Ci)(x) = max {Pls(Ck)(x), 1 < k < n},
(30)
le maximum de crédibilité
x E Ci si Cr(Ci)(x) = max {Cr(Ck)(x), 1 < k < n},
(31)
le maximum de crédibilité sans recouvrement des intervalles de
confiance (sans risque d'erreur)




cette dernière condition étant particulièrement stricte .
La qualité de la décision est mesurée essentiellement selon deux
critères
- le premier porte sur la « netteté » de la décision : la mesure
(probabilité, degré d'appartenance, etc .) associée à la décision
est comparée à un seuil, choisi selon les applications ;
- le deuxième porte sur le caractère « discriminant » de la décision,
évalué par comparaison des deux valeurs les plus fortes .
La décision peut également être remise en cause si la combinaison
elle-même est criticable . C'est le cas par exemple si toutes les
hypothèses faites se révèlent a posteriori non vérifiées, ou encore
si le conflit entre les sources est trop fort, ce qui peut invalider
toute la fusion dans la théorie des croyances .
Dans les cas où les mesures de qualité de la décision ne sont pas
satisfaisantes, plusieurs attitudes sont possibles
- simplement signaler que la décision prise n'est pas fiable,
- refuser la décision en créant une classe de rejet,
-examiner les points concernés à la lumière d'autres informations
(de type contextuel par exemple sur les images, comme le
font les techniques markoviennes ou de relaxation dans les
approches probabilistes) .
Le choix d'une de ces attitudes est très lié au problème traité
et repose beaucoup sur des heuristiques dans la plupart des
applications .
5. Conclusion
Nous avons montré dans cet article l'importance de l'étape de
modélisation des connaissances dans la résolution du problème
de fusion pour le traitement d'images . Nous avons insisté sur les
éléments importants qui permettent de choisir une modélisation
adaptée. Nous avons vu qu'ils relevaient d'une part de la scène
que l'on traite par le biais de l'imprécision et de l'incertitude
attachées aux mesures que l'on en fera, d'autre part de l'appli-
cation que l'on vise par l'intermédiaire de grandeurs abstraites
mais fondamentales qui président à l'association des mesures
hypothèses du tiers exclu, complétude et complémentarité des
connaissances, sévérité, tolérance ou prudence des combinaisons,
etc. On a ainsi pu constater que le formalisme théoriquement le
mieux fondé, celui de la modélisation probabiliste, était aussi le
plus contraignant (puisqu'il ne laisse aucune place à des adap-
tations à un problème particulier) mais aussi le plus exigeant (il
impose non seulement que de nombreuses lois soient connues,
mais également qu'elles vérifient entre elles de strictes contraintes
de cohérence). En échange, il fournit un cadre conceptuel riche,
mais auquel les notions d'ignorance et d'imprécision font défaut .
Au contraire, les théories des croyances, des ensembles flous et
des possibilités permettent de modéliser à la fois l'imprécision et
l'incertitude . La théorie des croyances laisse une place centrale à
l'ignorance et permet une modélisation plus riche, mais elle de-
meure rigide quant à la combinaison des informations . La théorie
des ensembles flous et des possibilités propose un cadre beau-
coup plus souple sur ce dernier point, permettant de manipuler
des concepts subjectivement définis et de les associer d'une façon
très adaptée à une connaissance que nous avons sur l'application .
Bien que nous nous soyons focalisés sur les problèmes spécifiques
du traitement d'images pour la fusion de données, la plupart des
méthodes décrites et des arguments invoqués sont exploitables
pour des problèmes de fusion de données d'autres types, même
hétérogènes .
Il n'est pas évident aujourd'hui que dans les conditions pra-
tiques que l'on rencontre en imagerie, il soit toujours possi-
ble de tirer profit des bénéfices des approches probabilistes, les
autres méthodes pouvant se montrer soit plus souples soit plus
robustes. Il est cependant assez partagé que les méthodes prob-
abilistes conduisent souvent aux solutions optimales lorsqu'elles
sont appliquées dans des conditions idéales de connaissance des
phénomènes observés et de leurs perturbations . Elles consti-
tueront donc très souvent une sorte de « cas limite » pour adapter
les autres méthodes à des cas imparfaits, en particulier pour l'étape
de modélisation des informations, cas limites vers lesquels on
s'efforce de tendre, pour des problèmes où des combinaisons de
type conjonctif s'imposent, lorsque, par exemple, notre connais-
sance des lois a priori ou conditionnelles s'améliore, ou que la
notion d'ignorance, souvent nécessaire, s'estompe .
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