Abstract: An effective and efficient visual word selection method based on Bag-of-features (BoF), which can be applied to the pedestrian detection problem, is proposed in this paper. We first calculate the difference in the total appearance frequency of each visual word in pedestrian and non-pedestrian images. Visual words that exhibit greater absolute values are more efficient for pedestrian detection, and are thus selected. The effectiveness of the proposed method is validated by analyzing the distribution of selected feature points. Through this analysis, we find that discriminative feature points for pedestrian images are mainly located about the lower body, whereas those for non-pedestrian images are mainly located in background areas. Experimental results show that, using the proposed method, the detection rate for the Daimler-DB datasets exceeds 92.5%, whereas the miss rate is less than 6.8%. More-over, the time required for learning and detection can be reduced by approximately 50%, with no significant degradation in precision, using the proposed method, even if only 40% of the visual words are selected.
Introduction
Over the past twenty years, research has moved toward intelligent systems that predict dangerous situations and anticipate accidents [1] , [2] . These are known as advanced driver assistance systems, in the sense that they help the driver by providing warnings, assisting in decision-making, and even automatically taking evasive action. However, many challenges remain, especially the rapid, high-precision detection of pedestrians.
The simplest technique for determining the initial location of an object is the sliding window method, whereby detector windows at various scales and locations are shifted over the image. However, the computational cost of high-precision detection in every sliding window is often too high to allow for real-time processing [3] - [5] . To speed up the process, pedestrian detection is often decomposed into a two-stage procedure to reduce the search area. First, the system defines a region of interest (ROI), which is possibly associated with a potential pedestrian. The Haar wavelet-based cascade framework [6] is a powerful tool for ROI selection, and can be combined with AdaBoost [7] to construct a classifier. Second, detection is validated by a high-precision identification method for the ROI. However, this process also suffers from certain limitations, particularly when the pedestrian is not positioned in the middle of the ROI search window.
Many current image classification methods represent images as collections of independent patches characterized by local visual descriptors. These are quantized by vectors using the clustering algorithm (e.g. K-means) to produce so-called visual words [8] , [9] . The introduction of such visual words has allowed significant advances in image classification, especially when combined with bag-of-features (BoF) models [10] . One advantage of BoF is that the frequency histogram is independent of the location of the local feature, and is very useful in detecting the image of a pedestrian under a position shift. Although not every visual word created by K-means leads to an efficient classification, compact visual codebooks present advantages in both computational efficiency and memory usage. A compact and discriminative visual vocabulary has been proposed by [11] . Their approach hierarchically merges the visual words in a large initial vocabulary, and requires the new histograms to maximize the conditional probability of the true labels of the training images. This is a rigorous but complicated criterion that involves nontrivial computation after each merging operation. Consequently, this method has a heavy computational load when dealing with large-sized initial visual words.
Many visual word selection methods have subsequently been proposed [12] , [13] , but it seems to be difficult to achieve both speed and good discrimination.
In this paper, we consider two-class classification problems, and propose a very simple method to reduce the dimension of the classifier by setting a limit value to remove irrelevant and redundant visual words. Our method calculates the difference in the total appearance frequency for each visual word of the pedestrian and non-pedestrian images. The visual words that exhibit greater absolute values are considered to be more efficient for pedestrian detection, and are selected. Experimental results show that the proposed method retains almost the same detection accuracy when only 40% of the visual words are selected.
In the remainder of this paper, we first introduce the process of pedestrian detection using the BoF method, before describing our approach and presenting experimental results and conclusions.
Pedestrian Detection Based on BoF
In this section, we describe the process of pedestrian detection using a BoF approach, and examine some existing problems. BoF is an object classification method that ignores the positional information of the local features extracted from the images, and uses the occurrence frequency histogram of visual words as the training data to construct a classifier. Fig. 1 shows the basic flowchart of BoF pedestrian detection, which consists of a training stage and a testing stage. In the training stage, local features are extracted from the training samples, and are clustered into a number of groups by some clustering algorithm. After clustering, the visual vocabulary is built, and the frequency histogram of each visual word is calculated. The frequency histogram derived from the visual vocabulary is considered to be the input classifier, and this is trained by some machine learning algorithm. In the recognition stage, the frequency histogram of local features extracted from the test samples is calculated in the same manner, and the constructed classifier makes decisions based on this frequency histogram.
Typical machine learning methods include decision tree learning, artificial neural networks (ANN), support vector machines (SVM), etc. In our experiments, we use SVM because it is effective when the training data consists of a small number of samples in high-dimensional spaces.
Details of each process are described below.
Local Feature Extraction
To describe the image, we must extract features from the input images. Typically, three local feature extraction methods are used: interest point sampling, regular dense sampling, and random sampling. Interest point detection is often used because of its good performance in some fields. The scale invariant feature transform (SIFT) [14] and speeded up robust features (SURF) [15] are two typical methods based on interest point feature extraction. SIFT can robustly identify objects even among clutter and under partial occlusion, because the SIFT feature descriptor is invariant to uniform scaling, orientation, and partially invariant to affine distortion and illumination changes. However, SIFT needs to structure the Gaussian scale space to find interest points, and therefore cannot always extract enough features for low-resolution pedestrian images. To obtain better discriminative power, we utilize a regular dense sampling method, known as dense-SIFT descriptors. This is roughly equivalent to running SIFT on a dense grid of locations at a fixed scale and orientation, but without the need to structure the Gaussian scale space to find interest points.
Forming the Visual Vocabulary and Frequency Histograms
Various clustering methods can be used to form the visual vocabulary, such as k-means [16] , affinity propagation [17] , self-organizing maps [18] , fuzzy c-means [19] , etc. Each method has its strengths, but inevitably has some weaknesses. In terms of a combination of efficiency and accuracy, k-means is a satisfactory clustering method.
Visual vocabularies are created as follows. After extracting a large number of local patch descriptors (here, dense-SIFT descriptors) from a set of training images, k-means clustering is used to group these descriptors into k clusters, where k is predefined. The center of each cluster is called the "visual word," and a set of visual words forms a "visual vocabulary." Each image descriptor is then labeled with the most similar visual word, according to the Euclidean distance between the two, and the image is characterized by a k-dimensional histogram of the number of occurrences of each visual word. The frequency histogram of each visual word forms the training data that is input to the SVM.
SVM Classifier
SVM is a well-known statistical learning method [20] . The objective of SVM learning is to find a hyperplane that maximizes the inter-class margin of the training samples. Feature vectors are projected into a high-dimensional space by a kernel function. The final SVM classifier is given by the following expression. 
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where are support vectors and is the kernel function. There are several common kernel functions, such as a linear kernel, polynomial kernel, radial basis function (RBF) kernel [21] , etc. The choice of kernel function is dependent on the data and application. We tested each kernel function, and found that an RBF kernel gives the best performance without any obvious deterioration in efficiency. Thus, in our experiments, we use an RBF kernel.
Overview of Our Approach
One disadvantage of the dense regular grid is that a large number of redundant features are included in the visual vocabulary, meaning more time will be spent on feature extraction and classification during the training and recognition stage. A simple and efficient visual vocabulary is expected to speed up learning and classification. Hence, we propose a method to reduce the dimension of the classifier by setting a limit value to remove irrelevant and redundant visual words. A brief overview of this approach is given in Fig. 2 . First, the quantization histograms obtained from each training image are divided into positive images and negative images ( Fig. 2(a) ). The total frequency histograms for positive sample and negative sample are then computed by the following equation, as shown in Fig. 2(b) . Next, we normalize the two total frequency histograms as
The difference between and is calculated to obtain the difference vector (Fig. 2(c) )
If is positive, this visual word is effectively classified as a positive sample, and vice versa. The larger the absolute value of , the more beneficial the x-th feature to the classification.
The visual words are sorted in descending order of absolute value, and a limit value L is set to determine the expected size of the new visual vocabulary to be preserved ( Fig. 2(d) ). Visual words for which is below the limit value L are considered to be redundant, and are screened out of the original dictionary. The remaining L visual words comprise a new visual vocabulary (shown in Fig. 2(e) ). Next, the corresponding dimensions of the original histograms are removed according to the new visual vocabulary. The new frequency histogram of the visual vocabulary forms the input to the classifier, which is trained by the SVM.
Experimental Results
In this section, we evaluate the performance of our proposed method in terms of its detection rate and processing time. In addition, we analyze the distribution of discriminative features by visualizing the selected features. We implement our proposal method using Matlab, and use the open-source toolbox VLFeat [22] to extract SIFT features and form the visual vocabulary. We use the LibSVM [23] to train the classifier, which is integrated software for support vector classification.
Experimental Conditions
We used the Caltech Pedestrians [24] , DaimlerChrysler Pedestrian Classification Benchmark (Daimler-CB) [25] , and Daimler Pedestrian Detection Benchmark (Daimler-DB) [26] datasets to conduct a series of experiments.
These datasets were collected by the on-board camera within a vehicle, and include images of pedestrians from different viewpoints.
In our experiments, we applied training to these three datasets, and created the detectors respectively. The sizes of both the training and test images were uniformly fixed at 48 × 96 pixels.
We sampled SIFT features densely over 4-pixel intervals, with a block size of 8 × 8 pixels. This results in 256 SIFT feature points being extracted from each 48 × 96 pixel sample. Using the dense-SIFT feature descriptors calculated from all training samples, we undertook k-means clustering of the features to form a
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Volume 10, Number 1, January 2015 visual vocabulary. The SVM detectors were then trained using RBF kernels. The performance of SVM classifier depends on the choice of the regularization parameter C and the kernel parameters . We use the grid search with cross-validation to determine the optimal values of the parameters C and . Experimental results show that the classifier attains optimal performance when C = 16 and .
Detection Accuracy with Various Sizes of Visual Vocabulary
To clarify the relationship between the detection accuracy and the size of the visual dictionary, and determine the initial number of visual words in the proposed method, we conducted the following experiment.
We randomly selected 3000 pedestrian and 3000 non-pedestrian images from the Caltech, Daimler-CB, and Daimler-DB datasets as the training samples. For the test samples, 3000 pedestrian and 3000 non-pedestrian images were selected from the remainder of each dataset.
We varied the size of the initial visual vocabulary X from 200 to 2000, and tried to ascertain the optimal value for each dataset. The detection accuracies for different X are shown in Fig. 3 .
The results in Fig. 3 show that optimal detection accuracy of each dataset is achieved when X is around 500. Thus, in the following evaluations, the initial number of visual words X is set to 500. 
Detection Accuracy with Various Sizes of Selected Visual Word
In this section, we describe the relation between the limit size L of the visual vocabulary and the detection accuracy for the three datasets.
Using an initial visual vocabulary size X = 500 for training and testing images, the value of L was varied from 400 to 100. The detection accuracy at different L values is shown in Fig. 4 . The results show similar results for the three datasets, with small variations in accuracy when L ≥ 200. This implies that 200 efficient visual words in the original visual vocabulary produces almost the same performance as using all 500 visual words. In addition, the detection precision decreases more quickly when L < 200. These results show that the proposed method retains similar detection accuracy when only 40% of the visual words are selected. Thus, we can set L = 0.4X without significantly affecting the accuracy.
Evaluation of Pedestrian Detection by Cross Experiments
In this section, we evaluate the proposed method for pedestrian detection using the following cross experiment. First, we set X = 500 and L = 200. We randomly selected 3000 pedestrian images for Groups A and B, and 3000 non-pedestrian images for Groups C and D from the Daimler-DB dataset. Different combinations of these groups were then used to perform the cross experiment. Table 1 shows the experimental results. We found that the detection rate for each group was greater than 92.5%, and the miss rate was less than or equal to 6.8%. This confirms that the proposed method is effective for pedestrian detection applications.
Visualization of the Discriminative Feature Points
We now analyze the distribution of selected feature points from pedestrian and non-pedestrian images, and present the average number of discriminative features in the pedestrian images. In addition, we discuss the causes of false positive (FP) and false negative (FN) results. 5 shows the result of sorting the difference vector obtained from the process in Fig. 2(d) with an initial visual dictionary size X = 500. The horizontal axis represents the number of visual words, and the vertical axis represents the difference in the total occurrence frequency of each visual word between the pedestrian and non-pedestrian images. Visual words for which the difference is positive are considered to contribute to the determination of pedestrians, whereas negative values imply that the visual word contributes to the determination of non-pedestrian objects. As shown in Fig. 5 , we defined the top 100 visual words for determining pedestrians as , and the 100 visual words that best represent non-pedestrian objects as . In the pedestrian images in Fig. 6(a) , it can be see that feature points are mainly located about the body, whereas are mainly located in the background. In the rejected non-pedestrian image shown in Fig.  6(b) , the distribution of feature points varies widely, but there are many more feature points than . In the FN image in Fig. 6(c) , the points are again mainly located about the body, but there are fewer than in the TP image. We suspect this is because FN images have complicated backgrounds, which will affect the detection accuracy. In contrast, in the FP image, the points are in the majority, and so this image was determined to contain a pedestrian. 
Processing Time Performance
In this section, we study the relationship between the processing time and the number of selected visual words L. We compare the SVM runtime on the same desktop with an Intel i3-540 CPU and 2 GB RAM. Fig. 7 . Change in recognition time with L using 6000 images. Fig. 7 shows that the recognition time increases with the value of L for 6000 images. As mentioned above, the detection accuracy is not obviously reduced as L is decreased to 200. Thus, the experimental results show that the classification time required by the SVM can be reduced by about 50% using the proposed method, without any significant degradation in accuracy, even if only 40% of the visual words are selected. 
Average Distribution of the Selected Feature Points
In this section, we analyze the average distribution of selected feature points from TP, TN, FN, and FP images.
We randomly selected 500 correctly classified pedestrian and non-pedestrian images for the TP and TN dataset, and 500 incorrectly classified pedestrian and non-pedestrian images for the FN and FP dataset from the classification results of Section 4.4. We then examined the average number of selected discriminative features of each set.
To compare the difference in the feature point distribution of pedestrian and non-pedestrian images, we divided each detection window into 11 × 22 grids, and computed the average number of feature points in each cell. Fig. 8 shows the average distribution of and feature points in TP, TN, FN, and FP image sets. The white area indicates a large number of feature points in the figure, and the black area indicates the opposite.
The figure shows that, for pedestrian images (TP or FN), feature points are mainly located about the body, and points are primarily in the background. This is because features located in the background are highly consistent with those extracted from non-pedestrian images. In the non-pedestrian images (TN or FP), both and are uniformly distributed in the images. This is because the position of changes with the content of the non-pedestrian images.
Furthermore, in the pedestrian images, are mainly located in the lower body areas. We speculate that this is because, in pedestrian images, feature points located around the shoulder areas suffer more interference with the background, so the discriminative features are mainly distributed in the lower part of the body. Fig. 8 also shows the average number of selected discriminative feature points for each image set. It can be seen that the average number of points in TP images (85.9) far outweighs that of (39.7), but in the TN images, the number of points (67.5) outweighs that of (57.4). This is the greatest difference between the TP and TN images. In contrast, in the FN images, the count of (63.4) is close to (57.6), whereas in the FP images, (74.5) far outweighs (47.6). Overall, it can be said that the number of discriminative features is a significant factor in the detection accuracy. Furthermore, an unknown image can be determined to contain a pedestrian when the count is greater than the count, but if is in the majority, the classification result is more likely to be a Volume 10, Number 1, January 2015 non-pedestrian image.
Conclusion
This paper presented a method of obtaining a compact and discriminative visual vocabulary for pedestrian detection. Our visual word selection method calculates the difference in the total appearance frequency of each visual word in pedestrian and non-pedestrian images. The visual words that exhibit greater absolute values are considered to be more efficient for pedestrian detection, and are thus selected. In addition, we investigated the distribution of discriminative feature points belonging to the selected visual words from pedestrian images and non-pedestrian images. As shown by the experimental results, discriminative feature points in the pedestrian images are mainly located in body areas, whereas the feature points are uniformly distributed in non-pedestrian images. The experiments also showed that the learning and detection process can achieve similar precision in about 50% of the time using the proposed method, even if only 40% of the visual words are selected. In future work, more theoretical and experimental studies will be conducted to analyze the performance of our method.
