Recently, Bode and Irnich ('Cut-First Branch-and-Price-Second for the Capacitated Arc-Routing Problem', Operations Research, 2012, doi: 10.1287/opre.1120.1079) presented a cut-first branch-and-price-second algorithm for solving the capacitated arc-routing problem (CARP). The fundamental difference to other approaches from the literature for exactly solving the CARP is that the entire algorithm works directly on the typically sparse underlying graph representing the street network. This enables the use of highly efficient dynamic programming-based pricing algorithms for solving the column-generation subproblem also known as the pricing problem. The contribution of this paper is the in-depth analysis of the CARP pricing problem and its possible relaxations, including the construction of new labeling algorithms for their solution, and comprehensive computational tests on standard benchmark problems. We will show that a systematic variation of different relaxations provides a powerful approach to solve knowingly hard instances of the CARP to proven optimality.
technique in column generation (Lübbecke and Desrosiers 2005, Desaulniers et al. 2005 ) because pricing problems in routing applications are typically strongly N P -hard elementary shortest-path problems with resource constraints (ESPPRC, Irnich and Desaulniers 2005) . In fact, many successful column-generation approaches play with the trade-off that different pricing problems relaxations offer Villeneuve 2006, Baldacci et al. 2011a) . Stronger relaxations produce tighter lower bounds, but come at the cost of being harder to solve leading to longer computation times in the pricing subproblem. The branch-andprice approach in ) made use of just one relaxation producing 2-loops free tours (Benavent et al. 1992 ). This relaxation is particularly beneficial because it is compatible and at the same time indispensable for branching on followers. Actually, branching on followers and non-followers is the only effective technique known to guarantee the integrality in branch-and-price when pricing is performed on the original sparse network. already showed that pricing relaxations based on k-loop elimination produce better root node lower bounds. However, for these and other possible relaxations it remained unclear how integer solutions can be computed using the aforementioned branching scheme. For k-loop elimination, the companion paper provides an answer to this question by developing an efficient labeling algorithm for loop elimination when two task sets have to be handled (one resulting from elementarity constraints and one from branching). The paper at hand is intended to compare these and other relaxations including ng-route relaxations by Baldacci et al. (2011a) when combined with state-of-the-art pricing heuristics and acceleration techniques in a branch-and-price for the CARP. We will discuss and empirically analyze the trade-offs between hardness of pricing and strength of lower bounds for various pricing relaxations. As a result, we are able to compute new best lower bounds and optimal solutions for several knowingly hard CARP instances from the benchmark sets of , , and .
The remainder of this paper is structured as follows: The next section defines the CARP and briefly summarizes the cut-first branch-and-price-second approach presented in . Section 3 presents the pricing problem, and discusses well-known and also new pricing relaxations. Several acceleration techniques for solving the shortest-path subproblems via dynamic-programming labeling algorithms such as bidirectional pricing, bounding, and scaling are summarized and adapted to the new relaxations in Section 4. In Section 5, we presents comprehensive computational results and final conclusions are drawn in Section 6.
Cut-First Branch-and-Price-Second for the CARP
The CARP has been introduced by Golden and Wong (1981) and studied intensively both from a heuristic and exact algorithm point of view. Heuristics and metaheuristics are essential for computing good upper bounds. Some prominent and successful approaches from the literature include approaches based on tabu search , genetic or memetic algorithms , guided local search , variable neighborhood search , ant colony optimization , and many more. A survey on heuristic methods is (Prins 2013) . On the other hand, there are several approaches for computing good lower bounds. Pure polyhedral approaches to the CARP are discussed in (Letchford 1997 , Belenguer and Benavent 1998 , Ahr 2004 . At the moment, it seems that the most successful exact solution approaches are all based on a combination of cut-and-column generation. Gómez-Cabrero et al. (2005) and proposed column generation-based algorithms, where either initially computed cuts are added to the column-generation master program or a cutting-plane algorithm is applied during and after the column-generation process. Thereafter, a branchand-bound procedure follows in . Their branching scheme is not complete meaning that they can only guarantee integer deadheading flows, but route variables may remain fractional.
Complete exact methods were recently presented in (Bartolini et al. 2012, Bode and . The first method consists of computing a cascade of non-decreasing lower bounds, enumerating all routes with reduced cost smaller than the integrality gap of upper bound minus the best lower bound, and finally solving the master program with a (general purpose) mixed integer-programming solver. Note that make intensive use of a transformation of the CARP into a generalized vehicle-routing problem (GVRP) so that route generation is performed on a dense graph. In contrast, the sparsity of the CARP 2 network is heavily exploited by , where in the first phase a cutting-plane algorithm is applied to initialize the column-generation master program and in the second phase the branch-and-price algorithm is executed. This general approach will be explained in detail in Sections 2.2 and 2.3. A comprehensive overview on exact CARP approaches is given in (Belenguer et al. 2013 ) and recent surveys on both heuristic and exact approaches are (Wøhlk 2008, Corberán and Prins 2010) .
Notation and Definition of the CARP
For the formal definition of the CARP, we assume an undirected and simple graph G = (V, E) with node set V and edge set E. In applications, this graph G is typically sparse so that |E| ≤ ∆|V | holds for a small number ∆ > 0. A distinguished node d ∈ V is given representing the depot. All edges e ∈ E have an associated non-negative integer demand q e ≥ 0 and those with positive demand form the subset E R ⊆ E of required edges. Required edges have to be served exactly once. All edges e ∈ E, either required or not, can be traversed without providing service (=deadheading). CARP costs consist of two components, that is, service costs c serv e for servicing required edges e and deadheading costs c e for all edges e deadheaded. A tour is an Eulerian subgraph (V , E ) of G with V ⊆ V and E ⊆ E, where d ∈ V holds and E may contain copies of edges. In fact, E is a multi-set. By definition, a Eulerian subgraph is connected and all its nodes have an even and positive node degree. A feasible tour serves a subset E s ⊆ E with demand e∈Es q e not exceeding the vehicle capacity C. It is assumed that all other edges E d := E \ E s are deadheaded (counting copies appropriately). Moreover, it must be elementary meaning that E s is a simple set and does not contain copies of parallel edges. An optimal CARP solution is a cost-minimal set of feasible tours such that every required edge e ∈ E R is serviced by exactly one tour. Note that there might exist a huge number of Eulerian paths for a given Eulerian subgraph, i.e., the same feasible tour might be represented by several possibilities of traversals.
Some authors define the CARP for an unlimited fleet of vehicles (Belenguer and Benavent 2003 , others fix the number of vehicles Irnich 2012, Belenguer and Benavent 1998) . Here, the fleet size is also fixed to the minimum number K of required vehicles (computed by solving a bin-packing problem) and we assume that each vehicle of the homogeneous fleet has capacity C and is stationed at the depot d.
Throughout this paper, we use the following standard notation: Given a subset S ⊆ V , the cut set δ(S) (the set E(S)) is the set of edges with exactly one (both) endpoint(s) in S. The subscript R indicates the restriction to subsets of required edges so that δ R (S) = δ(S) ∩ E R and E R (S) = E(S) ∩ E R holds. For simplicity, the abbreviation δ(i) is used instead of δ({i}) (also δ R (i) for δ R ({i})). Given a subset F ⊆ E and any parameter or variable y, the term y(F ) stands for e∈F y e .
Cutting-Plane Generation: First Phase
The first phase of the algorithm presented in consists of the generation of a relevant set of valid inequalities that are later added to the column-generation formulation. Solving the following one-index formulation with a cutting-plane procedure, the added inequalities are those that are binding at the end.
The one-index formulation was first considered independently by Letchford (1997) and Belenguer and Benavent (1998) . It can be used for computing lower bounds, which are known to be optimal or very tight at least for small and medium-sized instances. However, the one-index formulation is a relaxation of the CARP, since its associated integer polyhedron generally contains infeasible solutions. It uses aggregated deadheading variables y e ∈ Z + one for each edge e ∈ E. The attribute aggregated refers to the fact that y e counts the deadheadings over edge e performed by all K vehicles together. The one-index formulation reads as follows:
The objective (1) minimizes the costs of all deadheadings (note that service costs are constant and therefore irrelevant for routing decisions). The capacity inequalities (2) require that there are at least 2K(S) traversals (services and deadheadings) over the cutset δ(S). Herein, K(S) is the minimum number of vehicles needed to service the edges E R (S) ∪ δ R (S). The number K(S) can be approximated by q(E R (S) ∪ δ R (S))/C and computed exactly by solving a bin-packing problem. Furthermore, the odd-cut inequalities (3) ensure for each subset S with an odd number of required edges in the cut δ(S) that at least one deadheading is performed. Belenguer and Benavent (2003) introduced disjoint-path inequalities as another class of valid cuts for the CARP. The idea is to consider not only the demand of E R (S) ∪ δ R (S) but also the demand on a path from the depot to the set S. The general form of all valid inequalities (including disjoint-path inequalities) can be written as e∈E d es y e ≥ b s for s ∈ S where S is the set of all inequalities and d es the coefficient of edge e in a particular cut indexed by s.
Branch-and-Price: Second Phase
In the second phase of the algorithm presented in , a restricted master program is iteratively reoptimized and variables with negative reduced costs are generated at each iteration. To obtain integer solutions a branching scheme is applied.
Master Program
The master program is derived by a Danzig-Wolfe decomposition from the two-index formulation by Belenguer and Benavent (1998) extended by additional cuts from the first phase. Because a homogeneous fleet of vehicles is assumed, an aggregation over all vehicles is applied. As a result, the column-generation formulation contains two sets of variables. On the one hand, there are variables λ r ≥ 0, one for every efficient feasible route r ∈ Ω, where efficient means that no deadheading along a cycle in G is performed. On the other hand, variables z e ≥ 0 for every edge e = {i, j} ∈ E indicate a deadheading along the cycle (e, e) = (i, j, i).
Letx er andȳ er be the number of times a route r services and deadheads through an edge e, respectively. The linear relaxation (MP) of the extensive formulation reads then:
s.t.
r∈Ωx er λ r = 1 for all e ∈ E R (6)
The objective (5) consists of minimizing the costs of the routes plus the costs of deadheading along simple cycles. Each required edge must be covered by one route (6). Both route variables λ r and cycle variables z e are impacted by the additional cuts from phase one. For a specific cut s ∈ S, the route r ∈ Ω has the coefficient d sr = e∈E d esȳer , and the respective coefficient of the cycle variable z e is 2d es . Thus, the general form of cuts from the one-index formulation can be transformed into the reformulated cuts (7). Since the number of vehicles is fixed, exactly K routes are used (8) and all variables are non-negative (9).
Note that the exact integrality condition for the integer master program (IMP) is neither λ ∈ Z Ω + and
The first condition is sufficient, but not necessary, because integer solution can sometimes be reconstructed from fractional λ variables . The latter conditions (10) are necessary, but not sufficient, see Section 2.3.3 on branching.
Pricing Problem
Because the restricted master program (RMP) is initialized with a proper subset of route variables λ r , missing variables with negative reduced costs must be priced out. In fact, the task of the pricing problem is the generation of those variables. Let π = (π e ) e∈E R be the vector of dual prices for covering constraints (6), β = (β s ) the vector of dual prices for active valid inequalities (7), and µ the dual price to the generalized convexity constraint (8). Reduced costs for service and deadheading are defined as follows:
− π e for all e ∈ E R andc e = c e − s∈S d es β s for all e ∈ E.
With binary variables x e for e ∈ E R indicating service and integer variables y e for e ∈ E for deadheading, the pricing problem to (π, β, µ) is:
The objective (12) is the minimization of the reduced costs. Constraints (13) ensure connectivity of all required edges serviced. An even node degree is guaranteed by (14) using auxiliary integer variables p i , one for each node i ∈ V . Constraint (15) is the capacity constraint. Obviously, whenever deadheading gives no profit, i.e.,c e ≥ 0 for all e ∈ E, it is not efficient to have cycles consisting only of deadheading. However, the two-index formulation, from which derived the master program and pricing problem, allows deadheading cycles denoted as extended k-routes in (Belenguer and Benavent 1998) . These extended k-routes correspond to extreme rays of the polyhedron formed by (13)-(16). The variables z e in the master program (5)-(9) model cycles (e, e) = (i, j, i) for each edge e = {i, j} ∈ E. Additional variables in this master problem (the primal problem) correspond to inequalities in the associated dual problem. Therefore, the variables z e give dual inequalities of the form s∈S d es β s ≤ c e for all e ∈ E. These dual inequalities result in a stabilization of the dual variables β s (Ben Amor et al. 2006) . Moreover, the algorithmic advantage for pricing is the guarantee that the reduced costsc e of deadheadings over all edges are non-negative. The algorithms presented in Section 3 substantially rely on that property.
Note that optimal CARP tours require only the knowledge of the Eulerian subgraphs (V , E ) and the partition of E into served edges E s = {e ∈ E : x e = 1} and deadheaded edges E d . The pricing problem is in fact not a routing problem, since the ordering of serviced and deadheading edges is irrelevant. However, the only viable approach known to us for solving the pricing problem is to compute paths. Hence, we solve a routing problem and herewith determine an ordering of serviced and deadheading edges. We will see that this ordering is also crucial for the branching scheme presented in the next section. As pointed out earlier by , a feasible CARP tour can then be represented by several possibilities of traversing the corresponding Eulerian subgraph.
Summarizing, the pricing problem asks for a feasible CARP tour with minimum reduced cost, where reduced costc serv e andc deadh e for servicing and deadheading along each edge e ∈ E are given. Since service variables x e are binary, no feasible CARP tour can perform a service for an edge more than once. This is exactly the definition of an elementary CARP tour. Relaxing the elementarity constraint leads to easier solvable subproblems at the cost of a generally weakened master program lower bound.
Branching
In order to obtain integer solutions, a hierarchical branching scheme was devised. It consists of three levels of branching decisions: (1) branching on node degrees, whenever a node with a non-even degree exists, (2) branching on edges with fractional edge flow, (3) branching on follower information, whenever the information if two edges are serviced consecutive is fractional. Note that the third branching decision is applicable, since the pricing problem is solved as a routing problem, where an ordering of serviced edges is determined. This decision guarantees integer route variables and can be handled by modifying the underlying pricing network. showed that follower constraints in the branching part can be handled in the pricing problem by adding edges that represent certain paths. On the other hand, nonfollower constraints are handled by associating the same task to the corresponding edges. Combinations of several follower and non-follower constraints are more intricate to implement, but follow the same idea.
Pricing Problem Relaxations
Letchford and Oukil (2009) analyzed two mixed integer linear programming (MIP) models for solving the elementary pricing problem (12)-(16). When solved with the general purpose MIP solver CPLEX, the resulting computation times were prohibitively long. In principle, the pricing problem (12)- (16) is solvable as an ESPPRC with tasks on service edges using known labeling techniques from the literature (see Irnich and Desaulniers 2005) . However, as paths can become rather long, ESPPRC labeling still suffers from extensive computation times.
As the ESPPRC is strongly N P -hard, different relaxations were considered in the literature. Letchford and Oukil (2009) proved that the non-elementary relaxation of the pricing problem can be solved in pseudopolynomial time O (C(|E| + |V | log |V |)). Their labeling algorithm comprises two building blocks invoked alternately, one is similar to standard labeling approaches for extending labels along service edges and the other is a Dijkstra-like algorithm for extensions along deadheading edges. The Dijkstra steps rely on the property that deadheading edges have non-negative reduced costs (this can be assured, see Section 2.3.2).
A stronger formulation than the non-elementary SPPRC results from the 2-loop-free (=task-1-cycle-free) pricing relaxation already known for the CARP from the work of Benavent et al. (1992) . Note that task-2-loop-free pricing in the arc routing context allows paths containing task sequences of the form (a, b, a), whereas (a, a) is forbidden. However, in the node routing context node-2-cycle-free pricing allows subpaths (i, j, k, i) and forbids (i, j, i). Both strategies have in common requiring two paths to dominate a third one (see Section 3.4 for further details) so that one must record, for every state, a best and a second best label having a different last task. To distinguish between arc and node routing, we will always refer to loop freeness in the arc-routing context. Comprehensive computational results with 2-loop-free tours were already presented in .
General requirements. We will now outline requirements on any relaxation of the pricing problem to be used within the presented branch-and-price algorithm. In general, applying the suggested hierarchical branching scheme with branching on non-follower constraints means that any pricing problem relaxation must be able to handle two sets of tasks:
• tasks T E for modeling the elementary routes
• tasks T B for respecting non-follower constraints imposed by branching (2-loop-free tours)
The set T E models elementary routes, and due to network modifications in the branching phase, there can be no, one or several tasks of T E (forming a task sequence) on a single edge. More precisely, edges modeling deadheading have no task, the original service edges e ∈ E R have one task, and edges representing longer paths have a task sequence.
By introducing another set T B of tasks, non-follower constraints can be handled in the pricing problem. By associating the same task of T B with two different edges, it is guaranteed that any 2-loop-free path will not serve the two edges consecutively (in either direction). For tasks T B , there can only be no or one task per edge. Note further that any properly stronger relaxation, i.e., forbidding task loops up to a longer loop length than two, also guarantees 2-loop-free paths. However, such a relaxation is too restrictive in the sense that it would also exclude paths that are explicitly allowed in the non-follower branch, e.g., a path that contains a single 3-loop.
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In essence, a shortest-path problem where paths are elementary w.r.t. T E and task-2-loop-free w.r.t. T B must be solved. In the following, we will skip the 'task-' prefix. Consequently, 2-loop-free tours are indispensable, since the only viable branching scheme (known to us) is based on follower and non-follower constraints resulting in edges having identical tasks.
Let P be any path in G. The following attributes are associated with P in a labeling procedure:
i(P ) = the end node of path P c(P ) = the accumulated reduced cost along P q(P ) = the accumulated load along P T E (P ) = the sequence of tasks from T E in the ordering as serviced by P T B (P ) = the last task form T B serviced by P ; if P is a pure deadheading path then T B (P ) = · Note that we just need to keep track of the last task T B (P ) in any dominance algorithm, while for the tasks T E (P ) the sequence, a part of the sequence or a subset of the tasks might be relevant depending on the respective relaxation.
A feasible path P ending at i = i(P ) can be extended along an edge either deadheaded or serviced. Any deadheading extension along an edge e = {i, j} ∈ δ(i) with associated reduced costc e is feasible. The resulting new path P has the attributes of (17). On the other hand, a service extension along an edge e = {i, j} ∈ δ R (i) with associated reduced costc serv e is feasible if q(P ) + q e ≤ C holds. Moreover, in the ESPPRC case, the task sequences T E (P ) and T E (i, j) must have no task in common, and T B (P ) = T B (i, j) needs to be fulfilled. If for one or both paths P and (i, j) there is no last task in T B , indicated by '·', then the latter condition is always considered true. The resulting new path P has the attributes of (18).
In the pure non-elementary case considered by Letchford and Oukil (2009) , the attributes T E (P ) and T B (P ) are completely ignored. Then, a path P dominates another path Q if i(P ) = i(Q),c(P ) ≤c(Q), and q(P ) ≤ q(Q) holds. The entire labeling procedure is summarized in Algorithm 1.
Some remarks about Algorithm 1 seem appropriate here:
1. In the non-elementary case, dominance is trivial. The set {P ∈ P q : i(P ) = i, q(P ) = q} for a given combination of i and q contains not more than a single path (sometimes no path). Whenever a new path P is created with load q, it replaces the existing one, say Q, only if it is cheaper, i.e.,c(P ) <c(Q). If paths are stored in arrays (index by node i(P ) and load q(P )) this dominance step needs just constant time O (1). 2. The use of a Fibonacci heap data structure (see Ahuja et al. 1993 ) guarantees the worst-case complexity of O (|E| + |V | log |V |) of the Dijkstra-like extensions. 3. The final filtering step is necessary, since the algorithm would otherwise output some paths that are not Pareto-optimal. Note that the dominance procedure among all paths ending at the node d requires O (C) time only because paths P with i(P ) = d are already sorted by q(P ) (by using the indexing).
2-Loop-free Paths
The necessary modification for pricing out only 2-loop-free tours is not complicated. In this case, the tasks for non-followers T B are always a subset of the tasks T E so that it suffices to be 2-loop-free w.r.t. T B . Therefore, a path P does not record the sequence T E (P ), but the node i(P ), the costc(P ), the load q(P ), and the last task T B (P ) serviced. A path P dominates a path Q if i(P ) = i(Q),c(P ) ≤c(Q), q(P ) ≤ q(Q), and T B (P ) = T B (Q), i.e., they have the same last task. Moreover, two paths P 1 and P 2 with T B (P 1 ) = T B (P 2 ) together dominate any other path Q if i(P 1 ) = i(P 2 ) = i(Q),c(P 1 ),c(P 2 ) ≤c(Q), q(P 1 ), q(P 2 ) ≤ q(Q) As a result, there are never more than two relevant paths P 1 , P 2 with i(P 1 ) = i(P 2 ) 7
for q = 0, 1, 2, . . . , C do // Dijkstra-like extensions Let P q be the (sorted) set of paths P with q(P ) = q // Keep P q always sorted w.r.t.c(P ) using a Fibonacci heap for P ∈ P q do Extend P along deadheading edges e = {i, j} ∈ δ(i) where i = i(P ) using (17) Add the new path P to P q Apply dominance algorithm among Q ∈ P q with i(Q) = i(P ) // Service extensions Let P q be the (unsorted) set of paths P with q(P ) = q for P ∈ P q do Extend P along service edges e = {i, j} ∈ δ R (i) where i = i(P ) using (18) if new path P is feasible then // path P has load q(P ) = q + q e > q Add the new path P to P q(P ) Apply dominance algorithm among Q ∈ P q(P ) with i(Q) = i(P ) // Filtering step Apply dominance algorithm at destination node d among all paths P ending at d = i(P ) and q(P 1 ) = q(P 2 ), one with minimum cost and one with second best cost having a different preceding task T B (P 1 ) = T B (P 2 ). Additional algorithmic tricks for implementing 2-loop elimination can be found in (Kohl 1995 , Larsen 1999 ).
ng-Route Relaxation
The ng-route relaxation by Baldacci et al. (2011a) has been successfully applied for solving several VRP variants using cut-and-column generation approaches. The relaxation is parameterized and defined by neighborhoods N i , one for each node i ∈ V . In the CARP case, N i ⊆ T E , i.e., tasks of service edges define the neighborhoods and herewith the relaxation. The principle of the ng-route relaxation is that the full sequence T E (P ) of served tasks associated with a path P is replaced by a subset T E N G (P ) of the tasks T E (P ) in the sequence. It means that some of the tasks from the sequence T E (P ) are disregarded and also the ordering of the tasks is disregarded.
The subset T E N G (P ) ⊆ T E is defined recursively with the extension of a path P ending at node i = i(P ) along an edge e = {i, j} ∈ δ(i). Any deadheading extension is allowed, and the new task set for the resulting path
In contrast, the extension along the service edge is considered feasible w.r.t.
and, in this case, the new path P has the task subset T
where {T E (i, j)} denotes the set of tasks in the service sequence (i, j).
The interpretation of this ng-route relaxation is that the neighborhoods N i work as filters: Any task t ∈ T E serviced along a path P is disregarded whenever t / ∈ N i for a node i that is visited after that service. Hence, a repeated service becomes possible then.
Dominance between two paths must consider the subset of tasks. A path P dominates another path
It can therefore happen that there exist O (2 |Ni| ) different undominated paths P at a node i(P ) with identical load q(P ) = q for q ∈ {0, 1, 2, . . . , C} given.
Obviously, setting all neighborhoods as large as possible, i.e., N i = T E , solves the elementary case, ESPPRC, where no loops w.r.t. to any task are allowed. In the general case, however, an ng-route relaxation does not ensure that every feasible path does not contain a 2-loop w.r.t. T B . Therefore, the 2-loop freeness w.r.t. T B has to be guaranteed additionally. Combining an ng-route relaxation w.r.t. T E and 2-loop-free 8 routes w.r.t. T B is straightforward using both types of associated attributes. The number of different undominated paths P at a node i(P ) with identical load q(P ) = q can now grow by a factor of two, to O (2 1+|Ni| ).
Partial Elementary
The concept of partial elementarity was presented by Desaulniers et al. (2008) and applied to the VRP with time windows (VRPTW). Partial elementarity is a special case of an ng-route relaxation where all neighborhood sets N i = N are identical for all nodes i ∈ V . Thus, elementarity w.r.t. the subset N ⊂ T E must be ensured.
The same attribute updates and dominance rules as for ng-route relaxation are applied. Again 2-loop freeness w.r.t. T B is not fulfilled automatically, therefore, the partial elementarity relaxation w.r.t. T E and 2-loop-free routes w.r.t. T B have to be combined. This increases the maximum number of different undominated paths P at the same node and with identical load to O (2 1+|N | ).
(k, 2)-Loop-free Paths
It is known that solving an SPPRC with k-loop elimination is a good compromise between solving ESPPRC and SPPRC. Note that a path is k-loop-free if it does not contain a task loop of length k or smaller, e.g., for k = 3 no 3-loops and no 2-loops. A general labeling algorithm for k-loop-free SPPRC was first presented by Irnich and Villeneuve (2006) . Applying the concept to arc routing, task-loop freeness must be enforced (we omit the prefix 'task-' in the following). In , computational results for solving the linear relaxation of the column-generation master program with k-loop-free pricing were presented for the CARP. Due to the incompatibility of non-follower branching with k-loop elimination for k ≥ 3, however, no results for branch-and-price were given.
Bode and Irnich (2013) derive a new and efficient dominance rule guaranteeing a small number of labels. Their main theoretical result is that the maximum number of paths to consider at the same node and with identical load is (k − 1)!(k + 1)!. Moreover, for fixed k, the worst-case complexity of the labeling algorithm remains O (C · (|E| + |V | log |V |)) as for the CARP subproblem without loop elimination (see Algorithm 1). Note that the derivation of the dominance rule is rather technical. Therefore, we omit any further description and refer the interested reader to the companion paper .
Hierarchy of Pricing Relaxations
All presented pricing relaxations form a hierarchy of relaxations beginning with non-elementary pricing as the weakest relaxation and ending with elementary pricing combined with 2-loop elimination as the strongest. This hierarchy is shown in Figure 1 . An arc connecting two relaxations indicates that the tail is a stronger formulation than the head. For example, the relaxation with (4, 2)-loop-free routes is stronger than with 4-loop-free routes and (3, 2)-loop-free routes. The relaxations on the right hand side are parameterized with one or several neighborhoods N and (N i ) i∈V so that these boxes represent families of relaxations. Inside each family, relaxations become stronger the larger the subsets N and N i are (comparable only in case of subset inclusions). Moreover, the ng-route relaxation is stronger than the relaxation with partial elementarity whenever N i ⊇ N holds for all nodes i ∈ V .
Shaded boxes ( ) identify those relaxations that are compatible with our complete branching scheme, in particular, compatible with branching on followers and non-followers. On the other hand, framed boxes ( ) represent pricing relaxations applicable only at the root node (or as long as no branching on followers and non-followers occurs).
Acceleration Techniques
To use acceleration techniques for fast pricing is essential for the effectiveness of the overall branchand-price approach as outlined by numerous researchers. Some ideas proven useful were summarized in (Desaulniers et al. 2002, Irnich and . In our case, to run the full exact pricing routine can be time consuming particularly for the (k, 2)-loop-free relaxation with larger k and the ng-route relaxations with larger neighborhoods (N i ) i∈V . To countervail slow pricing, we implemented heuristic and exact acceleration techniques described in the following. 9 non-elementary 2-loop-free 
Pricing Heuristics
The heuristic labeling algorithms of Letchford and Oukil (2009) for non-elementary pricing can be adapted to 2-loop elimination. They observed that good paths solving the pricing problem often start with deadheading beginning at the depot, followed by a continuous service part, and finish with deadheading back to the depot. Their idea was that a heuristic pricer can restrict itself to assume this structure of the resulting paths.
In order to eliminate 2-loops, a second type of heuristic occurs naturally. Recall that at every node and for every current load, only the best and second best labels with different predecessor tasks have to be stored. Keeping track of the best label only is the second heuristic. It is easy to adapt the same idea in case of k-loop and (k, 2)-loop elimination. Only if the heuristics fail, the exact pricer is invoked.
Bi-Directional Pricing
As pointed out by Righini and Salani (2006) , when solving elementary pricing problems with DP, the number of generated states rapidly increases with the stage and the problem size. They proposed a bidirectional labeling algorithm to partially countervail this effect. It outperforms standard mono-directional pricing algorithms as proven for many node-routing applications. This technique can also be applied for all pricing relaxations discussed in Section 3.
Specific to the CARP is that the underlying pricing network is undirected so that forward and backward labeling are identical. Labels for both directions need to be calculated just once. Our critical and only possible resource for bounding is the load. Therefore, we extend paths P only if the current load q(P ) is less than or equal to C/2 . Two generated labels are then combined similar to the procedure join presented in (Righini and Salani 2006) . The main difference is that we merge two paths with common end node, while Righini and Salani (2006) suggest merging over connecting arcs. Two specific implementation details of bidirectional labeling are considered next.
2-Loop-free Paths. A special case occurs when 2-loop-free paths are generated. If the join procedure is implemented in a straightforward fashion, its complexity is O (|V |C 2 ) because up to 4(C + 1) 2 pairs of paths need to be compared at each node. For the 2-loop-free relaxation, where the number of labels at a node does not grow but is constant for increasing values of the load q, preliminary tests have shown that the join procedure dominates the run time. Therefore, a more efficient join is needed. While the standard join finally guarantees the determination of all Pareto-optimal origin-destination paths, we propose a more efficient variant of join with complexity O (|V |C), which does not guarantee the determination of the complete Pareto frontier. Instead, it is ensured that a least-cost path and all Paretooptimal paths with load not exceeding C/2 are determined. (Generally, many more Pareto-optimal paths are found.) As in the standard case, our join relies on the computation of a set of Pareto-optimal paths P with load q(P ) ≤ C/2 identified with mono-directional labeling. Then it works as follows: For every node and for every value q = 0, 1, 2, . . . , C/2 we determine a best path P (q) 1 and a second best path P (q) 2
2 ) ≤ q, where the last task of the best and the second best path must differ. Then, to generate paths P with load q(P ) > C/2, a loop over all values q = 0, 1, 2, . . . , C/2 is performed, and we merge, if feasible, combinations of the paths P (q) i and P (C−q) j for i, j ∈ {1, 2}, i + j ≤ 3 ending at the same node. This requires only O (|V |C) time and space.
Note that it is non-trivial to transfer the idea to general (k, 2)-loop elimination for k > 2 because there are generally more than two paths with identical load ending at every node. Therefore, the standard join is used here.
ng-Route Relaxation. The half-way test is a component of the join procedure and assures that the same path P with q(P ) > C/2 is not generated multiple times. In principle, this happens whenever P can be split differently into P = (Q, R) with q(Q) > C/2. The half-way test proposed by Righini and Salani (2006) , in the node-routing context, requires that the split point is chosen as the first node on the path where the critical resource exceeds the bound. In the CARP case, consider a path Q = (Q , e, j) with last edge e ∈ E and last node j. Then, the half-way test requires that the last edge is serviced so that q(Q ) ≤ C/2 and q(Q) = q(Q ) + q e > C/2 holds. As a result, no path P is generated twice.
However, for the CARP and the ng-route relaxation, the half-way test is too restrictive. Again, we assume constructing the path P = (Q, R) with Q = (Q , e, j), i.e., last serviced edge e ∈ E R and last node j. The critical situation is when extending Q to another node ∈ V and when a task e * ∈ T E N G (Q) is not contained in the neighborhood N , i.e., e * / ∈ N . Thus, the information that the task e * was serviced along Q is not recorded in a label ending at node . Now consider the path P = (Q, e , , e , j) where the two last extensions are deadheadings along the edge e = {j, } ∈ E. The path P dominates path Q w.r.t. resources whenever the deadheading costsc j =c e are zero. Moreover, it may properly dominate w.r.t. ng-neighbors because e * / ∈ N . In this case, Q does not exist, but P does not qualify as a forward path in join because its last edge is deadheaded.
In fact, our first implementation contained the (incorrect) half-way test, and cost-minimal paths were missing in very rare occasions. However, it happened that inconsistent bounds were computed in the branchand-price so that this subtle detail became a serious flaw.
Instead of applying the half-way test, we now store for every value q = 0, 1, . . . , C a minimum reduced cost joined path and reconstruct on that basis only the Pareto-optimal paths. This is obviously a little less efficient, but the only viable approach known to us.
Bounding
Bounding is intended to reduce the number of states to expand in a DP approach. In the (E)SPPRC pricing context, for a partial path P at hand, the idea is to calculate a lower bound on the (reduced) cost of any completion to the destination node. If the cost of the path P plus the lower bound exceeds zero, path P can be discarded because it is useless for constructing negative reduced cost routes.
Note that in the CARP the network is fully symmetric so that forward and backward labeling is identical. Any relaxation solved with mono-directional labeling on the original network so provides lower bounds on the cost of a completion to the destination node. The hierarchy of relaxations depicted in Figure 1 offers numerous possibilities for pricing problem relaxations and proper relaxations of these that in combination allow bounding.
For example, 2-loop-free pricing can be used for bounding purposes in combination with any other relaxation compatible with branching. Additionally, ( , 2)-loop-free tours allow bounding for the (k, 2)-loop-free relaxation if < k. Even more, in the ng-route relaxation with neighborhoods (N i ) i∈V , smaller neighborhoods N i ⊂ N i might be used for bounding. In all cases, we implemented bounding so that the weaker relaxation provides a bounding function f (i, q) defined for every node i ∈ V and load q ∈ {0, 1, . . . , C}. The value f (i, q) is a lower bound on the reduced costs of feasible paths ending at node i with not more than load q on board. When solving the stronger relaxation, any path P withc(P ) + f (i(P ), C − q(P )) > 0 is identified being useless, and its label can be discarded.
Computational Results
This section reports computational results of the various pricing relaxations tested when solving the respective linear relaxation and integer formulations of the CARP. Note that the paper already contained integer results with (k, 2)-loop elimination, but no other relaxations, no comparisons, and no analysis of the impact of the acceleration techniques. The first benchmark set egl was introduced by and can be downloaded from http://www.uv.es/~belengue/carp/. This set consists of 24 instances based on the road network of Cumbria. Group e consists of instances with 77 nodes and 98 edges, whereas group s is larger and has instances with 140 nodes and 190 edges. Each group is further split into four subsets m ∈ {1, . . . , 4}, where the number of required edges increases with m. On the lowest level, each subgroup differs in the vehicle capacity, where three different sizes are assumed, indicated by n ∈ {a,b,c}. Within each subgroup, the instances a have highest capacity tending to result in less but longer routes, and instances c have lowest capacity resulting in more but shorter routes. Overall, instance names are coded as follows: egl-lm-n with l ∈ {e,s}, m ∈ {1, . . . , 4}, and n ∈ {a,b,c}.
The second benchmark set bmcv consisting of 100 instances is obtained from the road network of Flanders, Belgium . These instances range from 26 to 97 nodes and 35 to 142 edges, where only a subset of the edges is required. The instances were kindly provided by Muyldermans (2012) and comprise four subsets. The underlying graph for individual instances of subset C and E is identical, but the vehicle capacity is 300 for the C set and 600 for the E set. The same holds for the subsets of instances named D and F.
Computational Setup
All computations were performed on a standard PC with an Intel c Core TM i7-2600 processor at 3.4 GHz with 16 GB of main memory. The algorithm was coded in C++ (MS-Visual Studio, 2010 ) and the callable library of CPLEX 12.2 was used to iteratively reoptimize the RMP. A hard time limit of four hours for computation has been set for the column-generation and branch-and-price algorithms.
We tested both (k, 2)-loop-free and ng-route relaxations with several parameter settings. Within (k, 2)-loop-free pricing we varied k ∈ {2, 3, 4} and the relaxation used for bounding. In detail, for (3, 2)-loop-free pricing and ng-route relaxation we used the 2-loop-free relaxation and for (4, 2)-loop-free pricing we used both the 2-loop-free and (3, 2)-loop-free relaxation for bounding. To shorten the notation, we will skip the second entry because it is equal for all (k, 2)-loop-free relaxations. Therefore, in the following, k-loop is a short-cut for (k, 2)-loop-free pricing. In the same spirit we write 4b2-loop as a short form of (4, 2)-loop-free pricing with 2-loop-free bounding.
The choice of neighborhoods (N i ) i∈V has a great impact on the strength of the ng-route relaxation and the computational effort needed in every pricing iteration. Because there is an exponential number of possible choices, we decided to focus our analysis to the most influential parameter, which is the maximum size of a neighborhood. Here we ran the algorithms with parameters n ng ∈ {3, 4, 5, 6, 7, 8, 9, 10, 12, 15} meaning that all neighborhood sizes |N i | do not exceed n ng , i.e., for |N i | ≤ n ng . To indicate the (maximum) size of the neighborhoods, we write, e.g., ng6 whenever |N i | ≤ 6.
There exist several methods of determining the concrete sets N i . Desaulniers et al. (2008) proposed an algorithm for partially elementary, i.e., N i = N for all i ∈ V , in which iteratively the linear relaxation of the RMP is solved. As long as the neighborhood size |N | is smaller than a predefined maximal size n max and there exists a task cycle in the solution, this task is added to the neighborhood N . Tasks with a large flow on cycles are chosen with priority. On the other hand, Baldacci et al. (2011a) use individual neighborhoods N i for every node i ∈ V . The sets N i are pre-computed by adding a customer j to N i if it is among the n ng nearest nodes to node i. We combine these two ideas because we dynamically generate individual neighborhoods N i (a similar idea was presented by R. Roberti in the presentation (Baldacci et al. 2011b) ). The procedure is summarized in Algorithm 2.
Algorithm 2: Generation of Neighborhoods (N i ) i∈V Set N i = ∅ for all i ∈ V while do Solve the current linear relaxation (the RMP) for the ng-route relaxation defined by (N i ) i∈V for e ∈ T E do Compute the set of all elementary cycles C with positive flow f (C) > 0 defined by task e for cycles C do if |N i ∪ {e}| ≤ n ng for all i ∈ V (C) then Add cycle C to the candidate list C Store with cycle C the task e = e(C), flow f (C) and its nodes V (C)
if |C| > 0 then Determine cycle C ∈ C with maximum flow f (C) Add task e(C) to the neighborhoods N i of all nodes i ∈ V (C) else Stop! Note that when adding new tasks to a neighborhood N i , the resulting relaxation becomes more restrictive so that a formerly feasible route r can become infeasible. Those routes that become infeasible have to be removed from the RMP at the beginning of every main loop of Algorithm 2. Thus, the RMP first gets smaller, while it increases again with every newly generated route.
Finally, bidirectional labeling can be applied in every pricing algorithm. In the following, we indicate bidirectional labeling with the term 'BiDir'.
Impact of Acceleration Techniques
We start with analyzing the impact of the acceleration techniques presented in Section 4. In order to measure the improvement of bounding and bidirectional pricing for different pricing relaxations, both the root node and the full branch-and-bound tree were solved with no, one, or both techniques active. Computations were performed for all 24 egl instances and the different relaxations. The improvement is then calculated as the ratio of the time for pricing without acceleration and the time with one or both techniques active, respectively, for each instance. For abbreviation, we refer to the these numbers as acceleration factors. For not biasing the acceleration factors, we turned off all heuristic pricing procedures. Figures 2 and 3 show the resulting box-and-whisker diagrams (McGill et al. 1978) .
Comparing the results among the k-loop-free relaxations, bidirectional pricing has a higher impact the larger k is. For 2-loop, the only acceleration technique is bidirectional pricing, where for the linear relaxation ('Root') the median acceleration factor is 1.4 with 50% of the data lying in a very small range inside the box. Figure 2a shows that the acceleration factor is slightly smaller considering the overall branch-and-price tree ('Tree').
This median increases to 3.8 and 5.1 for 3-loop and 4-loop, respectively (see Figures 2b and 2c ). For these relaxations, bidirectional pricing has always an impact greater than one, nevertheless the data scatters more. For example, for the instance e4-a solving the root node with bidirectional pricing is about 15 times faster than with the basic 4-loop algorithm, and for the instance s4-c just 2.8 times faster. For indicating the spread of the data, the end of the whiskers show data that lying within the 1.5 interquartile range. Any other data is outliers and they are represented by small dots. 13 
T Comparing the results over the full branch-and-bound tree solely using bidirectional pricing, there is an improvement compared to the root node only for 4-loop pricing. However, combined with bounding the positive impact of using acceleration techniques is strengthened. Sometimes a speed up factor of 36 can be reached (instance s2-c in 4b2-loop pricing).
The impact of using bounding alone is very small, in particular for solving the linear relaxation ('Root'). The median within 3-loop pricing is only slightly above 1.0 and the lower whisker is ending at 1.0. There, bounding has always a small but non-negative impact compared to 4-loop pricing. The median for bounding with 2-loop and 3-loop bounding is 1.0 and 0.9, respectively. Hence, bounding alone often results in longer computation times. Considering the whole branch-and-bound tree ('Tree'), the acceleration factors are slightly higher.
Finally, for the relaxation with 4-loop-free routes, the comparison of bounding with the 2-loop and 3-loop shows a clear winner: 2-loop-free bounding is superior to 3-loop-free bounding meaning that slightly better bounds are obtained.
The impact of bidirectional pricing and bounding is, at the root node, very similar for all tested ngroute relaxations (see Figures 3a-3c) . The median of all acceleration techniques is between approximately 1.5 and 2.0, and the dispersion of the data is not as high as for the k-loop relaxations. However, except for solely bounding within ng6, there are instances where solving the root node takes longer than without any acceleration techniques. Similar to k-loop, considering the full branch-and-bound tree, the impact of bounding and/or bidirectional pricing is at least as good as at the root node, but often better. The only exception is bounding within the ng7-route relaxation: The median is approximately the same comparing the root node and the full tree, but there are instances (e.g., e1-b and e2-b) where solving the pricing problem is up to five times slower than the basic ng7-route algorithm. In general, combining all presented acceleration techniques for solving the branch-and-price part gives the best results. Therefore, all following computational results are presented for combined bidirectional pricing with bounding.
Linear Relaxation Results
The focus of the following analysis is on lower bounds obtained with the linear relaxations (at the root node). A comprehensive study for the egl instances and relaxations with k-loop elimination was already presented in . However, no acceleration techniques and no ng-route relaxations were considered. Therefore, we will now present lower bounds and computation times for k-loop elimination and ng-route relaxations with the presented acceleration techniques activated. Table 1 presents aggregated results for the egl instances and Table 2 for the bmcv instances. In preliminary computational tests we varied n ng more widely including values between n ng = 3 and n ng = 15. We tested the relaxations inside the overall branch-and-price algorithm and counted the number of times that a specific relaxation produced the best lower bound at the time limit. It turned out that the 15 relaxations with n ng ∈ {5, 6, 7} outperformed the others (except for some rare outliers). Hence, we report results for ng-route relaxations only for the three parameters n ng ∈ {5, 6, 7}. Due to the integration of 2-loop-free pricing in ng-route relaxations (see Section 3), the lower bounds obtained with any ng-route relaxation are always at least as good as the lower bounds with the 2-loop-free relaxation. Therefore, a stronger relaxation results in better lower bounds, i.e., smaller gaps in the best, average, and worst case. Some substantial improvements were observed, e.g., 69 units for the instances egl-e2-c and egl-s1-c. For all relaxations, the minimum gap for the bmcv instances is zero meaning that at the root node the gap is closed. As expected, solving the linear relaxation becomes more time consuming for both increasing values of k and n ng . However, bounds alone do not provide a comprehensive assessment because, on the average, solving the root node with k-loop relaxation is significantly faster than with an ng-route relaxation. Detailed results with lower bound values and computation times for all instances can be found in the Appendix in Tables 6-8.
Integer Solution Results
Next we summarize integer results for the egl and bmcv instances. Given the time limit of four hours (14,400s) for solving each instance, we report the number of instances solved to optimality ('Num. opt. sol.'), the number of instances where the respective relaxation produced the best lower bound among all tested relaxations ('Num best lb'), and the remaining gap at the end of the branch-and-price tree (using the best known upper bound ub). Note that the node-selection rule was best first. Aggregated results are presented in Tables 3 and 4 , while detailed results for individual instances can be found in the Appendix in Tables 9-10. For the egl instances, the k-loop relaxations are able to find more integer solutions, while for the bmcv the ng-route relaxation and the k-loop relaxations produce approximately the same number of optima. Whenever the time limit is reached, ng6 and ng7 produce the best lower bounds for the egl instances, and both the average and maximum gap is generally better for ng-route relaxations. In contrast, for bmcv instances, the 2-loop relaxation gives the best solutions both on average and with respect to the maximum gap. However, there is the tendency that the 2-loop relaxation can solve problems of groups with higher vehicle capacity (i.e. egl-lm-a and bmcv D and F) better (6, 23, and 25 best lower bounds), while the best ng-route relaxation, i.e., ng7, performs worse on these instances (only 2, 12, and 15 best lower bounds). On the other hand, for instances with lower capacity, i.e., egl-lm-c, bmcv C and E, the 2-loop-free relaxations results in 0, 21, and 16 best lower bounds, while ng7 gives 7, 20, and 21 best results. 16
Strong Branching and Integer Solution Results
Strong branching is a technique where several candidates for branching are evaluated before taking the actual branching decision. For a general discussion of strong branching techniques we refer to (Achterberg et al. 2005) .
We tested the k-loop relaxations for k ∈ {2, 3, 4} and the ng6 and ng7 relaxations with five and ten candidates on the egl instances. We restrict strong branching to branch-and-bound nodes at levels not exceeding ten, i.e., with not more than ten nodes between the the root node and the node under consideration. Table 13 in the Appendix presents detailed results for computations with strong branching for all egl-lm-n instances, while Table 5 presents aggregated information. Comparing the number of optimal solutions, the k-loop and ng-relaxations are able to find about the same number of integer solutions. However, similar to the results in Section 5.4, k-loop solves more instances of groups with higher capacity (i.e. egl-lm-a) to optimality. On the other hand, looking at the number of best lower bounds among all relaxation with strong branching, ng6 and ng7 with five or ten candidates perform always better, resulting also in smaller average and maximum gaps. Overall, several lower bounds are improved compared to the integer results without strong branching (egl-e3-b, egl-e4-c, egl-s3-a, and egl-s4-a).
New Best Solutions for egl and bmcv Instances
Compared to the best known results from the literature several lower bounds for both data sets were improved. In addition standard egl and bmcv instances, we used a dataset of large-scale egl instances which was proposed by and contains instances with up to 255 nodes, 375 edges and 347 or 375 required edges. Tables 9, 12 and 13 summarize the results for the egl instances, while Tables 10  and 11 present results for the bmcv instances. Moreover, we made additional runs for bmcv instances with a small gap with those relaxations that gave the best lower bounds. Here, the time limit was set to twelve hours and the results can be found in Table 14 . In the tables, values printed in bold indicate new best solutions.
New best lower bounds were calculated for all large-scale egl instances and five standard egl instances (egl-e3-b, egl-e4-c, egl-s3-a, egl-s4-a, egl-s4-b). The instance egl-e2-b is solved to optimality for the first time. The corresponding solution is shown in Section C of the Appendix.
For the previously 16 unsolved bmcv instances, we obtained either better lower bounds or optimal solutions in 13 cases. In detail, C01 and D24 were solved to optimality for the first time. Furthermore, better lower bounds were computed for C09, C11, C12, C15, C23, D21, E01, E09, E15, E18 and E23. already mentioned that the objective value for bmcv instances is always a multiple of five. Using the same argument, we prove optimality for C12 and E15. In the end, twelve standard egl instances and twelve bmcv instances remain open.
Conclusion
In this work, different relaxations known from the node-routing context were adapted to solve the CARP with a branch-and-price approach. The adaptation to column generation-based approaches that price out new CARP tours over the original graph is by no means trivial, but is however attractive because it offers the application of highly effective pricing procedures that exploit the sparsity of the CARP network. Exploiting sparsity results in, compared to standard node-routing problems, a more intricate branching scheme, which in turn complicates the pricing. In essence, the effective approach of requires that the shortest-path pricing problem resulting from a relaxation must be able to handle two sets of tasks: One set T E models elementary routes and the other set T B incorporates non-follower constraints implied by the branching scheme. While for T E any relaxation of elementary routes is applicable, routes must be exactly 2-loop-free regarding to tasks in T B . First, we have adapted the ng-route relaxations (Baldacci et al. 2011a ) leading to combined ng-route 2-loop-free relaxations. These were compared with the combined (k, 2)-loop-free relaxations recently presented in .
Second, we integrated acceleration techniques for the heuristic and exact solution of the pricing problems. In particular, bi-directional labeling (Righini and Salani 2006) and bounding (Baldacci et al. 2009 ) techniques were modified to fit with all relaxations.
Third, we presented a comprehensive computational study where the performance of the acceleration techniques, the quality of the bounds (lower bounds at the root node and over time in branch-and-price), and the overall performance of different branch-and-price algorithms were analyzed. Moreover, we tried to characterize which type of relaxation and acceleration technique is best suited to solve a specific group of instances. The standard instances egl of and bmcv of were used for that purpose. In summary, reasonable parameters are k ∈ {2, 3, 4} for (k, 2)-loop elimination and n ng ∈ {5, 6, 7} for the maximum size of neighborhoods in ng-route relaxations. Bounding with the 2-loop-free relaxation is generally sufficient, stronger relaxations do not pay off. For the entire branch-andprice, bi-directional labeling alone accelerates better than bounding alone, but the combination of both is often even more effective providing acceleration factors of approximately four for ng-route relaxations and (3, 2)-loop elimination, and factor eight for (4, 2)-loop elimination. The study of lower bounds provided by the linear relaxations with (k, 2)-loop elimination and ng-routes shows that neither relaxation outperforms the others on all instances. Concerning groups of instances, k-loop-free relaxations often work better for instances utilizing fewer vehicles, higher capacities, and relatively long routes. The opposite is true for ng-route relaxations working best when solutions comprise more vehicles with relatively shorter routes.
Overall, the relaxations with loop elimination for k = 3 and k = 4 as well as the use of the ng-route relaxations outperformed the already remarkable results with elementary routes presented by and with the pure 2-loop-free relaxation presented by . The different branchand-price algorithms delivered 19 new best lower bounds of the egl and bmcv benchmark sets, and improved all lower bounds for the twelve large-scale egl instances by Martinelli et al. (2011a) . Finally, for 29 previously open instances, one of the standard egl and four of the bmcv benchmark set are solved to optimality for the first time.
A. Tables
Linear Relaxation Results. The Tables 6-8 present the linear relaxation results for the egl and bmcv instances. The meaning of the table entries are as follows: instance name of the instance (for egl instances the prefix egl-is omitted for the sake of brevity) ub best or opt the best known upper bound (not underlined) or the optimum (underlined) lb lower bound provided by the respective linear relaxation (rounded up to the next integer) gap absolute gap, i.e., the difference ub best − lb or opt − lb time computation time in seconds (rounded up to the next integer)
Integer Solution Results. The Tables 9-11 present the integer results for the egl and bmcv instances. The meaning of the table entries are as follows:
instance name of the instance (for egl instances the prefix egl-is omitted for the sake of brevity) ub best or opt the best known upper bound (not underlined) or the optimum (underlined) lb tree lower bound provided by the branch-and-price algorithm within the time limit of 4 hours (rounded up to the next integer) 'OPT' indicates that the instance is solved to proven optimality within 4 hours lb tree = opt indicates that the gap was closed, but no integer optimal solution was computed within the time limit lb best own best lower bound over all relaxations tested here Num. lb best own number of instances for which the respective relaxation provided the best lower bound lb best own Lower bounds written in bold indicate that that this bound is a new best bound exceeding the best known lower bounds from the literature. The upper bounds ub = 11529 for the instance egl-e4-c and ub = 4650 for the bmcv instance E11 (written in bold also) result from new best integer solutions found with branchand-price. The Table 12 presents the integer results for the large-scale egl instances. The meaning of the table entries are as follows: instance name of the instance ub best the best known upper bound At the time of writing the best upper bounds ub were computed by Martinelli et al. (2011a) . lb tree lower bound provided by the branch-and-price algorithm within the time limit of 10 hours (rounded up to the next integer)
Lower bounds written in bold indicate that that this bound is a new best bound exceeding the best known lower bounds from the literature. instance name of the instance ub best or opt the best known upper bound (not underlined) or the optimum (underlined) lb tree lower bound provided by the branch-and-price algorithm within the time limit of 4 hours (rounded up to the next integer) 'OPT' indicates that the instance is solved to proven optimality within 4 hours lb tree = opt indicates that the gap was closed, but no integer optimal solution was computed within the time limit ub best own best lower bound computed in this analysis Finally, the Table 14 presents the integer results for bmcv instances with twelve hour computation time. The meaning of the table entries are as follows: instance name of the instance relaxation(s) the relaxation used that provided the corresponding lower bound lb tree lb tree lower bound provided by the branch-and-price algorithm within the time limit of 12 hours (rounded up to the next integer) 'OPT' indicates that the instance is solved to proven optimality within 12 hours in that case the objective value is given in parentheses remark indicates if either a new best lower bound is provided or optimality is proven by matching with an upper bound from the literature Note, that objective values are multiples of five instance name of the instance lb best the best known lower bound ub best the best known upper bound opt cost of an optimal solution own a bound or proof of optimality provided using results of the paper at hand Note: if an instance is solved to optimality, we do not give a lower bound. At the time of writing this paper, twelve of the standard and all twelve large-scale egl instances remain unsolved. For the bmcv benchmark set, seven C, two D, three E, and two F instances are open. 
