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1. INTRODUCTION 
In this paper, we study the prime ideal structure ofarbitrary Ore extensions 
of a commutative noetherian ring R. Given an endomorphism v of R, recall 
that a p-derivation of R is a homomorphism 6 of the additive group such that 
S(n) = rS(s) + W) $44 
for all Y and s in R. In case q~ is the identity, 6 is an ordinary derivation. We 
define the Ore extension A = R[x; v, S] to be the ring of polynomials inx 
over R, with multiplication determined by the rule 
YX = X9)(Y) + S(r) 
for all Y in R. Such rings were introduced by Ore, and studied by Ore and 
Jacobson, for R a division ring [8, 41. When R is allowed to be an arbitrary 
noetherian ring, results on the ideal structure ofA have been obtained only if 
additional assumptions are made--oldie and Michler assume 6 = 0 and y is 
an automorphism [l], while Jordan assumes that q~ is the identity [5]. 
In part Iof this paper [2; we will refer to this paper hereafter as I], we analyzed 
the prime structure ofA with 6 = 0 and v arbitrary, provided R is commutative. 
The basic result is that the prime ideals of A can be described in terms of 
certain deals of R, which we called v-prime. In case R is noetherian, an ideal b
is v-prime if 
b =p,n “.np, 
for distinct primes p, such that @(pc+r) = pk and p-‘(p,) = p,, .Every prime 
of A either contains x or intersects R in a v-prime ideal, and the primes of A 
lying over a fixed v-prime ideal are explicitly described [I, Theorems 4.1-4.41. 
This second part reats he general Ore extension fa commutative noetherian 
ring, and v-prime ideals till p ay an important role. The primes of A lying 
over a v-prime ideal of R are described in Section 3, raising the question of 
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when a prime in A intersects R ina v-prime ideal. InSection 4 we find that 
for alarge number of primes I, either A/I is commutative or In R is q-prime. 
If an additional assumption ismade, for instance that v is integral or R has 
Krull dimension e, then the only other possibility is that In R is a primary 
ideal with v-invariant radical. We should add that some regularity assumptions 
are required to prove these results, which are satisfied if R is adomain or contains 
a characteristic 0 field. 
In Sections 5 through 7, the special case that k is a field and R = h[y] is 
studied. The resulting Oreextension A can be presented with generators x 
and y, and the relation yx = xf( y) + g(y), for appropriate polynomialsf andg. 
The primes of A are then completely determined, through an analysis of ome 
special cases, and the application of the results ofSections 3 and 4 for the 
“general” case. 
The results ofthis paper on the case R = K[y] form a part of my doctoral 
dissertation, submitted tothe Massachusetts In titute of Technology [3]. 
I wish again to thank my advisor, Michael Artin, for his help. Also, Ithank 
the University of Leeds for their hospitality while Iwrote part of this paper. 
2. BASIC FACTS 
Some of the theorems from Part Iremain true in general, with no change in 
the proof. This is the case because, given R and A as in the introduction, and 
I in R, 
TX” = x”p)“(r) + (lower degree terms). 
As a result, proofs which depend in some way on the analysis of highest degree 
terms are unaffected. For instance, given two elements 
II) II 
r =’ c XiTi ) s = 2 hi 
i=o Go 
in A, the highest degree term of IS is x~+~~~(Y,) s  ,whatever 6 is. Thus, 
although anOre extension of anoetherian ri g need not be noetherian, we can 
prove 
PROPOSITION 2.1. Let R be a right noetherian ri g and let A = R[x; v, 61. 
Then A is noetherian as a (Z[x], R)-bimodule. If q~is an automorphism, thenA is 
right noetherian. 
COROLLARY. Let R be right noetherian. Then A satisjies th  ascending chain 
condition on two-sided ideals. Every ideal of A has finitely many minimal primes 
over it. 
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Assume now that R is a commutative noetherian v-prime ring. By I, 3.4, 
this means that (0) is the intersection of some primes p, ,...,p, for which 
dPi+J = Pi and P”(PI) = Pn * 
THEOREM 2.2. Let R be a commutative noetherian v-prime ring and let S 
be an arbitrary v-derivation of R. Then the Ore extension A = R[x; y, S] is ~Y~WW, 
semiprimitive, and right non-singular. 
Proof. The proof is identical to the proofs of 1.4.2, 1.7.1, and 1.6.3 respec- 
tively, since the crux of each proof is an examination of the highest degree 
term of a product. 
This theorem suggests already that y-prime ideals still p ay an important 
role in studying the prime spectrum of an arbitrary O eextension. Following 
the program of the first part, wewould like to determine (i) which primes of A 
lie over a fixed p-prime ideal of R and (ii) how many primes of A actually 
intersect R in a v-prime ideal. We can no longer expect hat all primes do. 
But we shall be able to answer the first question satisfactorily, and do well 
on the second question iffurther conditions areplaced on R or on v. 
In almost all the work to follow, e shall require that he q-prime ring R
contains anelement Y for which p)(r) - Y is regular. In case R is a domain, 
this is no restriction at all, assuming v is not the identity. Letus note two other 
conditions u der which such an Y exists. 
PROPOSITION 2.3. Let R be a v-prime ring with 2m many minimal primes. 
Then there is a regular element of the form T(Y) - Y. 
Proof. Assume the minimal primes p, ,..., pzn are ordered so that 
+(pi+r) = pi . Choose an element Y contained in 
5 Psi - ij Pzi-1 . 
i=l 
Then T(Y) - Y cannot lie in any minimal prime. But the minimal primes are 
all the associated primes of (0) so p(r) - Y is regular. 
Another more natural condition can be placed on R, thanks to the following 
theorem of McCoy [7]: 
THEOREM. Let I and Ai (i = I,..., n) be subgroups ofan additive group G 
such that IC (J Ai . If I is not contained inthe union of any n - 1 subgroups Ai, 
then there is a positive integer k so that kI C A, A ... n A, . Moreover, k can be 
chosen to be 2! 3! ... (n - I)!. 
To use the theorem, observe that av-prime ring R has a well-defined charac- 
teristic, equal to the characteristic of any of the domains R/p, . 
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PROPOSITION 2.4. Let R be a commutative noetherian q-prime ring with 
minimal primes p, ,..., p, and characteristic q > n or q = 0, and assume that CJJ 
is not the identity. Then there exists a regular element ofthe form T(Y) - Y. 
Proof. Let I be the set of elements {T(Y) - Y 1 Y E R}. Then I is actually an 
additive subgroup of R. We must show that Iis not contained in upi . If n 
is even, 2.3 applies, so assume n is odd and IC (J pi . An argument identical 
to the one given in 2.3 shows that Icannot lie in the union of any set of (n - 1) 
many primes pi . Hence McCoy’s theorem applies and 
KI c n pi = (01, 
where K = 2! ... (n - l)!. Since R has characteristic 0 or relatively prime to K, 
we can conclude that I= (0). But then v is the identity, a contradiction. 
In order to apply 2.4 freely, a natural hypothesis to make for the general 
results i that R contains a characteristic 0 field. Let us see how elements of
the form P)(Y) - Y will arise. 
PROPOSITION 2.5. Let R be a commutative ring and A = R[x; CJJ, 61. For 
any two elements Y and s in R, 
S(YX - XY) = (YX - TX) q(s). 
Proof. First, bymoving sand Y past x, we find that 
S(YX - YX) = x(yo() . Y) p)(s) + q(Y) S(s) + S(Y)S - YS(S) 
By the definition of a v-derivation, this can be reduced to 
Now add and subtract S(Y)p)(s) toobtain 
which equals (x(p(r) - Y) + 6(r)) v(s). 
Hence, setting z = YX - XY, we find that R and z generate a subring B 
of A which is isomorphic to R[z; p)]. The general strategy in this paper is to 
reduce questions about ideals inA to questio,ns about ideals inB, for which 
the results of Iare applicable. 
In part I, the prime ideals ofA are described in terms of ideals ofR, provided 
6 = 0. The other extreme case occurs when ~JI is the identity, andhere too the 
ideal structure of A can be related toideals inR. The following s well-known: 
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PROPOSITION 2.6. Let R be a characteristic 0 domain with non-zero derivation 6, 
and let A = R[x; S]. Then any non-zero ideal I of A intersects R in a non-zero 
S-invariant ideal. 
Proof. For In R to be a-invariant means that if r is in the intersection, 
so is 6(r). This is clear since 6(r) = rx - xr. 
The proof that he intersection is n -zero depends on the following formula, 
which is easily verified by induction: 
rx” = 8$0 (r!) x’d”-i(r). (1) 
Let a = cb, xiri be an element of I with r, # 0. If n = 0, then In R is 
non-zero. Otherwise, choose Y in R for which S(r) # 0. Then I contains 
ra - m = nx-Q(r) rn+ (lower degree terms). 
Since R is a characteristic 0 domain, we see that Icontains a non-zero element 
of degree n - 1. It follows inductively that In R is non-zero. 
In case Iis prime, we obtain a stronger result: 
THEOREM 2.7. Let R be a commutative noetherian ring which contains a 
characteristic 0 field, and let Sbe a derivation. 
(i) Any prime of A = R[x; S] intersects R in a S-invariant prime ideal. 
(ii) Conversely, anyS-invariant prime of R extends to a prime of A. 
(iii) Let p be a S-invariant prime of R. Then ApA is the only prime of A 
lying over p, unless S = 0 on R/p. 
Proof. The third statement follows from 2.6, while the second is trivial. 
But stronger, non-commutative versions of(i) and (ii) hold, and are due to 
Jordan. We refer to his paper [5] for the proofs. 
3. PRIMES LYING OVER A ~-PRIME IDEAL 
Let R be a commutative noetherian ring and let A = R[x; q~, S]. Given a 
v-prime ideal b of R, we saw in 2.2 that it extends to a prime ideal of A. We 
would like to know what other primes of A lie over b. In this ection, we prove 
that 1.4.3 remains true-if v has infinite order on R/b, then no other prime 
lies over b, except possibly primes I for which A/I is commutative. 
LEMMA 3.1. Let R be a commutative ring and A = R[x; q, S]. Let s, = s E R 
and let s, denote fly=, q9(s). Then x”s, = su, for some element u, of A. 
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Proof. The proof is by induction n, the case n= 0 being trivial. We 
have xn@(s) = SX” + (lower degree terms). Therefore 
xn~, = XS~~(S) s,-~ = SX~S,-~ + (lower degree terms) ,-~ . (2) 
By the inductive hypothesis, foratypical lower degree term XV with m < n, 
we have 
x%,-1 = x%,rs,~lIsm = su,?-s,~,ls, . 
So s can be brought to the left side in equation (2). 
The next proposition is the main tool of this ection. Recall that for an ideal 
I of a ring A and an element s,we define 
(I:s) ={aEAIasEI}. 
PROPOSITION 3.2. Let R be a commutative no th-erian ring and A = R[x; q~, 81. 
Let I be a prime ideal of A and s E R. If (I :s) 2I, then there exists anm such 
that s, = q(s) **. q”(s) is in I. 
Proof. Let t E (I : s) - I. Then for any r E R, 
txnrs, = tsu,r E I. 
Thus (I : s,) contains tx”R. Moreover, (I: s,) is an (A, R) sub-bimodule of A, 
and (I : sn) _C (I : s,+J. This is because s,+r = s,p)“+r(s), so if LIS, is in I, then 
u.t,#+l(s) is also. But A is a noetherian bimodule, sothe chain of annihilators 
stops at some m. Then the set (I : s,) contains txnR for all n, hence 
tAs, CI. 
Since Iis prime and t is not in I, the element s,lies in I. 
Let us assume for the remainder ofthis ection that R is v-prime, and that 
there xists a regular element inR of the form q(r) - r. We wish to know the 
primes of A which intersect R in (0). The main difficulties occurbecause A 
need not be noetherian. 
Assume first that vis an automorphism, o A is noetherian. Let z= rx - xr. 
By 2.5, R and z generate a subring ofthe form B = R[x; ~1. Let M be the set 
of elements {#+1(r) - l(r) 1 i 3 0). Then we can invert elements ofM to 
obtain B, = R,,,Jx; ~1.Since z= x(9)(r) - r) + 6(r), it is clear that B, contains 
x, andso ACB,. 
THEOREM 3.3. The primes of A which intersect R in(0) are exactly the inter- 
sections f the primes ofB, which intersect R, in (0). 
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Proof. Let 1 be a prime of A such that In R = (0). No element of M 
can be a zero-divisor n A/I. For ifs = #+1(r) - $(r) is a zero-divisor, Goldie’s 
theorems imply it is a zero divisor nthe right, and so by Proposition 3.2, 
I contains s, . But since all the element of M are regular, s, # 0, contradicting 
the assumption. 
By Goldie’s theorem, A/I is an order in some ring C, and the elements ofM 
must have inverses in C. Therefore w can map B, into C, with kernel J, 
and the image will still bean order. SoJ must be a prime ideal and I = J n A. 
Conversely, if J is a prime of B, with J n R, = (0) let BM/ J be an order 
in C, and let I= J I-Y A. Then A/I embeds in C, and is an order, soI is prime. 
Let us now assume that v is not an automorphism, or more generally that 
q has infinite order. Our main result is
THEOREM 3.4. Let R be qqkme, with y of injkite order, and let I # (0) 
be a prime ideal of A. Then either I contains rx- xr for all rin R, or I n R # (0). 
In the second case, I contains a regular element of R. 
The proof again involves passing to the subring B = R[z, ; ~1, for some 
z, = rx - xr. We need to prove some preliminary results first. 
LEMMA 3.5. Let z = rx - xr for some r in R and let B = R[z; ~1. Denote 
by r,, the element 
n-1 
g (q++‘(r) - q+(r)>“-i, for n > 0. 
Then xnr,, lies in B, and can be expressed asa polynomial inz of degree n. 
Proof. The proof is by induction on n. In case n= 1, xrl is just x(v(r) - r), 
which equals x - 6(r). Assume the lemma is true for i< n. Then 
n-1 
x9 n = xx*-% n-1 ZIII, (vi++> - vTr>)* 
By induction, x -4,-1 = Cyr,’ xivi ,for some elements viin R. But then for 
each i, we have zbi(qifl(r) - q+(r)) = (p)(r) - r) xivi .This allows us to write 
n-1 n-1 
x”r, = x(pl(r) - r) C xiwi = (z - S(r)) C ziwi , 
i=O i-0 
for appropriate elements wiin R. 
COROLLARY 3.6. Let R be v-prime. Let I be a non-zero ideal of A, and let I
be an element of A for which p)(r) - r is regular. Let B = R[z,. , ~1. Then 
InB z(O). 
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Proof. Let m be non-zero inI, and of degree n. Then by 3.5, WY, is in B. 
It is non-zero since the regularity of y(r) - r implies that rfi s regular. 
PROPOSITION 3.7. Let R be qqrime and let I# (0) be any ideal of A. Then 
there exists a regular element s in R and an m such that zms E I. 
Proof. Fix r with v(r) - r regular nd let x = z,. Then by 3.6, In B is 
a non-zero ideal of B. The argument of 1.4.3 shows that elements ofminimal 
z-degree inI n B have the form ~5. Therefore the set 
b={sER[z5EIforsomei>O) 
is non-empty, and is an ideal of R. 
We wish to show b contains a regular element. Ifnot, b lies in upi , and 
so for some j, b Cp, . But b is obviously closed under v. For if t E b, and 
z?t E 1, then Ptz = z”+%(t) E 1. Thus 
v’(b) C b C pj 
implies 
b C v-“(pi) = pi-i *
This forces b = (0), a contradiction. 
Now suppose that R is v-prime and I # (0) is a prime ideal of A. We have 
proved that Icontains some z%, for sregular. If zrn $1, then zm E (I : s) - I, 
and by Proposition 3.2, Icontains ST(S) ... v”(s) for some 7t. By the regularity 
of s, this is non-zero. To complete he proof of Theorem 3.4, we need to prove 
the following companion result to3.2: 
PROPOSITION 3.8. Let I# (0) be aprime of A containing zr”, where 2= rx - xr 
for some r. Then I contains z&r,) for some n. 
Proof. Recall that r, = n:L, (#+1(r) - @(r))a-i, and
r,z = q(m). 
Let m be the minimal integer such that zm E I. We have 
,zn”-lxiszv(ri) = zm-lxirizv(s), 
By Lemma 3.5, this can be expressed as a product X% for some u E A, so it 
lies in I. Therefore (I: .q(rJ) contains zm-4iR. Also, each (I : zcp(rJ) isan 
(A, R) sub-bimodule ofA, and (1: .q(rJ) C (I : zv(ri+,)). This ascending 
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chain of bimodules must terminate atsome stage n. Then z+lx”R lies in 
(1: xv(r,J) for all i, which means 
x”-lAzlp(r,) c I. 
Since Iis prime, and m is minimal, I contains xcp(r,,J. 
LEMMA 3.9. Let A = R[x; q, S] and let I be a prime of A. Suppose that 
q++‘(r) - vi(r) is regular in A/If or all i, and I contains z = rx - XT. Then A/I 
is commutative. 
Proof. For any s E R, the element sx - xs lies in I. But this equals 
[s, x(cp(r) - r) + S(r)] = [s, x]((p(r) - r). By Proposition 3.2, and the regularity 
assumption, we can conclude that sx - xs E I. 
We can now prove Theorem 3.4. 
Proof of 3.4. Let I be a non-zero prime of A, and let r be an element for 
which p(r) - r is regular. Set x = rx - xr. Then by 3.7, I contains z”s for 
some m and s a regular element of R. As noted, if zm $1, then 3.2 implies that 
s ... q”(s) is in I. On the other hand, if zm ~1, then 3.8 produces a regular 
element v,(m) for which zcp(r,) E I. Now either z E 1 or another application 
of 3.2 yields a regular element of R in I. If In R = (0), then Lemma 3.9 
applies and A/I is commutative. Theremaining fact, hat In R must contain 
a regular element, will become vident inthe next section. 
4. INTERSECTIONS IN R OF PRIMES IN A 
Let R be a commutative, noetherian q-prime ring and A = R[x; y, S]. We 
know what primes of A lie over the ideal (0) in R, assuming there xist regular 
elements ofthe form v(r) - r in R. The next question toask is, given aprime 
ideal I of A whose intersection w thR is non-zero, what is I n R ? It would 
be desirable to know that In R is again v-prime, since then we would essentially 
know I (this of course is assuming the existence of the appropriate regular 
element in R/In R. As remarked, this is no problem if we make the blanket 
assumption that R contains a characteristic 0 field). In case S= 0, we saw in 
Part Ithat In R is v-prime, orI contains x. We can no longer expect this to 
be true in general. But we shall find in this ection that for many primes I, 
the intersection I n R is v-prime. Also, if appropriate conditions areadded on 
either v or R, the only other possibilities are that In R is a primary ideal, 
whose radical is av-invariant ideal, orA/I is commutative. 
Let us fix aprime ideal I of A with In R = b, and let q1 ,..., qt be the maximal 
associated primes of b in R. Let G denote the additive subgroup ofR consisting 
of elements v(r) - r for all rin R. There are three cases to consider: 
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Case 1. G C U qr , that is, every element of G is a zero-divisor n R/b. 
Caere 2. There is an element s in G such that for all j, @(s) $U qi , i.e., #(s) 
is regular inR/b. 
Case 3. Neither Case 1 nor Case 2 holds, i.e., there are regular elements 
of R/b in G but no such element remains regular under applications of 9.
Notice that if b is v-prime, there will be an element s EG which is regular 
in R/b, and regularity is preserved under v, so we are in Case 2. The main 
theorem of this ection isthat he converse holds. As a result, under certain 
assumptions which eliminate Case 3, we can fairly well determine what b 
must be. 
THEOREM 4.1. Let I be a prime of A with b = I n R. Assume there is an 
element s = v(r) - Y in R for which all vi(s) are regular inR/b. Then either b 
is v-prime, or A/I is commutative. 
THEOREM 4.2. Let I be a prime of A with b = I n R, and assume that he 
associated primes ofb all have the same height. Then either A/I is commutative, 
b is y-prime, or bis primary with v-l(b1/2) = b112. Inparticular, if 9is an integral 
map or R has Krull dimension one, then every prime of A has such aform. 
Theorem 4.2 follows readily from Theorem 4.1 via an extension of Proposi- 
tion 3.2, the key tool of the last section. 
PROPOSITION 4.3. Let I be a prime of A with b = I n R. For any associated 
prime qof b, there exists ann such that qp(q) ... v,“(q) C b. 
Proof. Since qis an associated prime of b, there is a t E R such that . q C b. 
Let q(n) = qq(q) ... q’“(q). As a parallel r sult toLemma 3.1, it is easy to see 
that x”q(n) C qA. We can now follow the lines of proof of Proposition 3.2. 
COROLLARY 4.4. Let p and q be two associated primes ofb. Then for some 
integer i, v-l(p) contains q. 
As an immediate consequence of this corollary, if b fits Case 1, there can 
be only one maximal associated prime of b, and it is v-invariant. For by McCoy’s 
theorem, one of the maximal associated primes qi contains G. But then qi 
must be v-invariant, d by 4.4, it contains every other associated prime. 
We can now easily prove Theorem 4.2: 
Proof of 4.2. By Theorem 4.1 and the preceding remark, it suffices to 
show that b fits into either Case 1 or Case 2. Let q be an associated prime of b. 
Since all the associated primes have the same height, hey all have the form 
v-i(q), by 4.4, and q = v+(q) for some n. If G lies in q u ... u v-lzil(~), another 
application of McCoy’s theorem shows we are in Case 1. Otherwise, some 
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s = P?(T) - T lies outside all v-“(q). But then so does v”(s) for all j, and we are 
in Case 2. 
Let us now turn to Theorem 4.1: 
Proof of 4.1. Let x = TX - XT. By Lemma 3.9 and the regularity assumption, 
if z E 1, then A/I is commutative. L tus assume for the remainder ofthe proof 
that z$ I. We shall prove that b is v-prime. Asbefore, let B be the subring 
generated by R and z, so B is isomorphic to R[z; ~1. Let M = {vi(s)>, andlet 
B, = J-W; ~1, 
as in the proof of Theorem 3.3. In 3.3, we were able to use the assumption 
that A is noetherian andGoldie’s theorem to show that Iis the restriction of 
a prime in B, . We can no longer do that, but we shall follow a similar strategy. 
Suppose J is an ideal of B, which is maximal with respect tothe exclusion 
of A - I. Then J is prime and J n R is ‘p-prime, by 1.4.1, but J n R may be 
zero. So we must choose more carefully. Let us ask instead for an ideal JC B, 
which is maximal among the ideals which exclude A - I and contain b.It is 
not clear that such a J exists, but suppose one does. Then J is still prime, and 
J n R must equal b, proving that b is pprime by 1.4.1. 
To prove that Jexists, it suffices to show that he extended i eal K = B,bB, 
intersects A inside I.For then K excludes A - I and contains b.Let p be in 
K n A. Then p has the form at-l for some a in AbA and t in M. Thus pt lies 
in I, and we wish to prove that plies in I. But this follows from Proposition 3.2, 
since pi(t) E M is regular for all i. 
5. THE CASE OF k[y] WITH ‘p THE IDENTITY 
The remainder ofthis paper is devoted to studying the case that he base 
ring R is the polynomial ring k[y], for afield K.As noted in the introduction, 
if v is the endomorph&m sending y to f (y) and 6 is the v-derivation sending y 
to g(y), then A = R[x; ‘p, 81 is isomorphic to the algebra 
W% YMYX - xf (Y) - i?(Y)). 
We shall see that he prime ideals ofA can be completely determined, ven in 
non-zero characteristic, al hough atone point we must assume that K is alge- 
braically c osed. 
Before applying the general results ofthe previous sections, we must study 
two special cases, corresponding to v being the identity, and9 being anon- 
identity automorphism of finite order. We study the first case in this ection. 
The basic result incharacteristic 0 is 
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THEOREM 5.1. Let k be a field of characteristic 0 and let A = 
@,YMYX - XY - g(y)). T/m A is a domain, and every non-zero prime of A 
contains g(y). 
Thus the non-zero primes of A correspond to those of the commutative 
ring 4%rl/kW). W e may prove this result by appeal to 2.7, but it easy to 
give a self-contained proof. Let us note the following commutation relations 
in A, the second of which is a special case of formula (1): 
h(Y)X - 4Y) = WY)) = h’(Y)dYh (3) 
yx” = $go (f ) xidn-i(y). (4) 
Theorem 5.1 will follow easily from the next theorem. 
THEOREM 5.2. Evwy non-zero ideal ofA contains (g(y))n for some n > 0. 
Proof. By 2.6, every non-zero ideal I of A has non-zero intersection with 
k[y]. Let h(y) # 0 be in the intersection. We claim that I also contains 
WYMY))i = Pi(Y) 
for all i. This is proved by induction, the case i = 0 being given. Assume that 
I contains ~~-~(y). From formula (3), we find that I contains g(y)&,(y). But 
pi’&) = hci)(y)(g(y))i-l + (i - 1) hci-1YyMyN-2 g’(Y). 
Therefore I contains 
hWMyV + (i - 1) Pi-dY)g’b) = Pi(r) + (i - 1) g’(y) Pi-h9. 
Since Icontains piPI( it contains pi(y). 
Proof of 5.1. Let I be a non-zero prime ideal. By 5.2, I contains (g(y))n 
for some n > 0. Suppose 12 is minimal, and observe that 
dY)X = XAY) + d(Y) g(Y)* 
Hence g(y) Ag(y)n-1 C A(g( y))” C I. By the minimality of1z, I cannot contain 
g( y)+l, so since Iis prime, Icontains g(y). 
We can also determine the primitive ideals of A. Of course, any non-zero 
primitive ideal must be maximal. In addition, 
THEOREM 5.3. The ring A is primitive. 
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Proof. If g(y) is a scalar, then 5.1 shows that A must be simple. Assume 
that g(y) is not a constant. If A is not primitive, then the Jacobson radical of A 
must contain g(y), which implies that 1+ g(y) is invertible n A.Since 1+ g(y) 
has x-degree 0,so does its inverse, which means that he inverse lies in k[y], 
a contradiction. 
We should note that in case g(y) is a non-zero scalar, A is the well-known 
Weyl algebra, and if g(y) = y, then A is the enveloping algebra ofthe non- 
abelian two-dimensional Lie algebra. It is easy to describe an explicit faithful, 
simple module for A in any case. Let V be the K-vector space with basis 
iv -s , vl, v2 ,...I, where we think of vi as corresponding 
such that g(a) # 0. Then let 
to xi. Choose a in k 
x * v* = %+1, 
y.v, = i (p(y)/ v’i. 
i=O Y=@ 
This is compatible with the defining relation yx - xy = g(y), since V is 
essentially the induced A-module obtained from the k[y]-module k,where y
acts on k via multiplication by a.Faithfulness is automatic, since by 5.1, a
non-zero annihilator must contain g(y), but 
g(Y) - v. = da) .v. Z 0. 
In order to see that V is simple, let v= Cy=, aivi be a vector with a, # 0. 
Then 
(y - a) . v = na,g(a) v,-i + (vectors of lower index). 
Thus A . v must contain a scalar multiple ofet, , and A . v = V. 
Let us now consider the case of a field k with characteristic p # 0.Let 
A continue to denote the algebra k(x, y}/(yx - xy - g(y)). Unlike in the 
characteristic 0 case, A now has a large center, and the main result isthat A
is almost an Azumaya algebra, so that its primes are essentially those of its 
center. Let us see why A is not an Azumaya algebra ingeneral. 
Observe that by (3), y” is in the center of A, and no non-zero p lynomial 
in y of lower degree is in the center. On the other hand, given aroot cof g(y) 
in k, the ideal generated byy - c is prime. But this cannot be a centrally 
generated ideal, soA cannot be Azumaya. It turns out that here is no other 
obstruction: the central localization of A obtained by inverting (g(y))p is
Azumaya. In order to prove this, weneed a candidate for the center ofA. 
Observe that he relation (4)reduces incharacteristic p to 
yxp - xpy = P(y) = g(y) m”“(y), 
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where D denotes the operation of ordinary differentiation. Since yx - xy = g(y), 
we see that y must commute with 
xp - xDS”-l(y). 
This element commutes with x if and only if DW-l(y) commutes with x, or 
equivalently, if DW-l(y) = 0. 0 ne can verify this directly for lower charac- 
teristics, but a general direct proof appears tobe hard to find. We shall see in 
a circuitous manner that it is true, so that our main result will be: 
THEOREM 5.4. Let A = k{x, y}/(yx - xy - g(y)) and ussume that k has 
characteristic p # 0.Then A h.as as center S = k[ yp, x* - xDWl(y)], and 
the central localization At is an Axumaya algebra over St , where t= (g(y))“. 
The theorem is true for A if and only if it is true for KOk A, by [6, p. 1041, 
so we may assume for the remainder ofthis ection that kis algebraically losed. 
We must first prove the corresponding theorem for certain factor rings of A: 
THEOREM 5.5. Let a be an element ofk which is not a root of g(y), and let 
B = A/( yp - a”). Then B is an Azumaya algebra over its center, and the center 
is k[xP + cx] for some cotlstant c in k. 
Proof. We first want to be able to compute Da’-l(y), and two changes 
of variable make the situation ma ageable. W  can replace y - a by y, so that 
yP = (y - a)* = 0. The polynomial g(y) can be written asa new polynomial 
in y, and it has a non-zero c nstant term, since y - a does not divide g(y). 
Thus we may start again with yp = 0 and g(0) # 0. In the ring k[y]/(y”), the 
polynomial g(y) h as an inverse, of the form byp-l + h(y), where h(y) is a 
polynomial of degree <p - 2 with non-zero c nstant. Letq(y) be the indefinite 
integral of h(y). Then 
dY)X - X!?(Y) = 4YY)dY) = 4Y)dY) = 1 - bY”%Yh 
and this last expression equals 1+ c(q(y))r-l forsome c. Since q(y) has a 
non-trivial y-term, it generates k[y]/( yp). Hence B can be presented with 
generators q(y) and x, and relation 
!?(Y)X - W(Y) = 1 + c!7(Y)p-1- 
We can therefore start anew, with generators x and y, and relations yP = 0 
and yx - xy = 1 + cyp-l. Itis now easy to compute, using Wilson’s Theorem 
of elementary number theory, that 
D@-‘(y) = -c, 
so our earlier remarks show that xp + cx is in the center ofB. 
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Let S = k[xp + cx]. To prove the theorem, we will show that for any 
maximal ideal m = (x” + cx - d) of S, the ring B/mB is isomorphic to
&,(S/m) = M,(K). This implies that B is Azumaya, by [6, p. 931. The following 
representation does the job: 
d’ 
C 
. 
. 
p-l 0 i 
, y--+7 = 
0 1 
. . 
. . 
. . t 4. . 1 0 
The relations 7% - ~7 = 1 + CJ@ and 7” = 0 are satisfied. In addition, the
characteristic polynomial of fis readily seen to equal 
Thus the representation contains m in the kernel. The representation is easily 
seen to be irreducible, and so by the classical density heorem, the map is 
surjective. Finally, a dimension count shows that mB is the entire k rnel. 
Proof of 5.4. We begin by proving that x” - xDWl(y) is in the center 
of A. We can write the polynomial DS+l(y) in the form 
The proof of 5.5 shows that for any a E K that is not a root of g(y), the element 
x2, - xD@-l(y) is in the center of A/(y” - G), and equals xp + cx. Hence 
9-l 
:a Hi(@) yi = a constant, 
which implies that for infinitely many elements a and for i > 0, we have 
Hi(@) = 0. But then H,(yP) = 0, and 
Da”-l(y) = &(y”). 
Since any polynomial in yp has zero derivative, we can conclude that 
D2W1(y) = 0, 
which is precisely what was required todeduce that xp - xDW-l(y) is in the 
center. 
481/58/z-12 
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Thus 5’ lies in the center, and any maximal ideal m of St contains yP - a”, 
for some a that is not a root of g( y). We can now apply 5.5 to prove that A,/mA, 
is isomorphic to M,(&/m) = M,(K). Therefore A, is an Azumaya algebra 
over S, . 
It follows that the primes of A which do not contain a power of g(y) are 
precisely the restrictions of the primes of A, . On the other hand, any prime I 
of A which contains a power of g( y) must contain g(y) itself. For 
dY)X = X&Y) + d(Y)dY) = (x + d(YNkdY), 
so 
i?(Y) AMYF = AMYP c 1. 
This proves the 
COROLLARY 5.6. Let A = k{x, y}/(yx - xy - g(y)) and assume that k has 
characteristic p # 0. Then the primes of A containing g(y) correspond tothe 
primes of the commutative ring k[ y]/(g( y)). The remaining primes are the extensions 
of the primes in the center k[yp, xp - xDSP-l( y)], excepting the primes which 
contain g(y)p. 
6. THE CASE OF A FINITE ORDER AUTOMORPHISM OF kb] 
Before passing to an arbitrary Ore extension of k[y], we will discuss the 
special case in which v is a non-identity automorphism of finite order. Observe 
in general that if 
A = 4x, Y>/(YX - xf (9 - g(y)) 
and f(y) - y divides g(y), then A is also generated by y and z = 
x + drY(f W - Y), Butyz = xf (A, so A can be presented asan Ore extension 
with S = 0. We may assume, then, that f(y) - y does not divide g(y). 
PROPOSITION 6.1. Let A = k[y][x; ‘p, S], where S # 0 and ‘p is a non-identity 
automorphism ofjinite order n. Then A is isomorphic toan algebra of the form 
4x, y)l(yx - axy - 11, wh ere a is a primitive nth root of 1. 
Proof. We can write A = k{x, y}/( yx - xf (y) - g(y)), with f(y) = ay + b, 
where a is a primitive nth root of 1. Also, we may assume g(b/l - a) # 0, for 
otherwise f (y) - y divides g(y) and S can be taken to be 0. We now make two 
changes of variable. 
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Replace y by y = y + (b/a - 1). Then 
p = axy + g(y), 
andg(y) can be expressed asa polynomial iny with constant termg(b/l - a) # 0. 
Thus we can start again with yx = uxy + g(y), and g(y) = c + yh(y), for 
some c + 0. Set f = x + (a - 1) h(y). A calculation shows that 
yl = uzy + c, 
so if we replace y by y/c, we obtain the desired relation. 
For the remainder of this section, let A = k{x, y}/(yx - axy - l), where 
a is a primitive nth root of 1, for n > 1. The relation 
yxm = umxmy + (P-1 + ... + 1) xm-1 
can be easily verified by induction, so that in particular, 
(5) 
yxn = xny. 
Similarly, ye = xyn, so S = k[x”, y”] lies in the center of A. We might then 
hope to prove that A is an Azumaya algebra over S, but as in Section 5, the 
commutative factor ings form an obstruction. A central element t E A is 
required such that localizing by teliminates precisely the prime ideals containing 
yx - xy. Observe that A/(yx - xy) is isomorphic to the commutative ring 
k[x, y]/(xy - (l/(1 - a))). Thus in every prime image of A/(yx - xy), the 
relation 
xnyn zzz w - 4) 
holds. This suggests that a candidate for t should be the central element 
x5” - (l/(1 - a))“. Certainly no prime ideal of A, contains yx - xy, but 
possibly other primes have disappeared inthe process. We will show this is 
not the case after we prove: 
THEOREM 6.2. Let a be a primitive nthroot of 1 other than 1, and let A = 
k{x, y}/(yx - uxy - 1). Then the central localization At by the element 
t = xnyn - (I/( 1 - u))~ is an Azumayu ulgebru over its center S, , where 
S = k[xn, yn]. 
Proof. As in the proof of 5.4, we may assume that k is algebraically closed. 
Let m = (xn - c, y” - d) be a maximal ideal of S, . Since t is invertible, 
c and d can be any two scalars such that cd # (l/(1 - a))n. We will prove that 
A,/mA, is isomorphic to&2,(&/m) = M,(k), via the representation 
0 
b, -. 
. . 
. . 
. . 
L, 0 
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where b, is a scalar dependent onc, and for i< n, 
bi = a(db, + (1 + ..a + &I). 
The relations 7% - &jj = 1 and 7” = d are fulfilled regardless of the choice 
of b, , and P = nr=, bi . Thus we want HT., bi to equal c, which requires 
finding a solution to apolynomial n b, . Since Kis algebraically losed, a solution 
exists, and we may assume that b, is such a solution. 
We must check that he map is surjective. Let z = yx - XJJ = (a - 1) v + 1. 
Then the image 
(a - 1) b,d + 1 
(a - 1) b, + 1 
z= 
(a - 1) L-1 + I 
where r = (a - 1) b,d + 1. This matrix has 12 distinct eigenvalues, unless 
r = 0. But if r does equal 0, then b,d = l/(1 - a), which implies that all the 
bi = l/( 1- u). Consequently 
c = 2” = fi bi = (I/( 1 - u))“/d, 
1 
and SO cd = l/( 1- u)~, contrary toassumption. Hence I is non-zero, and the 
eigenvalues aredistinct. We can now apply L5.3 to the matrices 5,f and 9, 
to conclude that he image is M,(K). A dimension count shows that mA, is 
the entire k rnel. 
Returning tothe point we left open before the theorem, let us examine the 
element x = yx - xy more closely. Thedefining relation of A implies that 
yx = my, and zx = u-lx.% (6) 
Hence .P must be in the center of A. In retrospect, P might have been a good 
candidate for inversion. Indeed, ifa prime ideal I of A contains some power zdn, 
then by (6) 
zAzP+-~ C A& C I. 
Since Iis prime, I contains a.The central localization A,, eliminates precisely 
the prime ideals containing x. To insure that our original choice of t = xnyn - 
(l/(1 - a))” is good, we need only prove 
PROPOSITION 6.3. Let A and t be chosen us in 6.2, and let z = yx - xy. 
Then zn = (a - l)n(-l)n+lt. 
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Proof. We use the relation 
m-1 
(xyp = ~~(~-qp3J~ + c b*xfyi, bi E Z[u]. (7) 
i-l 
This is easily verified by induction, using (5). The element 
(z/(u - l)y = (XY + (Ma - l))n = to (f ) (xr>i(W - lPi* 
Applying the relation (7), we obtain 
(x/(u - 1))” = un(n-2)/2xnyn + (terms involving x’yi; 0 <j < n) + (l/(a - 1))“. 
But (~/(a - 1))” is in the center of A, which by 6.2 is exactly k[x*, y”]. Hence 
the middle terms must be 0, and 
(z&z - I))n = d--1)/2xnyn + (l/(a - 1))“. 
Considering theodd and even cases separately, one can check that his formula 
is exactly what we want. 
Remmk. We can now use 6.3 to re-examine the proof of 6.2 and determine 
the precise value of b, . The matrix I* is a scalar yn,where r= (a - 1) b,d + 1. 
But by 6.3, 
Z” = (u - l)“(--l)“+l(cd - l/(1 - a>n) = (-l)“+l(u - 1)” cd + 1. 
Thus we may take b, = (Y - I)/d(u - I), with r equal to any nth root of 
*(u- l)ncd+ 1. 
One immediate consequence of 6.2 is 
COROLLARY 6.4. Let a # 1 be a primitive nth root of unity. Then the algebra 
k{x> YY(YX - my - 1, ~‘9 is a Azumuyu algebra over k[xn]. 
This corollary p ovides information on the algebra ofthe next proposition, 
whose usefulness will become apparent inthe next section. 
PROPOSITION 6.5. Let B be the ulgebru k{x, y}/(yx - xf (y) - g(y), (y - b)“), 
and ussume that b = f(b), that g(b) # 0, and that a = f ‘(b) is a primitive nth root 
of 1. Then B is isomorphic tothe algebra k{x, y}/(yx - uxy - 1, y”). 
Proof. We will prove that he two rings are isomorphic via three changes 
of variable. First we show that b may as well be 0. Let p = y - b. Then B is 
generated by x and 1, and 
P = x(f(r) - W + g(y). 
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The polynomial f(y) can be expressed asa polynomial in y - b, whose first 
two terms aref(6) + f’(b)(y - b) = b + a(y - b). Thus 
f(y) - b = uy + (higher degree terms in 7). 
Similarly g( ) = g(b) + g’(b)(y - b) + .*. ,which is a polynomial in y with 
a non-zero c nstant term. 
Therefore we can start again with b= 0, the polynomialf(y) = uy+ y%(y), 
and YX = d(Y) + g(Y), where g(y) has non-zero constant term. We next 
want to change variables so that h(y) = 0. The algebra B will be generated 
over kby x and any polynomial p(y) of the form 
sly + SzY2 + ... + S,-lYn-l, Sl # 0. 
Also (p(y))” = 0 and 
P(Y)X = XP(f(Y)) + P’(Y) g(Y)- 
Thus if P(y) satisfies th  additional condition p(f(y)) = @p(y), then 
fJ(Y)X = U@(Y) + P’(Y)AY)* 
The last erm, p’(y) g( y), can be expressed asa polynomial in p(y), and has 
a non-zero c nstant term, since si # 0 and g(0) # 0. In order to satisfy the 
condition p(f(y)) = up(y), the polynomial p(y) must have coefficients si which 
satisfy a family of linear equations, theith equation i volving sr ,.,., si .There- 
fore the equations can be solved in succession, one coefficient sj at atime, and 
the change of variable can be made. 
We have found elements x and y generating B and satisfying the relation 
YX = UXY + ‘Y(Y), y” = 0, and g(O) f 0. 
Let g(y) = c + yq(y), and set x = x + (u - 1) q(y). Then a calculation 
shows that 
ya = a@ + c. 
Replacing R by Z/C, we obtain the desired relation. 
7. ARBITRARY ORE EXTENSIONS OF k[y] 
Let A = k[y][x;q, 61, with v(y) =f(y) and 6(y) =g(y), so that A is 
isomorphic to 
4% YMYX - Xf(Y> - g(Y))* 
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In case v has finite order or f(y) - y divides g(y), the results ofthe last wo 
sections and part Itell us what the prime ideals ofA are. One other special 
case which we have yet to treat isthat in which y is not injective. Thisoccurs 
precisely when f(y) is a constant c,and the defining relation of A is yx = 
cy + g(y). Changing x to x - c, we may assume that yx = g(y). Let us write 
g(y) as d + yh( y). If d = 0, then y(x - h(y)) = 0 and so we can change xto 
x - h(y), to obtain yx= 0. Algebras with this relation were treated in1.9.1. 
Assume then that d is non-zero, and set 
w = d-l(x - h(y)). 
Then 
YW = d-Yg(r) - Y~Y)) = 1. 
Thus we may assume that A is the algebra K{x, y}/(yx - 1). 
THEOREM 7.1. Let A be the algebra k{x, y}/( yx - 1). Then (0) is primitiwe, 
and any non-zero prime of A contains xy- 1. In particular, thenon-zero primes 
of A correspond to the primes of the ring k[x, x-l]. 
Proof. Let I be a non-zero prime of A, and suppose that In k[y] is non-zero. 
The generator h(y) of this intersection musthave a non-zero c nstant term, 
for otherwise h( y)x is a lower degree polynomial n In k[ y]. Hence yis invertible 
in A/I. Since xis a right inverse ofy, it must be the inverse, andxy - 1 is in 1. 
Suppose instead that In k[y] = (0). Let 
P = f XiPi(Y) 
i=O 
be an element of I with n > 0 and pn( y) # 0. Then y”p is in I n k[y], and 
must equal (0). Thus the element y”-p equals xp,( y) + q(y) for some poly- 
nomial Q(Y), and multiplying o  the left by y shows that pn( y) = -yq( y). So 
y”-lp has the form 
-(XY - 1) 4(Y)* 
We have proved that I contains anelement of the form (xy - 1) q(y), for 
q(y) # 0. Observe that (xy - 1)x = 0, so I also contains 
(xy - 1) X’YMY) 
for any r and s. As a result, 1 contains (xy - 1) Aq(y), and since I is prime, 
we can conclude that xy - 1 is in I. 
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We prove that A is primitive by constructing a faithful, simple module. 
Let V be the K-vector space with basis w,, wi ,..., and let A act on V as follows: 
x l v, = %a+1 , 
y . v, = Q-1 
y . v, = 0. 
for n > 0, and 
The relation yx = 1 is satisfied. L t z, = C” i=0 civi be a vector with c, # 0. 
Then x”y” . v = c,v, so we see that A . v = V. This proves simplicity, and 
faithfulness follows because ifthere is a non-zero annihilator, it must be prime, 
and so contain xy- 1. 
The case remaining totreat isthat in which v is an injective endomorphism 
of infinite order, and the general results of Sections 3 and 4 are now applicable. 
We can deduce 
THEOREM 7.2. Let A = k{x,y}/(yx - f(y) -g(y)), and assume that he 
et&morphism qxy -+ f (y) is injective of infinite order. Then A is a domain, and 
if Iis a non-zero prime of A, there are three possibilities: 
(i) A/I is commutative. 
(ii) In k[y] is a non-zero p-prime ideal. 
(iii) In k[yJ = m”, where n is an integer 31 and m is a maximal ideal 
of k[y] such that q’(m) = m. 
Proof. It is clear that A is a domain. By Theorem 3.4, either A/I is commu- 
tative orI n k[y] is non-zero. If In k[y] is non-zero, the fact hat k[y] is a 
Dedekind domain and Theorem 4.2 imply that case (ii) orcase (iii) holds. 
The primes of type (ii) can be completely described in terms of the results 
of part I, while those of type (iii) can be described if k is algebraically losed. 
Recall from part Ithat q-prime ideals ofk[y] correspond to f-periodic points 
in K; i.e., elements a for which fm(a) = a. In particular, if b is q-prime in 
k[y], then b is generated by a polynomial 
!la(Y> = fil P(f %a Y> 
where ais f-periodic andm is the least integer such that p(a, y) = p(f”(a), y), 
and p(c, y) is the irreducible manic polynomial of cover k. Every root of this 
polynomial isitself periodic ofperiod equal to the period n of a. If n = 1, 
this means qa(y) divides f (y) - y, and so I corresponds to a prime ideal of the 
algebra 
k{x, YMYX - XY - g(y),f (y) - Y). 
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These primes are known by the results ofSection 5. Alternatively, if n > 1, 
then f(y) - y must be relatively prime to qa( y), and so f(y) - y is invertible 
in A/I. 
Let B be the subalgebra ofA generated byy and z = x(f( y) - y) + g(y) = 
yx - xy. This is a subalgebra ofthe type considered inSections 3 and 4, and 
has the form k(y, z}/(yz - zf(y)). Since f(y) - y is invertible in A/I, the 
algebra B maps onto A/I, and the results ofpart Iprovide complete information 
on the structure ofA/I. 
This leaves for consideration primes of type (iii). For their analysis, we require 
a lemma, which follows easily by induction. 
LEMMA 7.3. Let h(y) = (y - a,) *a* (y - al). Then 
4~1~ = 4f(r>> + g(y) 5 (f(r) - 4 *-* (f(r) - ai-Jr - ui+d -** (Y - 4. 
i=l 
THEOREM 7.4. Let A = k{x, y}/(yx - xf(y) - g(y)), and let I be a prime 
ideal containing (y - b)“, with b = f (b) and n > 1 chosen to be minimal. Then 
f’(b) is a primitiwe nth root of 1 and g(b) # 0. 
Remark. By Proposition 6.5, this implies that I corresponds to a prime 
ideal of the algebra k{x, y}/(yx - uxy - 1, y”), with a = f ‘(b). Thus, in case k 
is algebraically closed, the prime ideals of A whose intersection with k[y] is 
primary, but not v-prime, are known by 6.4. 
Proof. Suppose that g(b) = 0. Then y - b divides g(y) as well as f (y) - y, 
so 
(Y - w = X(f(Y> - b) + g(Y) = Y(Y - b) 
for some Y in A. This implies that (y - b) x”(y - b)+l C I, and more generally 
(y - b) A(y - b)“-l CI. 
Since Iis prime, the minimality ofn is contradicted. 
Now consider (y- b)%. This lies in I, and by Lemma 7.3, it equals 
n-1 
@(Y> - 4” + g(y) C (Y - Wf (Y) - W-‘. 
i=O 
Since (y - b)” divides (f(y) - b)“, we find that the left half of this um is 
in I. But y - b does not divide g(y), so 
n-1 
(y - b)n divides &go (y - b)i(f(y) - b)n-i-l. 
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Obviously (y - b)n-l divides this um, so y - b must divide 
n-1 
z. (Y - Vl((Y - b)"-w(Y) - Vi-l9 
which equals 
n-1 
go (f(Y) - WY - v- 
Let h(y) = (f(y) - b)/(y - b). Then we have proved that 
n-1 
c (h(b))” = 0. 
i=O 
Equivalently, h(b) is an nth root of 1 other than 1. 
If we factor f(y) - b as (y - b)(y - ci) ... (y - cj), then h(y) = 
(y - cl) e-0 (y - cj). The value of h(y) at b is then evidently equal to the 
value of D(f(y) - b) at b, or in other words, h(b) =f’(b). Therefore f’(b) 
is an nth root of unity other than 1. 
Suppose f’(b) is a primitive mth root of unity. The argument above shows 
that y - b divides c&l (h(~))~, and so using 7.3, 
(y - by% = w(y - b)” 
for some w in A. Therefore (y - b)l” A(y - b)‘+l CI. Since I is prime and it 
is minimal, n = m. 
Taken together, these results suggest hat we divide the primes of A into 
four families: 
(1) The primes containg z = yx - xy. 
(2) The primes Inot containing z such that f( y) - y is zero in A/I. 
(3) The primes I not containing z such that f(y) - y is a non-zero 
zero-divisor in A/I. 
(4) The primes I not containing z such that f(y) - y is regular in A/I. 
Then we can summarize our results a follows: 
1. The primes of family (1) correspond to the primes of the commutative 
ring W,rl/Mf(r> - Y) + g(Y))+ 
2. If K has characteristic 0, here are no primes in family (2), by 5.1. Otherwise, 
the primes are those of K{x, y}/(yx - xy - g(y),f(y) - y), which are deter- 
mined by 5.4. 
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3. The primes of family (3) intersect K[y] in a primary ideal mn, with 
q-l(m) = m. In case k is algebraically closed, these primes are determined 
by 6.4, 6.5, and 7.4. 
4. The primes of family (4) are in one-to-one correspondence with the 
primes of the subalgebra B (generated by y and z) not containing z and not 
containing qb(r) for any b =f(b). 
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