V ideo copy-detection, the purpose of which is to find a video copy in a repository, is important for many applications.
Despite the computational costs, copy location is valuable for many applications. For example, if we would like to see whether a video program, such as an advertisement, is broadcast in a large video program repository, copy location can be used to find the location of the specified program. Also, it can be used in many other applications, including video data mining, copyright protection, and so on.
This article proposes a fast video copylocation method that can find the location of a given query in a large video repository in real time, regardless of the query length. The method proposed here consists of two major contributions. First, it includes a probabilistic model for video copy location to formulate the task as a likelihood maximization problem. Second, it includes a simplified approach to reduce the maximization problem into a set of 0-1 value problems based on the indexing structure.
Probabilistic modeling
For copy location, it's necessary to project the video sequence into a certain feature space and transform video copy location into a feature-matching problem in this feature space. For each video V, it can be first segmented into a set of frames V ¼ {v i , i ¼ 1, 2, . . . , n}, where v i is the i-th constitutive frame in V. Given a certain feature descriptor D, videos can be mapped into a set of feature vectors, that is, V ¼ fv 1 ; v 2 ; . . . ; v n g D À! F ¼ ff 1 ; f 2 ; . . . ; f n g It's expected that for each video frame, the projected points of it and its copies should be nearby in the feature space. Thereafter, we can conclude that the smaller the feature distance, the more likely they are copies. We model this copy relationship with a Gaussian model in the d-dimensional feature space as
where P is a variance matrix. Clearly, with this simple location criterion, the false-frame copy-location rate depends on the feature discriminability. However, the false location likelihood of this approach can be reduced by taking more and more frames into consideration.
Given an input query video Q, which can also be represented by a set of frames Q ¼ {q i , i ¼ 1, 2, . . . ,m}, the copy likelihood between Q and the video sequence fragment in video V 
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We can see that solving Equation 5 is equal to seeking the video sequence that is near to Q in the feature space. Exhaustive search of the minimum for Equation 5 might require a huge computational cost, especially for a large video repository. To address the scalability issue, we must build an efficient indexing for the video repository to facilitate near-neighbor search.
The schematic illustration of our copylocation system is shown in Figure 1 . For all of the video frames in the repository, we can adopt nearest-neighbor search to locate the near-neighbor search space. Many indexing methods, such as tree structures and hashing algorithms, have been widely used for such tasks. Here we take the k-dimensional tree example for our framework. After k-dimensional tree construction, the video feature space is partitioned into a series of nonoverlapping bounding boxes. Each bounding box corresponds to a leaf node of the tree and can be regarded as maintaining an inverted list that indicates the video frame points belonging to this leaf node. During each iteration of the k-dimensional tree construction, for all of the points contained in the same node, we calculate variances of the points along each dimension and split the points by the medium according to the dimension, with maximum variance to generate the left and right child nodes. This process stops until a predefined tree height is reached.
Suppose that we build an h-level k-dimensional tree to index the video repository data, the leaf nodes of the k-dimensional tree are represented as to which video p belongs and its exact position in the video, and f is the frame feature vector.
We search the query, frame by frame, according to its feature in the k-dimensional tree. For each query frame, a candidate set can be obtained. We simplify the probability calculation by a 0-1 measure according to whether the test-frame point belongs to the leaf node traversed by the query frame. For example, if leaf node L i is traversed by query frame q i , for each of the repository frame point v, copy probability is calculated as follows
Hence Equation 1 can also be valued by a 0-1 measure. That is,
The value ''1'' means the video sequence starting from k is a detected copy for Q while ''0'' indicates it is not. Rather than using all of the frame points, only part of the query frame points need to be randomly selected to retrieve the k-dimensional tree. The number of points selected is decided as long as it can provide sufficient evidence to eliminate any false copy. Satisfactory results can be obtained even if we select only a few frames during location. Here, the selected frame-point set is denoted as QR ¼ {(t 1 , qr 1 ), (t 2 , qr 2 ), . . . , (t r , qr r )}. For each frame (t i , qr i ) in QR, we search in the k-dimensional tree. A candidate copy set can be obtained as Lr i , with the elements of Lr i being denoted as lr i ¼ (tl i , fl i ). We fully exploit the video's inherent temporal characteristic and propose an approach to efficiently solve Equation 5. We assume there is no frame loss between the original video and its copy. According to our assumption mentioned previously, if V ¼ {v 1 , v 2 , . . . , v n } is a copy for Q and v i is the frame copy of q i , v iþj should be the copy of q iþj . This time correspondence is used to develop a copy-location algorithm that is described in the algorithm shown in Figure 2 .
Here, Lr i À Dt means for all constitutive frames in Lr i , their location scalar is subtracted by Dt. (Lr i À Dt) \ Lr iÀ1 denotes finding the frames in Lr iÀ1 whose location scalar equals that of the elements in Lr i subtracted by Dt. Owing to the frame transformations, it's possible that some query frame point cannot traverse the leaf node in which its copy is located. This inability to traverse the leaf node can lead to a miss in location according to our algorithm. Our strategy includes methods to reduce location misses. The first algorithm is shown in Figure 3 . As the detection time increases, location misses can be reduced.
As for the second algorithm, we partition the feature into n parts, construct a k-dimensional tree set T with n trees, T ¼ {T 1 , T 2 , . . . , T n }, where T i is the tree built by the i-th feature segment. Given a query video frame trajectory point qr i 2 QR, its feature is partitioned with the same approach as we build the k-dimensional tree set, which is denoted as qr i ¼ {qr i,1 , qr i,2 , . . . , qr i,n }. For each segment, we search its feature subset qr i,j . The leaf node traversed by qr i,j can be denoted as Lr i,j . Integrating all of the subsets, the leaf node set of qr i can be obtained by 
Dataset and performance metric
We collected a total of 180 video clips (120 hours in time with more than 12 million frames) consisting of diverse content, such as news, 
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interviews, and advertisements (the frame per second of the videos is 29.97). We used the principal component coefficients as an efficient feature descriptor together with the k-dimensional tree-indexing structure to test the performance of the proposed framework. The principal component coefficient feature extractor projects the scaled video frame sequence into the principal component space as a trajectory. 4 Specifically, for each frame v i , we represent it by a d-dimensional feature vector x i derived with principal component analysis (PCA) from the luminance of the scaled frame. That is,
where S is the scaling operator, which rescales the luminance matrix of v i to 12 Â 16 then reshapes it to a vector. Then, PCA is conducted over the down-sampled frames to get the PCA transformation matrix A. This simple PCA-based feature extraction can meet the requirements for real-time feature extraction. After scaling and projection, each video sequence is modeled as a temporal trajectory in the principal component space while each frame is represented as a point along this trajectory. The k-dimensional tree height is set to achieve a tradeoff between search efficiency and robustness. We build 8-, 10-, and 12-level k-dimensional trees with the first two dimension PCA features for the total video repository and calculate the minimum bounding boxes. As shown in Figure 6 , for a k-dimensional tree with lower level, each leaf node has a larger volume and contains more frame points, which can make it tolerate more complex transformations. But we need more time to eliminate the false copies. For higher level k-dimensional trees, there are fewer frame points in each leaf node, so we can get a smaller candidate set for each query frame. But this may lead to location misses because the query frame and its copy are less likely to be in the same leaf node.
Selecting fewer frame points for kdimensional tree search definitely requires less computational cost. Furthermore, the location miss rate can be reduced because it provides a less strict constraint for copy judgment. However, reducing the miss rate can introduce higher false copy location. In other words, videos that are not copied may be judged as copies. In our experiments, we show the effect of frame number choice on the copy-location performance.
For the performance metric, we use F-measure, which takes both precision and recall into consideration. That is,
and l indicates the location scalars of detected copy in the video database and l t indicates the true location scalars of the copy in the video database. L th is set to be 1,000 in our work. All of the experiments were conducted on a computer with a 2.93-GHz CPU and 4 Gbytes of RAM.
Experiment results
In the first experiment, we tested the performance of different frame numbers used for kdimensional tree search on queries with eight or more transformations. We use the first six PCA coefficients as feature representations to build a nine-level k-dimensional tree-indexing structure. We randomly select 2, 4, 6, . . . , 
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20 frames each time to locate the video copy. The F-measure with different numbers of frames used for copy location is shown in Figure 7 .
We can see from the result that location performance is first determined by feature robustness. For the PCA feature we use here, it describes simple transformations much more effectively than that of more complex transformations. That is why the performance decreases as the transformations get more and more complex. Within the same transformation, selecting fewer frame points for k-dimensional tree search definitely can improve recall because it provides a less strict constraint for copy judgment. However, doing so can reduce precision. In other words, videos that are not copied might be judged as if they had been copied. That's why the performance of using only two frames is rather low for all of the eight transformations.
On the other hand, as the frame number increases, the algorithm will produce a more and more strict constraint for copy determination. As a result, copies tend to be missed even if only one query frame does not find the leaf node that contains its copy. We found that using four frames during location produces a better tradeoff between recall and precision. Therefore we fixed the frame number to four for the next set of experiments.
To test the performance of the proposed multitime location strategy, we used the same indexing structure and queries used in the first experiment, and we tested the location performance for queries with different transformations. For each query video, we selected the location time N to be 1, 2, 4, 6, 8, and 10, respectively. The results are presented in Figure 8 . We can clearly see that for simple transformation such as additive Gaussian noise, one-time location can achieve satisfactory results, while increasing the location time may lead to slight performance degradation because of the precision loss. For most of the transformations, multitime location outperforms one-time location. The location computational cost with different location times is shown in Table 1 . It's obvious that the computational cost of the proposed algorithm consists of two parts, one is k-dimensional tree search and the other is likelihood pruning. The table shows the time cost of these two parts. In our approach, computational cost is independent of the query video length but only scales linearly with the number of selected frames for k-dimensional tree search and likelihood pruning. This is an advantage of our approach, and it makes our approach able to handle videos with different lengths in a sublinear time cost.
We analyzed the performance of the multitree strategy by selecting every sixth frame principal component coefficients successively to build a k-dimensional tree structure, using the same 200 queries with various transformations as test samples. Figure 9 illustrates the location performance under 1, 2, and 3 k-dimensional trees. The time cost is shown in Table 2 . For most of the transformations, we found that multitree can improve the location performance over using just one tree because when we build more trees, more principal components are used and they can provide more detailed frame information for us to locate the copy.
Additionally, for both of the two strategies, parallel-and distributed-computing technologies can be employed to conduct multitime and multitree search at the same time. With this technology, we could reduce the location time further and reduce the computational cost of our algorithm for real applications.
Finally, we tested the performance of our algorithm on eliminating false copies. We generated Figure 9 . Location performance under different k-dimensional tree numbers. 
500 negative queries ranging from 1 to 5 minutes randomly from another 50-hour video dataset with diverse content and tested them with multitime and multitree strategies using the same settings as the positive query.
More than 95 percent of the queries declared no matching under all parameter settings, showing that selecting four frames for each k-dimensional tree search, along with pruning, can provide enough information for false copy elimination.
Although the widely investigated sequencematching approaches can achieve frame-level copy location, they suffer from scalability problems. Recently, some fast feature-matching strategies have been proposed for real-time, large-scale, near-duplicate detection. In particular, one recent feature-matching strategy is based on fast intersection kernel and inverted file (FIKIF). 5 In this strategy, under the k-dimensional tree-indexing structure scenario, each leaf node would be seen as a visual shingle. Given a query video Q ¼ {q i |i ¼ 1, 2, . . . , m}, the sorted randomly selected frame set
QS is the number of times the o-th leaf node occurs in the search result using QS, t
is the number of frames contained in the o-th leaf node for database video V i . Video similarity can be calculated as
M q and M i are the frame number of Q and V i , respectively. The speed-up method of another project 5 is also used here to reduce the computational cost. For our approach, after likelihood pruning, assume N qr j V i is the number of frame points contained in the leaf node traversed by qr j and belonging to V i . Video similarity can be calculated as
We evaluated the performance by mean average precision of the top five results, shown in Figure 10 . For FIKIF, we tested this performance using 4, 40, 400, 600, 800, and 1,000 frames for copy search (which are denoted as FIKIF-4, FIKIF-40, FIKIF-400, FIKIF-600, FIKIF-800, FIKIF-1,000, respectively). In addition, with our approach, the average detection time is only 0.006 seconds. With FIKIF, it needs 0.002, 0.0127, 0.1015, 0.1376, 0.1632, and 0.1824 seconds respectively for copy detection. Although detection efficiency is comparable, in our experimental setting the performance of FIKIF is inferior to our method. FIKIF can achieve encouraging performance in detecting video level duplicates, in which case the videos are comparable in length and overall content. It does not performs well in our experimental setting because Equation 6 cannot precisely estimate the similarity if the video copy is only a small part of the target video, which indicates the advantage and application of our proposed approach. 
Conclusion
Our experiments on a large-scale dataset demonstrated the effectiveness of our approach. Our proposed scheme is flexible, enabling us to easily integrate other visual features and indexing structures into it. In the future, we plan to investigate different features and indexing methods, and we intend to apply our algorithm to other applications, such as online video search. Meng Wang is a research staff member at the Na- 
