Percolation of frozen order in glassy combinatorial problems by Duxbury, P. M.
ar
X
iv
:c
on
d-
m
at
/0
30
82
11
v4
  [
co
nd
-m
at.
dis
-n
n]
  3
0 S
ep
 20
03
Perolation of frozen order in glassy ombinatorial problems
P.M. Duxbury
∗
Dept. of Physis & Astronomy, Mihigan State University, East Lansing, MI 48824, USA
A loal order parameter whih is important in the analysis of phase transitions in frustrated
ombinatorial problems is the probability that a node is frozen in a partiular state. There is a
perolative transition when an innite onneted luster of these frozen nodes emerges. In this
ontribution, we develop theories based on this perolation proess and disuss its relation to on-
ventional onnetivity perolation. The emergene of frozen order may also be onsidered to be a
form of onstraint perolation (CP) whih enables us to draw analogies with rigidity perolation
and its assoiated mathing problems. We show that very simple CP proesses on Bethe latties
lead to the replia symmetri equations for KSAT, oloring and the Viana-Bray model.
PACS numbers: 89.75.-k, 05.50.+q,75.10.Nr
I. INTRODUCTION
There is intense interest in the relations between sta-
tistial physis and omputational omplexity, from both
the omputer siene and physis ommunities[1, 2℄. This
ativity has resulted in the appliation of physis meth-
ods to omputer siene [3℄ and lever extensions of om-
puter siene methods to glassy problems[4℄. One fasi-
nating result whih has emerged from these studies is the
existene of phase transitions in omputational omplex-
ity. These phase transitions are ontinuous in some ases
and are disontinuous in others[5℄. More reently the
k−onnetivity and k−ore[6℄ problems have attrated
interest, for example in designing redundant networks[7℄.
k−onnetivity is the generalisation of the onventional
onnetivity perolation problem to the requirement of
k−fold onnetivity. That is, a graph is k-onneted if
for eah pair of verties in the graph there exist at least k
mutally independent paths onneting them. The k−ore
of a graph is the largest subgraph with minimum ver-
tex degree k. The Bethe lattie equations for the k-ore
were atually rst derived in the ontext of k-bootstrap
perolation[8℄. k-bootstrap perolation is the perola-
tion proess found by reursively deleting all nodes whih
have onnetivity less than k. More reently the Bethe
lattie k−ore equations have been used to develop the-
ories for rigidity perolation [9, 10, 11℄. In this paper, we
give a brief introdution to the onnetivity perolation
and g− rigidity equations on Bethe latties and then de-
sribe similar perolation proesses whih are important
in the Viana-Bray spin-glass model, the oloring problem
and the K-SAT problem. For these problems we develop
equations for the probability that a innite frozen lus-
ter emerges. We then show that in the simplest approxi-
mation, this formalism reprodues the replia symmetri
equations in a surprisingly straightforward manner.
Frozen order is a unifying onept in the analy-
sis of glasses and geometrially frustrated systems in
∗
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physis[12℄ and also in NP-omplete problems in om-
puter siene, suh as oloring[13℄ and K-SAT[2℄. Frozen
long-range order is most easily understood at zero tem-
perature. At zero temperature the paradigm geometry is
to x the variables on a surfae of the system and then
to test whether these frozen degrees of freedom ause
the propagation of frozen order into the bulk of a sam-
ple. A spin is frozen only if the spin is xed or on-
strained by the spin ongurations of its neighbors, as we
shall demonstrate expliitly below using the Viana-Bray
model. Frozen order may our even though the variables
(e.g. the spins in a spin glass) at eah vertex of a graph
look random. Furthermore, not all of the variables in the
system need to freeze. However for the system to be in
the frozen ordered ground state, the frozen omponent
must perolate.
The vertex q-oloring problem is equivalent to nding
the ground state of the q-state Potts antiferromagnet[14℄.
Eah node of a omplex graph may have any one of q ol-
ors. The objetive is to nd the olor onguration whih
minimizes the number of edges whih have the same olor
at eah end. The propagation of frozen olor has many
oneptual similarities with the propagation of rigidity in
entral fore networks[15, 16℄. However there is a key dif-
ferene whih makes the oloring problem NP-omplete
whereas the rigidity problem is polynomial. The key dif-
ferene is that the onstraints in oloring are distinguish-
able while the onstraints in rigidity perolation are not.
Spin glasses and many frustrated antiferromagnets
map exatly to problems in the NP-omplete lass[1℄.
NP-omplete problems are of entral interest in omputer
siene (CSE)[17℄ and have motivated many attempts to
design quantum algorithms for their eient solution.
The phase transitions whih physiists study often orre-
spond to a hange in the omputational omplexity of the
orresponding CSE problem. Sine these problems are of
enormous interest in physis, CSE and also in pratial
appliations it is not surprising that there is a burgeon-
ing of eorts to better understand the phase transition
whih ours in NP-omplete problems.
It is neessary to onsider the eets of randomness
on physis problems as randomness is present in most
magneti and eletroni materials. The CSE interest in
2random instanes is from a dierent perspetive. The
motivation is to nd typial problem instanes whih
are then used to test the algorithmi omplexity of new
algorithms. A result of broad importane is the obser-
vation of a phase transition in omputational omplexity
in random satisability problems[5℄. The key quantity is
the ratio of the number of onstraints,M , to the number
of variables, N , and this ratio is α =M/N . For α < α∗ it
is believed that random SAT problems are almost surely
in P, while for α > α∗ random SAT problems are almost
surely in NP. In addition there is a phase transition as
measured by the number of violated lauses in the opti-
mal solution. For α < αc, the number of violated lauses
is of order one, while for α > αc the number of violated
lauses is of order N . It is believed that αc ≥ α∗.
The physis ommunity has applied the replia method
to NP ombinatorial problems with remarkable suess[3,
18, 19, 20, 21, 22, 23℄. In addition new algorithms have
been developed based on a ombination of replia sym-
metry breaking ideas from physis and belief propagation
ideas from the artiial intelligene ommunity[4, 24, 25℄.
Though the replia method is an exellent tool, it is
quite diult both tehnially and intuitively. We show
that a simple ombinatorial proedure based on pero-
lation ideas an reprodue many of the suesses of the
replia method. The perolation proess ouring at the
phase transition an be thought of as either perolation
of onstraint or perolation of frozen order. In this on-
tribution, we derive the replia symmetri theories for
K-SAT, the Viana-Bray model and oloring using pero-
lation onepts.
The next setion of the paper gives a brief review of
the analysis of onnetivity perolation on Bethe latties
and random graphs, and also desribes its extension to k-
onnetivity perolation. Setion III desribes the anal-
ysis of the glass transition, at T = 0, in the Viana-Bray
model. Setion IV fouses on the oloring problem, while
Setion V presents an analysis of K-SAT. Setion VI on-
tains a brief summary.
II. CONNECTIVITY AND RIGIDITY
PERCOLATION
Perolation on diluted Bethe latties was analysed by
Fisher and Essam[26℄, who dened the probability that
a node is part of the innite luster, T . They found
that the probability that a node is not on the innite
luster, Q = 1−T , only requires that all of its onneted
neighbors also not be part of the innite luster, so that,
Q = (1 − p(1−Q))α (1)
where p is the probability that an edge is present in the
Bethe lattie, and α = z−1, where z is the o-ordination
number of the Bethe lattie. Note that this expression
may be written as,
T =
α∑
l=1
(
α
l
)
(pT )l(1− pT )α−l (2)
whih is more onvenient for the generalisation to rigidity
perolation. From Eq. (1), it is easy to show that there is
a phase transition at pc = 1/α and that T ∼ (p−pc) near
the ritial threshold. The phase transition is thus on-
tinuous with order parameter exponent one. Somewhat
earlier, this transition was also studied in the graph the-
ory ommunity by Erdös and Rényi[27℄. They onen-
trated on random graphs, whih onsist of highly diluted
omplete graphs. A omplete graph is a graph where
every node is onneted to every other node. In fat
they dened p = c/N , where c is nite and showed that
a giant (extensive) onneted luster emerges at c = 1.
They derived an equation for the probability that a node
is on the giant luster, γ. Their equation is found from
Eq. (2), by taking the limit p = c/N, N = z → ∞, to
nd γ = 1− e−cγ. Near the ritial point γ ∼ 2(c− 1)/c2
so, as expeted based on the universality hypothesis, γ
also has an order parameter exponent of one.
Rigidity perolation on Bethe latties, is desribed by
a simple generalisation of Eq. (2). In this generalisa-
tion, eah node has g degrees of freedom. For example
if we wish to model rigidity perolation on entral fore
networks, then g = d, where d is the lattie dimension.
In order to make a giant g-rigid luster, we need to on-
strain the g degrees of freedom at eah node with at least
g bonds, so we generalise Eq. (2) to,
Tg =
α∑
l=g
(
α
l
)
(pTg)
l(1− pTg)
α−l
(3)
whih is the simple generalisation of Eq. (2) to the re-
quirement of at least g− neighbor onnetions.
Eq. (3) was rst invented in the ontext of a Bethe
lattie theory for Bootstrap perolation[8℄ and has been
used more reently to develop a Bethe lattie theory for
rigidity perolation [9, 10, 11℄. In the random graph
limit, Eq. (3) redues to,
γg = 1− e
−cγg
g−1∑
l=0
(cγg)
l
l!
(4)
When g = 1 this gives the Erdös-Rényi result[27℄ for the
emergene of a giant luster in random graphs, while for
g > 1, there is a disontinuous onset of a nite solution
at a sharp threshold cg[9℄. Numerial solution of Eq. (4)
indiates that for g = 2, c2 = 3.3510(1). This value has
also been found in a reent mathematial analysis[6℄ of
the threshold for the emergene of the giant 3-ore on
random graphs. The k-ore problem is equivalent to the
k-bootstrap perolation problem. However the k+1-ore
is, in general dierent than the k-rigidity problem, and
even on Bethe latties and random graphs there are some
important dierenes.
3The most important dierene is that for g-rigidity, the
nite solution Tg is metastable for a range of c > cg[9, 10℄.
The true rigidity transition atually sets in at cr > cg and
is identied using onstraint ounting arguments [10, 11℄.
Nevertheless the probability of being on the innite rigid
luster is orretly found from Eq. (4), provided c > cr,
where cr is the rigidity threshold[10, 11℄. As we shall
see below the analogous theories for glassy ombinatorial
problems, in partiular the Viana Bray model, K-SAT
and q-oloring, provide solutions at the level of the replia
symmetri theory. Moreover, as will be desribed else-
where, the methodology we introdue here an be used
to develop simple and aurate reursive algorithms for
these glassy problems on general graphs. In the ase of
rst order transitions, as ours in q-oloring (with q ≥ 3)
and for K-SAT (K ≥ 3), the transition point we nd be-
low may mark the onset of metastability. In order to
nd the true threshold we need to nd the ground state
energy from the order parameter, in a manner similar to
that used in rigidity perolation. This is non trivial and
will be eluidated elsewhere.
III. VIANA-BRAY MODEL
We rst analyse the onset of frozen order in the Viana-
Bray(VB) spin-glass model[28℄, whih provides a basi
model for disordered and frustrated magnets, suh as
EuxSr1−xS[29℄. The Hamiltonian for the VB model is,
H =
∑
ij
JijSiSj (5)
where Si = ±1. The exhange onstants Jij are ran-
domly drawn from the distribution,
Dp(Jij) = p[
1
2
δ(Jij+J)+
1
2
δ(Jij−J)]+(1−p)δ(Jij), (6)
As above we fous on the random graph limit p = c/N .
We introdue the following probabilities:
P = probability a site is frozen in the up state
M = probability a site is frozen in the down state
D = probability a site is degenerate
In the absene of an applied eld and within a symmetri
assumption, P =M and D = 1−2M . We then need on-
sider only one of these probabilities. However for larity
and for ease of generalisation, we ontinue to inlude M
and P separately. In terms of these order parameters,
the magnetisation is given by, m = |P −M | and the spin
glass order parameter is, q = P + M . The reurrene
formula for P , using p = c/N is,
P =
α∑
k=0
α∑
l=k+1
α!
k!l!(α− k − l)!
(
cP
2N
+
cM
2N
)k(
cM
2N
+
cP
2N
)l(1−
c
N
(M + P ))α−k−l (7)
This is understood as follows. If a bond onnets a site
at the lower level to a site at the upper level then the
site at the upper level wants to be frozen up: if the on-
neting bond is ferromagneti and the lower level spin is
frozen up; or if the onneting bond is antiferromagneti
and the lower level spin is frozen down. This event has
probability, cP/2N + cM/2N . Similarly, the probabil-
ity that a spin at the upper level of the bond wants to
be frozen down (negative) is given by, cM/2N + cP/2N .
The newly added spin at the upper level is frozen up if
there is a larger number of onnetions from the upper
to the lower level whih prefer the frozen up state. The
sum in Eq. (7) is thus restrited to events of this sort.
The event (1 − c(P + M)/N) is the probability that a
site at the lower level in the tree is either degenerate or
disonneted from the newly added site. In the large N
limit, Eq. (7) redues to,
q = 2e−cq
∞∑
k=0
∞∑
l=k+1
( cq
2
)k+l
k!l!
= 1− e−cqI0(cq) (8)
where we have used the fat that we are onsidering a
ase where the magnetisation m = 0. In that ase,
M = P = q/2, where q is the spin glass order param-
eter. I0 is the spherial Bessel funtion of zeroth order.
The result (8) has been found before within the replia
symmetri solution to the Viana-Bray (VB) model(see
Eq. (15) of [19℄). Thus symmetri onstraint perolation
(CP) in the VB model is equivalent to the ground state
spin glass transition as found within the replia symmet-
ri approah. The CP approah is attrative beause
is it is simple, it avoids the mathematial diulties of
the replia method and it is physially transparent. The
onstrution we have used makes it lear that simple on-
netivity is suient to ensure propagation of spin glass
order in the VB model. Constraint perolation ours
at c = 1 and the order parameter approahes zero as
q ∼ 4
3c2
(c−1), so the CP transition in this ase is ontin-
uous, with the same exponent as the Erdös-Rényi tran-
sition.
IV. COLORING
Now we turn to the oloring problem. Our analysis
enters on the probability Fl (l = 1, 2, ..q), whih is the
probability that a site is frozen in olor l. The probability
F1 is given by the reursion relation,
F1 =
α∑
s=0
∞∑
k2=s+1
..
∞∑
kq=s+1
∞∑
kq+1=0
α!
s!k2!k3!...kq!kq+1!
(pF1)
s(pF2)
k2 ...(pFq)
kq (1− p
∑
Fl)
kq+1δ(s+
q+1∑
l=2
kl −α)
(9)
4This formula is understood as follows. In order for a site
to be frozen in the olor 1, all of the other q − 1 ol-
ors must appear, and be frozen, on one of the onneted
neighbor sites. In addition the frozen olor 1 must o-
ur, on these neighbor sites, a stritly smaller number of
times than any other frozen olor. The probability that
a neighbor site is onneted and frozen in olor 1 is
pF1. This event ours s times. We thus have a term
(pFl)
s
for the olor 1. A similar term applies for eah
of the other required q − 1 frozen neighbor olors, with
eah of them ouring kl times. We must also allow for
the possibility of events whih are not of the type pFl,
whih leads to the term (1 − p
∑
Fl)
kq+1
. This proba-
bility is summed from 0 to innity as it does not have
to exist in a onguration in order to ensure that F1 be
nite. Note however that (1− p
∑
Fl) is by far the most
likely event in the random graph limit, where p → c/N .
All of these probabilities are exlusive and independent.
We must also allow for all ways of arranging this set of
q+1 exlusive events amongst the α possible onnetions
between our newly added site and the sites at the lower
level in the tree. This leads to the multinomial fator.
An equation like (9) ours for eah of the q olors whih
are allowed. If we assume that all olors have the same
probability (whih is natural provided there are no sym-
metry breaking terms), then F1 = F2 = Fl = F/q. Using
this, and taking the random graph limit yields,
F = qe−cF
∞∑
s=0
1
s!
(
cF
q
)s[
∞∑
k=s+1
1
k!
(
cF
q
)k]q−1 (10)
This equation is valid for arbitrary q provided q/N → 0.
For q = 2, we assume that F is ontinuous near the
perolation threshold and expand this expression in pow-
ers of F whih yields,
F ≈ cF −
3
4
(cF )2 +O((cF )3) (11)
This has the solution,
F ≈
4
3c2
(c− 1) c ≥ 1 (12)
This is, other than a prefator of 4/3c2 instead of 2/c2,
the same as the ritial behavior of the giant luster prob-
ability in random graphs[26, 27℄. For c well away from
the transition, we solve Eq. (10) numerially. The s and
k sums are rapidly onvergent and for the c range near
ritiality, only a few terms are required for high au-
ray results. From the solution for F we obtain all of
the results of interest and they are presented in Fig. 1.
The ontinuous behavior of 2-oloring near threshold is
evident from these data.
For q = 3, an attempt to nd a ontinuous transi-
tion by expanding in powers of F fails. Numerial solu-
tion of Eq. (10) is presented in Fig. 2 where it is seen
that there is a jump disontinuity in the innite frozen
luster probability at a sharp threshold. We nd that
2 3 4 5
c
0.2
0.4
0.6
0.8
1
F,G,H
Figure 1: The oloring order parameters for q = 2. The
lower two urves are the probability that a site is frozen and
olorable, G (the s = 0 term in Eq. (10)), and the probability
that a site is frozen and frustrated, H (the s ≥ 1 term in
Eq. (10)). The top urve is the probability that a site has a
frozen olor F = G +H , whih is found by solving Eq. (10)
with q = 2.
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Figure 2: The oloring order parameters for q = 3. The
lower two urves are the probability that a site is frozen and
olorable, G (the s = 0 term in Eq. (10)), and the probability
that a site is frozen and frustrated, H (the s ≥ 1 term in
Eq. (10)). The top urve is the probability that a site has a
frozen olor F = G +H , whih is found by solving Eq. (10)
with q = 3.
c∗ = 5.14(1) and that the jump in the order parame-
ter is ∆Fc = 0.365(1). We thus nd that the oloring
transition for q = 3 is rst order as has been found in nu-
merial simulations[13℄ on random graphs. Our oloring
threshold is onsistent with a reent replia symmetri
numerial alulation, whih yielded c∗ ≈ 5.1[21℄, but
is signiantly higher than that found in the simulation
work of Culberson and Gent[13℄ where c∗ ≈ 4.5− 4.7 or
in the numerial work on survey propagation[22℄, whih
yields c∗ ≈ 4.42. Nevertheless the nature of the transi-
tion is orretly aptured by the simple CP theory. It is
also important to note that the solution found here may
also be metastable for a range of c, as was found in the
rigidity ase[10℄. The onset of metastability is an impor-
tant threshold from the point of algorithmi eieny,
as it marks the onset of glassy relaxation dynamis. The
oloring theory developed above an be formulated in a
5very similar way to the formulation of the propagation
of the k-ore. However there is a ritial dierene. The
onstraints in the oloring theory have to be treated as
distinguishable, while the onstraints in the k-ore alu-
lation are indistinguishable.
V. K-SAT
The satisability problems we onsider ask the ques-
tion: Given a set of binary variables, zi = 0, 1 or equiva-
lently zi = True orFalse, is it possible to satisfy a spe-
ied set of onstraints on these variables? In the K-SAT
ase, a typial onstraint is of the form,
(zi ∧ zj ∧ zk) (13)
where ∧ is the logial OR operation and the overline in-
diates a negated variable. This logial lause is satised
(SAT) if any one of the variables in the lause is SAT.
The variables zi and zk are SAT if they are true (T),
whih we take to be zi = zk = 1, while the variable zj is
SAT when zj is false (F), whih orresponds to zj = 0.
We shall also x the number of variables in eah lause
to be K, whih is the K-SAT problem. In these SAT
problems we shall randomly hoose a set of M lauses
like that in Eq. (13)and try to nd the assignment of
the binary variables whih minimizes the number of vi-
olated lauses. Eah variable appearing in a lause is
negated with probability 1/2 and the number of vari-
ables is N . The key ratio is α = M/N . We would like
to nd the threshold for onstraint perolation. That is,
what is the threshold for the appearane of a giant lus-
ter of lauses where eah lause is ompletely speied
or frozen. These ompletely speied lauses annot be
altered without inreasing the total number of violated
lauses, so that they are non-degenerate. There are three
types of lauses in an optimal assignment of a formula:
(i) Clauses that are SAT but are degenerate; (ii) Clauses
that are SAT but are frozen; (iii) Clauses that are UN-
SAT but are degenerate. Only type (ii) lauses propagate
onstraint. We seek a formula for the probability, V , that
a variable is frozen and the probability, F , that a lause
is frozen and SAT.
We make a tree onstrution of the fator graph for
the K-SAT problem (see Fig. 3). The probability that
a variable is frozen and part of the giant frozen luster
is V and the probability that a lause is frozen and part
of the giant frozen luster is F . The branhing of the
variable nodes has maximum o-ordination M , but the
probability that a link atually exists between a node and
lause is p = K/N . We start by assuming that a variable
is frozen at level 1 (see Fig. 3) and then determine the
onsequenes of this assumption at levels 2 and 3.
The probability that a lause is frozen, F , at level 2,
given the probability, V , that a variable is frozen at level
1 is given by,
F = (
V
2
)K−1. (14)
Figure 3: The fator graph used to onstrut the reurrene
relations. The irles denote variable nodes, while the square
nodes are the lause nodes. V is the probability that a vari-
able node is frozen, while F is the probability that a lause
node is frozen (see the text). We assume that a variable at
level 1 is frozen and nd the probability that a variable at level
3 is frozen. The lause nodes have o-ordination K, while the
variable nodes have o-ordination M
This equation is understood as follows. In order for a
lause at level 2 to be frozen by the variables at level
1, all of the level 1 variables to whih it is onneted
must be frozen and in onit with the assignment in the
lause. This imposes a xed assignment on the variable
3. This is the only onguration of variables at level 1
whih propagates onstraint through a lause to level 3.
Now we must onsider the ummulative eet of all of
the lauses whih are onneted to the variable at level
3. There are M − 1 suh lauses of whih a fration F
propagate onstraint (are frozen) aording to the meh-
anism of the previous paragraph. Some of these frozen
lauses propagate the requirement x and others propa-
gate the requirement x. The variable at level 3 then has
three possible states, P = positive, N = negative and
D=degenerate. The state of the level 3 variable is de-
generate if the number of onstrained onnetions whih
favor the positive state (x) is the same as the number
of onnetions whih favor the negative state (x). The
probability this variable is frozen (ie. either negated or
not) is V = P +N = 1−D as we are onsidering the ase
where the probability that a variable is negated is 1/2.
It is straightforward to generalise to the ase of unequal
probabilities. The probability that the node at level 3 is
degenerate is then,
D =
M∑
k=0
M !
(k!)2(M − 2k)!
(
pF
2
)2k(1 − pF )M−2k (15)
Where we have used the fat that the probability that a
onnetion ours between a variable node and a lause
node is p = K/N . Eq. (15) is understood as follows.
The probability that a lause at level 2 is frozen and on-
neted(ie it propagates onstraint), and it requires the
variable at level 3 to be x is pF/2. The probability that
this lause propagates onstraint and requires the vari-
able at level 3 to be x is also pF/2. The variable at
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Figure 4: The probability that a lause is frozen, F , as a
funtion of a = α, for 2-SAT.
level 3 is degenerate if these two events our an equal
number of times, hene the term (pF/2)2k. The ombi-
natorial fator gives all ways of arranging these events,
taking into aount that the x and x events are distint.
In the thermodynami limit, using pM = αK, we nd,
D = e−αKF
∞∑
k=0
1
(k!)2
(
αKF
2
)2k (16)
This provides the reurene formula for V = 1−D whih
may be written in the form,
V = 1− e−αKF I0(αKF ) (17)
where I0 is the spherial Bessel funtion of zeroth order.
Note that I0(0) = 1. For ompleteness, we note that the
probability that the new variable is frozen in the positive
(not negated) state is,
P =
M∑
k=0
M∑
l=k+1
M !
(k!)2(M − k − l)!
(
pF
2
)k+l(1 − pF )M−k−l
(18)
The probability that the variable is frozen in the N state
is the same as P for the ase we are onsidering, where
the variables have equal probability of being negated and
not negated.
Equations (14) and (18) provide the self onsistent
theory for the onset of a giant onstrained luster in
K-SAT. We now analyse this theory for the two typial
ases.
The 2-Sat ase (K = 2)
In this ase Eq. (14) is F = V/2. Expanding Eq. (17)
in powers of F , we then have,
F =
1
2
[1− (1− 2αF + 2α2F 2 + ..)(1 + α2F 2))] (19)
This has the trivial solution α = 1. It also has the non-
trivial solution
F =
2
3α2
(α− 1) (20)
Thus the random 2-Sat giant luster emerges smoothly
at α = 1. Numerial alulation of F from Eqs. (14)
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Figure 5: The probability that a lause is frozen, F , as a
funtion of a = α, for the 3-SAT problem
and (17) is presented in Fig. 4.
The K ≥ 3-Sat ase
In these ases, Eq. (14) with (17) do not have a non-
trivial solution with a smooth behavior near a riti-
al point. However they do have a non-trivial solution
whih has a disontinuous onset at a threshold value,
αc(K). This solution is found by iteration of Eq. (14)
and Eq. (17) and the results are presented in Fig. 5. We
nd that although the emergene of the giant luster is
disontinous, for any K > 2 the size of the rst order
jump dereases quite rapidly with inreasing K. This
indiates that the K-SAT transition is weakly rst order
and that an analyti analysis at large K is possible. The
3-SAT ritial value whih we nd, αc(3) ≈ 4.6673(3),
is onsistent with the replia symmetri solution[23℄ for
the metastability point, and signiantly higher than
the numerial values for the K-SAT transition whih
lie around 4.3[4℄. The numerial results we have found
(using Eq. (18)) for metastability point and the jump
in F at that point are: αc(3) = 4.6673(3), δFc =
0.0680(1); αc(4) = 11.833(1), δFc = 0.0341(3); αc(5) =
29.91(1), δFc = 0.016(1) ; αc(6) = 64.1(1), δFc =
0.0071(1).
VI. SUMMARY
We have shown that the probability that a site is on
the innite frozen luster may be alulated using sim-
ple ombinatorial methods. This provides a general an-
alyti approah to many hard ombinatorial problems,
and provides a useful omplement to the replia method.
Although we onentrated on the symmetri theory here,
avity methods[4℄ hold promise for generalising this ap-
proah to the unsymmetri ase, as will be presented else-
where.
The oloring transition is ontinuous for q = 2 and
disontinous for q ≥ 3, similarly K-SAT is ontinuous
for K = 2 and disontinuous for K ≥ 3. In ontrast
the VB model of glasses has a ontinuous phase tran-
sition. As found in the rigidity perolation problem[9℄,
proesses whih require more than 2-onnetivity in or-
der to propagate onstraint have a tendeny toward rst
7order transitions. However a ounter example is rigid-
ity perolation on triangular latties, where the rigidity
transition is ontinuous[30℄. It thus seems a diult task
to determine the onditions whih produe ontinuous as
opposed to disontinuous perolation transitions in om-
plex ombinatorial problems.
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