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We study the correlation functions of Coulomb branch operators of four-dimensional
N = 2 Superconformal Field Theories (SCFTs). We focus on rank-one theories, such as
the SU(2) gauge theory with four fundamental hypermultiplets. “Extremal” correlation
functions, involving exactly one anti-chiral operator, are perhaps the simplest nontrivial
correlation functions in four-dimensional Quantum Field Theory. We show that the large
charge limit of extremal correlators is captured by a “dual” description which is a chiral
random matrix model of the Wishart-Laguerre type. This gives an analytic handle on the
physics in some particular excited states. In the limit of large random matrices we find the
physics of a non-relativistic axion-dilaton effective theory. The random matrix model also
admits a ’t Hooft expansion in which the matrix is taken to be large and simultaneously
the coupling is taken to zero. This explains why the extremal correlators of SU(2) gauge
theory obey a nontrivial double scaling limit in states of large charge. We give an exact
solution for the first two orders in the ’t Hooft expansion of the random matrix model
and compare with expectations from effective field theory, previous weak coupling results,
and we analyze the non-perturbative terms in the strong ’t Hooft coupling limit. Finally,
we apply the random matrix theory techniques to study extremal correlators in rank-1
Argyres-Douglas theories. We compare our results with effective field theory and with
some available numerical bootstrap bounds.
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1. Introduction
In this paper we revisit the properties of some of the simplest nontrivial correlation
functions in four-dimensional quantum field theories. We will be discussing the “extremal”
correlation functions in N = 2 supersymmetric conformal theories in four dimensions.
These theories often have exactly marginal parameters, namely, there is a tunable coupling
constant and the extremal correlation functions we will study depend on it. In the simplest
examples, the tunable coupling constant is simply gYM, i.e. the Yang-Mills coupling (and
the theta angle).
1
In general we can only hope to compute observables in perturbation theory in gYM
where the difficulty of the computation of Feynman diagrams increases rapidly with the
order in perturbation theory. The extremal correlators have a nontrivial perturbative ex-
pansion but thanks to localization techniques the computation of higher-order terms is
technically not as formidable as the computation of the usual Feynman diagrams.
The relative simplicity of extremal correlators allows us to explore various questions
such as the resurgence properties of perturbation theory as well as the behavior of pertur-
bation theory in the presence of large quantum numbers.
The local operators which we consider are the Coulomb branch operators O(x), which
are annihilated by the Q supercharges (and are super-conformal primaries). Correlation
functions of O at the conformal fixed point vanish due to global symmetry selection rules
but as soon as we allow at least one insertion of O the correlation functions no longer
vanish. If there is precisely one insertion of O the correlation function is called extremal.
In the theories we focus on in this paper (mostly SU(2) gauge theory with four hy-
permultiplets in the fundamental representation) the set of Coulomb branch operators is
labeled by non-negative integers On such that the u(1)R charge of On is proportional to n.
It is possible to normalize the OPE coefficients such that
OnOm ∼ On+m + regular .
The physical conformal field theory data is then in two-point correlation functions
〈On(0)On(∞)〉 = G2n(gYM, θ) . (1.1)
Our goal is thus to compute the observables G2n(gYM, θ).
In several recent papers the main focus was on studying some properties of G2n(gYM, θ)
at fixed n. The purpose of this was twofold. First, one could learn about the high-order
behavior of perturbation theory, the interplay with instantons and Borel resummation.
Second, the system of observables G2n obey a certain integrable structure which we will
expand about in the main body of the paper. We will review all of these developments in
the main body of the paper.
Here we shift our attention to a different class of problems which involve the large n
limit. This corresponds to the limit of large u(1)R charge. In order to have a physical
picture of this limit it is perhaps more convenient to normalize the two-point functions
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(1.1) canonically. Then the three-point functions are given by
〈On(0)O1(1)On+1(∞)〉 =
1√
G2
√
G2n+2
G2n
.
In radial quantization we can think about this as a matrix element of a “simple” operator
between a state of charge ∼ n and a state of charge ∼ n + 1. The operator O1 is simple
in the sense that its quantum numbers are fixed while n may be large.
In the context of the Eigenstate Thermalization Hypothesis (ETH), it is widely ex-
pected that in nontrivial Quantum Field Theories correlation functions of “simple” opera-
tors in sufficiently generic states are captured by Random Matrix Theory. (This expectation
is based mostly on simulations of many-body systems. In fact some of the earliest work
on ETH already made contact with Random Matrix Theory. For some recent work see for
instance [1,2] and references therein.) Here we are studying matrix elements of O1 between
states which are by no means generic.1 However, we will see that a natural chiral Random
Matrix Theory (RMT) description emerges! The ensemble of random matrices that we
will encounter is the so-called chiral ensemble (knows as the Wishart-Laguerre or Altland-
Zirnbauer ensemble [3]) of general complex matrices whose rank is related to the number
of operator insertions. There is an emergent gauge symmetry which acts on the random
matrices from the left and right independently. It becomes exactly Gaussian in the strict
n → ∞ limit. This ensemble also appears naturally in Quantum Chromodynamics [4–6]
and several other contexts such as [7].
Since our system has adjustable coupling constants gYM, θ one can actually take the
large n limit in several ways.
A limit that always exists is fixed gYM, θ and n → ∞. In this limit the theory is
expected to be described by a non-relativistic axion-dilaton effective Lagrangian [8–10].
(This is the supersymmetric version of the effective Lagrangian of [11–13], see also [14] for
a Bootstrap analysis.) In terms of the RMT this limit corresponds to large matrices with
a fixed potential. Remarkably, the two approaches agree! The agreement is nontrivial. For
instance, some loop effects in effective field theory are captured by edge effects in random
1If the radius of the sphere is R, the energy density of our states scales like n/R4 and the charge density
like n/R3. Due to the Boltzmann factor e
−H−µQ
T , at low temperatures only states with H ≤ |µQ| play a
role. Typically for states with finite charge density the energy density is bounded from below and hence up
to some µ∗ the partition function at low temperatures is µ independent. This is not the case in our system,
where there are states with finite charge density and arbitrarily small energy density. In this sense these
states are somewhat unusual. On the other hand, as we will see, there is much analytic control over these
states, and, in some respects, they can be viewed as a playground for more realistic thermodynamic states.
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matrix theory.
A more surprising and richer limit is
1
4pi
g2YMn ≡ λ , n→∞ (1.2)
with fixed λ. It reminds of the ’t Hooft limit in gauge theories, though here we are studying
just SU(2) gauge theory and n is the the u(1)R charge. It is nontrivial that this limit makes
sense from a gauge theory perspective. As in the ’t Hooft limit, gauge instantons are naively
suppressed as e−8pi
2
/g
2
YM → e−2pin/λ. We will see that the effective physics of this limit is
not simply the axion-dilaton effective Lagrangian. The RMT approach immediately shows
that (1.2) makes sense since this is nothing but the familiar ’t Hooft limit. Hence, in terms
of RMT, λ is the familiar ’t Hooft parameter and the limit exists because the diagrams
admit the usual genus expansion and double line notation. In this sense the RMT is really
a dual description. Since the double scaling limit (1.2) corresponds to a ’t Hooft expansion
in the RMT approach, we see that there is an underlying weakly coupled string world-sheet
theory in the double scaling limit. We do not explore this aspect further in this paper.
An interesting limit is that of strong ’t Hooft coupling λ→∞. We find in that limit
an exponentially small piece e−
√
4pi
√
λ which is reminiscent of a world-sheet instanton. In
terms of the original gauge theory, this is due to a threshold effect of the hypermultiplet
BPS particle.
While in terms of the dual RMT the existence of the limit (1.2) is obvious, it is worth
developing an intuitive picture for why this limit exists directly from the gauge theory
point of view. Inserting On in the gauge theory kicks the dilaton field away from the origin
φ ∼ √n (with the dimensionful scale being the radius of the sphere in radial quantization).
The masses of the hypermultiplets and W-boson BPS states scale as gYMφ ∼ gYM
√
n. The
monopole masses on the other hand scale like 1
gYM
φ ∼ √n/gYM. From these facts we see
that at fixed gYM and large n all the BPS particles decouple and we are left with the axion-
dilaton field with a nontrivial profile which breaks Lorentz symmetry. This is essentially
the underlying reason for the non-relativistic axion-dilaton theory at large n and fixed gYM.
However, we see that if we keep g2YMn fixed then the hypermultiplet and W-boson have a
fixed nonzero mass while the magnetically charged particles decouple. Also any possible
multi-particle states made out of the hypermultiplets and W-boson survive the limit of
fixed g2YMn. At small λ the physics is rather complicated since the electric BPS particles
are light. At large λ it becomes increasingly improbable to excite them and instead they
lead to contact terms along with exponentially small contributions, such as the e−
√
4pi
√
λ
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that we mentioned. The RMT approach allows us to understand this physics in detail.
These results raise various interesting questions that go beyond the realm of supersym-
metric gauge theories. For instance, we can ask about the large charge limit of the O(2)
Wilson-Fisher fixed point. An insertion of φn (where φ is the complex scalar field in the
O(2) Lagrangian) kicks the field to φ ∼ √n as before. The mass of the radial excitation in
that region is determined from the quartic coupling to be λ(
√
n)2 ∼ λn ∼ n, where in the
last step we used that the quartic coupling scales like  = 4−d. In analogy to what we find
in this work, it is therefore tempting to explore the same kind of ’t Hooft-like expansion
in the O(2) Wilson Fisher fixed point. For related work see [15–18].2 The ordinary large
charge limit is described by the non-relativistic Goldstone mode but the double scaling
limit should be described by a more intricate theory that includes the radial mode. It
would be really interesting to see if there is a dual matrix model that translates the double
scaling limit to a standard ’t Hooft limit.
In this paper we limit ourselves to a detailed analysis of the N = 2 supersymmetric
rank-1 theories.3
The outline of the paper is as follows. In section 2 we review some of the literature
on extremal correlators with the aim of making the presentation essentially self-contained.
In the same section we review the predictions of effective field theory for the behavior
of extremal correlators at large charge and fixed coupling. In section 3 we develop the
Random Matrix Theory description and show that it leads to a dual description for the
behavior at large charge. We use the Random Matrix Theory to prove the existence of
the double scaling limit (1.2). In section 4 we present some of the detailed predictions
of RMT, including an analytic solution for the leading terms in the ’t Hooft expansion.
From this we extract the exponentially small pieces at strong ’t Hooft coupling which
describe deviations from effective field theory predictions. Finally, in section 5 we study
the extremal correlators in Argyres-Douglas rank 1 theories and make some comments on
the dual RMT. We compute the first few terms in the large charge expansion and make
comparisons with bootstrap data and effective field theory. Some technical details are
collected in an appendix.
2We thank M. Serone for a useful discussion on the subject.
3Certain 2d and 3d supersymmetric theories also admit some similar classes of protected operators and
extremal correlation functions can be defined [19–22]. It would be interesting to consider these examples
along the lines of the discussion here. Likewise, there has been some work on the extremal correlators in
higher-rank theories, e.g., [23, 24] and it would be very nice to understand the large charge limit in that
case. Finally, there have been tantalizing hints that some of the structure carries over to non-conformal
theories [25,26], and it would be nice to understand this better.
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2. N = 2 Coulomb Branch Operators
We begin with a lightening review of the representation theory of N = 2 superconfor-
mal theories in four dimensions (a more detailed presentation can be found in [27]). The
symmetries consist of the usual Poincare´ and conformal generators, along with 16 super-
charges, usually denoted by Qaα, Qα˙a and S
a
α, Sα˙a, where a = 1, 2 labels the supercharges
and α, α˙ are the usual Lorentz indices. In addition there is su(2)R × u(1)R R-symmetry.
The local operators in the theory furnish representations of this su(2, 2|2) superconformal
algebra.
An important class of operators in N = 2 superconformal theories are the so-called
Coulomb branch operators. These are particular short representations of su(2, 2|2). The
defining property of Coulomb branch operators is that these are superconformal primary
operators that are furthermore annihilated by all the Qα˙a supercharges.
Using unitarity of the representations, it is a standard exercise to show that the di-
mension of these operators is fixed to be ∆ = R/2, where R denotes the R-charge under
the u(1)R R-symmetry. Furthermore, one finds that such operators must be su(2)R singlets
and have no right-moving spin indices. In fact, in all the constructions relevant to this pa-
per they would have no left-spin indices either and hence the operators would be Lorentz
scalars. We will denote these operators by OI , where I is an index that labels the different
Coulomb branch operators.
Let us now review the significance of these operators. Typically, N = 2 theories have
a moduli space of degenerate vacua. A distinguished class of vacua are those where the
low-energy theory has a free photon along with its supersymmetric partners.4 These are
the Coulomb branch vacua. In these vacua the su(2)R symmetry is preserved but the u(1)R
symmetry and the conformal symmetries are spontaneously broken. More precisely, these
vacua preserve the Poincare´ symmetries along with 8 supercharges and su(2)R, while the
other symmetries in su(2, 2|2) are spontaneously broken and hence non-linearly realized on
the vacua. These Coulomb branch vacua are parameterized by the Vacuum Expectation
Values (VEVs) of the Coulomb Branch operators defined above. Therefore, if we choose
to be in a vacuum on the Coulomb branch, the one-point functions of Coulomb branch
operators are nonzero 〈OI〉 6= 0, see figure 1.
An all-important property of the operators OI is that if we consider their operator
4Possibly there could be additional degrees of freedom in more complicated models than those we consider
here.
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Figure 1: Structure of the the moduli space of Coulomb branch vacua. The grey area,
where the u(1)R and conformal symmetries are spontaneously broken, is parametrized by
non-zero VEVs of Coulomb branch operators OI .
product expansion it only contains regular terms. This leads to a ring structure
OI(x)OJ(y) ∼ CKIJOK(x) + · · · ,
where the · · · stand for terms that vanish as x→ y.
In the cases studied in this paper the ring will be freely generated by a single operator.
These are called rank-1 theories. We will therefore label the operators by On with n ≥ 0
an integer (by convention O0 = 1). The operator product expansion then takes the form
On(x)Om(y) ∼ On+m(x) + · · · . (2.1)
Of course, one can make various redefinitions of the operators but the choice in (2.1) is
the most convenient one for our purposes.
If we are at the fixed point (and not on the Coulomb branch) the correlation functions
of operators involving just the On of course vanish by the u(1)R symmetry. However,
there are non-trivial correlation functions that involve Coulomb branch operators and anti-
Coulomb branch operators.
The study of supersymmetric gauge theories in the 90s was mostly restricted to holo-
morphic observables, namely, a great deal was learned about the correlation functions of
the operators O away from the fixed point. However, with the progress on supersymmetric
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localization it became possible to consider more complicated observables.
For instance, consider the following correlation function measured at the conformal
fixed point:
〈Oi1(x1)Oi2(x2) · · · Oin(xn)Oj(y)〉SCFT (2.2)
The correlation function (2.2) involves both Coulomb branch operators and exactly one
anti-Coulomb branch operator. Using the u(1)R selection rule along with ∆ = R/2, we see
that such a correlation function is potentially non-vanishing only if
∆i1 + · · ·+ ∆in = ∆j .
Since there is only one anti-Coulomb branch operator in (2.2), such correlation functions
are sometimes called “extremal.” In some sense, these are the simplest nontrivial correla-
tion functions of the superconformal field theory. In fact, they are probably the simplest
nontrivial correlation functions of any four-dimensional gauge theory.
Using the superconformal Ward identities it is possible to show [28] that the space
dependence of the correlation function (2.2) is given by
〈Oi1(x1)Oi2(x2) · · · Oin(xn)Oj(y)〉SCFT = Gi1,..,in;j(τ, τ)
n∏
k=1
1
(y − xk)2ik∆O
, (2.3)
where Gi1,..,in;j(τ, τ) is a function of the (complexified) exactly marginal coupling constant
τ = θ
2pi
+ 4pii
g
2
YM
and ∆O is the dimension of the generator of the ring. We emphasize that
Gi1,..,in;j is non-holomorphic.
Since there is no singularity in (2.3) as xi approaches some other xj, we can therefore
use the OPE (2.1) to successively bring the operators Oi together and obtain an alternative
representation for the function Gi1,..,in;j(τ, τ):
〈O∑n
k=1 ik
(x)Oj(y)〉SCFT = Gi1,..,in;j(τ, τ)
1
(y − x)2j∆O . (2.4)
In particular, Gi1,..,in;j is only a function of
∑n
k=1 ik = j and not of the individual ik. The
problem of computing the Gi1,..,in;j is therefore reduced to computing the coupling constant
dependence on two-point functions at the SCFT:
〈Oj(x)Oj(y)〉SCFT = G2j(τ, τ)
1
(y − x)2j∆O , (2.5)
where we have defined G2j ≡ Gj;j to make contact with previous notation in the literature.
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Usually in the conformal bootstrap literature the operators are taken to furnish an
orthonormal basis and the nontrivial OPE coefficients are encoded in three-point functions.
Here we have instead chosen the OPE coefficients to be trivial (2.1) and the nontrivial
information is encoded in the two-point functions.
Let us list a few examples (with an increasing level of difficulty) that would be impor-
tant in this work:
• The free N = 2 u(1) vector multiplet. This is a trivial (free) superconformal
field theory. The chiral ring is generated by the complex scalar field φ in the vector
multiplet. Hence ∆O = 1. The theory has an exactly marginal coupling constant τ
which couples to the operator in the chiral ring φ2 through
∫
d4θ τφ2 (though since
the theory is free the conformal field theory data does not depend on τ). One can
compute G2n using Wick contractions and one finds (in a certain convention for the
normalization of the generator of the chiral ring – for now, the most important thing
is the n-dependence):
GFree-Vector2n = n! . (2.6)
• N = 4 supersymmetric Yang-Mills theory with gauge group SU(2). Here the
chiral ring is generated by the gauge invariant operator Tr(φ2) where, in the language
of N = 2 supersymmetry, φ is the adjoint scalar in the N = 2 vector multiplet. Hence,
∆O = 2 in this model. There is again an exactly marginal coupling τ which couples
to the operator in the chiral ring Tr(φ2) through
∫
d4θ τ Tr(φ2). The conformal field
theory data depends nontrivially on τ . Here, surprisingly, in spite of the fact that
the model is interacting, there is a non-renormalization theorem [29] for the extremal
correlation functions (2.2). The statement is that the correlation function is given by
its value at tree-level. Thus, (again, in some convenient normalization of the generator
of the chiral ring, which allows to focus our attention on the n-dependence)
GN=42n = (2n+ 1)! . (2.7)
• SU(2) gauge theory with Nf = 4 fundamental hypermultiplets. The chiral
ring is again generated by the gauge invariant operator Tr(φ2) where φ is the adjoint
scalar in the N = 2 vector multiplet and one has an exactly marginal coupling
constant, τ . Hence, ∆O = 2 in this model as well. The functions G2n have a nontrivial
perturbative expansion, instanton corrections, and interesting resurgence properties
and n dependence [30–36]. They are not known in closed form and one of the main
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aims of this note is to get a better understanding of these correlation functions.
• Rank-1 Argyres-Douglas fixed points. These superconformal field theories have
no exactly marginal coupling constants but that does not mean that the extremal
correlation functions are void of content. The structure of the chiral ring (2.1) allows
to choose the normalization of the generator of the ring at will as long as the higher
operators in the tower are appropriately redefined. Hence G2n can be rescaled by λ
n
with an arbitrary constant λ. This means that the ratios G2n/G
n
2 are scheme inde-
pendent and carry intrinsic information about the OPE coefficients of the conformal
field theory. These are pure numbers, which would be very interesting to compute.
We will address this problem in section 5 where we also compare our results with
some impressive numerical bootstrap data concerning these coefficients.
2.1. Localization Computations of Extremal Correlators
A powerful technique to determine (in principle) the functions G2n is through super-
symmetric localization. This technique is far more computationally efficient (when it exists)
than the ordinary perturbation theory and semi-classical techniques. Any N = 2 SCFT can
be placed on S4 while preserving an osp(4|2) subalgebra5 of the superconformal algebra
su(2|2). A systematic procedure to compute the supersymmetric partition function Z
S
4
of Lagrangian N = 2 theories has been developed in [37]. The supersymmetric partition
function on S4 can be written as:
Z
S
4 [τ, τ ] =
∫
t
da∆(a) |F (a; τ, τ)|2 . (2.8)
The above integral is performed over a Cartan subalgebra t of the gauge group G taking
into account an additional factor from the associated Vandermonde determinant ∆(a). The
function F (a; τ, τ) has a complicated structure, organized in terms of the instanton partition
function, whose explicit details are not important at the moment and will be discussed later
in the paper.
Starting from the S4 partition function (2.8), it is possible to obtain the extremal
correlation functions (2.5). Below we will explain the procedure for SU(2) gauge theory
with four hypers or N = 4 SYM with gauge group SU(2). (Slight modifications are
necessary in order to study the free vector multiplet, as we will see below.)
5The superalgebra osp(4|2) contains a bosonic subalgebra given by u(1)R× sp(4). The u(1)R factor is the
Cartan of the original su(2)R R-symmetry while the sp(4) factor gives the isometry of S
4. It will be very
important below that the original u(1)R symmetry is broken on S
4.
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Figure 2: Coulomb branch operators in flat space get mapped to north (N) and south (S)
pole insertions on S4.
First, it is possible to prove [33] that a derivative of Z
S
4 with respect to τ brings
down an insertion of the chiral ring generator O1(N) at the north pole of the sphere and
a derivative with respect to τ bring down an insertion of O1(S) at the south pole.6 This
is depicted in figure 2. Therefore,
〈O1(N)O1(S)〉S4 =
∂2 logZ
S
4 [τ, τ ]
∂τ∂τ
. (2.9)
The next crucial point is that even though R4 and S4 are conformally equivalent, a
direct comparison between the flat space two-point function (2.5) and (2.9) turns out to
be far more complicated than expected. One reason for these complications is ultraviolet-
sensitive operator mixing. Imagine, for example, the operator O1 of dimension ∆O = 2
together with its associated source τ(x). Then, consider a new term in the Lagrangian given
by
∫
dx
√
gR(x)τ(x) with R(x) the Ricci scalar. This expression is scheme dependent and
it leads to a non-vanishing one point function 〈O1(x)〉 6= 0 in curved space due to mixing
of O1 and the unit operator 1. Another, not unrelated, source of complications has to do
with generalized trace anomalies. For a discussion of these issues see for instance [38–42].
In fact, there is no scheme which preserves the osp(4|2) subalgebra on S4 and removes
6This holds for SU(2) gauge theory with four hypers or N = 4 SYM with gauge group SU(2), but not in
the free vector multiplet. A derivation of this fact requires a careful analysis involving the N = 2 supergravity
background used in localization. Taking derivatives with respect to the coupling constants τ and τ leads to a
correlation function of integrated top components. In supersymmetric theories a top component can always
be written as Q2 acting on some bottom component; we might think that correlation functions involving
integrated top components are completely trivial because we are always free to move around Q2 and get
something vanishing. The point is that Q2 on the sphere is not globally well defined, it has a singularity at
one of the poles, which if analyzed carefully leads to (2.9).
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the operator mixing.
In general, we should always consider mixing between a Coulomb branch operator and
a full tower of lower-dimensional operators as follows:
On −→ On + α1(τ, τ)On−1R−2 + α2(τ, τ)On−2R−4 + . . . , (2.10)
where R is the radius of the round S4. The mixing (2.10) violates the u(1)R symmetry,
but it does not violate the supersymmetry that is actually preserved on the sphere, namely
osp(4|2).7
In order to extract the correlation functions in R4 that we are ultimately interested
in, one therefore has to disentangle the operator mixing which occurs on the sphere (2.10).
We now review the prescription [33] for how to obtain the flat space correlation functions
focusing on SU(2) gauge theory with four hypers or N = 4 SYM with gauge group SU(2).
Consider the two-point function of chiral ring operators On which is obtained analo-
gously to (2.9) by:
〈On(N)Om(S)〉S4 =
1
Z
S
4
∂n+mZ
S
4 [τ, τ ]
∂nτ∂mτ
, (2.11)
because of operator mixing (2.10), this cannot be immediately identified with the corre-
sponding two-point function on flat space. A way to resolve this problem and disentangle
the mixing is to treat the two-point function on S4 as an infinite-dimensional matrix:
Mm,n ≡ 〈On(N)Om(S)〉S4 , (2.12)
with n,m non-negative integers and to consider the following ratio of determinants:
detM(n+1)
detM(n)
,
where M(n) denotes an upper-left n × n sub-matrix of M. Namely, we divide the deter-
minant of the (n + 1) × (n + 1) block by the determinant of the n × n block. Each block
captures the mixing of On with lower-dimensional operators. As a result, this procedure
(which looks quite baroque at first sight) correctly maps the operator insertions from S4
to R4. G2n can be therefore expressed as a ratio of determinants:
G2n =
detM(n+1)
detM(n)
. (2.13)
7Note that operator mixing with operators of higher dimension is not allowed by locality.
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As an aside, from this general prescription, one can immediately derive an important corol-
lary. According to (2.13), G2 =
1
Z
2
S
4
(
Z
S
4
∂
2
Z
S
4 [τ,τ ]
∂τ∂τ
− ∂ZS4 [τ,τ ]
∂τ
∂Z
S
4 [τ,τ ]
∂τ
)
= ∂∂ logZ
S
4 . On
the other hand, since G2 is also, by definition, the Zamolodchikov metric, this implies
that [43,44,38,39,45]
Z
S
4 [τ, τ ] = eK(τ,τ) . (2.14)
Let us now discuss some explicit examples of (2.13).
• The Free N = 2 u(1) Vector Multiplet. A free u(1) vector multiplet has an
extremely simple S4 partition function given by
Z
S
4 [τ, τ ] =
∫
dae−4pi Im τR
2
a
2
, (2.15)
where R is the sphere radius. The first step in obtaining the R4 extremal correlation
functions consists of computing the matrix (2.12)
Mk,l =
1
Z
S
4
∫
da e−4pi Im τR
2
a
2
ak+l , (2.16)
where k, l range on the non-negative integers. We can always set R = 1 or modify
the formula (2.13) accordingly such that the radius dependence disappears from the
left hand side. We can now proceed to evaluate the G2n. First, we find that for k+ l
odd Mk,l = 0. For even k + l:
Mk,l =
1√
pi
(gYM
4pi
)k+l
Γ
(
k + l
2
+
1
2
)
. (2.17)
Computing the determinant ratio (2.13) is rather straighforward and leads to,
G2n =
(gYM
4pi
)2n n!
2n
. (2.18)
The only essential part, which is independent of operator normalization, is the n!
which perfectly agrees with (2.6). All the other factors can be absorbed in normalizing
the vacuum partition function and the operators.
• N = 4 Supersymmetric Yang-Mills Theory with Gauge Group SU(2). The
S4 partition function is rather similar to (2.15). The only difference here is the
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Vandermonde factor from the measure over the Coulomb branch as in (2.8):
Z
S
4 [τ, τ ] =
∫
da (2a2)e−4pi Im τR
2
a
2
. (2.19)
As previously, in order to extract the physical correlators on R4 one is instructed to
first compute
Mk,l =
1
Z
S
4
∫
da(2a2)e−4pi Im τR
2
a
2
a2k+2l =
2√
pi
(
g2YM
16pi2
)k+l
Γ
(
k + l +
3
2
)
, (2.20)
and then extract the flat space correlation function from the ratio of determinants (2.13).
The ratio of determinants, up to inessential factors that can be absorbed in the nor-
malization of the unit operator and the chiral ring generator, is given by:
G2n =
1
4n
(
g2YM
16pi2
)2n
(2n+ 1)! . (2.21)
Hence, the correlation function in R4 scales like (2n + 1)! , in exact agreement with
the explicit tree-level computation in flat space (2.7).
2.1.1. SU(2) Gauge Theory with Nf = 4
We will now discuss our first truly non-trivial example, namely SU(2) gauge theory
coupled to four massless hypermultiplets in the fundamental representation. The super-
symmetric partition function on a round S4 of radius R, which was already introduced in
(2.8), can be now written more explicitly as:
Z
S
4 [τ, τ ] =
∫
R
da e−4pi Im τa
2
R
2
(2a2)Z1-Loop(a,R)|ZInst(ia, q, R)|2 . (2.22)
In this expression Z1-Loop(a,R) denotes the one-loop determinant which can be written as
a product of Barnes G gamma functions
Z1-Loop(a,R) =
H(2iaR)H(−2iaR)
|H(−iaR)H(iaR)|4 , (2.23)
with H(x) ≡ e(1+γ)x2G(1 + x)G(1 − x), γ being the Euler constant. The remaining factor
in (2.22) is given by the instanton partition function with Ω-background parameters 1 =
2 =
1
R
and gauge instanton fugacity q ≡ e2piiτ . A comprehensive treatment of the instanton
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partition function can be found in [46–48]. The expansion in the gauge instanton fugacity
q grows quickly in complexity, for example up to 2-instantons:
ZInst(ia, q, R) = 1 +
1
2
e2piiτ (a2R2 − 3) + 1
4
e4piiτ
8a8R8 + a6R6 − 91a4R4 − 60a2R2 + 132
(4a2R2 + 9)2
+ . . .
(2.24)
Due to the nontrivial “one-loop” factor in (2.22) and the nontrivial expansion in the instan-
ton fugacity q, the resulting extremal correlators in R4 have a nontrivial perturbative expan-
sion (which matches the standard Feynman perturbation theory) as well as non-perturbative
terms. Once again, in order to obtain the R4 two point functions G2n from (2.22) one is
instructed to consider the matrix of derivatives
Mk,l =
1
Z
S
4
∂k
∂τ k
∂l
∂τ l
Z
S
4 [τ, τ ] , k, l = 0, 1... . (2.25)
Notice that if we ignore the instantons altogether the τ, τ derivatives in (2.25) simply lead
to insertions of a2.
It is impractical to hope that we can obtain exact explicit expression for the G2n,
but it is rather easy to write down the perturbative expansion and also the perturbative
expansion around the first few instanton sectors. For instance, the peturbative expansion
of G2 in the zero-instanton sector is
G2 =
3
8(Im τ)2
− 135ζ(3)
32pi2
1
(Im τ)4
+
1575ζ(5)
64pi3
1
(Im τ)5
+ · · · . (2.26)
The coefficients quickly grow as one expects from ordinary perturbation theory. While one
can glean a lot of information from the explicit expansion in perturbation theory, as we
explained in the introduction, the main focus of this paper is the dependence on n of G2n
and the interplay with perturbation theory. This is hard to understand systematically by
expanding in gYM and hence we will soon introduce a dual description.
2.1.2. Large a Expansion
So far we discussed the expansion of (2.22) in the gauge coupling. Another useful ex-
pansion that will be important below is the expansion at large a of the integrand of (2.22).
It is clear that this expansion is relevant for the large n limit since in the introduction we
argued that the Coulomb branch field is kicked out of the origin by φ ∼ √n. The VEV
of the Coulomb branch field is essentially the same as a and hence we will have to study
the large a expansion of (2.22). While this intuition is essentially correct we will see that
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there are various subtleties. First, some important effects at large n do not come from
large a. Second, in the double scaling limit that we explained in the introduction one in
fact cannot perform the large a expansion (this is essentially because the field a is kicked
out to ∼√n/ Im τ ∼ √λ which may or may not be large).
Since the theory is conformal the integrand in (2.22) essentially only depends on aR.
Thanks to the relationship 1 = 2 =
1
R
, which holds on the round S4, the large radius
expansion of (2.22) is tantamount to the standard expansion at small 1,2. This is analogous
to the genus expansion of topological string theory. We can write in general the four-sphere
partition function as:
Z
S
4 [τ, τ ] =
∫
R
da e−4pi Im τa
2
R
2
(2a2) exp
(∑
g≥0
R2−2ga2−2g
(
Fg(q) + Fg(q)
))
, (2.27)
where at each order the quantity Fg contains contributions both from Z1-Loop and ZInst.
(The case g = 1 should be dealt with separately since it may have logarithms.)
For the SU(2) theory with Nf = 4 massless fundamentals, using (2.23) and (2.24) we
record here the genus 0 and genus 1 cases:
F0 = −2 log(4) +
q
2
+
13q2
64
+
23q3
192
+
2701q4
32768
+O
(
q5
)
,
F1 =
1
6
(3 log(a) + 36 log(γG)− 3− log(2))−
3q
2
− 23q
2
32
− 15q
3
32
− 2839q
4
8192
+O
(
q5
)
,
(2.28)
where γG is the Glaisher constant.
2.1.3. Toda Equations
The extremal correlation functions G2n satisfy an important, and perhaps surprising,
non-perturbative property related to classical integrability. In fact it has been appreciated
for a long time that ratios of determinants such as the one appearing in (2.13) are solutions
of integrable models. For the rank 1 N = 2 SCFTs theories of interest here, it turns out
that the relevant system to consider is a semi-infinite (or open) Toda chain [49]. The
differential equation obeyed by the two-point functions is given by
∂τ∂τG2n =
G2n+2
G2n
− G2n
G2n−2
−G2 , n = 1, 2..., (2.29)
where we take G0 = 1. This can be recast in the more familiar form of a Toda chain by
performing a change of variables G2n ≡ eqn−logZ[S
4
]. With this definition q0 = logZ[S
4] and
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we obtain the equations
∂τ∂τqn = e
qn+1−qn − eqn−qn−1 , n = 1, 2..., (2.30)
∂τ∂τq0 = e
q1−q0 . (2.31)
These equations describe a semi-infinite Toda chain of coupled oscillators qi’s shown in
figure 3, where the first oscillator q0 has a prescribed τ dependence given by the S
4 partition
function. The same result can be also derived directly in R4 [28, 30, 32] using a four-
dimensional version of the tt∗-equations [50]. As we will see, the Toda equations provide
useful constraints on the large n limit.
q0
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Figure 3: A simple graphic depiction of a half-infinite Toda chain for the evolution of
extremal correlators qi’s. Each site can be thought of as an oscillator connected to a
neighboring site by a spring. The interaction between each site is governed by the right-
hand side of equation (2.30), while the second equation (2.31) sets the boundary condition
for the problem.
2.2. Effective Field Theory Predictions
An alternative approach to the large charge limit utilizes the tools of effective field
theory (EFT) around such states. Since at large charge the Coulomb branch field is kicked
far away from the origin, the physics can be well described by an effective theory for
the N = 2 vector superfield Ψ. As explained in the introduction, one has to carefully
distinguish the limit of large charge at fixed coupling from the limit of large charge with
fixed g2YMn. Since the masses of the (electric) BPS resonances scale like
√
g2YMn the effective
field theory only applies in the limit of fixed coupling and large charge (or in the limit of
large g2YMn but not at generic g
2
YMn). In other words, the predictions below apply when
the charge n is much larger than any other parameter.
The authors [9, 10] argued that the effective field theory for Ψ in flat space has two
F -terms and the rest are D-terms:
LEFT = Lfree +LWZ + (D-terms) , (2.32)
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where Lfree is just the standard kinetic Lagrangian while the leading interaction term LWZ
was written down for instance in [51–53] and it is given by:
LWZ = α
∫
d8θ log(Ψ) log(Ψ†) . (2.33)
This term is a little tricky because it is written here as a D-term but in fact it is an
F -term. The subscript WZ has been chosen because the bosonic part of this term contains
the Wess-Zumino term for the Weyl a-anomaly which was used in [54, 55] to prove the
a-theorem in four dimensions. From the trace anomaly matching in the proof of the a-
theorem we learn that α captures the difference between the a-anomaly of the SCFT in
the ultraviolet and the free vector on the Coulomb branch. For convenience below is a list
of all the values of α which are relevant for the theories studied in this paper:
Theory aCFT afree α ≡ 2(aCFT − afree)
u(1) Free Vector 5
24
5
24
0
N = 4, SU(2) SYM 3
4
5
24
1
N = 2, SU(2)Nf = 4 2324 524 32
ADNf=1(SU(2))
43
120
5
24
3
10
ADNf=2(SU(2))
11
24
5
24
1
2
ADNf=3(SU(2))
14
24
5
24
3
4
Table 1: A list of values for the coefficient α of the Wess-Zumino term in the effective
theory for the conformal symmetry breaking dilaton. On the last three rows we use the
notation ADNf=1,2,3(SU(2)) to denote the Argyres-Douglas IR superconformal fixed point
realized from a N = 2 SU(2) theory with Nf = 1, 2, 3 fundamental hypermultiplets.
The computation of extremal correlation functions is insensitive to the D-terms in (2.32).
As a result, for the extremal correlators the effective theory is extremely useful as long as
the charge is the largest parameter. One can hope to compute all the power corrections in
1/n since there are no counter-F -terms. It is convenient to express the predictions for G2n
in terms of the qn variables, which, again, are defined by G2n ≡ eqn−logZ[S
4
]. This analysis
has been carried out in [10] where the authors found that (using the Toda equations along
with some effective field theory computations)
qn = A(τ, τ)n+B(τ, τ) + log Γ(n∆O + α + 1) + · · · , (2.34)
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where the · · · stands for terms which are exponentially small in the large n limit. The
functions A,B are not determined by effective field theory – in fact, they depend on how
the generator of the chiral ring is normalized and how the VEV of the unit operator is
normalized.
A striking fact is that except for the term linear in n and the term of order n0, all the
analytic terms in the expansion around n = ∞ are independent of the coupling constant
τ . We will see that this is not the case in the double scaling limit.
3. Extremal Correlators from Random Matrix Theory
3.1. Emergence of Random Matrix Theory
It is useful to examine in detail the zero-instanton sector of the extremal correlators.
Namely, we begin with the S4 partition function omitting the instanton contributions
Zpert
S
4 [τ, τ ] =
∫
R
da e−4pi Im τa
2
(2a2)Z1-Loop(a) , (3.1)
where, as before,
Z1-Loop(a) =
H(2ia)H(−2ia)
|H(−ia)H(ia)|4 . (3.2)
The superscript “pert” in (3.1) stands for the fact that this expression for the S4 partition
function is valid to all orders in perturbation theory but does not capture the gauge theory
instanton contributions (we will discuss later whether this omission is consequential).
The algorithm (2.25) now simplifies since the τ derivatives lead to insertions of powers
of a2, so that we only need to consider the matrix (up to some unimportant constants
which can be absorbed in the normalization of the chiral ring generator)
(M)k,l =
2
Zpert
S
4
∫
R
da e−4pi Im τa
2
a2+2k+2lZ1-Loop(a) . (3.3)
We are then instructed to compute the ratio of determinants (2.13) from which we finally
obtain the all-orders in perturbation theory result for the extremal correlators. In what
follows we drop the prefactor 2/Zpert
S
4 in (3.3) since it is easy re-instate it eventually when
necessary. Therefore, for what follows
(M)k,l =
∫
R
da e−4pi Im τa
2
a2+2k+2lZ1-Loop(a) . (3.4)
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Note that while the expansion in the coupling constant is only asymptotic, the inte-
grals (3.4) are convergent and hence lead to a well-defined answer.
We are interested in the large n limit of the extremal correlators G2n, which in-
volves taking ratios of increasingly large determinants. A convenient way to think about
this problem is through the Andre´ief identify (sometimes also called the Gram or Heine
identity), which can be stated in generality as follows: Given two sets of N functions
{fk(y); gk(y)}N−1k=0 and a measure dµ(y) we have∫ N−1∏
j=0
dµ(yj) det
ab
(fa(yb)) det
cd
(gc(yd)) = N ! det
ab
∫
dµ(y)fa(y)gb(y) (3.5)
where a, b, c, d all range on 0, . . . , N − 1. Roughly speaking, the identity relates a determi-
nant of integrals to a multivariate integral over determinants.
This identity can be readily applied to (3.4) by identifying dµ(y)↔ dae−4pi Im τa2a2Z1-Loop(a),
and by identifying fk(y) ↔ a2k and gk(y) ↔ a2k. Another useful identity is the standard
Vandermonde determinant
det
ab
(yba) det
cd
(ydc ) =
∏
j<k
(yj − yk)2 . (3.6)
Using all these ingredients we can then rewrite the determinants of (3.4) as
detM(n) =
1
n!
∫ n−1∏
j=0
dyje
−4pi Im τy2j y2jZ1-Loop(yj)
∏
j<k
(y2j − y2k)2 . (3.7)
The integrals over the variables yj are over (−∞,∞). It is convenient to convert them into
integrals over the half line y2j = xj, in terms of which we obtain
detM(n) =
1
n!
∫ ∞
0
n−1∏
j=0
dxje
−4pi Im τxjx
1
2
j Z1-Loop
(√
xj
)∏
j<k
(xj − xk)2 . (3.8)
This form has the advantage that the factor
∏n−1
j=0 (xj − xk)2 is readily recognized as the
usual repulsion terms between the eigenvalues of a matrix.
The problem of computing the n×n determinants, and hence the extremal correlators,
therefore reduces naturally to the problem of random n × n matrices with the ensemble
weight determined by the integrand of the four-sphere partition function. In the original
problem of computing the four-sphere partition function and the extremal correlators we
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had a one-dimensional integral over the physical Coulomb branch. In equation (3.8) we
have all of a sudden n random variables. We can think of them physically as the elementary
quanta that make the states created by (Tr(φ2))n.
Since the integral in (3.8) is over a half line, the ensemble of random matrices that we
are dealing with is not the standard ensemble of Hermitian matrices but of the so-called
Wishart matrices,8 which are given by W = HH† with H a general complex n×M matrix
with M ≥ n.
Let us quickly review some important properties of the ensemble. For a comprehensive
review and references see [56]. We begin with an integral over the general complex n×M
matrix H with M ≥ n. We postulate bi-fundamental emergent gauge symmetry (which is
in accord with the type of models we encounter here) under H → UHV with unitary U, V .
The integral therefore takes the form∫
[dH]F (TrHH†,Tr(HH†)2, ...) (3.9)
with F an arbitrary potential function which is only a function of the eigenvalues of HH†
and hence compatible with the emergent bi-fundamental gauge symmetry. First we would
like to change variables to an integral over W = HH†, where W is a Hermitian non-negative
n × n matrix. This change of variables is reviewed in [56] and results in an integral over
Hermitian semi-positive definite matrices W∫
[dW ](detW )M−nF (TrW,TrW 2, ...) . (3.10)
We can then change variables to the eigenvalues of W and obtain n integrals from 0 to ∞
with the Vandermonde interaction term between the eigenvalues:∫ n∏
i=1
dwi
∏
i
wM−ni F (
∑
wi,
∑
w2i , ...)
∏
j<k
(wj − wk)2 . (3.11)
The preceding discussion allows to realize the expression (3.8) in terms of an ensemble
of Wishart matrices. An important question is how to choose M . In (3.10) we see that
we can absorb the determinant into the potential over the eigenvalues by simply writing
detW = eTr logW . For this reason we will choose M = n.9
8The ensemble is also sometimes referred to as the Altland-Zirnbauer ensemble [3].
9In some situations it might be more natural that the determinant would arise from the measure rather
than from the potential for H – in this paper we just choose M = n.
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Comparing with (3.8) we can now identify the potential for the semi-positive definite
Hermitian matrices W and rewrite the matrix model as an integral over W with the
potential
e−V = e−4pi Im τ TrW+
1
2
Tr logW+Tr logZ1-Loop(
√
W ) . (3.12)
It will be important later that this potential is has a single-trace structure. This guarantees
that the only interaction among the eigenvalues is due to the Vandermonde factor.
In order to warm up and understand the physical consequences of this matrix model we
will now solve a simplified version of it and explain why this simplified version adequately
describes the large n limit.
3.2. A Large n Approximation of the Random Matrix Model
Starting from the potential for the eigenvalues (3.12) we will now make a certain
simplification and keep only the first two leading terms for large eigenvalues of W . We will
then justify this assumption by self-consistency and argue that this adequately describes
the leading and sub-leading effects in the large n limit. Indeed, we previously argued that
the large n limit and the large eigenvalue limit should be related. Here we will see how
this is borne out.
It is easy to check from the explicit expression for logZ1-Loop that at large W it becomes
1
2
Tr logW and hence our simplified matrix model has the potential
e−V = e−4pi Im τ TrW+Tr logW . (3.13)
In addition, in logZ1-Loop there is a piece quadratic in a
2, which can be re-absorbed by
shifting Im τ by a constant. This approximation that we are doing amounts to retaining
only F0 and F1 in the general expansion of (2.27).
In terms of the eigenvalues, the ensemble (3.13) reduces to studying the integrals:
detM(n) =
e12n log γG−n−
n
3
log 2
n!
∫ ∞
0
n−1∏
j=0
dxje
−4pi Im τRxjxj
∏
j<k
(xj − xk)2 , (3.14)
where
Im τR ≡ Im τ +
1
2pi
log 2 . (3.15)
These integrals are solvable – they are essentially the normalization factor of the β-Wishart-
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Laguerre ensemble. In general [57] (we follow the notation of [58]), if
1 = Cn,α,β
∫ ∞
0
n∏
i=1
dλi
∏
j<k
|λj − λk|β
n∏
j=1
λαj e
−β/2∑nj=1 λj , (3.16)
then
Cn,α,β =
(
β
2
)γ n−1∏
j=0
Γ (β/2 + 1)
Γ
(
β
2
(j + 1) + 1
)
Γ
(
β
2
j + α+ 1
) , (3.17)
where γ = n
(
α+ β
2
(n− 1) + 1). Our interest is in the case of α = 1, β = 2, for which we
find that
Cn,1,2 =
(
n−1∏
j=0
1
Γ (j + 2)
)2
. (3.18)
This result readily applies to our problem after a rescaling of the variables. We thus find
that
detM(n) =
e12n log γG−n−
n
3
log 2
n!
∫ ∞
0
n−1∏
j=0
dyje
−4pi Im τRyjyj
∏
j<k
(yj − yk)2
=
e12n log γG−n−
n
3
log 2
(4pi Im τR)
n(n+1)
1
n!
(
n−1∏
j=0
Γ (j + 2)
)2
.
(3.19)
From this we can obtain an approximation (which is yet to be justified) for the extremal
correlators (2.13)
logG2n = (−2n− 2) log(4pi Im τR) + log
Γ2(n+ 2)
n+ 1
+ 12 log γG − 1−
1
3
log 2
= 2n log n+ 2 log n− 2(n+ 1) log(4pi Im τR)− 2n+ log 2pi
+ 12 log γG − 1−
1
3
log 2 +
7
6n
+ · · · ,
(3.20)
where we used Stirling’s formula.10
Let us now justify why we should trust the first few terms in (3.20). The idea is
to consider the eigenvalue distribution for the matrix model with potential (3.13). The
10We remind that the first few terms are
log Γ(z) ∼ z log z − z − 1
2
log
( z
2pi
)
+
1
12z
+ · · · .
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eigenvalue distribution function is known as the Marcˇenko-Pastur distribution [59] and it
takes the form
ρ(x) =
1
2pix
√(
4pi Im τR x
n
− a
)(
b− 4pi Im τR x
n
)
, (3.21)
with lower edge a and upper edge b respectively given by
a =
(
−1 +
√
1
n
+ 1
)2
=
1
4n2
+ · · · , b =
(
1 +
√
1
n
+ 1
)2
= 4 + · · · . (3.22)
Consequently, at large n the eigenvalues range from essentially zero to eigenvalues of order
n/ Im τ . As a result, the typical eigenvalue is of order n/ Im τ . If we keep Im τ fixed and
take n → ∞ we therefore see that the typical eigenvalue is large, of order of the size of
the matrix. This retroactively justifies the approximation (3.13), where we omitted terms
that are small when the eigenvalues are large. Two general comments:
• It is clear from the above discussion that in the double scaling limit
n, Im τ →∞, λ = n
Im τ
fixed , (3.23)
the eigenvalues are of the order of the coupling λ and they are thus fixed as n→∞.
Hence, one cannot utilize the above expansion in large eigenvalues. As a result, the
large n expansion in the double scaling limit is much richer than (3.20).
• One should not expect that (3.20) is correct to all orders in 1/n since the minority
of eigenvalues that are not of order n could modify the answer (3.20). Indeed, the
effective field theory prediction as reviewed in section 2.2 (we substitute the relevant
value of α from table 1 into (2.34)) is
logGEFT2n = log Γ(2n+ 5/2) = 2n log 2n+ 2 log 2n− 2n+
1
2
log 2pi+
47
48n
+ · · · . (3.24)
As explained around (2.34), the effective field theory does not predict terms linear and
constant in n, hence, one should not trust these terms in (3.24). Comparing (3.20)
and (3.24) we see that the coefficients of n log n and log n exactly match! However,
the 1/n term disagrees and we will momentarily see that this is due to the improbable
small eigenvalues.
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3.3. The RMT↔ NG-Boson Duality at Higher Order
In the analysis around (3.20) the coefficients at order O(n log n) and O(log n) have been
correctly determined (and in agreement with EFT) using the genus expansion (including
contributions from F0 and F1 only) of the supersymmetric partition function which then
led to the ensemble (3.13).
In this subsection we will argue that to capture correctly the contribution of order
O ( 1
n
)
we must take into account the behavior of the potential (3.12) for small eigenvalues.
The behavior of the integrand for very small x in (3.8) could be thought of as “F∞” in
terms of the genus expansion. In the approximation (3.14) the leading contribution to the
potential for the eigenvalues near the origin is log x. However, in the full random matrix
theory (3.8) the potential near the origin is 1
2
log x. We can think about it as a singular
perturbation of the ensemble (3.13).
In the RMT literature there has been extensive study on perturbation of the Wishart-
Laguerre ensemble, see for instance [60–63]. Let us now describe how to determine the
expansion coefficient of G2n at order O
(
1
n
)
using these techniques. First, it is useful to
rewrite (3.8) as (we rescaled the integration variable)
detM(n) =
e12n log γG−n−
n
3
log 2
(4pi Im τR)
n(n+1)n!
∫
R+
dnx
∏
i<j
(xi − xj)2
n∏
i=1
e−xix
1
2
i (xi + 4pi Im τR)
1
2 U(xi, Im τR) .
(3.25)
The function U(x, Im τR) is given by:
U(x, Im τR) =
e
8x log 2
4pi Im τR√
1 + 4pi Im τR
x
Z1-Loop
(√
x
4pi Im τR
)
√
x
4pi Im τR
e−12 log γG+1+
1
3
log 2 , (3.26)
and it has been constructed in such a way that U(x, Im τR) is bounded and U(x, Im τR)→ 1
as x → ∞. The reason for adopting such a rewriting of the matrix integral (3.25) is to
make contact with existing RMT literature. See appendix A for relevant details.
In fact we could consider the family of matrix integrals labeled by two parameters
(ν, λ):
D(ν,λ)n =
1
n!
∫
R+
dnx
∏
i<j
(xi − xj)2
∏
i
e−xixνi (xi + 4pi Im τR)
λ . (3.27)
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For ν = 1 and λ = 0 we get:
D(1,0)n =
1
n!
∫
R+
dnx
∏
i<j
(xi − xj)2
∏
i
e−xixi , (3.28)
which is the matrix model discussed at length in section 3.2 obtained by truncating the
expansion (2.27) at the first two contributions F0 and F1.
At the end of section 3.2 we hinted at the possibility that all the missing contributions
in (3.28) comes from eigenvalues located near the origin. An efficient way to probe the
effects in the matrix model description is to add a “singular perturbation” by turning on a
non-zero λ as in (3.27). In this way the weight function has a modified behavior given by:
xν (x+ 4pi Im τR)
λ =
x
ν+λ , x→∞ ,
xν , x→ 0 .
(3.29)
When ν = λ = 1
2
we recover the structure appearing in (3.25). The matrix model is no
longer exactly solvable but, as reviewed in appendix A, there are interesting rigorous result
regarding its large-n asymptotics. In particular, the determinant (3.25) has a large-n limit
which can be studied using the Coulomb gas approach. One finds (see appendix A) :
detM(n) = exp
(
n2
(
log n− 3
2
− log (4pi Im τR)
)
+ n(− log(4pi Im τR)− 1 + log (2pi) + log n)
+ n
(
12 log γG − 1−
1
3
log 2
)
+
7
48
log n+O(1)
)
.
(3.30)
Using the relation (2.13) between detM(n) and chiral ring data G2n(τ, τ), we obtain the
following large-n asymptotics:
logG2n(τ, τ) =2n log n+ 2 log n− 2(1 + log (4pi Im τR))n+
(
12 log γG − 1−
1
3
log 2
)
+ log (2pi)− 2log (4pi Im τR) +
47
48
1
n
+O
(
1
n2
)
.
(3.31)
The coefficient of the 1/n term now perfectly agrees with the EFT prediction (3.24)! In
addition, due to the strong constraints coming from the underlying Toda equation, this
implies a full agreement with the all-orders EFT prediction (2.34).
We therefore have a lot of evidence now that the random matrix model in the limit of
fixed Im τ and large n is dual to the non-relativistic Goldstone bosons theory. (The random
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matrix model is exact and also contains information about exponentially small corrections
not visible in the EFT.) We now switch to studying the double scaling limit where n/ Im τ
is kept fixed.
4. A Double Scaling Limit
From the viewpoint of ordinary perturbation theory, the limit of fixed Im τ and large
n clearly exists. It is less obvious that the limit
n, Im τ →∞ , λ = n
4pi Imτ
: fixed . (4.1)
exists. (Note that we redefined here λ by a factor of 4pi compared to previous notation in
the paper.) This double scaling limit is reminiscent of the ’t Hooft limit of gauge theories.
Since we are studying SU(2) gauge theory, we do not have the analogs of double line
notation and genus expansion and hence the existence of the limit (4.1) is not obvious. In
other words, it is not a priori guaranteed that the extremal correlators admit an expansion
of the form
logG2n =
∞∑
k=0
n1−kCk(λ) . (4.2)
Nevertheless, at small λ, [35,36,64] have shown that perturbation theory re-organizes itself
in a way consistent with (4.2). Our first goal is to give a conceptual proof for the existence
of the expansion (4.2). Consider the random matrix theory with potential (3.12) rewritten
in the double scaling limit (4.1)
V =
n
λ
TrW − 1
2
Tr logW − Tr logZ1-Loop(
√
W ) . (4.3)
The first term behaves exactly like a large n theory of the ’t Hooft type: we have a theory
of n× n matrices with potential scaling like n [65]. The second and third terms have the
notable property that they are single trace deformations that are down by one power of
n compared to the leading term. These two facts combined lead to a nice large n limit
because we can view the partition function as an expectation value 〈eO〉 where O is a single
trace operator. In fact, to leading nontrivial order in the large n expansion,
〈eO〉 = e〈O〉 . (4.4)
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This is because the largest contribution to a correlation function of single trace operators
in the large n limit is factorized (disconnected).
If we keep just the first term in (4.3) we get an exactly solvable model of the type
studied in previous sections. This model has a rather trivial dependence on λ because the
λ dependence can be rescaled away. The first truly interesting contribution to the free
energy is of order n and arises from (4.4), namely from e〈O〉. This leads to a contribution
to logG2n of order 1 in the double scaling expansion (4.2) but that has a nontrivial λ
dependence, C1(λ). Our main goal would be to find C1(λ) and study its weak and strong
coupling limits (we will also see that C0(λ) = 2 log λ− 2).
4.1. Matrix Model Analysis
We need to organize the double scaling limit expansion for the matrix model with
potential (4.3). It is a little bit more convenient to regard the third term as the single
trace interaction term and solve the model corresponding to the first two terms exactly.
We therefore begin with
V =
n
λ
TrW − 1
2
Tr logW . (4.5)
Note that this is not the same as the model considered in (3.13) due to the factor of 1/2 in
front of the logarithm. But the model is solvable using the formulae given in that section.
One would therefore like to first calculate
D(1/2,0)n =
1
n!
∫
Rn+
dnx
n∏
i=1
e−
n
λ
xi
√
xi
∏
i<j
(xi − xj)2 . (4.6)
This corresponds to computing the extremal correlators while omitting the Z1-Loop factor
altogether. Using (3.17) we find
D(1/2,0)n =
1
n!
λn
2
+n/2
nn
2
+n/2
n−1∏
j=0
√
pi
22j+2
Γ(2j + 3) . (4.7)
From this we can infer the contribution to the extremal correlators 11 GN=42n by following
the usual prescription (2.13). One has to be cautious because in taking the ratios of D(1/2,0)n
11We use the superscript N = 4 since this is essentially the problem we would have encountered in N = 4
supersymmetric Yang-Mills theory with gauge group SU(2).
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we must keep n/λ fixed and not λ. We therefore find that
GN=42n =
√
pi
22n+2(n+ 1)
(
λ
n
)2n+3/2
Γ(2n+ 3) . (4.8)
Taking the logarithm and expanding around large n we find
logGN=42n = 2n (log(λ)− 1) +
3
2
log(λ) + log(2pi) +O(n−1) . (4.9)
We can therefore identify CN=40 (λ) = 2 log(λ)− 2 , CN=41 (λ) = 32 log(λ) + log(2pi) .
As we argued above, the correction due to the third term in (4.3) must be subleading
in n and hence can at most contribute at the order n0 for G2n. Therefore, the result
of (4.9) that C0 = 2 log(λ) − 2 is exact. However, there are important corrections to C1
which we will now analyze.
In order to compute the corrections we need to evaluate the expectation value
〈Z1-loop〉n =
∫
R+
dnx
∏n
i=1 e
−nxi√xiZ1-loop
(√
λxi
)∏
i<j(xi − xj)2∫
R+
dnx
∏n
i=1 e
−nxi√xi
∏
i<j(xi − xj)2
. (4.10)
Since we are at present only interested in extracting C1(λ) we can use (4.4) to simplify
the computation. Note that, as explained in equation (4.4), in order to compute 〈Z1-loop〉n
to leading nontrivial order we simply need to average log(Z1-loop) against the eigenvalue
average density function. This density function already appeared before in (3.21) and it is
known as the Marcˇenko-Pastur density. We have to be careful because there we studied the
large charge limit and here we are perturbing around (4.5) which has a different coefficient
in front of the logarithmic term. Consequently, The Marcˇenko-Pastur density is slightly
different:
ρ(x) =
√
(x− a)(b− x)
(2pi)x
,
a = −
√
4n+ 2√
n
+
1
2n
+ 2 ,
b =
√
4n+ 2√
n
+
1
2n
+ 2 .
(4.11)
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We are ready to express the expectation value of logZ1-loop as
〈logZ1-loop〉n = n
∫ b
a
dxρ(x) logZ1-loop
(√
xλ
)
, (4.12)
which is a nontrivial function of n, λ. In order to derive the extremal correlator from
〈logZ1-loop〉n we need to follow our usual prescription and take the ratio while remembering
to vary λ. Let us first denote the normalized correlators as
∆G2n ≡ G2n/GN=42n . (4.13)
Hence,
log ∆G2n =
d
dn
〈logZ1-loop
(√
xλ
)
〉n
∣∣∣∣
fixed n/λ
+O (n−1)
=
∫ 4
0
dxρ0(x)
(
logZ1-loop
(√
xλ
)
+ λ∂λ logZ1-loop
(√
xλ
))
+O (n−1) . (4.14)
where
ρ0(x) =
1
2pi
√
4
x
− 1 . (4.15)
Note that we have not used the more precise version of the eigenvalue density func-
tion (4.11) because at the order of interest in the 1/n expansion, the edges of the dis-
tribution can be approximated by 0 and 4, respectively.
Therefore, we now have a closed form formula for the contribution to C1(λ) from the
interaction term (the third term) in the ensemble (4.3):
∆C1(λ) =
∫ 4
0
dx ρ0(x)
(
logZ1-loop
(√
xλ
)
+ λ∂λ logZ1-loop
(√
xλ
))
. (4.16)
Using (4.13), we can obtain the full answer for C1(λ) by combining ∆C1(λ) with the
contribution from N = 4 SYM theory CN=41 (λ) computed in (4.9):
C1(λ) = ∆C1(λ) + C
N=4
1 (λ) . (4.17)
Therefore, we have a rather explicit representation of C1(λ). We can now study the weak
coupling expansion and the strong coupling expansion of (4.16).
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The weak λ expansion is straightforward:
∆C1(λ) =
∑
k≥2
ik+122−k
(
(−1)k − 1
)(
2k − 2
)
pi−k−
3
2
(
16pi2λ
) k+1
2 ζ(k)Γ
(
k
2
+ 1
)
(k + 1)2Γ
(
k+1
2
) . (4.18)
Note that our general result for the weak coupling expansion (4.18) also explains the
simplification in terms of the appearance of zeta numbers observed in [35,36].
The analysis of the strong coupling limit is a little more technically challenging. Notice
that, we can re-write12 the integral (4.16) as
∆C1(λ) =
∫ ∞
0
dt
4
(
−4λt2 + 4√λtJ1
(
4t
√
λ
)
+ J0
(
4t
√
λ
)
− 1
)
(
et + 1
)
t2
, (4.19)
with J0(x) and J1(x) ordinary Bessel functions. This rewriting facilitates the study of the
strong coupling limit. Experimentally we find that the integral (4.19) can be written as:
∆C1(λ) = 12 log(γG)− 1−
log(2)
3
− 16λ log(2) + 1
2
log λ+ F inst(λ) , (4.20)
where
F inst(λ) =
∑
n≥0
8
(
K0
(
4(2n+ 1)pi
√
λ
)
+ 4pi
√
λ(2n+ 1)K1
(
4(2n+ 1)pi
√
λ
))
(2pin+ pi)2
,
= e−4pi
√
λ
(
11
2
√
2pi2 4
√
λ
+
8
√
2 4
√
λ
pi
− 31
128
√
2pi3λ3/4
+O
(
λ−5/4
))
+O
(
e−12pi
√
λ
)
(4.21)
where K0(x) and K1(x) are modified Bessel function of the second kind.
Let us now discuss the physical meaning of the strong coupling result. As explained
in the introduction, the physics of the double scaling limit is that of the BPS particles
with mass of order ∼ √λ. This is why we get a nontrivial dependence on λ, in contrast
to the standard large charge limit. When we take λ → ∞ (but much smaller than n) we
are making the BPS particles heavy. As a result, the exponentially small term
8
√
2 4
√
λ
pi
e−4pi
√
λ , (4.22)
12This expression can be derived, for example, starting from the series expansion at weak coupling (4.18).
In doing so, we found particularly useful to consult chapters 3 and 4 of the book [66]. This was inspired
by [67].
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could perhaps be interpreted as the worldline of the hypermultiplet BPS particle.13 From
this point of view it is puzzling that (4.20) does not have a contribution that scales like
e−8pi
√
λ : this is perhaps due to a cancelation between the disconnected two-hyper contribu-
tion and the W boson.14
One very interesting question that we do not address here is the connection to non-
perturbative terms in the fixed Im τ limit. At least for small enough gYM, the limit of fixed
coupling and large charge is quite similar to the limit of large λ. However, in the large
charge limit with fixed Im τ we could also have non-perturbative effects with scaling
e−A
√
n Im τ , (4.23)
corresponding to the propagation of monopoles and thus invisible in the ’t Hooft expan-
sion. An analogous example of such phenomenon can be found, for example, in ABJM
theory. In that context there are two distinct sources of non-perturbative effects which
can be interpreted as worldsheet instantons (suppression in λ) and membrane instantons
(suppression in gs) [68–70].
Another question which we discuss only very briefly is the omission of the instanton
terms in (3.1). In the limit with fixed coupling and large n it is hard to see why a priori
this truncation is justified. Yet, we have argued that to all orders in the 1/n expansion
of G2n the results agree with the predictions from effective field theory. However, it seems
rather unlikely that the non-perturbative terms in this limit would be correctly captured
by the truncated partition function (3.1). The situation in the double scaling limit is
under much better control. The original gauge instantons are suppressed by the instanton
fugacity q which in the double scaling limit translates to e−2pin/λ with λ fixed in the double
scaling limit as usual. Therefore, the omission of SU(2) instantons does not affect the
double scaling expansion (4.2) to any order and the truncation (3.1) is therefore very well
justified mathematically. In particular, we can really trust the non-perturbative terms in
the ’t Hooft coupling such as (4.22).
13The exponent in (4.22) is indeed consistent with the propagation of a massive hypermultiplet. We would
like to thank S. Hellerman for several conversations on the topic.
14The piece 12 log λ in (4.20) is easy to understand – it combines with
3
2 log λ in (4.9) to give 2 log λ, which
is the correct coefficient to reproduce the a-anomaly on the Coulomb branch (3.20).
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5. Random Matrix Theory Approach to Argyres-Douglas Theory
5.1. Elements of Seiberg-Witten Theory
The Seiberg-Witten [71, 72] IR solution for N = 2 theories with a rank 1 Coulomb
branch, parametrized by a complex coordinate u ∈ C, is described in terms of an Abelian
N = 2 vector multiplet. At leading order all interactions are governed by a special Ka¨hler
sigma model with a holomorphic prepotential F which is a function of the vector multiplet
scalar component a. In order study the low energy dynamics, it is very convenient to
introduce a new variable aD ≡ ∂F(a)∂a . The metric on the moduli space of vacua can be
expressed in terms of a set of special coordinates denoted by (a, aD). More precisely, a
and aD are non-trivial functions of u which can be obtained by performing some definite
integrals also known as period integrals.
The dependence on u can be inferred from the explicit expressions of (a(u), aD(u))
obtained from the period integrals. For example, in the N = 2 theory with Nf = 4
massless hypers there is a simple relation given by
u = a2 +O(q) , (5.1)
where q is the instanton fugacity defined in section 2.1.1. The above analysis can be
generalized to other rank 1 N = 2 theories and this will be particularly important for
extending our study of extremal correlators since taking a τ and τ derivative as in (2.25) can
be interpreted in terms of an insertion of u inside the S4 partition function. Here, we will
focus on the simplest class of Argyres-Douglas superconformal fixed points arising as special
points on the moduli space of SU(2) gauge theories with Nf ≤ 3 massive fundamental
flavors [73, 74]. We will now review some basic aspects of this construction with focus on
the Nf = 1 theory.
Let us begin from a N = 2 theory with a single fundamental massive fundamental
hypermultiplet. The IR curve for this theory has been written a long time ago in [72]:
y2 = x4 − Λ31m+ u2 − Λ31x− 2ux2 , (5.2)
where Λ1 is the UV scale, m is the hypermultiplet mass and u parametrize the Coulomb
branch as before. For m = m∗ ≡ 34Λ1 the discriminant of the curve (5.2) has a double zero
at:
u = u∗ ≡
3
4
Λ21 . (5.3)
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When both m = m∗ and u = u∗, mutually non-local particles become massless and the
low-energy theory cannot have a Lagrangian description. Near the singularity, the theory
can be modeled by an IR curve which reads [74]:
y2 = (x3 − 3Λ2ADx+ uAD) . (5.4)
The superconfomal fixed point is reached by tuning ΛAD → 0 at the origin of the Coulomb
branch uAD = 0. From the curve (5.4) it is possible to determine the R-charge scaling of
uAD which, in this case, is
6
5
. The corresponding generator of the Coulomb branch chiral
ring has ∆O =
6
5
. The analysis of period integrals for the ADNf=1(SU(2)) theory can be
done as in [75,76] where we first set m = m∗ and then analytically continue the expression
for (a(u), aD(u))
∣∣
m=m∗
near a region u = u∗:
a(u) = a∗ +
3
√
3iΛ1
8
√
y
(
6 (−y)−2/3Γ (−1
3
)
3F2
(
2
3
, 2
3
, 7
6
; 4
3
, 13
6
; 1
y
)
7Γ
(
1
3
)2
+
6(−y)−1/3Γ (1
3
)
3F2
(
1
3
, 1
3
, 5
6
; 2
3
, 11
6
; 1
y
)
5Γ
(
2
3
)2
)
,
aD(u) = −
9ipiΛ1
8
√
y
(
6(−y)−1/3Γ (1
3
)
3F2
(
1
3
, 1
3
, 5
6
; 2
3
, 11
6
; 1
y
)
5Γ
(
2
3
)2 ,
−
6(−y)−2/3Γ (−1
3
)
3F2
(
2
3
, 2
3
, 7
6
; 4
3
, 13
6
; 1
y
)
7Γ
(
1
3
)2
)
,
(5.5)
where15
y ≡ 27
4
(
3− 4uΛ−21
)−1
, a∗ ≡
3Λ1
4
. (5.6)
with a∗ denoting the value of a at the AD point. The dependence on u in (5.5) can be
now inverted to find a generalization of (5.1) for the ADNf=1(SU(2)) theory. By expanding
(5.5) around u = u∗ we find
a(u∗ + Λ
2
1uAD)− a∗ = Λ1
24/3Γ
(
1
3
)
5Γ
(
2
3
)2 u5/6AD +O(u7/5AD) . (5.7)
15The overline notation used here has been chosen to emphasize the analytic continuation.
34
5.2. Extremal Correlators in Argyres-Douglas Theories
In this section we present the calculation of large charge extremal correlators using
random matrix model techniques. The scaling limit to the AD point that we reviewed
above will be a key element in the discussion. Let us start from the UV supersymmetric
S4 partition function for a SU(2) N = 2 gauge theory with Nf = 1
Z
S
4 [τ, τ ] =
∫
R
da
(2a)2H(2iaR)2
H(i(a+m)R)H(i(−a+m)R)e
−4piImτR2a2|ZInst(ia,Λ1,m,R)|2 , (5.8)
where m denotes the hypermultiplet mass. The instanton partition function is now given
by
ZInst(ia,Λ1,m,R) = 1 +
Λ31mR
4
8a2R2 + 8
+
Λ61R
6
(
R2
(
a2
(
8m2R2 − 3)+ 33m2)− 3)
64
(
a2R2 + 1
) (
4a2R2 + 9
)2 +O(Λ91) .
(5.9)
Following our analysis from section 2.1.2 we can now present the large charge expan-
sion.16 The idea, as before, is to only retain contributions from F0 and F1.17 At m = m∗
we can write
∂aF0 = aD(u) ,
F1 =
1
12
(
log
((
3Λ21 − 4u
)2 (
15Λ21 + 16u
)
216
)
− 6 log
(
(a(u))2
da(u)
du
))
.
(5.10)
We would like to stress that in order to describe the Argyres-Douglas superconformal fixed
point we need to obtain a closed analytic form for F0 and F1 by resumming the instanton
series as in (5.10). (This is to be contrasted with SU(2) Nf = 4 superconformal theory,
where one could take a weak coupling limit.) In the language of section 5.1 we find that,
16Our analysis in also inspired by [77] where it was found that, at large radius, the AD fixed point is a
saddle of the S4 partition function for the SU(2), Nf = 2 theory.
17Here F0 contains the full quadratic factor appearing in the classical contribution to the S4 partition
function. In addition we set exp(−4pi Imτ) = e6+6γ16 R6Λ61.
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for m = m∗
18 in a neighborhood of u∗, F0 and F1 have the following scaling behavior
∂aF0(u∗ + Λ21uAD) = −
24/3
√
3piΓ
(
1
3
)
Λ1
5Γ
(
2
3
)2 u5/6AD +O(u7/5AD) ,
a2 exp (2F1) (u∗ + Λ21uAD) =
√
3pi2Λ21
3
√
2Γ
(
1
3
)3 u1/2AD +O(u 56AD) .
(5.11)
Hence, by (5.7), we find that the infinite-dimensional matrix Mk,l generating the extremal
correlators can be approximated as follows (keeping only F0 and F1) for the Argyres-
Douglas fixed point:
Mk,l = NO(Λ1, R)
∫
R
da
(
|a|6/5
)k+l
a3/5 exp
(−a2) , (5.12)
where NO(Λ, R) is a normalization factor whose explicit form will not be important for
our purposes. We can now repeat the same steps which we described in subsection 3.1 and
obtain an emergent random matrix model description for the ADNf=1(SU(2)) theory:
detM(n) =
1
n!
∫
R+
dnx
∏
i<j
(xi − xj)2
∏
i
e−x
5/3
i x
1/3
i . (5.13)
As far as we know, the above matrix model does not have an analytic solution. But we
are still able to show that the leading large n behavior for extremal correlators is governed
by:
logG2n =
6
5
n log n+
4
5
log n+O
(
1
n
)
, (5.14)
where all the non-universal terms depending on normalizations have been dropped. The
above formula matches perfectly with effective field theory predictions obtained by plugging
the values for ADNf=1(SU(2)), listed in table 1, in equation (2.34). This therefore gives
direct evidence that the large charge limit of BPS states in ADNf=1(SU(2)) is described by
an effective theory for the Coulomb branch field.
We hope to report on the computation of higher-order terms in (5.14) elsewhere.
18In the topologically twisted partition function for ADNf=1(SU(2)) [78] one should also consider the
effects of perturbing the mass away from m = m∗. In the large charge expansion however these effects can
be neglected.
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Theory λ2O
ADNf=1(SU(2)) 2.0982
ADNf=2(SU(2)) 2.2412
ADNf=3(SU(2)) 2.4206
Table 2: Numerical values of the OPE coefficient λ2O obtained from the RMT approach
(including only F0 and F1).
5.2.1. Extension to ADNf=2(SU(2)) and ADNf=3(SU(2)) Fixed Points
The ideas presented in section 5.1 and 5.2 can be readily generalized to other rank 1
Argyres-Douglas superconformal fixed points which arise as special points on the Coulomb
branch of N = 2 SU(2) theories with Nf = 2, 3 massive hypermultiplets. For all these rank
1 models, the general form of the matrix model is given by
detM(n) =
1
n!
∫
R+
dnx
∏
i<j
(xi − xj)2
∏
i
e−x
α
i xβi , (5.15)
where19
α ≡ 2
∆O
, β ≡ 1 + 2α
∆O
− 1 . (5.16)
As before, we can calculate the large charge behavior of (5.15) and find perfect agreement
with effective field theory up to O ( 1
n
)
.
A natural question which we might pose now is whether the large n results of the
matrix model extrapolate reasonably well to lower values of n.
5.3. Comparison with Numerical Bootstrap
It was shown in [79] that the simplest Argyres-Douglas superconformal fixed point,
ADNf=1(SU(2)), has an OPE coefficient λ
2
E12/5 which satisfies the following rigorous bound:
2.1418 ≤ λ2E12/5 ≤ 2.1672 . (5.17)
19The relevant values of ∆O and α for these theories can be found in table 1.
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The above coefficient can be calculated with the matrix model approach from section 5.2
using the following combination of extremal correlators:
λ2O =
G4G0
G22
, (5.18)
which is completely independent of normalisation factors.20 The matrix model approach
gives a uniform description for all rank 1 Argyres-Douglas fixed points, in particular it
can be used to calculate the value of the OPE coefficient also in ADNf=2(SU(2)) and
ADNf=3(SU(2)) fixed points which do not yet have a tight numerical bootstrap bound.
We collect all the numerical values of OPE coefficients (5.18) in table 2. The predicted
value of λ2O in ADNf=1(SU(2)) calculated with the matrix model (5.13) is below the lower
end of the bootstrap bound approximately just by 2%!
We would like to make two comments about this discrepancy: First, since our approx-
imation scheme for the matrix model is based solely on F0 and F1, it should not come
as a surprise that the matrix model does not work perfectly for small n, if anything, it is
surprising that the discrepancy is so small. Second, from the spectrum of BPS particles
on the Coulomb branch one could estimate the effects of worldline instantons and try to
fit the small n values better by including some non-perturbative corrections.
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A. Coulomb Gas for Perturbed Laguerre Ensemble
A central tool in the analysis of section 3.2 is the following matrix integral
D(ν,λ)n =
1
n!
∫
Rn+
dnx
n∏
i=1
e−xixνi (xi + t)
λ
∏
i<j
(xi − xj)2 . (A.1)
We would like to analyze the large n asymptotic of (A.1) in the Coulomb gas formalism
following the works [62,60,61,63]. A pedagogical review of the Coulomb gas, geared towards
RMT, can be found in [56]. Let us write (A.1) as
D(ν,λ)n = n
nλZ(ν,0)n
Z(ν,λ)n (t)
Z(ν,0)n
, (A.2)
where
Z(ν,λ)n (t) =
1
n!
∫
Rn+
dnx
∏
i<j
(xi − xj)2
n∏
i=1
e−nxixνi (xi + tn
−1)λ. (A.3)
Note that Z(ν,0)n can be evaluated exactly by using (3.16). It is however instructive to
consider the large n limit of Z(ν,0)n . The equilibrium density for the eigenvalues σ(x) is, as
anticipated in the main text, the Marcˇenko-Pastur law
σ(x) =
1
2pix
√
(b− x)(x− a) , a ≤ x ≤ b , (A.4)
where (a, b) are also known as “endpoints of the cut.” These can be evaluated by standard
matrix model techniques
b =
ν + 2
√
n(ν + n) + 2n
n
= 4 +O
(
1
n
)
,
a =
ν − 2√n(ν + n) + 2n
n
=
ν2
4n2
+O
(
1
n3
)
.
(A.5)
It is also convenient to think about the quantity appearing on the right hand side of (A.2)
as an expectation value:
Z(ν,λ)n (t)
Z(ν,0)n
=
〈(
x+
t
n
)λ〉
(ν,0)
. (A.6)
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At large n the above expectation value is approximated by [62,60,61,63]:
Z(ν,λ)n (t)
Z(ν,0)n
≈ exp
[
−λ2S1(n, t)
2
− λS2(n, t)
]
, (A.7)
where
S1(n, t) = −2 log
1
2
(
b+ tn−1
a+ tn−1
) 1
4
+
1
2
(
a+ tn−1
b+ tn−1
) 1
4
 , (A.8)
and
S2(n, t) =
1
2
n
√
ab log

(√
(a+ tn−1)(b+ tn−1) +
√
ab
)2
− t2n−2(√
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√
b
)2

+
1
4
n
(
−2
√
a+ tn−1
√
b+ tn−1 + a+ b+ 2tn−1
)
− n
2
(a+ b) log
(
1
2
(√
a+ tn−1 +
√
b+ tn−1
))
.
(A.9)
It follows that, taking the large n limit while keeping t fixed, (A.2) is given by
D(ν,λ)n = exp
[
n2 log n− 3/2n2 + n(ν + λ) log n+ (−ν − λ+ log(2pi))n+
+ 2λ
√
nt+
(
ν2
2
− 1
6
+
λ2
4
+
λν
2
)
log n+O(1)
]
.
(A.10)
We can now substitute (ν = 1
2
, λ = 1
2
) into (A.10) and get
D(1/2,1/2)n = exp
[
n2 log n− 3/2n2 + n log n+ (−1 + log(2pi))n+√nt+ 7
48
log n+O(1)
]
.
(A.11)
The large n analysis presented above is particularly useful for the study of N = 2 SU(2)
gauge theory with Nf = 4 at large charge. The basic idea is that the matrix integral (3.25)
can be seen as a perturbation of D(1/2,1/2)n by a function U which is bounded on the positive
axis and goes to 1 sufficiently fast as x → ∞. We are interested in calculating how such
perturbation affects the large n asymptotic of (A.11). Interestingly this type of questions
were successfully addressed in the RMT literature, see for instance [60, 61, 63]. In these
works, the unperturbed ensemble is taken to be D(ν,0)n . However, their analysis carry over
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to the case of D(ν,λ)n as well. After some lengthy algebra we find
21
〈U〉(1/2,1/2) =
∫
R+ d
nx
∏
i<j(xi − xj)2
∏n
i=1 e
−nxix1/2i (xi + 4pin
−1 Im τR)
1/2 U(xin, Im τR)∫
R+ d
nx
∏
i<j(xi − xj)2
∏n
i=1 e
−nxix1/2i (xi + 4pin
−1 Im τR)
1/2
= exp
[
−
√
4pi Im τR
√
n+O(1)
]
,
(A.12)
In deriving this expression, we had to use an interesting identity∫ ∞
0
log
(
e8x
2
log 2x−1Z1-Loop(x)e
−12 log γG+1+ 13 log 2
)
dx = 0 . (A.13)
Finally, we write (3.25) as
detM(n) =
e12n log γG−n−
n
3
log 2
(4pi Im τR)
n(n+1)
D(1/2,1/2)n 〈U〉1/2,1/2 , (A.14)
where in D(1/2,1/2)n we set t = 4pi Im τR . Hence from (A.12) and (A.11) we find that
detM(n) = exp
[
n2 log n− 3/2n2 + n log n+ (−2 + log(2pi) + 12 log γG −
1
3
log 2)n
+n(n+ 1) log( 4pi Im τR
)
+
7
48
log n+O(1)
]
.
(A.15)
The identity (A.13) is crucial for having only integer powers of n in the asymptotics (A.15).
(If not for this mysterious identity, effective field theory would not be correct.)
21 Strictly speaking the O(1) in (A.12) was proven mathematically in [60] for functions U(x) such that
U(x) − 1 is a Schwartz function. In [60, 61] however it is argued (in a slightly less rigorous way) that the
Schwartz condition can be relaxed to include functions U(x) which are bounded, sufficiently regular and
approaching the value 1 at infinity.
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