In [29] the authors present a set of integer programs (IPs) for the Steiner tree problem, which can be used for both, the directed and the undirected setting of the problem. Each IP finds an optimal Steiner tree with a specific structure. A solution with the lowest cost, corresponds to an optimal solution to the entire problem. The authors show that the linear programming relaxation of each IP is integral and, also, that each IP is polynomial in the size of the instance, consequently, they can be solved in polynomial time. The main issue is that the number of IPs to solve grows exponentially with the number of terminal nodes, which makes this approach impractical for large instances.
Introduction
The Steiner tree problem is a classic network design problem. There are two versions, directed and undirected. In the directed version (DST), we are given a directed graph D = (V, A), with non-negative arc costs c a for all a ∈ A, a root node r ∈ V , and a set of terminal nodes R ⊂ V . In the undirected case (UST), we are given an undirected graph G = (V, E), with non-negative edge costs c e for all e ∈ E, and a set of terminal nodes R ⊆ V . In the latter case, one can always take the bidirected version of the graph G, pick an arbitrary terminal node r ∈ R as a root node, and solve the problem as a directed Steiner tree. Note that we may assume without loss of generality that c > 0, since we can contract all the edges with cost 0.
The undirected version of the problem is known to be an NP-Hard [19] , and it is even NP-Hard to find an approximate solution whose cost is within a factor of 96 95 of the optimum [3, 9] . Nevertheless, there are constant factor approximation algorithms for this problem [7, 28, 36] , with ln(4) + being the best known approximation factor for the undirected problem.
On the other hand, for DST there are not any known constant factor approximation algorithms. Actually, in [17] , the authors show that the directed Steiner tree problem admits no O log 2− (|R|) , unless N P ⊆ ZT IM E(n polylog(n) ). The best known approximation ratio for the DST problem is O |R| 1 t for t > 1, which corresponds to the algorithm presented in [8] . This algorithm constructs low density directed Steiner trees in polynomial time, where the density of a tree is defined as the ratio of the cost of the tree over the number of terminals of the tree.
For UST, there are several efficient algorithms to reduce the instances size, keeping at least one optimal solution. Moreover, there exists efficient algorithms to solve the problem [14, 13, 25, 24] . These algorithms solve to optimality a large part of the problems in the SteinLib library [21] . Since all of those algorithms assume the graph is undirected, in most cases they cannot be extended to the directed problem [27] .
In contrast, there are not many papers in the literature related to computational experiments for the directed Steiner tree problem. In [33] , the authors present two approximation algorithms, with O(|R|) and O( |R|) approximation ratios respectively. The authors present computational experiments, creating directed instances from over 900 undirected instances of the SteinLib library. All the directed graphs created by the authors keep at least one optimal solution of the original instance, consequently, they know in advance the value of an optimal solution. They compare their proposed algorithms against four benchmark algorithms used in practice. The authors conclude that their proposed algorithms outperform the rest of the studied algorithms in terms of solution quality, while having similar execution times.
In this paper we focus on the new approach proposed in [29] , where the authors present a set of integer programs (IP) for the Steiner tree problem. The solution of an IP with lowest cost, corresponds to an optimal solution of the problem. Each IP corresponds to a specific tree structure, and its size is polynomial in the size of the instance. Moreover, the linear relaxation of each IP is integral, therefore each sub-problem can be solved in polynomial time. The issue with the proposed approach is that the number of IPs to solve grows exponentially with the number of terminal nodes. We present a dynamic programming algorithm and a simulated annealing based framework to address this issue, and we present computational experiments comparing the proposed approach to all the algorithms studied in [33] .
The remainder of the paper is organized as follows. Section 2 provides a detailed review of the approach presented in [29] , and introduces definitions used in the paper. Section 3 presents an efficient algorithm to solve each subproblem of the approach presented in [29] . Section 4 provides a complete characterization of the neighborhood of each subproblem, which is needed since simulated annealing performs a local search at each iteration. Section 5 presents the proposed simulated annealing framework to solve the problem. This section also provides a routine to check and, potentially, improve the quality of the solutions obtained at each iteration of the simulated annealing algorithm. Moreover, this section also presents a special analysis for the case of rectilinear graphs. In Section 6, we present computational experiments obtained by solving the directed Steiner tree problem using our proposed formulation. Computational experiments show that the quality of the solutions delivered by our approach is better than the ones presented in the literature for the directed Steiner tree problem. Section 7 gives conclusions.
Description of LP-based approach
The directed Steiner tree problem is to construct a minimum cost directed tree, rooted at r, which spans all terminal nodes. In [29] , the authors give a new approach to solve this problem. It involves solving a set of independent IPs, with the property that the solution of an IP with lowest cost corresponds to an optimal solution of the problem. Each IP solves the problem for a fixed Steiner tree structure, where each structure is defined by the way the paths from r to each terminal node share arcs. In this approach, one commodity per terminal node is created. The source node of all commodities is the root node r, and the sink is the corresponding terminal node. Figure 1 illustrates the idea. Figure 1a shows a directed Steiner tree, which is composed of 5 paths. Above each path, the set of commodities that share arcs in such paths is highlighted. Figure 1b displays the tree representation of the laminar structure of the sets that are present in the solution of the tree shown in Figure 1a .
The main result in [29] is that the formulation for each structure is perfect, meaning that the linear programming (LP) relaxation of each IP corresponds to the convex hull of the set of all feasible solutions to the IP. Consequently, each IP can be solved by solving its LP relaxation. Furthermore, each IP has polynomial size with respect to the size of the input data, consequently, they can be solved efficiently, even for large instances. The main drawback of the proposed approach, is that the number of IP problems to solve grows exponentially with the number of terminal nodes, which makes this approach tractable only when the number of terminal nodes is fixed, and impractical for real-world size instances. For a detailed explanation of this approach we refer the readers to [29] .
Notation
In this section, we introduce notation used throughout this paper. We assume we have a directed Steiner tree instance. Let D = (V, A) be the directed input graph, where V is the set of nodes of the graph, and A is the set of arcs of the graph. We are also given a root node r ∈ V , and a set of terminal nodes R ⊆ V \{r}. The nodes in V \(R ∪ {r}) are called Steiner nodes. For each terminal node t k ∈ R, we define a commodity k, and we define K to be the set of all commodities. All commodities share the same source node, which is r, and for each commodity k ∈ k, its sink node is the corresponding terminal t k ∈ R. Let b be the number of commodities, and let S be the set of all non-empty subsets of elements in K.
As discussed in section 2, the tree structure of every directed Steiner tree is defined by the sets of commodities present in such tree. This collection of sets of S forms a laminar family. Recall that a family C of sets is laminar if for every A, B ∈ C we either have that A ⊆ B, or B ⊆ A, or A ∩ B = ∅. We define L b to be the set of admissible laminar families that describe the structure of a Steiner tree with b commodities, where an admissible laminar family is one that contains the set of all commodities, and all the singletons. For laminar family l ∈ L b , we define S(l) as the set of subsets of K that are present in laminar family l.
We say thatŝ ∈ S(l) is the parent set of s ∈ S(l), if s is one of the sets obtained whenŝ is split according to laminar family l. Moreover, we say that s is a child set ofŝ in l. Notice that, for all s ∈ S(l) with |s | < |K|, there is exactly one parent set ofŝ in S(l). Also, for each setŝ ∈ S(l) with |ŝ| ≥ 2, there is at least two child sets ofŝ in S(l). We say that a directed Steiner tree T in D follows an (r, l) structure, if T is an arborescence rooted in r that follows the splitting sequence defined by laminar family l ∈ L b .
Finally, we define Z l to be the sub-problem of laminar family l ∈ L b , where we look for a lowest cost (r, l) structured Steiner tree.
Algorithm to solve Z l
Although Z l can be solved by a linear programming algorithm as noted above, we will present in this section a recursive algorithm that is much more efficient.
Observations and algorithm intuition
Consider a fixed laminar family l ∈ L b , and let s ∈ S(l) be such that 2 ≤ |s| < |K|. Since we are in a particular laminar family l, then we know the way s, and its subsets, split. Now, suppose we assume that the path of set s starts at node i, then the solution is equivalent to finding a minimum Steiner tree rooted at i, with |s| commodities 1 , that follows the splitting sequence for s defined in l. We will denote l(s), to the "sub-laminar" family of l, when we only focus on s.
For any laminar family, the problem reduces to finding the splitting nodes, because once we have the splitting nodes, then we only need to connect the corresponding nodes by the shortest paths between them. The proposed algorithm uses this fact, and since we do not know the splitting nodes in advance, then we need to compute the shortest path between all pairs of nodes in D.
Consider the following example. Suppose we want to solve a directed Steiner tree with 4 terminals. Also, suppose we are solving the sub-problem for the laminar family shown in We have to find nodes i 1 , i 2 , and i 3 , shown in Figure 2 . The idea of the proposed algorithm to solve Z l is the following. For all sets s ∈ S(l) with 2 ≤ |s| < |K|, and for all nodes i ∈ V , we define the minimum (i, l(s)) structured Steiner tree, whose optimal solution will be denoted by x(i, s). Now, consider the set {k 1 , k 2 } in the example shown in Figure 2 . If we fix a given node i as a root for its corresponding Steiner tree, then we can compute x(i, {k 1 , k 2 }) in the following fashion. For all j ∈ N , we compute the sum of 3 shortest paths, which are an i-j shortest path, a j-t 1 shortest path, and a j-t 2 shortest path. Let j * be a node such that the sum is the smallest, then x(i, s) is the union of an i-j * shortest path, a j * -t 1 shortest path, and a j * -t 2 shortest path. We repeat that procedure for all i ∈ V and we will have computed all possible Steiner trees for {k 1 , k 2 }. This procedure is the same for {k 3 , k 4 }. For set {k 1 , k 2 , k 3 , k 4 }, the process is similar, since x(i, {k 1 , k 2 , k 3 , k 4 }) is going to be the union of 3 solutions, but in this case, it is the union of a shortest i-j * path, x(j * , {k 1 , k 2 }) and x(j * , {k 3 , k 4 }). Note, that since in this case K = {k 1 , k 2 , k 3 , k 4 }, then we only care about x(r, {k 1 , k 2 , k 3 , k 4 }).
Proposed algorithm
Before stating the algorithm, we introduce the notation used within this section.
• sp(i, j): Collection of arcs that compose a shortest i-j path in D.
• c(sp(i, j)): Cost of a shortest i-j path in D.
• z(i, s): Cost of solution of set s rooted in i.
• j * s (i): Node at which set s splits, for an optimal (i, l(s)) structured directed Steiner tree. • N (s): Nodes that can be root node for subset s. Note that N (s) = N for all s ∈ S(l), with s ⊂ K.
For s = K we have N (s) = r.
Observe that, for all k ∈ K, z(i, k) = c(sp(i, t k )). Since we only focus on laminar families whose tree representation is a full binary tree (see Proposition 5 in [29] ), then each set with at least 2 elements has exactly 2 children. We denote s 1 and s 2 to be the child sets of set s ∈ S(l), |s| ≥ 2. As an abuse of notation, we define x(i, s) as follows x(i, s) = sp(i, j) + x(j, s 1 ) + x(j, s 2 ), which means that the solution of the directed Steiner tree, rooted in i using sets in s, is the union of a shortest i-j path, and the solutions of its two child sets s 1 and s 2 rooted in j, where j is the splitting node of set s.
The recursion to compute z(i, s) and x(i, s) is the following,
Note that for s = K, we only need to compute z(r, K) and j * K (r). Assume that S(l) is ordered in increasing order of the cardinality of its elements. Then, the algorithm to solve Z l is the following, Algorithm 1 Compute x(i, s) and z(i, s) for s ∈ S(l), |s| ≥ 2
for i ∈ N (s) do 6: for j ∈ N do 7: if c(sp(i, j)) + z(j, s 1 ) + z(j, s 2 ) < z(i, s) then 8:
z(i, s) ← c(sp(i, j)) + z(j, s 1 ) + z(j, s 2 ) return x(r, K) and z(r, K).
First, note that since the elements in S(l) are ordered in increasing order of their cardinality, then for all s ∈ S(l) with |s| ≥ 2 we compute x(i, s 1 ) and x(i, s 2 ) before computing x(i, s) and its cost z(i, s), since |s 1 | < |s| and |s 2 | < |s|. Now, the for loop in step 5 is looping over all possible root nodes for set s. The for loop in step 6, loops over all splitting nodes for set s. In step 7, we check whether the current best solution can be improved. If the solution can be improved, then the best solution is updated. Finally, the solution is given by x(r, K) whose cost if z(r, K).
Note that the number of sets in S(l), with at least 2 elements, is b − 1, since the tree representation of l is a full binary tree. Moreover, we have to visit at most n 2 pairs of nodes for each set in S(l), with cardinality of at least 2, where n = |V |. Consequently, if the number of terminals is fixed, the complexity of the proposed algorithm is O(n 2 ).
One can think of this algorithm as a simplified version of the algorithm proposed in [12] . The main difference is that the algorithm proposed [12] has to decide the way each set is split, while in this case, since we are in a particular laminar family, the split for every set is fixed.
Solution Improvements
For a given laminar family l ∈ L b , an optimal solution to Z l may not correspond to a directed Steiner tree, but in the support of the solution we may have a directed Steiner tree, with a different structure, i.e., from a different laminar family in L b (see Proposition 1 of [29] ). Figure 3 shows an example where an optimal solution of a laminar family l is not a directed Steiner tree. For the example, let S(l) = {{k 1 , k 2 , k 3 }, {k 1 , k 2 }, {k 1 }, {k 2 }, {k 3 }}. We observe in Figure 3a , an optimal solution x of Z l , which is not a directed Steiner tree. Note that commodities k 2 and k 3 share arcs, but not using set {k 2 , k 3 } because this set is not in l. In contrast, there is a Steiner tree, withl structure, contained in the support of x, where S(l) = {{k 1 , k 2 , k 3 }, {k 2 , k 3 }, {k 1 }, {k 2 }, {k 3 }}.
Since the cost vector is positive, then for every set s ∈ S(l), there are no cycles in any optimal solution of Z l . Consequently, the only way the solution is not a directed Steiner tree is when, at least, two different sets reach the same node. Following the notation of [29] , if x = (f,ŷ, y, w) is an optimal solution for Z l , then there exists i ∈ V , such that for two sets s 1 , s 2 ∈ S(l), we have that a∈δ − (i) f s1 a = 1 and a∈δ − (i) f s2 a = 1. Whenever this happens, we have that the support of f vector does not correspond to a directed tree rooted in r.
By construction of the solution, there exists at least 1 path from r to t k for all k ∈ K. Therefore, we can construct an r-arborescence using the arcs of the support of f , such that all the terminal nodes t k are reached from r, and that all leaves of such arborescence correspond to terminal nodes. Let A(l) = {a ∈ A :
s∈S(l) f s a ≥ 1} be the support of an optimal solution x to Z l , and let T ⊆ A(l) be the set of arcs used by a minimum cost r-arborescence constructed in the subgraph defined by A(l). If all leaves of T are terminal nodes, then T is a directed Steiner tree. On the other hand, if at least 1 leaf is a Steiner node, then we can prune such leaves and still have an r-arborescence with a path connecting r to t k for all k ∈ K. If the tree after the first round of pruning still has leaves that are Steiner nodes, then we can prune such a tree again. After a finite number of rounds of pruning, all leaves of the r-arborescence will correspond to terminal nodes, which will correspond to a directed Steiner tree.
Once we have a rooted Steiner tree, we can identify its structure. We just have to see the way the paths from the root r to every terminal t k , share arcs. Since we are considering admissible laminar families, then the set of all commodities and all the singletons are always present. Consequently, by identifying the nodes where a split occurs, we can determine into which sets each set is partitioned, and therefore, identify the parent-child relationship between sets.
It may happen that the laminar family of such a tree may not have a full binary tree representation, or in other words, we may have that a set has more than 2 children. In this case, there are several laminar families in L b that have the constructed solution as a feasible solution. When this happens, we randomly select one of those laminar families as the laminar family of the constructed solution, using Algorithm 2. Lets call the selected laminar familyl. Finally, since the constructed solution may not be an optimal solution forl, we solve the sub-problem Zl to get a new solution.
We describe the algorithm to construct a random laminar family from a laminar family, whose tree representation is not a full-binary tree. We refer to a laminar family l as the collection of sets contained in the family, denoted by S(l).
Algorithm 2 Algorithm randomLaminar(l)
Require: Collection of sets S(l). while |Ŝ| ≥ 3 do
6:
Let s 1 and s 2 be randomly selected elements ofŜ 7:
s ← s 1 ∪ s 2 8:
Algorithm 2 creates a laminar familyl, with a full-binary tree representation, from an admissible laminar family l, whose tree representation is not a full-binary tree. For every setŝ in S(l) that has at least 3 children, we take two random children s 1 and s 2 (step 6), and we create a new set from the union of s 1 and s 2 , which is added to S(l) (steps 7 and 8). Note that this reduces the number of child sets ofŝ by 1, since s 1 ∪ s 2 is now a child ofŝ, while s 1 and s 2 are now children of s 1 ∪ s 2 .
Laminar family neighborhood characterization
Our final goal is to propose a local search heuristic algorithm to obtain good solutions to the directed Steiner tree problem. This local search algorithm starts from a given laminar family, and then moves to a promising neighbor laminar family. This process is performed several times. Each laminar family subproblem is solved in polynomial time using the algorithm presented in Section 3.
Consequently, we need to have a characterization of the neighborhood of each laminar family. Recall that, all the laminar families considered in the proposed approach have a unique corresponding full binary tree representation. Therefore, it suffices to define the neighborhood of a laminar family, as the neighborhood of its corresponding tree representation. For the rest of this section, we define T to be a full binary tree, i.e., each node of T has a degree 3 or 1.
In the literature, there are several ways proposed to characterize the neighborhood of a tree. The most commonly used are the Nearest Neighbor Interchange (NNI), the Subtree Pruning and Regrafting (SPR), and the Tree Bisection Reconnection (TBR) [6, 15] .
We decide to use the SPR process to construct the neighbors of a laminar family. In the studied literature, SPR was widely used over NNI and TBR. Furthermore, we consider the neighborhood size under SPR, which is 4(b − 2)(b − 3) [15] , to be adequate for our case. Finally, we consider that SPR is reasonably easy to be adapted to our setting.
The SPR process corresponds to selecting an edge {i, j} of tree T . The edge {i, j} is removed from T , dividing T in two connected subtrees T i and T j , containing i and j respectively. For simplicity of the argument, suppose that T i and T j have more than 3 nodes. Note that nodes i and j will have degree 2, after removing edge {i, j}. We leave T i as is, and we replace the two incident edges to j in T j , by an edge connecting the two neighbors of j in T j . Then, we select an edge of the updated T j , and then we subdivide it creating a new node k. Finally, we create a new edge {i, k} connecting node i of subtree T i , and node k of subtree T j . In Figure 5a , we can see the original tree representation of a given laminar family. In Figure 5b , we can see the subtree which is going to be removed and then regrafted, which is highlighted with the blue dashed circle. The red dashed edge is going to be removed, and the green edge is where the subtree is going to be regrafted. Figure 5c shows the SPR neighbor, note that one set was removed {k 4 , k 5 , k 6 , k 7 , k 8 }, and one was added {k 1 , k 2 , k 3 , k 4 , k 5 , k 6 }. This has to be done since the neighbor is the tree representation of a laminar family.
Note that we only need to make a few extra computations to have the optimal solution to the laminar family shown in Figure 5c . Since we are using the algorithm presented in Section 3, we only need to compute z(i, {k 1 , . . . , k 6 }) for all i ∈ V , and recompute z(r, K), since the child sets of K = {k 1 , . . . , k 8 } are different in the new laminar family. Everything else can be reused from the computations done to get an optimal solution of laminar family shown in Figure 5a .
Simulated annealing
Simulated annealing is a metaheuristic, which is widely used in local search frameworks [20, 32, 1, 4] . The main drawback when using local search algorithms, is that we often get stuck in local optima.
To address this in a minimization problem, simulated annealing also allows movements to neighbors with higher cost with a certain probability, which depends on how much worse the new the solution is, and the iteration of the algorithm. The high-level idea of simulated annealing is the following. We set an initial temperature T 0 , and a starting initial solution. Then, at each iteration j, we decrease the temperature of the system having T j = f (T 0 , j), where f is a function depending on T 0 and j. Also, at each iteration we randomly choose a solution in the neighborhood of the current solution, and we compute the cost difference between the current solution and the neighbor, denoted by ∆ j . If ∆ j < 0 then we move to the neighbor solution. If ∆ j ≥ 0 we move to the neighbor solution with probability p(∆ j , T j ). Note that the probability is a function of the difference in cost of the solutions and the current temperature of the system.
There are three main decisions to make when using simulated annealing. How we set the initial temperature T 0 , which function we use to reduce the temperature of the system, and what probability function we use to accept increasing cost neighbors. We use the probability function given by
Note that higher ∆ j leads to lower p(∆ j , T j ), and smaller T j leads to lower acceptance probability.
Since we want ∆ j and T j to be of the same order of magnitude, we use the cost of the first solution found as T 0 . Finally, we use the temperature cooling function given by
The simulated annealing framework is given in Algorithm 3.
Algorithm 3 Simulated Annealing framework to solve directed Steiner tree problem
if c new < c current then 10:
l current ← l new 11:
x current ← x new 12:
if c new < c best then 14: l best ← l new 15:
The first 3 steps correspond to initialization of the algorithm. In the first step, we define the number of iterations N iter , and set the iterations counter j to 1. In the second step, we create an initial laminar family using Algorithm 4, then we compute the best solution to the given laminar family, denoted by x current , and the cost of the solution. We also define the initial temperature value. In the third step, we save the current solution as the best solution found so far.
Then, for each iteration j we, first, compute the temperature given by function f (T 0 , j), and after that, we create a random SPR neighbor of the current laminar family, and we compute the best solution of the neighbor and its cost (steps 6 to 8). We check whether the solution of the neighbor is better than the current solution, and if it is, we update the current solution. Moreover, if the neighbor solution is better than the best solution found so far, we update the best solution (steps 9 to 16). If the solution of the neighbor is worse than the current solution, we compute the cost difference between the solutions and we sample a uniform (0, 1) random variable u. If the value of u is less than or equal to the acceptance probability given by p(∆ j , T j ), then we update the current solution (steps 17 to 23). Finally, we increase the iterations counter by 1.
The process to construct the initial structure to solve is the following. First, we create a complete graph G whose nodes are the terminal nodes. For every edge e = (t , t ), its cost is the length of the shortest path between t and t in the original graph G. Second, we construct a minimum spanning tree T in G . Finally, we run Algorithm 4 to construct an initial laminar family using T as input.
Algorithm 4 Algorithm initial laminar(), which creates an initial laminar family
Require: Tree T , we assume T is a set of edges ordered in increasing order of their lengths
Let e = (t , t ), and let k and k be the commodities of terminals t and t , respectively.
4:
Let s be largest set in S(l) containing k 5:
Let s be largest set in S(l) containing k 6:ŝ ← s ∪ s 7:
Algorithm 4 constructs a laminar family l based on the single linkage clustering algorithm, which is a widely used aglomerative clustering method [35] . It starts with the collection S(l) of all the singletons. Then, it goes over the set of all edges of T , which are assumed to be ordered in increasing order of their lengths. For each edge e = (t , t ), we take the commodities k and k of terminals t and t , respectively. Then, we take sets s and s , which are the largest sets in S(l) that contain k and k , respectively. Finally, we create a setŝ to be the union of s and s , and we add it to S(l). After we visit all edges, we have that S(l) is a collection of sets that forms an admissible laminar family.
Simulated annealing with solution improvement
As previously pointed out, sometimes an optimal solution to a laminar family subproblem may not be a directed Steiner tree, which is why it may be beneficial to improve the solution obtained at every iteration of the simulated annealing algorithm. We use the solution improvement routine introduced in Section 3.3 in the simulated annealing framework, which is presented below.
Algorithm 5 Simulated Annealing for directed Steiner tree problem with solution improvement
if A(l new ) is not an r-arborescence then 10:
if l improved is not full-binary tree then 13: l improved ← SampleF ullBinaryT ree(l improved ) 14: l new ← l improved 15:
27:
Sample u ∼ U (0, 1)
28:
if u ≤ p(∆ j , T j ) then 29: l current ← l new 30:
Algorithm 5 shows the pseudocode of simulated annealing with the solution improvement. The solution improvement, or tester, corresponds to lines 9 to 16. First, we check whether the solution of l new is an r-arborescence or not, in case it is not, then it can be improved. In step 10, we define T to be the minimum cost r-arborescence whose leaves correspond to terminal nodes, as described above. In line 11, we define l improved to be the laminar family extracted from T . In line 12, we check whether l improved has a full binary tree representation or not. In case it is not full-binary, then we sample a full binary tree that contains l improved . Finally, we update l new , x new and c new .
Rectilinear graphs
The nodes of rectilinear graphs are placed in the R 2 plane and the distance between nodes is given by the · 1 distance. We can take advantage of this property since we can divide the plane into regions, each one containing a set of terminals, which will be used to create an initial laminar family. For instance, in Figure  6a , we can see that terminals t 1 and t 7 may not share arcs in an optimal solution, but it is very likely that t 1 shares arcs with t 2 , and t 7 with t 6 , since they are in similar regions of the plane.
The idea is to first, divide the set of terminal nodes in two sets, which will be interpreted as the first bipartition for the laminar family we want to construct. Then, each set of commodities is divided into another two sets, and so on, until all sets are singletons. In particular, the first partition corresponds to the partition given by clusterizing all the terminals into two clusters. Then each cluster is clusterized again into another two clusters, and so on, until each cluster has size 1. To illustrate this idea see Figure 6 . In Figure 6a , we only show the root node and the terminal nodes of a rectilinear graph. Figure 6b shows a potential partition based on the euclidean distance between terminals. In red dashed ovals, we find the first bipartition, inside each of the red zones, we find the second bipartition which is delimited by the green dashed oval, finally, inside each green zone with at least 2 terminals, we find a new partition denoted by the black dashed circles. Figure 6c shows the tree representation of the laminar family associated with the partition shown in Figure  6b . There are many algorithms to cluster elements in the plane [18] . We decided to use a k-means algorithm [22] which is widely used in practice, because it is easy to implement, it runs very quickly, and it performs well in these types of clustering problems. Since the k-means output depends on the initial centroids, the quality of our constructed laminar family also depends on the initial centroids of each clusterization. This is why, we run the clustering-based algorithm several times to create laminar families, and then we select the laminar family with the best solution among all the candidates. 
Algorithm 6, named P art(s), determines the way a new laminar family is created based on the clustering process previously described. This algorithm takes as input a given set s. If the set has only one element, then a collection of setsŜ, containing the singleton set s, is returned as shown in line 4. If set s has exactly 2 elements, then the algorithm returns a collection of setsŜ, containing set s and the two singletons, as shown in line 6. If set s has 3 or more elements, then s is split into two subsets s 1 and s 2 , which is the result of running the k-means algorithm for k = 2, i.e., two clusters. Then, the algorithm recurses getting two collections of setsŜ 1 andŜ 2 , which is the result of applying algorithm P art(·) to s 1 and s 2 respectively. The returned collection of setsŜ, contains all sets inŜ 1 , all sets inŜ 2 , and the set s. Consequently, to get the desired laminar family, we have to run algorithm P art(s), for s = K.
When the instance we want to solve is undirected, then we need to choose the root node among the terminal nodes. For all i ∈ R, let L(i) and R(i) be the number of terminal nodes to the left of i, and to the right of i, respectively. And, let U (i) and B(i) be the number of terminals that are above i, and below i in the plane, respectively. Finally, let ∆ x (i) = |R(i) − L(i)| and ∆ y (i) = |U (i) − B(i)|, then we choose r as follows.
We are basically choosing r to be the most centrical terminal node. We pick r in this fashion, since we can have a better guess of the structure of an optimal directed Steiner tree. For instance, in the example shown in Figure 6a , it is very likely that the paths from r of the terminals that are above and to the left of r, i.e., terminals t 1 and t 2 , are not going to share many arcs with the paths from r to terminals that are below and to the right of r, i.e., terminals t 6 and t 7 .
For rectilinear graphs, we use algorithm 6 to create the initial laminar family in the simulated annealing framework. As described in Algorithms 3 and 5, the initial laminar family is created at random. In rectilinear graphs, we run Algorithm 6 several times (the number of clusterizations is a parameter of the algorithm), and then we select a laminar family from the set of laminar families with the lowest optimal cost. The rest of the algorithm is the same as algorithm 3, or algorithm 5 if we use the solution improvement. Moreover, if the instance is undirected, we choose r as the most centrical terminal, as previously described.
Worst case analysis
Let OP T be the value of an optimal solution for the directed Steiner tree problem instance, let OP T SA be the value of the solution returned by the simulated annealing framework, and for l ∈ L b , let OP T (l) be the value of an optimal solution to Z l .
Proof. Let l be an arbitrary laminar family of L b . Note that we can always construct the following feasible solution. For all s ∈ S(l) with |s| ≥ 2, we fix f s a = 0 for all a ∈ A, and for all k ∈ K, which correspond to s ∈ S(l) with |s| = 1, we take a shortest path from r to t k . It is known that such solution is at most |R| times the value of an optimal solution of the problem [31] . Consequently, any optimal solution to Z l is at most |R| times the value of an optimal solution to the problem.
Proposition 1. For every instance of the directed Steiner tree problem, we have OP T ≤ |R| × OP T SA Proof. Since at every iteration we solve to optimality Z l for some l ∈ L b , then using Lemma 1, we have that at every iteration, the best solution found cannot be more than |R| times the value of an optimal solution to the problem, and the statement holds.
Let T (l) be the tree representation of laminar family l ∈ L b , and let l * ∈ L b be the laminar family of an optimal solution to the problem . We define d SP R (T (l 1 ), T (l 2 )) as the minimum number of SPR moves to transition from tree T (l 1 ) to tree T (l 2 ). It has been proven that computing d SP R (T (l 1 ), T (l 2 )) for any pair of l 1 , l 2 is NP-Hard [5] . Nevertheless, it was proven in [30] , that for any two l 1 , l 2 ∈ L b , we have that d SP R (T (l 1 ), T (l 2 )) ≤ |R| − 2. Consequently, if we use at least |R| − 2 iterations in the simulated annealing framework, no matter the initial laminar family chosen, the probability of solving Z l * in a given iteration, is strictly positive.
Computation experiments
In this section we present our computational results. We compare our proposed simulated annealing framework with all the algorithms studied in [33] .
In [33] , 6 algorithms are compared. The first algorithm, denoted by ShP 1 , takes a shortest path from r to each terminal, and then returns the union of such shortest paths as a solution. The second algorithm, denoted by ShP 2 , takes a shortest path from r to its closest terminal, sets the cost of all used arcs to 0, and then proceeds in the same fashion with the rest of the terminals, until all terminals are reached. The third algorithm, denoted by DuAs, corresponds to using the dual ascent algorithm presented in [34] . If the solution is fractional, then it takes a minimum cost spanning tree within the support of the fractional solution. If some of the leave nodes are non-terminal nodes, then the tree is pruned until all leaves are terminal nodes. The fourth algorithm, denoted by Roos, corresponds to the algorithm presented in [8] , which has an approximation ratio O |R| 1 t using t = 2, and is implemented using Roos modified algorithm which is described in [23] . The fifth algorithm, denoted by FLAC, is one of the algorithms introduced by the authors in [33] . This algorithm takes each arc as a pipe with capacity, in liters, equal to its cost. Then the algorithm tries to send water to the terminals, at a rate of 1 liter of water per second. Initially, only the arcs incoming to terminals are going to be considered. When an arc is up to its capacity, it is said to be saturated. Once an arc is saturated, then we start looking at the arcs incoming to the tail node of the saturated arcs too. This process is done until we reach the root node. Then, within the support of the saturated arcs, we have a directed Steiner tree. The sixth algorithm, denoted by FLAC £ , is the FLAC algorithm applied to the shortest path instance of the problem, i.e., to a complete directed graph where the cost from u to v is given by the shortest path, in the original graph, between u and v. Finally, we define the Best Benchmark (BB) to be the algorithm that, for each instance, takes the best result among the previous 6 algorithms. The solutions provided by our algorithms will be compared with the solutions provided by BB.
On the other hand, we present 3 algorithms, SA, SA-Test and SA-Rect algorithm. The SA algorithm corresponds to Algorithm 3, SA-Test corresponds to Algorithm 5, and SA-Rect corresponds to Algorithm 5 but using Algorithm 6 to construct the initial laminar family. Since all of the proposed algorithms have a random component, we run 10 replications of each one, and the result of each algorithm corresponds to the solution with the lowest cost among the 10 replications. Furthermore, we run each algorithm with 1,000 and with 5,000 iterations, since the number of iterations is a parameter of the proposed algorithms. In the SA-Rect case, we run 50 replications of Algorithm 6, and we select the solution with lowest cost as the initial laminar family of the simulated annealing algorithm.
We run experiments using the same instances studied in [33] , which correspond to directed graphs constructed based on undirected instances from the SteinLib library [21] . We only consider instances with at most 160 terminal nodes, and less than 3,500 nodes, since the proposed approach requires the computation of the shortest path between every pair of nodes. In total, we studied just over 800 instances, whose details can be found in Table 5 of Appendix A.
The proposed algorithms were implemented in Java 8. All the experiments were run in an AWS c5d.2xlarge machine, with am Intel Xeon Platinum 8000-series processor (3.0 GHz) of 8 cores and 16 GB of memory.
Non-rectilinear graphs
In this section, we compare the solution quality of the regular simulated annealing algorithm (see Algorithm 3), the simulated annealing with solution improvement (see Algorithm 5) , and the best benchmark algorithm. We only consider instances which are not rectilinear graphs, since there is a specific algorithm for such cases, which are analyzed in section 6.2. We use the performance profile approach to compare the solution quality delivered by the studied algorithms [11] . Figure 7 shows the cumulative distribution of instances versus the error of the obtained solution, this graph should be read as follows. If, for instance, we have a point (1.5, 0.85) it means that 85% of the instances solved have a gap smaller or equal to 1.5%. Figure 7 that SA-Test outperforms SA, and BB. First of all, we expected that, for the same algorithm, using more iterations will lead to better results. This happens with both, the SA and the SA-Test algorithm. The difference is more pronounced in the SA case; while in the SA-Test, the difference still exists, specially for smaller gaps, but after 2%, the two curves are almost identical. Also, note that SA-Test algorithm with just 1,000 iterations, outperforms by far the BB algorithm, and the SA algorithm with 5,000 iterations. Another interesting observation is the difference in the proportion of instances solved to optimality. The BB algorithm solves around 20% of the instances to optimality, being the worst of all the algorithms studied in this topic. Furthermore, while the SA algorithm cannot solve more than 55% of the instances to optimality, we have that SA-Test can solve over 67% of the instances to optimality with 1,000 iterations, and 75% of the instances with 5,000.
Algorithm Worse than SA 5k Equal to SA 5k Better than SA 5k SA-Test 1k 4.7% 55.4% 39.8% SA-Test 5k 1.8% 55.8% 42.3% Table 1 : Proportion of instances where SA-Test is strictly worse, equal, or strictly better than SA with 5,000 iterations Table 1 shows the proportion of instances where SA-Test algorithm does strictly worse, equal, or strictly better than SA with 5,000 iterations. Even when we use 1,000 iterations, SA-Test only delivers worse results than SA in fewer than 5% of the cases studied; this number reduces to 1.8% when we use 5,000 iterations in SA-Test.
Algorithm Worse than BB Equal to BB Better than BB SA-Test 1k 3.6% 21.0% 75.3% SA-Test 5k 2.2% 20.6% 77.2% Table 2 : Proportion of instances where SA-Test is strictly worse, equal, or strictly better than best benchmark Table 2 show the proportion of instances where SA-Test algorithm does strictly worse, equal, or strictly better than BB. When we use 1,000 iterations, SA-Test only deliver worse results than BB in 3.6% of the cases studied, this number reduces to 2.2% when we use 5,000 iterations in SA-Test.
We conclude that SA-Test outperforms, in solution quality, the BB and SA algorithms. Although SA-Test with 5,000 iterations gives better performance than SA-Test with 1,000 iterations, the results are not considerably better.
Rectilinear graphs
In this section we consider rectilinear graphs. We compare the solution quality of the regular simulated annealing algorithm (see Algorithm 3), the simulated annealing for rectilinear graphs (see Algorithms 5 and 6), and the best benchmark algorithm. We compare the three algorithms in the same way we compared SA, SA-Test, and BB in section 6.1. It is clear from Figure 8 that SA-Rect outperforms SA, and BB. The results are even more pronounced than the non-rectilinear graphs, since SA-Rect always delivers solutions with at most 1.75% gap. With respect to the SA and SA-Rect algorithms, again we see that by solving the problem with more iterations, the quality of the solutions improve. And again, the difference is more pronounced in the SA case. Indeed, for the SA-Rect the performance profiles are very similar, having a slightly better performance with 5,000 iterations.
In this case, we also have that SA-Rect algorithm with just 1,000 iterations, outperforms by far the BB algorithm, and the SA algorithm with 5,000 iterations. BB solves less than 18% of the instances to optimality, while SA solves almost 40% of instances to optimality with 1,000 iterations, and almost 50% with 5,000 iterations. In contrast, SA-Rect solves over 71% of instances to optimality with 1,000 iterations, and almost 75% with 5,000 iterations.
Algorithm
Worse than SA 5k Equal to SA 5k Better than SA 5k SA-Rect 1k 1.2% 49.8% 49.0% SA-Rect 5k 1.2% 50.2% 48.6% Table 3 : Proportion of instances where SA-Rect is strictly worse, equal, or strictly better than SA with 5,000 iterations Table 3 shows the proportion of instances where SA-Rect algorithm does strictly worse, equal, or strictly better than SA with 5,000 iterations. We can see that when the number of iterations is 1,000, SA-Rect only delivers worse results than SA in 1.2% of the cases studied, the same amount when we use 5,000 iterations in SA-Rect.
Worse than BB Equal to BB Better than BB SA-Rect 1k 0.4% 17.3% 82.3% SA-Rect 5k 0.0% 17.6% 82.4% Table 4 : Proportion of instances where SA-Rect is strictly worse, equal, or strictly better than best benchmark Table 4 shows the proportion of instances where SA-Rect algorithm does strictly worse, equal, or strictly better than BB. We can see that when we use 1,000 iterations, SA-Rect only delivers worse results than BB in 0.4% of the cases studied, which in this case corresponds to only one instance. When we use 5,000 iterations, SA-Rect performance is at least as well as BB in all the studied instances.
We conclude, that SA-Rect outperforms, in solution quality, the BB and SA algorithms. Although the conclusions in the rectilinear case are similar to the non-rectilinear case, the solution quality obtained by the improved version of SA in rectilinear graphs is better than the non-rectilinear case. All the instances in the rectilinear case present a gap smaller or equal to 1.75%, while in the non-rectilinear case it is 3.5% when we run SA-Test with 5,000 iterations, and 5% with 1,000 iterations. Moreover, the proportion of instances where SA-Rect performs worse than, either SA or BB, is lower than SA-Test.
Execution times
At each iteration of simulated annealing, we compute the new solution based on the solution of the previous iteration. Therefore, simulated annealing, by nature, is a sequential algorithm. There are some researchers that study parallel versions of the algorithm [16, 26, 10] , but we just focused on the original version. Consequently, the running time of the algorithm will depend on the number of iterations. Figure 9 shows the histogram of the average execution time per iteration for simulated annealing with, and without the solution improvement routine. As expected, the execution times when not using the solution improvement routine are lower, since there are fewer steps to complete at each iteration, but the distribution of the execution time when using solution improvement is not much worse. In both cases, the majority of the instances have an average execution time below 50 milliseconds.
The execution time per iteration, in both cases of the simulated annealing framework, are in the same order of magnitude as the execution times of all the studied algorithms in [33] . The main difference is that the total execution time of the simulated annealing algorithm is larger given the number of iterations to perform. In any case, the vast majority of the instances solve within seconds, or a few minutes, which makes this approach appealing to use given the better results in solution quality. Moreover, we can always use the solution given by the best benchmark algorithm, which takes a few milliseconds to solve, as the initial laminar family and start the simulated annealing framework from there.
Conclusions and future work
We developed a simulated annealing framework to solve the directed Steiner tree problem based on the approach proposed in [29] . We gave an efficient algorithm to solve the subproblem of each tree structure and then we used simulated annealing to find better solutions. We compared the proposed framework with the algorithms studied in [33] , and we concluded that our approach outperforms these algorithms in solution quality.
Future research might be directed in applying the insights obtained in this paper to other solution techniques for the problem. For instance, we can use our algorithm to solve each laminar family subproblem to find better upper bounds in a Branch and Bound setting. In particular, we wonder if we can obtain a significant reduction in execution times when we use the Branch and Ascent approach proposed in [2] . At any node of the search tree, we can get candidate laminar families from the support of the fractional solution, and then solve the problem for that set of tree structures to compute better primal bounds. Table 5 contains the information about all the instances studied in Section 6. Table 5 contains the name of the instances, as well as the number of nodes, arcs and number of terminal nodes (excluding the root node). Column 'OPT' contains the value of an optimal solution to the instance. For instances whose optimal value is not known, we use the symbol '-'. Column 'BB' corresponds to the value of the best benchmark solution.
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