Studies on market convergence are well considered in the literature. However, the majority of the previous research focused on housing markets and few studies have concentrated on construction markets. Owing to a simultaneously dramatic increase in the construction prices of the sub-markets in the building construction sector in Australia, this paper aims to identify the convergence among these markets, involving house construction market, otherresidential building construction market, and non-residential building construction market. To achieve it the Granger causality test and generalized response function depending on the vector error correction model with the quarterly data of Australia's eight states from 1998 to 2010 will be applied. Based upon the econometric tests, the price diffusion patterns among these construction markets have been identified. Research on the convergences of construction markets not only helps construction firms perform well in business operations and arbitrage activities, but also provides policy makers with useful information for enacting effective construction policies for national perspectives and approaches to infrastructure planning.
Introduction
Market convergence is one of the most popular research topics in the literature. This is because a comprehensive understanding of the situations of convergences allows business organisations to perform well in investments or arbitrage activities (Jiang et al., 2010) , but also helps public sector policy makers effectively enact relevant policies for market adjustments (Bramley et al., 2007) . Convergence generally defined in previous studies is the long-run causal or dynamic relationships between observed markets (Drake, 1995; Cook, 2003) . As an important market indicator, prices are normally the primary variable for the research on convergence, such as house prices. Thus, construction prices will be the key variable in this study. The construction price concerned here is the output price that reflects the changes over time in the price of new construction outputs, and it can be measured by the output producer price indexes of construction industry, which are an economic indicator revealing the rate of change in the prices of buildings sold as they leave the production procedure (ABS, 2005; ABS, 2010a) .
In Australia, the building construction sector consists of three sub-markets: house construction market, other-residential building construction (e.g. unit, flat and apartment) market, and non-residential building construction (e.g. hotel, shopping center, factory, school, hospital and cinema) market (ABS, 2006) . Since 1998, the construction prices of these three markets in Australia have increased dramatically. Table 1 indicates the growth rates of the construction output producer price indexes (PPI) of the three markets aforementioned across the states between the September quarter 1998 (1998, Q3) and March quarter 2010 March quarter (2010 Table 1 : Growth rates of the construction output PPI (1998Q3-2010Q1), ABS, 2010b Although these dramatic increases in construction prices can be triggered by a series of external economic or demographic factors, it is impossible to exclude the causation in a price convergence between these markets. This is because construction prices in different kinds of construction markets are not independent but interconnected. Skitmore et al. (2006) support this notion and maintain that inflations of construction prices in individual markets often diffuse to other markets because today's construction firms are diversified and their resources are employable across different market segments. Although there is a theoretical specification about construction price convergence, the empirical study in this field is sparse. The structure of this paper is quite conventional and includes a literature review on the studies which establish the context of this research. Then the methodology and data collection following the literature review will describe the econometric methods that will be applied for the analytical section and the data derived from Australian Bureau of Statistics. Finally, the Granger causality test and the generalised impulse response function depending on the vector error correction model (VECM) will be adapted to estimate the convergence between three sub-markets in Australia's regional building construction sector.
Since the year 2000, the theory in regard to 'ripple effect' or 'convergence' has been systemised as more and more scholars contribute to the literature by developing different methodologies to test the 'ripple effect' and 'convergence'. For example, Cook (2003; applies the cointegration test and unit root tests to examine the convergence between regional house prices in the UK. Additionally, Stevenson (2004) adapts the Granger causality test based on the VECM to examine the convergence between the house prices of Ireland Republic and Northern Ireland. The empirical results of Stevenson (2004) suggest that there is a cross-border convergence existing in the housing markets of Ireland Republic and Northern Ireland, and 'the Northern Irish market is more linked with the housing market in the Republic than with the rest of the UK' (Stevenson, 2004, p. 301) . Furthermore, the studies conducted by Holmes (2007) and Holmes and Grimes (2007) adopt the panel unit root test to examine the convergence of UK regional house prices, and the results indicate that the majority of UK regions exhibit house price convergence. Besides, a study undertaken by Chien (2010) proposes a two-break unit root test to test whether or not the regime changes have broken down the stability of housing 'ripple effect' in Taiwan. The findings of Chien's (2010) study support the existence of the 'ripple effect' in Taiwan and further demonstrate that changes in policies can trigger structural breaks of regional house prices.
In Australia, the empirical research related to 'ripple effect' or convergence is more recent, (Luo et al., 2007; Liu et al., 2008) . These two studies use the error correction model (ECM) and vector autoregression model (VAR) respectively to identify the causal and dynamic relationships between the house prices of Australian regional housing markets. The results generated by the Engle-Granger-based cointegration test and a VAR model help Luo et al. (2007) and Liu et al. (2008) to identify a price diffusion pattern of the housing markets of eight state capital cities in Australia. Furthermore, the research of Liu et al. (2009) estimates the interactions between the housing markets of eight state capital cities in Australia using the variance decomposition on the basis of a VAR model. This study focuses on the house price growth rate rather than the house price level, and the findings suggest the changes in the house prices in Sydney and Melbourne cause the movements in the house prices of other state capital cities.
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It can be identified from the studies aforementioned that the empirical research on 'ripple effect' and 'convergence' is primarily concerned with regional housing markets. However, the work commenced by Ho et al. (2008) estimates the price convergence of different types of housing markets in Hong Kong. In this study, Hong Kong's housing market is not viewed as an entity but several sub-markets defined as Class A (under 40 square meters), Class B (40-60 square meters), Class C (70-99.9 square meters) and Class D (100 square meters and above). The results based on the Granger causality test strongly indicate that a 'ripple effect' exists in the sub-markets in Hong Kong housing market (Ho et al., 2008) .
Although a large number of empirical research emphasise market convergence, the study with regard to construction market within this field is sparse. Jiang et al. (2010) identifies this point and investigates the long-run relationship between house construction markets across Australia's six states and two territories. The empirical evidences encourage Jiang et al. (2010) to identify the price interaction pattern within regional context, in which Victoria and New South Wales are of the states that are more sensitive to the construction price changes in other states. However, the study of Jiang et al. (2010) only focuses on the causal links of house construction market across six states and two territories in Australia but not on the cross-market interactions among all sub-markets in Australian building construction sector.
This literature review has presented an overview of previous studies in relation to the 'ripple effect' and convergence (Chien, 2008; Cook, 2003 Cook, , 2005 Drake, 1995; Giussani and Hadjimatheous, 1991; Ho et al., 2008; Holmes, 2007; Holmes and Grimes, 2007; Liu et al., 2008; Liu et al., 2009; Luo et al., 2007; Meen, 1999; Muellbauer and Murphy, 1997; Munro and Tu, 1996; Parker, 1997; and Stevenson, 2004) . Jiang et al. (2010) are novel in their approach unlike the other studies and they test the convergence for regional construction markets. Thus, it is identified from the literature review that the analysis on convergence is mainly concerned with housing markets but is lacking for construction markets, especially for the sub-market convergence within the framework building regional construction sector. This provides an opportunity for further study.
Methodology
The sections of introductions and literature review have demonstrated that convergence is a long-run causal and dynamic relationship between variables. Therefore, the Granger causality test and the generalized impulse response function depending on the vector error correction models are the ideal tools for this study. These two econometric methods can help to identify the causal linkage and dynamic mutual influences between the variables with long-run equilibrium relationship (Hui & Yue, 2006) .
Vector Error Correction Model (VECM)
The vector error correction model is proposed by Engle and Granger (1987) through integrating the autoregressive and error correction representations into co-integrated systems. In short, the VECM is a vector autoregressive (VAR) model with co-integrated restriction and error correction term. One of the purported advantages of recognizing cointegration in the autoregressive system is the improvement in forecasting performance (Engle & Yoo, 1987) . The form of the VECM (p) can be written as follows.
where ∆Yt-1 stands for a vector in difference level with k dimensions; ecmt-1 = β'Yt-1 denotes the error correction term, which reflects the long-run equilibrium relationship between variables; Γi is the coefficient matrices; and εt is a k-dimensional vector of error term. Due to the integration of autoregression and cointegration, the establishment of the VECM relies on two other simple tests, unit root test and cointegration test.
Granger Causality Test
The Granger causality test is a technique proposed by Granger (1969) in the 1960s and it is used to examine whether lagged values of a time-series variable X have explanatory power in the movement of the other time-series variable Y. If the changes in the Y can be explained by the lagged information of X, it is concluded that X Granger causes Y.
The test of the Granger causality is able to be based on simple F tests in the reduced-form VAR or VEC models. As suggested by Greene (2000) and Gao (2009) , a bivariate reducedform VAR (p) displayed as Equation (3) is an appropriate model to explain the Granger causality test depending on the VAR. 
where Si follows the F-distribution; RSS1 denotes the residual sum of squares of the Y equation in (3), and RSS0 is the residual sum of squares of the Y equation without variable X. The RSS1 and RSS0 are also able to be written as follows.
If S1 is larger than the critical values of the F-distribution, then the null hypothesis (H0) of the joint hypothetical testing above will be rejected, implying that X Granger cause Y. Otherwise, the null hypothesis will be accepted: X can not Granger cause Y.
Since the 1990s, some research attempts to test the Granger causality within a vector autoregressive system with the cointegration because there is an existence of misspecifications of the reduced-form VARs when the observed variables are co-integrated. These studies involved Toda and Yamamoto (1995) , Yamamoto and Kurozumi (2006) and Rajaguru and Abeysinghe (2008) . As a result, the Granger causality test can be run under the VECM framework.
Generalized Impulse Response Function (GIRF)
The impulse response function (IRF) is utilised to trace out the systematically dynamic effect of a shock of the error term of an endogenous variable to other variables in the VAR or VEC models. It is one of the core analytical components of the vector autoregressive systems. Koop et al. (1996) develop the traditional IRF and create the generalized impulse response function. A summary of key equation is now explained. To understand the GIRF, a VAR (p) must be presented first. , ,..., 1
where Xt stands for a vector with p dimensions; Dt is a vector with deterministic variables; εt denotes a vector of error term with p dimensions and it is assumed to be independent and identically distributed with zero mean and positive definite covariance matrices  .
The h-steps ahead forecast error for Xt is written as Equation (8).
Here IIt is a set of information, which incorporates all lagged values as well as the t-period values of Xt and the entire time path for Dt. The Cj is p*p matrices with a condition that C0= Ip. Therefore,
As a result, all Cj matrices are able to be determined by the matrices ∏i. The GIRF, therefore, can be defined as:
where  stands for a some known vector, implying that:
Based upon Equation (11), it can be summarized that  is a key issue for determining the time for any GIRF. In order to simplify the calculation of the function, shocking one element The Equation (14) measures the response of Xt+h to a standard deviation of εjt. In this kind of response, the correlation between εjt and εit has been considered. 
Data Collection and Description
The output PPI of Australia's three construction markets in building construction sector, including house construction output PPI (HPPI), other-residential building construction output PPI (ORBPPI) and non-residential building construction output PPI (NRBPPI), will be the data used in this study. This type of index in Australia is compiled and published by the Australian Bureau of Statistics. As mentioned in the introduction, the construction industry output PPI measures the changes in prices of the outputs of selected construction industry classes.
Figure 1, 2 and 3 indicate the movements of construction industry output PPI for the three markets aforementioned in Australia's six states and two territories from 1998Q3 to 2010Q1. All of these figures indicate that the construction output PPI in state level maintained an upward trend during the sample period. The overall average growth rates of construction output PPI of the submarkets within building construction sector in every state were more than 47%. In the group of Western Australia and Northern Territory, the changes in the construction output PPI were the most apparent. Figure 1 , 2 and 3 illustrate that the construction output PPI of Western Australia between 1998Q3 and 2010Q1 increased from 98.9 to 194.9 in house construction market, 99.2 to 185.3 in other-residential building construction market, and 99.4 to 180.8 in non-residential building construction market. In Northern Territory, the construction output PPI of the three markets increased to about 176.0 from no more than 100.0. However, the changes in the construction output PPI in New South Wales and Victoria were the least evident. In New South Wales, the construction output PPI rose to 145.8, 151.5 and 153.3 from 98.6, 98.2 and 97.9 respectively in the three markets. In addition, Victoria's construction output PPI increased by 147.1, 141.8, and 145.0 from the level of 98.0 during the period under study. Regarding the group composed of Queensland, South Australia, Tasmania, and Australian Capital Territory, the growth rates of the construction output PPI were similar, as much as 60%. The identity of simultaneity of the increases in the construction prices of three different markets during recent decade allows to be inferred that there should be an interaction of construction price existing in building construction sector in Australia. In the following analytical section, two econometric methods discussed in the methodology will be set up to pursue this kind of dynamics.
Analysis and Discussion
The prerequisite of the VAR or VEC model is the data imported must be stationary. Otherwise, a spurious regression will be triggered. Thus, testing the stability of the timeseries data is the first procedure of the analysis on the basis of the VAR or VECM. Table 1 illustrates the unit root test results of the construction industry output PPI of all sub-markets in building construction sector in Australian six states and two territories. The results suggest that such variables are not stationary at the level form but stationary after the first difference at the 1% and 5% significance levels. In summary, all data are I(1) denoting that the timeseries data integrated at the first difference level. Johansen and Juselius (1990) is an appropriate method to fulfill this requirement. There are five models of the JJ test. Model 1 (M1) represents the observed time series has no deterministic trend and the cointegration equation (CE) has no intercept and trend. Model 2 (M2) is the model in which the observed series has no deterministic trend but the CE has an intercept but no trend. Model 3 (M3) is the model where the observed time series has linear trend and the CE has an intercept but no trend. Model 4 (M4) denotes the observed time series has linear trend and the CE has both intercept and trend. Model 5 (M5) represents the observed time series has quadratic data trend and the CE has an intercept and a trend. Once the VEC models are constructed, the Granger causality test and generalized impulse response function will be selected to examine the causal and dynamic relationships between variables. Table 4 and Figure 4 respectively presented the summary of the Granger causality tests and causal relationships among house construction output PPI, other-residential building construction output PPI, and non-residential building construction output PPI across six states and two territories of Australia. In Table 4 , the P-values under 0.05 indicate that the null hypothesis (X does not Granger cause Y) referred in the Methodology will be rejected. In other words, there is a causal relationship between two variables. From Table 4 and Figure 4 , it can be firstly identified that changes in the construction prices of house construction markets Granger cause the movements in the construction prices of otherresidential building in all states in Australia. In New South Wales, Western Australia, and Northern Territory, the causal relationships between house construction prices and otherresidential building construction prices are bilateral, implying that increases or decreases in Secondly, not only do Granger causality exist in between two dwelling (house and otherresidential building) construction markets, but also movements in the prices of the dwelling constructions can spread into the other construction markets of building construction sectornon-residential building construction market. The results suggest that house construction prices Granger cause non-residential building construction prices in all Australian states. In addition, the construction prices of other-residential building construction markets also perform well in the Granger causality test associated with non-residential building construction markets. The other-residential building construction prices Granger cause the non-residential building construction prices in New South Wales, Victoria, Queensland, South Australia, Western Australia, and Northern Territory. Besides, the final causal linkage identified amongst these three construction markets is that the changes in construction prices of non-residential building construction markets Granger cause the price variations of other-residential building construction markets in most of states except Victoria and Australian Capital Territory. Nevertheless, there is no causal relationship within the direction from non-residential building construction market to house construction market.
The Granger causality test has examined the direct causal relationships between different kinds of construction markets in Australia. However, it can not trace out the dynamic response of one construction market to the shocks of the other markets. For this purpose, the GIRF will be utilised to analyze the sensitivity of one market to the standard deviation shocks of others. Figure 5 indicates the accumulated response results of three construction markets in each state in Australia. Firstly, in all of the figures, a standard deviation of house construction price itself will result in positive increases in future house construction prices in every state. This situation also can be found in other two construction markets, indicating that the impulses of the other-residential building construction prices and non-residential building construction prices will positively affect the future price levels of themselves. The possible reason is that current changes in prices or costs related to building constructions affect the short-run expectations of resource suppliers (e.g. materials and labour) in the construction industry.
Secondly, as mentioned previously, changes in house construction output PPI Granger cause the movement in other-residential construction output PPI and non-residential construction output PPI in six states and two territories in Australia. The results of the GIRF presented in Figure 5 further indicate that increases in the output prices of house construction effectively lead to positive movements in construction output prices of other two construction markets in Australia. The fluctuations of the responses of the ORBPPI and the NRBPPI to the standard deviation of the HPPI are more identifiable in Victoria, where the accumulated responses of such two variables (ORBPPI and NRBPPI) keep going up by 30% and 20% following the standard deviation of the HPPI. In Queensland, South Australia, and Northern Territory, the levels of the responses of the ORBPPI and the NRBPPI to the impulse of the HPPI are similar, ranging from 16% to 19% in 10 quarters. Moreover, in the cases of other states, involving New South Wales, Western Australia, Tasmania and Australian Capital Territory, the accumulated responses of the ORBPPI and the NRBPPI to the standard deviation of the HPPI are less sensitive than that of other four states.
The maximum values of such responses stay in the intervals from 2.0% to 7.6% (HPPI→ORBPPI) and 1.0% to 6.1% (HPPI→NRBPPI). The smallest responsiveness of the ORBPPI and the NRBPPI appear in Western Australia, in which only 2.0% and 1.0% of positive movements of the ORBPPI and the NRBPPI are triggered by the standard deviation of the HPPI.
Thirdly, the figures following show that standard deviation originated from the ORBPPI strengthens the increase trends of the HPPI in all states. In Queensland, Northern Territory, and Victoria, an accumulative total of about 13% increase in the HPPI is produced by the standard deviation of the ORBPPI in 10 quarters. Although the accumulated response of the HPPI to the standard deviation of the ORBPPI in Western Australia is less sensitive, it is still evident reaching 9.4% within 10 quarters. However, in New South Wales, the maximum values of the response of the HPPI to the standard deviation of the ORBPPI are the smallest, only 1.98% in 10 quarters. In the rest of other three states (Australian Capital Territory, South Australia, and Tasmania), the maximum values of the responses of the HPPI to the impulses of the ORBPPI range from 2.6% to 9.3%. Furthermore, the dynamic impact of other-residential building construction on non-residential building construction is evident as well. In summary, increases in the construction output prices in other-residential building construction market have a positive effect on non-residential building construction markets in Australia. In the states where these two kinds of market have causal relationships, including New South Wales, Victoria, Queensland, South Australia, Western Australia, and Northern Territory, the accumulated responses of the NRBPPI to the impulses of the ORBPPI are dramatic, ranging from 6.8% (New South Wales) to 21% (Queensland and Northern Territory).
Finally, apart from the dynamic effects caused by two dwelling construction markets, the positive impact of non-residential building construction has also been identified. Figure 5 shows that in all Australian states increases in non-residential construction prices drive up the construction price levels of the house and other-residential building construction markets. Influenced by the NRBPPI, the increase trends of the HPPI in Victoria and Western Australia are strengthened by 14% and 17% while in New South Wales, South Australia and Australian Capital Territory only 3.1%, 2.7%, and 1.9% of positive changes in the HPPI have been triggered. Additionally, the responsiveness of the HPPI to the standard deviation of the NRBPPI in Queensland, Tasmania and Northern Territory has similar performancesapproximate 10% of positive responses. Regarding the impact of NRBPPI on otherresidential building construction, the accumulated responses of the ORBPPI in Victoria (22.9%), Queensland (14.9%), Western Australia (13%), and Northern Territory (15.5%) are sensitive. However, in other four states, the values of the responses are much less, ranging from 4.0% to 7.9% within 10 quarters.
According to the Granger causality test and the GIRF, the appreciations in construction output prices of dwelling construction markets Granger cause and positively influence the output prices of non-residential building construction market in Australia. The possible reason is an increasing demand for housings caused by population growth or rise in personal income in Australia. The positive change in housing demand is definitely an important dynamics for house prices. Theoretically, house price is an activator of new housing construction (Quigley, 1998) . Thus, the level of new housing construction is stimulated up by the inflation of house prices in Australia, causing an increasing demand for building materials and construction labours. As a result, the prices of the building materials and the labour wages can be dramatically driven up when the supply of materials and labour
Liu, J and London, K A (2010) 'Convergence among the sub-markets in Australian regional building construction sector', Australasian Journal of Construction Economics and Building, 10 (4) 11-33 26 stays in a relative level. It is knowledge that the construction labour and most of building materials employed in the dwelling construction markets are utilised in non-residential building construction markets as well. So the construction output prices of non-residential building construction are gradually enhanced following the increases in output prices of house and other-residential building construction markets. Moreover, the positive changes in non-residential building construction markets have positive impact on house and otherresidential construction markets in all states in Australia. This is possibly due to the urban growth initialed by the increases in housing stocks via new housing constructions. This growth may create a lot of new residential districts from existing metropolitan areas to rural areas. These new suburbs provide business developers with an opportunity to make investment in non-residential building constructions, such as schools, hospitals, and shopping malls, owing to a huge demand for necessary living facilities. The perfection of such facilities can positively contribute on the housing prices of the new residential districts because the quantities and qualities of public amenities (e.g. schools, hospitals, shopping malls, and churches) are the major determinants of house prices (Sirmans et al., 2005) . Therefore, the local construction levels of new houses and other-residential buildings are raised again, and then the construction output price will also be positively affected.
New South Wales: 
Conclusion
This study empirically examined the cross-market interactions of construction prices between three types of construction markets within building construction sector in eight states of Australia during the period of 1998Q1 to 2010Q1. Benefited by the Granger causality test and generalised impulse response function, the causal and dynamic relationships of construction industry output producer price indexes between house construction market, other-residential building construction market and non-residential building construction market have been identified. In summary, there are several one-way and bilateral causal relationships amongst the three kinds of construction markets. The performance of house construction market is dramatic and its construction prices Granger cause the changes in the prices of other two construction markets. However, there is no price causal relationship in the direction from non-residential building construction market to house construction market. Moreover, increases in construction prices in each construction market positively influence the price level of other two markets, particularly in Victoria, Queensland, Western Australia, and Northern Territory, where the response of each construction market to the standard deviation shocks of other construction markets are more sensitive. The outcomes of this paper not only empirically support the theoretical perspective that construction prices are not independent but interconnected in different kinds of construction markets, but also provide construction enterprises and policy makers with valuable information to perform well in business operations and market regulations in Australia.
