The challenge of articulatory inversion is to determine the temporal movement of the articulators from the speech waveform, or from acoustic-phonetic knowledge, e.g. derived from information about the linguistic content of the utterance. The actual position of the articulators is typically obtained from measured data, in our case position measurements obtained using EMA (Electromagnetic articulography). In this paper, we investigate the impact on articulatory inversion problem by using features derived from the acoustic waveform relative to using linguistic features related to the time aligned phone sequence of the utterance. Filterbank energies (FBE) are used as acoustic features, while phoneme identities and (binary) phonetic attributes are used as linguistic features. Experiments are performed on a speech corpus with synchronously recorded EMA measurements and employing a bidirectional long short-term memory (BLSTM) that estimates the articulators' position. Acoustic FBE features performed better for vowel sounds. Phonetic features attained better results for nasal and fricative sounds except for /h/. Further improvements were obtained by combining FBE and linguistic features, which led to an average relative RMSE reduction of 9.8%, and a 3% relative improvement of the Pearson correlation coefficient.
Introduction
Acoustic to articulatory inversion (AAI) is a challenging problem due to the many-to-one mapping in which different articulator positions may produce a similar sound. This manyto-one mapping makes AAI a highly non-linear problem. In AAI, the objective is to estimate the vocal tract shape, which is estimated by the articulator positions based on the uttered speech. AAI can be useful in many speech-based applications, in particular, speech synthesis [1] , automatic speech recognition (ASR) [2, 3, 4] and second language learning [5, 6] . Over the years, researchers have addressed this problem employing various machine learning techniques including codebooks [7] , Gaussian mixture models (GMM) [8] , hidden Markov models (HMM) [9] , mixture density networks [10] , deep neural networks (DNNs) [11, 12, 13] , and deep recurrent neural networks (RNNs) [14, 15, 16] .
Exploiting RNNs for the AAI task has demonstrated better results compared to DNNs [14, 16] because the temporal dynamic behavior is better captured through the memory elements of those recurrent architectures. Acoustic features are commonly employed at the input of the AAI system [7, 8, 9, 10] , but linguistic features have been successfully used in recent years either as stand-along features [17] , or together with acous-tic features [15] . Moreover, representing the linguistic features in a bottleneck form extracted from a phone classifier has been used in [16] . Although leveraging knowledge from linguistic content together with acoustic features has proven to improve AAI systems, a deeper analysis explaining why redundant information makes the system perform better is missing. We think that gaining a better understanding about such a performance improvement would be helpful for some specific tasks, where the linguistic features are available from the text, e.g. language learning. This motivates us to compare state-of-theart methods in [16, 17] and carry out additional analyses on the acoustic and linguistic features within phoneme boundaries which later can be employed in pronunciation scoring. That is, we focus on the evaluation in time intervals concerning a single phoneme instead of analyzing the whole EMA trajectory for the uttered speech. The rest of the paper is structured as follows. Section 2 presents Deep BLSTM recurrent neural networks. Section 3 describes the "Haskins Production Rate Comparison database"(HPRC) [18] . The database, feature representation, and the performance measurements undertaken in this study, followed by results in Section 4. Finally, Section 5 concludes the paper.
Deep BLSTM recurrent neural network
Recurrent neural networks (RNN) have been utilized in many speech technology areas including speech recognition [19] , language modeling [20] , and articulatory inversion [14, 15, 16] . They are able to estimate any output samples from dynamical systems [21] , conditioned on their previous samples. Having a non-causal condition by access to both past and future input samples, we can employ a bidirectional RNN to use the past samples within the forward layer and the future samples within the backward layer as it is shown in Fig. 1 . Diamonds show the merge strategy of forward and backward layers output which can be summation, concatenation, and etc. LSTM is a variant of RNN with a specific memory cell architecture for updating the hidden layers. This memory cell is formulated as follows 
where xt and ht are input and hidden vector, it, ft, ct and ot are the input gate, forget gate, cell vector and output gate, respectively. The σ is sigmoid function, gc and go are the activation function which is usually chosen as tanh, b shows the bias vector for each gate (b f is the forget gate bias vector) and weight matrices W with different subscripts which show the connection between input/output with gates, for example, Wix is the input gate-input weight matrix. The operator • shows the element-wise multiplication. A bidirectional LSTM (BLSTM) is realizable by using the LSTM memory cells (dotted ovals) in the forward and backward layer as shown in Fig. 1 .
Experimental Setup

EMA database
There exists several techniques to measure the articulatory movements, e.g. MRI, microbeam x-ray, and electromagnetic articulography (EMA). Among them, EMA is the most widely used technique to simultaneously capture the speech and articulatory data. MOCHA-TIMIT [22] , MNGU0 [23] , and USC-TIMIT [24] are speech corpora which contain EMA data. Another such database is "Haskins Production Rate Comparison"(HPRC) [18] . This database contains EMA readings from eight native American English speakers, four male and four female. This database has 720 recorded sentences at normal and fast Speaking Rate (SR), respectively. Some of the sentences are uttered two times in the normal SR by each speaker. Table 2 shows the amount of data for different SR, where "N1", "N2", and "F1"represent the normal SR, repetition of some of the sentences with the normal SR, and fast SR respectively. The sampling rate of the recorded audio files is 44.1 KHz and the EMA recordings are sampled at 100 Hz. The EMA readings are obtained from the sensors placed in different locations of the mouth, tongue, and jaw. Precisely, eight sensors are used in this case which are placed on tongue rear/dorsum (TR), tongue blade (TB), tongue tip (TT), upper lip (UL), lower lip (LL), mouth left (ML), lower incisors/jaw (JAW), and jaw left (JAWL). The EMA readings of the articulatory movements from these carefully placed sensors is measured in the midsagittal plane in X, Y, and Z directions. The X-direction denotes the movement of the articulators from posterior to anterior, the Y denotes the right to left movement, while the Z denotes the inferior to superior articulatory movements. In this paper, we used six reading locations of X and Z direction, i.e., TR, TB, TT, UL, LL, and JAW. In other databases mentioned above these six locations are mostly used, while the Y direction is omitted as the contribution of right to left movement does not contribute much under normal continuous speech.
Input representation.
Acoustic representation
The acoustic features are extracted from audio downsampled to 16 KHz, using 25 ms frame length and 10 ms frame shift. The resulting features have a 100 Hz sampling rate, the same as the articulatory features. The acoustic features are calculated from smoothed spectrum by the STRAIGHT method [25] with 40 filters which are linearly spaced on Mel-scale frequency axis. The energies in the overlapping frequency bands are called filter bank energy (FBE) features. The extracted feature frame is concatenated with the M previous and future time for each frame as the network input.
Phonetic representation
Spoken utterances have been labeled with the Penn phonetics lab forced aligner [26] . There are 61 phonetic categories which are folded onto 39 categories [27] for TIMIT database [28] which are depicted in the first row of Table 1 . Each phoneme is represented as a one-hot 39-dimensional vector [17] .
Attribute representation
With the reduced phoneme set from 61 to 39, we use a mapping from phoneme to their phonological features known as attributes which are depicted in Table 1 . We consider 22 attributes in this study, comprising manner and place of articulation for both vowel and consonant categories [29] . The attribute features are binary and more than one attribute feature is often active at the same time. These features are more language universal [30] compared to the phonetic representations.
Performance measurements
To measure the performance of the AAI methods, root mean squared error (RMSE) and Pearson's correlation coefficient (PCC) are chosen. The first criterion reports the deviation and the latter measures the similarity between estimated and the ground-truth trajectories. These measures are defined as:
where y(i) andŷ(i) are the ground-truth and estimated EMA value of the i th frame respectively andȳ andŷ are mean values of y(i) andŷ(i). All results are based on training on the N1 subset and test on the N2 subset. 5% of the training data is used as the validation data which is used to stop training, to prevent the network from getting over-fitted to the training data. The block diagram of the network architecture is shown in Fig.  2 . It contains a feature selector module that selects among the input features to either output them individually or combine them two by two. The output of the feature selector goes to 
Results
In this section, we evaluate the performance of different inputs to the AAI system. For having a fair comparison between different features, we used the same architecture for both stateof-the-art methods [16, 17] introduced in 3.4. However, feeding inputs directly to the BLSTM, instead of having several fully connected layers prior to BLSTM performs slightly better. We used the bottleneck features proposed in [16] but we got same performance as phonetic features. We argue that the reason is that the phonetic features are already a parsimonious representation of the input speech capturing information similar to that captured by bottlenecks. The experiments are done speaker dependently. The same context window of 15 past and future frames is used for all input features. Tables 4 and 5 show the PCC and RMSE results for each speaker, considering the acoustic (FBE), phonetic (Phn) and attribute (AF) features in the first three columns, and the combined features in the second three columns (FBE+Phn, FBE+AF, Phn+AF). Comparing the results, we observe that attribute features give worse results than the phonetic features for all speakers. The RMSE results of 4 show that combining features improve performance relative to stand-alone features. The RMSE improvement is in the range of 0.1 mm to 0.15 mm. Similarly, the PCC improvement for each speaker after combining the features is in the range of 0.01 to 0.03, as shown in table 5. To gain a better understanding of the performance of each input feature, RMSE results for all phones averaged over all speakers and articulator positions is calculated for the input features investigated. This is depicted in table 3. A compact form of table 3 in terms of five phonetic classes is represented in Fig. 3 . These phonetic classes are "vowel", "fricative", "nasal", "stop"and "approximant". We can conclude that FBE works better in case of vowels for stand-alone input features. By a deeper inspection on the results in Table 3 , we can say FBE works better for phones where the place of articulation is low (/A/, /ae/, /aU/, /aI/ and /OI/), whilst Phn works better in the case of high (/I/, /i/, /U/ and /u/). For all fricatives except /h/, Phn and AF perform better than FBE according to the Fig. 3 and Table 3 . Phn and AF features are also better for nasals. In case of stops, all of the features are performing more or less the same except /g/ in which Phn is superior to FBE by 0.19 mm in RMSE. Moreover, RMSE for each of the articulator positions is calculated by different input features and shown in Table 6 . By comparing different individual features we can see there are 0.01 to 0.05 mm differences in RMSE. In the combined input features, combination of FBE and phonetic features gives a better performance in most of cases. Moreover, there is not a big difference (less than 0.01 mm RMSE) between combining FBE with phonetic and attribute features, which are more universal among languages and the network architecture would not need any changes for using it in transfer learning for new languages. 
Conclusions
The problem of acoustic to articulatory inversion is addressed in this paper for different input feature types for a two-hidden layer BLSTM with 128 cells in each of its forward and backward layers. FBE features are chosen as the acoustic features and phonetic and attribute features are selected as the linguistic features. The experiments are conducted on a multi-speaker database which will be useful for further investigations on the speaker independent AAI systems. RMSE and PCC are computed for both stand-alone and combined features. Phonetic features have better capability of modelling vowels where the place of articulation is high whilst the vowels with the low place of articulation are better modelled by FBE features. Attribute features combined with acoustic features improve the articulatory inversion performance and will be helpful for transfer learning in case of new languages. Future works will focus on the jointly training of speakers and try building up a speaker independent framework by using linguistic features as the initial estimates.
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