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Abstract
In this dissertation, we investigate time-discrete numerical approximation schemes for
rough differential equations and stochastic differential equations (SDE) driven by frac-
tional Brownian motions (fBm). The dissertation is organized as follows.
In Chapter 1, we introduce the basic settings and define time-discrete numerical
approximation schemes.
In Chapter 2, we consider the Euler scheme for SDEs driven by fBms. For a SDE
driven by a fBm with Hurst parameter H > 12 it is known that the existing (naive)
Euler scheme has the rate of convergence n1−2H . Since the limit H → 12 of the SDE
corresponds to a Stratonovich SDE driven by standard Brownian motion, and the naive
Euler scheme is the extension of the classical Euler scheme for Itô SDEs for H = 12 , the
convergence rate of the naive Euler scheme deteriorates for H→ 12 . The new (modified
Euler) approximation scheme we are introducing in this chapter is closer to the classical
Euler scheme for Stratonovich SDEs for H = 12 and it has the rate of convergence γ
−1
n ,
where γn = n2H−
1
2 when H < 34 , γn = n/
√
logn when H = 34 and γn = n if H >
3
4 .
Furthermore, we study the asymptotic behavior of the fluctuations of the error. More
precisely, if {Xt ,0≤ t ≤ T} is the solution of a SDE driven by a fBm and if {Xnt ,0≤ t ≤
T} is its approximation obtained by the new modified Euler scheme, then we prove that
γn(Xn−X) converges stably to the solution of a linear SDE driven by a matrix-valued
Brownian motion, when H ∈ (12 ,
3
4 ]. In the case H >
3
4 , we show the L
p convergence of
iii
n(Xnt −Xt) and the limiting process is identified as the solution of a linear SDE driven
by a matrix-valued Rosenblatt process. The rate of weak convergence is also deduced
for this scheme. We also apply our approach to the naive Euler scheme.
In Chapter 3, we consider the Crank-Nicolson method for a SDE driven by a m-
dimensional fBm. We consider the Crank-Nicolson method in three cases: (i) m > 1;
(ii) m = 1 and and the drift term is equal to non-zero; and (iii) m = 1 and the drift
term is equal to zero. We will show that the convergence rate of the Crank-Nicolson
method is n1/2−2H , n−1/2−H and n−2H , respectively, in these three cases, and these
convergence rates are exact in the sense that the error process for the Crank-Nicolson
method converges to the solution of a linear SDE. Our main tools are the fractional
calculus and the fourth moment theorem.
In Chapter 4, we study two variations of the time-discrete Taylor schemes for
rough differential equations and for stochastic differential equations driven by frac-
tional Brownian motions. One is the incomplete Taylor scheme which excludes some
terms of an Taylor scheme in its recursive computation so as to reduce the computation
time. The other one is to add some deterministic terms to an incomplete Taylor scheme
to improve the mean rate of convergence. Almost sure rate of convergence and Lp-rate
of convergence are obtained for the incomplete Taylor schemes. Almost sure rate is
expressed in terms of the Hölder exponents of the driving signals and the Lp-rate is
expressed by the Hurst parameters. Our explicit expressions of the convergence rates
allow us to compare different incomplete Taylor schemes, and then help us construct the
best incomplete schemes, depending on that one needs the almost sure convergence or
one needs Lp-convergence. As in the smooth case, general Taylor schemes are always
complicated to deal with. The incomplete Taylor scheme is even more sophisticated to
analyze. A new feature of our approach is the explicit expression of the error functions
which will be easier to study. Estimates for multiple integrals and formulas for the iter-
iv
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A fractional diffusion process has the following form






V (Xs)dBs, t ∈ [0,T ] . (1.1)
It consists of an initial value X0 = x, a slowly varying continuous component
∫ t
0 b(Xs)ds
called the drift and a rapidly varying continuous random component
∫ t
0 V (Xs)dBs called
the diffusion. The second integral in (1.1) is a pathwise Riemann-Stieltjes integrals with
respect to the m-dimensional fractional Brownian motion (fBm) B = {Bt , t ≥ 0} with
Hurst parameter H > 1/2. The integral equation (1.1) is often written in the differential
form
dXt = b(Xt)dt +V (Xt)dBt
and is then called a stochastic differential equation (SDE).
Unfortunately explicitly solvable SDEs are rare in practical applications, and the
gap between the well developed theory of stochastic differential equations and its ap-
1
plication is still wide. A crucial task in bridging this gap is the development of efficient
numerical methods for SDEs, a task to which this dissertation is addressed.
Here we shall introduce various time discrete numerical methods which are appro-
priate for the simulation of sample paths or functionals of fractional diffusions.
1.2 Euler scheme
The simplest heuristic time-discrete approximation is the stochastic generalization of








+V (Xnk )(Btk+1−Btk) , (2.1)
for k = 0,1, . . . ,n−1, and Xn0 = x, where for simplicity of the presentation we consider
uniform partitions of the interval [0,T ], tk = kTn , k = 0, . . . ,n, and we restrict attention
to a 1-dimensional driving fractional Brownian motion B.
It was proved by Mishura [28] that for any real number ε > 0 there exists a random
variable Cε such that almost surely,
sup
0≤k≤n
|Xnk −Xtk | ≤Cεn
1−2H+ε .
Moreover, the convergence rate n1−2H is sharp for this scheme, in the sense that n2H−1[Xnt −
Xt ] converges almost surely to a finite and nonzero limit. This has been proved in the
one-dimensional case by Nourdin and Neuenkirch in [30] using the Doss representation
of the solution and generalized to the multi-dimensional case in [13]; see also Theorem
2.10.1 below.
Notice that when H tends to 12 , the convergence rate 2H−1 of the numerical scheme
(2.1) deteriorates, and so it is not a proper extension of the Euler-Maruyama scheme for
2
the case H = 12 (see for example [11, 22]). This is not surprising because the limit H→
1
2 of the SDE (1.1) corresponds to a Stratonovich SDE driven by standard Brownian
motion, while the Euler scheme (2.1) is the extension of the classical Euler scheme for
the Itô SDEs. It is then natural to ask the following question: Can we find a numerical
scheme that generalizes the Euler scheme to the fBm case?
















for Xn0 = x.
Notice that if we formally set H = 12 and replace B by a standard Brownian motion




















In the above equation, d denotes the Stratonovich integral and δ denotes the Itô (or
Skorohod) integral.
For this new numerical scheme, we shall consider the strong and weak convergence,
as well as the asymptotic error distribution. Our results suggest that the modified Euler




In the previous section, we see that to simulate the solutions of SDEs, one can not
simply use a deterministic numerical method for ordinary differential equations. In
this section, we consider the Crank-Nicolson (or Trapezoidal) method. It provides an
example of numerical schemes which have different convergence rates for SDEs driven
by 1-dimensional fBms and multi-dimensional fBms.






















for k = 0,1, . . . ,n−1.
In the scalar SDE case, that is, assuming that m = 1 and the drift term V0 ≡ 0, we
will show that the convergence rate of the Crank-Nicolson method is n−2H . This result
coincides with the deterministic ordinary differential equation case. By taking H = 1/2,
we obtain the convergence rate n−1, which coincides that of the Crank-Nicolson method
for scalar SDE’s driven by Brownian motion (see [30, 29]).
In the multi-dimensional case, due to the appearance of the weighted Lévy area term
in the error process, the Crank-Nicolson method has very different properties. We will
show that if m > 1, then the Crank-Nicolson method has convergence rate n1/2−2H for
H > 1/2, and if m = 1, then its convergence rate is n−1/2−H . By considering the weak
convergence of the Lévy area term, we also obtain the asymptotic error distributions
for the Crank-Nicolson method.
4
1.4 Taylor scheme
The Taylor scheme is obtained by truncating the stochastic Taylor formula. For exam-
ple, by chain rule we have





(V ′V )(Xv)dBvdBu, (4.1)
where for simplicity we assume that B is a 1-dimensional fBm and b≡ 0. By ignoring
the double integral in (4.1), we obtain the first-order Taylor scheme, that is, the Euler
scheme (2.1).
Applying chain rule again to (4.1), we obtain










((V ′V )′V )(Xv)dBvdBu.














Euler scheme for stochastic differential equations
2.1 Introduction










V j(Xs)dB js , t ∈ [0,T ] , (1.1)
where x∈Rd , B = (B1, . . . ,Bm) is an m-dimensional fractional Brownian motion (fBm)
with Hurst parameter H ∈ (12 ,1) and b,V
1 , . . . ,V m : Rd→Rd are continuous functions.
The above stochastic integrals are pathwise Riemann-Stieltjes integrals. If σ1, . . . ,σm
are continuously differentiable and their partial derivatives are bounded and locally
Hölder continuous of order δ > 1H − 1 and b is Lipschitz, then equation (1.1) has a
unique solution which is Hölder continuous of order γ for any 0 < γ < H. This result
was first proved by Lyons in [24] using Young integrals (see [48]) and p-variation
estimates, and later by Nualart and Rascanu in [36] using fractional calculus (see [49]).
We are interested in numerical approximations for the solution to equation (1.1).
For simplicity of the presentation we consider uniform partitions of the interval [0,T ],
ti = iTn , i = 0, . . . ,n. For every positive integer n, we define η(t) = ti when ti ≤ t <
6















s , t ∈ [0,T ]. (1.2)














for tk ≤ t ≤ tk+1, k = 0,1, . . . ,n−1, and Xn0 = x. It was proved by Mishura [28] that for
any real number ε > 0 there exists a random variable Cε such that almost surely,
sup
0≤t≤T
|Xnt −Xt | ≤Cεn1−2H+ε .
Moreover, the convergence rate n1−2H is sharp for this scheme, in the sense that n2H−1[Xnt −
Xt ] converges almost surely to a finite and nonzero limit. This has been proved in the
one-dimensional case by Nourdin and Neuenkirch in [30] using the Doss representation
of the solution (see also Theorem 2.10.1 below). Notice that while H tends to 12 , the
convergence rate 2H− 1 of the numerical scheme (1.2) deteriorates, and so it is not a
proper extension of the Euler-Maruyama scheme for the case H = 12 (see for example
[11, 22]). This is not surprising because the limit H→ 12 of the SDE (1.1) corresponds
to a Stratonovich SDE driven by standard Brownian motion, while the Euler scheme
(1.2) is the extension of the classical Euler scheme for the Itô SDEs. It is then natural
to ask the following question: Can we find a numerical scheme that generalizes the
Euler-Maruyama scheme to the fBm case?
7












































(∇V jV j)(Xntk)(t− tk)
2H ,











Notice that if we formally set H = 12 and replace B by a standard Brownian motion





























In the above and throughout this chapter, d denotes the Stratonovich integral and δ
denotes the Itô (or Skorohod) integral.





p ≤Cγ−1n , (1.4)
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logn if H =
3
4 ,
n if 34 < H < 1 .
(1.5)
Note that in (1.4), if we formally set H = 12 , then the convergence rate is n
− 12 , which is
exactly the convergence rate of the classical Euler-Maruyama scheme in the Brownian
motion case. This suggests that the modified Euler scheme should be viewed as an
authentic modified version of the Euler-Maruyama scheme (1.2). The cutoff of the
convergence rate for the Euler scheme has already been observed in a simpler context
in [31]. The Lévy area corresponds to the simple SDE with b = 0, V 1(x,y) = (1,0),
V 2(x,y) = (0,x). In particular, one has ∇V jV j = 0, j = 1,2 here, i.e. no diagonal noise.
The proof of this result combines the techniques of Malliavin calculus with classical
fractional calculus. We also make use of uniform estimates for the moments of all
orders of the processes X , Xn and their first and second order Malliavin derivatives,
which can be obtained using techniques of fractional calculus, following the approach
used, for instance, by Hu and Nualart in [16]. The idea of the proof is to properly
decompose the error Xt −Xnt into a weighted quadratic variation term plus a higher


















where bxc denotes the integer part of a real number x. The weighted quadratic variation
term provides the desired rate of convergence in Lp.
9
To further study this new scheme and compare it to the classical Brownian motion
case, it is natural to ask the questions: Is the above rate of convergence (1.4) exact
or not? Namely, does the quantity γn(Xt − Xnt ) have a non-zero limit? If yes, how
do we identify the limit, and is there a similarity to the classical Brownian motion
case (see [19, 23])? In the second part of the chapter, we give a complete answer to
these questions. The weighted variation term in (1.6) is still a key ingredient in our
study of the scheme. As it happens in the Breuer-Major theorem, there is a different
behavior in the cases H ∈ (12 ,
3
4 ] and H ∈ (
3




4 ], we show that γn(Xt−X
n
t )
converges stably to the solution of a linear stochastic differential equation driven by
a matrix-valued Brownian motion W independent of B. The main tools in this case
are Malliavin calculus and the fourth moment theorem. We will also make use of a
recent limit theorem in law for weighted sums proved in [4]. In the case H ∈ (34 ,1),
we show the convergence of γn(Xt −Xnt ) in Lp to the solution of a linear stochastic
differential equation driven by a matrix-valued Rosenblatt process. Again we use the
technique of Malliavin calculus and the convergence in Lp of weighted sums, which is
obtained applying the approach introduced in [4]. We refer to [32] for a discussion on
the asymptotic behavior of some weighted Hermite variations of one-dimensional fBm,
which are related with the results proved here.
We also consider a weak approximation result for our new numerical scheme. In
this case, the rate is n−1 for all values of H. More precisely, we are able to show that
n [E( f (Xt))−E( f (Xnt ))] converges to a finite non zero limit which can be explicitly
computed. This extends the result of [45] to H > 12 . Let us mention that the techniques
of Malliavin calculus also allow us to provide an alternative and simpler proof of the
fact that the rate of convergence of the numerical scheme (1.2) is of the order n1−2H and
this rate is optimal, extending to the multidimensional case the results by Neuenkirch
and Nourdin in [30].
10
If the driven process is a standard Brownian motion, similar problems have been
studied in [19, 23] and the references therein. See also [3] for the precise L2-limit and
also for a discussion on the “best” partition. In the case 14 <H <
1
2 the SDE (1.1) can be
solved using the theory of rough paths introduced by Lyons (see [26]). There are also
a number of results on the rate of convergence of Euler-type numerical schemes in this
case (see, for instance, the chapter by Deya, Neuenkirch and Tindel [5] for a Milstein-
type scheme without Lévy area in the case 13 < H <
1
2 , the paper by Friz and Riedel [7]
for the N-step Euler scheme without involving iterated integrals, and the monograph by
Friz and Victoir [8]).
The chapter is organized as follows. The next section contains basic materials on
fractional calculus and Malliavin calculus that will be used along the chapter, and in-
troduces a matrix-valued Brownian motion and a generalized Rosenblatt process, both
of which are key ingredients in our results on the asymptotic behavior of the error
(see Section 2.6 and Section 2.8). In Section 3, we derive the necessary estimates for
the uniform norms and Hölder seminorms of the processes X , Xn and their Malliavin
derivatives. In Section 4, we prove our result on the rate of convergence in Lp for the
numerical scheme (1.3). In Section 2.5, we prove a central limit theorem for weighted
quadratic sums, and then in Section 2.6 we apply this result to the study of the asymp-
totic behavior of the error γn(Xt −Xnt ) in case H ∈ (12 ,
3
4 ]. In Section 2.7, we study the
Lp-convergence of some weighted random sums. In Section 2.8, we apply the results
of Section 7 to establish the Lp-limit of n(Xt −Xnt ) in case H ∈ (34 ,1). The weak ap-
proximation result is discussed in Section 9. In Section 10, we deal with the numerical
scheme (1.2). In Section 11, we prove some auxiliary results.
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2.2 Preliminaries and notations
Throughout the chapter we consider a fixed time interval [0,T ]. To simplify the presen-
tation we only deal with the uniform partition of this interval, that is, for each n≥ 1 and
i= 0,1, . . . ,n we set ti = iTn . We use C and K to represent constants that are independent
of n and whose values may change from line to line.
2.2.1 Elements of fractional calculus
In this subsection we introduce the definitions of the fractional integral and derivative
operators and we review some properties of these operators.
Let a,b ∈ [0,T ] with a < b and let β ∈ (0,1). We denote by Cβ (a,b) the space
of β -Hölder continuous functions on the interval [a,b]. For a function x : [0,T ]→ R,





;a≤ u < v≤ b
}
.
We will also make use of the following seminorm:




;a≤ u < v≤ b,η(u) = u
}
. (2.1)
Recall that for each n≥ 1 and i = 0,1, . . . ,n, ti = iTn , and η(t) = ti when ti ≤ t < ti +
T
n .
We will denote the uniform norm of x on the interval [a,b] as ‖x‖a,b,∞. When a = 0
and b = T , we will simply write ‖x‖∞ for ‖x‖0,T,∞ and ‖x‖β for ‖x‖0,T,β .
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Let f ∈ L1([a,b]) and α > 0. The left-sided and right-sided fractional Riemann-
Liouville integrals of f of order α are defined, for almost all t ∈ (a,b), by





(t− s)α−1 f (s)ds
and





(s− t)α−1 f (s)ds,




α−1e−rdr is the Gamma function.
Let Iαa+(L
p) (resp. Iαb−(L
p)) be the image of Lp([a,b]) by the operator Iαa+ (resp. I
α
b−).
If f ∈ Iαa+(Lp) (resp. f ∈ Iαb−(L
p)) and 0 < α < 1, then the fractional Weyl derivatives
are defined as





























where a < t < b.
Suppose that f ∈Cλ (a,b) and g∈Cµ(a,b) with λ +µ > 1. Then, according to [48],
the Riemann-Stieltjes integral
∫ b
a f dg exists. The following proposition can be regarded
as a fractional integration by parts formula, and provides an explicit expression for the
integral
∫ b
a f dg in terms of fractional derivatives. We refer to [49] for additional details.
Proposition 2.2.1. Suppose that f ∈ Cλ (a,b) and g ∈ Cµ(a,b) with λ + µ > 1. Let
λ > α and µ > 1−α . Then the Riemann-Stieltjes integral
∫ b











where gb−(t) = 1(a,b)(t)(g(t)−g(b−)).
The notion of Hölder continuity and the above result on the existence of Riemann-
Stieltjes integrals can be generalized to functions taking values in some normed spaces.
We fix a probability space (Ω,F ,P) and denote by ‖ · ‖p the norm in the space Lp :=
Lp(Ω), where p≥ 1.
Definition 2.2.1. Let f = { f (t), t ∈ [0,T ]} be a stochastic process such that f (t) ∈ Lp
for all t ∈ [0,T ]. We say that f is Hölder continuous of order β > 0 in Lp if
‖ f (t)− f (s)‖p ≤C|t− s|β , (2.5)
for all s, t ∈ [0,T ].
The following result shows that with proper Hölder continuity assumptions on f
and g the Riemann-Stieltjes integral
∫ T
0 f dg exists and equation (2.4) holds.




q = 1 and p0 p >
1
µ
, p0q > 1λ . Assume that f = { f (t), t ∈ [0,T} and g = {g(t), t ∈
[0,T ]} are Hölder continuous stochastic processes of order µ and λ in Lp0 p and Lp0q,
respectively, and f (0)∈ Lp0 p. Let π : 0 = t0 < t1 < · · ·< tN = T be a partition on [0,T ],
and ξi : ti−1 ≤ ξi ≤ ti . Then the sum ∑Ni=1 f (ξi)[g(ti)−g(ti−1)] converges in Lp0 to the
Riemann-Stieltjes integral
∫ T
0 f dg as |π| tends to zero, where |π|= max1≤i≤N |ti− ti−1|,
and equation (2.4) holds.
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Proposition 2.2.2 can be proved through a slight modification of the proof in the
real-valued case done in [49] using Hölder’s inequality.
2.2.2 Elements of Malliavin Calculus
We briefly recall some basic facts about the stochastic calculus of variations with re-
spect to a fBm. We refer the reader to [33] for further details. Let B= {(B1t , . . . ,Bmt ), t ∈
[0,T ]} be an m-dimensional fBm with Hurst parameter H ∈ (12 ,1), defined on some





(t2H + s2H−|t− s|2H)δi j, i, j = 1, . . . ,m,
for all s, t ∈ [0,T ], where δi j is the Kronecker symbol.
Let H be the Hilbert space defined as the closure of the set of step functions on




(t2H + s2H−|t− s|2H).














for any pair of step functions φ and ψ on [0,T ].
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The Hilbert space H , or more generally, the space H ⊗l may contain distributions
that are not functions (see [40] and [41]). We can find a linear space of functions
contained in H ⊗l in the following way. Let |H |⊗l be the linear space of measurable
functions φ on [0,T ]l ⊂ Rl such that





|φu||φv||u1− v1|2H−2 · · · |ul− vl|2H−2dudv < ∞,
where u = (u1, . . . ,ul),v = (v1, . . . ,vl) ∈ [0,T ]l . Suppose φ ∈ L
1
H ([0,T ]l). The follow-
ing estimate holds
‖φ‖|H |⊗l ≤ bH,l‖φ‖L 1H ([0,T ]l) (2.6)
for some constant bH,l > 0 (the case l = 1 was proved in [27] and the extension to
general case is easy, see [17, equation (2.5)].
The mapping 1[0,t1]×·· ·×1[0,tm] 7→ (B
1
t1, . . . ,B
m
tm) can be extended to a linear isom-
etry between H m and the Gaussian space spanned by B. We denote this isometry by
h 7→ B(h). In this way, {B(h),h ∈H m} is an isonormal Gaussian process indexed by
the Hilbert space H m.
Let S be the set of smooth and cylindrical random variables of the form
F = f (Bs1, . . . ,BsN ) ,




. For each j = 1, . . . ,m and t ∈ [0,T ], the derivative
operator D jF on F ∈S is defined as the H -valued random variable






(Bs1, . . . ,BsN )1[0,si](t) , t ∈ [0,T ] .
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We can iterate this procedure to define higher order derivatives D j1,..., jl F which take
values on H ⊗l . For any p≥ 1 and any integer k≥ 1, we define the Sobolev space Dk,p
as the closure of S with respect to the norm













If V is a Hilbert space, Dk,p(V ) denotes the corresponding Sobolev space of V -valued
random variables.
For any j = 1, . . . ,m we denote by δ j the adjoint of the derivative operator D j. We






= E(δ j(u)F) . (2.7)
The random variable δ j(u) is also called the Skorohod integral of u with respect to the





Let F ∈ D1,2 and u be in the domain of δ j such that Fu ∈ L2(Ω;H ). Then (see
[34]) Fu belongs to the domain of δ j and the following equality holds
δ
j(Fu) = Fδ j(u)−〈D jF,u〉H , (2.8)
provided the right-hand side of (2.8) is square integrable.
Suppose that u= {ut , t ∈ [0,T ]} is a stochastic process whose trajectories are Hölder










































D jsut |t− s|2H−2dsdt. (2.9)
The following result is Meyer’s inequality for the Skorohod integral (see, for exam-
ple, Proposition 1.5.7 of [34]). Given p > 1 and an integer k ≥ 1, there is a constant
ck,p such that
‖δ k(u)‖p ≤ ck,p‖u‖Dk,p(H ⊗k) for all u ∈ Dk,p(H ⊗k) . (2.10)
Applying (2.6) and then the Minkowski inequality to the right-hand side of (2.10) yields
‖δ k(u)‖p ≤ C




∥∥∥∥∥D j1,..., jl u∥∥p∥∥∥L 1H ([0,T ]p+l) (2.11)
for all u ∈ Dk,p(H ⊗k) provided pH ≥ 1.
2.2.3 Stable convergence
Let Yn, n∈N be a sequence of random variables defined on a probability space (Ω,F ,P)
with values in a Polish space (E,E ). We say that Yn converges stably to the limit Y ,
where Y is defined on an extension of the original probability space (Ω′,F ′,P′), if and
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only if for any bounded F -measurable random variable Z it holds that
(Yn,Z)⇒ (Y,Z)
as n→ ∞, where⇒ denotes the convergence in law.
Note that stable convergence is stronger than weak convergence but weaker than
convergence in probability. We refer to [20] and [1] for more details on this concept.
2.2.4 A matrix-valued Brownian motion
The aim of this subsection is to define a matrix-valued Brownian motion that will play
a fundamental role in our central limit theorem. First, we introduce two constants Q
and R which depend on H.






















It is not difficult to check that for 12 < H <
3
4 the series ∑p∈ZQ(p) and ∑p∈ZR(p) are
convergent and for H = 34 , they diverge at the rate logn. Then we set (we omit the
explicit dependence of Q and R on H to simplify the notation)
Q = ∑
p∈Z






















for the case H = 34 .
Lemma 2.2.1. The constants Q and R satisfy R≤ Q.
Proof: If H = 34 , we see from (2.12) that these two constants are both equal to
T 4H
2 .
Suppose H ∈ (12 ,
3
4). Consider the functions on R
2 defined by ϕp(v,s) = 1{p≤v≤s≤p+1},








































It then follows from a Cesàro limit argument that the quantity in the right hand side of
the above converges to 2(Q−R) as n tends to infinity. Therefore, Q≥ R. 2
Let W̃ 0,i j = {W̃ 0,i jt , t ∈ [0,T ]}, i ≤ j, i, j = 1, . . . ,m and W̃ 1,i j = {W̃
1,i j
t , t ∈ [0,T ]},
i, j = 1, . . . ,m be independent standard Brownian motions. When i > j, we define
W̃ 0,i jt = W̃
0, ji














Q−R W̃ 1,i j +
√
R W̃ 0,i j
)
when i 6= j.
Notice that this definition makes sense because R ≤ Q. The random matrix Wt is not
symmetric when H < 34 (see the plot and table below). For i, j, i
′, j′ = 1, . . . ,m, the
covariance E(W i jt W
i′ j′
s ) is equal to
α2H(t ∧ s)
T
(Rδ ji′δi j′+Qδ j j′δii′),
where δ is the Kronecker function.










We see that the values of q and r approach 0.5 and 0 as H tends to 12 , respectively, and
both of them tend to infinity when H gets closer to 34 .
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H 0.5010 0.5260 0.5510 0.6010 0.6260 0.6510 0.7010 0.7260
q 0.4990 0.4763 0.4580 0.4369 0.4375 0.4522 0.5669 0.7290
r 9.9868×10−4 0.0256 0.0503 0.1053 0.1400 0.1845 0.3689 0.6149
2.2.5 A matrix-valued generalized Rosenblatt process
In this subsection we introduce a generalized Rosenblatt process which will appear in
the limiting result proved in Section 2.8 when H > 34 . Consider an m-dimensional fBm
Bt = (B1t , . . . ,B
m
t ) with Hurst parameter H ∈ (34 ,1). Define for i1, i2 ∈ 1, . . . ,m






















where H2(x)= x2−1 is the second degree Hermite polynomial and ξ n,ij =T−HnH(Bit j+1−
Bit j). It is well known (see [32]) that for each i = 1, . . . ,m, the process Z
i,i
n (t) converges
in L2 to the Rosenblatt process R(t). We refer the reader to [43] and [47] for further
details on the Rosenblatt process.




s −Bi1t j )δB
i2
s cannot be written as the
second Hermite polynomial of a Gaussian random variable. Nevertheless, the process

































































as n′,n→ +∞, where cH = T
2H2(2H−1)
4(4H−3) . This allows us to conclude that Z
i1i2
n (t) is a
Cauchy sequence in L2. We denote by Zi1i2t the L2-limit of Z
i1i2
n (t). Then Z
i1i2
t can be
considered as a generalized Rosenblatt process.
It is easy to show that
E[|Zi1i2t −Zi1i2s |2]≤C|t− s|4H−2,
23
and by the hypercontractivity property, we deduce
E[|Zi1i2t −Zi1i2s |p]≤Cp|t− s|p(2H−1) (2.13)
for any p≥ 2 and s, t ∈ [0,T ]. By the Kolmogorov continuity criterion this implies that
Zi1i2 has a Hölder continuous version of exponent λ for any λ < 2H−1.
2.3 Estimates for solutions of some SDE’s
The purpose of this section is to provide upper bounds for the Hölder seminorms of
solutions of two types of SDE’s. The first type (see (3.1)) covers equation (1.1) and
its Malliavin derivatives, as well as all the other SDE’s involving only continuous in-
tegrands which we will encounter in this chapter. The second type (see (3.13)) deals
with the case where the integrands are step processes. These SDE’s arise from the
approximation schemes such as (1.2) and (1.3).
For any integers k,N,M ≥ 1, we denote by Ckb(R
M;RN) the space of k times con-
tinuously differentiable functions f : RM → RN which are bounded together with their
first k partial derivatives. If N = 1 we simply write Ckb(R
M).
In order to simplify the notation we only consider the case when the fBm is one-
dimensional, that is, m = 1. All results of this section can be generalized to the case
m > 1. Throughout the remaining part of the chapter we let β be any number satisfying
1
2 < β < H. The first two lemmas are path-wise results and they will still hold when
B is replaced by general Hölder continuous functions of index γ > β . The constants
appearing in the lemmas depend on β , H, T , and the uniform and Hölder seminorms of
the coefficients. We fix a time interval [τ,T ], and to simplify we omit the dependence
on τ and T of the uniform norm and β -Hölder seminorm on the interval [τ,T ].
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Lemma 2.3.1. Fix τ ∈ [0,T ). Let V = {Vt , t ∈ [τ,T ]} be an RM-valued processes
satisfying







where g1 ∈Cb(RM;RM),g2 ∈C1b(RM;RM) and U i = {U it , t ∈ [τ,T ]}, i = 1,2, and S =
{St ,∈ [τ,T ]} are RM×M-valued and RM-valued processes, respectively. We assume that
S has β -Hölder continuous trajectories, and the processes U i, i = 1,2, are uniformly
bounded by a constant C.
(i) If U1 =U2 = 0, then we can find constants K and K′ such that (t−s)β‖B‖β ≤K,
τ ≤ s < t ≤ T , implies
‖V‖s,t,β ≤ K′(‖B‖β +1)+2‖S‖β .
(ii) Suppose that there exist constants K0 and K′0 such that (t − s)β‖B‖β ≤ K0,
τ ≤ s < t ≤ T , implies
‖U2‖s,t,β ≤ K′0(‖B‖β +1). (3.2)
Then there exists a positive constant K such that
max{‖V‖∞,‖V‖β} ≤ Ke
K‖B‖1/β
β (|Sτ |+‖S‖β +1). (3.3)
Proof: The proof follows the approach used, for instance, by Hu and Nualart in [16].
Let τ ≤ s < t ≤ T . By the definition of V ,








Applying Lemma 2.11.1(ii) to the vector valued function f : (u,v)→ g2(v)+ uv and
the integrator z = B and taking β ′ = β yield
|Vt−Vs| ≤ ‖S‖β (t− s)β +(‖g1‖∞ +C‖V‖s,t,∞)(t− s) (3.5)
+K1(‖g2‖∞ +C‖V‖s,t,∞)‖B‖β (t− s)β
+K2(‖∇g2‖∞ +C)‖V‖s,t,β‖B‖β (t− s)2β
+K2‖V‖s,t,∞‖U2‖s,t,β‖B‖β (t− s)2β .
Step 1. In the case U1 =U2 = 0 (which means that we can take C = 0 and ‖U2‖s,t,β =
0), dividing both sides of (3.5) by (t− s)β and taking the Hölder seminorm on the left-
hand side, we obtain
‖V‖s,t,β ≤ ‖S‖β + c1(t− s)1−β +K1c1‖B‖β +K2c1‖V‖s,t,β‖B‖β (t− s)β , (3.6)
where and throughout this section we denote
c1 = max{C,‖g1‖∞,‖g2‖∞,‖∇g2‖∞}. (3.7)
Take K = 12(K2c1)
−1. Then for any τ ≤ s < t ≤ T such that (t− s)β‖B‖β ≤ K, we have
‖V‖s,t,β ≤ 2‖S‖β +2c1(t− s)1−β +2K1c1‖B‖β ,
which implies (i).
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Step 2. As in Step 1, we divide (3.5) by (t− s)β and then take the Hölder seminorm
on the left-hand side to obtain
‖V‖s,t,β ≤ ‖S‖β + c1(1+‖V‖s,t,∞)(t− s)1−β (3.8)
+K1c1(1+‖V‖s,t,∞)‖B‖β
+2K2c1‖V‖s,t,β‖B‖β (t− s)β
+K2‖V‖s,t,∞‖U2‖s,t,β‖B‖β (t− s)β .
If (t− s)β‖B‖β ≤ 14(K2c1)
−1, then the coefficient of ‖V‖s,t,β on the right-hand side of
(3.8) is less or equal than 12 . Thus, we obtain
‖V‖s,t,β ≤ 2‖S‖β +2c1(1+‖V‖s,t,∞)(t− s)1−β
+2K1c1(1+‖V‖s,t,∞)‖B‖β
+2K2‖V‖s,t,∞‖U2‖s,t,β‖B‖β (t− s)β .
On the other hand, assuming (t− s)β‖B‖β ≤ K0 and applying (3.2), we obtain
‖V‖s,t,β ≤ 2‖S‖β +C1(1+‖B‖β )(1+‖V‖s,t,∞), (3.9)
for some constant C1. This implies
‖V‖s,t,∞ ≤ |Vs|+2(t− s)β‖S‖β +C1(t− s)β (1+‖B‖β )(1+‖V‖s,t,∞).
Assuming (t− s)β‖B‖β ≤ 14C1 and (t− s)
β ≤ 14C1 ∧
1
2 we obtain


















. We divide the interval [τ,T ]
into N = bT−τ
∆
c+1 subintervals and denote by s1,s2, . . . ,sN the left endpoints of these
intervals and sN+1 = T . Applying the inequality (3.10) to each interval [si,si+1] for






From the definition of ∆ we get









for some constants C2 and C3. From inequalities (3.11) and (3.12) we obtain the desired
estimate for ‖V‖∞.
If t,s ∈ [τ,T ] satisfy 0 ≤ t − s ≤ ∆ then from (3.9) and from the upper bound of
‖V‖∞ we can estimate Vt−Vs(t−s)β by the right-hand side of (3.3) for some constant K. On




We can obtain a similar estimate from the upper bound of ‖V‖∞ and from the definition
of ∆. This gives then the desired estimate for ‖V‖β and hence we complete the proof
of (ii). 2
For the second lemma we fix n and consider the partition of [0,T ] given by ti = iTn ,
i = 0,1, . . . ,n. Define η(t) = ti if ti ≤ t < ti + Tn and ε(t) = ti +
T




Lemma 2.3.2. Suppose that S, gi , U i, i = 1,2, are the same as in Lemma 2.3.1. Let
g∈C([0,T ]). Let V = {Vt , t ∈ [τ,T ]} be an RM-valued processes satisfying the equation












(i) If U1 =U2 = 0, then we can find constants K and K′ such that (t−s)β‖B‖β ≤K,
τ ≤ s < t ≤ T , implies
‖V‖s,t,β ,n ≤ K′(‖B‖β +1)+2‖S‖β .
(ii) Suppose that there exist constants K0 and K′0 such that (t − s)β‖B‖β ≤ K0,
τ ≤ s < t ≤ T , implies
‖U2‖s,t,β ,n ≤ K′0(‖B‖β +1). (3.14)
Then, there exists a constant K such that
max{‖V‖∞,‖V‖β} ≤ Ke
K‖B‖1/β
β (|Sτ |+‖S‖β +1).
Remark 2.3.1. The proof of this result is similar to that of Lemma 2.3.1. Nevertheless,
since the integral is discrete, we need to replace the Hölder seminorm ‖ · ‖s,t,β by the
seminorm ‖ · ‖s,t,β ,n introduced in (2.1).
Proof: Let s, t ∈ [τ,T ] be such that s < t and s = η(s). This implies s≥ ε(τ). As in
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the proof of (3.5), applying Lemma 2.11.1(i) (instead of Lemma 2.11.1(ii)) yields
|Vt−Vs| ≤‖S‖β (t− s)β +(‖g1‖∞ +C‖V‖s,t,∞)‖g‖∞(t− s)
+K1(‖g2‖∞ +C‖V‖s,t,∞)‖B‖β (t− s)β
+K3[(‖∇g2‖∞ +C)‖V‖s,t,β ,n +‖V‖s,t,∞‖U2‖s,t,β ,n]‖B‖β (t− s)2β .
Dividing both sides of the above inequality by (t−s)β and taking the Hölder seminorm
on the left-hand side we obtain
‖V‖s,t,β ,n ≤ ‖S‖β +(‖g1‖∞ +C‖V‖s,t,∞)‖g‖∞(t− s)1−β (3.15)
+K1(‖g2‖∞ +C‖V‖s,t,∞)‖B‖β
+K3(‖∇g2‖∞ +C)‖V‖s,t,β ,n‖B‖β (t− s)β
+K3‖V‖s,t,∞‖U2‖s,t,β ,n‖B‖β (t− s)β .
Step 1. In the case U1 =U2 = 0, (3.15) becomes
‖V‖s,t,β ,n ≤ ‖S‖β + c1‖g‖∞(t− s)1−β +K1c1‖B‖β +K3c1‖V‖s,t,β ,n‖B‖β (t− s)β ,
where c1 is defined in (3.7). Taking K = 12(K3c1)
−1, for any τ ≤ s < t ≤ T such that
(t− s)β‖B‖β ≤ K, we have
‖V‖s,t,β ,n ≤ 2‖S‖β +2c1‖g‖∞(t− s)1−β +2K1c1‖B‖β .
This completes the proof of (i).
Step 2. In the general case, we follow the proof of Lemma 2.3.1, except that we
assume s = η(s) and use the seminorm ‖ · ‖s,t,β ,n instead of ‖ · ‖s,t,β . We also apply
(3.14) instead of (3.2). In this way we obtain the inequality (3.9) with ‖V‖s,t,β replaced
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by ‖V‖s,t,β ,n, that is,
‖V‖s,t,β ,n ≤ 2‖S‖β +C1(1+‖B‖β )(1+‖V‖s,t,∞) (3.16)
for some constant C1. The inequality (3.10) remains the same
‖V‖s,t,∞ ≤ 2|Vs|+2‖S‖β +1, (3.17)
provided s = η(s) and both t− s and (t− s)β‖B‖β are bounded by some constant C4.
Take ∆ = (C1/β4 ‖B‖
−1/β
β
)∧C4. We are going to consider two cases depending on
the relation between ∆ and 2Tn .
If ∆ > 2Tn , we take N = b
2(T−ε(τ))
∆
c and divide the interval [ε(τ),ε(τ)+N ∆2 ] into
N subintervals of length ∆2 . Since the length of each of these subintervals is larger than
T
n , we are able to choose N points s1,s2, . . . ,sN from each of these intervals such that
s1 = ε(τ) and η(si) = si, i = 1,2, . . . ,N. On the other hand, we have si+1−si≤ ∆ for all
i = 1, . . . ,N−1. Applying the inequality (3.17) to each of the intervals [s1,s2], [s2,s3],













for some constant K depending on T and C4. From (3.18) and (3.19) and taking into
account that
‖V‖τ,ε(τ),∞ = ‖S‖τ,ε(τ),∞ ≤ |Sτ |+T β‖S‖β , (3.20)
we obtain the desired estimate for ‖V‖∞.





, then by equation (3.13) we have
|Vt | ≤ |Vη(t)|+ |St−Sη(t)|+(c1 +C|Vη(t)|)‖g‖∞(T/n)
+(c1 +C|Vη(t)|)‖B‖β (T/n)β
≤ An +Bn|Vη(t)|,
for any t ∈ [τ,T ], where
An = ‖S‖β (T/n)β + c1‖g‖∞(T/n)+ c1‖B‖β (T/n)β
and
Bn = 1+C‖g‖∞(T/n)+C‖B‖β (T/n)β .
Iterating this estimate, we obtain




for some constant K independent of n, where we have used the inequality




and the fact that n≤ K+K‖B‖1/β
β
for some constant K. Taking into account (3.20), we
obtain the desired upper bound for ‖V‖∞.
In order to show the upper bound for ‖V‖τ,T,β , we notice that if 0≤ t− s≤ ∆, then
from (3.16) and from the upper bound of ‖V‖τ,T,∞ we have
‖V‖ε(s),t,β ,n ≤ K(|Sτ |+‖S‖β +1)e
K‖B‖1/β
β ,
for some constant K. Thus
|Vt−Vs|
(t− s)β
≤ ‖V‖ε(s),t,β ,n +
|Vε(s)−Vs|
(ε(s)− s)β
≤ K(|Sτ |+‖S‖β +1)e
K‖B‖1/β
β .
If t− s ≥ ∆, we can obtain the upper bound of ‖V‖β by a similar argument as in the
proof of Lemma 2.3.1. The proof of (ii) is now complete. 2
The following result gives upper bounds for the norm of Malliavin derivatives of the
solutions of the two types of SDE’s (3.1) and (3.13). Given a process P= {Pt , t ∈ [τ,T ]}
such that Pt ∈ DN,2 for each t and some N ≥ 1, we denote by D∗NP the maximum of
the supnorms of the functions Pr0 , Dr1Pr0 , . . . , D
N
r1,...,rN Pr0 over r0, . . . ,rN ∈ [τ,T ], and
denote by DNP the maximum of the random variable D∗NP and the supnorms of ‖P‖β ,
‖Dr1P‖r1,T,β , . . . , ‖D
N
r1,...,rN P‖r1∨···∨rN ,T,β over r0, . . . ,rN ∈ [τ,T ]. If N = 0 we simply





Lemma 2.3.3. (i) Let V be the solution of equation (3.1). Assume that g1 = g2 = 0.
Suppose that U1 are U2 are uniformly bounded by a constant C and assume that there
exist constants K0 and K′0 such that (t− s)β‖B‖β ≤ K0, τ ≤ s < t ≤ T , implies
‖U2‖s,t,β ≤ K′0(‖B‖β +1). (3.22)
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Suppose that S,U1,U2 ∈DN,2, where N ≥ 0 is an integer, and DrSt = DrU it = 0, i=1,2,
if 0 ≤ t < r ≤ T , and suppose that there exists a constant K > 0 such that the random
variables DNS, D∗NU
1, DNU2, are less than or equal to Ke
K‖B‖1/β
β . Then there exists a
constant K′ > 0 such that DNV is less than K′e
K′‖B‖1/β
β .
(ii) Let V be the solution of the equation (3.13). Then the conclusion in (i) still holds true
under the same assumptions except that in (3.22) we replace ‖U2‖s,t,β by ‖U2‖s,t,β ,n .
Proof : We first show point (i). The upper bounds of ‖V‖∞ and ‖V‖β follow from











while t ∈ [r∨ τ,T ] and DrVt = 0 otherwise, where

















β (|S(1)r |+‖S(1)‖r,T,β +1) .
Therefore, to obtain the desired upper bound it suffices to show that there exists a
constant K independent of r such that both ‖S(1)‖r,T,∞ and ‖S(1)‖r,T,β are less than or
equal to KeK‖B‖
1/β
β . Applying Lemma 2.11.1(ii) to the second integral in (3.23) and
noticing that ‖DrU2‖∞, ‖DrU2‖r,T,β , ‖V‖∞, ‖V‖r,T,β are bounded by Ke
K‖B‖1/β
β , we see
that the upper bound of ‖S(1)‖∞ is bounded by Ke
K‖B‖1/β
β . On the other hand, in order
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Now we can estimate each term of the above right-hand side as before. Taking the
supremum over s, t ∈ [r,T ] yields the upper bound of ‖S(1)‖r,T,β .
We turn to the second derivative. As before, we are able to find the equation of
D2r1,r2Vt(see Proposition 7 in [37]). The estimates of D
2
r1,r2Vt can then be obtained in the
same way as above by applying Lemma 2.3.1(ii) and the estimates that we just obtained
for Vt and DsVt , as well as the assumptions on S and U i. The estimates of the higher
order derivatives of V can be obtained analogously.
The proof of (ii) follows the same lines except that we use Lemma 2.3.2(ii) and
Lemma 2.11.1(i) instead of Lemma 2.3.1(ii) and Lemma 2.11.1(ii). 2
Remark 2.3.2. Since β > 12 , from Fernique’s theorem we know that Ke
K‖B‖1/β
β has finite
moments of any order. So Lemma 2.3.3 implies that the uniform norms and Hölder
seminorms of the solutions of (3.1) and (3.13) and their Malliavin derivatives have
finite moments of any order. We will need this fact in many of our arguments.
The next proposition is an immediate consequence of Lemma 2.3.3. Recall that the
random variables D∗NP and DNP are defined in Section 2.3.
Proposition 2.3.1. Let X be the solution of equation (1.1) and let Xn be the solution of
the Euler scheme (1.2). Fix N ≥ 0 and suppose that b∈CNb (R
d,Rd),V ∈CN+1b (R
d,Rd)
(recall that we assume m = 1). Then there exists a positive constant K such that the
random variables DNX and DNXn are bounded by Ke
K‖B‖1/β
β for all n ∈ N. If we
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further assume V ∈CN+2b (R
d,Rd), then the same upper bound holds for the modified
Euler scheme (1.3).
Proof : We first consider the process X , the solution to equation (1.1). The upper
bounds for ‖X‖∞ and ‖X‖β follow from Lemma 2.3.1(ii). The Malliavin derivative







∇V (Xu)DrXudBu , (3.24)






for M = N−1. We can prove estimate (3.25) by induction on N ≥ 1. Set St = V (Xr),
U1t = ∇b(Xt) and U
2
t = ∇V (Xt). Applying Lemma 2.3.1(i) to X we obtain that U
2












taking into account that b ∈CNb (R
d;Rd), V ∈CN+1b (R
d;Rd), which enables us to apply
Lemma 2.3.3 to (3.24) to obtain the upper bound of the quantity supr∈[0,T ]DM+1(DrX).
The estimates of the Euler scheme and the modified Euler scheme and their deriva-
tives can be obtained in the same way. We omit the proof and we only point out that
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one more derivative of V is needed for the modified Euler scheme because the function
∇V is involved in its equation. 2
2.4 Rate of convergence for the modified Euler scheme
and related processes
The main result of this section is the convergence rate of the scheme defined by (1.3)
to the solution of the SDE (1.1). Recall that γn is the function of n defined in (1.5).
Theorem 2.4.1. Let X and Xn be solutions to equations (1.1) and (1.3), respectively.
We assume b ∈ C3b(R
d;Rd), V ∈ C4b(Rd;Rd×m). Then for any p ≥ 1 there exists a
constant C independent of n (but dependent on p) such that
sup
0≤t≤T
E [|Xnt −Xt |p]
1
p ≤Cγ−1n .
Proof: Denote Y := X−Xn. Notice that Y depends on n, but for notational simplicity
we shall omit the explicit dependence on n for Y and some other processes when there
is no ambiguity. The idea of the proof is to decompose Y into seven terms (see (4.7)
below), and then study their convergence rate individually.


































∇b(θXs +(1−θ)Xns )dθ ,
V j1 (s) =
∫ 1
0























































where I is the d×d identity matrix. Applying the chain rule for the Young integral to
Γnt Λ
n
t , where Γ
n





















for t ∈ [0,T ], we see that Γnt Λnt = Λnt Γnt = I for all t ∈ [0,T ]. Therefore, (Λnt )−1 exists
and coincides with Γnt .
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Substituting equations (4.4), (4.5) and (4.6) into (4.3) yields




















I5, j . (4.7)
Step 2. Denote by (Λn)i, i = 1, . . .d, the i-th columns of Λn. We claim that (Λn)i





N = 2. We first show that U2 satisfies (3.22). Taking into account that b ∈C3b(R
d;Rd),
V ∈C4b(Rd;Rd×m), it suffices to show that both X and Xn satisfy (3.22). This is clear
for X because of Lemma 2.3.1 (i). It follows from Lemma 2.3.2 (i) that there exist
constants K and K′ such that (t− s)β‖B‖β ≤ K, 0≤ s < t ≤ T , implies




















for t,s : t ≥ ε(s), where we recall that ε(s) = tk+1 when s ∈ (tk, tk+1]. Therefore, to
verify (3.22) for Xn it suffices to show that
‖Xn‖s,t,β ≤ K′(‖B‖β +1)
for s, t ∈ [tk, tk+1] for some k. But this follows immediately from (1.3). On the other
hand, the fact that D∗2U
1 and D2U2 are less than Ke
K‖B‖1/β
β for some K follows from
Proposition 2.3.1 and the assumption that b ∈ C3b(R
d;Rd), V ∈ C4b(Rd;Rd×m), where
D∗2 and D2 are defined in Section 2.3.
In the same way we can show that the columns of Γn satisfy the assumptions of





Step 3. From (4.8) and from the fact that b ∈C3b(R




p ≤Cn−1 and E(|I13(t)|p)
1
p ≤Cn−2H . (4.9)
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Notice that n−1 and n−2H are bounded by γ−1n . Applying estimates (11.4) and (11.5),
inequality (4.8), and Proposition 2.3.1, we have for any j
E(|I12, j(t)|p)
1
p ≤Cn−1, E(|I2, j(t)|p)
1
p ≤Cn−1, E(|I4, j(t)|p)
1
p ≤Cn−2H . (4.10)
Now to complete the proof of the theorem it suffices to show that for any j, E(|∑mi=1 I3, j,i(t)+
I5, j(t)|p)
1




I3, j,i + I5, j = E1, j +E2, j +E3, j, (4.11)
where






















































Applying (4.8) for the quantities ‖Λn‖∞ and ‖Γn‖β , it is easy to see that E(|E3, j(t)|p)
1
p ≤
Cn1−2H−β for any 12 < β < H. On the other hand, applying estimate (11.15) from
Lemma 2.11.5 to E1, j we obtain E(|E1, j(t)|p)
1
p ≤Cn1−3β for any 12 < β < H. Notice
that the exponents n1−2H−β and n1−3β are bounded by γ−1n if β is sufficiently close to
H.
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Taking into account the relationship between the Skorohod and path-wise integral,
we can express the term E2, j as follows















for t ∈ [0,T ], where Fn,i, jt = Γnt (∇V jV i)(Xnt ), and we define tn+1 = (n+ 1)Tn . From
(4.8) and Proposition 2.3.1, we have
max{|Fn,i, jt |, |Dr1F
n,i, j
t |, |Dr2Dr1F
n,i, j|} ≤ KeK‖B‖
1/β
β . (4.13)
Hence, applying estimate (11.8) from Lemma 2.11.4 to E2, j(t) we obtain E(|E2, j(t)|p)
1
p ≤
Cγ−1n . The proof is now complete. 2
The following result provides a rate of convergence for the Malliavin derivatives of
the modified scheme and some related processes. Recall that β satisfies 12 < β < H.
Lemma 2.4.1. Let X and Xn be the processes defined by (1.1) and (1.3), respectively.
Suppose that V ∈C5b(R
d;Rd×m), b ∈C4b(Rd;Rd). Let p≥ 1. Then,
(i) There exists a constant C such that the quantities ‖DsXt −DsXnt ‖p , ‖DrDsXt −
DrDsXnt ‖p, ‖DuDrDsXt−DuDrDsXnt ‖p are less than Cn1−2β for all u,r,s, t ∈ [0,T ] and
n ∈ N,

































d×Rd;Rd×d) and f j2 ∈C4b(Rd×Rd;Rd×d). Then there exists a con-
stant C such that the quantities ‖Vt−V nt ‖p, ‖DsVt−DsV nt ‖p, ‖DrDsVt−DrDsV nt ‖p are
less than Cn1−2β for all r,s, t ∈ [0,T ] and n ∈ N.
Remark 2.4.1. The above results still hold when the approximation process Xn is re-
placed by the one defined by the recursive scheme (1.2). The proof follows exactly the
same lines.





























































Proposition 2.3.1 and equation (4.8) imply that the first, third and last term of the above
right-hand side have Lp-norms bounded by Cn1−2H . Applying estimate (11.16) from
Lemma 2.11.5 to the second term and noticing that ‖X‖β and supr∈[0,T ] ‖DrX‖β have
finite moments of any order, we see that its Lp-norm is also bounded by Cn1−2β .
Similarly, we can take the second derivative in (4.3) and then estimate each term in-
dividually as before to obtain that the upper bound of ‖DrDsXt−DrDsXnt ‖p is bounded
by Cn1−2β .
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(ii) Using the chain rule for Young’s integral we derive the following explicit ex-


























where ϒ = {ϒt , t ∈ [0,T ]} is the Rd×d-valued process that satisfies












Lemma 2.3.3 implies that there exists a constant K such that for all n ∈ N, u,r,s, t ∈
[0,T ], we have
max{ϒt ,Dsϒt ,DrDsϒt ,DuDrDsϒt} ≤ Ke
K‖B‖1/β
β . (4.15)
Therefore, applying estimate (11.4) to the second integral in (4.14) with ν = 0 and
taking into account the estimate of Lemma 2.4.1(i), we obtain
‖V −V n‖p ≤Cn1−2β .
Taking the Malliavin derivative on both sides of (4.14), and then applying estimates
(11.4) from Lemma 2.11.3 and Lemma 2.4.1(i) as before, we can obtain the desired
estimate for ‖DsVt −DsV nt ‖p. The estimate for ‖DrDsVt −DrDsV nt ‖p can be obtained
in a similar way. 2
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We define {Λt , t ∈ [0,T ]} as the solution of the limiting equation of (4.1), that is,









∇V j(Xs)ΛsdB js . (4.16)










Γt∇V j(Xs)dB js .
It follows from Lemma 2.4.1 that if we assume that V ∈C5b(R
d;Rd×m) and b∈C4b(Rd;Rd),
then the estimate in Lemma 2.4.1(ii) holds with the pair (V,V n) being replaced by
(Γi,Γ
n
i ) or (Λi,Λ
n
i ), i = 1, . . . ,d, where the subindex i denotes the i-th column of each
matrix.
2.5 Central limit theorem for weighted sums
Our goal in this section is to prove a central limit result for weighted sums (see Proposi-
tion 2.5.5 below) that will play a fundamental role in the proof of Theorem 2.6.1 in the
next section. This result has an independent interest and we devote this entire section
to it.
We recall that B = {Bt , t ∈ [0,T ]} is an m-dimensional fBm and we assume that the






. For any n≥ 1 we set t j = jTn , j = 0, . . . ,n. Recall











s , 1≤ i, j ≤ m,
where we denote {t}= bntT c for t ∈ [0,T ) and {T}= tn−1.
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Proposition 2.5.1. The following stable convergence holds as n tends to infinity
(Ξn,B)→ (W,B)
where W = {Wt , t ∈ [0,T ]} is the matrix-valued Brownian motion, introduced in Section
2.2.4, and W and B are independent.





for any j ≤ k. This implies the tightness of (Ξn,B).
Then, it remains to show the convergence of the finite dimensional distributions of
(Ξn,B) to that of (W,B). To do this, we fix a finite set of points r1, . . . ,rL+1 ∈ [0,T ]
such that 0 = r1 < r2 < · · · < rL+1 ≤ T and define the random vectors BL = (Br2 −
Br1 , . . . ,BrL+1−BrL), ΞnL =(Ξnr2−Ξ
n




rL) and WL =(Wr2−Wr1, . . . ,WrL+1−
WrL). We claim that as n tends to infinity the following convergence in law holds
(ΞnL,BL)⇒ (WL,BL). (5.2)
For notational simplicity, we add one term to each component of ΞnL and we define
Θ
n
























Then Slutsky’s lemma implies that the convergence in law in (5.2) is equivalent to
(Θnl (i, j),1≤ i, j ≤ d,1≤ l ≤ L,BL)⇒ (WL,BL).
According to [39] (see also Theorem 6.2.3 in [38]), to show the convergence in law
of (ΘnL,BL), it suffices to show the convergence of each component of (Θ
n
L,BL) to the
correspondent component of (WL,BL) and the convergence of the covariance matrix.
The convergence of the covariance matrix of ΘnL follows from Propositions 2.5.2
and 2.5.3 below. The convergence in law of each component to a Gaussian distribution
follows from Proposition 2.5.4 below and the fourth moment theorem (see [35] and
also Theorem 5.2.7 in [38]). This completes the proof. 2
In order to show the convergence of the covariance matrix and the fourth moment
of Θn we first introduce the following notation.
Dk ={(s, t,v,u) : tk ≤ v≤ s≤ tk+1 ,u, t ∈ [0,T ]} ,
Dk1,k2 =
{




The next two propositions provide the convergence of the covariance E[Θnl′(i
′, j′)Θnl (i, j)]
in the cases l = l′ and l 6= l′, respectively. We denote β k
n
(s) = 1[tk,tk+1](s).
Proposition 2.5.2. Let Θnl (i, j) be defined in (5.3). Then
E[Θnl (i





(Rδ ji′δi j′+Qδ j j′δii′), (5.5)
as n→+∞. Here δii′ is the Kronecker function, αH = H(2H−1) and Q and R are the
constants defined in (2.12).
Proof: The proof will be done in several steps.
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Step 1. Applying twice the integration by parts formula (2.7), we have
E[Θnl (i


























1[tk,t](u)β kn (t)δ j j′δii′+1[tk,u](t)β kn (u)δ ji′δi j′
)
,






















G1δ j j′δii′+G2δ ji′δi j′
)
.
In the next two steps, we compute the limits of γ2n G1 and γ
2
n G2 as n tends to infinity in
the case H ∈ (12 ,
3
4) and in the case H =
3
4 separately.
Step 2. In this step, we consider the case H ∈ (12 ,
3
4). Recall that















which is independent of n, where the set Dk1,k2 is defined in (5.4). We can express γ
2
n G1
in terms of Q(p) as follows
γ
2





























({rl+1}− p)∧{rl+1}− ({rl}− p)∨{rl}
n
1[{rl}−{rl+1},{rl+1}−{rl}](p).
The term Ψnl (p) is uniformly bounded and converges to
rl+1−rl
T as n tends to infinity for




























































Taking into account that Q(p) behaves like 1/|p| as |p| tends to infinity, it is then easy
to see that G12 converges to zero. On the other hand, recall that Q = limn→+∞
∑|p|≤n Q(p)
logn .
This implies that G11 converges to
Q
T
(rl+1−rl). This gives the limit of γ2n G1. The limit
of γ2n G2 can be obtained similarly. 2





′, j′)Θnl (i, j)] = 0. (5.8)
Proof: Without any loss of generality, we assume l′ < l. As in (5.6) we have
E[Θnl′(i















Taking into account (5.7), we can write
E[Θnl′(i
























G̃1δ j j′δii′+ G̃2δ ji′δi j′
)
.


































where Φnl (p) is equal to
max{({rl′+1}− p)∧{rl+1}− ({rl}− p)∨{r′l},0}
n
1[{rl}−{rl′+1},{rl+1}−{rl′}](p).
The term Φnl (p) is uniformly bounded and converges to 0 as n tends to infinity for
any fixed p because l < l′. Therefore, taking into account that ∑∞p=−∞ Q(p) = Q < ∞,
the dominated convergence theorem implies that γ2n G̃1 converges to zero as n tends to
infinity. Similarly, we can show that γ2n G̃2 converges to zero as n tends to infinity.
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Noticing that Q(p) = O( 1|p|), so we conclude that γ
2
n G̃1 ≤ Clnn . This shows that γ
2
n G̃1
converges to zero as n tends to infinity. In the same way we can show that γ2n G̃2 con-
verges to zero. 2
The following estimate is needed in the calculation of the fourth moment of Θnl (i, j)
in Proposition 2.5.4.
Lemma 2.5.1. Let H ∈ (12 ,
3






















Proof: Since the indices k1,k2,k3,k4 are symmetric, it suffices to consider the case



































(|k2− k1 +1|2H + |k2− k1−1|2H−2|k2− k1|2H)
× (|k3− k2 +1|2H + |k3− k2−1|2H−2|k3− k2|2H)
× (|k4− k3 +1|2H + |k4− k3−1|2H−2|k4− k3|2H)
× (|k4− k1 +1|2H + |k4− k1−1|2H−2|k4− k1|2H).









3 (p1 + p2 + p3)
2H−2,










In the case H ∈ (12 ,
3




3 is convergent. When H =
3
4 , it is bounded
by C logn. So the above sum is bounded by Cn−4H−1 if 12 < H <
3
4 and bounded by
Cn−4logn if H = 34 . The proof is complete. 2
The following proposition contains a result on the convergence of the fourth mo-
ment of Θln(i, j).
Proposition 2.5.4. The fourth moment of Θnl (i, j) and 3E(|Θ
n
l (i, j)|
2)2 converge to the
same limit as n→ ∞.
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is deterministic, it is easy to see that G1 = 3E(|Θnl (i, j)|
2)2. We
have shown the convergence of E(|Θln(i, j)|2) in Proposition 2.5.2. It remains to show
that G2→ 0 as n→ ∞.







































































The convergence of G2 to zero now follows from Lemma 2.5.1. 2
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We can now establish a central limit theorem for weighted sums based on the pre-






s , k = 0, . . . ,n−1 and ζ i, jn,n = 0.
Proposition 2.5.5. Let f = { ft , t ∈ [0,T ]} be a stochastic process with values on the
space of d×d matrices and with Hölder continuous trajectories of index greater than
1







f i, jtk ζ
i, j
k,n.
Then, the following stable convergence in the space D([0,T ]) holds as n tends to infinity,
{γnΨn(t), t ∈ [0,T ]}→
{(∫ t
0





, t ∈ [0,T ]
}
,
where W is a matrix-valued Brownian motion independent of B with the covariance
introduced in Section 2.4.
Proof: This proposition is an immediate consequence of the central limit result for
weighted random sums proved in [4]. In fact, the process Ψi, jn (t) satisfies the required
conditions due to Proposition 2.5.1 and the estimate (5.1). 2




The following central limit type result shows that in the case H ∈ (12 ,
3
4 ], the process
γn(X −Xn) converges stably to the solution of a linear stochastic differential equation
driven by a matrix-valued Brownian motion independent of B as n tends to infinity.
Theorem 2.6.1. Let H ∈ (12 ,
3
4 ] and let X, X
n be the solutions of the SDE (1.1) and re-
cursive scheme (1.3), respectively. Let W = {Wt , t ∈ [0,T ]} be the matrix-valued Brown-
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ian motion introduced in Section 2.2.4. Assume V ∈C5b(R
d;Rd×m) and b∈C4b(Rd;Rd).
Then the following stable convergence in the space C([0,T ]) holds as n tends to infinity,
{γn(Xt−Xnt ) , t ∈ [0,T ]}→ {Ut , t ∈ [0,T ]} , (6.1)

















(∇V jV i)(Xs)dW i js .
Remark 2.6.1. It follows from [23] that when B is replaced by a standard Brown-
ian motion the process
√
n(X − Xn) converges in law to the unique solution of the
d-dimensional SDE:
















with U0 = 0. Here W i j, i, j = 1, . . . ,m, are independent one-dimensional Brownian mo-
tions, independent of B. To compare our theorem 2.6.1 with this result, we let the Hurst








2 . This formally recovers equation (6.3).







ΛtΓs(∇V jV i)(Xs)dW i js , t ∈ [0,T ], (6.4)
where we recall that Λ is defined in (4.16) and Γ is its inverse.
57
Proof of Theorem 2.6.1. Recall that Yt = Xt −Xnt . We would like to show that the
process {γnYt ,Bt , t ∈ [0,T ]} converges weakly in C([0,T ];Rd+m) to {Ut ,Bt , t ∈ [0,T ]}.
To do this, it suffices to prove the following two statements:
(i) Convergence of the finite dimensional distributions of {γnYt ,Bt , t ∈ [0,T ]};
(ii) Tightness of the process {γnYt ,Bt , t ∈ [0,T ]}.
We first show (i). Recall the decomposition of Yt given in (4.7) and (4.11) and recall
the estimates obtained for each term in the decomposition of Yt . Since the other terms
converge to zero in Lp for p ≥ 1, from the Slutsky theorem it suffices to consider the
convergence of the finite dimensional distributions of {γn ∑mj=1 E2, j(t),Bt , t ∈ [0,T ]},
where E2, j is defined in Theorem 2.4.1 Step 3. Set





jV i)(Xns )−ΛtΓs(∇V jV i)(Xs). (6.5)
It follows from Lemma 2.4.1 and Remark 2.4.1 that
sup
r,s,t∈[0,T ]
(∥∥∥F i, jt ∥∥∥
p
∨
∥∥∥DsF i, jt ∥∥∥
p
∨





















for t ∈ [0,T ), and Ẽ2, j(T ) = Ẽ2, j(T−). Then applying Lemma 2.11.4 (11.9) with F i, j
defined by (6.5), we obtain that
γn




which converges to zero as n→ ∞ since β can be taken as close as possible to H. By







Ẽ2, j(t),Bt , t ∈ [0,T ]
}
. (6.7)
Applying Proposition 2.5.5 to the family of processes f i, jt = Γt(∇V jV i)(Xt), we





Γt Ẽ2, j(t),Bt , t ∈ [0,T ]}






Ẽ2, j(t),Bt , t ∈ [0,T ]}
to those of {Ut ,Bt , t ∈ [0,T ]}.









Taking into account of (4.7) and (4.11), we only need to show the above inequality for
γnI11, γnI12, j, γnI13, γnI2, j, γnI4, j, γnE1, j, γnE2, j and γnE3, j. The tightness for the terms
γnI11, γnI13 and γnE3, j is clear. Now we consider the tightness of the term I2, j. We write























Then it follows from Lemma 2.11.3 (11.4) that
E









≤ C(t− s)4β .
Lemma 2.11.3 (11.4) also implies that the fourth moment of the second term is bounded
by C(t−s)4H . The tightness for γnI12, j, γnI4, j, γnE1, j, γnE2, j can be obtained in a similar
way by applying the estimates (11.5) and (11.4) from Lemma 2.11.3, (11.15) from
lemma 2.11.5, and (11.8) from Lemma 2.11.4, respectively. 2
2.7 A limit theorem in Lp for weighted sums
Following the methodology used in [4], we can show the following limit result for
random weighted sums. The proof uses the techniques of fractional calculus and the
classical decompositions in large and small blocks.
Consider a double sequence of random variables ζ = {ζk,n,n ∈ N,k = 0,1, . . . ,n}










q′ = 1 and pp
′ > 1
β
, pq′ > 1
λ
. Let gn be the sequence of processes defined in (7.1).
Suppose that the following conditions hold true:










Let f = { f (t), t ∈ [0,T ]} be a process such that E(‖ f‖pp
′
β
) ≤C and E(| f (0)|pp′) ≤C.








f (s)dz(s) in Lp as n→ ∞. (7.2)
Remark 2.7.1. The integral
∫ t
0 f (s)dz(s) is interpreted as a Young integral in the sense





, are Hölder continuous (conditions (i) and (ii) together imply the
Hölder continuity of z) of order β and λ , respectively. Recall that the Hölder continuity
of a function with values in Lp is defined in (2.5).




weakened by assuming that f is Hölder continuous of order β in Lpp
′
. The proof will
be similar to that of Proposition 2.7.1.
Proof: Given two natural numbers m < n we consider the associated partitions of the
interval [0,T ] given by tk = kTn , k = 0,1, . . . ,n and ul =
lT














[ f (tk)− f (ul)]ζk,n, (7.3)
where Im(l) := {k : 0≤ k ≤ bntT c, tk ∈ [ul,ul+1)}.
Because of condition (i) and the assumption that E(| f (t)|pp′)≤C for all t ∈ [0,T ],







Applying Proposition 2.2.2 to f and z we obtain that the above Riemann-Stieltjes sum
converges to the Young integral
∫ t
0 f (s)dz(s) in L
p as m tends to infinity. To show the












[ f (tk)− f (ul)]ζk,n
∣∣∣∣∣∣
p= 0. (7.4)
Notice that k belongs to Im(l) if and only if ul ≤ tk < ε(ul+1) and tk ≤ η(t). Recall













[ f (s)− f (al)]dgn(s),












Dαal+[ f (s)− f (al)]D
1−α
bl− [gn(s)−gn(bl−)]ds,
where we take α ∈ (1−λ ,β ). By (2.2), it is easy to show that





‖ f‖β (s−al)β−α (7.6)
≤ C‖ f‖β mα−β .
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[(tk− s)α−1− (tk+1− s)α−1].
Substituting (7.6), (7.7) and (7.8) into (7.5), we obtain
∣∣∣∣∫
(al ,bl)

















+C‖ f‖β mα−β ∑





[(t j− s)α−1− (t j+1− s)α−1]ds .
We denote the first term in the right-hand side of the above expression by A1,l and the
second one by A2,l .
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k : tk∈[η(al),bl− Tn )














where in the second inequality we used the assumption that α > 1−λ and the fact that




is bounded by nm ,
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m−α−λ ≤Cm1−β−λ → 0 (7.11)
as m tends to ∞.























[(t j− s)α−1− (t j+1− s)α−1]ds
∣∣∣∣∣∣ .
The summand in the above can be estimated as follows.
∑





























k, j :η(al)≤tk+1<t j<bl










































∣∣∣∣∣∣→ 0 as m→ ∞.
The above convergence and the equality (7.11) together imply the convergence (7.4).
The proof is now complete. 2
This result has the following two consequences.
Corollary 2.7.1. Let B = {Bt , t ∈ [0,T ]} be an m-dimensional fBm with Hurst param-









for i, j = 1, . . . ,m and k = 0, . . . ,n−1, where we recall that tk = kTn . Set also ζn,n = 0.
Let λ = 12 , and β , p, p









f (s)dZi js in L
p,
where Zi j is the generalized Rosenblatt process defined in Section 2.2.5.
Proof: To prove the corollary, it suffices to show that the conditions in Proposition







t . This convergence also holds in Lp due to the equivalence of all
the Lp-norms in a finite Wiener chaos. Applying (11.8) in Lemma 2.11.4 with F ≡ 1
and taking into account that γn = n when H > 34 , we obtain condition (ii) in Proposition
2.7.1 with λ = 12 . 2
The following result will also be useful later.
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Corollary 2.7.2. Let B= {Bt , t ∈ [0,T ]} be one-dimensional fBm with Hurst parameter





for k = 0, . . . ,n− 1. Set also ζn,n = 0. Let λ = H, and β , p, p′, q′, f satisfy the

















Proof: As before, to prove the corollary it suffices to show that the conditions in







where ζk,n is defined in (7.12). Condition (ii) follows from estimate (11.4) in Lemma





















as n,n′→∞, which implies that gn(t) is a Cauchy sequence in L2. Here ηn(t)= Tn i when
T
n i≤ t <
T




n′ i≤ t <
T
n′ (i+1). In fact, we can also calculate
the kernel of the limit of zn(t). Suppose that φn ∈H satisfies gn(t) = δ (φn(t)). Then











as n→ +∞. This implies that the kernel of the limit of gn(t) is T2 1[0,t], in other words,
the random variable gn(t) converges in L2 to T2 Bt .











This completes the proof of the corollary. 2
2.8 Asymptotic error of the modified Euler scheme in
case H ∈ (34,1)
The limit theorems for weighted sums proved in the previous section allow us to derive
the Lp-limit of the quantity n(Xt−Xnt ) in the case H ∈ (34 ,1).
Theorem 2.8.1. Let H ∈ (34 ,1). Suppose that X and X
n are defined by (1.1) and (1.3),
respectively. Let Zi j, i, j = 1, . . . ,m, be the matrix-valued generalized Rosenblatt pro-
cess defined in Section 2.2.5. Assume V ∈C5b(R
d;Rd×m) and b ∈C4b(Rd;Rd). Then
n(Xt−Xnt )→U t
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in Lp(Ω) as n tends to infinity, where {Ūt , t ∈ [0,T ]} is the solution of the following



































(∇V jb)(Xs)dB js .
(8.1)
Proof: Recall the decomposition Yt = Xt −Xnt given in (4.7) and (4.11). We have
shown that nI13(t), nI4, j(t), nE1, j(t) and nE3, j(t) converge in Lp to zero for each t ∈
[0,T ]. It remains to show the Lp convergence of nI11(t), nI12, j(t), nI2, j(t) and nE2, j(t)
and identify their limits.
Step 1. Recall Ẽ2, j(t) is defined in (6.6). It has been shown in the proof of Theorem
2.6.1 that n(E2, j(t)− Ẽ2, j(t)) converges to zero in Lp. On the other hand, applying







ΛtΓs(∇V jV i)(Xs)dZi js in L
p.
Therefore, nE2, j(t) converges in Lp and the limit is the same as nẼ2, j(t).
Step 2. Denote
















ΛtΓs(∇V jb)(Xs)dB js in L
p.
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We want to show that nI2, j(t) and nĨ2, j(t) have the same limit in Lp. Write



















j b)(Xη(s)))(s−η(s))dB js ,
where b̃ j2(s) =
∫ 1
0 ∇V
j(θXs +(1−θ)Xη(s))b(Xη(s))dθ . It suffices to show that the two
terms in the right-hand side of (8.2) both converge to zero in Lp. The convergence of
the second term follows from estimate (11.16) of Lemma 2.11.5. Lemma 2.4.1 implies










and its Malliavin derivative converge to





2(s) we obtain the convergence of the first term.





ΛtΓs(∇bV j)(Xs)dB js .
Instead of (11.4) and (11.16) in Step 2, we need to use the estimates (11.5) and (11.15)
here.







Step 4. We have shown that n(Xt −Xnt ) converges in Lp to U t , where we define, for


























ΛtΓs(∇V jb)(Xs)dB js .
The theorem follows from the fact that the process U satisfies the equation (8.1). 2
2.9 Weak approximation of the modified Euler scheme
The next result provides the weak rate of convergence for the modified Euler scheme
(1.3).
Theorem 2.9.1. Let X and Xn be the solution to equations (1.1) and (1.3), respectively.
Suppose that b ∈ C3b(R
d;Rd), V ∈ C4b(Rd;Rd×m). Then for any function f ∈ C3b(R
d)
there exists a constant C independent of n such that
sup
0≤t≤T
∣∣∣E[ f (Xt)]−E[ f (Xnt )]∣∣∣≤Cn−1. (9.1)












, n ∈ N,
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Proof: We use again the decompositions (4.7) and (4.11) of Yt = Xt −Xnt , t ∈ [0,T ]
and we continue to use the notations there. Given a function f ∈C3b(R
















∇ f (Zθt )Yt
]
dθ ,
where we denote Zθt = θXt +(1−θ)Xnt , 0≤ t ≤ T .
Step 1. In this step, we show that sup0≤t≤T
∣∣E[∇ f (Zθt )Yt]∣∣ ≤ Cn−1, which implies
(9.1). From the estimates (4.9) and (4.10) it follows that this inequality is true when Y is
replaced by I11, I13, I12, j, I2, j or I4, j. Therefore, it suffices to show that
∣∣E[∇ f (Zθt )Ei, j(t)]∣∣≤
Cn−1 for i = 1,2,3 and j = 1, . . . ,m, where Ei j(t) are defined in Theorem 2.4.1 Step 3.
Consider first the term i = 2. The use of the expression (4.12) and an application of the
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integration by parts formula yield
E
[
∇ f (Zθt )E2, j(t)
]
= E












































where we recall that Fn,i, jt = Γnt (∇V
jV i)(Xnt ) (as before, in the above equation we set
tn+1 = Tn (n+1)). Therefore,












For the term containing E1, j we can write
E
[


























. An application of the








































































∣∣∣E[DirD juHn,i, js ]∣∣∣≤Cn−β for any 12 < β < H we obtain
|A1| ≤Cn−1−β . (9.5)









can be expressed as the sum of integrals over
the interval [η(s),s]. So by applying (2.9) and integration by parts we can show that∣∣∣E[Hn,i, js ]∣∣∣≤Cn−1, which implies
|A2| ≤Cn−2H . (9.6)
From (9.5) and (9.6) we conclude that
∣∣E[∇ f (Zθt )E1, j(t)]∣∣ ≤ Cn−1. Finally, for the
term containing E3, j we have
E
[




















the sum of integrals over the interval [η(s),s] and then applying (2.9) and integration
by parts we can show that sups∈[0,T ]E[J
n,i, j
s ]≤Cn−1. This implies
∣∣∣E[∇ f (Zθt )E3, j(t)]∣∣∣≤Cn−2H , (9.7)
which completes the proof of (9.1).
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Step 2. Now we show the second part of the theorem. From the estimates (4.9), (4.10),




∇ f (Zθt )Yt
]
dθ converges to zero
as n tends to infinity when Yt is replaced by I13(t), I4, j(t), E1, j(t) or E3, j(t). Therefore,




∇ f (Zθt )Yt
]
dθ when Yt is replaced by the remaining terms
in the decomposition of Yt .
Consider first the term E2, j(t) and denote






∇ f (Xt)ΛtΓs(∇V jV i)(Xs)
]
.






























Gi, js,r,v|s− v|2H−2|r− s|2H−2dsdvdr, (9.8)
almost surely. Therefore, by the dominated convergence theorem, the expectation of
the left-hand side of the above expression converges to the expectation of the right-
hand side which is the term (9.2). From Lemma 2.4.1, we have
∥∥∥DivD jr [∇ f (Zθt )Λnt Fn,i, jtk ]−DivD jr [∇ f (Xt)ΛtΓtk(∇V jV i)(Xtk)]∥∥∥p ≤Cn1−2β , (9.9)
which, together with equation (9.4), implies that n∑mj=1E
[
∇ f (Zθt )E2, j(t)
]
converges
to the same limit as the expectation of the left-hand side of (9.8).
The results in Step 2 and 3 of the proof of Theorem 2.8.1 imply that the terms
nE[∇ f (Zθt )I11(t)], nE[∇ f (Zθt )I12, j(t)] and nE[∇ f (Zθt )∑mj=1 I2, j(t)] converge to the sec-
ond, third and fourth term in (9.3), respectively. For example let us consider nE[∇ f (Zθt )∑mj=1 I2, j(t)].
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in Lp for any p≥ 1. So it follows from the Hölder inequality that





as n→∞. The other two terms can be studied in similar way. This completes the proof
of the theorem. 2
Remark 2.9.1. Theorem 2.9.1 may be used to construct a Richard extrapolation scheme
with error bound o(n−1).
2.10 Rate of convergence for the Euler scheme
In this section, we apply our approach based on Malliavin calculus developed in Section
4 to study the rate of convergence of the naive Euler scheme defined in (1.2). Our first
result is the rate of the strong convergence of the naive Euler scheme. As we will see,
the weak rate of convergence and the rate of strong convergence are the same for the
naive Euler scheme. We still use Xn to represent the naive Euler scheme (1.2). This
will not cause confusion since we will only deal with this scheme in this section.
Theorem 2.10.1. Let X and Xn be the processes defined in (1.1) and (1.2), respectively.







If we assume b ∈C3b(R










where Λ is the solution to the linear equation (4.16) and Γt =Λ−1t , and the convergence
holds in Lp for all p≥ 1.
Proof: We let Yt = Xt−Xnt , t ∈ [0,T ]. Then as in the proof of Theorem 2.4.1, we can


















































=:I1(t)+ I2(t)+ I3(t)+ I4(t) ,
where Λn, Γn, b j2(s), V
j,i
2 (s) and b3(s) are the same terms as those defined in the proof
of Theorem 2.4.1 with the scheme Xn replaced by the classical Euler scheme (1.2).
It is clear that ‖I1(t)‖p ≤Cn−1. On the other hand, estimates (11.4) and (11.5) of
Lemma 2.11.3 imply that ‖I2(t)‖p≤Cn−1 and ‖I3(t)‖p≤Cn−1. Finally, as in the proof
of (11.15) in Lemma 2.11.5 we obtain ‖I4(t)‖p ≤Cn1−2H . This completes the proof of
the first part of the theorem.
77











































































we obtain ‖A2n(t)‖p ≤Cn−1. So it suffices to identify the limit of n2H−1A3n(t) in Lp. It
follows from Lemma 2.4.1 and Remark 2.4.1 that
∥∥∥Λnt ΓnsV j, j2 (s)−ΛtΓs(∇V jV j)(Xs)∥∥∥p ≤Cn1−2β .






ΛtΓs(∇V jV j)(Xs)1[η(s),s](r)|r− s|2H−2dsdr





















in Lp for all p≥ 1. 2
As a consequence of the above theorem, we can deduce the following result.
Corollary 2.10.1. Let X and Xn be the processes defined in (1.1) and (1.2), respectively.
Suppose that b ∈C3b(R
d;Rd), V ∈C4b(Rd;Rd×m) and f ∈C2b(Rd). Let Λ be defined in
(4.16). Then we have the following Lp-convergence as n→ ∞ for all p≥ 1,








∇ f (Xt)ΛtΓs(∇V jV j)(Xs)ds .
Proof: We can write
n2H−1 [ f (Xnt )− f (Xt)] = n2H−1
(∫ 1
0
∇ f (Zθt )dθ
)
(Xnt −Xt) ,
where we denote Zθt = θXt +(1−θ)Xnt , t ∈ [0,T ]. Then the result follows from Theo-
rem 2.10.1, the convergence of Xnt to Xt and the assumption on f . 2
The above corollary implies the following weak approximation result
lim
n→∞









E[∇ f (Xt)ΛtΓs(∇V jV j)(Xs)]ds.
2.11 Appendix
2.11.1 Estimates of a Young integral
In this section, we give an estimate on pathwise integral using fractional calculus.
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Lemma 2.11.1. Let z = {zt , t ∈ [0,T ]} be a Hölder continuous function with index
β ∈ (0,1). Suppose that f : Rl+m → R is continuously differentiable. We denote by
∇x f the l-dimensional vector with coordinates
∂ f
∂xi
, i = 1, . . . , l, and by ∇y f the m-
dimensional vector with coordinates ∂ f
∂xl+i
, i = 1, . . . ,m. Consider processes x = {xt , t ∈
[0,T ]} and y = {yt , t ∈ [0,T ]} with dimensions l and m, respectively, such that ‖x‖0,T,β ′
and ‖y‖0,T,β ′,n are finite for each n≥ 1, where β ′ ∈ (0,1) is such that β ′+β > 1. Then,
we have the following estimates:
(i) For any s, t ∈ [0,T ] such that s≤ t and s = η(s) we have
∣∣∣∣∫ ts f (xr,yη(r))dzr
∣∣∣∣ ≤ K1 sup
r∈[s,t]
| f (xr,yη(r))|‖z‖β (t− s)β
+K2 sup
r1,r2∈[s,t]




|∇y f (xr1 ,yr2)|‖y‖s,t,β ′,n‖z‖β (t− s)
β+β ′,
where the Ki, i = 1,2,3, are constants depending on β and β ′.
(ii) If the function f only depends on the first l variables, then the above estimate holds
for all 0≤ s≤ t ≤ T .
Proof: Take α such that β ′ > α > 1−β . Let s, t ∈ [0,T ] be such that s = η(s) and
s ≤ t. Applying the fractional integration by parts formula in Proposition 2.2.1 we
obtain
∣∣∣∣∫ ts f (xr,yη(r))dzr
∣∣∣∣≤ ∫ ts ∣∣Dαs+ f (xr,yη(r))∣∣ ∣∣D1−αt− (zr− zt)∣∣dr. (11.1)
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By the definition of fractional differentiation in (2.3) and taking into account that α +
β −1 > 0, we can show that
∣∣∣D1−αt− (zr− zt)∣∣∣≤ K0‖z‖β (t− r)α+β−1, s≤ r ≤ t, (11.2)
where K0 =
β
(β+α−1)Γ(α) . On the other hand, using (2.2) we obtain




































The inequalities (11.1), (11.3) and (11.2) together imply





























| f (xr,yη(r))|‖z‖β (t− s)β
+K2 sup
r1,r2∈[s,t]




|∇y f (xr1,yr2)|‖y‖s,t,β ′,n‖z‖β (t− s)
β+β ′,
where K1 = K0
Γ(α +β )
Γ(β +1)
, K2 = K0
αΓ(α +β )Γ(β ′−α +1)





and K4 is the constant in Lemma 2.11.2. This completes the proof.
2
Lemma 2.11.2. Let β , β ′ and α be such that β ′ > α > 1−β . Then for any s, t ∈ [0,T ]








dudr ≤ K4(t− s)β+β
′
.
Proof: Without loss of generality, we let T = 1. Note that when η(s) = s < t ≤






































:= J1 + J2.
On one hand, notice that in the term J2 we always have r−u > 1n , and thus η(r)−

























































The lemma is now proved. 2
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2.11.2 Estimates for some special Young and Skorohod integrals
In this section we derive estimates for some specific Young and Skorohod integrals. We
fix n ∈ N and consider the uniform partition on [0,T ].
Lemma 2.11.3. Let B = {Bt , t ∈ [0,T ]} be a one-dimensional fBm with Hurst param-
eter H > 12 . Fix ν ≥ 0 and p ≥
1
H . Let F = {Ft , t ∈ [0,T ]} be a stochastic process
whose trajectories are Hölder continuous of order γ > 1−H and such that Ft ∈ D1,q,







Then there exists a constant C (independent of F) such that the following inequalities




≤ Cn−ν(t− s)HF1,p , (11.4)∥∥∥∥∫ ts Fu(Bu−Bη(u))du
∥∥∥∥
p
≤ Cn−1(t− s)HF1,q. (11.5)
Proof of (11.4): Applying (2.9) we can decompose the Young’s integral as the sum













It follows from (2.11) that the Lp-norm of the first integral of the right-hand side of
(11.6) is bounded by Cn−ν(t − s)HF1,p. On the other hand, from Minkowski’s in-
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equality it follows that the Lp-norm of the second integral is less than or equal to
Cn−ν(t− s)F1,p. These estimates imply (11.4) because (t− s)≤ (t− s)HT 1−H .













where the first inequality follows from Minkowski’s inequality and the second one from

























≤ C(t− s)Hn−1F1,p .
This completes the proof of (11.5).
Lemma 2.11.4. Let B= {Bt , t ∈ [0,T ]} be an m-dimensional fBm with Hurst parameter
H > 12 . Fix p≥
1
H . Let F = {Ft , t ∈ [0,T ]} be a stochastic process such that Ft ∈ D
2,q,











(|Ft |∨ |DsFt |∨ |DrDsFt |) .
Then there exists a constant C (independent of F) such that the following holds for all
































≤ Cn−H(t− s)HF2,q . (11.9)
































rFη(u)|r− u|2H−2dr (notice that here we do not need the Hölder continuity of
















This implies both the estimates (11.8) and (11.9).
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Again, this inequality implies both the estimates (11.8) and (11.9).








u. It follows from (2.11) that
‖Is,t‖p ≤CF2,p‖1[s,t](u)1[η(u),u](v)‖L 1H ([0,T ]2)
≤CF2,p n−H(t− s)H ,
which completes the proof of (11.9).
To derive (11.8) we need a more accurate estimate.























≤ (t− s)γ−2n .
















































where we recall that Q(p) is defined in Section 2.2.4, and the inequality (11.14) follows.




















n−2H(t− s)2H ≤ (t− s)γ−2n .
So (11.14) is also true for this case. The proof of the lemma is now complete. 2
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Lemma 2.11.5. Let B = {Bt , t ∈ [0,T ]} be a one-dimensional fBm with Hurst parame-
ter H > 12 . Suppose that F = {Ft , t ∈ [0,T}, G = {Gt , t ∈ [0,T ]} are processes that are
Hölder continuous of order β ∈ (12 ,H). Then, there exists a constant C (not depending
on F or G) such that for all 0≤ s < t ≤ T , ν ≥ 0,
∣∣∣∣∫ ts Fu(Gu−Gη(u))(Bu−Bη(u))dBu
∣∣∣∣ (11.15)
≤C(‖F‖∞ +‖F‖β )‖G‖β‖B‖2β n




≤C(‖F‖∞ +‖F‖β )‖G‖β‖B‖β n1−2β−ν(t− s)β .















+ |Fu(Bu−Btk)|‖G‖β‖B‖β (t− s)
2β
+ |(Gu−Gtk)(Bu−Btk)|‖F‖β‖B‖β (t− s)
2β
]
≤Cκβ (F,G)n−2β (t− s)β , (11.17)
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≤Cκβ (F,G)n−2β [(ε(s)− s)β +(t−η(t))β +(η(t)− ε(s))n1−β ]
≤Cκβ (F,G)n1−3β (t− s)β ,
where the first inequality follows from (11.17).
Proof of (11.16): This estimate can be proved by following the lines of the proof of
(11.15) and noticing the fact that (u−η(u))ν has finite ν-Hölder seminorm on (tk, tk+1)
for each k = 1, . . . ,n−1. 2
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Chapter 3
Crank-Nicolson method for stochastic differential
equtions
3.1 Introduction




V (Xs)dBs , t ∈ [0,T ] , (1.1)
where V =(V0,V1, . . . ,Vm) is a continuous mapping, B=(B0,B1, . . . ,Bm)T , and (B1, . . . ,Bm)
is a m-dimensional fractional Brownian motion (fBm) with Hurst parameter H > 12 . We
take B0t = t for t ∈ [0,T ] to include the drift term in (1.1). The integral in the right hand
side of (1.1) is of Riemann-Stieltjes type. It is well-known (see [24, 34]) that if V is
α-Lipschitz in the sense of [44] for α > 1H −1, then there exists a solution for equation
(1.1), and if we further assume that α > 1H , then this solution is also unique.
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for k = 0,1, . . . ,n−1. The Crank-Nicolson method has been considered in [30, 29] for
scalar SDE’s with the Hurst parameter H ∈ (1/3,1/2). It has been shown in [30] that
the convergence rate of the Crank-Nicolson scheme in this case is n1/2−3H , and in [29]
that this convergence rate is exact in the sense that the scaled error process converges
weakly to a non-zero limit.
In this chapter, we consider the Crank-Nicolson method for a multi-dimensional
SDE with H > 1/2. We will consider the following situations.
In the scalar SDE case, that is, assuming that m = 1 and the drift term V0 ≡ 0, we
will show that the convergence rate of the Crank-Nicolson method is n−2H . This result
coincides with the deterministic ordinary differential equation case. By taking H = 1/2,
we obtain the convergence rate n−1, which coincides that of the Crank-Nicolson method
for scalar SDE’s driven by Brownian motion (see [30, 29]).
In the multi-dimensional case, due to the appearance of the weighted Lévy area
term in the error process, the Crank-Nicolson method has very different properties.



























where l = 1, . . . ,n, {0 = t0 < t1 < · · · < tn} is a partition on [0,T ], F = (F)1≤i, j≤m is
a process on [0,T ] and R is the remainder term whose Lp-norm is less than a constant
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times n−2H . Note that in the scalar SDE case, the Lévy area term disappears, and so the
error Xtl −Xntl has convergence rate n
−2H . In the general case, the error is dominated
by the Lévy area term. We will show that if m > 1, then the Crank-Nicolson method
has convergence rate n1/2−2H for H > 1/2, and if m = 1, then its convergence rate is
n−1/2−H . By considering the weak convergence of the Lévy area term, we also obtain
the asymptotic error distributions for the Crank-Nicolson method. Our main tools are
fractional calculus and the fourth moment theorem. Our methods are similar to those
in [13].
The chapter is organized as follows. In Section 3.2, we consider the weak conver-
gence of the Lévy area term in (1.3). In Section 3.3 we consider the Lp-convergence and
then in Section 3.4 consider the asymptotic error distribution for the Crank-Nicolson
method. We prove some auxiliary results in the appendix.


















for t ∈ [0,T ]. Here Bt , t ≥ 0 is a one-dimensional fBm with Hurst parameter H ∈ (12 ,1).
In this section, we study the convergence rate and asymptotic distribution of this process
in two cases: (i) B̃ is an independent copy of B; (ii) B̃t = t, t ≥ 0. We will need these
results for the convergence of the Crank-Nicolson method.
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3.2.1 Case (i)
In this subsection, we assume that B̃ is an independent copy of B. Denote by µ the




















In the following, we denote D = {Tn k,k = 0,1, . . . ,n}.
Proposition 3.2.1. Let Zn be the process defined in (2.1) and B̃ be an independent copy
of B. Then, there exists a constant K depending on H and T such that for t,s ∈ D we
have
n4H−1E([Zn(t)−Zn(s)]2)≤ K|t− s|. (2.2)












as n tends to infinity, where W = {Wt , t ∈ [0,T ]} is a standard Brownian motion inde-





Proof: Step 1. We first derive the limit of the covariance n4H−1E(Zn(t)Zn(s)). It is
easy to show by integration by parts and then the change of variables and the exchange























:=q1 +q2 . (2.4)



































Here a∨b is the maximum of a and b. Therefore,
lim
n→∞














































where recall that κ is defined in (2.3).
Note that Zn as a process on D has stationary increment, that is,
E[|Zn(t)−Zn(s)|2] = E[Zn(|t− s|)2] , (2.10)
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for s, t ∈ D. Therefore, we have

















for s, t ∈ [0,T ].
Step 2. In this step, we show the inequality (2.2). Take t ∈D : t > 0. By the definition
























So by the decomposition in (2.4), we have
n4H−1E(Zn(t)2)≤ Kt (2.13)
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for t ∈ D : t > 0, where K is a constant depending on H, T . The inequality (2.2) then
follows by applying (2.13) to (2.10).
Step 3. In this step, we prove the weak convergence for the finite dimensional distri-








2 (Zn(r1), . . . ,Zn(rL)),Br1, . . . ,BrL , B̃r1 , . . . , B̃rL
)









W (rL),Br1, . . . ,BrL , B̃r1, . . . , B̃rL)
as n tends to infinity. According to [39] (see also Theorem 6.2.3 in [38]), this is true
if we can show the weak convergence of each component of ΘnL to the correspondent
component of ΘL and the convergence of its covariance matrix to that of ΘL. The
convergence of the covariance of Zn(ri) and Zn(r j) to that of
√
2κ
T W (ri) and
√
2κ
T W (r j)
follows from (2.12). By the fourth moment theorem (see [35] and also Theorem 5.2.7 in
[38]) and taking into account (2.12), to show the weak convergence of the components
of ΘnL it suffices to show that the limits of their fourth moments exist and are equal to
three times the square of that of their second moments. This will be done in the next
step.
Step 4. In this step, we show that the limit of the fourth moment of n2H−1/2Zn(t)


















(s) = 1[tk,tk+1](s) and γtk,s(u) = 1[tk,s](u)−1[s,tk+1](u).























where D and D̃ are the differential operator associated with B and B̃, respectively. We










Substituting the above identity into (2.15) we obtain













































On the other hand, it can be shown that (see Section 3.5.1)
lim
n→∞
n8H−2d2 = 0. (2.18)
The identity (2.17) and the convergence (2.18) together implies the convergence in
(2.14). This completes the proof of the proposition. 2
3.2.2 Case (ii)
In this subsection, we consider the process Zn defined in (2.1) such that B̃t = t, t ∈ [0,T ].
We will denote zn := Zn in the following proposition to distinguish it from Zn in the




















where recall that µ is the measure on R2 with density H(2H−1)|s− t|2H−2.
Proposition 3.2.2. Let zn be the process defined in (2.1) with B̃t = t, t ∈ [0,T ]. Then,
there exists a constant K depending on H and T such that for t,s ∈ D we have
n2H+1E([zn(t)− zn(s)]2)≤K|t− s|. (2.19)
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as n tends to infinity, where W = {Wt , t ∈ [0,T ]} is a standard Brownian motion inde-






































By the change of variables for the first term in the right hand side of the above





(s− tk)(s′− tk′)µ(ds′ds) =n−2H−2Q̃(k′− k).
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(tk+1− s)(s′− tk′)µ(ds′ds) =n−2H−2R̃(k′− k),




























where the last equation follows by exchanging the notation of k and k′ in the summation.




























































:= q̃1 + q̃2.




















These two estimates together implies that
n2H+1E(zn(t)2)≤ Kt. (2.22)
On the other hand, it is clear that zn has stationary increment as a process on D, that is,
E(|zn(t)− zn(s)|2) = E(zn(t− s)2) (2.23)
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for s, t ∈ D. The inequality (2.19) then follows by applying the inequality (2.22) to
(2.23).
Step 3. In this step, we show the weak convergence for the finite dimensional distri-





















:= q̃11 + q̃12.
It is easy to verify that
lim
n→∞















On the other hand, since ∑
b nsT c














































Since the process zn(t), t ∈ [0,T ] is Gaussian, the above convergence of the covari-
ance of zn implies that the finite dimensional distribution of (nH+
1
2 zn(t),Bt), t ∈ [0,T ],
converges weakly to that of (
√
2ρ
T Wt ,Bt), t ∈ [0,T ], where W is a standard Brownian
motion independent of B. 2
3.3 The strong convergence











(Bt−Btk), t ∈ [tk, tk+1],
Xn0 =x, (3.1)
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for k = 0, . . . ,n− 1. Here Bt = (t,B1t , . . . ,Bmt ), and (B j, j = 1, . . . ,m) is a standard m-
dimensional fBm with Hurst parameter H > 1/2. We will consider the convergence of
the Crank-Nicolson method in three cases: (1) m > 1; (2) m = 1; (3) m = 1 and V0 ≡ 0,






2 , m > 1,
nH+
1
2 , m = 1,
n2H , m = 1 and V0 ≡ 0.
We have the following strong convergence result. Recall that D = {tk = Tn k : k =
0,1, . . . ,n}, and we denote by K the constants independent of n.
Theorem 3.3.1. Let X and Xn be the solution of the equation (1.1) and (3.1), respec-





Furthermore, the following tightness inequality





2 (t− s) 12 , m > 1,
Kn−H−
1
2 (t− s) 12 , m = 1,
(3.3)
holds true for s, t ∈ D.
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Proof: Step 1. In this step, we derive a decomposition for the error function Yt :=












































∂iVj(θXs +(1−θ)Xns )dθ .
Here ∂i denotes the partial differential operator with respect to the ith variable, that is,
∂i f (x) =
∂ f
∂xi
(x) for f ∈C1.
By the chain rule we have

















































































Here ∂ = (∂1, . . . ,∂d).
Similarly, for J2(t) we have the decomposition

















































































and consider the following decomposition of J1 + J2:





































Meanwhile, by exchanging the order of the integrals in ζ i js,t it is easy to see that ζ
i j
s,t =












φ j j′ =∂VjVj′−∂Vj′Vj.





Here recall that a∨b = max{a,b}. Furthermore, there exist constants K0 and K′0 inde-
pendent of n such that for 0≤ s < t ≤ T , (t− s)β‖B‖β ≤ K0, we have
‖Xn‖s,t,β ≤K′0(‖B‖β +1). (3.12)
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Step 3. In this step, we derive the following Lp-estimates for Ee, e = 1, . . . ,5:
‖Ee(t)−Ee(s)‖p ≤Kn−2H(t− s)1/2 s, t ∈ D : s≤ t. (3.13)
































Applying Lemma 3.5.2 to (3.14) and taking into account the estimate (3.11) of Xn we
obtain the estimate (3.13) for e = 2. Here ‖ · ‖p denotes Lp-norm. The Lp-estimate
(3.13) still holds true for the case when e = 3,4,5. The proof is based on Lemma 3.5.2
and is similar to the case e = 2.






























It follows from (2.2) in Proposition 3.2.1 that gn satisfies the assumptions in Lemma





2 , s, t ∈ D. (3.15)
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2 , s, t ∈ D. (3.16)
In summary of the estimates (3.13) for e = 2,3,4,5, the estimates (3.15) and (3.16),
and taking into account the fact that E11 = 0 when m = 1 and E11 = E12 = 0 when






2/γn, s, t ∈ D. (3.17)
Step 4. In this step, we define the fundamental solutions of Xn and X , and derive their

























s , i, i
′ = 1, . . . ,d, t ∈ [0,T ]. (3.18)
Here δ ii′ is the Kronecker function, that is, δ
i
i′ = 1 when i = i
′ and δ ii′ = 0 otherwise.
The d×d matrix Λn(t) is invertible. We denote its inverse by Γn(t). It is easy to verify




















s , i, i
′ = 1, . . . ,d, t ∈ [0,T ].
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s dJi(s), t ∈ [0,T ] . (3.19)





























for t ∈ [0,T ], i, i′ = 1, . . . ,d, and denote by Γ(t) the inverse of Λ(t). It follows from
Lemma 3.1 in [13] that the estimate (3.20) still holds true if we replace Λn and Γn by Λ
and Γ.

























for s, t ∈ D. Applying Lemma 3.5.4 to the first quantity in the right hand side of the












for s, t ∈ D.
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for i = 1. This estimate still holds true in the case i = 2, and the proof is similar. In












for s, t ∈ D.




≤Kn−2H , t ∈ [tk, tk+1].












Step 5. The tightness inequality (3.3) follows by applying the estimate in (3.25) to
(3.19). The strong convergence result (3.2) follows by applying the estimate (3.26) to
(3.19). This completes the proof of Theorem 3.3.1. 2
We end the section with the following lemma.
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Similar to the estimate in (3.23), we can show that the first and second terms in the
right hand side of (3.30) are bounded by Kn1/2+H and Kn−2H , respectively. On the
other hand, we have shown in (3.24) that the third term is bounded by Kn−2H . In
summary, we obtain the estimate (3.27).
The estimate (3.28) can be shown similarly. See Section 3.5.4 for the proof of the
estimate (3.29). 2
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3.4 Asymptotic error distribution
In this section, we consider the asymptotic error distribution of the Crank-Nicolson
method. We first state the following lemma. As before, we denote by K the constants
independent of n.
Lemma 3.4.1. Let Λn and Λ be the solutions of equations (3.18) and (3.21), respec-
tively, and Γn and Γ be their inverses. Then we have
‖Λn−Λ‖β ,p +‖Γn−Γ‖β ,p ≤Kn1−2β . (4.1)
Proof: See Section 3.5.5. 2
Define the process {Wt , t ∈ [0,T ]} such that in the case m > 1, W = (W j
′ j)1≤ j′< j≤m
is a standard m(m−1)2 -dimensional Brownian motion, while in the case m = 1, W is a
one-dimensional Brownian motion. We assume that W is independent of B. Define




tk , for t ∈ [tk, tk+1), k = 0,1, . . . ,n. (4.2)
Following is our main result in this section.
Theorem 3.4.1. Let X̄ and X̄n be the processes defined in (4.2), and assume that V ∈C5b .
Assume that V0 6= 0, then
(γn(X̄− X̄n),B)→ (U,B) (4.3)










2T ∑1≤ j′< j≤m
φ j j′(Xt)dW
j′ j
t , t ∈ [0,T ]. (4.4)
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φ10(Xt)dWt , t ∈ [0,T ]. (4.5)
Assume that V0 ≡ 0 and m = 1, we have the following Lp-convergence
n2H(X̄t− X̄nt )→Ut , t ∈ [0,T ], (4.6)









∂i∂i′V )(Xt)dBt , t ∈ [0,T ]. (4.7)
Proof: Step 1. The inequality (3.3) implies the tightness of the scaled error function
γn(X̄− X̄n). So to prove the weak convergence of (γn(X̄− X̄n),B) it suffices to show the



















Step 2. We assume that m > 1. According to the estimate (3.27), the f.d.d. limit of















































It follows from Lemma 3.4.1 that
‖Λnt Γn· φ j j′(Xn· )−ΛtΓ·φ j j′(X·)‖β ,p ≤Kn1−2β .
So by applying Lemma 3.5.4 to S(t) we obtain
‖S(t)‖p ≤Kn
1−2β+1/2−2H .










tk,tk+1 ,Bt , t ∈ [0,T ]
 . (4.9)
Applying Proposition 3.5.1 to the process (4.9) and taking into account the weak con-















as n→ ∞. The convergence (4.3) follows from the fact that the first term in (4.10)
solves the SDE (4.4).
117
Step 3. We assume m = 1. The estimate (3.28) implies that the f.d.d. convergence of












η(s)dE12(s), Bt , t ∈ [0,T ]
)
. (4.11)
As in the case m > 1, with the help of Lemma 3.4.1 we can show that the convergence









tk,tk+1,Bt , t ∈ [0,T ]
 .
Applying Proposition 3.5.1 to the above above process and taking into account the weak







Γsφ10(Xs)dWs,Bt , t ∈ [0,T ]
)
. (4.12)
as n→ ∞. The convergence (4.3) follows from the fact that the first term in (4.12)
solves the SDE (4.5).
Step 4. Assume that m = 1 and the drift term is equal to zero. Then we have E1 = 0.













As in the case m> 1, with the help of Lemma 3.4.1 we can show that the Lp-convergence
















































































then it is easy to show that
n2H
(
E i2(t)− Ẽ i2(t)
)
→ 0 in Lp as n→ ∞ (4.14)
for t ∈ D. Similarly, we take






































then it is easy to show that
n2H(E ie(t)− Ẽ ie(t))→ 0 in Lp as n→ ∞ for e = 3,4,5 . (4.15)









Ẽ ie(t)→ 0 in Lp as n→ ∞, (4.16)
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for t ∈ D.




















for t ∈ D.
Applying Proposition 3.5.2 to (4.17) and taking into account (4.16) and Lemma



















for t ∈ [0,T ].
Recall that ∑5e=1 Ee satisfies the tightness inequality (3.17). So by applying Propo-






























The convergence (4.6) follows from the fact that the right-hand side of the above solves
the SDE (4.7). 2
3.5 Appendix
3.5.1 Proof of (2.18)
The proof will be done in several steps.
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· γtk2 ,r(v)γtk1 ,s(u)µ(dvdv
′)µ(drdr′)µ(dudu′)µ(dsds′).






































k,s(u) = 1k,s(u) and ϕ
1
k,s(u) = 1s,k+1(u) .
We decompose the summation (5.1) into five terms based on the following decomposi-
tion of the set of the integers k1,k2,k3,k4:
I :=
{












{|ki− k j|> 2, i 6= j}∪{|k4− k3| ≤ 2}∪{|k2− k1| ≤ 2}
)
∩ I;
I2 =({|k4− k2| ≤ 2}∪{|k3− k1| ≤ 2})∩ I;
I3 =({|k4− k1| ≤ 2}∪{|k3− k2| ≤ 2})∩ I;
I4 =∪4l=1 {|ki− k j| ≤ 2, i 6= j, i, j 6= l}∩ I;
I5 ={|ki− k j| ≤ 2, i 6= j}∩ I.
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By symmetry of the expression (5.1), to consider the sets I2, I3 and I4 it suffices to
consider the their subsets:
J2 ={|k3− k1| ≤ 2}∩ I;
J3 ={|k3− k2| ≤ 2}∩ I;
J4 ={|ki− k j| ≤ 2, i, j = 1,2,3, i 6= j}∩ I.









Then to show that n8H−2d2 → 0 as n→ ∞, it suffices to show that n8H−2d2l → 0 for
l = 1, . . . ,5.



















(−1)i+ jci j. (5.4)
In the remaining part of this step, we derive a more convenient expression for ci j.











The above identity provides us a decomposition of ci0 j0 :













































































































This identity allows us to decompose the expression of e0− e1 in (5.5) into two terms:
e0− e1 :=A0−A1.
By exchanging the order of the integrals for the variables u and s, and then exchang-














































· |u′− s|2H−2dvdv′dudu′dsds′µ(drdr′) .
Substituting the above identity into (5.5), we obtain


























Step 3. In this step, we consider d21, that is, the summation in (5.2) corresponding to
the integers k1,k2,k3,k4 such that |ki−k j|> 2 for i 6= j. The following three inequalities
follows immediately from the mean value theorem:
∣∣φ(s,s′,v,v′)∣∣≤ K(|k4− k1|2H−3|k4− k2|2H−2 + |k4− k2|2H−3|k4− k1|2H−2), (5.7)
∣∣φ(s,s′,v,v′)−φ(u,s′,v,v′)∣∣
≤ K(|k4− k1|2H−4|k4− k2|2H−2 + |k4− k1|2H−3|k4− k2|2H−3





∣∣φ(s,s′,v,v′)−φ(u,s′,v,v′)∣∣ · |u′− s|2H−2
+
∣∣φ(s,s′,v,v′)∣∣ · ∣∣|u−u′|2H−2−|u′− s|2H−2∣∣
≤ K
{
|k4− k1|2H−4|k4− k2|2H−2|k1− k3|2H−2
+ |k4− k1|2H−3|k4− k2|2H−3|k1− k3|2H−2
+ |k4− k1|2H−2|k4− k2|2H−4|k1− k3|2H−2
+ |k4− k1|2H−3|k4− k2|2H−2|k1− k3|2H−3







Applying the inequality (5.8) to the expression of ci j in (5.6) and taking into account








In the following, we show that the above five terms converges to zero as n tends to
infinity. By the following change of variables














































































2 ≤ Kn2H−1, the
above is less than Kn2H . This implies that the second, fourth and fifth terms in the right
hand side of (5.9) converge to zero as n tends to infinity. The convergence of the first
and third terms in (5.9) can be shown similarly. Instead of (5.10), we set
p1 = k1− k3, p2 = k3− k2, p3 = k2− k4,
for the first term of (5.9), and set
p1 = k1− k4, p2 = k2− k3, p3 = k3− k1,
for the third term. This concludes that n8H−2d21 converges to zero as n tends to infinity.
128
Step 4. In this step, we consider d22. Note that for (k1,k2,k3,k4) ∈ J2, the estimate in






















































1 )(p1 + p2)
2H−2.
It is now easy to show that n8H−2d22 approaches zero as n tends to infinity.
Step 5. We consider d23. Note that for (k1,k2,k3,k4) ∈ J3, the inequality (5.8) still







In the similar way as in Step 1, we can show that n8H−2d23 approaches zero as n tends
to infinity.
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We turn to the quantity d24. Note that for (k1,k2,k3,k4) ∈ J4, the estimate in (5.7)






which converges to zero as n tends to infinity.








which approaches to zero as n tends to infinity. 2
3.5.2 Estimates of some triple integrals
In this subsection, we derive estimates for some triple integrals.
















where Bit , t ∈ [0,T ], i = 1,2,3 is either a fractional Brownian motion with Hurst pa-
rameter H > 12 or B
i
t = t. Then we have




for s, t ∈ D.






3→ 3T 2HBt .
Proof: The result in (i) follows from Proposition 5.10 in [14]. The convergence in (ii)
follows immediately from results in [9] or [46]. 2
We need the following technical lemma.
Lemma 3.5.2. Let f and g be Hölder continuous stochastic processes of order β > 1/2




]≤ K for some p≥ 1. Let h be a process on [0,T ]
such that




















where B1, B2 and B3 are the same as in Lemma 3.5.1, and i, j = 1,2,3. Then
‖G̃t− G̃s‖p ≤Kn−2H |t− s|
1
2 (5.12)
for s, t ∈ D.
131

























































Applying Proposition 5.10 in [14] to the second and third terms in the right hand side of
(5.13), and applying Lemma 3.5.4 to the first term and taking into account the estimate
in Lemma 3.5.1 (i), we obtain the inequality (5.12). 2
3.5.3 Fractional integrals
In this section, we recall some recent results on discrete and continuous fractional inte-
grals. As before, we denote by ‖ · ‖p the norm in the space Lp := Lp(Ω), where p≥ 1.
Definition 3.5.1. Let f = { f (t), t ∈ (a,b)} be a stochastic process such that f (t) ∈ Lp
for all t ∈ (a,b). We say that f is Hölder continuous of order β > 0 in Lp if
‖ f (t)− f (s)‖p ≤ K|t− s|β ,
for all t,s ∈ [a,b]. We denote
‖ f‖β ,p = sup
{
‖ f (t)− f (s)‖p
|t− s|β
: t,s ∈ (a,b)
}
.
The following lemma provides an Lp-estimate on a fractional Riemann-Stieltjes
integral. The result follows from the fractional integration by parts formula; see [49].
The proof is similar to that of Lemma 11.1 in [13], and is omitted.
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Lemma 3.5.3. Take p≥ 1, p′,q′ : 1p′ +
1
q′ = 1 and β ,β
′ ∈ (0,1) : β +β ′ > 1. Let f (x),
g(x), x ∈ (a,b) be Hölder continuous functions of order β and β ′ in Lpp′ and Lpq′ ,
respectively, and assume that f (a+) ∈ Lpp′ . Then










where K is a constant depending only on the parameters.
Define a double sequence of random variables ζ = {ζk,n,n ∈N,k = 0,1, . . . ,n} and






The following lemma from [14] considers the weighted summations of gn.
Lemma 3.5.4. Let p, p′, q′, β , β ′ and f be the same as in Lemma 3.5.3, and assume
that f is Hölder continuous of order β . Let gn be the sequence of processes defined in
(5.15), and for any j,k = 0,1, . . . ,n we have
E(|gn(kT/n)−gn( jT/n)|pq
′
) ≤ K(|k− j|/n)β
′pq′. (5.16)
Then for i, j = 0,1, . . . ,n−1, i > j,










We will need the following two convergence results on weighted random sums; see
[4, 13].
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Proposition 3.5.1. Let gn be defined as in (5.15) such that it satisfies the inequality
E(|gn(kT/n)−gn( jT/n)|4) ≤ K(|k− j|/n)2.
for j,k = 0,1, . . . ,n. Assume that the finite dimensional distribution of gn(t), t ∈ [0,T ]
converges stably to that of Wt , t ∈ [0,T ], where W is a standard Brownian motion
independent of B. Let f (t), t ∈ [0,T ] be a β -Hölder continuous process with the order
β > 1/2. Then the finite dimensional distribution of ∑
b ntT c




Following is the Lp-convergence version of Proposition 3.5.1.
Proposition 3.5.2. We take λ > 1− β for 0 < β < 1. Let p ≥ 1 and p′,q′ > 1 such
that 1p′ +
1
q′ = 1 and pp
′ > 1
β
, pq′ > 1
λ
. Let gn be the sequence of processes defined in
(5.15). Suppose that the following conditions hold true:
(i) For each t ∈ [0,T ], gn(t)→ z(t) in Lpq
′
.
(ii) For any j,k = 0,1, . . . ,n we have
E(|gn(kT/n)−gn( jT/n)|pq
′
)≤ K(|k− j|/n)λ pq
′
.
Let f = { f (t), t ∈ [0,T ]} be a process such that E(‖ f‖pp
′
β
)≤ K and E(| f (0)|pp′)≤ K.








f (s)dz(s) in Lp as n→ ∞.
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3.5.4 Proof of (3.29)





















































So it suffices to show that the Lp-norm of the two terms in the right hand side of (5.17)
is less than Kn1−4β .






It is clear that I(tk) = I1(tk) = I2(tk) for k = 0,1, . . . ,n. As in (3.9), we have the decom-
position






for t ∈ [0,T ]. Note that the E2 and E3 defined here are extensions of those in (3.9).





for e = 4,5. On the other hand, it is also easy to show that the inequality (5.18) holds
for e = 2,3. Therefore, we obtain





























































≤Kn−3β ≤ Kn1−4β .
This completes the proof. 2
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3.5.5 Proof of Lemma 3.4.1




































for s, t ∈ [0,T ]. Applying Lemma 8.2 in [14] to the right hand side of the above equation











n−β (tk+1∧ t− tk∨ s)β
≤K|t− s|β n1−2β , (5.20)

















‖Y‖β ,p ≤Kn1−2β . (5.21)
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n,i(s)dB js . (5.22)
We take










j (λXs +(1−λ )(θXs +(1−θ)Xns ))(1−θ)dλdθ ,































Applying Lemma 3.5.3 and taking into account the estimate (5.21), we obtain
∥∥∥∥Λt ∫ ts dgs ·Ys
∥∥∥∥
p
≤Kn1−2β (t− s)β .
This completes the proof of the estimate (4.1). The estimate for the quantity Γ−Γn can
be shown similarly. 2
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Chapter 4
Taylor schemes for rough differential equations and
fractional diffussions
4.1 Introduction
Consider the d-dimensional differential equation
dyt =V (yt)dxt , t ∈ [0,T ], y0 ∈ R, (1.1)
where x = (x1, . . . ,xm) is Hölder continuous of order β > 1/2 and V = (V ij)1≤i≤d,1≤ j≤m
is a continuous mapping from Rd to Rd×m. It is well-known (see [24] and [36]) that
if V is continuously differentiable and its partial derivatives are bounded and locally
Hölder continuous of order δ > 1
β
−1, then equation (1.1) has a unique solution that is
Hölder continuous of order β .
Our goal in this chapter is to study numerical approximations for the solution of
equation (1.1). We briefly recall the way to obtain some general numerical approxima-
tion schemes for equation (1.1).
Assume that V has sufficient regularity. A simple Taylor expansion (iterated appli-
cation of chain rule) leads, when t is sufficiently close to s, to the following approxima-
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dx j1u1 · · ·dx
jr
ur , y ∈ R
d .
In this expression, Γr is the collection of multi-indices of length r with elements in
{1,2, . . . ,m}, I is the identity function (I(y) = y) from Rd to Rd , and V j is the vector
field




V ij∂i f , j = 1, . . . ,m, (1.3)
where ∂i denotes the differential operator ∂∂yi , i = 1, . . . ,d (we refer the reader to [2, 6,
12] for more details; [12] gives a Taylor expansion with explicit form of the residual).
Let 0 = t0 < t1 < · · · < tn = T be any partition of the interval [0,T ]. On the in-




tk) to approximate yt . We iterate this on each







tk), t ∈ [tk, tk+1], (1.4)
for k = 0,1, . . . ,n−1, with yn0 = y0, In this chapter, we shall take tk =
T
n k, k = 0,1 . . . ,n.
The recursive scheme (1.4) can also be written as










where a∧ b is the smaller of the numbers a and b and bac is the integer part of a.
The recursive scheme (1.4) is usually called the time discrete Taylor scheme or simply
Taylor scheme, of order N. Note that the interpolation on each interval [tk, tk+1] used in
(1.4) and (1.5) guarantees that the numerical scheme has the same convergence rate at
non-discretization points t ∈ [0,T ]\D as at the discretization points t ∈ D = { knT, k =
0,1, . . . ,n}.
Taylor scheme (1.5) has been considered in [8] when x is a weak geometric p-rough
path (see Section 4.7), p ≥ 1. It is proved that under some additional regularity as-
sumptions on V , for N ≥ bpc, the rate of convergence of ynt to yt is n1−(N+1)/p. Clearly,
the larger the N in (1.5) is the higher will be the convergence rate. If N = 1, then (1.5)





tk)(xt− xtk), t ∈ [tk, tk+1], (1.6)
for k = 0,1, . . . ,n−1, with yn0 = y0. This classical Euler scheme has been studied, for
instance, in [13, 28, 30].
Remark 4.1.1. With an abuse of notation we shall use the same notation ynt to denote
the approximation obtained by different schemes when there is no confusion.
When one of the driving signals x is the time, say x1(t) = t, and when the others are
independent standard Brownian motions, an important scheme is the so-called Milstein





tk) , t ∈ [tk, tk+1], (1.7)
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u , where one or both of the j and j′ are 1. In the Brownian motion case, it
is well-known that the Milstein scheme has the same rate of convergence as the order 2
Taylor scheme while it requires fewer computations.
This motivates us to ask the following question.
Question 1. How to eliminate as many terms as possible in E (N)s,t (y) while keeping the
same rate of convergence? More precisely, we want to find subsets Γ̃r ⊆ Γr so that Γ̃r



























dx j1u1 · · ·dx
jr
ur . (1.8)








tk), t ∈ [tk, tk+1], (1.9)
for k = 0,1, . . . ,n−1, with yn0 = y0.
We shall study the rate of convergence of ynt to yt for any choice of Γ̃r in (1.8).
Two types of convergence will be studied in detail: almost sure convergence (when the
x j are Hölder continuous with exponents β j) and the Lp-convergence (when the x j are
143
fractional Brownian motions of Hurst parameters H j). The rates will be different for
these two types of convergence. Fix a set
Γ̃ = ∪Nr=1Γ̃r, N = max{|α| : α ∈ Γ̃} ,
where throughout the chapter |α| denotes the length of the multi-index α . The almost
sure rate θ
Γ̃
can be expressed in terms of β j (see (4.2) below) and the Lp-rate ρΓ̃ can
be expressed in term of Hurst parameters H j (see (6.3) below). These two expressions
lead to the best choices of Γ̃r in (1.8), depending on that one needs the almost sure
convergence (Γ̃r is given by (4.6) in Section 4) or one needs Lp-convergence (Γ̃r is
given by (6.12) in Section 6).
To motivate our second problem, let us recall that when the driving signals are frac-
tional Brownian motions of Hurst parameter H > 1/2, the classical Euler scheme (1.6)
has the exact convergence rate n1−2H (see [13, 30]). When we formally equal H to 1/2
(the standard Brownian motion case), we obtain no convergence! This demonstrates on
one hand, that in dealing with the incomplete Taylor schemes we may not be able to
use the same ideas from the Brownian motion case ([11, 22]). This is largely due to the
lack of the martingale property of the driving signals. We will pay special attention to
this fact. On the other hand, to improve the Euler scheme for the fractional Brownian












2H , t ∈ [tk, tk+1], (1.10)
for k = 0,1, . . . ,n−1, with yn0 = y0. Here we denote V = (V1, . . . ,Vm). It has been shown
that this modified Euler scheme has a higher rate of convergence than the classical Euler
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scheme. In particular, it is proved in [13] that for any t ∈ [0,T ],
E(|yt− ynt |p)1/p ≤






logn if H = 34 ,
Kn−1 if 34 < H < 1 ,
(1.11)
under proper regularity assumptions on V , where K is a constant independent of n.
The scheme (1.10) is obtained by adding to the classical Euler scheme (1.6) a
deterministic term (note that for simplicity, we assume here that x is a standard m-






2H , as opposed to double integral terms as in (1.7),
helps to save computation time due to the evaluation of double stochastic integrals. It
is then natural to ask the following question:
Question 2. Can we add some deterministic terms to the incomplete Taylor scheme
(1.9) so as to increase the rate of convergence?
We shall answer this question in the case when the x j’s are fractional Brownian









V j1 · · ·V jrI(y
n
tk)D j1,..., jr(t− tk), (1.12)




r=1 Γr and Γ̃ =
⋃N
r=1 Γ̃r, that will be given explicitly in Section 4.6.2. The
explicit form of D j1,..., jr(t), t ∈ [0,T ], is given in Remark 4.5.7.
The main tasks of this chapter are to establish the almost sure and the Lp-rate of
convergence results for the incomplete Taylor scheme (1.9) and the modified Taylor
scheme (1.12). It is worthy to emphasize that the modified Taylor scheme (1.12) has
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a higher Lp-rate of convergence than the incomplete Taylor scheme (1.9) (compare
Theorem 4.6.3 with Theorem 4.6.1). We also point out that our result extends that of
[13]: in the simplest case N = 1, our result recovers the upper bound estimate (1.11)
(see Example 4.6.4).
The remainder of the Taylor expansion (1.2) has an involved expression (see [2]). If
we throw some terms away, then the remainder is even more complicated. In the study
of the convergence rate for the schemes (1.9) and (1.12) it is necessary to investigate
this type of remainders. We shall express the error in the following form:




where Φ ∈Rd×d is the solution of a linear differential equation, Φ−1 is its inverse, that
is, ΦΦ−1 ≡ I, and Rt is the remainder term, whose upper bound usually provides the
desired convergence rate. The study of (1.13) is based on the algebraic properties of
equation (1.1), which are interesting in its own right (see Section 4.2.1-4.2.3). It is
well know that for i1, . . . , ir, j1, . . . , jr′ = 1, . . . ,m, the product
∫ t




u1 · · ·dxirur and∫ t




u1 · · ·dx
jr′
ur′ is equal to the summation of integrals of the form
∫ t




u1 · · ·dx
lr+r′
ur+r′ ,
where the summation runs over the multi-indices (l1, . . . , lr+r′) obtained by shuffling the
two multi-indices (i1, . . . , ir) and ( j1, . . . , jr′). The study of the error function Rt needs













τ,sp , where each
gγτ,s is itself a multiple integral. This expansion of multiple integral of the multiple inte-
grals can also be done by the shuffle-type permutations. A key ingredient in our proof
is to establish a relation between these shuffle-type permutations with the permutations
when we expand the iterated vector fields V j1 · · ·V jrI(y) through a generalized Leibniz
rule (see Propositions 4.2.1, 4.2.2 and 4.2.3).
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To obtain the rate of convergence for the modified Taylor scheme (1.12) we need











J̃r(A ) := Jr(A )−E[Jr(A )],
for A =
⋃n−1
k=0{(s1, . . . ,sr) : tk ≤ s1 < · · ·< sr ≤ tk+1}, where B
j, j = 1, . . . ,r is either a
fractional Brownian motion with Hurst parameter larger than 1/2 or the identity func-
tion. Note that Jr(A ) is well defined as an integrated Riemann-Stieltjes integral. The
L2-estimates are made possible by a monotonicity property of the multiple integral ob-
tained in Section 4.5.3; that is, for A ′ =
⋃n−1
k=0[tk, tk+1]
r, the L2-norms of Jr(A ) and
J̃r(A ) are less than those of Jr(A ′) and J̃r(A ′), respectively (see Sections 4.5.3 and
4.5.4).
The chapter is organized as follows. In Section 4.2, we introduce some shuffle-
type permutations and then apply them to expand the multiple integral of the multiple
integrals and we also derive a generalized Leibniz rule for iterated vector fields. With
these preparations we derive, in Section 4.3, an explicit expression for the error function
for the scheme (1.9). In Section 4.4, we obtain the almost sure convergence rate for the
scheme (1.9). In Section 4.5, we prove some Lp-estimate results. These estimates are
applied to obtain the Lp-convergence rate for the incomplete scheme (1.9) in subsection
4.6.1 and the Lp-convergence rate for the modified Taylor scheme (1.12) in subsection
4.6.2. In Section 4.7, we generalize the results in Section 4.3 to the rough paths case.
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In the appendix, we provide some necessary estimates of some multiple integrals and
the solution of some differential equations.
Along the chapter we denote by C a generic constant, that may be different form
line to line, and which might depend on T and the vector fields V ij .
4.2 Multiple integral of multiple integrals and general-
ized Leibniz rule
The primary aim of this section is to prove an identity on multiple integral of multiple
integrals (see Proposition 4.2.2) and a generalized Leibniz rule (see Proposition 4.2.3).
To do so, we need to introduce some shuffle-type permutations and their inverses (see
Section 4.2.1).
4.2.1 Shuffle-type permutations and their inverses
Let α = (α1, . . . ,αr) ∈ Γr, where Γr is the collection of multi-indices of length r with
elements in {1, . . . ,m}. Take ~l = (l1, . . . , lp) such that 1 ≤ l1 < · · · < lp = r, p ≤ r.
Assume that f ij ∈Cr−p(R), i = 1, . . . , p, j = 1, . . . ,m. As a motivation, we first consider
the following expression :
Vα0,l1
(
f 1αl1 · · ·Vαlp−2,lp−1
(





Here we denote αi, j := (αi+1, . . . ,α j−1), V j1,..., jk := V j1 · · ·V jk , and recall that V j is the
differential operator defined in (1.3). Note that the subindex of α in each element in
(2.1), either an operator or a function, identifies the location of this element in (2.1).
For example, Vα j is the jth element and f
i
αli
is the lith element.
148
It is easy to verify that V j satisfies the product rule, that is, V j( f g) = gV j f + f V jg
for f ,g ∈C1. By applying the product rule to (2.1), the operators Vα j , j ∈ {1, . . . ,r}\
{l1, . . . , lp} act on functions f iαli , i = 1, . . . , p, in such a way that:
(i) for j such that li−1 < j < li, the operator Vα j act on one of the functions f
i
αi
, . . . ,
f pαp ;
(ii) if two operators Vi and V j act on the same function f kαlk then their order in (2.1) is
kept.
Note that we take l0 = 0 in (i). The quantity (2.1) is then expanded into the summation













where α ′ is some permutation of α such that α ′τi = αli , i = 1, . . . , p, and (τ1, . . . ,τp)
are constants such that 1 ≤ τ1 < · · · < τp = r. Denote by µ(i) the new location of the
ith element of (2.1) in (2.2), then µ is the permutation of {1,2, . . . ,r} such that α =
α ′ ◦ µ . In particular, we have µ(li) = τi, i = 1, . . . , p. Each quantity of the form (2.2)
obtained from applying the product rule to (2.1) is then identified with a permutation µ
on {1, . . . ,r}. It is easy to see that these permutations satisfy:
Rule 1. µ(li)< µ(li+1), i = 1, . . . , p ;
Rule 2. µ(y) < µ(y′) if y < y′ and µ(y),µ(y′) ∈ Ii for some i, where (Ii, i = 1, . . . , p)
is the partition of {1, . . . ,r} defined as follows
I1 = {1, . . . ,µ(l1)}; Ii = {µ(li−1)+1, . . . ,µ(li)}, i = 2, . . . , p . (2.3)
In fact, Rule 2 is the “translation” of condition (ii) in terms of µ and Rule 1 is






, i = 1, . . . , p, in (2.2).
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The “translation” of condition (i) in terms of µ is:
Rule 3. µ(li−1)< µ(y) if li−1 < y < li .
This rule is implied by Rule 1 and 2:
Lemma 4.2.1. Assume that µ is a permutation of {1, . . . ,r} that satisfies Rule 1 and 2.
Then µ also satisfies Rule 3.
Proof We take y such that li−1 < y. Since µ is a bijection, we have µ(li−1) 6=
µ(y). Suppose that µ(li−1) > µ(y). Then there exists j such that µ(l j),µ(y) ∈ I j and
µ(li−1)≥ µ(l j)> µ(y). By Rule 2 we have l j > y. On the other hand, Rule 1 implies
that li−1 ≥ l j. So we obtain li−1 > y, which contradicts the assumption.
We are ready to define the shuffle-type permutations.
Definition 4.2.1. Take~l = (l1, . . . , lp) such that 1 ≤ l1 < · · · < lp = r. We define Θr(~l)
as the collection of all permutations of {1, . . . ,r} that satisfy Rule 1 and 2. Take ~τ =
(τ1, . . . ,τp) such that 1 ≤ τ1 < · · · < τp = r. We define Θr(~l;~τ) as the collection of
permutations in Θr(~l) such that µ(li) = τi, i = 1, . . . , p.
Note that the set Θr(~l ;~τ) could be empty for some l1, . . . , lp and τ1, . . . ,τp .
According to the above discussion, we have the following result:
Lemma 4.2.2. Take α =(α1, . . . ,αr)∈Γr,~l =(l1, . . . , lp) such that 1≤ l1 < · · ·< lp = r
































The proof of the lemma is omitted. Please note that in the above summation, when
Θr(~l;~τ ) = /0, we follow the convention that a summation over the empty set is 0.
We introduce another type of permutations, which will be the inverses of those in
Θr(~l). Let τ0 = 0 and~τ = (τ1, . . . ,τp) be the same as in Definition 4.2.1, and define the
partition on {1, . . . ,r} given by
Ii = {τi−1 +1, . . . ,τi} , i = 1, . . . , p . (2.4)
Definition 4.2.2. Let~l and~τ be as in Definition 4.2.1. We define Ξr(~τ) as the collection
of permutations ρ on {1,2, . . . ,r} such that ρ keeps the ordering of τ1, . . . , τp , i.e. the
last elements of I1, . . . , Ip , and the order of the elements in each Ii. In other words,
ρ ∈ Ξr(~τ) iff ρ satisfies
Rule 4. ρ(τi)< ρ(τ j) if i < j;
Rule 5. ρ(y)< ρ(y′) if y,y′ ∈ Ii and y < y′ .
We define Ξr(~l ;~τ) as the collection of permutations ρ in Ξr(~τ) such that ρ(τi) = li ,
i = 1, . . . , p.
Note that for ρ ∈ Ξr(~τ) we always have ρ(τp) = ρ(r) = r.
The following proposition shows that the permutations introduced in Definitions
4.2.1 and 4.2.2 are inverses of each other.
Proposition 4.2.1. Let~l and ~τ be as in Definition 4.2.1. Suppose that at least one of
the two sets Ξr(~l ;~τ) and Θr(~l ;~τ) is not empty. Then the following holds,
Ξr(~l ;~τ) = {ρ : ρ−1 ∈Θr(~l ;~τ)}. (2.5)
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Remark 4.2.1. It follows from Proposition 4.2.1 that Ξr(~l ;~τ)= /0 if and only if Θr(~l ;~τ)=
/0.
Remark 4.2.2. Equation (2.5) is equivalent to the following,
Θr(~l ;~τ) = {µ : µ−1 ∈ Ξr(~l ;~τ)}.
Proof of Proposition 4.2.1: We first note that the partitions (Ii, i = 1, . . . , p) defined
in (2.4) and in (2.3) are the same. Take ρ ∈ Ξr(~l;~τ) and denote µ := ρ−1. We show
that µ ∈Θr(~l;~τ). It is clear that µ satisfies Rule 1. Take y, y′ such that y < y′ and µ(y),
µ(y′) ∈ Ii . We have
ρ(µ(y)) = y < y′ = ρ(µ(y′)).
So Rule 5 in the definition of Ξr(~τ) implies that µ(y) < µ(y′). This shows that µ
satisfies Rule 2. We conclude that µ belongs to the right-hand side of (2.5). We take ρ
such that ρ−1 =: µ ∈Θr(~l ;~τ). Since
ρ(τi) = µ
−1(τi) = li < l j = µ−1(τ j) = ρ(τ j)




that is, ρ(y)< ρ(y′). So ρ satisfies Rule 5. We conclude that ρ ∈ Ξr(~l;~τ). 
4.2.2 Multiple integrals
Let g = (g1, . . . ,gm) be a Hölder continuous function on [0,T ] of order β > 1/2 with
values in Rm. Take α = (α1, . . . ,αr) ∈ Γr. Recall that we denote by Γr the collection
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of multi-indices of length r with elements in {1, . . . ,m}. We also denote Γ = ∪∞r=1Γr
the collection of all multi-indices with elements in {1, . . . ,m}. Recall that |γ| is the
length of the multi-index γ . Given a permutation ρ on {1, . . . ,r}, denote α ◦ ρ =
(αρ(1), . . . ,αρ(r)) ∈ Γr.
In this subsection, we study multiple integrals, defined as iterated Riemann-Stieltjes


























The following lemma gives a formula for the product of two such multiple integrals.
Lemma 4.2.3. Let γ ′, γ ′′ be multi-indices in Γ and denote r′ = |γ ′|, r′′ = |γ ′′| and










where Sh(γ ′,γ ′′) is the collection of permutations ρ on {1, . . . ,r} such that ρ does
not change the orderings of (1, . . . ,r′) and the orderings of (r′+ 1, . . . ,r), that is, if
y,y′ ∈ {1, . . . ,r′} or y,y′ ∈ {r′+1, . . . ,r}, and y < y′, then we have ρ(y)< ρ(y′).
This result can be shown by the properties of shuffle product of words (see, for
example [42]) and Fubini’s theorem.
The following is an immediate corollary of the above result.
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where we denote by γ− the multi-index obtained by removing the last element of γ , that
is, γ−= (γ1, . . . ,γr−1), and recall that γ(i) = γi denotes the ith element of γ . Applying























Denote by Ξ̃r(r′,r) the collection of permutations ρ on {1, . . . ,r} such that there exists
ρ ′ ∈ Sh(γ ′,γ ′′−) such that
ρ( j) =

ρ ′( j), j = 1, . . . ,r−1,







Equation (2.8) then follows by noticing that Ξ̃r(r′,r) = Ξr(r′,r). 
The following result is a generalization of Lemma 4.2.4.
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Proposition 4.2.2. Let γ1, . . . , γ p be multi-indices in Γ, and denote r = |γ1|+ · · ·+ |γ p|



















Proof We prove the proposition by induction on p. The proposition is clearly true
when p = 1, and by Lemma 4.2.4 it is true when p = 2. Take p ≥ 3. Assuming that























where γ̃ = (γ1, . . . ,γ p−1) and r̃ = τp−1. Applying Lemma 4.2.4 to the right-hand side





















For each ρ̃ ∈ Ξr̃(τ1, . . . ,τp−1) and ρ̂ ∈ Ξr(τp−1,τp), we define a permutation ρ = ρρ̃,ρ̂
on {1, . . . ,r} such that
ρ( j) =

ρ̂( j), j = τp−1 +1, . . . ,τp,
ρ̂(ρ̃( j)), j = 1, . . . ,τp−1.













ρρ̃,ρ̂ : ρ̃ ∈ Ξr̃(τ1, . . . ,τp−1), ρ̂ ∈ Ξr(τp−1,τp)
}
. (2.14)
It is easy to see that Ξr(~τ) is included on the right-hand side of (2.14), that is, for each
ρ ∈ Ξr(~τ), we can find ρ̃ ∈ Ξr̃(τ1, . . . ,τp−1) and ρ̂ ∈ Ξr(τp−1,τp) such that ρ = ρρ̃,ρ̂ .
In the following, we show the other inclusion. We take ρ = ρρ̃,ρ̂ from the right-
hand side of (2.14). Rule 4 for ρ̃ implies that ρ̃(τi) < ρ̃(τ j) for i, j = 1, . . . , p−1 and
i < j. This fact and Rule 5 for ρ̂ imply that
ρ(τi) = (ρ̂ ◦ ρ̃)(τi)< (ρ̂ ◦ ρ̃)(τ j) = ρ(τ j)
for i, j = 1, . . . , p−1 and i < j. On the other hand, Rule 4 for ρ̂ implies that
ρ(τp−1) = ρ̂(ρ̃(τp−1)) = ρ̂(τp−1)< ρ̂(τp) = ρ(τp).
Therefore, ρ satisfies Rule 4 in the definition of Ξr(~τ). Take now y < y′ and y,y′ ∈ Ii,
i = 1, . . . , p− 1. By Rule 5 for ρ̃ , we have ρ̃(y) < ρ̃(y′), and thus ρ(y) = ρ̂(ρ̃(y)) <
ρ̂(ρ̃(y′)) = ρ(y′). On the other hand, if y < y′ and y,y′ ∈ Ip, then by Rule 5 in the
definition of ρ̂ , we have ρ(y) = ρ̂(y) < ρ̂(y′) = ρ(y′). We conclude that ρ satisfies
Rule 5 in the definition of Ξr(~τ). In summary, we have shown that ρ ∈ Ξr(~τ). This
proves identity (2.14).
It is easy to show that there is no duplicated element in the set on the right-hand side
of (2.14), that is, whenever ρ̃ 6= ρ̃ ′ or ρ̂ 6= ρ̂ ′, we have ρρ̃,ρ̂ 6= ρρ̃ ′,ρ̂ ′ . This fact, together
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This completes the proof.
4.2.3 A generalized Leibniz rule
Using the permutation set Ξr(~τ), we can state the following Leibniz rule. Recall that
given a multi-index α = (α1, . . . ,αr) we denote αi, j = (α(i+1), . . . ,α( j−1)). We also
use V j1,..., jk := V j1 · · ·V jk , where V j is defined in (1.3).
Proposition 4.2.3. Take α = (α1, . . . ,αr) ∈ Γr,~l = (l1, . . . , lp) such that 1≤ l1 < · · ·<




f 1αl1 · · ·Vαlp−2,lp−1
(




















Proof The above formula follows from Lemma 4.2.2 and Proposition 4.2.1.
4.3 The error function
The objective of this section is to derive an explicit expression for the remainder in the
incomplete Taylor scheme (1.9). Let y be the solution of the differential equation
dyt = V (yt)dxt , y0 ∈ Rd, (3.1)
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on [0,T ], where x : [0,T ] → Rm is Hölder continuous of order β > 1/2 and V =










0 = y0, (3.2)











s,t , y ∈ Rd (3.3)
is the order-N Taylor expansion and Vγ := Vγ(1) · · ·Vγ(r) for γ = (γ(1), . . . ,γ(r)) ∈ Γr
(the collection of multi-indices of length r with elements in {1, . . . ,m}). Recall that I








dxγ(1)t1 · · ·dx
γ(r)
tr .









s )dxs− ynt is the remainder term. If we can find a function V̇j(ξ ,ξ ′)
on Rd×Rd (see (3.27)) such that
Vj(yt)−Vj(ynt ) = V̇j(yt ,ynt )(yt− ynt ),
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j = 1, . . . ,m, then equation (3.4) can be considered as a linear differential equation for
the error function y− yn. Our aim in this section is to derive an explicit expression for




s )dxs− ynt .
4.3.1 A linear differential equation for the error function
We first consider the differential operator Vγ appearing in (3.3). We denote by ϒp the
collection of multi-indices of length p with elements in {1, . . . ,d} and ϒ = ∪∞p=1ϒp.
For ζ ∈ ϒp, we denote
∂ζ := ∂ζ1∂ζ2 · · ·∂ζp ,
where ζ j is the jth element of ζ and recall that ∂i = ∂∂yi . For α ∈ Γr such that p ≤ r,
























where Ii(y) = yi, i = 1, . . . ,d is the projection function, and recall that given a multi-
index α = (α1, . . . ,αr), we denote αi, j = (αi+1, . . . ,α j−1). Note that the second equa-
tion in (3.5) follows from the identity V jIi(y) =V ij(y).












H(α ◦ρ,ζ ,~τ)∂ζ f . (3.6)
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H(α ◦ρ,ζ ,~τ)∂ζ f .






This completes the proof.























s,t , y ∈ Rd. (3.8)
According to Proposition 4.2.2, the multiple integral E ζs,t can be expressed as a linear
combination of elements in {xαs,t ,α ∈ Γ}. Recall that Γ = ∪∞r=1Γr is the collection of
multi-indices with elements in {1, . . . ,m}. The following lemma provides an explicit
formula for this linear combination. Recall that for a permutation ρ on {1, . . . ,r}, we
denote α ◦ρ = (αρ(1), . . . ,αρ(r)).
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Lemma 4.3.2. Take p ∈ N and ζ ∈ ϒp . Assume that V ∈CN−1. Then for each s, t ∈












H(α ◦ρ,ζ ,~τ)xαs,t +Q(N, p,ζ )s,t , (3.9)
where









γ = (γ1, . . . ,γ p),~τ(γ) = (τ1(γ), . . . ,τp(γ)) and τi(γ) = |γ1|+ · · ·+ |γ i|, i = 1, . . . , p.
Proof It follows from (3.7) and (3.8) that
E ζs,t(y) = ∑
γ1,...,γ p∈Γ:
1≤|γ1|,...,|γ p|≤N















We recall the notation γ = (γ1, . . . ,γ p), and τi(γ) = |γ1|+ · · ·+ |γ i|, i = 1, . . . , p. It
follows from Proposition 4.2.2 and the definition of the function H in (3.5) that
E ζs,t(y) = ∑
γ1,...,γ p∈Γ:
1≤|γ1|,...,|γ p|≤N















The second term in the above summation is exactly Q(N, p,ζ )s,t(y). On the other hand,
since








{(γ1, . . . ,γ p) : |γ i|= τi− τi−1, i = 1, . . . , p},



















































H(α ◦ρ,ζ ,~τ)xαs,t .
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Substituting the above expression into (3.10), we obtain identity (3.9).

































xαs,tH(α ◦ρ,ζ ,~τ)∂ζ f .(3.12)



























H(α ◦ρ,ζ ,~τ)xαs,t ,




xαs,tVα f = ∑
ζ∈ϒ:1≤|ζ |≤N
E ζs,t∂ζ f − ∑
ζ∈ϒ:1≤|ζ |≤N


























dx ju . (3.14)
Then, applying (3.13) to the second term on the right-hand side of (3.14) with f = Vj,
we obtain the following result.
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Proposition 4.3.1. Let E (N)s,t be the order-N Taylor expansion defined in (3.3). Assume



















Q(N−1, |ζ |,ζ )s,u(y)∂ζV (y)dxu . (3.16)
Applying the chain rule repeatedly we obtain
V (y+E (N)s,t (y)) =V (y)+ ∑
ζ∈ϒ:1≤|ζ |≤N










where for ζ ∈ ϒp, we denote















Note that the first two terms on the right-hand side of (3.17) are the integrands of (3.15),

























dxu−E (N)s,t (y) is equal to the summation
of multiple integrals of order higher than N. Our next result is a generalization of this
property. We first introduce a modification of the order-N Taylor expansion.
Definition 4.3.1. Let Γ̃ be a finite subset of Γ (collection of multi-indices with elements
in {1, . . . ,m}) and denote N = max
{
|α| ,α ∈ Γ̃
}














In the following, Ẽ ζs,t( f ) is the multiple integral defined as in (3.18) by replacing E
ζ j
s,t
by Ẽ ζ js,t in (3.18).
Proposition 4.3.2. Let Ẽ (N)s,t and E
(N)
s,t , t ∈ [0,T ] be the incomplete Taylor expansion
and the order-N Taylor expansion in Definition 4.3.1 with N = max
γ∈Γ̃ |γ|. Assume that
V ∈CN+1. Then the following equation holds true,
∫ t
s





























s,t (y) . (3.23)
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Proof As in (3.17), applying the chain rule several times we obtain
V (y+ Ẽ (N)s,t (y)) =V (y)+ ∑
ζ∈ϒ:1≤|ζ |≤N










Integrating both sides of the above equation with respect to dxu over [s, t] and then
subtracting Ẽ (N)s,t (y), we obtain
∫ t
s

















Applying Proposition 4.3.1 to the above equation we obtain equation (3.20).
Definition 4.3.2. Take α,α ′ ∈ Γ such that |α| = r and |α ′| = r + 1. We say that α
is contained in α ′, denoted by α b α ′, if there is an injection ρ from {1, . . . ,r} to
{1, . . . ,r+1} such that α(i) = α ′(ρ(i)), i = 1, . . . ,r.
Definition 4.3.3. We say that Γ̃ ⊂ Γ has a hierarchical structure if for any α ∈ Γ \ Γ̃
and α b α ′, we have α ′ ∈ Γ\ Γ̃.
The following result shows that the difference
∫ t
s V (y+ Ẽ
(N)
s,u (y))dxu− Ẽ (N)s,t (y) is
equal to the summation of multiple integrals of order “higher” than those in {xα : α ∈
Γ̃}.
Proposition 4.3.3. Let the assumptions be as in Proposition 4.3.2. Then the following
statements hold true:
(i) R1s,t(y) is a linear combination of the multiple integrals in
{
xαs,t : α ∈ Γ, |α| ≥ N +1
}
,
and the coefficients of this combination are the products of Vγ Ii(y) and ∂ζVj(y) for γ ∈Γ
such that |γ| ≤ N and ζ ∈ ϒ such that |ζ | ≤ N, i = 1, . . . ,d, j = 1, . . . ,m.
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(ii) R4s,t(y) is a linear combination of the multiple integrals in
{
xαs,t : α ∈ Γ\ Γ̃
}
, and
the coefficients are Vγ I(y) for γ ∈ Γ\ Γ̃ such that |γ| ≤ N.
(iii) Assume that Γ̃ has the hierarchical structure introduced in Definition 4.3.3. Then
R3s,t(y) is a linear combination of the multiple integrals in
{
xαs,t : α ∈ Γ\ Γ̃
}
, and the
coefficients are products of Vγ Ii(y) and ∂ζVj(y) for γ ∈ Γ such that |γ| ≤ N and ζ ∈ ϒ
such that |ζ | ≤ N, i = 1, . . . ,d, j = 1, . . . ,m.
With the help of Proposition 4.3.2 we can now derive an equation for the global
error function of the incomplete Taylor scheme (1.9) associated with the incomplete








tk), t ∈ [tk, tk+1], k = 0,1, . . . ,n−1. (3.25)
Recall that tk = kT/n, k = 0,1, . . . ,n− 1, bac is the integer part of a and a∧ b is the
small of a and b for a,b ∈ R.
Proposition 4.3.4. Let y and yn be the solutions of equation (3.1) and (3.25), respec-
tively. Let Res,t(y), e = 1,2,3,4, be the functions defined in (3.16), (3.21), (3.22) and














for t ∈ [0,T ].
Remark 4.3.1. Denote ε := y− yn, and set
V̇j(ξ ,ξ ′) :=
∫ 1
0
∂Vj(θξ +(1−θ)ξ ′)dθ , (3.27)
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for ξ ,ξ ′ ∈ Rd , j = 1, . . . ,m. The following linear differential equation for ε can be







































































Equation (3.26) then follows by noticing equation (3.4).
4.3.2 The explicit expression for the error function
In this subsection we derive an explicit expression of the error function y− yn, where y
and yn are solutions of equation (3.1) and (3.25), respectively, with Ẽ (N)s,t (y) being the
incomplete Taylor expansion (3.19).
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We define the fundamental equation of (3.28),



















for t ∈ [0,T ]. Recall that V̇ is defined in (3.27) and I is the d×d identity matrix. The
fact that Ψ is the inverse of the function Φ, i.e. ΨΦ≡ I, can be shown by applying the






dΨs ·Φs = 0.
The following result provides an explicit expression for the error function y− yn
under the above assumptions. We denote η(t) = tk for t ∈ [tk, tk+1).
Theorem 4.3.1. Let assumptions be as in Proposition 4.3.4. The following expression
























Proof By applying the product rule to the quantity on the right-hand side of equation
(3.31) and taking into account identities (3.29) and ΦΨ ≡ I, we can show that this
quantity satisfies equation (3.28), and by the uniqueness of the solution of equation
(3.28), we conclude that it is equal to yt− ynt .
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4.4 The incomplete Taylor scheme
Let y be the solution of the differential equation (3.1) and let x j be Hölder continuous of
order β j > 1/2. Given any finite set Γ̃ of Γ (collection of multi-indices with elements
in {1, . . . ,m}) let yn be the approximation solution defined by (3.25), where Ẽ (N)s,t (y)
is the incomplete Taylor expansion in Definition 4.3.1. In this section, we study the
convergence rate of yn to y. Denote β := min j β j.
Let a,b ∈ [0,T ] with a < b and δ ∈ (0,1). For a function z : [0,T ]→ R, ‖z‖a,b,δ





: a≤ u < v≤ b
}
.
We will denote the uniform norm of z on the interval [a,b] by ‖z‖a,b,∞. When a = 0 and
b = T , we will simply write ‖z‖∞ for ‖z‖0,T,∞ and ‖z‖δ for ‖z‖0,T,δ .
The following lemma provides some upper bounds of yn, Φ and Ψ.
Lemma 4.4.1. Let Γ̃ be a finite subset of Γ and assume V ∈CN+1b . Let y
n be the solution





where C is a constant independent of n. Furthermore, the following estimate holds true
for the functions Φ and Ψ defined in (3.29) and (3.30),





Proof The upper bound estimate for yn follows immediately from Lemma 4.8.4. We
turn to the function Φ. Consider the following system of equations

















Applying Lemma 3.1 in [13] to the above system we obtain






Applying the estimate (4.1) to the right-hand side of the above inequality, we obtain the
upper bound for ‖Φ‖β . The upper bound for ‖Φ‖∞ follows from the estimate of ‖Φ‖β .
The upper bounds for Ψ can be shown similarly.
We also need the following upper bound on Ẽ (N)s,· (y).
Lemma 4.4.2. Take s,s′ ∈ [0,T ] such that s < s′ and y ∈ Rd . Assume that V ∈CN−1b .
Then for the incomplete Taylor expansion Ẽ (N)s,t (y), t ∈ [s,s′] we have









for some constant C independent of n.















The desired estimate follows immediately by noticing that Ẽ (N)s,t (y) is a linear combina-
tion of multiple integrals in {xαs,t : α ∈ Γ̃}.





βα(1)+ · · ·+βα(|α|)−1 : α ∈ Γ\ Γ̃
}
. (4.2)
Lemma 4.4.3. Assume that α belongs to Γ\ Γ̃. Assume that f is a Hölder continuous
function of order β . Then there exists a constant K such that for t, t ′ ∈ [tk, tk+1], k =
0,1, . . . ,n−1, we have
∣∣∣∣∫ t ′t fudxαtk,u















∣∣∣∣∫ t ′t fudxαtk,u




















j=1 βα j .
Since α /∈ Γ̃, we see that ∑rj=1 βα j ≥ θ +1, proving the desired estimate.
In the following, we consider the incomplete Taylor scheme (3.25) defined by any
finite set Γ̃.
Lemma 4.4.4. Assume that Γ̃ has the hierarchical structure introduced in Definition
4.3.3. Assume that f is a Hölder continuous function of order β , and Res,t(y), e =
1,2,3,4, are the functions defined by (3.16), (3.21), (3.22) and (3.23). Assume that
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V ∈CN+1b . Then there exists a constant K such that for t, t
′ ∈ [tk, tk+1]⊂ [0,T ], we have
∣∣∣∣∫ t ′t fudR2tk,u(y)










∣∣∣∣∫ t ′t fudRetk,u(y)








n−θ−1, e = 1,2,3,4.( .4)





linear combination of integrals of the form
∫ t ′
t
fudxαtk,u, α ∈ Γ\ Γ̃ .
So inequality (4.4) for e = 1,3,4 follows from Lemma 4.4.3.














and taking into account the estimates in Lemma 4.4.2. Finally, inequality (4.4) holds
for e = 2 because it is easy to verify from the definition of θ that (N +1)β ≥ θ +1.
The following theorem is the main result in this section.
Theorem 4.4.1. Let Γ̃ be a finite subset of Γ and let θ be defined by (4.2). Assume that
Γ̃ has the hierarchical structure introduced in Definition 4.3.3. Let y be the solution of
equation (3.1) and let yn be the solution to (3.25). Assume that V ∈CN+1b . Then
sup
t∈[0,T ]
|yt− ynt | ≤ Gn−θ ,
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where












Proof Because of identity (3.31) and the estimate of ‖Φ‖∞ in Lemma 4.4.1, we only









is bounded by Gn−θ for t ∈ [0,T ]. Inequality (4.4) in Lemma 4.4.4 shows that the above































Applying the estimates on Ψ given in Lemma 4.4.1 to the above expression, we
obtain the desired estimate.
Now we can apply this theorem to obtain the best Taylor scheme. It is clear that
the possible rates of convergence are of the form n−θ , where θ is a nonnegative integer





k jβ j−1, k j = 0,1,2, . . . and j = 1, . . . ,m . (4.5)
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Given a rate of the above form we define
Γ(θ) := {α ∈ Γ : βα(1)+ · · ·+βα(|α|)−1 < θ}. (4.6)
Lemma 4.4.5. If θ has the form (4.5), then θΓ(θ) = θ , where θΓ(θ) is defined by (4.2).
Proof Let θ = ∑mj=1 k jβ j−1 for some k j, j = 1, · · · ,m. Consider
α = (
k1︷ ︸︸ ︷
1, . . . ,1, . . . ,
km︷ ︸︸ ︷
m, . . . ,m) .
Then βα(1)+ · · ·+βα(|α|)−1 = θ and hence α 6∈ Γ(θ). This shows that θΓ(θ) ≤ θ . If
θΓ(θ) < θ , then, by the definition of θΓ(θ), there is an α = (α(1), . . . ,α(r)) ∈ Γ\Γ(θ)
such that βα(1)+ · · ·+βα(|α|)− 1 < θ . On the other hand, by our definition of Γ(θ),
α ∈ Γ(θ). This is a contradiction. Thus θΓ(θ) = θ .
Remark 4.4.1. (i) From Lemma 4.4.5 and from Theorem 4.4.1, we see that a possible
rate has the form n−θ , where θ is of the form (4.5), and for a rate of this form,
the best choice of the incomplete Taylor scheme (3.25) is Γ̃ = Γ(θ).
(ii) When βi = β , i = 1, . . . ,m for β > 1/2, θ = (N +1)β −1 and Γ(θ) becomes
Γ(θ) = {α ∈ Γ : |α| ≤ N}.










for t ∈ [tk, tk+1], k = 0,1, . . . ,n−1. According to Theorem 4.4.1, its convergence
rate is n1−(N+1)β , which coincides with the result obtained in [8].
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4.5 Lp-estimates of weighted random sums and multiple
integrals
In the first subsection, we recall some definitions on fractional integrals and derivatives
to fix the notation we are going to use. In the subsequent three subsections, we derive
some Lp-estimates of weighted random sums and multiple integrals, which are needed
to obtain the rate of convergence for the modified Taylor scheme (1.12).
4.5.1 Elements of fractional calculus
Take f ∈ L1([0,T ]) and δ > 0. The left-sided and right-sided fractional Riemann-
Liouville integrals of f of order δ are defined, for almost all t ∈ (a,b), by





(t− s)δ−1 f (s)ds
and





(s− t)δ−1 f (s)ds,




δ−1e−rdr is the Gamma function. For p≥ 1, let Iδa+(Lp([0,T ]))
(respectively Iδb−(Lp([0,T ]))) be the class of functions f which may be represented
as an Iδa+- (I
δ
b−-) integral of some Lp-function ϕ . If f ∈ I
δ
a+(Lp([0,T ])) (respectively
f ∈ Iδb−(Lp([0,T ]))) and 0 < δ < 1 then the fractional Weyl derivative is defined as
































where a < t < b.
4.5.2 Lp-estimate of weighted random sums
Let ζ = {ζk,n,n ∈ N,k = 0,1, . . . ,n} be a double sequence of random variables. The
aim of this subsection is to provide an Lp-estimate of the weighted summations of this
sequence, which we need for the rate of convergence of the modified Taylor scheme.
We first introduce the space of Hölder continuous functions in Lp.
Definition 4.5.1. Let f be a stochastic process on [0,T ] such that f (t) ∈ Lp for each t.
We say that f is Hölder continuous of order β in Lp if
‖ f (t)− f (s)‖p ≤ K|t− s|β , s, t ∈ [0,T ]
for β > 0. We define the seminorm
‖ f‖β ,p = sup
{
‖ f (t)− f (s)‖p
(t− s)β
: 0≤ s < t ≤ T
}
.
In the following, we denote tk = kT/n, k = 0,1, . . . ,n and η(t) = tk for t ∈ [tk, tk+1).




q′ and let β ,β
′ be in (0,1)
such that β +β ′ > 1. Let ζ = {ζk,n,n ∈ N,k = 0,1, . . . ,n} satisfy
E









for all i, j = 0,1, . . . ,n, i> j and for some constant L> 0. Let f be a continuous process
and assume that f is Hölder continuous of order β in Lq′ . Then for i, j = 0,1, . . . ,n−1,
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i > j,
∥∥∥∥∥ i∑k= j+1 f (tk)ζk,n
∥∥∥∥∥
p











where c is a constant depending on T and the parameters p,q,q′,β ,β ′.














We shall use the following fractional integration by parts formula to deal with the above








b− gn,b(t)dt + f (a)(gn(b−)−gn(a+)), (5.2)
where we denote fa(t) = 1(a,b)(t)( f (t)− f (a)), gn,b(t) = 1(a,b)(t)(gn(t)−gn(b−)) and
δ ∈ [0,1].
We denote a := t j and b := ti+1. Let δ be such that 1−β ′< δ < β . By the definition
of the fractional derivative it is easy to show that
∥∥∥Dδa+ fa+(t)∥∥∥q′ ≤ ‖ f‖β ,q′Γ(1−δ ) ββ −δ (t−a)β−δ . (5.3)
178
On the other hand,










We first consider the second term on the right-hand side of the above inequality. When
t ≥ b− Tn , we have gn(t)−gn(s) = 0 and thus the second term is equal to zero. When








































































Substituting the above inequality and (5.5) into (5.4) we obtain
∥∥∥D1−δb− gn,b(t)∥∥∥q ≤ cL(b− t)β ′+δ−1 + cLn−β ′(η(t)+ Tn − t)δ−1. (5.6)
By the fractional integration by parts formula (5.2) and by (5.3) and (5.6) we obtain
∥∥∥∥∫ ba f (t)dgn(t)
∥∥∥∥
p
















≤ cL‖ f‖β ,q′(b−a)β+β
′





























































4.5.3 Monotonicity in the L2-norm of multiple integrals
In this subsection we derive a monotonicity result on the L2-norm of multiple in-
tegrals with respect to the fractional Brownian motion. We recall that a standard
one-dimensional fractional Brownian motion (fBm) is a centered Gaussian process
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t2H + s2H−|t− s|2H
)
,
where H ∈ (0,1) is the Hurst parameter. Our proof is based on the approximation of
multiple integrals by sums of products of fBm increments. Throughout this subsection,
we assume that, for j = 1, . . . ,N, B j is either a fBm with Hurst parameter H j > 1/2 or
the identity function. Assume in addition that for j, j′ = 1, . . . ,N, the two processes B j
and B j
′
are either mutually independent or equal.
We first recall a formula for the expectation of a product of increments. Take an
even number r. There are (r− 1)!! ways to arrange the elements of {1, . . . ,r} into
pairs. We denote by Rr the collection of these ways. Assume that each τ ∈Rr is of the
form τ = {(τ1,τ2), . . . ,(τr−1,τr)}, where τi ∈ {1, . . . ,r}. For a subinterval I = (s, t) of






s . The following is a consequence of the Feynman
diagram formula (see [21, page 16]).
Lemma 4.5.1. Let Ii, i = 1, . . . ,r, be subintervals of [0,T ].
(i) If B j, j = 1, . . . ,r are fBms, then the following identity holds true,









] · · ·E[Bτr−1Iτr−1 B
τr
Iτr
], r is even.
0, r is odd.
(ii) The following inequality holds true,
E[B1I1 · · ·B
r
Ir ] ≥ 0.
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Proof The first result is the Feynman diagram formula for products of Gaussian ran-
dom variables. The second result follows from (i) and the fact that the increments of a
fBm with Hurst parameter H > 1/2 have positive correlation.
We recall an Lp-convergence result in Proposition 2.2 [13].
Proposition 4.5.2. Assume that f and g are stochastic processes which are Hölder
continuous of orders µ and λ in Lp (see Definition 4.5.1) for any p ≥ 1, respectively,
such that λ + µ > 1. Assume that f0 ∈ Lp. Then, the integral
∫ T
0 f dg exists as a
Riemann-Stieltjes integral of Lp-valued functions, and, as a consequence, we have the









f dg , where tk = kT/n, k = 0,1, . . . ,n .








1A dB1s1 · · ·dB
r
sr
for any Borel subset A ⊂ [0,T ]r such that the above multiple integral exists as an
iterated Riemann-Stieltjes integral defined using Lp-convergence. For any 0≤ s < t ≤
T , we define
[s, t]r< = {(s1, . . . ,sr) ∈ [0,T ]r : s≤ s1 ≤ ·· · ≤ sr ≤ t}.


















(∣∣Jr(A ′)∣∣2) . (5.8)






k+1] for 0 ≤ k ≤ l. By Proposition 4.5.2, it
























Applying Proposition 4.5.2 several times we obtain
lim
nr→∞
· · · lim
n1→∞
E










, . . . , tnrkr )
∣∣∣∣∣
2
 = E(|Jr(A )|2) .(5.9)
It is clear that this identity still holds when we replace A by A ′. On the other hand,
since A ⊂A ′, it follows from Lemma 4.5.1(ii) that
E






























By taking limits in both sides of the above inequality and taking into account (5.9) we
obtain inequality (5.8).
Remark 4.5.1. The monotonicity property in Proposition 4.5.3 can be generalized to
any A ,A ′ ⊂ [0,T ]r such that A ⊂ A ′ as long as the multiple integrals Jr(A ) and
Jr(A ′) are well defined as iterated Riemann-Stieltjes integrals. The same generaliza-
tion holds true for the monotonicity property established in Proposition 4.5.4 below.
Remark 4.5.2. In the same way as in the proof of Proposition 4.5.3, we can show that
E(Jr(A )) = lim
nr→∞

















, . . . , tnrkr )
)
.(5.10)
So the expectation of the multiple integral Jr(A ) is always zero when the number of
fBms in {B1, . . . ,Br} is odd.
Lemma 4.5.2. Let Ii, i = 1, . . . ,2r, be subintervals of [0,T ], where r is an even number.
If B j, j = 1, . . . ,2r are fBms, then the following identity holds true,















where R ′2r is a subset of R2r such that for τ ∈R2r \R ′2r, either τi,τi+1 ∈ {1, . . . ,r} or
τi,τi+1 ∈ {r+1, . . . ,2r}, i = 1,3, . . . ,2r−1. In particular, the covariance of B1I1 · · ·B
r
Ir




















Ir+1 · · ·B
2r
I2r ].
The lemma then follows immediately from Lemma 4.5.1 (i).
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Recall that we define the centered multiple integral as
J̃r(A ) := Jr(A )−E [Jr(A )] .
Following is the monotonicity result on the L2-norm of this multiple integral.
Proposition 4.5.4. Let A and A ′ be as in Proposition 4.5.3. Then we have
E
(∣∣∣J̃r(A )∣∣∣2) ≤ E(∣∣∣J̃r(A ′)∣∣∣2) . (5.11)
Proof We first notice that
E
(∣∣∣J̃r(A )∣∣∣2) = E(|Jr(A )|2)−E(Jr(A ))2 .
By applying (5.9) and (5.10) to the above equation, we have
E
(∣∣∣J̃r(A )∣∣∣2) = lim
nr→∞

















































×1A (tk1, . . . , tkr)1A (tk′1, . . . , tk′r). (5.12)


























]1A ′(tk1 , . . . , tkr)1A ′(tk′1, . . . , tk′r).
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By summing over k1,k′1, . . . ,kr,k
′
r and taking limits on both sides of the above inequal-
ity, and taking into account the identity (5.12), we obtain the inequality (5.11).
4.5.4 Lp-estimates of multiple integrals
In this subsection, we assume that B1 is the identity function and denote H1 = 1, and B j
is a fBm of Hurst parameter H j > 1/2, j = 2, . . . ,m. We assume in addition that B2, . . . ,
Bm are mutually independent. For α = (α1, . . . ,αr)∈ Γr (the collection of multi-indices
of length r with elements in {1, . . . ,m}), and A ⊂ [0,T ]r, we write






1A (s1, . . . ,sr)dBα1s1 · · ·dB
αr
sr ,
provided that this multiple integral exists, as an integrated Riemann-Stieltjes integral in
Lp, for all p≥ 1. Recall that D = {tk = kT/n,k = 0,1, . . . ,n}.
Proposition 4.5.5. Denote (see (5.7)) Ak = [tk, tk+1]r<, k = 0,1, . . . ,n−1. Take s, t ∈D,




≤ Cνn(α)(t− s)1/2, (5.13)
where C is a constant that depends on T , m and α , and
νn(α) =

n1−Hα if r′ is even ,
nH−Hα if r′ is odd .
(5.14)
Here Hα := Hα1 + · · ·+Hαr and H = maxi:αi 6=1
Hαi .
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Proof According to Proposition 4.5.3, it suffices to show that the Lp-estimate holds










r j , (5.15)
where r j = #{i : αi = j}, j = 1, . . . ,m and r1 + · · ·+ rm = r.
We first consider the case when r1 = 0. Denote by µq the qth moment of a standard
Gaussian random variable G∼N (0,1), that is, µq = (q−1)!! when q is even and µq =























If we denote G jk = (
n
T )
H jB jtk,tk+1 , then, applying the above decomposition to (5.15), we
have
























(r j− p j)!




Therefore, for any 0≤ k1 ≤ k2 ≤ n−1,





∥∥∥∥∥ k2∑k=k1( nT )−∑
m








(r j− p j)!






























































































:= E1 +E2. (5.18)



























where αH j = H j(2H j−1), it is easy to see that
E1 ≤Cn(t− s). (5.20)
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≤ C(k− k′)(2H j−2)p j , k,k′ : |k− k′| ≥ 2,
and thus



















r j−p j . (5.21)
Since 2H j − 2 < 0, the quantity (k− k′)(2H j−2)∑
m
j=2 p j reaches maximum when p2 =









r jH j = Hα1 + · · ·+Hαr ,
we obtain inequality (5.13) for the case when r is even.




µr j−p j 6= 0














must be even, and so ∑mj=2 p j must be odd. Therefore, for (5.21) we have
E2 ≤ C ∑
k>k′+2
(k− k′)(2H−2)
≤ Cn2H(t− s). (5.23)
Substituting the estimates (5.20) and (5.23) into (5.18) and taking into account (5.17),
we obtain the estimate (5.13) when r is odd.

















Now we can apply the inequality (5.13) for the case r1 = 0 to the right-hand side of the
above equation to obtain the inequality (5.13) in the general case.
Remark 4.5.3. By the monotonicity property in Proposition 4.5.3 we can also show
that the rate 1−Hα or H−Hα obtained in Proposition 4.5.5 is optimal; that is, there
exists a constant C such that the right-hand side of inequality (5.13) is the lower bound
for the quantity
∥∥∥∑nt/T−1k=ns/T Jαr (Ak)∥∥∥2 with Ak = [tk, tk+1]r< . This follows by taking Ãk of
the following form:
















where h = Tn and k = 0,1, . . . ,n− 1. Since Ãk ⊂ Ak, by the monotonicity property, it






which can be done in a similar way as in the proof of Proposition 4.5.5.
Remark 4.5.4. Denote r j = #{i : αi = j}, j = 1, . . . ,m. From Remark 4.5.2 we see
that E[Jαr (A )] = 0 if (r− r1) is odd. In fact, in a similar way, we can show that
E[Jαr (A )] 6= 0 iff r j, j = 2, . . . ,m are all even numbers.
We turn to the L2-estimate of centered multiple integral J̃αr (A ) := J
α
r (A )−E[Jαr (A )].
We shall prove that the rate in (5.13) will be improved and this is the basis for the
introduction of the modified Taylor scheme. Recall that H = max
i:αi 6=1
Hαi and Hα =
Hα1 + · · ·+Hαr .
Proposition 4.5.6. Let Ak, k = 0,1, . . . ,n−1 be as in Proposition 4.5.5. Take s, t ∈ D














logn if H = 34 ,
n2H−1−Hα if 34 < H < 1 .
Proof According to Proposition 4.5.4, it suffices to consider the case when Ak =
[tk, tk+1]r, k = 0,1, . . . ,n−1. We first assume that r1 = 0. By (5.16), we have











So by denoting P = {(p2, . . . , pm) : p j = 0,1, . . . ,r j, j = 2, . . . ,m} and 0 = (0, . . . ,0)
we can write











(r j− p j)!
µr j−p jHp j(G
j
k).
As in (5.18), we can write




















j=2 r jH j ∑
(p2,...,pm)∈P\0
(E1 +E2). (5.25)
Since r is even, by the same argument as in the proof of the Proposition 4.5.5, we see
that for p j, j = 2, . . . ,m such that E2 6= 0, ∑mj=2 p j must be even. So, for (p2, . . . , pm) ∈
P \0, we have ∑mj=2 p j ≥ 2. This implies




Cn(t− s) if 12 < H <
3
4 ,
Cnlogn(t− s) if H = 34 ,
Cn4H−2(t− s) if 34 < H < 1 .
Applying (5.20) and the above estimate to (5.25), we obtain the upper bound estimate
in (5.24).
Finally, the estimate (5.24) for the case r1 > 0 follows immediately from the esti-
mate in the case r1 = 0. 2
Remark 4.5.5. As in Remark 4.5.3, we can show that the upper bound in Proposition
4.5.6 is optimal.
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logn if H = 34 ,
n2H−2 if 34 < H < 1 .
(5.26)





= E[Jγr ([0, t]r<)].
From Remark 4.5.4, Dγ(t) = 0 if some r j = #{i : γi = j}, j = 2, . . . ,m is odd. In the
following we derive an explicit formula for Dγ(t) when all r j, j = 2, . . . ,m are even.
Recall that when r is an even number, the set Rr is defined in Section 4.5.3. When
r is an odd number, we define Rr to be the collection of ways to arrange (1, . . . ,r) into
( r−12 ) pairs and one element and we write τ = {(τ1,τ2), . . . ,(τr−2,τr−1),τr}, where τi,
i = 1, . . . ,r, are elements in {1, . . . ,r}.
For r ∈ N, we denote by R(γ) the subset of Rr such that for τ ∈ R(γ) we have
γτi = γτi+1 for i = 1,3,5, . . . and i < r, and when r is odd it satisfies an additional
condition that τr = 1. We denote τ∗ = {i = 1,3,5, · · · : τi 6= 1, i < r}.
We denote by Ḃ jt , t ∈ [0,T ] the fractional white noise associated with the fBm B j
(see [18]), j = 1, . . . ,m. Since
E[Ḃit Ḃ js ] = αH j |t− s|
2H j−2δi, j,
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Ḃγ1t1 · · · Ḃ
γr











αHτi |tτi− tτi+1 |
2H−2dt1 · · ·dtr.
4.6 Lp-rates for incomplete and modified Taylor schemes
In this section, we consider the numerical approximation of the solution for the SDE
dyt = V (yt)dBt , y0 ∈ Rd, t ∈ [0,T ], (6.1)
where B = (B1, . . . ,Bm) and B j is a standard fractional Brownian motion (fBm) with
Hurst parameter H j > 1/2 for j = 2, . . . ,m and B1 is the identity function. Assume in
addition that B2, . . . ,Bm are mutually independent.
4.6.1 The incomplete Taylor scheme for SDE driven by fBm


















where Γ̃ is a finite subset of Γ. Recall that Γ = ∪∞r=1Γr, and Γr is the collection of
multi-indices of length r with elements in {1, . . . ,m}. We denote N = max
γ∈Γ̃ |γ|.
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Take α ∈ Γ. Denote r′(α) = #{i : αi 6= 1} and
ϑ(α) =












Hα −ϑ(α) , α ∈ Γ\ Γ̃
}
, (6.3)
where recall that Hα = Hα1 + · · ·+Hαr for α ∈ Γr.
We first derive two auxiliary results. We take β such that 1/2 < β < min j H j.
Lemma 4.6.1. Let Res,t , e = 1,3,4 be defined by (3.16), (3.22) and (3.23). Assume that
Γ̃ has the hierarchical structure introduced in Definition 4.3.3. Assume that V ∈CN+2b .









e = 1,3,4 . (6.4)
Proof According to Proposition 4.3.3, Retk,tk+1(y
n
tk), e = 1,3,4, are the summations of
quantities of the form U(yntk)B
α
tk,tk+1 for α ∈ Γ \ Γ̃. Since V ∈ C
N+2
b , it is easy to see
from Proposition 4.3.3 that U ∈ C1b . To prove the lemma, it suffices to show that the






tk,tk+1, α ∈ Γ\ Γ̃ . (6.5)











On the other hand, Lemma 4.4.1 implies that ‖yn‖β ,p≤C. So we can apply Proposition










This completes the proof.
Lemma 4.6.2. Let f be a stochastic process on [0,T ], such that E(‖ f‖p
β
) and E(‖ f‖p∞)
are finite for all p ≥ 1. Let Γ̃, Res,t(y), e = 1,3,4 and V be as in Lemma 4.6.1 and let
Res,t(y) be defined in (3.21). Then the following estimate is true for e = 1,2,3,4 and









≤ Kn−ρ , (6.6)
where K depends on E(‖ f‖p
β
), E(‖ f‖p∞) and the vector fields Vj.
Proof: According to the estimate (4.3) in Lemma 4.4.4 and taking into account the
assumption that E(‖ f‖p
β

























where the last inequality follows by taking β sufficiently close to min j H j and the fact
that we can find α ∈ ΓN+1 such that Hα −ϑ(α)< (N +2)β −1.




















Applying Proposition 4.5.1 to ∑lk=0 R
e,2
k and taking into account the estimate in Lemma




≤ Kn−ρ . (6.7)





d fvdBαtk,u, α /∈ Γ̃.







≤ Kn−βα1−···−βαp−β ≤ Kn−ρ−1,
where the last inequality follows by taking β j, j = 1, . . . ,m sufficiently close to H j and








∥∥∥Re,1k ∥∥∥p ≤ n−1∑k=0 Kn−ρ−1 = Kn−ρ . (6.8)
Combining (6.7) and (6.8), we obtain the inequality (6.6) for e = 1,3,4.
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Theorem 4.6.1. Let Γ̃ be a finite subset of Γ. Assume that Γ̃ satisfies the hierarchical
structure defined in Definition 4.3.3. Let y be the solution of equation (6.1) and yn be
the solution of numerical equation (6.2) with Ẽ (N)s,t defined in (6.2). Take M > 0. Assume








≤ CMn−ρ , (6.9)
where CM is a constant depending on M.





















where Φ and Ψ are solutions of equations (3.29) and (3.30). According to the esti-
mate of ‖Φ‖∞ in Lemma 4.4.1, the Lp-norm of the quantity 1{‖B‖β<M}Φt is less than a













is less than CMn−ρ . We take fs = 1{‖B‖β<M}Ψs, then it follows again from Lemma 4.4.1
that E[‖ f‖p
β
] and E[‖ f‖p∞] are bounded by a constant independent of n. So applying
Lemma 4.6.2 to (6.10) we obtain the upper bound CMn−ρ . This completes the proof.
Remark 4.6.1. With more careful estimates in Lemmas 4.6.1 and 4.6.2 and with the
help of Remark 4.5.3, we can show that the convergence rate of the incomplete Taylor
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scheme obtained in Theorem 4.6.1 is optimal, that is, we can find a constant C such that
the left-hand side of (6.9) is greater than its right-hand side.
The following result follows immediately from Theorem 4.6.1.
Corollary 4.6.1. Let the assumption be as in Theorem 4.6.1. The scaled error nρ(yt −
ynt ), t ∈ [0,T ] of the numerical scheme is bounded in probability (or tight), that is, for
every ε > 0, there exists C > 0 such that
P(nρ |yt− ynt |>C)≤ ε for all n.
To obtain the best choice of Γ̃ by Theorem 4.6.1, we will follow the same ideas as
in (4.5) and (4.6). Take nonnegative integers r1, . . . ,rm and denote r′ = ∑mj=2 r j. First,





j=1 r jH j−1 i f r′ is even
∑
m
j=1 r jH j− maxj>1:r j>0
H j i f r′ is odd .
(6.11)
Given a ρ of the above form we define
Γ̂(ρ) =
{
α ∈ Γ : Hα −1 < ρ, r′(α) is even
}
⋃{
α ∈ Γ : Hα − max
j:α j 6=1








Proof The proof of this lemma is similar to that of Lemma 4.4.5.
199
Remark 4.6.2. From this lemma and Theorem 4.6.1, we see that all possible rates for
the Lp-convergence has the form (6.11). Given a rate of the form (6.11) the best choice
of Γ̃ in (6.2) for the Lp-convergence is (6.12).
Remark 4.6.3. We compare Theorem 4.6.1 to the strong convergence results in [11,
22]. We consider the d-dimensional Stratonovich SDE:




where W = (W 1, . . . ,W m), W j is a standard Brownian motion for j = 2, . . . ,m, W 1t ≡ t
and W j, j = 2, . . . ,m are mutually independent, and the integral on the right-hand
side is a Stratonovich integral. The numerical scheme studied in [22] coincides with
the incomplete Taylor scheme (6.2) constructed here. Indeed, by taking H j = 1/2,
j = 2, . . . ,m and H1 = 1 in (6.11) we see that the possible rates of convergence are
{1,2,3, . . .}, and for ρ = 1,2, . . . , the set Γ̂(ρ) becomes
Γ̂(ρ) = {α ∈ Γ : r′(α)+2r1(α)< 2ρ +1},
or
Γ̂(ρ) = {α ∈ Γ : |α|+ r1(α)≤ 2ρ}, (6.13)
where r1(α) = #{i : αi = 1}, r′(α) = #{i : αi 6= 1} and |α| is the length of α . By taking
Ẽ
(N)
















for t ∈ [tk, tk+1], k = 0,1, . . . ,n−1. The following strong convergence result is obtained
in [22]:
E(|yt− ynt |2)1/2 ≤ Cn−ρ .
In particular, the convergence rate n−ρ of the incomplete Taylor scheme in the Brow-
nian case coincides with the convergence rate in the fBm case. So we can consider
Theorem 4.6.1 as a generalization of [22] to the fBm case.
Example 4.6.2. We consider the scalar SDE
yt = y0 +
∫ t
0
V (ys)dBs, y0 ∈ R, (6.14)
where B is a one-dimensional fBm with Hurst parameter H > 1/2. Take N ∈ N. The










where V1 = V , and Vr+1 = VrV , r=1,. . . , N. So the global numerical scheme associ-










r, t ∈ [tk, tk+1]. (6.15)
201
This is the numerical scheme studied in [10]. By taking m = d = 1, we recover from
Theorem 4.6.1 the strong convergence result of (6.15) obtained in [10]: the numerical
scheme yn defined in (6.15) converges to the solution y of (6.14) with rate n1−(N+1)H
when N is odd and with rate n−NH when N is even.
4.6.2 Modified Taylor scheme
In this subsection, we briefly explain how to improve the convergence rate of the nu-
merical scheme studied in Section 4.6.1 by a slight modification of the scheme. The
proof of the main result in this subsection is similar to the previous subsection, and the
proof is omitted.
By comparing Proposition 4.5.5 with Proposition 4.5.6, we see that the centered
multiple integral
J̃r(A ) = Jr(A )−E [Jr(A )] ,
usually will have a smaller L2-norm, where A is a subset of [0,T ]r such that the multi-
ple integral Jr(A ) is well defined. This leads us to consider the following modification
of the Taylor expansion.





j=1 r jH j−1 i f r′ is even
∑
m
j=1 r jH j− maxj>1:r j>0




Γ̂(ρ) = {α ∈ Γ : Hα −1 < ρ, r′(α) is even}⋃
{α ∈ Γ : Hα − max
j:α j 6=1
Hα j < ρ, r
′(α) is odd},
where recall that Hα = Hα1 + · · ·+Hαr and r′(α) = #{i : αi 6= 1}.
We denote ρ ′ = min{δ : δ is of the form (6.16) and δ > ρ}, and define Γ̂(ρ)′ :=




; see Remark 4.5.7
for an explicit expression.








the modified Taylor expansion.
Remark 4.6.4. In Proposition 4.3.2 we have shown that the identity (3.20) holds for
the incomplete Taylor expansion Ẽ (N)s,t . In fact, (3.20) also holds true when Ẽ
(N)
s,t is
replaced by the Taylor expansion Ês,t . In fact, the only properties of the incomplete
Taylor expansion Ẽ (N)s,t we used in the proof of the proposition are:
1. The multiple integrals appearing in the proof are well defined;
2. the chain rule used in (3.24) holds true.





tk), t ∈ [tk, tk+1], k = 0,1, . . . ,n−1. (6.17)
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As in Remark 4.6.4, it is easy to show that if Re, e = 1,2,3,4 are defined in (3.16),
(3.21), (3.22) and (3.23) with Ẽ (N)s,t replaced by Ês,t and yn is the modified Taylor scheme
(6.17), then identity (3.31) still holds true.
Based on estimate (5.24) and identity (3.31), we can prove the following stronger
convergence result. Recall that for α ∈ Γ, we denote r j(α) = #{i : αi = j}, j = 1, . . . ,m.
Theorem 4.6.3. Assume that V ∈CN+2b . Let y be the solution of equation (6.1) and y
n
be the numerical scheme (6.17). Take M > 0. If r j(α), j = 2, . . . ,m is even for each









where σn is defined in (5.26) and CM is a constant depending on M. In particular, the
scaled error σ−1n n
ρ(yt− ynt ) is bounded in probability for each t ∈ [0,T ].
Remark 4.6.5. As in Remark 4.6.1, we can show that the convergence rate obtained in
Theorem 4.6.3 is optimal.
Following are two applications of the modified Taylor scheme. For simplicity, we
assume from now on that B = (B1, . . . ,Bm) is a m-dimensional standard fBm with Hurst
parameter H > 1/2.
Example 4.6.4. Take ρ = 2H−1. Then Γ̂(ρ) = {1, . . . ,m} and N = 1. Take γ ∈ Γ such
that |γ|= N +1 = 2, and denote γ = ( j, j′). We calculate Dγ(t),














where δ j j′ is the Kronecker function such that δ j j′ = 1 when j = j′ and δ j j′ = 0 other
wise. Then the modified order-2 Taylor expansion is









V ij∂iVj(y)(t− s)2H .













for k = 0, . . . ,n− 1. This is the modified Euler scheme introduced in [13]. By taking
ρ = 2H−1 we recover from Theorem 4.6.3 the convergence result (1.11).
Example 4.6.5. Let N be an odd integer. We consider the model in Example 4.6.2. The



























According to Theorem 4.6.3, the convergence rate of this scheme is n1/2−H(N+1) for
1/2 < H < 3/4; n1/2−3(N+1)/4
√
logn for H = 3/4 and n−1−H(N−1) for H > 3/4, which
improves the numerical scheme (6.15).
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4.7 Numerical approximation in the rough paths case
In this section, we consider the numerical approximation for the d-dimensional rough
differential equation:
dyt = V (yt)dxt (7.1)
on [0,T ], where the control function x ∈ C([0,T ],Rm) is not differentiable, but is en-
riched with a proper algebraic structure. The theory of rough paths analysis has been
developed from the seminal paper by Lyons [25]. Our settings in this section will follow
closely [8].








s,t , y ∈ Rd,
where xγs,t is a multiple rough integral that we will define later. Our aim in this section is
to show that the expression for y−yn derived in (3.31), still holds true in the rough paths
case. Notice that the results in Section 4.3.1 are only based on the algebraic properties
of the differential equation (3.1), so to show (3.31), it suffices to derive a rough paths
version of Proposition 4.2.2.
In the first subsection, we briefly review some concepts and results from the rough
paths theory. In the second subsection, we generalize Proposition 4.2.2 to the rough
paths case.
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4.7.1 Elements of the rough paths theory
Denote by Cp-var([s, t]) the collection of continuous functions on [s, t] with bounded
p-variation. We first define the step-N signature.













We denote by GN(Rm) the so-called free nilpotent group of step N over Rm, that is,
GN(Rm) :=
{
SN(γ)0,1 : γ ∈C1-var([0,1]; Rm)
}
.
It is well-known that GN(Rm) is a Lie group with respect to the tensor multiplication




|dγ| : γ ∈C1-var([0,1]; Rm) and SN(γ)0,1 = g
}




|dγ∗| and SN(γ∗)0,1 = g .
The norm ‖ · ‖ leads to a metric d(g,h) := ‖g−1⊗ h‖ on GN(Rm), called the Carnot-
Carathéodory metric.
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the p-variation norm of x, and when s= 0, t =T , we simply write ‖x‖p-var = ‖x‖p-var;[0,T ].
The following proposition shows that an abstract path x : [0,T ]→ GN(Rm) of bounded
p-variation can be approximated by a sequence of step-N signatures; see [8]. We denote




and Cp-var([0,T ];GN(Rm)) stands for
{
x ∈C([0,T ];GN(Rm)) : ‖x‖p-var < ∞
}
.
Proposition 4.7.1. Let x ∈Cp-var([0,T ];GN(Rm)), p≥ 1, with x0 = (1,0, . . . ,0). Then
there exists (xn)n ⊂C1([0,T ];Rm), such that
d∞(x,SN(xn))→ 0 as n→ ∞, and sup
n
‖SN(xn)‖p-var < ∞.
Consider the rough differential equation (RDE)
dyt =V (yt)dxt , y0 ∈ Rd, (7.2)
where x : [0,T ]→ Gbpc(Rm) is a weak geometric p-rough path, i.e. an element in
Cp-var([0,T ];Gbpc(Rm)).
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Definition 4.7.2. We take x∈Cp-var([0,T ];Gbpc(Rm)). We say that y∈C([0,T ];Gbpc(Rd))
is a solution to equation (7.2) if for any sequence (xn)n in C1-var([0,T ];Rm) such that
d∞(x,Sbpc(xn))→ 0 as n→ ∞, and sup
n
‖Sbpc(xn)‖p-var < ∞, (7.3)
with yn the solution of the equation dyn = V (yn)dxn, there exists a subsequence of
(xn,yn) (which we still denote by (xn,yn)) such that yn converges uniformly to y when
n→ ∞.
Theorem 4.7.1. Assume that V = (Vj)1≤ j≤m is a collection of C
bpc+1
b -vector fields on
Rd . Then, there exists a unique RDE solution to the equation (7.2). The conclusion still
holds when V = (Vj)1≤ j≤m is a collection of linear vector fields.
To define the rough path integral
∫ ·
0 V (xt)dxt , we consider the following RDE
dzt = dxt ,
dyt = V (zt)dxt ,
(z0,y0) = (0,0).
It follows from Theorem 4.7.1 that if V ∈ Cbpc+1b (R
d), then the above equation has a
unique solution (z,y). We call y the rough integral, denoted as
∫ ·
0 V (xt)dxt .
4.7.2 Multiple rough integrals
In this subsection, we consider some multiple rough integrals. We denote by SN(x), N≥
bpc, the so-called Lyons lift of x, which satisfies πi(SN(x)) = πi(x) for i = 1, . . . ,bpc
and SN(x)∈Cp-var([0,T ];GN(Rm)). We refer to Section 9.1.2 in [8] for the proof of the
existence and uniqueness for the Lyons lift of a weak geometric p-rough path. Follow-
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ing is a basic fact on weak geometric rough paths. It shows that if x is a weak geometric






dxu1⊗·· ·⊗dxui, s, t ∈ [0,T ],
coincides with the ith tensor level of the order-N Lyons’s lift of x, where N ≥ i.
Lemma 4.7.1. Let x be a weak geometric p-rough path and N ∈ N. Then for each




















with the initial value (z10, . . . ,z
N
0 ) = 0. For convenience, we denote the equation system
by
dzt =V (zt)dxt , z0 = 0, (7.4)
where V = (V1, . . . ,Vm) and Vj(z) = A jz + b j. It is easy to see that A j and b j are
(∑Ni=1 m
i)× (∑Ni=1 mi) and (∑Ni=1 mi)×1 matrices, respectively, whose entries take val-
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ues 0 and 1. According to Theorem 4.7.1, the above equation system has a unique









dxt1⊗·· ·⊗dxti−1⊗dxti, i = 1, . . . ,N.
According to the definition of solution of RDE, for any sequence (xn)n in C1-var([0,T ];Rm)
satisfying (7.3), there exists a subsequence of (xn)n (which we still denote by (xn)n)
such that SN(xn) converges to the solution (1,z1, . . . ,zN) of (7.4) uniformly. On the
other hand, according to Proposition 4.7.1, we can choose the sequence (xn)n such that
SN(xn) converges to SN(x) uniformly. Therefore, we must have SN(x) = (1,z1, . . . ,zN).
This completes the proof.
Following is our main result in this subsection, which can be shown by approxi-
mation and with the help of Proposition 4.2.2 and Lemma 4.7.1. For α ∈ Γ such that
















where the second equality holds because of Lemma 4.7.1.
Proposition 4.7.2. We take x∈Cp-var([0,T ];Gbpc(Rm)). Let γ1, . . . , γ p be multi-indices
in Γ. We denote r = |γ1|+ · · ·+ |γ p| and~τ = (τ1, . . . ,τp) such that τi = |γ1|+ · · ·+ |γ i|,





















4.8.1 Estimates of some multiple integrals
In this subsection we provide some estimates on multiple Riemann-Stieltjes integrals
needed in this chapter. We also refer to [12] for more studies.
We take r ∈ N and β j ∈ (12 ,1], j = 1, . . . ,r, and s,s
′ ∈ [0,T ]. Let g j be a Hölder
continuous function of order β j on [s,s′] for j = 1, . . . ,m. In this subsection, we consider














where α = (1, . . . ,r).
Recall that for f ∈ Cβ ′ and h ∈ Cβ such that β + β ′ > 1, we have the following
estimate (see, for instance, [13]):
∣∣∣∣∫ ts f dh
∣∣∣∣ ≤ K [‖ f‖s,t,∞ +‖ f‖s,t,β ′(t− s)β ′]‖h‖β (t− s)β . (8.2)
The following lemma provides an estimate for (8.1), which is obtained applying repeat-
edly (8.2).










j=1 β j(t ′− t)βr . (8.3)
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Proof: We prove the lemma by induction. The inequality is clear when r = 1. Sup-
pose the lemma is true for 1, . . . ,r−1. In the case βr = 1, we have
∣∣∣gαs,t ′−gαs,t∣∣∣= ∣∣∣∣∫ t ′t gα−s,u dgru
∣∣∣∣≤ ‖gr‖s,s′,βr sup
[s,s′]
∣∣gα−s,· ∣∣(t ′− t). (8.4)










j=1 β j , s1 ∈ [s,s′] .
Substituting the above inequality into (8.4) we obtain the estimate (8.3).
In the case βr ∈ (12 ,1), it follows from inequality (8.2) that











By induction assumption we have









j=1 β j ,
and









j=1 β j .













The proof is now complete.
Let ft = ( f 1t , . . . , f
r






















Lemma 4.8.2. There exists a constant K > 0 such that for t, t ′ ∈ [s,s′], we have





‖g j‖s,s′,β j(‖ f
j‖s,s′,∞ +‖ f j‖s,s′,β )
)
.
Proof Applying Lemma 4.8.1 yields









j=1 β j(t ′− t)βr . (8.6)
In the case β j ∈ (12 ,1), it follows from inequality (8.2) that
∥∥g js,·( f j)∥∥s,s′,β j ≤C(‖ f j‖s,s′,∞ +‖ f j‖s,s′,β j)‖g j‖s,s′,β j . (8.7)
In the case β j = 1, we have
∥∥g js,·( f j)∥∥s,s′,β j ≤ ‖ f j‖s,s′,∞‖g j‖s,s′,β j . (8.8)
The lemma then follows by substituting (8.7) and (8.8) into (8.6).
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4.8.2 Estimates of numerical solutions
In this subsection, we derive upper bound estimates for the numerical solutions. We
follow the approaches of [13]. We first state an auxiliary result that provides estimates
on integrals whose integrands are step functions. We define the seminorm,




; u,v ∈ D
}
.
Recall that D = {kT/n : k = 0,1, . . . ,n} is a partition of [0,T ]. When a = 0 and b = T ,
we simply write ‖x‖β ,n = ‖x‖a,b,β ,n. We will denote η(t) = tk for t ∈ [tk, tk+1).
Lemma 4.8.3. Let y= {yt , t ∈ [0,T ]} be a function with values in Rm such that ‖y‖β ,n <
∞, n≥ 1. Take V ∈C1b(Rm), and x ∈Cβ
′
([0,T ]) such that β +β ′ > 1. Then for s, t ∈D
such that s < t we have
∣∣∣∣∫ ts V (yη(r))dxr
∣∣∣∣ ≤ K [1+‖y‖s,t,β ,n(t− s)β]‖x‖β ′(t− s)β ′,
where the K is a constant depending on β , β ′, ‖V‖∞ and ‖∂V‖∞.
Proof See [13].
Assume that g = (g1, . . . ,gm) and gi ∈ Cβ ([0,T ]), i = 1, . . . ,m for β > 12 . We fix
n ∈N and the partition of [0,T ] given by ti = iTn , i = 0,1, . . . ,n. Consider the following
differential equation,










η(s),s, t ∈ [0,T ], (8.9)
where N ∈ N is some constant, and ϕα , α ∈ ∪Nl=1Γl are functions with values in R
d×m.
Recall that Γl is the collection of multi-indices of length l with elements in {1, . . . ,m}.
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We shall derive some estimates for the Hölder seminorm and supremum norm of the
solution of this equation.
The constants appearing in the following results depend on β , T , ‖ϕα‖∞ and ‖∂ϕα‖∞
for α ∈ Γ of length less or equal to N.
Lemma 4.8.4. Let y be the solution of equation (8.9). Assume that ϕα ∈ C1b for α ∈
∪Nl=1Γl . Then there exists a positive constant C such that









Furthermore, there exists K0 > 0 such that for s, t ∈ [0,T ] and ‖g‖β |t− s|β ≤ K0, we
have
‖y‖s,t,β ≤ K‖g‖β ∨‖g‖Nβ . (8.12)















We first derive an estimate for ‖y‖β ,n. Assume that s, t ∈ D, that is, s = η(s) and






∣∣∣∣∫ ts ϕ j(yη(s))dg js
∣∣∣∣≤C(1+‖y‖s,t,β ,n(t− s)β )‖g‖β (t− s)β . (8.14)











−β‖g‖β )l =Cn1−β l(t− s)‖g‖lβ ,(8.15)
where the third inequality follows from Lemma 4.8.1. So, the second term on the right-












Substituting (8.14) and (8.16) into (8.13), we obtain







Dividing both sides of the above inequality by (t− s)β , and then taking the seminorm
‖ · ‖s,t,β ,n on the left-hand side we obtain







If we assume that T/n≤ 12(2C‖g‖β )
−1/β , then we can find an integer k0 such that
1
2
(2C‖g‖β )−1/β ≤ k0T/n≤ (2C‖g‖β )−1/β . (8.18)
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Denote ∆ := k0T/n and take u,v such that u− v = ∆, then from the second inequality
in (8.18) we have























This inequality provides the upper bound for ‖y‖v,u,β ,n for u,v ∈ D : v−u = ∆.





















Taking the supremum over s, t ∈D on both sides of the above inequality and taking into


































If we assume that T/n ≥ 12(2C‖g‖β )
−1/β or n ≤ 2T (2C‖g‖β )1/β . Applying (8.15) to
(8.13) we obtain
|yt− ys| ≤ ∑Nl=1Cn1−β l(t− s)‖g‖lβ .
Dividing both sides of the above inequality by (t− s)β , and then taking the supremum
over all s, t ∈ D, we obtain
‖y‖β ,n ≤ ∑Nl=1Cn1−β l‖g‖lβ .
Since n≤ 2T (2C‖g‖β )1/β , we have




Combining (8.20) and (8.21) we obtain the estimate


















|η(s)+ Tn − s|β
+






We apply (8.23) to the first and third term on the right-hand side of the above inequality







The estimate (8.10) then follows by taking the supremum over s, t ∈ [0,T ] on the above
left-hand side.
The estimate of ‖y‖∞ follows immediately from (8.10). Indeed, by the definition of
‖ · ‖β we have




Taking the supremum of |yt | over t ∈ [0,T ] we obtain (8.11).
Finally, it is easy to derive inequality (8.12) from (8.17).
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