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Minimal Inputs/Outputs for a Networked System
Tong Zhou
Abstract—This paper investigates the minimal number
of inputs/outputs required to guarantees the controllabil-
ity/observability of a system, under the condition that its state
transition matrix (STM) is prescribed. It has been proved
that this minimal number is equal to the maximum geometric
multiplicity of the system STM. The obtained conclusions are
in sharp contrast to those established for the problems of
finding the sparest input/output matrix under the restriction of
system controllability/observabilty, which have been proved to
be NP-hard, and even impossible to be approximated within a
multiplicative factor. Moreover, a complete parametrization is
also provided for the input/output matrix of a system with this
minimal input/output number.
Key Words: controllability, large scale system, networked sys-
tem, observability.
I. INTRODUCTION
With the development of network and communication tech-
nologies, etc., various new challenging theoretical issues arise
in the analysis and synthesis of a networked system, which
can be regarded as one special kind of large scale systems that
have attracted extensive research interests since almost half a
century ago [8], [12], [17], [18]. Some examples are efficient
utilization of the structure information like sparsity etc., in
reducing computational costs in distributed estimation and
control, analysis for their stability, controllability, observability
[2], [5], [6], [7], [17]. Other issues include structure identi-
fication using measurement data, parameter estimation for a
power law used in sparsity descriptions, etc. [8], [12], [14].
Among these investigations, variable selections for insuring
system controllability/observability are of extreme importance,
as a brute force search is usually computationally prohibitive
and controllability/observability is essential for a system to
work satisfactorily [2], [4], [6], [11], [17].
Recently, it has been discovered that under various well
encountered situations, the problem of finding the minimal
number of directly manipulatable system states for guarantee-
ing system controllability, as well as the problem of finding
the minimal number of directly measurable system states for
insuring system observability, which are respectively called
as a minimal controllability problem (MCP) and a minimal
observability problem (MOP) there, are NP-hard, and are also
impossible to be approximated within a multiplicative factor
[6], [11]. It has also been observed there that some simple
heuristic methods usually give an ”acceptable” small amount
of system states that lead to a controllable/observable system.
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These results are of great theoretical values, and have settled
a long standing and important issue in system and control
theories [13].
On the other hand, [9], [10], [15] investigated the minimal
number of inputs for insuring system controllability. [10]
leaves it as an exercise to prove that in order to guarantee that
a system is controllable, it is necessary that the number of its
input is at least equal to the maximum geometric multiplicity
of the system STM. In [9], in order to establish its conclusions,
the Jordan canonical form is adopted in decomposing the
state space of a system into controllable and uncontrollable
subspaces. This is generally impossible, as a real square matrix
may have complex eigenvalues and eigenvectors, but the state
space of a system usually consists of only real vectors. In
[15], the Jordan canonical form is once again adopted and
the sufficiency of its condition is demonstrated only through
some numerical examples. Moreover, in their construction of
the input matrix B, B = PQ is utilized which in general can
not guarantee that the constructed input matrix is real. Here,
the matrix P is nonsingular that transforms the STM A into a
Jordan canonical form, and the matrix Q is constructed to have
the smallest number of nonzero elements. These means that
conclusions of [9], [15] are only valid when a system input
matrix is permitted to take complex values, which is often not
possible.
In this paper, we reinvestigate this minimal input determina-
tion problem under the constraint that the input matrix is real.
It has been made clear that contrary to the MCPs and MOPs
discussed in [6], [11], these problems can be clearly solved
using an analytic form depending only on the system STM. It
has been proved that in order to guarantee the controllability of
a linear time invariant (LTI) system, the minimum number of
inputs is simply equal to the maximum geometric multiplicity
of the system STM, which can be calculated in principle.
Moreover, the minimum number of outputs for system observ-
ability is also equal to the maximum geometric multiplicity of
the system STM. These conclusions suggest that to reduce the
number of inputs and/or outputs without sacrificing system
controllability and/or observability, it is preferable to design a
system with its STM having distinct eigenvalues. In addition,
a complete parametrization is provided for the input/output
matrices of a controllable/observable system with the minimal
input/output number.
The rest of this paper is organized as follows. In the next
section, we give a description for the minimal control selection
problem (MISP) and the minimal output selection problem
(MOSP), and present some preliminary results. The main
results are reported in Section III, which at first gives a clear
answer to the MISP, and then extends the results to the MOSP
using the dualities between controllability and observability of
a system. Some special situations are discussed in Section IV
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which serves as numerical examples to illustrate the theoretical
results of Section III. Section V discusses parametrization of
the input/output matrices for a controllable/observable system
with the minimal number of inputs/outputs. Finally, Section
VI concludes this paper.
The following notation and symbols are adopted in this
paper. Rm×n and Cm×n are utilized to represent the m × n
dimensional real and complex linear spaces. Whenm and/or n
are equal to 1, they are usually omitted. Span{xi|
n
i=1} stands
for the space consisting of all the linear combinations of the
vectors x1, x2, · · · , xn, while col{xi|
L
i=1} the vector/matrix
stacked by xi|
L
i=1 with its i-th row block vector/matrix being
xi, and diag{xi|
n
i=1} a diagonal matrix with its i-th diagonal
element being xi. 0m and 0m×n stand respectively for the
m dimensional column vector and the m × n dimensional
matrix with all elements being zero. The superscript T and
H are used to denote respectively the transpose and the
conjugate transpose of a matrix/vector, while ·¯ the conjugate
of a complex number/variable/vector/matrix.
II. PROBLEM FORMULATION AND PRELIMINARY RESULTS
Consider a continuous LTI dynamic system Σ with its state
space model being
Σ :
dx(t)
dt
= Ax(t) +Bu(t), y(t) = Cx(t) +Du(t) (1)
in which x(t) is the system state vector which is n dimensional
and real valued, while A, B, C and D respectively a n × n,
n× q, p× n and p× q dimensional real valued matrices.
In system designs, an interesting problem is to find the
minimum number of inputs, which is equivalent to the smallest
q, such that there exists a matrix B ∈ Rn×q that makes
the corresponding LTI system Σ controllable [13], [17]. To
clarify differences between this problem and those discussed
in [6], [11] in which the sparest matrix B is searched under
the condition that the value of q is fixed, we call it the minimal
input selection problem (MISP) in this paper. In practical
applications, it is also often interesting to know that in order
to construct an observable system, how many outputs are
required [13], [17]. More precisely, with respect to the above
continuous LTI system Σ, what is the minimal dimension of
the output vector y(t), under the restriction that there exist an
output matrix C and a direct coupling matrix D, such that
the system Σ is observable. This problem is called a minimal
output selection problem (MOSP) in this paper.
When an LTI system with its input-output relation being
described by Equation (1) is controllable/observable, we some-
times also use a short expression in this paper for brevity,
which states as that the matrix pair (A, B)/(A, C) is
controllable/observable.
To investigate this MISP, we at first need the following
results on system controllability/observability verifications.
Lemma 1. A system with its input-output relation being
described by Equation (1) is controllable, if and only if for
every complex scalar λ and every nonzero complex vector
x satisfying xHA = λxH , xHB 6= 0. Or equivalently, the
controllability matrix [B AB A2B · · · An−1B] has a
full row rank (FRR). In addition, the system Σ is observable,
if and only if for every complex scalar λ and every nonzero
complex vector y satisfying Ay = λy, Cy 6= 0.
These conditions are widely known in linear system theory,
which are extensively called as the PBH test or the rank test
[16], [17].
III. MAIN RESULTS
For a concise presentation, it is assumed throughout this
paper, without any loss of generality, that the n × n dimen-
sional real matrix A has kr distinct real eigenvalues λr,i,
i = 1, 2, · · · , kr, and kc distinct complex eigenvalues λc,i,
i = 1, 2, · · · , kc. Moreover, let x∗,i(j), j = 1, 2, · · · , p∗(i),
∗ = r, c, denote a set of the left eigenvectors of this matrix
associated with the same eigenvalue λ∗,i, which are linearly in-
dependent and spans the null space of the matrix λ¯∗,iIn−A
T .
Furthermore, let pmax denote the maximum value among the
numbers p∗(i), i = 1, 2, · · · , k∗; ∗ = r, c. That is,
pmax = max
{
max
1≤i≤kr
pr(i), max
1≤i≤kc
pc(i)
}
(2)
Note that the matrix A is real. It can be straightforwardly
proved that any left eigenvector of the matrix A associated
with an eigenvalue λ∗,i is in fact a right eigenvector of the
matrix AT associated with its eigenvalue λ¯∗,i. This means
that the vectors x∗,i(j)|
p∗(i)
j=1 are well defined, and p∗(i) ≥ 1.
In addition, for each ∗ = r, c and i = 1, 2, · · · , k∗, p∗(i) is
in fact the geometric multiplicity of the matrix A associated
with its eigenvalue λ∗,i[3].
On the basis of Lemma 1, the following conclusion is
established, which gives a necessary and sufficient condition
on an input matrix B, such that the corresponding system Σ
is controllable.
Lemma 2. For each ∗ = r, c and each i = 1, 2, · · · , k∗, define
matrix X∗,i as
X∗,i = [ x∗,i(1) x∗,i(2) · · · x∗,i(p∗(i)) ] (3)
Then, a system with its state transitions being described by
Equation (1) is controllable, if and only if the matrix BTX∗,i
is of full column rank (FCR) with every ∗ = r, c and every
i = 1, 2, · · · , k∗.
Proof: Let the set X represent C when ∗ = c and R when
∗ = r. From the definitions of the matrix X∗,i and properties
of the eigenvectors of a matrix, it is clear that for each ∗ = r, c
and each i = 1, 2, · · · , k∗, x is a left eigenvector of the matrix
A associated with its eigenvalue λ∗,i, if and only if there exists
a nonzero vector α ∈ X p∗(i), such that x = X∗,iα. The proof
can now be completed through a direct application of the PBH
test in Lemma 1. This completes the proof. ✸
It is worthwhile to mention that a left eigenvector of a real
valued square matrix may still be complex valued [3]. On
the other hand, for a practically realizable system, its input
matrix is usually required to be real valued. This real-complex
mixture asks careful investigations about the MISP. On the
other hand, note that when the matrix A is real valued, it
is well known that if a vector x ∈ Cn is a left eigenvector
of this matrix associated with a complex eigenvalue λ, then,
the complex number λ¯ is also one of its eigenvalues, and the
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vector x¯ is a left eigenvector associated with this eigenvalue
λ¯ [3]. It can therefore be declared that if kc 6= 0, then, it is
certainly an even number. Hence, it can be assumed, without
any loss of generality, that λi+kc/2 = λ¯i and Xi+kc/2 = X¯i,
i = 1, 2, · · · , kc2 , provided that kc ≥ 1. This assumption is
adopted throughout the rest of this paper.
In order to give a clear description on the minimal q, the
STM A is at first expressed through its Jordan canonical form.
From the assumption that the eigenvalues λ∗,i are different
and each of them has p∗(i) independent left eigenvectors, i =
1, 2, · · · , k∗, ∗ = r or c, it can be declared from results on
matrix analysis [3] that, associated with each eigenvalue λ∗,i,
there are p∗(i) Jordan blocks. Denote these Jordan blocks by
J∗,i,j , and assume their dimensions being m∗,i,j respectively,
j = 1, 2, · · · , p∗(i). Obviously, m∗,i,j is a positive integer not
smaller than 1. Moreover, for each Jordan block, there exists
an n×m∗,i,j dimensional matrix T∗,i,j which is of FCR and
satisfies
T∗,i,jJ∗,i,j = AJ∗,i,j (4)
and the vector set consisting of the first columns of the
matrices T∗,i,j |
pr(i)
j=1 are linearly independent. Furthermore, the
matrix T∗,i,j is real when the associated eigenvalue is real,
and is generally complex when the associated eigenvalue is
complex.
For a given scalar α∗,i,j , define a matrix Bˆ∗,i as
Bˆ∗,i=
[
diag
{[
0m∗,i,j−1
α∗,i,j
]p∗(i)
j=1
}
, 0∑p∗(i)
j=1 m∗,i,j×(pmax−p∗(i))
]
in which α∗,i,j belongs to the set R when ∗ = r, and belongs
to the set C when ∗ = c. On the basis of these matrices,
construct an input matrix B as
B =
kr∑
i=1
[
Tr,i,j Tr,i,2 · · · Tr,i,pr(i)
]
Bˆr,i +
2
kc/2∑
i=1
ℜ
{[
Tc,i,j Tc,i,2 · · · Tc,i,pr(i)
]
Bˆc,i
}
(5)
Here, ℜ{·} denote the operation of taking the real part of a
matrix. Using this particularly constructed input matrix, the
following results are obtained, which reveal the minimal input
number for System Σ being controllable.
Theorem 1. There exists a n × q dimensional real matrix B,
such that a system with its state transitions being described
by Equation (1) is controllable, if and only if q is not smaller
than pmax.
Proof: Assume that there exists a matrix B ∈ Rn×q with q <
pmax, such that the matrix pair (A,B) is controllable. Let I
denote the set consisting of the indices of the eigenvalues of
the matrix A, such that the maximum number of the associated
linearly independent left eigenvectors achieves pmax. That is,
I = Ir
⋃
Ic (6)
in which
Ir = { i | pr(i) = pmax, 1 ≤ i ≤ kr }
Ic = { i | pc(i) = pmax, 1 ≤ i ≤ kc }
From the definitions, it is clear that both the set Ir and the
set Ic might be empty, but it is certain that they can not be
simultaneously empty.
Assume that the set Ic is not empty. For an arbitrary positive
integer i ∈ Ic, from the definition of the matrix Xc,i given
by Equation (3), we have that the dimension of the matrix
BTXc,i is q×pmax , which can not be FCR when q < pmax.
This contradicts with Lemma 2. Similar arguments apply when
the set Ir is not empty. Hence, in order to guarantee the
controllability of the matrix pair (A, B), the matrix B must
have at least pmax columns.
On the other hand, from Equation (4) and the fact that the
STM A is real, as well as the arrangements of the eigenvalues
of the STM A, it is obvious that T¯∗,i,jJ¯∗,i,j = AJ¯∗,i,j , which
further implies that T¯c,i,jJc,i+kc/2,j = AJ∗,i+kc/2,j is valid
for each i = 1, 2, · · · , kc2 and j = 1, 2, · · · , pc(i). Define a
matrix T as
T = [Tr Tc] (7)
with
Tr=[Tr,i,j]
j=pr(i),i=kr
j=1,i=1
Tc=
[
[Tc,i,j]
j=pc(i),i=kc/2
j=1,i=1
[
T¯c,i,j
]j=pc(i),i=kc/2
j=1,i=1
]
From the result that eigenvectors of a matrix associated
with different eigenvalues are linear independent [3] and the
assumption that the first columns of the matrices T∗,i,j|
pr(i)
j=1
are linearly independent, it can be straightforwardly proved
that the matrix T is invertible. Moreover,
T−1AT = diag
{
J∗,i,j |
j=p∗(i),i=k∗,∗=c
j=1,i=1,∗=r
}
(8)
T−1B = col
{
Bˆr,i
∣∣∣kr
i=1
, Bˆc,i
∣∣∣kc/2
i=1
,
¯ˆ
Bc,i
∣∣∣kc/2
i=1
}
(9)
Note that for an arbitrary complex number λ ∈ C,
[λIn−A, B]=T
[
λIn−T
−1AT, T−1B
]
diag{T−1, Ipmax}
(10)
It is clear that the matrix [λIn −A, B] is always of FRR, if
and only if each α∗,i,j in the definition of the matrix B is not
equal to zero. Hence, through selecting an appropriate value
for α∗,i,j , an input matrix B can be constructed which has
exactly pmax columns, and the associated matrix pair (A, B)
is controllable.
This completes the proof. ✸
Theorem 1 makes it clear that in order to construct a
controllable system, the minimal number of inputs is exactly
equal to the maximum geometric multiplicity of the STM. The
same results have also been given in [9], [10], [15]. In [10],
however, it is only declared that q ≥ pmax is a necessary
condition for the system Σ to be controllable, and its proof
is left as an exercise. On the other hand, the Jordan form of
the STM A is used in [9] in decomposing the system state
space into controllable and uncontrollable subspaces which is
generally impossible, noting that system states usually take
real values that can not be guaranteed by this decomposition
in general. Moreover, [15] only illustrated sufficiency of the
condition through a numerical example, and in this illustration,
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the Jordan form was straightforwardly used once again, which
can not guarantee that the constructed input matrix is real.
Now, consider the problem of finding the minimal number
of outputs such that the system is observable.
Note that all the system matrices A, B, C and D are real
valued. From Lemmas 1, it is clear that the observability of the
matrix pair (A, C) is equivalent to the controllability of the
matrix pair (AT , BT ), which is well known in systems and
control theory as the duality between system observability and
system controllability [16], [17]. In addition, observability of
a system is not related to its direct coupling matrix D. These
mean that the results of Section III can be directly applied to
solve the above MOSP.
Corollary 1. There exists a matrix C such that the system Σ
is observable, if and only if the dimension of the output vector
y(t) is not smaller than the maximum geometric multiplicity
of the STM A.
Proof: From the definitions of the left eigenvector and the right
eigenvector of a matrix, it is obvious that a left eigenvector
of the matrix AT is also a right eigenvector of the matrix A,
and vice versa. The results can be immediately obtained from
Theorem 1 through a utilization of the duality between the
controllability and the observability of a system.
This completes the proof. ✸
It is worthwhile to mention that while only continuous
time systems are discussed in this paper, the results are also
applicable to a discrete time system, noting that the PBH tests
remain the same for these two kinds of LTI dynamic systems.
IV. SOME EXAMPLES
To illustrate the engineering significance of Theorem 1,
we consider some simple and special but interesting situ-
ations, in which the STM A has n real eigenvalues λi,
i = 1, 2, · · · , n, and n linearly independent left eigenvectors
x(i). Then, according to [3], x(i) is certainly real valued for
each i ∈ {1, 2, · · · , n}, and
A = T−1ΛT, Λ = diag{λi|
n
i=1}, T = col{x
T (i)|ni=1}
(11)
Moreover, the inverse of the matrix T always exists. For an
arbitrary Bˆ ∈ Rn, define the system input matrix B as B =
T−1Bˆ. Then, this matrix is also certainly real valued.
On the other hand, denote the i-th row element of the vector
Bˆ by bˆi, 1 ≤ i ≤ n. Direct algebraic manipulations show that
[B AB A2B · · · An−1B]
= T−1[Bˆ ΛBˆ Λ2Bˆ · · · Λn−1Bˆ]
= T−1


bˆ1 λ1bˆ1 λ
2
1bˆ1 · · · λ
n−1
1 bˆ1
bˆ2 λ2bˆ2 λ
2
2bˆ2 · · · λ
n−1
2 bˆ2
...
...
...
. . .
...
bˆn λnbˆn λ
2
nbˆn · · · λ
n−1
n bˆn


= T−1diag{bˆi|
n
i=1}


1 λ1 λ
2
1 · · · λ
n−1
1
1 λ2 λ
2
2 · · · λ
n−1
2
...
...
...
. . .
...
1 λn λ
2
n · · · λ
n−1
n

 (12)
Note that the last matrix in the last line is a Vandermonde
matrix, and its determinant can be analytically expressed using
λi|
n
i=1 [3]. Based on these results, the following conclusions
are achieved.
det
(
[B AB A2B · · · An−1B]
)
= det−1(T )×
n∏
i=1
bˆi ×
n∏
i=1
n∏
j=i+1
(λi − λj) (13)
Obviously, if all the eigenvalues of the STM A are
distinct, then, for an arbitrary input matrix B with
bˆi 6= 0 for each i ∈ {1, 2, · · · , n}, we have that
det
(
[B AB A2B · · · An−1B]
)
6= 0. That is, the system
controllability matrix is always of FRR, and the associated
system is therefore always controllable according to Lemma
1. This means that under this situation, the minimal number
of inputs for insuring system controllability is 1.
However, if the STM A has two or more than two eigenval-
ues that are equal to each other and there is just one input in
the associated system, then, it can be declared from Equation
(13) that this system can not be controllable, no matter how
the input matrix B is selected. More precisely, under such
a situation, Equation (13) reveals that the determinant of the
associated controllability matrix is constantly equal to 0, which
means that it can not have a FRR through only adjusting the
element value of the input matrix B. Therefore, a controllable
system can not be constructed.
Assume now that the STM A just has two repeated eigen-
values. Then, Theorem 1 tells that two inputs can lead to
a controllable system. In order to confirm this conclusion,
assume without any loss of generality that λ1 = λ2, and all
the other eigenvalues of the STM A are distinct and do not
equal to λ1. Construct an input matrix B as
B = T−1
[
b1 0
0n−1 col{bi|
n
i=2}
]
in which bi 6= 0 for each i = 1, 2, · · · , n. Note that when
i, j ∈ {3, 4, · · · , n} and i 6= j, we have from the adopted
assumptions that λi 6= λ1 and λi 6= λj . It can be directly
proved that for each left eigenvector of the STM A, say x,
there always exists a nonzero n dimensional real valued vector
α = col{αi|
n
i=1}, such that
x = α1x1 + α2x2, or x = αixi, 3 ≤ i ≤ n
Let ei, i = 1, 2, · · · , n, stands for the i-th canonical basis
vector of the Euclidean spaceRn. Then, from TT−1 = In and
T = col{xT (i)|ni=1}, we further have that if this eigenvector is
associated with the eigenvalue λ1, which is equal to λ2, then,
col{αi|
2
i=1} 6= 0 and
xTB = [α1 α2]
[
xT1
xT2
]
T−1
[
b1 0
0n−1 col{bi|
n
i=2}
]
= [α1 α2]
[
eT1
eT2
] [
b1 0
0n−1 col{bi|
n
i=2}
]
= [α1 α2]
[
b1 0
0 b2
]
= [α1b1 α2b2] (14)
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Moreover, if this eigenvector is associated with the eigenvalue
λi with i ∈ {3, 4, · · · , n}, then, αi 6= 0 and
xTB = αix
T
i T
−1
[
b1 0
0n−1 col{bi|
n
i=2}
]
= αie
T
i
[
b1 0
0n−1 col{bi|
n
i=2}
]
= [0 αibi] (15)
From the assumption that bi 6= 0 for each i = 1, 2, · · · , n, it
can now be declared that xTB 6= 0 for every left eigenvector
of the STM A. Hence, according to Lemma 1, the matrix pair
(A, B) is controllable. That is, two inputs are sufficient to
lead to a controllable system.
These conclusions agree well with Theorem 1.
It is interesting to note here that under the aforementioned
situation, the input matrixB that makes the matrix pair (A, B)
controllable is not unique. For example,
B = T−1

 b1 00 b2
col{bi|
n
i=3} 0n−2


with bi 6= 0, i = 1, 2, · · · , n, also leads to a controllable
system.
The non-uniqueness of the input matrix leaves it a space
for meeting other requirements, such as its sparseness, average
control energy, etc. In fact, when the parameter q of system
matrices is fixed, many other interesting problems have been
formulated and investigated for input matrix selections, see for
example [6], [13] and the references therein.
V. A PARAMETRIZATION FOR ALL DESIRABLE
INPUT/OUTPUT MATRICES
In Section III, a necessary and sufficient condition is given
for the existence of an input/output matrix B/C, such that the
dynamic system Σ is controllable/observable. In many engi-
neering problems, there usually exist some other requirements
on a system input/output matrix. For example, constraints
on input energy, restrictions on the number of the states
that can be directly affected/measured, etc. [6], [11], [17].
To satisfy these requirements, it appears desirable to have a
parametrization for all system input/output matrices. In this
section, a complete parametrization is at first given for all the
input matrices B which have the minimal column number and
construct a controllable system with the STM A. Then, similar
results are given through duality for system output matrices C
that have a minimal row number and construct an observable
system with the same STM A.
To get this parametrization, for each ∗ = r, c and i =
1, 2, · · · , k∗, define an integer m∗,i as
m∗,i =
p∗(i)∑
j=1
m∗,i,j (16)
Moreover, for an arbitrary function of an integer variable j,
define
∑b
j=a f(j) as
∑b
j=a f(j) = 0 whenever b < a. Then,
we have the following results.
Theorem 2. The matrix pair (A, B) is controllable with the
matrix B having the minimal number of columns, if and only
if there exist m∗,i×pmax dimensional matrices Bˆ∗.i, ∗ = r, c,
i = 1, 2, · · · , k∗, such that
B = Tcol
{
col
{
Bˆr,i|
kr
i=1
}
, col
{
Bˆc,i|
kc
i=1
}}
(17)
is real, and the matrix
B˜∗,i =


bˆ∗,i(1, 1) bˆ∗,i(m∗,i,1 + 1, 1) · · ·
bˆ∗,i(1, 2) bˆ∗,i(m∗,i,1 + 1, 2) · · ·
...
...
. . .
bˆ∗,i(1, p∗(i)) bˆ∗,i(m∗,i,1 + 1, p∗(i)) · · ·
bˆ∗,i
(∑p∗(i)−1
j=1 m∗,i,j + 1, 1
)
bˆ∗,i
(∑p∗(i)−1
j=1 m∗,i,j + 1, 2
)
...
bˆ∗,i
(∑p∗(i)−1
j=1 m∗,i,j + 1, p∗(i)
)


(18)
is of FCR for each ∗ = r, c and i = 1, 2, · · · , k∗.
Proof: For each ∗ = r, c and i = 1, 2, · · · , k∗, define a matrix
Z∗,i as
Z∗,i = diag
{[
1
0m∗,i,j−1
]∣∣∣∣
p∗(i)
j=1
}
(19)
From Equation (8), it can be straightforwardly proved that, the
matrix X∗,i of Equation (3) can be represented as
X∗,i = T
−H

 0M∗,i−1 × p∗(i)Z∗,i
0(n−M∗,i)×p∗(i)

 (20)
in which
M∗,i =
{ ∑i−1
j=1mr,j ∗ = r
Mr,kr +
∑i−1
j=1mc,j ∗ = c
Hence
BTX∗,i = (T
−1B)H

 0M∗,i−1 × p∗(i)Z∗,i
0(n−M∗,i)×p∗(i)

 (21)
Assume now that the input matrix B is given by Equation
(17). Then,
BTX∗,i = col
H
{
col
{
Bˆr,i|
kr
i=1
}
, col
{
Bˆc,i|
kc
i=1
}}
×
 0M∗,i−1 × p∗(i)Z∗,i
0(n−M∗,i)×p∗(i)


= Bˆ∗,iZ∗,i
= B˜∗,i (22)
Therefore, when the matrix B˜∗,i is of FCR for each ∗ = r, c
and each i = 1, 2, · · · , k∗, it can be declared from Lemma 2
that the system is controllable.
On the contrary, assume that the system is controllable.
Then, according to Lemma 2, the matrix BTX∗,i is necessarily
of FCR for each feasible ∗ and i. Construct matrices Bˆ∗.i,
∗ = r, c, i = 1, 2, · · · , k∗, such that the following equality is
satisfied
col
{
col
{
Bˆr,i|
kr
i=1
}
, col
{
Bˆc,i|
kc
i=1
}}
= T−1B (23)
RESEARCH-NOTE-2016-2-V3 6–6
This construction is obviously always possible. Moreover,
from Equation (21), the corresponding B˜∗,i is always of FCR.
This completes the proof. ✸
From the definition of the matrix B in Equation (17), it
is clear that it has just pmax columns. Hence, the results of
Theorem 2 in fact give a complete parametrization for all the
input matrices B that has the minimal number of inputs and
construct a controllable system with the STM A. On the other
hand, the requirement of guaranteing that the resulting matrix
B is real can be simply achieved by setting each Bˆr,i to be real,
i = 1, 2, · · · , kr, and setting each Bˆc,i+kc/2 as Bˆc,i+kc/2 =
¯ˆ
Bc,i for i = 1, 2, · · · , kc/2.
From the proof of Theorem 2, it is obvious that its conclu-
sions are valid for an arbitrary system that has inputs more than
pmax. It can therefore be declared that when pmax is replaced
by an integer q not smaller than pmax, Equation (17) also
gives a complete parametrization for all the input matrices B
that have q columns and construct a controllable system with
the STM A.
For a prescribed STM A, similar results can be obtained for
parameterizing all the output matrices of an observable system
with its output number not smaller than pmax. These results
can be simply obtained through the duality between system
controllability and observability, and the details are therefore
omitted.
VI. CONCLUDING REMARKS
In this paper, we have investigated the problem about the
minimal number of inputs/outputs under the requirements that
there exists an input/output matrix, such that the associated
linear time invariant system is controllable/observable. It has
been made clear that this number is equal to the maximum
geometric multiplicity of the state transition matrix, which can
be calculated in principle.
These conclusions are in sharp contrast to the minimal
controllability/observability problems attacked in [6], [11],
which have been proved to be NP-hard, and even difficult to
be approximately solved within a multiplicative factor. These
results suggest that as long as controllability/observability is
concerned, it is preferable to construct a system with its
state transition matrix having distinct eigenvalues, in the sense
of hardware cost reduction. In addition, a parametrization is
given for all the input/output matrices that has the minimal
inputs/outputs and construct a controllable/observable system
with a prescribed STM.
As a further topic, it is interesting to see whether or not these
results can be extended to situations in which there are some
other structure restrictions on the system input/output matrix,
which is often met in practical applications [6], [13], as well
as to situations in which subsystems are connected through
their outputs like those discussed in [17], [18]. The latter is
thought to be a more natural way in describing dynamics of
a large scale system.
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