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Abstract
The mutually commuting 1× n fused single and double-row transfer matrices of the critical six-vertex
model are considered at roots of unity q = eiλ with crossing parameter λ = (p
′−p)π
p′ a rational fraction
of π. The 1 × n transfer matrices of the dense loop model analogs, namely the logarithmic minimal
models LM(p, p′), are similarly considered. For these sℓ(2) models, we find explicit closure relations
for the T -system functional equations and obtain extended sets of bilinear T -system identities. We also
define extended Q matrices as linear combinations of the fused transfer matrices and obtain extended
matrix T -Q relations. These results hold for diagonal twisted boundary conditions on the cylinder
as well as Uq(sℓ(2)) invariant/Kac vacuum and off-diagonal/Robin vacuum boundary conditions on
the strip. Using our extended T -system and extended T -Q relations for eigenvalues, we deduce the
usual scalar Baxter T -Q relation and the Bazhanov-Lukyanov-Zamolodchikov decomposition of the
fused transfer matrices T n(u + λ) and Dn(u + λ), at fusion level n = p′ − 1, in terms of the product
Q+(u)Q−(u) or Q(u)2. It follows that the zeros of T p
′−1(u + λ) and Dp
′−1(u + λ) are comprised of
the Bethe roots and complete p′ strings. We also clarify the formal observations of Pronko and Yang-
Nepomechie-Zhang and establish, under favourable conditions, the existence of an infinite fusion limit
n → ∞ in the auxiliary space of the fused transfer matrices. Despite this connection, the infinite-
dimensional oscillator representations are not needed at roots of unity due to finite closure of the
functional equations.
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1
Contents
1 Introduction 3
2 Fused transfer matrices of the six-vertex and dense loop models 4
2.1 R-matrices and transfer matrices of the six-vertex model . . . . . . . . . . . . . . . . . . 4
2.2 Fused transfer matrices of the six-vertex model . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Face operators and transfer tangles of the dense loop model . . . . . . . . . . . . . . . . 7
2.4 Fused transfer tangles of the dense loop model . . . . . . . . . . . . . . . . . . . . . . . 9
3 Diagonal twist boundary conditions on the cylinder 11
3.1 Fusion hierarchies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Baxter’s T -Q relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Closure, the infinite fusion limit and extended Q matrices . . . . . . . . . . . . . . . . . 13
3.4 Extended T -system and extended T -Q relations . . . . . . . . . . . . . . . . . . . . . . . 14
3.5 Baxter T -Q eigenvalue relations and eigenvalue decompositions . . . . . . . . . . . . . . 14
4 Uq(sℓ(2)) invariant/Kac vacuum boundary conditions on the strip 16
4.1 Fusion hierarchies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Closure, the infinite fusion limit and extended Q-matrices . . . . . . . . . . . . . . . . . 17
4.3 Extended T -system and extended T -Q relations . . . . . . . . . . . . . . . . . . . . . . . 18
4.4 Polynomial reductions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.5 Baxter T -Q eigenvalue relations and eigenvalue decompositions . . . . . . . . . . . . . . 19
5 Off-diagonal/Robin vacuum boundary conditions on the strip 20
5.1 Fusion hierarchies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Closure, the infinite fusion limit and extended Q matrices . . . . . . . . . . . . . . . . . 21
5.3 Extended T -system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.4 Factorizations and extended T -Q relations . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.5 Baxter T -Q eigenvalue relations and eigenvalue decompositions for a0 = 0 . . . . . . . . 24
5.6 Extended T -Q relations for a0 6= 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6 Conclusion 27
A Diagrammatic Temperley-Lieb algebras 28
B Proofs of extended T -system bilinear identities 30
B.1 Twisted boundary conditions on the cylinder . . . . . . . . . . . . . . . . . . . . . . . . 30
B.2 Uq(sℓ(2)) invariant/Kac vacuum boundary conditions on the strip . . . . . . . . . . . . 32
2
1 Introduction
The six-vertex model [1–4] is a Yang-Baxter integrable model [5] of a ferroelectric on the square
lattice. The critical six-vertex model coincides with the critical line of Baxter’s symmetric eight-vertex
model [6,7,5]. The six- and eight-vertex models are among the most studied models in integrable two-
dimensional lattice statistics. Integrability stems from the Yang-Baxter equation and the existence of
a one-parameter family of commuting transfer matrices as functions of the spectral parameter u. The
logarithmic derivative of these transfer matrices at u = 0 yields [8,7] the Hamiltonians of the XXZ and
XYZ quantum spin chains. The XYZ quantum spin chain and its specializations to the XXZ and XXX
(or Heisenberg) models are central in the study of integrable one-dimensional quantum systems.
A number of important algebraic and analytic tools have been developed to study the six-vertex,
eight-vertex and related loop and RSOSmodels. These include the Bethe Ansatz, Functional Equations,
Quantum Inverse Scattering Methods (QISM) and T - and Y -systems. The Bethe Ansatz [9] extends
to various forms such as the coordinate Bethe ansatz, functional Bethe ansatz (including separation
of variables) and the algebraic Bethe ansatz. The Functional Equation approach was initiated by
Baxter [6] and includes Baxter’s T -Q relation and the fusion hierarchies of functional equations satisfied
by the fused transfer matrices. The Quantum Inverse Scattering Method [10] has its origins in the
inverse problem methods [11] for solving classical nonlinear equations. Lastly, the T - and Y -system
methods [12–14] are a generalization [15] of Hirota’s bilinear equations [16] and extend to the analysis
of the associated Thermodynamic Bethe Ansatz (TBA) and Non-Linear Integral Equations (NLIE).
In this paper, we are interested in critical sℓ(2) vertex and dense loop models for which the
quantum group parameter q = eiλ is a root of unity, characterized by rational values of the crossing
parameter λ:
λ = λp,p′ =
(p′ − p)π
p′
, 1 6 p < p, p, p′ coprime. (1.1)
The generic sℓ(2) dense loop model, restricted to roots of unity, coincides with the logarithmic minimal
models LM(p, p′) [17, 18]. At roots of unity on the critical line, these systems exhibit an extended
sℓ(2) loop algebra symmetry [19] not present at generic points. The extra symmetry at the rational
points accounts for additional degeneracies between the eigenvalues and allows for the occurrence of
nontrivial Jordan blocks in the transfer matrices. It is therefore apparent that, at roots of unity, these
critical systems are described, in the continuum scaling limit, by logarithmic Conformal Field Theories
(CFTs) [20]. Each rational point on the critical line is described by a different logarithmic CFT. Our
focus is on the interplay between the two approaches to these roots-of-unity models based on T -systems
and T -Q relations. Since the early work, there is an extensive literature on these topics so let us just
cite a selective but far from exhaustive list [21–48]. Perhaps the most extensive overview of these topics
is to be found in the Bazhanov-Mangazeev article [37].
The goal of this paper is to propose a general and systematic framework extending the key precepts
of T -systems, Q matrices and T -Q relations to derive the Bethe ansatz equations of sℓ(2) models
at roots of unity. More specifically, we (i) derive an extended set of T -system bilinear equations,
(ii) define extended Q matrices, as explicit linear combinations of fused transfer matrices, and deduce
that they satisfy extended T -Q relations and (iii) show that, for eigenvalues, the extended T -Q relations
imply the usual Baxter T -Q relations, Bethe ansatz equations and Bazhanov-Lukyanov-Zamolodchikov
decompositions [24, 37]. This program is carried out to completion for (i) diagonal twist boundary
conditions on the cylinder, (ii) Uq(sℓ(2)) invariant/Kac vacuum boundary conditions on the strip and
(iii) off-diagonal/Robin vacuum boundary conditions on the strip. The treatment holds simultaneously
for the six-vertex and dense loop models.
The layout of the paper is as follows. In Section 2, we review the definitions of the fundamental
transfer matrices of the six-vertex and dense loop models for twisted boundary conditions on the
3
cylinder and open boundary conditions on the strip. We also define separately the fused transfer
matrices for the related sℓ(2) vertex and loop models. These transfer matrices satisfy the same
functional equations as a consequence of the common underlying Temperley-Lieb algebras elaborated
upon in Appendix A. These common structures enable a uniform treatment of both models. In
Sections 3 to 5, we present our results as listed above for the sℓ(2) models at roots of unity under
the three respective boundary conditions. The proofs of the extended T -systems of bilinear functional
equations are relegated to Appendix B. Section 5, on off-diagonal/Robin boundaries, is special since
our final analysis splits into two cases depending on whether the extended Q matrices are analytic or
non-analytic functions of the spectral parameter u. Concluding remarks are given in Section 6.
2 Fused transfer matrices of the six-vertex and dense loop models
2.1 R-matrices and transfer matrices of the six-vertex model
In this section, we briefly review the six-vertex model on the square lattice and its commuting transfer
matrices for various boundary conditions. In the natural basis {++,+−,−+,−−}, the Boltzmann
weights of the local vertex configurations can be arranged in an operator valued R-matrix R : C →
End(C2 ⊗ C2):
R(u) =

sin(λ−u)
sinλ 0 0 0
0 sinusinλ g
−1 0
0 g sinusinλ 0
0 0 0 sin(λ−u)sinλ
 , Rˇ(u) = P12R(u) =

sin(λ−u)
sinλ 0 0 0
0 g sinusinλ 0
0 sinusinλ g
−1 0
0 0 0 sin(λ−u)sinλ
 ,
(2.1)
where P12 permutes the order of the two copies of C
2. The more common convention with weights
sin(λ+ u) instead of sin(λ− u) is obtained by the simple involution λ↔ π − λ. The gauge factor g is
arbitrary. Choosing g = z = eiu allows us to express Rˇj,j+1(u) as
Rˇj,j+1(u) =
sin(λ− u)
sinλ
I +
sinu
sinλ
ej (2.2)
in terms of the generators of the Temperley-Lieb algebras of Appendix A with β = 2cos λ. In the
following, however, we set g = 1.
The R-matrix satisfies the Yang-Baxter equation
R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v) (2.3)
on the space V1 ⊗ V2 ⊗ V3, Vj ≃ C2, Rjk ∈ End(Vj ⊗ Vk). The monodromy matrix, defined as
a
T (u) = iN Ra1(u+ ζ1)Ra2(u+ ζ2) · · · RaN (u+ ζN ) =
(
A(u) B(u)
C(u) D(u)
)
, (2.4)
can be represented as a matrix in the auxiliary space Va with operator valued entries A, B, C, D
acting on the quantum space V ⊗N . The normalization factor iN is unimportant and is chosen for later
notational convenience. As a consequence of the Yang-Baxter equation (2.3) the monodromy matrix
is a representation of the Yang-Baxter algebra:
R12(u− v)
1
T (u)
2
T (v) =
2
T (v)
1
T (u)R12(u− v). (2.5)
4
The single-row transfer matrix of the inhomogeneous six-vertex model on the cylinder with periodic
boundary conditions,
T (u) = tra
a
T (u) , (2.6)
generates a family of commuting operators on the quantum space. For the homogeneous model with
ζj = 0, this family includes the Hamiltonian of the spin-
1
2 XXZ quantum chain.
Integrability is preserved for certain twisted boundary conditions: the c-number twist matrices
Θ =
(
ω 0
0 ω−1
)
(2.7)
are representations of the Yang-Baxter algebra (2.5) with one-dimensional quantum space [49].
Therefore, the commutativity of the transfer matrices obtained from TΘ(u) = ΘT (u) is retained.
The resulting transfer matrices commute with the total magnetization Sz = 12
∑N
j=1 σ
z
j .
The introduction of K-matrices [50] and commuting double-row transfer matrices [22] describing
integrable boundary conditions for the six-vertex model on the strip is by now standard. A boundary
condition on the strip encoded in a K-matrix is integrable if the right- and left-reflection or boundary
Yang-Baxter equations [50] are satisfied:
R12(u− v)
1
KR (u)R21(u+ v)
2
KR (v) =
2
KR (v)R12(u+ v)
1
KR (u)R21(u− v), (2.8a)
R12(v − u)
1
K
t1
L(u)R21(2λ− u− v)
2
K
t2
L(v) =
2
K
t2
L(v)R12(2λ− u− v)
1
K
t1
L(u)R21(v − u). (2.8b)
For diagonal Uq(sℓ(2)) invariant boundary conditions, the K-matrices are [51]
KR(u) =
(
eiu 0
0 e−iu
)
, KL(u) =
(
ei(λ−u) 0
0 e−i(λ−u)
)
. (2.9)
The more general three-parameter solutions for the off-diagonal K-matrices are given in [52,53]. Here
we parameterize the solution for KR(u) in terms of three variables ν1, ν2 and ξ:
KR(u) =
(
eiξν1
sin(λ+ξ+u)
sinλ + e
−iξν−11
sin(λ+ξ−u)
sinλ ν2
sin(2u)
sinλ
ν−12
sin(2u)
sinλ e
iξν1
sin(λ+ξ−u)
sinλ + e
−iξν−11
sin(λ+ξ+u)
sinλ
)
. (2.10)
Likewise, the solution for KL(u) is parameterized in terms of µ1, µ2 and η:
KL(u) =
(
eiηµ1
sin(2λ+η−u)
sinλ + e
−iηµ−11
sin(η+u)
sinλ µ
−1
2
sin(2λ−2u)
sinλ
µ2
sin(2λ−2u)
sinλ e
iηµ1
sin(η+u)
sinλ + e
−iηµ−11
sin(2λ+η−u)
sinλ
)
. (2.11)
We note that KL(u) = K
t
R(λ−u)|ν→µ, ξ→η. The Uq(sℓ(2)) invariant boundary conditions are recovered
in the limits ξ, η → i∞:
lim
ξ→i∞
KR(u)
ΓR(u)
=
(
eiu 0
0 e−iu
)
, ΓR(u) =
sin(λ+ ξ − u)
sinλ
(ei(u+ξ)ν1 + e
−i(u+ξ)ν−11 ), (2.12a)
lim
η→i∞
KL(u)
ΓL(λ− u) =
(
ei(λ−u) 0
0 e−i(λ−u)
)
, ΓL(u) =
sin(λ+ η − u)
sinλ
(ei(u+η)µ1 + e
−i(u+η)µ−11 ). (2.12b)
The double-row transfer matrix on the strip is then
D(u) = tra
( a
KL (u)
a
T (u)
a
KR (u)
a
T ′(u)
)
(2.13)
where
a
T ′(u) = i−N RaN (u− ζN ) · · · Ra2(u− ζ2)Ra1(u− ζ1) . (2.14)
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2.2 Fused transfer matrices of the six-vertex model
Using the fusion procedure introduced in [54], R-matrices acting on spaces Cn+1 ⊗ Cm+1 can be
constructed starting from (2.1). This construction relies on the fact that the elementary R-matrix
degenerates for a particular choice of the spectral parameter. Here R(λ) is a projector onto a one-
dimensional subspace of C2 ⊗ C2. Explicit expressions for the m × n fused vertex weights for the
six-vertex model have been given, for example, in [55]. For m > 1, these allow for the construction of
integrable higher spin generalizations of the XXZ spin chain [56,57]. Here we consider the 1× n fused
transfer matrices T n(u) on the cylinder and double-row transfer matrices Dn(u) on the strip for the
six-vertex model. These are associated with a spin-n2 representation of sℓ(2) in the auxiliary space.
Fused transfer matrices are thus labelled by nodes of a Dynkin diagram which is one-sided A∞.
The 1 × n fused transfer matrix for the vertex model on the cylinder is obtained by taking the
trace of a product of n monodromy matrices TΘ(u), with Θ corresponding to the twist (2.7), acting
on different auxiliary spaces Vj over the Uq(sℓ(2)) spin-
n
2 component of the product V1⊗V2⊗ · · · ⊗Vn:
T n(u) =
(
n−1∏
j=1
1
fj−1
)
tr1···n
(
P 1···n
1···n
T Θ (u)
)
(2.15)
where
1···n
T Θ (u) =
1
T Θ (u)
2
T Θ (u+ λ) · · ·
n
T Θ (u+ (n− 1)λ). (2.16)
For the six-vertex model defined in terms of the R-matrix (2.1) with g = 1, the deformed projectors
P 1···n are defined recursively as
P 1···n = P 1···(n−1) −
n− 1
n
P 1···(n−1)Rn−1,n(λ)P 1···(n−1) , P 1 =
(
1 0
0 1
)
.
The fused transfer matrices (2.15) have been normalized by
f(u) =
N∏
j=1
sin(u+ ζj)
sinλ
, fk = f(u+ kλ) . (2.17)
With this normalization, the matrix entries of T n(u) are Laurent polynomials in z = eiu and thus are
entire functions of the spectral parameter u. The minimal and maximal powers of z are ±N . The
transfer matrices are mutually commuting,
[Tm(u),T n(v)] = 0, (2.18)
and satisfy the periodicity relations
T n(u+ π) = (−1)NT n(u). (2.19)
Similarly, the 1 × n fused transfer matrices Dn(u) can be constructed for the six-vertex model
on the strip as in [23, 58]. These are written in terms of the following two products of monodromy
matrices:
1···n
T (u) =
1
T (u)
2
T (u+ λ) · · ·
n
T (u+ (n− 1)λ), (2.20a)
1···n
T ′(u) =
1
T ′(u)
2
T ′(u+ λ) · · ·
n
T ′(u+ (n− 1)λ). (2.20b)
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The fused K matrices are given by
1···n
KR (u) =
( ∏
16i<j6n
(−1)
si+j−3
) n∏
i=1
[
i
KR
(
u+ (i− 1)λ) n∏
j=i+1
Rji
(
2u+ (i+ j − 2)λ)], (2.21a)
1···n
KL (u) =
( ∏
16i<j6n
1
si+j−3
) 1∏
i=n
step=−1
[
i
KL
(
u+ (i− 1)λ) 1∏
j=i−1
step=−1
Rji
(− 2u− (i+ j − 4)λ)]. (2.21b)
The fused double-row transfer matrix at level n is then defined as
Dn(u) =
(
n−1∏
j=1
1
fj−1
)
tr1···n
(
P 1···n
1···n
KL (u)
1···n
T (u)
1···n
KR (u)
1···n
T ′(u)
)
(2.22)
where
f(u) =
N∏
i=1
sin(u+ ζi) sin(u− ζi)
sin2 λ
, fk = f(u+ kλ). (2.23)
With this definition, the matrix entries of Dn(u) are Laurent polynomials in z = eiu with minimal
and maximal powers ±2N for the diagonal quantum group invariant boundary conditions (2.9) and
±(2N + 4n) for the generic K-matrices. The transfer matrices are mutually commuting,
[Dm(u),Dn(v)] = 0, (2.24)
and satisfy the periodicity and crossing relations
Dn(u+ π) =Dn(u), Dn(u) =Dn
(
(2− n)λ− u). (2.25)
2.3 Face operators and transfer tangles of the dense loop model
In this section, we review the definitions of the dense loop model on the square lattice. This model is
defined for generic values of the crossing parameter λ but, when specialized to the roots of unity values
λ = λp,p′ (1.1) of interest here, it coincides with the logarithmic minimal model LM(p, p′) [17].
We give the construction of the dense loop transfer tangles with twisted boundary conditions on
the cylinder and Kac/Robin vacuum boundary conditions on the strip. These tangles are elements of
the diagrammatic Temperley-Lieb algebras TLN (β), EPTLN (α, β) and TL(2)N (β, α1, α2, β1, β2, γ) defined
in Appendix A. In later sections, we use the terms transfer matrix and Q matrix in both the vertex
and loop settings with the understanding that, in the loop setting, these objects should be interpreted
as tangles in the corresponding diagrammatic algebras.
The elementary face operator for the dense loop model is defined as
u =
sin(λ− u)
sinλ
+
sinu
sinλ
(2.26)
where u is the spectral parameter and λ is the crossing parameter, related to the fugacity of bulk loops
via the relation β = 2cos λ. The elementary face operators satisfy the Yang-Baxter equation which
ensures integrability. For periodic boundary conditions, the single-row transfer tangle is an element of
EPTLN (α, β) defined by
T (u) = iN . . . . . .u+ζ1 u+ζ2 u+ζN , (2.27)
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where the ζi are bulk inhomogeneity parameters. The periodic transfer tangles satisfy the
commutativity and periodicity relations
[T (u),T (v)] = 0, T (u+ π) = (−1)NT (u). (2.28)
The normalization factor iN in (2.27) is unimportant and is chosen for later notational convenience.
For integrability in the presence of boundaries, the left and right boundaries are decorated [59]
with triangle face operators that must satisfy the boundary Yang-Baxter equation. For Kac vacuum
boundary conditions on the strip, the double-row transfer tangle [17] is defined, as an element of
TLN (β), by
D(u) =
. . .
. . .
. . .
. . .
u+ζ1 u+ζ2 u+ζN
u−ζ1 u−ζ2 u−ζN
. (2.29)
In this case, the boundary conditions take the form of simple arcs.
For Robin vacuum boundary conditions on the strip, loop segments may connect to the boundary
and the transfer tangle D(u) is an element of TL(2)N (β, α1, α2, β1, β2, γ). Here β is the fugacity of bulk
loops and, as discussed in Appendix A, α1, α2, β1, β2 are fugacities of boundary loops and γ is the
fugacity of loop segments spanning between the left and right edges of the strip. The boundary face
operators in this case are defined as
u,η = ΓL(u) +
sin 2u
sinλ
, u,ξ = ΓR(u) +
sin 2u
sinλ
, (2.30)
where the functions ΓL(u) and ΓR(u) are given by [60]:
ΓL(u) =
sin(λ+ η − u)
sinλ
(
α1
sin(λ+ η + u)
sinλ
− α2 sin(η + u)
sinλ
)
, (2.31a)
ΓR(u) =
sin(λ+ ξ − u)
sinλ
(
β1
sin(λ+ ξ + u)
sinλ
− β2 sin(ξ + u)
sinλ
)
. (2.31b)
Here, η and ξ are left and right boundary fields respectively. We note that the right boundary
triangle is obtained from the left boundary triangle by performing a rotation of 180◦ and substituting
(β1, β2, ξ) for (α1, α2, η). The double-row transfer tangle with Robin boundary conditions is then
defined diagrammatically by
D(u) =
. . .
. . .
. . .
. . .
u+ζ1 u+ζ2 u+ζN
u−ζ1 u−ζ2 u−ζN
u,ξλ−u,η . (2.32)
The transfer tangles for Kac/Robin vacuum boundary conditions commute, have period π and
satisfy crossing symmetry:
[D(u),D(v)] = 0, D(u+ π) =D(u), D(λ− u) =D(u). (2.33)
The Kac vacuum boundary triangles are in fact obtained as a simple limit of the Robin boundary
triangles
lim
η→±i∞
1
ΓL(u)
u,η = , lim
ξ→±i∞
1
ΓR(u)
u,ξ = . (2.34)
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This observation justifies our notation D(u) used, here and in the sequel, for both the Kac and Robin
transfer tangles. It will be clear from context which boundary condition is being discussed. This
observation also implies that many of the results of Section 4 for the Uq(sℓ(2)) invariant/Kac vacuum
boundary conditions can be recovered from the off-diagonal/Robin results of Section 5 by taking the
limit η, ξ → ±i∞. Notwithstanding, we include Section 4 to introduce our approach in the simpler
and more familiar context of Uq(sℓ(2)) invariant/Kac boundary conditions without all of the additional
complications of the off-diagonal/Robin boundary conditions in Section 5.
2.4 Fused transfer tangles of the dense loop model
In this section, we define the fused face operators and the fused transfer tangles T n(u) and Dn(u) of
the dense loop models. In this notation, the fundamental transfer tangles are given by T (u) = T 1(u)
and D(u) =D1(u).
The m× n fused face operator is diagrammatically defined as
u
(m,n)
=
m−1∏
i=1
n−1∏
j=1
1
sj−i(u)
m
m
n n
u0
u1
...
...
un−1
u
−1
u0
...
...
un−2
u1−m
u2−m
...
...
un−m
. . . . . .
. . . . . .
. . . . . .
, uk = u+ kλ. (2.35)
It is a Laurent polynomial in z = eiu with minimal and maximal powers ±1. Here we have used
the conventions of [18] for depicting the Wenzl-Jones projectors as pink rectangles. The construction
above holds for the generic cases, where all the projectors are well defined. We refer to [18, 61, 62] for
discussions of the construction of fusion in the roots of unity cases where some projectors are not well
defined.
For twisted periodic boundary conditions on the cylinder, the 1 × n fused transfer tangle is an
element of EPTLN (α, β) defined diagrammatically by1
T n(u) = iNn
(1,n) (1,n) (1,n)
. . . . . .u−ζ1 u−ζ2 u−ζN , (2.36)
where the double strand indicates n cabled loop segments. It is a Laurent polynomial in z = eiu of
minimal and maximal degree ±N . It satisfes the commutativity and periodicity relations
[Tm(u),T n(v)] = 0, T n(u+ π) = (−1)NT (u). (2.37)
For Kac vacuum boundary conditions on the strip, the 1 × n fused transfer tangle is an element
1In this paper, we only consider fused transfer tangles with fusion in the vertical direction. We do not consider fused
transfer tangles involving fusion in the horizontal direction. In the notation of [18], our transfer tangles T n(u) and Dn(u)
are denoted by T 1,n(u) and D1,n(u) respectively.
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of TLN (β) defined diagrammatically by
Dn(u) =
(1,n)
(n,1)
(1,n)
(n,1)
(1,n)
(n,1)
. . .
. . .
. . .
. . .
u−ζ1
un−1−ζ1
u−ζ2
un−1−ζ2
u−ζN
un−1−ζN
. (2.38)
It is a Laurent polynomial in eiu with minimal and maximal powers ±2N .
For the Robin boundary conditions, the fused boundary triangle at fusion level n for the right
boundary is defined by
u, ξ
(n)
=
( ∏
16i<j6n
(−1)
si+j−3
)
u0
u1
u2
...
un−1
(2u)1
(2u)2
(2u)3(2u)3
(2u)4(2u)4
......
...
(2u)2n−3
n
n
, (2.39)
where (2u)k = 2u + kλ. The same operator for the left-boundary is obtained by rotating (2.39) by
180◦ and substituting (β1, β2, ξ) for (α1, α2, η). The 1 × n fused transfer tangle is then an element of
TL(2)N (β, α1, α2, β1, β2, γ) defined as
Dn(u) =
(1,n)
(n,1)
(1,n)
(n,1)
(1,n)
(n,1)
. . .
. . .
. . .
. . .
u−ζ1
un−1−ζ1
u−ζ2
un−1−ζ2
u−ζN
un−1−ζN
u, ξ
(n)
−un−2, η
(n)
. (2.40)
It is a Laurent polynomial in z = eiu with minimal and maximal degrees ±(2N + 4n).
Using the limit (2.34), the suitably normalized Robin transfer tangles (2.40) reduce to the Kac
transfer tangles (2.38). In this limit, the fusion projectors kill off all of the boundary triangle states
except the diagonal cabled state shown in (2.38). For both Kac and Robin boundary conditions, the
fused transfer tangles Dn(u) satisfy the relations
[Dm(u),Dn(v)] = 0, Dn(u+ π) =Dn(u), Dn(u) =Dn
(
(2− n)λ− u). (2.41)
10
3 Diagonal twist boundary conditions on the cylinder
In this section, we consider the sℓ(2) models at roots of unity with twisted boundary conditions.
3.1 Fusion hierarchies
The fusion hierarchies are known [55,63,18] for the sℓ(2) vertex, RSOS and loop models. The functional
equations, including the fusion hierarchy, for the symmetric eight-vertex model are discussed extensively
in [32, 37]. The critical six-vertex model is just a special case since it coincides with the critical line
of the symmetric eight-vertex model [7]. The fusion hierarchy for the logarithmic minimal models was
derived in [18]. The fusion hierarchy equations are
T n(u)T 1(u+ nλ) = f(u+ nλ)T n−1(u) + f(u+ (n− 1)λ)T n+1(u), (3.1a)
T 1(u)T n(u+ λ) = f(u− λ)T n−1(u+ 2λ) + f(u)T n+1(u), (3.1b)
subject to
T−1(u) = 0, T 0(u) = f(u− λ)I, f(u) =
N∏
j=1
sin(u+ ζj)
sinλ
. (3.2)
In the sequel, we sometimes use the more compact notations
T nk = T
n(u+ kλ), fk = f(u+ kλ). (3.3)
The relations (3.1) hold for n > 0 and recursively define the fused transfer matrices T n(u) as
polynomials in the fundamental transfer matrix T (u) = T 1(u). This holds both for generic values
of λ and for roots of unity.
The fusion hierarchy can be extended to n < 0 with the convention
T n(u) := −T−2−n(u+ (n+ 1)λ), n < 0. (3.4)
By applying (3.4) to (3.1a) with n < 0, one indeed reproduces (3.1b) for the positive values of the
fusion indices.
3.2 Baxter’s T -Q relation
Baxter’s T -Q relation [6, 7, 5] is
T (u)Q(u) = f(u)Q(u− λ) + f(u− λ)Q(u+ λ), [T (u),Q(v)] = 0, (3.5)
where T (u) is a commuting family of transfer matrices and Q(u) is an auxiliary matrix family. The
eigenvalues of Q(u) take the form
Q(u) = Q(u+ 2π) =
M∏
m=1
sin(u− um) (3.6)
where M is a nonnegative integer and um are the Bethe roots. In principle, the Bethe roots are
determined by solving the Bethe ansatz equations in the form of non-linear equations obtained by
substituting (3.6) into the eigenvalue equation (3.5) and setting u = um so that the left-side vanishes.
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The matrix Q(u) is in fact not unique. On the cylinder, there are the “Bloch wave” solutions [37]
denoted by Q±(u). Moreover, if Q(u) satisfies Baxter’s T -Q relation, then any matrix given by
Q′(u) = Q(u)Q0(u), [Q0(u),T (u)] = 0, [Q0(u),Q(u)] = 0, Q0(u+ λ) = Q0(u), (3.7)
also satisfies the T -Q relation. At roots of unity, this observation is tied to the freedom of adding or
removing complete p′-strings in the eigenvalues Q(u). In fact, working in the vertex setting, Baxter
himself constructed two such Q(u) matrices, one Qp,p′(u) [6] in 1972 for roots of unity cases and
arbitrary system size N and another Qλ(u) [7] in 1973 for the general case with N even. At roots of
unity with N even, these two Q(u) matrices are not equal (see the discussion in Appendix A of [37]).
More specifically, the Q matrix at roots of unity, corresponding to logarithmic theories, is not given by
specializing the generic Q matrix:
lim
λ→λp,p
Qλ(u) 6= Qp,p′(u). (3.8)
It was observed by Pronko [25] that the fusion hierarchy (3.1) bears a striking similarity to Baxter’s
T -Q equation (3.5). Applying a shift of −nλ to the arguments, the relation (3.1a) takes the form
T 1(u)T n(u− nλ) = f(u)T n−1(u− nλ) + f(u− λ)T n+1(u− nλ)
= f(u)T n−1(u− λ− (n− 1)λ) + f(u− λ)T n+1(u+ λ− (n+ 1)λ). (3.9)
This can be written as a generalized T -Q relation
T (u)Qn(u) = f(u)Qn−1(u− λ) + f(u− λ)Qn+1(u+ λ), [T (u),Qj(v)] = 0, (3.10)
where
Qn(u) = T n(u− nλ). (3.11)
Although it may not be needed for λ = λp,p′, it was shown in [24] that, for generic λ, Baxter’s
Q-operator is associated with an infinite dimensional (spin-n2 →∞) oscillator representation. Indeed,
in [34,35], it was suggested that formally setting
Q(u) = lim
n→∞
T n(u− nλ) (3.12)
in (3.9) leads to a functional equation identical to Baxter’s T -Q relation (3.5):
T (u)Q(u) = f(u)Q(u− λ) + f(u− λ)Q(u+ λ), [T (u),Q(v)] = 0. (3.13)
However, no arguments were put forward for the convergence of the limit (3.12) and, assuming that
the limit actually exists, no relation was proposed between the Q(u) in (3.12) and Baxter’s Q(u).
Indeed, closer inspection shows there are problems to make sense of this simple limiting procedure.
Nevertheless, as shown in [34,35,41], it seems that the T -Q relations arising from this procedure make
good physical sense and that they lead to correct results. We will make proper sense of this limit,
under certain circumstances, in subsequent sections.
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3.3 Closure, the infinite fusion limit and extended Q matrices
For the RSOS models, the fusion hierarchies truncate at a finite level. In contrast, the fusion hierarchies
(3.1) of the vertex and loop models at roots of unity do not truncate and instead satisfy a closure
relation. Indeed, for the roots of unity cases λ = λp,p′ , the fused transfer matrix T
p′(u) satisfies the
closure relation
T p
′
(u) = T p
′−2(u+ λ) + 2σJ T 0(u), σ = i−N(p
′−p), (3.14)
as in (2.22) of [37] and analogous to (7.28) of [18]. In the six-vertex model, the matrix J , related to
the braid limit u→ i∞, is a diagonal matrix given by
J =
1
2
(ωp
′
i−2pS
z
+ ω−p
′
i2pS
z
), [T n(u),J ] = 0, (3.15)
where the matrix Sz is the spin-12 magnetization with eigenvalues S
z ∈ 12Z and the complex parameter
ω is the twist. In the loop model, J is an element of EPTLN (α, β) that is independent of u. We
recall that the definition of this algebra is given in Appendix A. On the standard module WN,d, J is
proportional to the identity matrix, with an eigenvalue Jd that is independent of N and given by
Jd =
1
2
(ωp
′
i−pd + ω−p
′
ipd). (3.16)
As explained in Appendix A, in the context of the loop model, ω is a free parameter that appears in
the definition of the standard modules and measures the winding of the defects around the cylinder.
The fused transfer matrices with n = yp′ + j > p′ satisfy the generalized closure relations
T yp
′+j(u) = σyUy(J)T
j(u) + σy−1Uy−1(J)T
p′−2−j(u+ (j + 1)λ), y ∈ Z, j = 0, 1, . . . , p′ − 1,
(3.17)
where Uk(x) is the k-th Chebyshev polynomial of the second kind. In the following, we write
J =
1
2
(
eiΛ + e−iΛ
)
(3.18)
where eiΛ = ωp
′
i−2pS
z
for the vertex model. In the loop model, eiΛ is an element of EPTLN (α, β) that
acts as the identity on the standard modules, with the eigenvalue ωp
′
i−pd.
In a given magnetization sector, the infinite fusion limits n→ ±∞ of the eigenvalues T n(u) exist
provided the limit is taken through suitable subsequences. Explicitly, setting n = yp′ + j, we find
lim
y→±∞
T yp
′+j(u)
σy−1Uy−1(J)
=
Q
j,±(u), |eiΛ| > 1 or eiΛ = ±1
Qj,∓(u), |eiΛ| < 1
(3.19)
where Qj,±(u) are the eigenvalues of the extended Q matrices
Qj,±(u) = σ e±iΛ T j(u) + T p
′−j−2(u+ (j + 1)λ). (3.20)
Taking the limit through these subsequences is the proper way to make sense of the infinite fusion limit
(3.12). This limit exists in sectors with pSz ∈ Z for periodic boundary conditions (ω = 1) but it does
not exist for general complex twists ω on the unit circle.
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3.4 Extended T -system and extended T -Q relations
Motivated by the previous section, let us put aside questions of the existence of the infinite fusion limit
and work with the extended Q matices Qj,±(u) directly as defined in (3.20). From (3.17), we find that
the Qj,±(u) satisfy the periodicity properties
Qp
′+j,±(u) = σ e±iΛQj,±(u), Qj,±(u+ π) = (−1)NQj,±(u) (3.21)
and the conjugacy property
Qp
′−j−2,±(u) = σ e±iΛQj,∓
(
u− (j + 1)λ). (3.22)
They also satisfy the bilinear factorization identities
Qj,+(u)Qj,−(u) = T p
′−1(u)T p
′−1
(
u+ (j + 1)λ
)
, j ∈ Z. (3.23)
The right side of (3.23) can equivalently be written as σ2Qp
′−1,+(u)Qp
′−1,−(u) because Qp
′−1,±(u) =
σ e±iΛT p
′−1(u). After a shift of −jλ, the bilinear factorization identities take the explicit form(
σ eiΛT j(u− jλ) +T p′−j−2(u+ λ))(σ e−iΛT j(u− jλ) +T p′−j−2(u+ λ)) = T p′−1(u− jλ)T p′−1(u+λ).
(3.24)
For the case j = 0, this agrees with (2.24) of [37]. In fact, the identity (3.24) is the special case
k = p′−j−1 of the more general two-index extended T -system of bilinear identities
T
j+k
−j T
p′−1
1 = T
j
−jT
p′−1−k
k+1 + 2σJ T
j
−jT
k−1
1 + T
k−1
1 T
p′−2−j
1 , j, k ∈ Z. (3.25)
These bilinear identities are proved in Appendix B.1.
Using the fusion hierarchy (3.1), we separately obtain the set of extended T -Q relations
T (u)Qj,±(u− jλ) = f(u)Qj−1,±(u− jλ) + f(u− λ)Qj+1,±(u− jλ), (3.26a)
T (u)Qj,±(u+ λ) = f(u− λ)Qj−1,±(u+ 2λ) + f(u)Qj+1,±(u), (3.26b)
where Qj,±(u) is defined by (3.20). Indeed, setting Qj,±k = Q
j,±(u+ kλ) and expanding the left side
using the fusion hierarchies (3.1) gives
T 10Q
j,±
−j = T
1
0
[
σ e±iΛ T j−j + T
p′−j−2
1
]
= σ e±iΛ(f0T
j−1
−j + f−1T
j+1
−j ) + (f−1T
p′−j−3
2 + f0T
p′−j−1
0 )
= f0
[
σ e±iΛ T j−1−j + T
p′−j−1
0
]
+ f−1
[
σ e±iΛ T j+1−j + T
p′−j−3
2
]
= f0Q
j−1,±
−j + f−1Q
j+1,±
−j .
(3.27)
The relation (3.26b) is obtained via a similar derivation. In the extended T -Q relations (3.26), the
extended Q matrices Qj,±(u) are no longer auxiliary quantities but are defined as polynomials in T (u)
through (3.20) and (3.1).
3.5 Baxter T -Q eigenvalue relations and eigenvalue decompositions
In this section, we analyse the extended T -Q eigenvalue relations to deduce the usual Baxter T -Q scalar
relation. The eigenvalues Qj,±(u) and T p′−1(u) of the corresponding transfer matrices also satisfy the
bilinear factorization identities (3.23). Each such eigenvalue is a Laurent polynomial in z = eiu with
maximal and minimal powers ±N . Let us denote by {vk} the set of zeros of T p′−1(u+λ) in the complex
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u-plane in a given vertical strip of width π, and likewise by {wj,±ℓ } the sets of zeros of Qj,±(u − jλ).
The bilinear factorization identities (3.23) imply that∏
k
sin(u− vk) sin
(
u− (j + 1)λ− vk
)
=
∏
ℓ
sin(u− wj,+ℓ ) sin(u− wj,−ℓ ). (3.28)
For generic ω with eiΛ 6= ±1, we observe empirically that the zeros are all simple and that there are no
complete p′-strings. In contrast, at eiΛ = ±1, complete p′ strings can and do occur; this case is discussed
further at the end of this subsection. Each zero u = um of (3.28) belongs to {vk} or {vk + (j + 1)λ},
and likewise belongs to {wj,+ℓ } or {wj,−ℓ }. Let us write
E± = Ej,± = {vk} ∩ {wj,±ℓ }, j = 0, . . . , p′ − 2. (3.29)
For each j, the sets Ej,+ and Ej,− comprise all the zeros of T p
′−1(u + λ). Crucially, we observe that
these sets do not depend on j. This implies that the division of the zeros of T p
′−1(u + λ) between
Qj,+(u − jλ) and Qj,−(u − jλ) is identical for all j. This non trivial statement justifies our choice to
write these sets as E±, with no reference to j.
The proposition below gives a partial proof of this claim. It is based on the assumption that the
functions fk and T
1
k are non zero when specialized to values of u in E
j,±, for each j = 0, . . . , p′− 2 and
k ∈ Z. Our explorations with small N using a computer program support this assumption.
Proposition 3.1 With the above assumption, the sets Ej,+ and Ej,− are independent of j.
Proof. The proof uses the relation
T 1−j−1Qj,±−j = f−2−jQj−1,±1−j + f−1−jQj+1,±−1−j , (3.30)
which is obtained from (3.26b) by a shift by −(j+1)λ. We prove the statement for Ej,+; the proof for
Ej,− is identical. Let u0 be an element of ∈ E0,+. From the definition of E0,+, both Q0,+0 and Q−1,+1
vanish at u = u0. Setting j = 0 and u = u0 in (3.30), we find that two of the three terms are zero.
This implies that the last term f−1Q
1,+
−1 also vanishes at u = u0. From the assumption that f−1 6= 0
for u = u0, we thus find that u0 ∈ E1,+ and therefore E0,+ ⊆ E1,+.
Let us now consider a value u = u1 ∈ E1,+. The relation (3.30) with j = 0 and u = u1 has two
terms which vanish at u = u1, implying that the last term T
1
−1Q0,±0 is also zero at this value. From the
assumption that T 1−1 6= 0 for u = u1, we find that u1 ∈ E0,+ and therefore that E1,+ ⊆ E0,+. We thus
deduce that E0,+ = E1,+.
By repeating the argument using (3.30) with j = 1, one finds E1,+ = E2,+. The proof that
Ej,+ = Ej+1,+ on increasing values of j is obtained with the same arguments. 
From explorations using our computer program, we find that for the vertex model, the cardinalities
of the sets E+ and E− are |E±| = N2 ∓ Sz. Likewise for the standard module WN,d of the loop model,
these sets have cardinalities |E±| = N∓d2 . We then define
Q+(u) =
∏
um∈E+
sin(u− um), Q−(u) =
∏
um∈E−
sin(u− um). (3.31)
The values um ∈ E± are therefore the Bethe roots. Moreover, the Bazhanov-Lukyanov-Zamolodchikov
eigenvalue decompositions [24,37] follow:
Qj,+(u− jλ) = Rj,+(u)Q+(u)Q−(u− (j + 1)λ), (3.32a)
Qj,−(u− jλ) = Rj,−(u)Q−(u)Q+(u− (j + 1)λ), (3.32b)
T p
′−1(u+ λ) = φ(u)Q+(u)Q−(u), (3.32c)
T p
′−1(u− jλ) = φ(u)Q+(u− (j + 1)λ)Q−(u− (j + 1)λ). (3.32d)
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The division of the factors of Q±
(
u−(j+1)λ) between Qj,+(u−jλ) and Qj,−(u−jλ) is imposed by the
conjugacy property in (3.21). For eiΛ 6= ±1, Rj,±(u) and φ(u) are constants satisfying Rj,+(u)Rj,−(u) =
φ(u)2. They can be computed by comparing the coefficient of zN of the left and right sides of (3.32a)
and (3.32b). For the right sides, these maximal coefficients are obtained directly from (3.31). For the
left sides, they are obtained from the braid limit of (3.20). The eigenvalues of the braid fused transfer
matrices are indeed known, see [58] for the vertex model and [18] for the loop model. This calculation
yields
Rj+1,±(u)
Rj,±(u)
= ω˜±1, ω˜ = ω ×
{
e−iπS
z
for the vertex model,
e−iπd/2 for the loop model.
(3.33)
The decompositions (3.32) are in fact related by a shift of argument to the decompositions of [37] in
their equations (2.29) and (2.31). The extended T -Q and Baxter T -Q relations now take the equivalent
scalar forms:
T (u)Qj,±(u− jλ) = f(u)Qj−1,±(u− jλ) + f(u− λ)Qj+1,±(u− jλ), (3.34a)
T (u)Q±(u) = ω˜∓1f(u)Q±(u− λ) + ω˜±1f(u− λ)Q±(u+ λ). (3.34b)
The first identity is the eigenvalue form of the extended T -Q relation (3.26a) and holds for all j. In the
second equation, we used (3.32a) and (3.32b) and divided by Rj,±(u)Q±
(
u−(j+1)λ). Remarkably, the
dependence on j disappears in (3.34b). Substituting u = um in (3.34b), we recover the Bethe ansatz
equations for periodic twisted boundary conditions on the cylinder. We note the presence of factors
e±iπS
z
and e±iπd/2 in the T -Q relation, which are absent in Baxter’s usual T -Q equation (3.5) and are
due to our choice of gauge for the R-matrix.
An interesting feature occurs in the sector with magnetization Sz = m if the twist is such that
eiΛ = ±1. In these special cases, at the level of the eigenvalues, (3.24) reads(
σ T j(u− jλ) ∓ T p′−j−2(u+ λ))2 = T p′−1(u− jλ)T p′−1(u+ λ). (3.35)
All the zeros of the left side are double, so the same must hold for the right side. Numerically, we
observe that each of these zeros is twice degenerate, and never more. Depending on how the zeros are
split between the two factors on the right side, the zeros of T p
′−1(u+λ) can either be single or double.
If u = u0 is a single zero of T
p′−1(u+λ), the double zero of the left side of (3.24) is evenly split between
the two factors of the right side, implying that T p
′−1(u0 − jλ) = 0. This holds true for j ∈ Z, so that
T p
′−1(u+ λ) = 0 for u = u0, u0 + λ, . . . , u0 + (p
′ − 1)λ. The zeros of T p′−1(u+ λ) are therefore either
double zeros or single zeros forming complete p′-strings. In the decompositions (3.32), the zeros of the
complete p′-strings are encoded in the functions Rj,±(u) and φ(u), which in this case are not constants.
Clearly, φ(u) = φ(u + λ). The sets E+ and E− are equal, implying that Q+(u) = Q−(u) = Q(u),
Q+(u)Q−(u) = Q(u)2 and Rj,+(u) = Rj,−(u) = Rj(u). This last function satisfies Rj(u)2 = φ(u)2 and
therefore Rj(u) = Rj(u+ λ).
4 Uq(sℓ(2)) invariant/Kac vacuum boundary conditions on the strip
In this section, we consider the six-vertex model at roots of unity with diagonal Uq(sℓ(2)) invariant
boundary conditions and the logarithmic minimal models LM(p, p′) with Kac vacuum boundary
conditions. The functional equations satisfied by the fused transfer matrices of these two models
coincide. More general diagonal and off-diagonal boundary conditions on the strip are considered in
Section 5.
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4.1 Fusion hierarchies
The double-row transfer matrices Dn(u) of the sℓ(2) models with Uq(sℓ(2)) invariant/Kac vacuum
boundary conditions on the strip satisfy the fusion hierarchy relations [58,18]
sn−2s2n−1D
n(u)D1(u+ nλ) = sn−3s2nf(u+ nλ)D
n−1(u) + sn−1s2n−2f(u+ (n− 1)λ)Dn+1(u) (4.1a)
sns−1D
1(u)Dn(u+ λ) = sn+1s−2f(u− λ)Dn−1(u+ 2λ) + sn−1s0f(u)Dn+1(u) (4.1b)
where
D−1(u) = 0, D0(u) = f(u− λ)I, f(u) =
N∏
i=1
sin(u+ ζi) sin(u− ζi)
sin2 λ
, sk =
sin(2u + kλ)
sinλ
,
(4.2)
and ζi are bulk inhomogeneities. The extra si functions appearing in (4.1) are so-called surface terms.
In the following, we sometimes use the short-hand notation
D
j
k =D
j(u+ kλ), fk = f(u+ kλ). (4.3)
Moreover, the convention
Dn(u) := −D−2−n(u+ (n+ 1)λ) n 6 −2 (4.4)
allows us to extend the definition of Dn(u) to n 6 −2.
After applying a shift of −nλ to the arguments, (4.1a) takes the form
s−n−2s−1D
1(u)Dn(u− nλ) = s−n−3s0f(u)Dn−1(u− nλ) + s−n−1s−2f(u− λ)Dn+1(u− nλ). (4.5)
Formally, this can be written as a generalized T -Q relation
s−1D
1(u)Qn(u) = s0f(u)Q
n−1(u− λ) + s−2f(u− λ)Qn+1(u+ λ), [D(u),Qj(u)] = 0 (4.6)
where
Qn(u) = s−n−2D
n(u− nλ). (4.7)
As observed in [34], this would lead to a T -Q equation if the limit limn→∞Q
n(u) exists. But again,
the existence of this simple limit is problematic.
4.2 Closure, infinite fusion limit and extended Q-matrices
For the root of unity cases λ = λp,p′, the fused transfer matrices satisfy the closure relation
Dp
′
(u) = 2σD0(u) +Dp
′−2(u+ λ), σ = (−1)p′−p, (4.8)
analogous to (7.9) of [18]. Setting n = yp′ + j, this closure relation generalizes to the higher fused
transfer matrices
Dyp
′+j(u) = σy(y + 1)Dj(u) + σy−1yDp
′−2−j(u+ (j + 1)λ), y ∈ Z, j = 0, 1, . . . , p′ − 1. (4.9)
We take the limit n → ∞ of Dn(u) through subsequences, by setting n = yp′ + j and sending y to
infinity with j finite:
lim
y→∞
Dyp
′+j(u− nλ)
yσy−1
=Qj(u). (4.10)
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This limit exists and defines the extended Q matrices as the linear combinations
Qj(u) = σDj(u) +Dp
′−j−2(u+ (j + 1)λ) j ∈ Z. (4.11)
In contrast to the case of twisted boundary conditions on the cylinder, the infinite fusion limit taken
through subsequences always exist on the strip. Moreover, the same extended Q matrices are obtained
by taking the limit y → −∞. The matrices Qj(u) satisfy the following periodicity and conjugacy
properties:
Qj(u+ π) = σQj(u), Qp
′+j(u) = σQj(u), Qp
′−j−2(u) = σQj
(
u− (j + 1)λ). (4.12)
4.3 Extended T -system and extended T -Q relations
The extended Q matrices satisfy the bilinear factorization identities(
sj−2Q
j(u)
)2
= s−3s2j−1D
p′−1(u)Dp
′−1
(
u+ (j + 1)λ
)
, j ∈ Z. (4.13)
Indeed, after a shift of −jλ, (4.13) explicitly reads
(s−j−2)
2
(
σDj(u− jλ) +Dp′−j−2(u+ λ))2 = s−2j−3s−1Dp′−1(u− jλ)Dp′−1(u+ λ). (4.14)
This is the special case k = p′ − 1 − j of the more general two-index extended T -system of bilinear
identities
D
j+k
−j D
p′−1
1 =
sk−1s−2−j
sk−j−2s−1
(
D
j
−jD
p′−1−k
k+1 + 2σD
j
−jD
k−1
1 +D
k−1
1 D
p′−2−j
1
)
, j, k ∈ Z. (4.15)
These identities are proved in Appendix B.2.
From the fusion hierarchy relations (4.1a) and (4.1b), we obtain the extended T -Q relations:
s−j−2s−1D(u)Q
j(u− jλ) = s−j−3s0f(u)Qj−1(u− jλ) + s−j−1s−2f(u− λ)Qj+1(u− jλ), (4.16a)
sjs−1D(u)Q
j(u+ λ) = sj+1s−2f(u− λ)Qj−1(u+ 2λ) + sj−1s0f(u)Qj+1(u). (4.16b)
Indeed, setting Qjk =Q
j(u+ kλ) and expanding the left side gives
s−j−2s−1D
1
0Q
j
−j = s−j−2s−1D
1
0
(
σDj−j +D
p′−j−2
1
)
= s−j−3s0σf0D
j−1
−j + σs−j−1s−2f−1D
j+1
−j + s−j−1s−2f−1D
p′−j−3
2 + s−j−3s0σf0D
p′−j−1
0
= s−j−3s0f0
(
σDj−1−j +D
p′−j−1
0
)
+ s−j−1s−2f−1
(
σDj+1−j +D
p′−j−3
2
)
= s−j−3s0f0Q
j−1
−j + s−j−1s−2f−1Q
j+1
−j . (4.17)
The second relation is proven similarly.
4.4 Polynomial reductions
The transfer matrices Dp
′−1(u) and extended Q matrices Qj(u) appearing in (4.13) in fact have a
number of simple overall factors arising from the surface terms in the fusion hierarchy. Setting k = −j
in (4.15) gives
f−j−1D
p′−1
1 =
s−j−1s−j−2
s−2j−2s−1
(
D
j
−jD
p′−1+j
−j+1 + 2σD
j
−jD
−j−1
1 +D
−j−1
1 D
p′−2−j
1
)
. (4.18)
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For j = −1 and j = 0, the trigonometric prefactor on the right side equals 1. For the other values of
j, this prefactor is not 1. This implies that the transfer matrix Dp
′−1
1 vanishes if
∏p′−2
i=0 si = 0. We
therefore have the factorization
D
p′−1
0 =
( p′−2∏
i=0
si−2
)
Dˆ
p′−1
0 , (4.19)
where the matrix entries of the reduced transfer matrix Dˆ
p′−1
0 are Laurent polynomials in e
iu.
The bilinear factorization identities (4.13) thus become
(
sj−2Q
j
0
)2
=
( p′∏
i=1
s2i
)
Dˆ
p′−1
0 Dˆ
p′−1
j+1 . (4.20)
As a result, we deduce that Qj0 factorizes as
Q
j
0 =
( p′∏
i=1
i 6=j−2
si
)
Qˆ
j
0 (4.21)
where the matrix entries of the reduced Q matrix Qˆ
j
0 are also Laurent polynomials in e
iu. After
applying a shift of −jλ, the bilinear factorization identities (4.13) take the reduced form
(Qˆ
j
−j)
2 = Dˆ
p′−1
−j Dˆ
p′−1
1 . (4.22)
4.5 Baxter T -Q eigenvalue relations and eigenvalue decompositions
The left side of (4.22) is a perfect square and is satisfied eigenvalue by eigenvalue. This allows us to
make a number of deductions regarding the zeros of Dˆp
′−1(u).
First, we note that, as a polynomial in z = eiu, the maximal degree width of Qˆj(u) and Dˆp
′−1(u)
is 4(N − p′ + 1). For p′ − 1 > N , this number is negative. In these cases, the matrices Qj(u) and
Dp
′−1(u) are exactly zero. Indeed, all the representations that come into play for p′ − 1 > N also
appear in the RSOS model, for which the fusion hierarchy is known to truncate at fusion level p′ − 1:
Dˆp
′−1(u) = 0. The extended T -system identities (4.15) still hold but are trivially satisfied, with each
side equal to zero.
Here we are interested in p′ fixed and N large. For N > p′−1, the matricesQj(u) andDp′−1(u) are
non-zero, but there are still eigenstates with Dp
′−1(u) = Qj(u) = 0. These belong to representations of
the Temperley-Lieb algebra that also appear in the RSOS model. Our method to construct Q(u) via
the extended T -system does not apply to these special eigenvalues. From here, we avoid these special
representations and restrict our attention to states for which the eigenvalues Dp
′−1(u) and Qp
′−1(u)
are both nonzero.
In this case, arguing as in the case of twisted boundary conditions, it follows that Dˆp
′−1(u + λ)
can have double zeros as well as single zeros organized into complete p′-strings. For a given eigenstate,
we denote by Ej the set of zeros common to Qˆj(u− jλ) and Dˆp′−1(u+ λ), excluding the complete p′
strings. Extending the arguments used in Proposition 3.1 to this case, we again find that Ej+1 = Ej .
We therefore write E = Ej and define
Q(u) =
∏
um∈E
sin(u− um). (4.23)
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The cardinality of the set E in this case is specific to each eigenvalue, depending on its content in
p′-strings. We then have
Dˆp
′−1(u+ λ) = φ(u)Q(u)2, Dˆp
′−1(u− jλ) = φ(u)Q(u− (j + 1)λ)2, (4.24)
where φ(u) = φ(u+λ) encodes the zeros of the complete p′-strings. The bilinear factorization identities
then become
Qˆj(u− jλ)2 = (φ(u)Q(u − (j + 1)λ)Q(u))2. (4.25)
Taking the square root yields the decomposition
Qˆj(u− jλ) = Rjφ(u)Q(u)Q(u − (j + 1)λ) (4.26)
where the Rj are constants satisfying (Rj)2 = 1. One can again compute the ratios Rj+1/Rj by
comparing the coefficient of the maximal term in z = eiu. In this case, because the coefficient of
z2(N−p
′−1) of each Qˆj(u − jλ) is zero, one has to compare the coefficients of the next leading term.
Alternatively, this ratio can be obtained from the limit η, ξ → ∞ of the same ratios (5.31) for the
Robin boundary conditions, for which the coefficient of the maximal power is non vanishing. We find
Rj+1
Rj
= 1 (4.27)
in all cases. We have also confirmed that (4.27) holds for small values of N using our computer
implementation.
Finally, we rewrite the scalar extended T -Q relation (4.16a) in terms of Qˆj(u) and then Q(u).
Dividing the resulting equation throughout by Rjφ(u)Q(u− (j + 1)λ)∏p′i=1 si gives
s−1D(u)Q(u) = s0f(u)Q(u− λ) + s−2f(u− λ)Q(u+ λ) (4.28)
which is Baxter’s T -Q relation for the Uq(sℓ(2)) invariant/Kac vacuum boundary case. Assuming that
the zeros appear in pairs under the crossing symmetry Q(u) = Q(−u− λ) gives
Q(u) =
M∏
m=1
sin(u− um) sin(u+ um + λ). (4.29)
Substituting this into (4.28) and setting u = um so that the left side vanishes then gives the Bethe
ansatz equations previously obtained in [21,22,27].
5 Off-diagonal/Robin vacuum boundary conditions on the strip
In this section, we apply our functional equation techniques to the more difficult problem of sℓ(2)
models at roots of unity with off-diagonal/Robin vacuum boundary conditions on both the left and
right edges of the strip. This very general case reduces to the Uq(sℓ(2)) invariant/Kac vacuum boundary
conditions of the previous section in the special limit η, ξ → i∞.
5.1 Fusion hierarchies
For off-diagonal/Robin vacuum boundary conditions, the fusion hierarchy relations are given by
sn−2s2n−1D
n
0D
1
n = sn−1s2n−2fn−1D
n+1
0 + sn−3s2nfngn−1D
n−1
0 , (5.1a)
sns−1D
1
0D
n
1 = sn−1s0f0D
n+1
0 + sn+1s−2f−1g0D
n−1
2 , (5.1b)
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where the functions fk and sk are defined in (4.2) and (4.3). The function gk is defined by
gk = ΓL(u+ kλ)ΓL(−u− kλ)ΓR(u+ kλ)ΓR(−u− kλ), (5.2)
with ΓL,R(u) given respectively, for the vertex and loop models, by (2.12) and (2.31). We use the
notation
D−1k = 0, D
0
k = fk−1I, D
n
k =D
n(u+ kλ), (5.3)
as well as the convention
Dn0 := −
( −2∏
j=n
g−1j
)
D−2−nn+1 , n 6 −2 (5.4)
for matrices with negative fusion labels. The fusion hierarchy relations (5.1) hold for arbitrary values
of λ. The proof is obtained by extending the arguments given in Appendix E.1 of [18] to include the
surface functions gj .
5.2 Closure, the infinite fusion limit and extended Q matrices
For the roots of unity cases λ = λp,p′, we conjecture that the fused transfer matrices satisfy the closure
relation
D
p′
0 = (a+ + a− − a0)D00 + g−1Dp
′−2
1 (5.5a)
where
a± = (−1)p′−p
p′∏
j=1
ΓL
(± (u+ jλ))ΓR(± (u+ jλ)), a0 =K p′∏
j=1
s2j . (5.5b)
For the six-vertex model, K is proportional to the identity matrix, with the overall constant K given
by
K = (−1)Np
(
(µ2ν2)
p′ +
1
(µ2ν2)p
′
)
− (−1)p
(
(µ1ν1)
p′ +
1
(µ1ν1)p
′
)
. (5.6)
For the loop model, K is an element of TL(2)N (β, α1, α2, β1, β2, γ) that is independent of u. On the
standard modules V(2)N,d, K is proportional to the identity matrix, with an eigenvalue Kd that is
independent of N and given by
K0 =
p′−1∏
ℓ=0
(
γ2 + (qℓ − q−ℓ)(qℓb+ − q−ℓb−)
)
, Kd = 0 for d > 0, (5.7)
where q = eiλ and
b± =
(
α1q
±1/2 − α2q∓1/2
q − q−1
)(
β1q
±1/2 − β2q∓1/2
q − q−1
)
. (5.8)
We do not currently have a proof of this closure relation. As evidence of the conjecture (5.5), we have
confirmed that (i) it holds for small values of N using a computer program, (ii) it holds in the braid
limit, (iii) it reduces to (4.8) in the limits η, ξ → i∞, and (iv) it is consistent with the crossing and
periodicity symmetries. For p′ = p+1, the closure condition (5.5) is equivalent to the similar relations
obtained in [27].
More generally, the fused transfer matricesDyp
′+j
0 , for j = 0, . . . , p
′−1, satisfy the closure relations
D
yp′+j
0 = UyDj0 + Uy−1
( j∏
i=0
gi−1
)
D
p′−2−j
j+1 , (5.9)
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where Uℓ is related to Chebyshev polynomials of the second kind:
Uℓ = (a+a−)ℓ/2 Uℓ
(
a+ + a− − a0
2(a+a−)1/2
)
. (5.10)
This can be rewritten as
Uℓ =
cℓ+1+ − cℓ+1−
c+ − c− (5.11)
where
c± =
1
2
(
a+ + a− − a0 ±
√
(a+ + a− − a0)2 − 4a+a−
)
. (5.12)
Because of the presence of the square root singularity, c+ and c− are not in general analytic functions
of eiu. One exception is the special case a0 = 0, for which the argument of the square root is a perfect
square and
c±
∣∣
a0=0
= a±. (5.13)
For λ = λp,p′ , we define the extended Q matrices Q
j,±
0 by
Q
j,±
0 = c±D
j
0 +
( j∏
i=0
gi−1
)
D
p′−2−j
j+1 . (5.14)
These share the properties of c± and c0 in being non-analytic functions of e
iu for a0 6= 0. They satisfy
the following periodicity, crossing and conjugacy properties:
Qj,±(u+ π) =Qj,±(u), Qp
′+j,±(u) = c±Q
j,±(u), Qj,+
(
(2− j)λ− u) =Qj,−(u), (5.15a)
Qp
′−j−2,+(u) =Qj,−(u− (j + 1)λ)
∏p′−j−2
k=0 ΓL(u+ kλ)ΓR(u+ kλ)∏p′−1
k=p′−j−1 ΓL(−u− kλ)ΓR(−u− kλ)
. (5.15b)
If |c+/c−| > 1, then the extended Q matrices Qj,±0 are given by taking the infinite fusion limit
n→∞ of Dn0 through suitable subsequences:
Q
j,±
0 = limy→±∞
D
yp′+j
0
Uy−1 . (5.16)
If |c+/c−| < 1, the same results hold but with Qj,+0 and Qj,−0 interchanged.
5.3 Extended T -system
The extended Q matrices Qj,±0 together satisfy the bilinear factorization identities
s2j−2Q
j,+
0 Q
j,−
0 = s−3s2j−1
( j∏
i=0
gi−1
)
D
p′−1
0 D
p′−1
j+1 . (5.17)
This is a special case of the extended T -system
D
j+k
−j D
p′−1
1 =
sk−1s−2−j
sk−j−2s−1
(( k−1∏
i=0
gi
)
D
j
−jD
p′−1−k
k+1 +(a++a−−a0)Dj−jDk−11 +
( p′−1∏
i=p′−j−1
gi
)
Dk−11 D
p′−2−j
1
)
.
(5.18)
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Indeed, for k = p′ − 1− j, this reduces to (5.17) using the identities
c+c− = a+a− =
p′∏
i=1
gi, c+ + c− = a+ + a− − a0. (5.19)
We do not give the explicit proof of the extended T -system of bilinear identities (5.18) since they involve
a straightforward extension of the arguments of Appendix B.2 to include the surface functions gi. We
also note that (5.18) holds for j, k ∈ Z provided that the improper products appearing there are
interpreted in accord with the conventions:
−1∏
i=0
gi := 1,
ℓ∏
i=0
gi :=
−1∏
i=ℓ+1
g−1i for ℓ 6 −2. (5.20)
5.4 Factorizations and extended T -Q relations
The matrices Qj,±0 also satisfy the following generalized T -Q relations:
s−j−2s−1D
1
0Q
j,±
−j = s−j−3s0f0g−1Q
j−1,±
−j + s−j−1s−2f−1Q
j+1,±
−j , (5.21a)
sjs−1D
1
0Q
j,±
1 = sj+1s−2f−1g0Q
j−1,±
2 + sj−1s0f0Q
j+1,±
0 . (5.21b)
As in previous cases, these follow simply from the fusion hierarchy relations (5.1). These relations are
not the extended T -Q relations we seek since the prefactors depend on j. This will be remedied by
removing simple factors in Qj,±(u).
Indeed, the matrices Dp
′−1(u) and Qj,±(u) have a number of simple overall factors arising from
the surface terms in the fusion hierarchy. By setting k = −j in (5.18), we find that f−j−1Dp
′−1
1
is proportional to
s−j−1s−j−2
s−2j−2s−1
, for j = 1, . . . , p′, as in the Uq(sℓ(2)) invariant/Kac vacuum case. We
conclude that Dp
′−1
0 can be written as
D
p′−1
0 =
( p′−2∏
i=0
si−2
)
Dˆ
p′−1
0 , (5.22)
where the matrix entries of Dˆ
p′−1
0 are Laurent polynomials in e
iu. The bilinear factorization identities
(5.17) then become
s2j−2Q
j,+
0 Q
j,−
0 =
( p′∏
i=1
s2i
)( j∏
i=0
gi−1
)
Dˆ
p′−1
0 Dˆ
p′−1
j+1 . (5.23)
The trigonometric factors appearing on the right side of (5.23) must be divided between the
matrices Qj,+0 and Q
j,−
0 on the left side. To understand how this division occurs, we first note that
Q
j,+
0 has an overall factor of
∏j
i=0 ΓL(ui−1)ΓR(ui−1), where we use the abbreviation uk = u + kλ.
This happens because, in the definition (5.14), both c+ and
∏j
i=0 gi−1 vanish under the condition∏j
i=0 ΓL(ui−1)ΓR(ui−1) = 0. Likewise, Q
j,−
0 has an overall factor of
∏j
i=0 ΓL(−ui−1)ΓR(−ui−1).
The other trigonometric terms are divided evenly between Qj,+0 and Q
j,−
0 . To see this, suppose
that Qj,−0 vanishes for si = 0, for some i ∈ {j − 1, . . . , p′ + j − 3}. From the definition of the extended
Q matrices, we arrive at the equality
Q
j,+
0 −Qj,−0 = (c+ − c−)Dj0. (5.24)
23
It follows that (a+ − a−) = 0 and a0 = 0 for si = 0. Under this condition, c+ = c− and the right side
of (5.24) vanishes. With the assumption that Qj,−0 vanishes for si = 0, the left side reduces to Q
j,+
0
and therefore vanishes as well. This confirms that a factor of si can also be factorized from Q
j,+
0 . The
argument is identical if we initially assume that Qj,+0 vanishes for si = 0. We therefore have
Q
j,±
0 =
( p′+j−3∏
i=j−1
si
)( j∏
i=0
ΓL(±ui−1)ΓR(±ui−1)
)
Qˆ
j,±
0 , (5.25)
where, in the general case, Qˆ
j,+
0 and Qˆ
j,−
0 are non-analytic functions in e
iu that are finite in the complex
u-plane. Applying a shift of −jλ, the bilinear factorization identities (5.23) simplify to
Qˆ
j,+
−j Qˆ
j,−
−j = Dˆ
p′−1
−j Dˆ
p′−1
1 . (5.26)
Similarly, (5.21a) simplifies to give the sought-after extended T -Q relations:
s−1D
1
0Qˆ
j,±
−j = s0f0ΓL
(±(λ− u))ΓR(±(λ− u))Qˆj−1,±−j + s−2f−1ΓL(±u)ΓR(±u)Qˆj+1,±−j . (5.27)
5.5 Baxter T -Q eigenvalue relations and eigenvalue decompositions for a0 = 0
The bilinear factorization identities (5.26) hold at the level of the eigenvalues of the corresponding
transfer matrices. For a0 = 0, the eigenvalues of Qˆ
j,±
(u) are Laurent polynomials in eiu and the
standard analysis of T -Q relations applies. This does not apply for a0 6= 0. This case is discussed
separately in the next section.
For the vertex model, a0 is equal to zero if the parameters µ1, µ2 and ν1, ν2 are fixed such that
the right side of (5.6) is zero. For the loop model, a0 vanishes (i) for eigenvalues in a standard module
VN,d with d > 0, and (ii) for eigenvalues in the standard module VN,0 with γ specialized such that K0,
defined in (5.7), vanishes. For both the vertex and loop models, it also applies in the limiting case
η → i∞ and/or ξ → i∞, corresponding to Uq(sℓ(2)) invariant/Kac vacuum boundary conditions on
one or both edges of the strip. In this last case, it is readily verified that the a0 term in (5.5) is absent
in the limit.
For the specialization a0 = 0, we now make a number of deductions about the eigenvalues of
Qˆj,±(u) and Dˆp′−1(u). As Laurent polynomials in eiu, their degree width is 4N which is thus reduced
compared to Qj,±(u) and Dp′−1(u). Therefore, (5.17) is an equality between two Laurent polynomials
of degree width 8N . Let us denote by {vk} the set of zeros of Dˆp′−1(u+λ) in the complex u-plane, and
likewise by {wj,±ℓ } the sets of zeros of Qˆj,±(u− jλ). The bilinear factorization identities imply that∏
ℓ
sin(u− wj,+ℓ ) sin(u− wj,−ℓ ) =
∏
k
sin(u− vk) sin
(
u− (j + 1)λ− vk
)
. (5.28)
For generic values of the parameters, we conjecture that the zeros are all simple and that there are no
complete p′-strings. Each zero u = um of (5.28) belongs to {vk} or {vk+(j+1)λ}, and likewise belongs
to {wj,+ℓ } or {wj,−ℓ }. So we define the sets Ej,± = {vk}∩{wj,±ℓ }. Repeating the proof of Proposition 3.1
for this case, we again find that Ej+1,± = Ej,±. We thus write E± = Ej,±. We find from our computer
implementation that, for generic values of the parameters, these sets have cardinalities |E±| = 2N .
The corresponding Q±(u) functions are defined as
Q+(u) =
∏
um∈E+
sin(u− um), Q−(u) =
∏
um∈E−
sin(u− um), (5.29)
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where the um are the Bethe roots. With these definitions, we have the decompositions
Qˆj,+(u− jλ) = Rj,+(u)Q+(u)Q−(u− (j + 1)λ), (5.30a)
Qˆj,−(u− jλ) = Rj,−(u)Q−(u)Q+(u− (j + 1)λ), (5.30b)
Dˆp
′−1(u+ λ) = φ(u)Q+(u)Q−(u), (5.30c)
Dˆp
′−1(u− jλ) = φ(u)Q+(u− (j + 1)λ)Q−(u− (j + 1)λ). (5.30d)
The division of the Q±
(
u− (j +1)λ) factors between Qˆj,+(u− jλ) and Qˆj,0(u− jλ) is dictated by the
conjugacy property (5.15b). In the generic case where a+ 6= a−, there are no complete p′-strings, so
Rj,±(u) and φ(u) are constants and satisfy Rj,+(u)Rj,−(u) = φ2(u). In this case, the braid limits of
Qˆj,±(u− jλ) are non-zero, allowing us to compute the ratios of consecutive Rj,±(u) constants. We find
Rj+1,±(u)
Rj,±(u)
= 1. (5.31)
Baxter’s T -Q eigenvalue relation takes the form
s−1D(u)Q
±(u) = s0f0ΓL
(±(λ−u))ΓR(±(λ−u))Q±(u−λ)+s−2f−1ΓL(±u)ΓR(±u)Q±(u+λ). (5.32)
This is obtained by considering (5.27) at the level of the eigenvalues, rewriting the relation in terms of
the functions Q±(u) using (5.30a) and (5.30b) and dividing throughout by the factor Rj,±(u)Q±
(
u−
(j + 1)λ
)
. Remarkably, the dependence on j again disappears in (5.32). The only difference between
the T -Q relations for this a0 = 0 case and the simpler case studied in Section 4 are the extra factors of
ΓL
(±(λ− u))ΓR(±(λ− u)) and ΓL(±u)ΓR(±u) on the right side. Setting u = um in (5.32) yields the
Bethe ansatz equations for the Robin boundary case.
The case a+ = a− is special and gives rise to double zeros and complete p
′-strings, as in this case
Qˆ
j,+
(u) = Qˆ
j,−
(u) and the left side of (5.17) is a perfect square. In this case, the functions Rj,±(u)
and φ(u) are not constants and account for the zeros of the complete p′-strings. The analysis of this
subcase is identical to the Uq(sℓ(2)) invariant/Kac vacuum boundary case presented in Section 4.5.
5.6 Extended T -Q relations for a0 6= 0
The results of the previous section are consistent with those of [29,30,34,35], where it was found that
the transfer matrix eigenvalues satisfy Baxter’s T -Q relations provided that the parameters of the K
matrices satisfy a specific identity, here written as a0 = 0. In this section, we investigate the case a0 6= 0,
where the eigenvalues Qˆj,+(u) and Qˆj,−(u) are not analytic functions of eiu. The bilinear factorization
identity (5.26) holds in this case as well. At the level of the eigenvalues of the corresponding transfer
matrices, the right side is a Laurent polynomial of degree 8N . The left side, although it takes the
form of a product of two functions that are not analytic in z = eiu, is also a Laurent polynomial of
degree 8N . Because of their non-analyticity, we are no longer able to factorize Qˆj,+(u) and Qˆj,−(u) as
products of two Laurent polynomials, as in (5.30a) and (5.30b).
Let us therefore return to the functional equations at the level of matrices. Following [64], the
relations (5.21a), involving non analytic functions, can be replaced by a set of similar relations involving
only analytic functions. To this end, one defines two new objects Qj,0(u) and Qj,1(u) satisfying
Qj,±(u) =Qj,0(u)± 1
2
√
∆Qj,1(u), ∆ = (a+ + a− − a0)2 − 4a+a−. (5.33)
25
Their explicit definition is
Qj,0(u) =
1
2
(a+ + a− − a0)Dj(u) +
( j∏
i=0
gi−1
)
Dp
′−2−j
(
u+ (j + 1)λ
)
, Qj,1(u) =Dj(u). (5.34)
Both are Laurent polynomials in the variable eiu. The non-analyticity of the problem is captured by
the function
√
∆. From the periodicity property given in (5.15a), we can restrict our focus to the
functions Qj,±(u) for j = 1, . . . , p′. The similar periodicity properties for Qj,0(u) and Qj,1(u) are
Qp
′+j,0(u) =
1
2
(a+ + a− − a0)Qj,0(u) + ∆
4
Qj,1(u), (5.35a)
Qp
′+j,1(u) =Qj,0(u) +
1
2
(a+ + a− − a0)Qj,1(u). (5.35b)
We obtain generalized T -Q relations forQj,0(u) andQj,1(u) by equating separately the terms in (5.21a)
that are analytic and those that have the prefactor
√
∆. We find
s−j−2s−1D
1
0Q
j,ℓ
−j = s−j−3s0f0g−1Q
j−1,ℓ
−j +s−j−1s−2f−1Q
j+1,ℓ
−j , ℓ = 0, 1, j = 2, . . . , p
′−1, (5.36a)
and
s−3s−1D
1
0Q
1,0
−1 =
s−4s0f0g−1
a+a−
(1
2
(a+ + a− − a0)Qp
′,0
−1 −
∆
4
Q
p′,1
−1
)
+ s2−2f−1Q
2,0
−1, (5.36b)
s−3s−1D
1
0Q
1,1
−1 =
s−4s0f0g−1
a+a−
(1
2
(a+ + a− − a0)Qp
′,1
−1 −Qp
′,0
−1
)
+ s2−2f−1Q
2,1
−1, (5.36c)
s−2s−1D
1
0Q
p′,0
0 = s−3s0f0g−1Q
p′−1,0
0 + s−1s−2f−1
(1
2
(a+ + a− − a0)Q1,00 +
∆
4
Q
1,1
0
)
, (5.36d)
s−2s−1D
1
0Q
p′,1
0 = s−3s0f0g−1Q
p′−1,1
0 + s−1s−2f−1
(1
2
(a+ + a− − a0)Q1,10 +Q1,00
)
. (5.36e)
As argued in Section 5.4, Qj,±(u) = 0 if u is specialized to values for which
∏p′
i=1,i 6=j−2 si vanishes.
The same property is transferred to Qj,0(u) and Qj,1(u). However, the renormalized factors involving
the functions ΓL(u) and ΓR(u) in (5.25) are different for Q
j,+(u) and Qj,−(u), so there is no such
factorization for Qj,0(u) and Qj,1(u). We thus define
Q
j,ℓ
0 =
( p′∏
i=1
i 6=j−2
si
)
Qˆ
j,ℓ
0 , ℓ = 0, 1. (5.37)
The matrices Qˆ
j,0
0 and Qˆ
j,1
0 are analytic, finite in the complex u-plane and satisfy the relations
s−1D
1
0Qˆ
j,ℓ
−j = s0f0g−1Qˆ
j−1,ℓ
−j + s−2f−1Qˆ
j+1,ℓ
−j , ℓ = 0, 1, j = 2, . . . , p
′ − 1, (5.38a)
s−1D
1
0Qˆ
1,0
−1 =
s0f0g−1
a+a−
(1
2
(a+ + a− − a0)Qˆp
′,0
−1 −
∆
4
Qˆ
p′,1
−1
)
+ s−2f−1Qˆ
2,0
−1, (5.38b)
s−1D
1
0Qˆ
1,1
−1 =
s0f0g−1
a+a−
(1
2
(a+ + a− − a0)Qˆp
′,1
−1 − Qˆ
p′,0
−1
)
+ s−2f−1Qˆ
2,1
−1, (5.38c)
s−1D
1
0Qˆ
p′,0
0 = s0f0g−1Qˆ
p′−1,0
0 + s−2f−1
(1
2
(a+ + a− − a0)Qˆ1,00 +
∆
4
Qˆ
1,1
0
)
, (5.38d)
s−1D
1
0Qˆ
p′,1
0 = s0f0g−1Qˆ
p′−1,1
0 + s−2f−1
(1
2
(a+ + a− − a0)Qˆ1,10 + Qˆ
1,0
0
)
. (5.38e)
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These hold at the level of the eigenvalues as well. We therefore recover the generalized T -Q relations
(3.40) and (3.41) of Murgan, Nepomechie and Shi [64]. Their results were obtained via an ansatz (see
their equation (3.37)) which, in the present context, is simply the decomposition (5.33).
We note that the results of Murgan, Nepomechie and Shi [64] that were restricted to the discrete
set of values λ = π/(p+ 1) with p = 1, 2, . . . are now extended to all roots of unity λ = λp,p′.
6 Conclusion
In this paper, we have considered the mutually commuting 1× n fused single and double-row transfer
matrices of the critical six-vertex and dense loop models at roots of unity q = eiλ with λ given by (1.1).
These points represent a countable dense set of points on the critical line of the six-vertex model. The
dense loop models at roots of unity coincide with the logarithmic minimal models LM(p, p′). For these
sℓ(2) models we used extended T -systems of bilinear identities to obtain the extended T -Q relations
(3.26), (4.16a) and (5.27). The extended Q matrices Qj,±(u) and Qj(u) appearing in these equations
are unambiguously identified as explicit linear combinations of standard fused transfer matrices T j(u)
with locally defined Boltzmann face weights. We also deduce the usual Baxter T -Q relations for
eigenvalues. An obvious advantage of our approach, compared to some other approaches, is that no
reference state is needed. We also argue that, together, the extended T -systems of bilinear identities
and the extended T -Q relations reflect the extended sℓ(2) loop algebra symmetries present at roots of
unity.
It could be said that, in some measure, Baxter’s Q matrix has remained somewhat mysterious for
more than four decades. Indeed the standard approach, as in [37], is to assume the existence of a Q
matrix satisfying Baxter’s T -Q relation and subject to certain analyticity properties. The usual results
then follow but the analyticity assumptions are difficult to justify. In our approach, we instead use the
extended T -system bilinear identities to derive extended T -Q relations. In stark contrast, our uniquely
defined extended Q matrices are no longer auxiliary quantities and there is nothing mysterious about
them. The analyticity properties of the extended Q matrices are directly accessible. Moreover, at the
level of spectra, we have shown that the extended T -Q relations imply the usual Baxter T -Q relation.
These results are of particular interest for the dense loop models since the construction of Q(u) and a
derivation of the T -Q relations were previously unknown for these models.
A remarkable consequence of our approach is that, for modest system sizes N , the eigenvalues
of the extended Q matrices and their zeros can be explicitly and directly obtained numerically on a
computer, for both the six-vertex and loop model. In particular, all of the Bethe roots appear among
these zeros! These zeros may also include complete p′ strings but, in this case, the zeros of the complete
p′ strings appear in distinguished positions determined by the transfer matrix eigenvalues on the right
side of the bilinear factorization identities (3.23), (4.13) and (5.17) and not in continuous positions as
allowed [47] by the Baxter T -Q relation. In this way the patterns of zeros of the eigenvalues Qj,±(u) and
Q±(u) can be studied, for small system sizes N , without worrying about missing some eigenvalues [46]
or dealing with unphysical solutions [44, 45] to the Bethe ansatz equations. Indeed, this opens up
the possibility that the patterns of zeros of Qj,±(u), and Q±(u) can be completely classified in the
same way that the patterns of zeros of T j(u) with j = 1, 2 are classified [65] for critical percolation.
Another advantage of the current approach is that all the T -systems considered here share a common
universal D-type Y -system that closes finitely and, at least in principle, can be solved analytically for
the conformal spectra using the nonlinear integral equation and dilogarithm techniques of [13,65]. The
Y -system is universal [66] in the sense that it holds for all boundary conditions and all topologies. The
disadvantage of the methods of this paper, which are built on functional equations, is that they only
give access to eigenvalue spectra in comparison with the algebraic Bethe ansatz which also gives access
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to eigenstates.
Lastly, the approach of this paper is also expected to generalize to more general (r, s) type boundary
conditions [61,67] and to other models at roots of unity including the higher level fused sℓ(2) systems [62,
18] with transfer matrices Tm,n(u), the symmetric eight-vertex model [6, 7] and the A
(1)
2 or sℓ(3)
models [68].
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A Diagrammatic Temperley-Lieb algebras
In this section, we review the definition of the diagrammatic algebras TLN (β), EPTLN (α, β) and
TL(2)N (β, α1, α2, β1, β2, γ) used to describe the dense loop model on the cylinder and strip. These “linear”
algebras correspond to planar algebras [69] in which the action is restricted to a fixed direction. The
analogous planar diagrammatic algebra for the vertex models is just the planar algebra of local tensor
contractions on local spin states.
Temperley-Lieb algebra. On the strip, the dense loop models with Kac vacuum boundary
conditions are described by the Temperley-Lieb algebra TLN (β) [70–75]. This is a diagrammatic
algebra defined by
TLN (β) =
〈
I, ej ; j = 1, . . . , N − 1
〉
, (A.1)
where
I = ...
1 2 3 N
, ej = ... ...
1 Nj j+1
. (A.2)
The diagrams on the right sides are referred to as connectivities. To multiply two connectivities a1 and
a2, one draws a2 above a1 and obtains a connectivity a3 by “following” the loop segments connecting
the top and bottom N nodes. The product is a3 times a multiplicative factor of β for each closed loop
appearing in the resulting diagram. For instance, for N = 4, we have
= , = β . (A.3)
As is well known, the diagrammatic rules for the products of connectivities follow from the relations
imposed between the generators:
e2j = βej , ejej±1ej = ej , eiej = ejei (|i− j| > 1). (A.4)
We illustrate these relations with two examples for N = 4:
(e2)
2 = = β , e2e3e2 = = . (A.5)
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Enlarged periodic Temperley-Lieb algebra. On the cylinder, dense loop models are described
by the periodic Temperley-Lieb algebra [76–80]. Here, we work with the so-called enlarged periodic
Temperley-Lieb algebra EPTLN (α, β) defined in [81]:
EPTLN (α, β) =
〈
Ω,Ω−1, ej ; j = 1, . . . , N
〉
. (A.6)
The identity I is an element of the algebra and is obtained from the product of Ω and Ω−1. The
generators ej , for 1 6 j 6 N − 1, are drawn as in (A.2), but on a rectangle with periodic boundary
conditions in the horizontal direction. The connectivities for the other generators are:
eN =
1 2 3 ... N
... ,
1 2 3 ... N
Ω = ,
1 2 3 ... N
Ω−1 = . (A.7)
The defining relations of EPTLN (α, β) include (A.4), where the indices in the set {1, . . . , N} are taken
modulo N . They also include the relations
ΩΩ−1 = Ω−1Ω = I, ΩeiΩ
−1 = ei−1, Ω
NeN = eNΩ
N , eN−1 · · · e2e1 = Ω2e1. (A.8)
The “generators” ej are not actually independent and are related by translations. For N even, there
are two extra relations:
EΩ±1E = αE, E = e2e4 . . . eN−2eN . (A.9)
In the diagrammatic setting, these relations replace each non-contractible loop with a weight or
fugacity α. For N = 4, this is depicted as
= α = . (A.10)
The standard modules for EPTLN (α, β) are denoted by WN,d. These are constructed from link
states on N nodes with d defects. As an example, here are the link states for W4,2:
. (A.11)
For d > 0, the standard modules depend on a twist parameter ω. For d = 0, the standard module
depends on the weight α of the non contractible loops, which for convenience we express as α = ω+ω−1.
In stating results of Section 3 about standard modules, we follow the convention used in [65] for their
definition.
Two-boundary Temperley-Lieb algebra. If loop segments are permitted to be attached to the
left and right boundaries, the natural algebraic structure is the two-boundary Temperley-Lieb algebra
[82–84]. We denote this algebra by TL(2)N (β, α1, α2, β1, β2, γ). It is defined as
TL(2)N (β, α1, α2, β1, β2, γ) =
〈
I, ej ; j = 0, . . . , N
〉
. (A.12)
The identity and the generators ej for j = 1, . . . , N − 1 are identified to connectivities as in (A.2)
whereas, for the other two generators, we have
e0 =
1 2 3 ... N
... , eN =
1 2 3 ... N
... . (A.13)
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The relations defining this algebra include those given in (A.4), with i, j, j + 1 and j − 1 in the range
1, . . . , N − 1. There are extra relations involving the extra generator for the left and right boundaries:
e1e0e1 = α1e1, e
2
0 = α2eN , [e0, ej ] = 0 (j > 2), (A.14a)
eN−1eNeN−1 = β1eN−1, e
2
N = β2eN , [ej , eN ] = 0 (j 6 N − 1). (A.14b)
For the right boundary, the first two relations in (A.14b) are depicted as follows for N = 4:
= β1 , = β2 . (A.15)
Assigning the integers 1, 2, . . . to the loop segments attached to the boundary starting from the bottom,
we see that the fugacity of a boundary loop is β1 if the parity of the lowest loop segment is odd, and
β2 if it is even. The same applies for α1 and α2 for the left boundary. Finally, there are two more
relations for loops that are tied to both boundaries:
EFE = γ2E, FEF = γ2F, (A.16)
where
E =
{
e1e3 · · · eN−1 N even,
e1e3 · · · eN N odd,
F =
{
e0e2 · · · eN N even,
e0e2 · · · eN−1 N odd.
(A.17)
For N = 4 and for N = 5, the leftmost relation in (A.16) is depicted as follows:
= γ2 , = γ2 . (A.18)
We denote by V(2)N,d the standard modules over TL
(2)
N (β, α1, α2, β1, β2, γ). These are defined in terms
of link states on N nodes with d defects. The loop segments in these link states connect nodes pairwise
or connect a single node to one of the two boundaries in a planar fashion such that the loop segments
do not cross. As an example, here are the link states for V(2)4,2:
. (A.19)
In this case, the weight γ of loops touching both boundaries appears only in the standard module V(2)N,0.
B Proofs of extended T -system bilinear identities
B.1 Twisted boundary conditions on the cylinder
In the compact notations (3.3), the fusion hierarchy equations for twisted boundary conditions on the
cylinder are
T nkT
1
n+k = fn+kT
n−1
k + fn+k−1T
n+1
k , (B.1a)
T 1kT
n
1+k = fk−1T
n−1
k+2 + fkT
n+1
k , (B.1b)
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where n, k ∈ Z. The fusion index n is extended to negative values by implementing the convention
T nk = −T−2−nn+1+k, T−1k = 0. (B.2)
The periodicity and closure relations (3.14) are
T nk+p′ = σ
2T nk , fk+p′ = σ
2fk, (B.3)
T
p′
k = T
p′−2
k+1 + 2σJ T
0
k, σ = i
−N(p′−p). (B.4)
Proposition B.1 The following extended T -system bilinear identities hold:
T
j+k
−j T
p′−1
1 = T
j
−jT
p′−1−k
k+1 + 2σJ T
j
−jT
k−1
1 + T
k−1
1 T
p′−2−j
1 , j, k ∈ Z. (B.5)
Proof. Let us respectively denote by Lj,k and Rj,k the left and right sides of (B.5):
Lj,k = T
j+k
−j T
p′−1
1 , Rj,k = T
j
−jT
p′−1−k
k+1 + 2σJ T
j
−jT
k−1
1 + T
k−1
1 T
p′−2−j
1 . (B.6)
These satisfy the same two recursive identities:
T 1−1−jLj,k = f−2−jLj−1,k + f−1−jLj+1,k , (B.7a)
T 1−1−jRj,k = f−2−jRj−1,k + f−1−jRj+1,k , (B.7b)
T 1kLj,k = fkLj,k−1 + fk−1Lj,k+1 , (B.7c)
T 1kRj,k = fkRj,k−1 + fk−1Rj,k+1 . (B.7d)
Using the fusion hierarchy, the first relation is proven as follows:
T 1−1−jLj,k = (T
1
−1−jT
j+k
−j )T
p′−1
1 = (f−2−jT
j+k−1
1−j + f−1−jT
j+k+1
−1−j )T
p′−1
1
= f−2−jLj−1,k + f−1−jLj+1,k . (B.8)
Similarly,
T 1−1−jRj,k = (T
1
−1−jT
j
−j)(T
p′−1−k
k+1 + 2σJ T
k−1
1 ) + σ
2T k−11 (T
p′−2−j
1 T
1
p′−1−j)
= (f−2−jT
j−1
1−j + f−1−jT
j+1
−1−j)(T
p′−1−k
k+1 + 2σJ T
k−1
1 ) + σ
2T k−11 (fp′−1−jT
p′−3−j
1 + fp′−2−jT
p′−1−j
1 )
= f−2−jRj−1,k + f−1−jRj+1,k . (B.9)
The identities (B.7c) and (B.7d) are derived with the same arguments.
We note that (B.5) holds trivially for k = 0, and likewise for j = −1. For (j, k) = (0,−1), it reads
0 = T 00T
p′
0 + 2σJ T
0
0T
−2
1 + T
−2
1 T
p−2
1 (B.10)
which holds by virtue of (B.2) and (B.4). From the points (0, 0), (0,−1), (−1, 0) and (−1,−1) where
Lj,k = Rj,k, the equality is proved for j, k ∈ Z inductively using the recursion relations (B.7). 
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B.2 Uq(sℓ(2)) invariant/Kac vacuum boundary conditions on the strip
In the compact notation (4.3), the fusion hierarchy equations for Uq(sℓ(2))/Kac vacuum boundary
conditions are
DnkD
1
n+k =
sn+2k−3 s2n+2k
sn+2k−2 s2n+2k−1
fn+kD
n−1
k +
sn+2k−1 s2n+2k−2
sn+2k−2 s2n+2k−1
fn+k−1D
n+1
k , (B.11a)
D1kD
n
1+k =
sn+2k+1 s2k−2
sn+2k s2k−1
fk−1D
n−1
k+2 +
sn+2k−1 s2k
sn+2k s2k−1
fkD
n+1
k . (B.11b)
The fusion index n is extended to negative values by implementing the convention
Dnk = −D−2−nn+1+k, D−1k = 0. (B.12)
The periodicity and closure relations (4.8) are
Dnk+p′ =D
n
k , fk+p′ = fk, sk+p′ = σsk, (B.13)
D
p′
k =D
p′−2
k+1 + 2σD
0
k , σ = (−1)p
′−p. (B.14)
Proposition B.2 The following extended T -system bilinear identities hold:
D
j+k
−j D
p′−1
1 =
sk−1s−2−j
sk−j−2s−1
(
D
j
−jD
p′−1−k
k+1 + 2σD
j
−jD
k−1
1 +D
k−1
1 D
p′−2−j
1
)
, j, k ∈ Z. (B.15)
Proof. The proof uses the same arguments as in Proposition B.1. We denote by Lj,k and Rj,k the
left- and right sides of (B.15):
Lj,k =D
j+k
−j D
p′−1
1 , Rj,k =
sk−1s−2−j
sk−j−2s−1
(
D
j
−jD
p′−1−k
k+1 + 2σD
j
−jD
k−1
1 +D
k−1
1 D
p′−2−j
1
)
. (B.16)
These satisfy the same two recursive identities:
D1−1−jLj,k =
sk−j−1 s−4−2j
sk−j−2 s−3−2j
f−2−jLj−1,k +
sk−j−3 s−2−2j
sk−j−2 s−3−2j
f−1−jLj+1,k , (B.17a)
D1−1−jRj,k =
sk−j−1 s−4−2j
sk−j−2 s−3−2j
f−2−jRj−1,k +
sk−j−3 s−2−2j
sk−j−2 s−3−2j
f−1−jRj+1,k , (B.17b)
D1kLj,k =
sk−j−3 s2k
sk−j−2 s2k−1
fkLj,k−1 +
sk−j−1 s2k−2
sk−j−2 s2k−1
fk−1Lj,k+1 , (B.17c)
D1kRj,k =
sk−j−3 s2k
sk−j−2 s2k−1
fkRj,k−1 +
sk−j−1 s2k−2
sk−j−2 s2k−1
fk−1Rj,k+1 . (B.17d)
Using the fusion hierarchy, the first relation is proven as follows:
D1−1−jLj,k = (D
1
−1−jD
j+k
−j )D
p′−1
1 =
(sk−j−1 s−4−2j
sk−j−2 s−3−2j
f−2−jD
j+k−1
1−j +
sk−j−3 s−2−2j
sk−j−2 s−3−2j
f−1−jD
j+k+1
−1−j
)
D
p′−1
1
=
sk−j−1 s−4−2j
sk−j−2 s−3−2j
f−2−jLj−1,k +
sk−j−3 s−2−2j
sk−j−2 s−3−2j
f−1−jLj+1,k . (B.18)
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Similarly,
D1−1−jRj,k =
sk−1 s−2−j
sk−j−2 s−1
(
(D1−1−jD
j
−j)(D
p′−1−k
k+1 + 2σD
k−1
1 ) +D
k−1
1 (D
p′−2−j
1 D
1
p′−1−j)
)
=
sk−1 s−2−j
sk−j−2 s−1
(s−1−j s−4−2j
s−2−j s−3−2j
f−2−jD
j−1
1−j +
s−3−j s−2−2j
s−2−j s−3−2j
f−1−jD
j+1
−1−j
)
(Dp
′−1−k
k+1 + 2σD
k−1
1 )
+
sk−1s−2−j
sk−j−2s−1
Dk−11
(s−3−j s−2−2j
s−2−j s−3−2j
f−1−jD
p′−3−j
1 +
s−1−j s−4−2j
s−2−j s−3−2j
f−2−jD
p′−1−j
1
)
=
sk−j−1 s−4−2j
sk−j−2 s−3−2j
f−2−jRj−1,k +
sk−j−3 s−2−2j
sk−j−2 s−3−2j
f−1−jRj+1,k . (B.19)
The identities (B.17c) and (B.17d) are derived with the same arguments.
We note that (B.15) holds trivially for k = 0, and likewise for j = −1. For (j, k) = (0,−1), it
reads
0 =D00D
p′
0 + 2σD
0
0D
−2
1 +D
−2
1 D
p−2
1 (B.20)
which holds by virtue of (B.12) and (B.14). From the points (0, 0), (0,−1), (−1, 0) and (−1,−1) where
Lj,k = Rj,k, the equality is proved for j, k ∈ Z inductively using the recursion relations (B.17). 
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