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Abstract
Exponential and power law temperature dependences are widely used to fit experimental data of
magnetic relaxation time in single molecular magnets. We derived a theory to show how these rules
arise from the underling relaxation mechanisms and to clarify the conditions for their occurrence.
The theory solves the puzzle of lower-than-expected Orbach barriers found in recent experiments,
and elucidates it as a result of the Raman process in disguise. Our results highlight the importance
of reducing the rate of direct tunneling between the ground state doublet so as to achieve long time
coherence in magnetic molecules. To this end, large spin and small transverse magnetic anisotropy
can reduce magnitude of the transition operator, and rigid ligands may weaken the spin-phonon
coupling in that they raise the energy of vibrational modes and better screen the acoustic phonons.
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Advances in quantum computing and quantum sensing technologies rely on the synthesis
of innovative materials with predesigned properties and thorough fundamental understand-
ings of their behavior. The electron spins in quantum dots were first suggested as qubits by
DiVincenzo [1], as their quantized spin states can be controlled and measured with electro-
magnetic stimuli. To extend the decoherence time for quantum operation, a robust qubit
should be well isolated from its environment, yet effective communication is still needed
for information exchange with others. To this end, single-molecule magnets (SSMs) are
regaining exceptional research interest for developing platforms of quantum computation
and information storage [2, 3], as their spin is mostly protected by organic ligands and the
exchange interaction across them can be easily controlled by varying the distance, substrate
or charge state. Nevertheless, SMMs have numerous vibrational modes that may couple to
spin excitation and hence how to extend the relaxation time of spin states is a central issue
for the practical applications. It is perceived that molecules with large zero field splitting
(e.g. large magnetic anisotropy energy), or equivalently with wide magnetic hysteresis [4–9]
may have slow magnetic relaxation [10–19]. However, the general guiding rule for the search
of molecular qubits has not been established.
Typical SMMs are complexes that involve a magnetic center and organic backbones.
Together with solvent molecules, they may form molecular crystals. Due to strong coupling
between the spin and organic backbones, the local vibrational modes play important roles
in the quantum behaviors of SMMs. The Jahn-Teller effect [20] may arise from coupling
between local modes and excitation doublets [21]. The interaction between the local modes
and acoustic modes may essentially change the energy spectra [22] and cause cooperative spin
cross over [23]. For the spin-lattice relaxation, the development of ab initio spin dynamics
simulation [24, 25] allows quantitative investigations of spin-local mode coupling and recovers
experimental relaxation rates. While the Orbach regime can be well accounted by ab initio
calculations, the establishment of power laws requires other factors [7]. It is well known
that coupling to acoustic modes can render power laws [26]. In molecule crystals, however,
energies of the acoustic modes are low due to weak inter-molecular interactions, so that they
are likely incapable of exciting spin states. The condition for the power laws is a fundamental
problem that has not been clarified.
Although existing theories of nuclear spin assisted tunneling [17, 27–29], dipolar inter-
action [13, 30], and spin-lattice interaction [25, 26, 31–34] can explain some phenomena in
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magnetic relaxation of SMMs, there are decades long puzzles in this realm. One of them
is the presence of two Orbach barriers in some observations [13, 35]. Another one that
is more prevalent [13, 14, 36–42] and still receives increasing attention [19, 43, 44] is the
under-barrier relaxation, where the observed barrier is significantly lower than that set by
the magnetic anisotropy.
Here, we propose a theory of spin-lattice relaxation in SMMs by combining the Redfield
equation [45] and non-equilibrium Greens function (NEGF) method [46, 47]. The Redfield
equation is a microscopic master equation describing evolution of an open quantum sys-
tem. Given a microscopic Hamiltonian, NEGF derivations are deductive and automatically
include various relaxation processes in a unified manner. Using models with large zero
field splittings and local vibrational modes, we show that the low barriers have nothing to
do with the Orbach process, but arise from direct tunneling between the (pseudo) ground
state doublet. In addition, it shows that power laws can only arise from direct tunneling,
and involvement of spin excited states compromises these laws. These results highlight the
importance of reducing the tunneling rate for the design of practical SMMs devices.
Casting the correlation functions in the Redfield equation [45] into NEGF, phonon in-
duced relaxation is governed by
d
dt
ρS(t) =
∑
ω,q
iG<q (ω)
[
Aq(ω)ρSA
†
q(ω)−
1
2
{A†q(ω)Aq(ω), ρS}
]
, (1)
where ρS(t) is the density matrix of the open system, G
<
q (ω) is the lesser Greens function
for phonons, the curly bracket denotes the anti-commutation, and Aq(ω) is the transition
operator for spin eigenstates. For the transition from state n to m, the operator elements
are Aijq = aqδimδjn, and the energy in Eq. (1) is defined as ω = ωm − ωn. A†q(ω) = Aq(−ω)
represents the reverse transition. Subscript q means that the transition is caused by coupling
with the qth phononic degree of freedom, a single phonon for the first order spin-phonon
coupling and a pair of phonons for the second order coupling.
To the quadratic order, the spin Hamiltonian of a SMM takes the form as Hspin =
−DS2z−E(S2x−S2y). Most of SMMs designed for slow magnetic relaxation are easy axial ones,
and a strong easy axial magnetic anisotropy (D  E) results in an ideal parabolic Orbach
barrier. As E is non-zero, direct tunneling between the ground state doublet is possible and
an energy splitting renders the doublet a pseudo one (explained later). Assuming dominance
of the direct tunneling, relaxation pathways via the excited states can be neglected. Magnetic
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relaxation of the ground state is described by
d
dt
M = −2puM,
pu =
∑
q i|aq|2G<q (ω),
(2)
where pu denotes rate of the upward transition from the ground state to the state slightly
lifted.
Due to the strong axial magnetic anisotropy (D  E), the energy splitting (denoted by
ω∆ hereafter) between the ground state doublet is very small. Lack of energy match implies
that the direct process through energy exchange with a vibrational mode is unviable, and
the second order processes are needed. They arise from the coupling H2 =
∑
qq′
∂2Hspin
∂Vq∂Vq′
VqVq′ ,
where Vq denotes the momentum space displacement. Here, the pair (q, q
′) should be taken
as a single phononic degree of freedom, and its Green’s function can be calculated using
G<qq′(ω) =
i~
2pi
∫
dω′G<q (ω)G
<
q′(ω− ω′), where G<q (ω) is the single phonon lesser Green’s func-
tion. Accordingly, the upward transition rate can be derived as
pu ∝ N(ω)
∫∫
dωqdωq′
ωqωq′
σ(ωq)σ(ωq′){[N(ωq) +N(ωq′) + 1]δ(ω − ωq − ωq′)
+[N(ωq)−N(ωq′)]δ(ω + ωq − ωq′)}, (3)
with ω = ω∆ specifying the energy gain and σ(ωq) denoting the phonon DOS. Due to the
inter-molecular interactions, the phonon DOS is not summation of delta functions, but has
Lorentzian peaks around the mode energies ωα (e.g., see Fig. 1(b)). By energy conserva-
tion, we can identify the first term as the double phonon process whereby two phonons are
absorbed, and the second terms as the Raman process whereby a phonon is absorbed (ωq′)
and a phonon of lower energy is emitted (ωq).
In the double phonon processes, energy summation of two phonons should match the
transition energy, so they are also unviable due to the energy conservation. What matters
are the Raman processes (Fig.1(a)), which are represented by the second term in Eq. (3).
Since ω = ω∆  1 cm−1, ωq −ωq′ = ω∆ implies that ωq, ωq′ are close. Namely, the absorbed
and emitted phonons should be around the same Lorentzian DOS peak. Carrying out the
integral with respect to the Lorentzian peak at ωα, we obtain
τ−1 = 2pu ' 4ωαΓα|aα|
2
(ω2αω∆)
2 + (2ωαΓα)2
e−ωα/kBT , (4)
where Γα is the broadening width, and aα an overall alias of aqq′ for ωq, ωq′ ≈ ωα.
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FIG. 1. (a) Coupling between the spin and the vibrational modes causes direct tunneling via the
Raman process. (b) The [tpaPhFe]−1 is a S = 2 molecule and possesses an easy axial magnetic
anisotropy of 26 cm−1, and the four lowest vibrational mode energies are range from 20.1 ∼ 27.6
cm−1. (c) Quadratic anisotropy can only yield ∆Sz = ±1,±2 transitions. Due to divergent
transition rate between degenerated states (here Sz = ±1), we can effectively take |±1〉 as a single
state and the magnetic relaxation involves the upward and downward transitions.
Eq. (4) indicates a vibronic barrier equal to the mode energy and explains the under-
barrier relaxation. Due to the exponential form, it is likely that one or several of the lowest
vibrational modes strongly coupling to the spin dominate the process. As a concrete test of
the result, we calculated the vibration spectrum of [tpaPhFe]−1 (Fig. 1(b)), a typical SMMs
with slow magnetic relaxation [13]. Its four lowest vibrations fall in the range 20.1 ∼ 27.6
cm−1, followed by a much higher one at 43.4 cm−1. The transition rate pu in Eq. (4) is
summation over these vibrational modes, and leads to an effective barrier 20.1 < Eeff < 27.6
cm−1. This value is in accordance with the observed barrier of 26(2) cm−1 [13], while the
magnetic barrier of 3D = 78 cm−1 is too high.
Based on Eq. (4), the puzzle of barrier lowering can also be explained. The ratio of
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transition rates for two DOS peaks reads pu(ωα)/pu(ωβ) ∝ e(ωβ−ωα)/kBT |aα|2/|aβ|2. A lower
vibrational mode with weaker spin-phonon coupling (say, ωα < ωβ and |aα| < |aβ|) might
have an advantage when temperature is low. As a result, a lower barrier characterizes the
relaxation. For this lowering to be actually observed, however, a sizeable energy difference
between the two modes is required. Otherwise, what shows up would be an averaged barrier.
Moreover, the lower mode should have much weaker spin-vibration coupling, so that it is
dominant only at low temperature rather than for all temperatures. These requirements
explain why this barrier lowering is much less prevalent than observation of the under-barrier
relaxation.
Applying Eq. (3) to the Orbach process, we can see why the spin dynamics simulation in
Ref. [7] cannot yield power laws. Without compromising the physical essence, we take S = 2
as an example. The Obarch process for S = 2 spins with easy axial magnetic anisotropy
follows the pathway in Fig. 1(c). The magnetic relaxation rate also takes the form in Eq. (3).
The second order processes does not give rise to power laws, since the factor N(3D) sets
the dominant time scale τ = τ0e
3D/kBT , and the integration part only modifies the factor
τ0. Carrying out the integral in Eq. (3) with respect to certain dominant DOS peaks, we
have τ0 ∝ T 0 (temperature independent), an imperceptible modification. When the acoustic
phonons are considered, one may have τ0 ∝ T−1, which is still an insignificant modification
compared to the exponential form itself. Clearly, we cannot obtain power laws for large zero
field splitting, even if the second order processes and acoustic phonons are considered.
Going back to the direct tunneling by changing 3D to ω∆, and considering the coupling
between spin and acoustic phonons, the standard derivations for the power laws are appli-
cable, as the small transition energy ω∆ makes expansion w.r.t. ω∆/kBT and the Debye
integral legitimate. While these standard results for small energy splittings are well known,
the unviability to generate power laws for large zero field splittings appears to be not well
aware of, and the community is puzzled on the origins of these relations [7, 25]. This unvi-
ability indicates a correspondence between emergence of power laws and dominance of the
direct tunneling. That is, upon observing the power laws, one can safely infer the dominance
of the direct tunneling.
This correspondence has direct implication for the practical design of SMM devices. In
the regime of exponential dependence, the relaxation time can be dramatically lengthened
with small temperature reduction. The transition point from the exponential law to the
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FIG. 2. (a) A 3D harmonic oscillator, where each cell is a 3 × 3 × 3 cubic molecule. The inter-
molecular force constant is one order smaller than that of intra-molecular interaction. (b) Relative
atomic motion within a molecule is small for acoustic phonons (left) and significant for optical
phonons (right). (c) The phonon spectrum consists of low energy Debye phonons and optical
phonons resulting from broadening of local vibrational modes.
power laws is the sweet point of long relaxation time at high temperature. For this reason,
magnetic hysteresis usually cooccurs with the dominance of power law dynamics [7–9], and
this regime is the most suitable one for practical applications of SMMs. While the large
Orbach barriers and wide molecular magnetic hysteresis in recent dysprosocenium SMMs [7–
9] are appealing and receive lasting attentions, occurring in the power law regime, the broad
magnetic hysteresis is due to the small direct tunneling rate, instead of the Orbach barrier.
This calls for attention to reduce the tunneling rate besides the obsession on super large
Orbach barriers.
Before systematic remarks on how to reduce the rate of direct tunneling, we need to
address the question why the vibronic barrier can be raised, provided the optical phonons
(vibrational modes) have much higher energies than the acoustic ones. In other words, why
the acoustic phonons cannot always dominate, albeit they are energetically more accessible.
7
D
O
S
Energy
D
O
S
Energy
w
D
w
D
ln
(t
)
1/T (K
-1)
ln
(t
)
1/T (K
-1)
( )a
( )b
FIG. 3. Left, schematics of the relaxation processes; Middle, phonons responsible for the processes;
Right, the corresponding relaxation-time-temperature dependences. (a) At high temperature, the
Raman process due to phonons resulted from broadening of a vibrational mode dominates the
relaxation, characterizing an exponential relation with energy of the mode as the relaxation barrier.
(b) A vibrational mode with lower energy and weaker spin-phonon coupling could be dominant
when temperature is reduced, and turns the relaxation barrier to a lower one.
To illustrate the reason, we calculated phonon modes of a 3D harmonic oscillator where
the inter-molecular interaction is assumed to be one order smaller than the intra-molecular
interaction, i.e., kintra = 10kinter. Fig. 2(b) shows atomic motions for an acoustic phonon
(left) and optical phonon (right) with a momentum ( pi
2a
, pi
2a
, 0). As spin-phonon coupling
essentially represents the variation of electronic states due to atomic displacements, small
relative motions in acoustic modes imply weak phonon-spin coupling. Moreover, it can also
be seen that the DOS of the acoustic phonons is small too. Due to the weak coupling and
small DOS compared to the optical phonons, the acoustic phonons can only be dominant at
low temperature, when the high energy optical phonons are quite hard to access.
With all these understandings, we can relate our theory to the measured curves. With
estimation on typical parameters, we produced the curves in Fig. 3. The color code marks
the correspondence among the relaxation processes, the phonons in charge, and the resultant
relaxation time curves. Fig. 3(a) gives the generic curve in most experimental observations,
and Fig. 3(b) is the case when two barrier are observed [13, 35]. Here, in the low temper-
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ature range, we assume dominance of direct process (τ ∝ T−1) for the acoustic phonons.
Depending on the first and second order spin-phonon coupling strength, the Raman or dou-
ble phonon processes may be dominant and raise other power laws.
To this point, the reasons for the slow magnetic relaxation are clear. At very high tem-
peratures, the spin excited states are well accessible, and the Orbach process dominates. In
this regime, the high Orbach barrier is responsible for the slowness, which is our conventional
understanding. As discussed above, however, the Orbach regime may not be the best for
practical application. The direct tunneling regime provides a better trade-off between long
relaxation time and high temperature, and could be our major concern. Besides, because
only the ground state doublet is involved in this regime, it makes a clear two state qubit.
As for reducing the rate of direct tunneling, we may use SMMs with large spins and small
transverse magnetic anisotropy E, and design more rigid backbones for the magnetic center.
The first principle can be understood with perturbation theory. For a spin with E = 0, the
ground states are two degenerated states consisting of | ± S〉. Quadratic spin terms cannot
yield any transition for S > 1. The direct tunneling becomes possible, when E(S2x−S2y) mixes
state |m〉 (−S < m < S) into the ground state doublet, with mixing proportions ∝ E(m∓S)/2
for | ± S〉. As a result, increasing S leads to exponential reduction of the tunneling rate. It
is this small tunneling rate that gives rise to the broad magnetic hysteresis in those large
spin (S = 15/2) dysprosocenium SMMs [7–9]. As these molecules almost reach the limit of
atomic angular momentum, reducing the E value is a direction for further progress. Besides
those magnetic engineerings, enclosing the magnetic center with more rigid backbones may
better screen the spin from the acoustic phonons, and moreover, make the vibrational modes
harder to access.
In conclusion, we have demonstrated how the direct tunneling between the ground state
doublet gives rise to the observed temperature dependences of magnetic relaxation time.
In particular, we found that the tunneling due to a vibrational mode can yield exponential
temperature dependence, raising a relaxation barrier characterized by energy of the mode.
Reasons for the slowness and hysteresis are systematically clarified and suggestions for im-
provements are provided. We proceeded with the problem of magnetic relaxation based on
microscopic Hamiltonian and the density operator. This theory is fully quantum and may
apply to describe general magnetic decoherence processes. The formulations are readily
amenable for ab inito calculation for diverse quantum magnetic systems such as magnetic
9
impurities, molecules and atoms.
The work is supported by the Department of Energy (grant No. DE-SC0019448) and
computing time by NERSC.
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The NEGF form of Redfield euqation for spin-lattice relaxation
The Redfield equation is given by [45]
d
dt
ρS(t) = −i[HS, ρS(t)] + L(ρS(t))
HS =
∑
ω,qq′ Sqq′(ω)A
†
q(ω)Aq′(ω)
L(ρS) =
∑
ω,qq′ γqq′(Aq′(ω)ρS(ω)A
†
q(ω)− 12{A†q(ω)Aq′(ω), ρS}),
(5)
where the coupling factors are defined asSqq
′(ω) = 1
2i
[
Γqq′(ω)− Γ∗q′q(ω)
]
γqq′ = Γqq′(ω) + Γ
∗
q′q(ω)
(6)
with
Γqq′ =
∫ +∞
0
ds
eiωs
~2
〈B†q(t)Bq′(t− s)〉. (7)
Since we assume a phonon bath in equilibrium, HS is time-independent and can be absorbed
into the unperturbed Hamiltonian (with a small level normalization of the spin system), and
the relaxation is attributed to L(ρS), which is our concern.
On the above A,B are operators for the systems of interest and environmental degrees
of freedom, respectively. That is, the interaction Hamiltonian takes the form
Hint =
∑
q
AqBq, (8)
which can be cast into
Hint =
∑
q
Aq(ω)Bq, (9)
by defining the transition operators
Aq(ω) =
∑
′−=ω
Π()AqΠ(
′) (10)
where , ′ denote energies of the target and source state, respectively. Π() is the projection
operator onto the state of energy , and due to their operations only one element of Aq(ω)
is nonzero.
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The first order spin-phonon coupling is given by
Hspin−vib =
∑
q
∂Hspin
∂Vq
Vq, (11)
where Hspin is the spin Hamiltonian and Vq is displacement defined as
Vq =
√
~
2ωq
(bq + b
†
−q) (12)
with bq, b
†
q the annihilation and creation operators for phonon q. For a phonon bath in
equilibrium, Γqq′ = δqq′Γqq, for which we use one index for notation in the following.
According to the definition of the lesser Green’s function [46, 47],
G<q (t, t
′) = − i
~
〈V †q (t′)Vq(t)〉 (13)
Γqq′ is equivalent to
Γq =
i
~
∫
θ(t− t′)d(t′ − t)eiω(t−t′)G<q (t′, t), (14)
and similarly
Γ∗q =
i
~
∫
θ(t′ − t)d(t′ − t)eiω(t−t′)G<q (t′, t). (15)
In steady states, only the time difference matters, i.e., G<q (t
′, t) = G<q (t
′ − t). Identity
θ(t− t′) + θ(t′ − t) = 1 implies that γq(ω) is nothing but the Fourier transformation,
γq(ω) =
i
~
G<q (−ω). (16)
The minus sign in G<q (−ω) arises due to the reverse order of t, t′ in G<q (t′ − t) and in the
phase factor eiω(t−t
′).
According to Eq. (10), for transition between two spin states n→ m, elements of Aq(ω)
take the form Aijq (ω) = aqδinδjm with ω = ωnm = ωn − ωm and aq = 〈m|Aq|n〉. We see here
that ω is defined as ωsource− ωtarget. By redefining it as ωmn = ωm− ωn = −ωnm, the minus
sign in G<q (−ω) can be cancelled and we achieve the main text Eq. (1). Considering a pair
of phonons as a single degree of freedom, these arguments also apply to the second order
spin-phonon coupling.
Spin-phonon coupling Hamiltonian
To the second order of magnetic anisotropies, a spin Hamiltonian takes the general form
Hspin = ~SD~S, (17)
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where D is an 3× 3 matrix and ~S = (Sx, Sy, Sz). The phonon-spin coupling is variation of
D caused by atomic displacements (taking the first order coupling as instance),
Hsp−ph =
∑
is
∂Hspin
∂Vis
∣∣∣∣∣
Vis=0
Vis . (18)
Here, i indexes atoms and s = x, y, z. Since the dynamical matrix for phonons are mass
normalized, it is convenient to use mass normalized displacement, i.e., here Vi =
√
miUis
with Uis denoting atomic displacements. The Fourier transform of Vis is given by
Vis =
∑
qb
eiq·Ri√
N
qbisVqb , (19)
where Vqb is magnitude of phonon vibration with q denoting momentum and b the branches.
Ri is the equilibrium position of the ith atom and 
qb
is
elements of the polarization tensor
(eigenvectors of the dynamical matrix). Due to momentum conservation, standing waves
are excited or absorbed. This implies V−qb = ±Vqb . Together with qbis = (−qbis )∗, summation
over momentum pairs (q,−q) leads to
Hsp−ph =
∑
qb
∑
is
2Re[eq·Riqbis ]√
N
∂Hspin
∂Vis
∣∣∣∣∣
Vis=0
V +qb +i∑
qb
∑
is
2Im[eq·Riqbis ]√
N
∂Hspin
∂Vis
∣∣∣∣∣
Vis=0
V −qb ,
(20)
where V ± are displacements for the two branches of standing waves. A complex is a rather
independent entity and only moments of the atoms around the magnetic center atom can
effectively affect the spin. We should take the magnetic center as reference, and what
really takes effect is the relative value qbis − qbos , where o indexes the magnetic center. The
expression in the bracket is what we denote by ∂Hspin/∂Vq , from which the spin-phonon
coupling is roughly proportional to intra-molecule motions.
The 3D harmonic oscillator
The force constants are set as kintra = 10kinter, and the molecular distance is that of edge
length of the molecule. Only the nearest neighbour interaction are considered. What we
mean by atomic motion is the quantity Re[eq·Riqbis ], for which the magnetic center is chosen
as the origin, Ro = (0, 0, 0).
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Ab initio calculations
The vibrational modes and the spin Hamiltonian of [tpaPhFe]−1 were calculated with
the ORCA package [48]. The adopted basis sets are a def2-TZVP basis set for Fe and N,
def2-SVP for C and H and a def2-TZVP/C auxiliary basis set for all the elements, which
have been shown to work well for this molecule [25]. Calculation of the vibrational modes
is implemented at the DFT level with the PBE functional [49]. The lowest modes have
energies of 20.1, 23.7, 26.0, 27.6 cm−1, and the next mode is at 43.4 cm−1. CASSCF [50]
calculation with a (6,5) active space was carried out to obtain the spin Hamiltonian, which
gives D = 30.3 cm−1 and E/D = 0.005. We adopted the experimental value D = 26 cm−1
and the calculated ratio.
Typical energy scales
The Debye frequencies for ordinary materials are in the order . 100 cm−1. Assuming
the inter-molecular interaction is one order weaker than the chemical bounds, and mass
of a complex is one order larger than an ordinary atom, from the dynamical matrix we
estimate the Debye frequency for the inter-molecule motions as ωD . 10 cm−1. According
to experimental measurement [30] and ab initio calculation, the splitting between the ground
state doublet is in the range 10−5 ∼ 10−3 cm−1. Thus ω∆  ωD. Under a magnetic field of
1500 Oe, it is in the order ∼ 0.1 cm−1, still ω∆  ωD.
When any interaction with a vibration mode is considered, the Dyson equation for the
mode gives (throughout this work Greek letters are used to index unperturbed vibrational
modes)
Grα(ω) =
1
ω2 − ω2α − Σrα(ω)
, (21)
where Σrα(ω) is the retarded self-energy. Absorbing the real part of Σ
r
α(ω) into ωα and
according to
σα(ω) = −2ωα
pi
Im[Grα(ω)], (22)
the DOS σ(ω) takes the Lorentzian form
σ(ω) =
∑
α
σα(ω) =
∑
α
1
pi
4ωαΓα
(ω2 − ω2α)2 + Γ2α
, (23)
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with Γα = Im[Σ
r
α(ω)]. From the perturbational perspective, high order interactions with the
Debye phonons are needed to calculate the broadening, since the Debye frequency is small
and multiple Debye phonons are required to reach the energy level of vibrational modes.
There is no simple estimation for the value. In Ref. [7], broadening ∼ 10 cm−1 nicely
accounts for the experimental data. As higher order interactions are need for broadening of
vibrational modes with higher energies, the broadening width tends to decrease with energy.
In the main text plots, such narrowing is introduced to reflect this trend.
Elements of the transition operator
As presented in the first section, the coupling Hamiltonian in the Redfield equation takes
the form
Hint =
∑
q
Aq(ω)Bq, (24)
where ω = Etarget − Esource. It is the most convenient to do the calculations in the basis of
eigenstates. For transition n→ m, according to the definition
Aq(ω) =
∑
−′=ω
Π()AqΠ(
′), (25)
where the project operators take the form Π(′) = δnn,Π() = δmm, we have the elements
Aijq (ωmn) = aqδimδjn (26)
with
aq = 〈n|Aq|m〉. (27)
Here, Aq is the original coupling operator when we write the coupling Hamiltonian in the
form
Hint =
∑
q
AqBq. (28)
The two forms of Hamiltonian are equivalent, since the summation over ω in Eq. (25) implies
the complete relation.
15
ORBACH PROCESS
The master equation
For the effective two step relaxation illustrated in the main text Fig. 1(c), the evolution
of the density matrix elements is given by
dρ22 = ρ11p
1
2 − ρ22p21 (29)
dρ−2−2 = ρ11p1−2 − ρ−2−2p−21 . (30)
Here, we effectively take the |1〉, | − 1〉 as a single states. The p1−2, p−21 are actually p1−2, p−2−1.
With negligible transverse magnetic anisotropy E, the system is approximately symmetric
about |m〉 and | − m〉, so we have p1−2 ≡ p−1−2 ' p12, p−21 ≡ p−2−1 ' p21. Then, the above
equations lead to evolution of the magnetization,
d
dt
M = −puM,
M = S(ρ22 − ρ−2−2),
(31)
where pu is an alias of p
1
2. The solution of these equations is
M = e−t/τ = e−put. (32)
The direct process
The direct process is attributed to the first order spin-phonon coupling H1 =
∑
q
∂Hspin
∂Vq
Vq
(i.e., Aq =
∂Hspin
∂Vq
) with Vq denoting the displacement. As shown in the main text, pu is given
by
pu =
∑
q
iG<q (ω)|aq|2/~, (33)
where ω = 3D. Throughout this paper, Greek letters index the unperturbed vibrational
modes, and q, q′, q′′′ are used for phonon indices. When the finite lifetime is not considered,
the lesser Green’s function of phonons is given by [47]
G<q (ω) = −
∑
q
ipi
ωq
{δ(ω − ωq)N(ωq) + δ(ω + ωq)[N(ωq) + 1]}, (34)
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where N(ω) is the Bose-Einstein distribution. Writing the summation over q as integration
with respect to phonon DOS, relaxation time due to the direct process can be obtained as
τ =
1
pu
=
~ωq
N(ωq)piσ(ωq)|aq|2 ' e
3D/kBT
~3D
piσ(3D)|aq|2 . (35)
In the last step, ωq = 3D is substituted into, and the Bose-Einstein distribution is approxi-
mated by N(3D) ' e−3D/kBT for 3D  kBT . Here, in order to reach the concise expression,
we assume an identical |aq| for all the phonons with ωq = 3D. In ab initio calculation
of the relaxation time, variation of aq can be accounted by numerically implementing the
summation.
Effect of finite phonon lifetime
It is known that when lifetime of phonons is considered, the relaxation barrier is reduced
a little [51]. For SMMs, it was argued that resonance could lower the barrier to observed
values [25]. Based on NEGF results, here we reveal how a barrier reduction could possibly
arise, and why such mechanism is suppressed in general. Since the decaying of phonons also
involves two phonons, we use Raman and double phonon decaying for the terminologies.
One should bear in mind that in this section the spin-phonon coupling is in the first order.
The Raman and double phonon decaying refer to the interactions with other two phonons
that broaden the phonon of interest
When anharmonic interaction is considered, the retarded Green’s function can be formally
written as
Grq(ω) =
1
ω2 − (ωq + ∆q − i/τq)2 , (36)
where ∆q is an energy shift, and broadening 1/τq is the inverse lifetime. Compared to the
Dyson equation
Grq(ω) =
1
ω2 − ω2q − Σrq(ω)
, (37)
in the perturbation domain |∆q − iΓq|  ωq, we have relation
1
τq
' −Im[Σ
r
q(ωq)]
2ωq
. (38)
The real part of the self-energy can be absorbed into ωα, and this imaginary part is our
concern.
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According to identity G<q (ω) = G
r
q(ω)Σ
<
q (ω)G
a
q(ω), The lesser self-energy is needed
to calculate G<q (ω). It also gives the imaginary part of the retarded self-energy by
2N(ω)Im[Σrq(ω)] = Im[Σ
<
q (ω)], and accordingly G
r
q(ω) and G
a
q(ω) = (G
r
q(ω))
† can be derived.
Finally, the lesser Green’s function is given by
G<q (ω) = N(ω)
−2iΛq
(ω2 − ω2q )2 + Λ2q
, (39)
where Λq = −Im[Σrq(ω)] = −Im[Σ<q (ω)]/2N(ω). The minus sign is purposefully added here
for later notational simplicity.
From the anharmonic interaction Hah =
∑
qq′q′′
∂3P (V)
∂Vq∂Vq′∂Vq′′
VqVq′Vq′′ , the lesser self-energy
can be derived as [47]
Σ<q (ω) = N(ω)
∑
q′q′′
−ipi~
ωq′ωq′′
|φ(qq′q′′)|2{[N(ωq′) +N(ωq′′) + 1][δ(ω − ω′q − ωq′′)− δ(ω + ω′q + ωq′′))]
+[N(ωq′)−N(ωq′′)][δ(ω + ωq′ − ωq′′)− δ(ω − ωq′ + ωq′′)]},
(40)
where φ(qq′q′′) = ∂
3P (V)
∂Vq∂Vq′∂Vq′′
. Here, the frequency ω in the factor N(ω) can be negative.
Noting N(−|ω|) + 1 = −N(|ω|), Eq. (40) can be cast into a simpler form
Σ<q (ω) = S(ω)
∑
q′q′′
−ipi~
ωq′ωq′′
|φ(qq′q′′)|2{[N(ωq′) +N(ωq′′) + 1]δ(|ω| − ωq′ − ωq′′)
+[N(ωq′)−N(ωq′′)]δ(|ω|+ ωq′ − ωq′′)}, (41)
where the second term is restricted to ωq′′ > ωq′ > 0 and S(ω) is defined as
S(ω) =
N(|ω|) + 1 ω < 0,N(ω) ω > 0. (42)
In the [tpaPhFe]−1 example, only the upward transition matters, i.e., ω > 0. The summation
over q′, q′′ is pronounced, when ωq′ , ωq′′ lie around two DOS peaks that satisfies ωα±ωβ−ω =
∆, with ∆ . Γα,Γβ. Signs ± correspond to the double phonon and Raman decaying
processes, respectively. Taking the Raman process for instance, we can set ωq′ = ωα, and
then it is clear that ∆ represents deviation from the resonance position (Fig. 4).
Substituting the Lorentzian DOS functions σα(ωq′), σβ(ωq′′) (cf. Eq. (23)) into Eq. (41),
we get the integration form. To reach a compact expression, we assume the coupling
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FIG. 4. Quantities in the integral for the Raman process. The transition energy ω set the energy
difference between the absorbed and emitted phonons. The integral over q′, q′′ is significant when
the deviation ∆ from the resonance position is not bigger than broadening of the vibrational modes,
that is, ∆ . Γα,Γβ.
strengths |φ(qq′q′′)| are similar for the phonons around the two DOS peaks (ωq′ ≈ ωα, ωq′′ ≈
ωβ), and denote the value by |Φqαβ|. Since the contribution mainly comes from the peak
areas, we can approximate N(ωq′) and N(ωq′′) with N(ωα) and N(ωβ), respectively. Then,
with variable change x = ω−ωq′ , the integral reduces to (does not include constant factors)
I± '
∫
dx
2Γα
(2ωαx+ x2)2 + Γ2α
2Γβ
[2ωβ(∆∓ x) + (∆∓ x)2]2 + Γ2β
. (43)
According to the residue theorem, the integral can be obtained as
I± =i
2pi
4
(
1
±ωαωβ∆ + iωαΓβ + iωβΓα − c.c.
)
(44)
=
pi(ωαΓβ + ωβΓα)
(ωαωβ∆)2 + (ωαΓβ + ωβΓα)2
. (45)
The signs ± do not matter here, that is, the Raman process and double process have the
same expression (but correspond to different mode pairs ωα, ωβ ). Adding the factors, we
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FIG. 5. Integrand of calculating the transition rate of direct process when finite lifetime of phonons
is considered. As a relaxation process due the first order spin-phonon coupling, it is required in
the first place that a vibrational mode has energy close to the transition energy ω = 3D. The DOS
profile (bold black) due to broadening of vibrational modes serves as an envelope of the broadening
function (red) due to finite lifetime. Denoting the deviation as ∆ = ωα − ω, we can have an
expression of the integrand similar with Eq. (43).
have
Σ<q (ω) =
−4i~N(ω)(ωαΓβ + ωβΓα)
(ωαωβ∆)2 + (ωαΓβ + ωβΓα)2
|Φqαβ|2{[N(ωα) +N(ωβ) + 1]
+[N(ωβ)−N(ωα)]}, (46)
and Λq = −Im[Σ<q (ω)]/2N(ω) gives
Λq ∝ ωαΓβ + ωβΓα
(ωαωβ∆)2 + (ωαΓβ + ωβΓα)2
{[N(ωα) +N(ωβ) + 1]
+[N(ωα)−N(ωβ)]}. (47)
Substituting G<α (ω) in Eq. (39) into Eq. (33) and writing the summation as an integral,
we have
pu =
∫
dωqσ(ωq)
|aq|2N(3D)
~
2Λq
((3D)2 − ω2q )2 + Λ2q
. (48)
Since the denominator grows rapidly when ωq goes away from 3D, only a Lorentzian DOS
peaking near the energy ω = 3D can effectively contribute to the integral. For integration
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with respect to such a DOS function (i.e., set σ(ωq) = σα(ωq)), the integrand is shown in
Fig. 5, which is similar to that in Eq. (43). The result can be obtained as
pu =
|aq|2N(3D)
~
2ωα(3DΓα + ωαΛq)
(3Dωα∆)2 + (3DΓα + ωαΛq)2
. (49)
Here, in order to have the analytical expression, we neglect variation of |aq| and Λq.
In pu on the above, Λq (cf. Eq. 47) and N(3D) are functions of temperature. N(3D) set
a barrier of 3D and its multiplication with Bose-Einstein function N(ωα), N(ωβ) increases
the barrier, so in order to reduce the barrier we should make the Λq term in the denominator
dominant. Namely, Eq. (49) should reduce to
pu(ω) ∝ N(ω)
Λq
, (50)
for which two conditions should be satisfied. First, ∆ should be small, so that
pu ' |aq|
2N(3D)
~
2ωα
3DΓα + ωαΛq
. (51)
This requires that a vibrational mode lies around the transition energy ω = 3D, a resonance
condition. Further, for the term ωαΛq to be dominant, it is required that 3DΓα  ωαΛq, that
is, the anharmonic interaction among the phonons should be much stronger than interaction
between the Debye phonons and the vibrational mode α.
Then we can see that another resonance condition is required to effectively reduce the
barrier. If Λq in Eq. (47) is dominated by one of the Bose-Einstein functions (say N(ωα)), the
transition rate would take the form pu ≈ N(ω)/N(ωα), yielding τ ∝ e(3D−ωα)/kBT . However,
N(ωα)  1 for typical vibrational modes and experimental temperatures. In general, the
addend 1 in the double phonon term (first term in Eq. (47)) dominates over the Bose-Einstein
functions, and resulting in no obvious barrier reduction. The reduction occurs, only if the
condition for the Raman decaying is satisfied, and the double phonon decaying is suppressed.
Namely, it is required that two of the vibrational modes have energies ωα − ωβ ≈ ω and
no mode pair satisfies ωα + ωβ ≈ ω. The [tpaPhFe]−1 example is not the case, since the
vibration spectrum supports both decaying processes (Fig. 6). While this barrier reduction
mechanism may account for some observed under barrier relaxation, it relies on restrictive
conditions. Regarding prevalence of the under barrier relaxation, an explanation based on
a more general mechanism is needed.
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FIG. 6. Due to energy conservation and rapid DOS descending away from the peaks, only phonons
around two vibrational modes satisfying ωβ ± ωα ≈ 3D can effectively contribute to decay of
the phonons of energy ω = 3D. (a) Double phonon decaying and (b) Ramman decaying are both
supported by the vibration spectrum of [tpaPhFe]−1. The colored DOS peaks represent the phonons
that contribute to the corresponding processes. According to Eq. (47), the Raman decaying is
dominated over by the double phonon decaying, since N(ωα), N(ωβ) 1.
Effect of the second order processes
The second order spin-phonon coupling takes the form H2 =
∑
qq′
∂2Hspin
∂Vq∂Vq′
VqVq′ , i.e., Aqq′ =
∂2Hspin
∂Vq∂Vq′
. Here, the pair (q, q′) should be taken as a single phononic degree of freedom. The
correlation function now takes the form
Γqq′(ω) =
1
~2
∫ +∞
0
deiωs〈V †q′(t− s)V †q (t− s)Vq(s)Vq′(s)〉. (52)
It is proper to define the double phonon Green’s functions as
Gqq′(t, t
′) = − i
~
〈Vq(t)Vq′(t)V †q (t′)V †q′(t′)〉, (53)
which is consistent with the main text Eq. (1). Since the displacement operators are com-
mutable,
[Vq, Vq′ ] = 0 (54)
[Vq, V
†
q′ ] = 0 (55)
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it is free to change their order and the Wick theorem gives
G<qq′(t, t
′) = i~G<q (t, t′)G<q′(t, t′), (56)
whose Fourier transform reads
G<qq′(ω) =
∫
i~
2pi
dω′G<α (ω)G
<
β (ω − ω′). (57)
The single phonon Green’s function is defined as
Gq(t, t
′) = − i
~
〈Vq(t)V †q (t′)〉. (58)
In the definition of the Green’s functions, 〈 〉 means the contour-ordered average [46].
Substituting the single phonon lesser Green’s functions with Eq. (34), we get an expression
similar to Eq. (40), differed by a factor. Accordingly, the upward transition rate (Eq. (33))
is given by
pu = N(ω)
∫∫
pi|aqq′ |2
2ωqωq′
dωqdωq′σ(ωq)σ(ωq′){[N(ωq) +N(ωq′) + 1]δ(ω − ωq − ωq′)
+[N(ωq)−N(ωq′)]δ(ω + ωq − ωq′)}, (59)
with ω = 3D specifying the energy gain. By energy conservation, we can identify the first
term as the double phonon process whereby two phonons are absorbed, and the second terms
as the Raman process whereby a phonon is absorbed (ωq′) and a phonon of lower energy
is emitted (ωq). In this formulation, the detailed balance is very clear, since ratio between
the rate of upward and downward transition is N(ω)/N(−ω) = −e−ω/kBT with ω > 0. We
note that Eq. (59) is equivalent to the usual formulations of the Raman and double phonon
process. By moving the factor N(ω) into the integral, the formulation can be factorized as
productions N(ωq)[1 +N(ω + ωq)] (Raman) and N(ωq)N(ω − ωq) (double phonon).
At high temperatures, the vibrational-mode-broadening resulted phonons are accessible.
Due to N(ωq), N(ωq′) 1, in general the double phonon process is dominant. Carrying out
the integration with respect to two Lorentzian DOS peaks satisfying ωα + ωβ − ω = ∆, we
have
pu ' 2|aαβ|
2(ωαΓβ + ωβΓα)
(ωαωβ∆)2 + (ωαΓβ + ωβΓα)2
N(ω). (60)
from which
τ = τ0e
3D/kBT =
(ωαωβ∆)
2 + (ωαΓβ + ωβΓα)
2
2|aαβ|2(ωαΓβ + ωβΓα) e
3D/kBT . (61)
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Here, |aαβ| approximates |aqq′ | for the phonon pairs around the two DOS peaks. Thus, we
have a τ0 dependent on broadening width and position of the mode pair in charge.
At low temperatures, as shown in the next section, it is likely that the direct tunneling
between the ground state doublet dominates the relaxation. The result here is given for
completeness. When temperature is reduced, N(ωα), N(ωβ) decay exponentially. So at
certain temperature, the Raman and double phonon process involve a low energy Debye
phonon (say, ωq) becomes dominant. The small ωq expansion of N(ωq) leads to
pu = N(ω)
∫∫
pi|aqq′|2
2ωqωq′
dωqdωq′σ(ωq)σ(ωq′)[(
kBT
ωq
+ 1)δ(ω − ωq − ωq′)
+
kBT
ωq
δ(ω + ωq − ωq′)]. (62)
Here, the N(ωq′) term is neglected, since it must be a vibrational-mode-broadening resulted
phonons (N(ωq′) N(ωq)). This is because the energy conversation ωq′ ± ωq = 3D implies
ω′q  ωD, for ωq < ωD and 3D  ωD . In the temperature range ωq . kBT , the above
transition rate gives τ0 ∝ 1/T . If one wishes, the integration can be analytically carried out
by assuming the Debye DOS for ωq and a Lorentzian DOS for ωq′ .
DIRECT TUNNELING
Effect of magnetic fields
We first clarify some subtleties about the ground state doublet and relaxation caused by
tunneling between the two states. When there is no external magnetic field, the ground
state doublet of integer spins described by Hspin = −DS2z − E(S2x − S2y) take the form
|S〉 ± | − S〉 mixed with small portion of states |Sz 6= ±S〉. For example, setting D = 26
cm−1, E = 0.005D, the two lowest eigenstates of the S = 2 molecule are given by
|−〉 = 0.70710(| − 2〉+ |2〉) + 0.0044|0〉, (63)
|+〉 = 0.70711(|2〉 − | − 2〉), (64)
with an energy difference E+ − E− = 1.95 × 10−3 cm−1. For an initial polarization as the
state |2〉 or −2〉, in the basis of |−〉, |+〉 the relaxation corresponds to diminishing of the off
diagonal elements of the density operator, ρ+− and ρ−+.
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FIG. 7. (a) Without external magnetic filed, the transverse anisotropy leads to a pseudo ground
state doublet that is mainly symmetric and antisymmetric combination of |S〉, | − S〉. When an
external magnetic field is performed, the two lowest states are mainly consisted of |S〉, | − S〉,
respectively. Since the latter situation is the usual experimental setting, we assume the relaxation
is the transition as shown in (b).
The situation significantly changes if a (even small) magnetic field is performed. For
instance, under an magnetic field of 1500 Oe [13], the two lowest states become
|−〉 = 0.0015|2〉+ 0.0031|0〉+ 0.9999| − 2〉, (65)
|+〉 = 0.9999|2〉+ 0.0031|0〉 − 0.0015| − 2〉. (66)
with an energy difference E+ −E− = 0.64 cm−1. In this case, because of finite temperature
and smallness of the splitting, an initial state being the ground state |−〉 is mixed with
|+〉 by the relaxation. In the basis of | − 2〉, |2〉, the relaxation corresponds to evolution
ρ−2,−2 ≈ 1.0→ ρ−2,−2 ≈ 0.5 and ρ2,2 ≈ 0.0→ ρ2,2 ≈ 0.5. Since the relaxation-temperature-
dependences are drawn from magnetic susceptibility measurements under a magnetic field,
we adopt this setting, and the rate equation is given by Eq. (2) in the main text.
For half integer spins, if there are only even order magnetic anisotropies, only states with
∆Sz = ±2n (n denotes positive integers) can be mixed to form eigenstates. States | ± S〉
cannot be mixed, and the two lowest states are |S〉+∑n cn|S − 2n〉 and | − S〉+∑n c′n| −
S + 2n〉 with small cn, c′n. Thus, the situation is similar to the case where a magnetic field
is performed. If odd order magnetic anisotropies are present, states with ∆Sz = 2n+ 1 can
also be mixed to form an eigenstate, and the above discussions about the effect of magnetic
fields apply. Anyway, because the measurements are implemented under a magnetic field, we
take the view that the relaxation process is the transition from the ground state to the other
states that is slightly lifted by magnetic anisotropy and external magnetic fields (Fig. 7(b)).
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Exponential temperature dependence due to Raman process
Result for the direct process is the same as Eq. (35), except now ω = ω∆ and an additional
factor 2, that is τ−1 = 2pi|aq|2σ(ω∆)N(ω∆)/~ω∆. Here, we concentrate on derivation for the
second order processes. As argued in the main text, the Raman process is dominant, and
gives,
pu = piN(ω)
∫∫
dωqdωq′
ωqωq′
|aqq′ |2σ(ωq)σ(ωq′)[N(ωq)−N(ωq′)]δ(ω + ωq − ωq′). (67)
Here, ωq′ = ωq+ω∆ and smallness of ω∆ implies ωq′ ≈ ωq, that is, the two phonons lie around
the same DOS peak (say, ωα). However, if we approximate both N(ωq), N(ωq′) as N(ωα),
the result is zero. We need to take into account the difference ω∆. Since ωq, ωq′  kBT at
low temperature, we have
N(ωq)−N(ωq′) 'e(−ωq′+ω∆)/kBT − e−ωq′/kBT (68)
=(eω∆/kBT − 1)e−ωq′/kBT (69)
=
e−ωq′/kBT
N(ω∆)
. (70)
In Eq. (67), ω = ω∆, so the factor N(ω) is cancelled. The integration form is given by a
similar integral as in Eq. (43), except now in Eq. (67) the two DOS peaks are the same one,
and ∆ = ω∆. Accordingly, the result is given by Eq. (4) in the main text,
τ−1 = 2pu ' 4ωαΓα|aα|
2
(ω2αω∆)
2 + (2ωαΓα)2
e−ωα/kBT . (71)
Estimation of the parameters
The calculation involves the second derivative of the transverse and high order magnetic
anisotropies with respect to the atomic displacements. The smallness and sensitivity of mag-
netic anisotropy over atomic configuration pose a challenge to current ab initio calculation
packages. As a work of general theory, here we do not seek to develop algorithms and codes,
but give an estimation of the parameters, with which Fig. 3 in the main text is plotted.
Relaxation of the direct process reads τ−1 = 2pi|aq|2σ(ω∆)N(ω∆)/~ω∆, and the temperature-
independent part is
τ01 =
~ω∆
2pi|aq|2σ(ω∆) . (72)
26
0.00 0.01 0.02 0.03 0.04 0.05
0.00
0.05
0.10
0.15
0.20
|á
+
|H
s
p
in
|-
ñ|
E/D
 Transverse
 Axial
FIG. 8. Since magnitude of the transverse term 〈+|E(S2x − S2y)|−〉 is twice that of the axial term
〈+|DS2z |−〉, the transverse term is used for estimation of the transition operator element, i.e.,
aq ∝ 〈+|E(S2x − S2y)|−〉. The transition rate pu ∝ |aq|2 falls off, when E/D is reduced. Thus,
diminishing the transverse magnetic anisotropy is effective in lengthening the relaxation time.
To have a concrete number for it, we use the values in Ref. [13], D = 26 cm−1, E = 0.005D,
g = 2.28, H = 1500 Oe. These values lead to a splitting ω∆ ' 0.64 cm−1. The form of
σ(ω∆) and value of aq are needed.
The spin-coupling strength is defined by ∂Hspin/∂Vq. In practice, the derivatives are
calculated from real space displacements. Due to the factor 1/
√
N (a mesh of N q points)
in the Fourier transform of atomic displacements, the summation over q does not depends
on density of the q mesh (as it should be). This fact amounts to normalized DOS functions
in the integration form. The Lorentzian functions are naturally normalized to 1. For the
long wavelength Debye phonons, we have∫ ωD
0
dω
ω2
C
= 1. (73)
which gives C = ω3D/3, and σ(ω∆) = 3ω
2
∆/ω
3
D. It should be noted that the Debye phonons in
this work refer to the phonons that well follow the Debye DOS function. Strictly speaking,
they are the low energy part of the acoustic phonons. The right hand side of Eq. (73) should
be a number < 3. Here, 1 is used for order estimation.
In Fig. 8, we plot magnitude of 〈+|E(S2x−S2y)|−〉 and 〈+|DS2z |−〉 for the example molecule
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under a magnetic field of 1500 Oe. Besides reduction with decreasing E/D, value of the
transverse magnetic anisotropy is twice that of the axial term. For this reason, we use
coupling between phonons and the transverse term E(S2x − S2y) to estimate the tunneling
rate.
Finite difference value of derivatives of the D matrix (Hspin = ~SD~S) are in the order
|∆Dmn|/∆Uj ≈ 0.01|Dmn|/A˚ [25], where Uj denotes atomic displacements. The vibrational
modes are derived from the dynamical matrix defined as
Ψjk =
∂2P (U)√
mjmk∂Uj∂Uk
, (74)
where P (U) is the dynamical potential and mj,mk are atomic masses. It is convenient to
define the mass normalized displacement Vj =
√
mjUj, and then the collective dynamical
variable for mode α is given by
Vα =
∑
j
αj Vj, (75)
where αj is the polarization vector of mode α. For phonons, the displacement Vq is defined
in a similar way.
We assume that the factor 0.01 applies to the derivative of E, i.e., |∆E|/∆Uj ≈
0.01|E|/A˚. As shown in the main text, the intra-molecule motions for the Debye phonons
are very small, and consequently so is the spin-phonon coupling. In this regard, we down-
scale the factor to 0.001 for the Debye phonons, and estimate the matrix element of the
transition operator as
aq1 =
∆E
∆Vq
〈+|(S2x − S2y)|−〉 =
0.001E√
m
〈+|(S2x − S2y)|−〉, (76)
where the atomic mass is added, since all our results assume mass normalized displacement.
With ωD = 5 cm
−1, a typical atom mass m = 50 amu and ω∆ = 0.64 cm−1, we have
τ01 ≈ 3900 ns.
From Eq. (71), the temperature-independent part is
τ02 =
(ω2αω∆)
2 + (2ωαΓα)
2
4ωαΓα|aα|2 . (77)
For the second order spin phonon coupling, we assume that the vibrational-mode-broadening
resulted phonons have similar coupling strength as the mode itself, and estimate the tran-
sition operator element as
aq2 =
∆E
(∆Vq)2
〈+|(S2x − S2y)|−〉 =
0.01E
m
〈+|(S2x + S2y)|−〉. (78)
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Setting ωα = 30 cm
−1 and Γα = 25 cm−2 (broadening of 5 cm−1), we have τ02 ≈ 0.128 ns,
comparable with the experimental measurement [13]. The temperature range of the plottings
in the main text Fig. 3 is 1/T = [0.06, 0.8] 1/K.
In Fig. 3(b) of the main text, energy of the higher vibrational mode is set as 30 cm−1
and the lower one is 10 cm−1. Ratio of the τ02 for the high (τh02) and low mode (τ
l
02) is set
as τh02/τ
l
02 = 100. In principle, the presence of multiple barriers should be common, as it
only requires that lower vibrational modes have weaker phonon-spin couplings. Reason for
its less prevalence than the lower-than-expected barrier could be a resolution issue. Since
the value of the barrier is fitted using data across a certain temperature span, it is likely
that the value is an average of several modes. The double barrier phenomenon can clearly
show up, only when two mode are distant enough and the lower mode has much smaller
spin-phonon coupling. Otherwise, the lower mode would be dominant all over.
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