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a b s t r a c t
For the Bernstein left quasi-interpolants B(2r−1)n f , we prove that for some k
ω2rϕ
(
f ,
1√
n
)
≤ C(‖B(2r−1)n f − f‖ + ‖B(2r−1)kn f − f‖).
This is a strong converse inequality of type B.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and main result
The n-th classical Bernstein operator Bn(f , x) is defined by
Bn(f , x) =
n∑
k=0
pn,k(x)f
(
k
n
)
, pn,k(x) =
(
n
k
)
xk(1− x)n−k.
It is known that the optimal approximation order of the method of Bn(f , x) is O(n−1). Moreover it was shown (cf. [4, p. 3])
that for f ∈ C[0, 1], ϕ(x) = √x(1− x) and α ≤ 1
‖Bnf − f‖ = O(n−α)⇔ ω2ϕ(f , t) = O(t2α).
In order to obtain faster convergence, various modifications of Bernstein operators, linear combinations of Bernstein-
type sequences (cf. [4,5]) or a family of intermediate Bernstein operators are considered to accelerate this convergence.
Sablonnière [8] introduced such last mentioned operators B(r)n , n ≥ r, between the Bernstein operator Bn and the Lagrange
interpolation operator and called them Bernstein quasi-interpolants (cf. [2,6–8]). Other types of quasi-interpolants can be
seen in [9] and the references therein.
The so-called left Bernstein quasi-interpolant of order r is defined by
B(r)n (f , x) =
r∑
j=0
αnj (x)D
jBn(f , x) =:
r∑
j=0
αnj (x)Bn,j(f , x),
where D =: ddx , D0 = id, αnj (x) ∈ Πj (the set of polynomials of degree at most j).
Here we point out that B(0)n = Bn, B(n)n = id onΠn and B(r)n is exact onΠr , i.e. B(r)n p = p for all p ∈ Πr . Moreover it was proved
that ‖B(r)n (f , x)‖ ≤ C‖f‖ in [11]. In this work, norm ‖f‖ always denotes ‖f‖∞ = supx∈[0,1] |f (x)|.
I Supported by NSF of China (10571040) and NSF of Hebei Province (101090) and NSF of Hebei Normal University (L2004B04).∗ Corresponding author.
E-mail addresses: gshzhang@hebtu.edu.cn, gshzhang@heinfo.net (G. Zhang).
0893-9659/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2008.03.006
176 S. Guo et al. / Applied Mathematics Letters 22 (2009) 175–181
As for the approximation properties for B(2r−1)n (f , x) the following equivalence result was proved in [2,7].
For f ∈ C[0, 1], ϕ(x) = √x(1− x), n ≥ 2r − 1, r ∈ N and 0 < α < r, then one has
‖B(2r−1)n f − f‖ = O(n−α)⇔ ω2rϕ (f , t) = O(t2α) (1.1)
where ωsϕ(f , t) = sup0<h≤t ‖∆shϕf (x)‖,∆shf (x) =
∑s
k=0(−1)k
(
s
k
)
f (x+ sh/2− kh). The ωsϕ(f , t) is the Ditzian–Totik modulus of
smoothness; it is equivalent to the K-functional
Ksϕ(f , t
s) = inf
g∈Ws(ϕ)
{‖f − g‖ + ts‖ϕsg(s)‖} (1.2)
where Ws(ϕ) =:
{
g ∈ C[0, 1], g(s−1) ∈ A.C .[0,1], ‖ϕsg(s)‖ <∞
}
.
It was proved in [4] that ωsϕ(f , t) ∼ Ksϕ(f , ts), i.e. there exists A > 0 such that
A−1ωsϕ(f , t) ≤ Ksϕ(f , ts) ≤ Aωsϕ(f , t). (1.3)
In [6] we extended the result (1.1) with ω2r
ϕλ
(f , t), 0 ≤ λ ≤ 1.
The intention of this work is to prove a strong converse inequality of type B for quasi-interpolants B(2r−1)n f . The strong
converse inequalities for various operators have been investigated in earlier papers, e.g. [1,3,10]. In all of these results the
second-order modulus of smoothness ω2ϕ(f , t)p (1 ≤ p ≤ ∞) was used. The result presented in this work is the first one
concerning a high order modulus.
Now we state the main theorem as follows:
Theorem. Let f ∈ C[0, 1], ϕ(x) = √x(1− x), n ≥ 4r, r ∈ N. Then there exists a constant k such that, for l ≥ kn,
K2rϕ
(
f , n−r
) ≤ C ( l
n
)r (
‖B(2r−1)n f − f‖ + ‖B(2r−1)l f − f‖
)
. (1.4)
Remark. 1. By (1.3) and (1.4) we have
ω2rϕ
(
f ,
1√
n
)
≤ C
(
l
n
)r (
‖B(2r−1)n (f , x)− f (x)‖ + ‖B(2r−1)l (f , x)− f (x)‖
)
.
Using the direct theorem given in [2]
‖f (x)− B(2r−1)n (f , x)‖ ≤ Cω2rϕ (f , n−
1
2 ),
we deduce the existence of a k > 1 such that
ω2rϕ (f , n
− 12 ) ∼ ‖B(2r−1)n (f , x)− f (x)‖ + ‖B(2r−1)kn (f , x)− f (x)‖.
2. When r = 1, we know that B(1)n (f , x) = Bn(f , x), so we can get the strong converse inequality of type B for the Bernstein
operator, i.e., there exists k > 1 such that
ω2ϕ(f , t) ≤ C(‖Bn(f , x)− f (x)‖ + ‖Bkn(f , x)− f (x)‖),
which is the result given in [3].
In order to prove the main theorem we will give some lemmas in Section 2. In the last section we will give the proof of
the main theorem.
For convenience sometimes we use
B(r)n f = B(r)n (f , x) and B(r)n (B(r)n f ) = B(r)n (B(r)n (f , ·), x).
Throughout this work C denotes a positive constant independent of n, not necessarily the same at each occurrence.
2. Lemmas
In order to prove the main theorem we need some lemmas.
Lemma 2.1. Let En = [ 1n , 1− 1n ], ϕ(x) =
√
x(1− x), f ∈ W2r+1(ϕ) and R2r+1(f , t, x) = 1(2r)!
∫ t
x (t− u)2rf (2r+1)(u)du. Then we have
‖B(2r−1)n (R2r+1(f , ·, x), x)‖En ≤ Cn−r−
1
2 ‖ϕ2r+1f (2r+1)‖. (2.1)
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Proof. We recall that for B(2r−1)n f (cf. [2,7,11])
αn0(x) = 1, αn1(x) = 0, and
|αnj (x)| ≤ Cn−
j
2 ϕj(x), for x ∈ En.
Therefore
B(2r−1)n (R2r+1(f , ·, x), x) = Bn(R2r+1(f , ·, x), x)+
2r−1∑
j=2
αnj (x)Bn,j(R2r+1(f , ·, x), x)
=: I0 +
2r−1∑
j=2
Ij. (2.2)
We recall that [4, (9.4.14)]
Bn((t − x)2m, x) ≤ Cn−mϕ2m(x), for x ∈ En,
and [4, (9.6.1)]
|R2r+1(f , t, x)| ≤ |t − x|
2r+1
(2r)! ϕ
−(2r+1)(x)‖ϕ2r+1f (2r+1)‖.
Hence we obtain by the Hölder inequality for x ∈ En
|I0| ≤ ϕ
−(2r+1)(x)
(2r)! ‖ϕ
2r+1f (2r+1)‖Bn(|t − x|2r+1, x)
≤ ϕ
−(2r+1)(x)
(2r)! ‖ϕ
2r+1f (2r+1)‖(Bn((t − x)4r+2, x)) 12
≤ Cn−r− 12 ‖ϕ2r+1f (2r+1)‖. (2.3)
On the other hand for x ∈ En by the formula (cf. [4, p. 127], [7, p. 171])
|Djpn,k(x)| ≤ C
j∑
i=0
( √
n
ϕ(x)
)j+i ∣∣∣∣ kn − x
∣∣∣∣i pn,k(x),
we have
|Ij| =
∣∣∣∣∣αnj (x) n∑
k=0
(Djpn,k(x))
1
(2r)!
∫ k
n
x
(
k
n
− u
)2r
f (2r+1)(u)du
∣∣∣∣∣
≤ Cn− j2 ϕj(x)
n∑
k=0
j∑
i=0
( √
n
ϕ(x)
)j+i ∣∣∣∣ kn − x
∣∣∣∣i pn,k(x) | kn − x|2r+1ϕ2r+1(x) ‖ϕ2r+1f (2r+1)‖
≤ C
j∑
i=0
n
i
2 ϕ−(2r+1+i)(x)Bn(|t − x|2r+1+i, x)‖ϕ2r+1f (2r+1)‖
≤ Cn−r− 12 ‖ϕ2r+1f (2r+1)‖. (2.4)
From (2.2)–(2.4) we have
‖B(2r−1)n (R2r+1(f , ·, x), x)‖En ≤ Cn−r−
1
2 ‖ϕ2r+1f (2r+1)‖. 
Lemma 2.2. For n ≥ 2r we have
B(2r−1)n
(
(t − x)2r, x
)
= (−1)r−1n−rϕ2r(x) (2r)!
2r(r!) + ϕ
2r(x)o
( 1
nr
)
+ cn2r−1
ϕ2(x)
n2r−1
+ · · · + cnr+1
ϕ2r−2(x)
nr+1
, (2.5)
where the coefficients {cnj } are uniformly bounded in n and independent of x.
Proof. First we note that B(2r)n p = p for all p ∈ Π2r , so we have
B(2r)n ((t − x)2r, x) = 0,
and
B(2r)n ((t − x)2r, x)− B(2r−1)n ((t − x)2r, x) = αn2r(x)(D2rBn)((t − x)2r, x).
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Therefore we have
B(2r−1)n ((t − x)2r, x) = −αn2r(x)(D2rBn)((t − x)2r, x).
By [4, (9.4.3)]
(D2rBn)(f , x) = n!
(n− 2r)!
n−2r∑
k=0
−→
∆
2r
1
n
f
(
k
n
)
pn−2r,k(x),
and [4, (2.4.5)]
−→
∆
2r
1
n
f
(
k
n
)
=
∫ 1
n
0
· · ·
∫ 1
n
0
f (2r)
(
k
n
+ u1 + · · · + u2r
)
du1 · · · du2r,
where−→∆ 2r1
n
f
(
k
n
)
is the forward 2rth difference defined by
−→
∆
2r
1
n
f
(
k
n
)
=
2r∑
k=0
(−1)k
(2r
k
)
f
(
k
n
+ 2r − k
n
)
,
we can easily get
(D2rBn)((t − x)2r, x) = (2r)!n!
(n− 2r)!n2r = (2r)!
(
1+ O
(1
n
))
.
So we have
B(2r−1)n ((t − x)2r, x) = −αn2r(x)(2r)!
(
1+ O
(1
n
))
. (2.6)
Using [7, (2.7)] we have
αn2r(x) = bn2r−1
ϕ2(x)
n2r−1
+ bn2r−2
ϕ4(x)
n2r−2
+ · · · + bnr+1
ϕ2r−2(x)
nr+1
+ bnr
ϕ2r(x)
nr
, (2.7)
where the {bnj } are uniformly bounded in n and independent of x. By [9, Th. 4.2] we know that
lim
n
nrαn2r(x) = α2r(x) =
(−1)rϕ2r(x)
2r(r!) .
With this relation and (2.7) we get the representation of the coefficient bnr in (2.7), i.e.
lim
n
bnr = (−1)r
1
2r(r!) . (2.8)
From (2.6)–(2.8) we can obtain (2.5). 
Lemma 2.3. For f ∈ C2r[0, 1] we have
‖ϕ2r+1D2r+1(B(2r−1)n f )‖ ≤ C
√
n‖ϕ2rf (2r)‖. (2.9)
Proof. We recall that [7, (3.11)] for m ∈ N
|ϕ2r+m(x)D2r+mBn(f , x)| ≤ Cn m2 ‖ϕ2rf (2r)‖, (2.10)
and [7, (2.14)] for x ∈ En = [ 1n , 1− 1n ]
|Dm(αnj (x))| ≤ Cn−
j
2+ m2 ϕj−m(x). (2.11)
Using (2.10) and (2.11) we have for x ∈ En∣∣∣∣∣ϕ2r+1(x)D2r+1
[
Bn(f , x)+
2r−1∑
j=2
αnj (x)Bn,j(f , x)
]∣∣∣∣∣
≤ |ϕ2r+1D2r+1Bn(f , x)| +
2r−1∑
j=2
j∑
i=0
ϕ2r+1(x)
(2r + 1
i
)
|Diαnj (x)||Bn,2r+1+j−i(f , x)|
≤ C√n‖ϕ2rf (2r)‖ + C
2r−1∑
j=2
j∑
i=0
n−
j
2+ i2 ϕ2r+1+j−i(x)|Bn,2r+1+j−i(f , x)|
≤ C√n‖ϕ2rf (2r)‖ + C
2r−1∑
j=2
j∑
i=0
n−
j
2+ i2 n
j+1−i
2 ‖ϕ2rf (2r)‖ ≤ C√n‖ϕ2rf (2r)‖,
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where we use (2.10) in the last step to get
ϕ2r+1+j−i(x)|Bn,2r+1+j−i(f , x)| ≤ Cn j+1−i2 ‖ϕ2rf (2r)‖.
Therefore, we have
‖ϕ2r+1D2r+1(B(2r−1)n f )‖En ≤ C
√
n‖ϕ2rf (2r)‖.
Since (ϕ2r+1(B(2r−1)n f )(2r+1))2 are polynomials, we can use a result of the weight polynomial approximation [4, Th. 8.4.8]
translating the interval [−1, 1] to [0, 1] to obtain the estimate (cf. [7, (3.12)])
‖(ϕ2r+1D2r+1(B(2r−1)n f ))2‖[0,1] ≤ M‖(ϕ2r+1D2r+1(B(2r−1)n f ))2‖En (2.12)
where M does not depend on n. Then we have
‖ϕ2r+1D2r+1(B(2r−1)n f )‖ ≤ M‖ϕ2r+1D2r+1(B(2r−1)n f )‖En ≤ C
√
n‖ϕ2rf (2r)‖.
This is (2.9). 
Lemma 2.4 ([7, (3.3)]). For f ∈ C[0, 1] we have
‖ϕ2rD2r(B(2r−1)n f )‖ ≤ Cnr‖f‖. (2.13)
Lemma 2.5. For f ∈ W2r+1(ϕ) we have
B(2r−1)n (f , x)− f (x)−
(−1)r−1ϕ2r(x)
2rr!nr f
(2r)(x) = o
( 1
nr
)
ϕ2r(x)f (2r)(x)+ cn2r−1
ϕ2(x)
n2r−1
f (2r) + · · ·
+ cnr+1
ϕ2r−2(x)
nr+1
f (2r)(x)+ B(2r−1)n (R2r+1(f , ·, x), x) (2.14)
where {cn2r−1, . . . , cnr+1} are uniformly bounded in n and independent of x.
Proof. By Taylor’s formula we expand f as follows:
f (t) = f (x)+ (t − x)f ′(x)+ · · · + (t − x)
2r
(2r)! f
(2r)(x)+ R2r+1(f , t, x)
where R2r+1(f , t, x) = 1(2r)!
∫ t
x (t − u)2rf (2r+1)(u)du. As B(2r−1)n preserves polynomials of degree 2r − 1 (cf. [2,6–8]) we obtain
B(2r−1)n (f , x)− f (x) =
1
(2r)!B
(2r−1)
n ((t − x)2r, x)f (2r)(x)+ B(2r−1)n (R2r+1(f , t, x), x).
By Lemma 2.2 we have
B(2r−1)n (f , x)− f (x) =
(−1)r−1ϕ2r(x)
2rr!nr f
(2r)(x)+ o
( 1
nr
)
ϕ2r(x)f (2r)(x)
+ 1
(2r)!
[
r−1∑
j=1
cn2r−j
ϕ2j(x)
n2r−j
]
f (2r)(x)+ B(2r−1)n (R2r+1(f , t, x), x).
Thus we get (2.14). 
3. The proof of the main theorem
To prove our result we choose the function
g = B(2r−1)n
(
B(2r−1)n f
)
=: B2(2r−1)n f .
To estimate the K-functional we recall that B(2r−1)n is bounded (cf. [11]); hence
K2rϕ (f , n
−r) ≤ ‖f − B2(2r−1)n f‖ + n−r‖ϕ2rD2r(B2(2r−1)n f )‖
≤ ‖f − B(2r−1)n f‖ + ‖B(2r−1)n f − B2(2r−1)n f‖ + n−r‖ϕ2rD2r(B2(2r−1)n f )‖
≤ C‖f − B(2r−1)n f‖ + n−r‖ϕ2rD2r(B2(2r−1)n f )‖.
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Therefore we need only estimate ϕ2rg(2r) = ϕ2rD2r(B2(2r−1)n f ). We recall the Lemma 2.5 with g = B2(2r−1)n f in place of f and l in
place of n to obtain
B(2r−1)l (g, x)− g(x)−
(−1)r−1ϕ2r(x)
2rr!lr g
(2r)(x) = o
(1
lr
)
ϕ2r(x)g(2r)(x)+ cl2r−1
ϕ2(x)
l2r−1
g(2r)(x)+ · · ·
+ clr+1
ϕ2r−2(x)
lr+1
g(2r)(x)+ B(2r−1)l (R2r+1(g, ·, x), x). (3.1)
For x ∈ En = [ 1n , 1− 1n ], then nϕ2(x) ≥ 12 . So we have∣∣∣∣∣ϕ2(x)l2r−1 g(2r)(x)
∣∣∣∣∣ =
∣∣∣∣∣ nr−1ϕ2r(x)l2r−1nr−1ϕ2r−2(x) g(2r)(x)
∣∣∣∣∣ ≤ 2r−1lr
(
n
l
)r−1
‖ϕ2rg(2r)‖,
· · · · · · , (3.2)∣∣∣∣∣ϕ2r−2(x)lr+1 g(2r)(x)
∣∣∣∣∣ =
∣∣∣∣∣ nϕ2r(x)lr+1nϕ2(x) g(2r)(x)
∣∣∣∣∣ ≤ 2lr
(
n
l
)
‖ϕ2rg(2r)‖.
By Lemma 2.1 we have
‖B(2r−1)l (R2r+1(g, ·, x), x)‖En ≤ Cl−r−
1
2 ‖ϕ2r+1g(2r+1)‖. (3.3)
Combining (3.1)–(3.3) we obtain
1
2rr!lr ‖ϕ
2rg(2r)‖En ≤ ‖B(2r−1)l g − g‖ + o
(1
lr
)
‖ϕ2rg(2r)‖
+ C 1
lr
[(
n
l
)r−1
+ · · · + n
l
]
‖ϕ2rg(2r)‖ + Cl−r− 12 ‖ϕ2r+1g(2r+1)‖. (3.4)
Now we will estimate separately the first terms and the last term of the right side in (3.4). By the boundedness of B(2r−1)n f
we have
‖B(2r−1)l g − g‖ = ‖B(2r−1)l (B2(2r−1)n f )− B2(2r−1)n f‖
≤ ‖B(2r−1)l (B2(2r−1)n f − B(2r−1)n f )‖ + ‖B(2r−1)l (B(2r−1)n f − f )‖
+ ‖B(2r−1)l f − f‖ + ‖f − B(2r−1)n f‖ + ‖B(2r−1)n (f − B(2r−1)n f )‖
≤ C(‖B(2r−1)n f − f‖ + ‖B(2r−1)l f − f‖). (3.5)
By (2.9) and (2.13) we have
‖ϕ2r+1g(2r+1)‖ = ‖ϕ2r+1D2r+1(B2(2r−1)n f )‖ ≤ C
√
n‖ϕ2rD2r(B(2r−1)n f )‖
≤ C√n
{
‖ϕ2rD2r(B2(2r−1)n f )‖ + ‖ϕ2rD2r(B(2r−1)n (B(2r−1)n f − f ))‖
}
≤ C√n‖ϕ2rD2r(B2(2r−1)n f )‖ + Cnr+
1
2 ‖B(2r−1)n f − f‖. (3.6)
Then with (3.4)–(3.6) we obtain
1
2rr!lr ‖ϕ
2rg(2r)‖En ≤ C(‖B(2r−1)n f − f‖ + ‖B(2r−1)l f − f‖)+ C
(
n
l
)r+ 12 ‖B(2r−1)n f − f‖
+ Cl−r
(
n
l
) 1
2 ‖ϕ2rg(2r)‖ + C 1
lr
[(
n
l
)r−1
+ · · · + n
l
+ o(1)
]
‖ϕ2rg(2r)‖. (3.7)
Since ϕ2r(x)g(2r)(x) = ϕ2r(x)D2r(B2(2r−1)n (f , x)) are polynomials, for the same reason as for (2.12) we have
‖ϕ2rD2r(B2(2r−1)n f )‖[0,1] ≤ M‖ϕ2rD2r(B2(2r−1)n f )‖En , (3.8)
where M does not depend on n. From (3.7) and (3.8) we have
1
2rr!lr ‖ϕ
2rg(2r)‖[0,1] ≤ M2rr!lr ‖ϕ
2rg(2r)‖En ≤ CM(‖B(2r−1)n f − f‖ + ‖B(2r−1)l f − f‖)+ CM
(
n
l
)r+ 12 ‖B(2r−1)n f − f‖
+ CM1
lr
[(
n
l
)r−1
+ · · · + n
l
+
(
n
l
) 1
2 + o(1)
]
‖ϕ2rg(2r)‖. (3.9)
We now choose l ≥ kn with k large enough so that
CM
1
lr
[(
n
l
)r−1
+ · · · + n
l
+
(
n
l
) 1
2 + o(1)
]
≤ 1
2 · 2rr!lr . (3.10)
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From (3.9) and (3.10) we obtain that
1
2 · 2rr!lr ‖ϕ
2rD2r(B2(2r−1)n f )‖ ≤ C
{
‖B(2r−1)n f − f‖ + ‖B(2r−1)l f − f‖
}
.
Therefore
1
nr
‖ϕ2rD2r(B2(2r−1)n f )‖ ≤ C
(
l
n
)r {
‖B(2r−1)n f − f‖ + ‖B(2r−1)l f − f‖
}
.
Thus we complete the proof of (1.4).
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