Climate system models use a multitude of parameterization schemes for small-scale pro-7 cesses. These should respond to externally forced climate variability in an appropriate man-8 ner so as to reflect the response of the parameterized process to a changing climate. The 9 most attractive route to achieve such a behavior would certainly be provided by theoretical 10 understanding sufficiently deep to enable theà-priori design of climate-sensitive parameteri-11 zation schemes. An alternative path might, however, be helpful when the parameter tuning 12 involved in the development of a scheme is objective enough so that these parameters can be 
the FDT itself.
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The manuscript is structured as follows: Section 2 describes the toy atmosphere, the 115 approach for construction of a low-order model for its simulation, and some characteristics 116 of the latter. Section 3 gives an account of how we use the FDT for formulating the climate 117 dependence of the SGS closure of the low-order model, while section 4 presents results on how 118 well this approach works for the simulation of the response to anomalous vorticity forcing.
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Finally we summarize and discuss our findings in section 5. The toy atmosphere used here is a spectral code (Selten 1995) for the solution of the 123 barotropic vorticity equation
on the sphere. Here ψ is the streamfunction, J the standard Jacobian operator, f the to be symmetric with respect to the equator it has N = 231 degrees of freedom, i.e. non-zero 132 vorticity spectral coefficients where real and imaginary parts count separately. Gathering 133 these in a state vector x ϵ R N , the dynamical equation of our toy atmosphere can be written
where G is the appropriate function. 
is proportional to the total energy of the flow, where a is the radius of the earth, λ and ϕ 141 geographic longitude and latitude, and ψ mn a spectral coefficient at zonal and total wavenum-142 bers m and n. The corresponding metric M is an N × N -dimensional real symmetric matrix.
143
We found that 43 EOFs suffice to explain more than 90% of the variance in the analyzed 
where angle brackets indicate the time mean, P is an N × M -matrix containing the EOFs as columns, a ϵ R M is the vector of EOF expansion coefficients (the principal components), and ε the time dependent truncation error. The latter is orthogonal to the EOFs so that 149 the principal components can be determined from the data via
where a prime indicates deviations from the mean, i.e. here x ′ = x − ⟨x⟩.
151
Taking the time derivative, and using the dynamical equation (2) of the toy atmosphere 152 together with the reduced representation (4) one gets
where s is the SGS error arising from the neglect of the truncation error inside G. A 
the shortcut P (a) = P t MG (⟨x⟩ + Pa) indicating the projected model without SGS param-
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eterization. Note that the (toy) atmosphere data do not satisfy (7) but rather
with a parameterization error ε p (x, a) = s (x, a) − p (a (10) 
The scaling has been chosen so that the anomalous forcing is at A = 1 of the same order as considers either a deterministic system governed by
or a stochastic system controlled by the corresponding stochastic differential equation
where x is the state vector of the system, here of the (toy) atmosphere, A is the deterministic 203 drift, B the diffusion tensor, and dW a multidimensional Wiener process. The applicability
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of the FDT to deterministic systems is often hampered by the fractality of the corresponding 205 probability-density function (PDF). In such cases it can help to add a small noise term, as in 206 e.g., the underlying system is not stochastic, but we assume that the nonlinear dynamics 208 of the smallest-scale processes acts in a sufficiently irregular manner so that stochasticity 209 is a reasonable approximation. To proceed, the general FDT predicts the response of the 210 statistics of the system to an infinitesimally small perturbation δf (x, t) of the drift vector so
It provides an estimate of the change in the expectation of any observable h (x), i.e. of
where p is the PDF. This is also the situation encountered in our problem. Due to (5) and however, we want to stick with qG-FDT, since it is more easily implemented than ST/qG-
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FDT and since it typically requires considerably less reference data than kernel methods.
225
Under the assumption of Gaussianity the predicted steady-state response for t → ∞ to an 226 anomalous forcing
is
which yields for constant forcing, as here,
with qG-FDT response operator
The task is to determine the integral over all time lags of the lagged covariance between in (11) and (10) Referring to (10) and (11) we note again that the observables we need modified means The results are shown in Fig. 3 . With the one exception of the forcing located at 256 λ c = 270
• , the anomalous first moments ⟨a⟩ and ⟨s⟩ are predicted by qG-FDT with an error 257 less than 1, whereas the second moments ⟨s ′ a ′t ⟩ and ⟨a ′ a ′t ⟩ are not predicted so well. This of the SGS parameterization, using (15), since it uses the ill-estimated δL.
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It turns out, however, that if δL is neglected, a useful estimate of δF can be obtained.
264
This reduced quasi-Gaussian FDT (rqG-FDT) uses
Its quality is shown in Fig.4 here. Therefore our method of choice applied below is rqG-FDT. 
Results

272
The utility of reduced qG-FDT is eventually decided by its ability to help a low-order zonal-wind change faithfully.
295
As discussed in subsection 3c, standard qG-FDT is well able to predict the change in first 296 moments of the atmosphere. This is also visible in the results shown so far. Second moments,
297
however, had been shown to be more difficult an object for qG-FDT. This is born out in Fig.   298 which is considerably too strong (relative error 2.47). Here the nonlinear models perform 300 better, especially if supplemented by a rqG-FDT modification of the SGS parameterization.
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The predicted response is slightly too weak, but the predicted pattern is matched very well,
302
with an increase of variance over the pole, and north and south of the jet streams. The 303 relative errors are 0.527 for CM0 and 0.342 for CMF.
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Relative errors, yielding a quantitative estimate of the quality of the simulated response,
305
have not just been calculated for an anomalous forcing at longitude λ c = 210
• , but for all 306 twelve cases examined. Fig. 8 shows the relative errors in the predictions of the change in 307 the first moments. With the exception of the three cases with forcing longitude between 210
and 270
• , qG-FDT is better able to predict the response than the unmodified climate model.
309
Only in four out of the twelve cases (λ c = 60
• , 300
• and 330 • ), however, rqG-FDT is 
Summary and discussion
340
We have addressed the question how sub-grid-scale (SGS) parameterizations in climate 341 models can be formulated so that they respond correctly to an externally forced change in from the toy-atmosphere climate data, assuming their probability-density function (PDF)
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to be Gaussian (qG-FDT). This is a limiting assumption which one could potentially relax.
363
A more general treatment would, however, either necessitate the estimate of the PDF by also speculate that, due to the central-limit theorem, the deviations from Gaussianity might 370 become the smaller the more complex, and thus realistic, the examined setting becomes.
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The ability of the qG-FDT to predict the response of the SGS parameterizations has been to the external forcing. In an approach which we call reduced qG-FDT (rqG-FDT) this has 392 been done while the linear SGS operator has been kept untouched.
393
The reduced qG-FDT has then been applied to the various anomalous-forcing cases. 2 Ω, and the response has been multiplied by a factor 10. 
