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Abstract 
Recently Middendorf and Pfeiffer proved that recognizing perfectly orderable graphs is 
NP-complete. Hoang and Reed had previously studied six natural subclasses of perfectly 
orderable graphs that are defined by the orientations of the P,‘s. Four of the six classes can be 
recognized in polynomial time. We show in this paper that it is NP-complete to recognize the 
fifth class. 
1. Introduction 
A graph G is said to be perfectly orderable if it admits an acyclic orientation that 
contains no “obstruction” as induced subgraph, where an obstruction is the graph 
shown in Fig. 1. The graph G with such an orientation shall be called perfectly 
oriented. 
Chvatal [l] has shown that an optimal colouring of a perfectly orderable graph can 
be obtained by applying the sequential (or greedy) colouring algorithm. He asked 
whether perfectly orderable graphs can be recognized in polynomial time. However, 
recently Middendorf and Pfeiffer [7] proved that the problem is NP-complete. 
In a perfectly oriented graph, every P4 (chordless path on four vertices) must be one 
of the three oriented P,‘s as shown in Fig. 2. Let S be a subset of {1,2,3}. An 
S-orientation of a graph is an acyclic orientation in which each P4 is of a type 
belonging to S. In this way, one can define six classes of perfectly orderable graphs. 
Hoang and Reed [6,5] showed that the problem of deciding whether a graph admits 
an S-orientation is polynomial if S = {l}, or {2}, or {3}, or (1,2}. In this paper we 
prove that it is NP-complete to decide whether a graph admits a { 1,3}-orientation. 
Our argument uses the ideas of Middendorf and Pfeiffer. We do not know how 
difficult it is to determine whether a graph admits a {2,3)-orientation. 
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2. The proof 
In 1978, Schaefer [S] proved that the following problem is NP-complete. 
l-IN-3 3SAT 
Instance: Set V = (uO, . . , u,_ 1 } of Boolean variables, collection % = { C,,, . . . , 
C,_ i } of clauses over I/ such that each clause has exactly three literals. 
Question: Is there a truth assignment satisfying %?, such that each clause in %? has 
exactly one true literal? 
Schaefer’s result clearly implies that the following problem is NP-complete. 
2-IN-3 3SAT 
Instance: Set I/ = (vO, . . . , u, _ I } of Boolean variables, collection %Z = { CO, . . . , 
C,_ I } of clauses over V such that each clause has exactly three literals. 
Question: Is there a truth assignment satisfying %?, such that each clause in %’ has 
exactly two true literals? 
Theorem 1. The problem of determining whether a given graph admits a { 1,3}-orienta- 
tion is NP-complete. 
Proof. We shall show that 2-IN-3 3SAT is polynomially reducible to our problem. 
Suppose we are given a 2-IN-3 3SAT formula G?? with clauses CO, C1, C2, . . . , C, _ i , 
where each Cj contains literals cjo, cjl,cjz taken from the set { uo,ul, . . . , u,_ 1} of 
variables (and their negations). 
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Fig. 4. The graph C( vi). 
For each variable ri we create a graph G( ri) as follows. Let Hi be the graph denoted 
in Fig. 3. For each variable Vi, if Vi appears in Cj then introduce a path with vertices 
~(i,j,l),~(i,j,2),~(i,j,3)andedgesv(i,j,l)u(i,j,2),u(i,j,2)u(i,j,3),andthenidentify 
u( i, j, 1) with Ui,zj. If 1 Vi appears in Cj then introduce a path with vertices U( i, j, l), 
u(i,j,2), u(i,j,3) and edges u(i,j,l)v(i,j,2), u(i,j,2)u(i,j,3), and then identify v(i,j, 1) 
with ui, zj+ 1. The resulting graph is called G(Ui) (see Fig. 4). 
For each clause Ci, we define the graph G( Cj) as shown in Fig. 5. Now we construct 
G(W) from the graphs G(Cj)‘s and G(Ui)‘s. For each clause Cj = (Cjo,Cji,Cjz) we 
identify c(j, 1, k) with u( i,j, k) (for k = 1,2,3) if cjl = Vi or 1 ui. For each vertex of the 
type c(j, 1,O) (j = 0, 1, , . . , m - 1, I = 0, 1,2) we add the edge c(j, Z,O)t for every vertex 
t in G(W) - G( Cj). Our construction is the same as that of Middendorf and Pfeiffer 
except that in their construction the graph Hi is an induced even cycle (the reason for 
our choice of Hi shall be explained later). 
Remark 1. Note that each Hi (respectively, G( Vi)) admits a { 1,3}-orientation but the 
restriction of any { 1,3}-orientation of Hi (respectively, G(ui)) on the path from yi to Wi 
must be a (3)-orientation, i.e. the directions of the edges on the path must alternate. 
Suppose that G(‘X) admits a {1,3}-orientation. For each graph G(Ui) we set Vi to 
“true” if ui.* is a source in G(Q); otherwise, we set ui to “false”. Consider a clause 
Cj = ( cjo, cjl , cjz) and its corresponding raph G( Cj). For each literal cjk (k = 0,1,2) 
let u(j, k) denote the variable such that u(j, k) = Cjk or 1 cjk. 
Suppose that each cjk (k = 0, 1,2) of Cj is true. Then each vertex c(j, k, 1) is a source 
in G( u(j, k)) for k = 0, 1,2. If c(j, k,O) --+ c(j, k + 1,0) for each k (taken modulo 3) 
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Fig. 5. The graph G(C,). 
then G(W) is not acyclic, a contradiction (a + b denotes the directed edge with head 
b and tail a). Thus we may assume that c(j, k + JO) --f c(j,k,O) for some k. Let 
u(j,k) = Vi for some i. The P4’s c(j,k + l,O)c(j,k,O)c(j,k + 1,3)c(j,k + 1,2) and 
c(j, k + 1,3)c(j, k, O)tc(j, k, 1) - where t is any neighbour of c(j, k, 1) in Hi - imply 
that c(j,k + 1,3) + c(j,k,O) and t + c(j, k, l), contradicting our assumption that 
c(j, k, 1) is a source in G(u(j, k)). 
Now we may suppose that some literal cjk is false. Thus the corresponding vertex 
c( j, k, 1) is a sink in G( a( j, k)). For any vertex of the form c( j’, k’, 1) let u( j’, k’) = ui’ and 
let x(j’, k’), y(j’,k’) be the two neighbours of c(j’,k’, 1) in Hi,. The P,‘s 
x(j,k)c(j,k, l)c(j,k,2)c(j,k,3), 
c(j, k, 2) c(j, k, 1 )x(j, k) c(j, k, O), 
x(j,k)c(j,k,O)c(j,k + l,l)c(j,k + 1,2), 
and 
x(j,k+l)c(j,k+l,l)c(j,k+l,2)c(j,k+l,3), 
imply that 
c(j,k,2) -tc(j,k,l), 
x(j, k) -, c(j, k, O), 
c(j,k + 1,l) + c(j,k + 1,2), 
and 
c(j, k + 1,l) + x(j, k + 1). 
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Thus c(j, k + 1,1) is a source in G(u(j, k + 1)) and so the literal cj(k+ I) is true. It 
follows that no two consecutive Cjr, Cj(t+l) can be false. Thus cj(k+z) is true. We 
conclude that each clause contains precisely two true literals. 
Suppose there is a truth assignment such that each clause has precisely two true 
literals. First, for each variable Vi, we assign a { 3}-orientation to Hi such that ui,o is 
a source if Vi is true, and q. is a sink if Vi is false (hence the directions of the edges of 
the path from yi to Wi alternate). 
Next, we shall label certain vertices by labels “true”, “false”, and “positive” as 
follows (some vertices are not labeled): 
(i) if Cjk is false then vertex s( j, k, 0) is labeled “false” else c( j, k, 0) is labeled “true”, 
(ii) if c(j, k,O) is false th en vertices c(j,k + 1, l), c(j, k + 1,3), x(j,k), y(j, k) are 
labeled “positive”. 
Remark 2. If a is positive and b is false then ab is an edge for any a, b E G( Cj). 
Now for any edge ab that has not been directed (not belonging to Hi), we orient 
a + b if 
(iii) a is a true vertex and b is not, or 
(iv) Cjk is false and a = c(j, k + 1,0) and b = c(j, k + 2,0), or 
(v) a is positive and b is not true, or 
(vi) a is a false vertex and b are not labeled, or 
(vii) Cjk is false and a = c(j, k, 2), b = c(j, k, 3) or c(j, k, l), or 
(viii) cjk is true and a = c(j, k, 3) or c(j, k, l), b = c(j, k,2). 
Clearly, we have not created a directed cycle so far. Extend this partial orientation 
into a full acyclic orientation of G(%‘) in an arbitrary manner. We shall show that each 
P4 abed is of type 1 or 3 (by a P4 abed we mean the P4 with vertices a, b, c, d and edges 
ab, bc, cd). 
Following Middendorf and Pfeiffer, we say that a vertex is of type 0 if it is of the 
form c( j, k, 0) for j = 0, . . , m - 1; k = 0, 1,2. It is a routine matter to verify that abed 
is well directed whenever it contains no vertices of type 0. For the remainder of the 
proof we shall often rely on the following remarks. 
Remark 3. If b or c is a source in abed then abed is well directed. 
Remark 4. The only non-neighbours of the vertex c(j, k,O) are c(j, k, l), c(j, k,2), 
c(j, k, 3), and c(j, k + 1,2). 
To complete the proof we shall distinguish among two cases. 
Case 1: abed contains one vertex of type 0. 
Subcase 1.1: a is the vertex of type 0. 
Let a = c(j, k,O) for some j, k. Then we have (c,d} c { c(j, k, l), c(j, k,2), c(j, k, 3)) 
and so we know that abed = c(j, k,O)x(j, k)c(j, k, l)c(j, k,2) or abed = c(j, 
k, O)y( j, k)c( j, k, l)c( j, k, 2). Using Remark 3 it is easy to see that abed is well directed. 
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Subcase 1.2: b is the vertex of type 0. 
Let b = c(j, k, 0) for somej, k. If b is a true vertex then we are done by Remark 3. So 
we may assume that b is a false vertex. It is easy to see that d E (c(j, k + 1,2), c(j, k, 1)) 
andcE{c(j,k+ l,l),c(j,k+ 1,3),x(j,k),y(j,k)).Thuscisasourceinabcdandwe 
are done by Remark 3. 
Case 2: abed contains two vertices of type 0. 
Let p, q be the two vertices of type 0 in abed. 
Subcase 2.1: p and q belong to distinct G( Cj) and G( Cr), respectively. 
Without loss of generality we may suppose that p = b, q = c. It follows that 
a E G(Ct), d E G(Cj). If both b and c are true then ubcd is of type 1. If one of b and c is 
true then abed is well directed by Remark 3. Let us suppose that both b and c are false. 
Then a and d are not positive vertices by Remark 2; since these two vertices are also 
not of type 0, they are not labelled. So we must have b -+ a, c + d and therefore the 
P4 ubcd is well directed. 
Subcuse 2.2: p and q belong to the same G(Cj). 
First, suppose that (p, q} = {b, c). If one of p and q is false then the other is true and 
we are done by Remark 3. If both p and q are true then ubcd is a P, of type 1. 
Now assume that {p, q} # {b, c}. W e may suppose that {p,q} = (a, b}. Let 
a = c(j, k,O) for some k. Then we know that b = c(j, k + 2,0), d = c(j, k, 2) and 
c~{(j,k,l), c(j,k,3)}. If both a and b are true then b=c(j,k-1,O) and so b is 
a source in ubcd; if a is true and b is false then c is positive and therefore a source in 
abed; if a is false and b is true then b is a source in abed; in all cases we are done by 
Remark 3. 
Finally, since the vertices of type 0 form a clique in G(V), no P4 can contain more 
than 2 vertices of type 0. Thus the proof is completed. 0 
A graph is triangulated if it contains no induced cycle with at least four vertices. 
A graph is weakly triangulated if it does not contain an induced cycle with at least five 
vertices and the complement of such a cycle. Hayward [2] introduced weakly 
triangulated graphs as a generalization of triangulated graphs and he proved that 
these graphs are perfect. Chvatal has noted that triangulated graphs are perfectly 
orderable. Hence it may be of some interest to know which weakly triangulated 
graphs are perfectly orderable. 
Claim 1. The graph G(%‘) constructed in Theorem 1 is weakly triangulated. 
The proof of Claim 1 shall be given later. From this claim, we can conclude 
Theorem 2. The problem of determining whether a weakly triangulated graph admits 
a { 1,3}-orientation is NP-complete. 
Actually, by applying the arguments of Middendorf and Pfeiffer [7] on the graph 
constructed in Theorem 1 we can prove 
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Theorem 3. It is NP-complete to determine whether a weakly triangulated graph is 
perfectly orderable. 
Since it is straightforward to derive Theorem 3 from Claim 1 and the proof of 
Middendorf and Pfeiffer, we shall not present a proof of it here (the detail is given in 
[4]). The same theorem has also been obtained independently by Hayward [3] using 
a different construction. 
Proof of Claim 1. We shall need the following two observations. 
Observation 1. Let C be a clique of G. Let the components of G - C be AI, AZ, . . . , Ak. 
Then G is weakly triangulated if and only if every subgraph of G induced by Cu Ai is 
weakly triangulated for 1 d i < k. 
Observation 2. Zf a vertex w is non-adjacent to two vertices a, b of type 0 then 
w = c(i,j,2) and {a,b} = {c(i,j,O),c(i,j- lmod3,O)) for some i and j. Therefore, 
w is the only vertex of G(q) which is not adjacent to both a and b. 
Suppose Claim 1 is false. Then G(w) contains a set W such that W induces 
a chordless cycle with at least five vertices or the complement of such a cycle. Let V, 
denote the set of vertices of type 0. Since V,, is a clique, by Observation 1 we may 
assume that W lies entirely in V, u G( UJ for some 1. We shall distinguish among two 
cases. 
Case 1: W induces a chordless cycle. 
Suppose the vertices of W are wl, w2, w3, . . . , w, where wiWi+ 1 is an edge for all 
i (taken modulo t). Note that the graphs G(v,) is weakly triangulated. Since V, is 
a clique, W contains no more than two vertices of V,. Without loss of generality, 
assume w1 = c( i, j, 0) where cij = vI or 1 vI. Remark 4 implies that { w3, wq} c 
(c(i,j, k) 1 1 < k < 3). We shall distinguish among two subcases. 
Subcase 1.1: W contains one vertex of V,,. 
Note that in G( vI), the vertex c( i, j, 1) is a cutpoint separating { c( i, j, 2), c( i, j, 3)) 
from the remaining vertices of G(Q), and that c( i,j, 3) has degree one, c(i, j, 2) has 
degree two. It follows that no subset of { c( i, j, k) IO < k < 3) can belong to a chordless 
cycle with at least five vertices, a contradiction. 
Subcase 1.2: W contains two vertices of V,. 
We may assume that w2 E V,. By Observation 2 we may assume that w4 = c( i, j, 2), 
w2 = c( i, j - 1 mod 3,0), and t = 5( ) WI = 5). Since c( i,j, 2) has degree two in G( u,), 
we must have { w3, w5} = (c( i, j, l), c( i,j, 3)) but then W clearly is not a chordless 
cycle, a contradiction. 
Case 2: W induces the complement of a chordless cycle. 
Since the chordless cycle on five vertices is self-complementary, we may assume that 
1 W 1 2 6. Suppose the vertices of W are wl, w2, w3,. . . , w, where WiWi+ 1 is a non-edge 
for all i (taken modulo t). As in Case 1, we may assume that w1 = c( i,j,O) 
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for some j, and that W E V, u G(u,). Remark 4 implies that (wz, w,} c Xi,j = 
(c(i,j,k)I 1 d k < 3). Let Yi,j= (x(i,j),y(i,j)f ( recall that x(i,j), y( i, j) are the two 
neighbours of c( i,j, 1) on Hi). Every vertex in V,, u G(Q) which is adjacent o some but 
not all vertices of Xi,j must belong to the set Yi,j u { c( i, j - 1 mod 3,0) > .Thus we have 
{w~,w,_I} c(Yi,iu{c(i,j- lmod3,O))). S ince the two vertices in Yi,j are non- 
adjacent, we know that c(i,j - 1 mod 3,0) E { w3, w,_ 1 >, Without loss of generality, 
we may assume w3 = c( i,j - 1 mod 3,0), thus w2 = c(i,j, 2). But in G(%?), every neigh- 
bour of c( i, j, 2) is a neighbour of c( i,j - 1 mod 3,0). This fact contradicts the existence 
of w4. Claim 1 is justified. 0 
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