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The influence of magnetic impurities on the transport properties of graphene is investigated in
the regime of strong applied electric fields. As a result of electron-hole pair creation, the response
becomes nonlinear and dependent on the magnetic polarization. In the paramagnetic phase, time
reversal symmetry is statistically preserved, and transport properties are similar to the clean case. At
variance, in the antiferromagnetic phase, the system undergoes a transition between a superdiffusive
to a subdiffusive spreading of a wave packet, signaling the development of localized states. This
critical regime is characterized by the appearance of electronic states with a multifractal geometry
near the gap. The local density of states concentrates in large patches having a definite charge-
spin correlation. In this state, the conductivity tends to half the minimum conductivity of clean
graphene.
PACS numbers: 72.80.Vp,72.15.Rn
I. INTRODUCTION
Electronic transport in graphene exhibits unique prop-
erties that stem from the nature of its quasiparticles,
two-dimensional Dirac fermions1–4. Under the action
of a weak static electric field, the linear response the-
ory predicts a minimal conductivity, characteristic of the
linear dispersion near the Dirac point5. This conduc-
tivity is insensitive to weak disorder, as a consequence
of the absence of Anderson localization when interval-
ley scattering can be neglected6,7. Increasing the disor-
der paradoxically facilitates the conduction through the
Klein tunneling mechanism8. Short range disorder that
allows intervalley transitions9, spin dependent scattering
triggered for instance by magnetic impurities10,11, and
electric potential differences as in n-p junctions that in-
troduce nonlinear corrections to the conductivity12, can
qualitatively change the transport properties of pristine
graphene. In particular, under a strong electric field
a new phenomenon arises, the Schwinger electron-hole
pair production13,14. It has been demonstrated experi-
mentally that pair creation modifies the current-voltage
characteristics15. A power law was found with a mobility
dependent exponent taking values between the linear re-
sponse and the pair production dominated response (ex-
ponent 3/2).
Transport properties are related to the electronic band
structure of graphene, which can be modified by vari-
ous mechanisms including the scattering off impurities or
vacancies16, and by perturbations originating from ran-
dom edge configurations17,18. These processes change the
energy bands by populating the levels in the neighbor-
hood of the Dirac point, and by changing their local-
ization properties. In particular, doping graphene with
magnetic impurities breaks the sublattice symmetry and
opens a gap19–21.
In this paper we investigate the effect on the electronic
transport of magnetic disorder in the strong electric field
regime. We are interested in the dependency of the pair
production rate and electric current on the intensity of
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FIG. 1. (color online). Contours of the energy k and Bril-
louin zone for pristine graphene (BZ red hexagon); b1 and b2
are the primitive vectors of the reciprocal lattice. The Dirac
cones are located at K and K’. The light gray rectangular box
defines the integration domain used in the numerical compu-
tations, it covers two cells.
the applied electric field. It is expected that under para-
magnetic disorder the general picture of nonlinear trans-
port is preserved22,23, but that under magnetic order,
this picture would change essentially as a consequence of
localization24. In addition to the appearance of localized
states, the opening of a gap induced by magnetically po-
larized impurities (magnetic state with spatial disorder),
should significantly fade away the pair production, and
consequently change the current-voltage characteristic.
We consider a tight-binding model where the cou-
pling with randomly distributed magnetic moments is
ensured by a simple exchange term25,26. The external
electric field is derived from a vector potential. This al-
lows us to minimize finite size effects by using periodic
boundary conditions, and integrating the time-dependent
Schrödinger equation in momentum space. The trans-
port properties are studied by direct computation of the
ar
X
iv
:1
40
6.
37
43
v1
  [
co
nd
-m
at.
me
s-h
all
]  
14
 Ju
n 2
01
4
2FIG. 2. (color online). Temporal evolution of the hole (left) and electron (right) densities. Times t = 4, 16, 60 t0, electric field
Ey = 0.01E0, lattice (2× 256 a)2 sites. The colormap (from blue to red) is in a logarithmic scale to enhance the small values
of the wave function.
mean current and pair creation rate from the evolution of
the wave function. We finally discuss the localization of
electronic states using the local density of states as order
parameter27,28. The numerical calculation of the density
of states is performed using Chebyshev polynomials29.
II. MODEL OF GRAPHENE IN A STRONG
ELECTRIC FIELD
We describe electrons in graphene subject to an ex-
ternal electric field, by a two-dimensional tight-binding
model with first neighbor interactions and randomly dis-
tributed classical magnetic impurities. We consider a
hexagonal lattice with N sites, area L2, and constant
a, with two atoms A,B per cell. The primitive vectors
are2,
a1 = a(1, 0) , (1)
a2 = a(−1/2,
√
3/2) , (2)
and the reciprocal vectors,
b1 = (2pi/a)(1, 1/
√
3) , (3)
b2 = (2pi/a)(0, 2/
√
3) , (4)
as can be seen in Fig. 1. Let i be a lattice point of
coordinates xi = (xi, yi) (i = 1, . . . , N); the neighbors
xj of xi are given by the three vectors xj = xi + dij ,
where dij = da, (a = 1, 2, 3):
d1 = a(0, 1/
√
3) , (5)
d2 = −a(1/2, 1/2
√
3) , (6)
d3 = a(1/2,−1/2
√
3) . (7)
The tight-binding Hamiltonian consists in two terms, the
hopping term with hopping energy ν, and the impurity
term that couples electrons and holes with (classical)
magnetic moments through an exchange constant JI26,
H(t) = −ν
∑
<i,j>
(
e−iφij(t)c†jσ0ci + eiφij(t)c
†
iσ0cj
)
+
JI
∑
i∈I
ni · (c†iσci) , (8)
where ci = (ci↑ ci↓)T is the column annihilation operator
of a particle of spin up (↑) or down (↓) at site i. In or-
der to preserve the translational symmetry, the external
electric field E, is introduced through a time t depen-
dent vector potential, A = tE = (0,−tEy), giving the
phase factor with φij(t) = −etE · dij , where e is the el-
ementary charge, in the hopping term. In the impurity
term, σ = (σx, σy, σz) stands for the Pauli matrices, and
σ0 for the identity matrix; the sum spans over the set
I of NI randomly distributed sites, and ni is a normal
vector pointing in the direction of the impurity magnetic
moment. The number of impurities per site is denoted
nI = NIa2/L2.
The Hamiltonian is suitably written in momentum
space, such that the time dependent term is diagonal:
H(t) =
∑
k∈BZ
ψ†kHk(t)ψk +
∑
k,q∈BZ
ψ†qVq,kψk (9)
where k is a wavenumber in the Brillouin zone BZ and
ψk = (ψk,A,↑ ψk,B,↑ ψk,A,↓ ψk,B,↓)T
is the annihilation operator of a particle having wavenum-
ber k, belonging to the sublattice (A,B), and of spin
σ =↑, ↓. In momentum space, the hopping term of the
Hamiltonian becomes,
Hk(t) = σ0 ⊗
(
0 hk(t)
h∗k(t) 0
)
(10)
where
hk(t) = −ν
3∑
a=1
e−i(~k+etE)·da , hk(0) = hk (11)
3and the itinerant-fixed spin coupling term is given by the
convolution
Vq,k = JI
∑
i∈I
e−iq·xini · σ ⊗ χieik·xi (12)
where χi = diag(1, 0) if i ∈ A and χi = diag(0, 1) if
i ∈ B.
It is convenient to use ν = 3 eV and a = 0.25 nm as
the units of energy and length respectively; the unit of
time is t0 = ~/ν ≈ 0.3 fs, and the unit of electric field
E0 = ν/ea ≈ 1010 V m−1. The Fermi velocity is of the
order vF ∼ νa/~ ≈ 106 ms−1. In the following we use the
system of units where ν = a = ~ = e = 1. Typical values
of the model nondimensional parameters are taken as:
JI = 0.1, . . . , 1.5, nI = 0.424, and Ey = 10−3, . . . , 10−2.
The energy spectrum of the isolated clean system is
given by the eigenvalues of Hk(0)22,
E = ±k , k = |hk| , (13)
(contours of k are represented in Fig. 1). The corre-
sponding eigenvectors are,
|k,+, ↑〉 = 1√
2

eiφk/2
e−iφk/2
0
0
 , |k,−, ↑〉 = 1√2

−eiφk/2
e−iφk/2
0
0
 ,
|k,+, ↓〉 = 1√
2

0
0
eiφk/2
e−iφk/2
 , |k,−, ↓〉 = 1√2

0
0
−eiφk/2
e−iφk/2
 ,
where tanφk = Im hk/Rehk, and the signs ± correspond
to positive (electrons) or negative (holes) energy states.
The time evolution of the system is computed using a
splitting method in momentum space:
Ψk(t+ ∆t) = Uk
( 1
2∆t
)
Tk(t+ ∆t)Uk
( 1
2∆t
)
Ψk(t) , (14)
accurate to second order in the time step ∆t, where
Tk(t+ ∆t) = exp
{− i2∆t[Hk(t+ ∆t) +Hk(t)]} ,
and
Uk
( 1
2∆t
)
= F−1k,i ◦ exp
[− i2∆tVi] ◦ Fi,k ,
with Fi,k denoting the Fourier transform, and Vi = Jsni ·
σ ⊗ χi the impurity potential energy; the wavefunction
is obtained from Ψ(xi, t) = Fi,k ◦ Ψk(t). The mesh of
vectors k is defined in the rectangle of Fig. 1, having
twice the area of the first Brillouin zone.
To illustrate the behavior of the system in the simplest
case, we show in Fig. 2, snapshots of the hole and elec-
tron probability densities |Ψ(xi, t)|2 for the clean system,
at different times. A logarithm scale is used to enhance
the small values of the wave function. Initially a hole is
put at the center of the lattice, in a state with wave func-
tion Ψ(x0, 0) = 〈x0, 0|k,−, ↑〉. The initial electron wave
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FIG. 3. (color online). Current (a) and pair creation rate
(b), for a clean graphene sheet. When the data is scaled
with appropriated powers of the electric field, it collapses to
a single curve (as shown on the right panels). Electric field
E = 0.002, 0.004, . . . , 0.02E0 (10 values in steps of 0.002E0,
from black to red).
function is zero, but as shown in the left panel of Fig. 2,
it increases with time. The maximum of the probability
density tends to drift in the direction of Ey for the holes,
and in the opposite direction for the electrons. While the
electron density increases in the positive y-direction, the
hole density develops simultaneously an asymmetry, with
a larger concentration in the −y-direction. The growth of
the electron density is related to the creation of electron-
holes pairs. Indeed, under the effect of the strong elec-
tric field, electron-hole pairs are produced through the
Schwinger mechanism13,22,30, leading to a nonlinear re-
sponse regime. Remark that at times t ≈ 60 t0 the wave
function reach the borders of the system, given an order
of magnitude for the threshold of finite size effects (that
depend on the strength of the electric field); in the fol-
lowing we show the evolution of the physical quantities
up to times t = 100 t0.
In order to characterize the transport in this regime or
in the presence of impurities, we monitor the pair cre-
4ation rate23,
N(t) =
∑
k∈BZ
〈∣∣∣〈−|ψ†k(t)ψk|+〉∣∣∣2〉 , (15)
where |+〉 = |k,+, ↑〉, and |−〉 = |k,−, ↑〉, as well as the
mean current density (averaged over the area L2),
j(t) = 〈jy〉(t) = − 1
L2
∑
k∈BZ
〈
〈0|ψ†k(t)
∂Hk
∂Ay
ψk(t)|0〉
〉
,
(16)
where the external brackets 〈· · · 〉 are for the disorder av-
eraging, and |0〉 is the initial state, usually taken to be
|0〉 = |k,−, ↑〉 (a spin-up hole centered at the origin).
The current density and the corresponding pair creation
rate, in the clean case, are represented in Fig. 3, for dif-
ferent values of the electric field. After an initial tran-
sient, in which the current oscillates around a constant
and whose duration is shorter with increasing fields, the
current grows almost linearly in time. The constant char-
acterizing the initial regime j(t)/E, corresponds to the
conductivity,
σ0 =
4
pi
e2
h
= 2
pi2
, (17)
obtained from the linear response theory for static
fields16. A straightforward calculation, using for instance
the analogy of the low energy Dirac system with the
Hamiltonian of the Landau-Zener tunneling31, leads to
the scaling t→ √Et and j → E(√Et); the pair creation
rate behaves similarly. Explicitly one obtains22,
j(t)/E = 2evFN(t)/E = σ0
√
vFEt , (18)
where, in our units, the Fermi velocity near the Dirac
point is vF =
√
3/2. These scalings are confirmed nu-
merically, as shown in the plots of Fig. 3 (right column);
in particular, the slope predicted by Eq. (18), 0.189 is
only slightly larger than the numerical result, about 0.16.
The difference may be attributed to a renormalization of
the continuous, low energy formula (18), due to the lat-
tice and its intrinsic length scale a and finite energy band
width. In addition, the corresponding slope of the pair
creation rate, found to be about 0.1, is in perfect agree-
ment with the relation j(t)/N(t) = 2evF =
√
3 ≈ 1.6.
Therefore, the linear and nonlinear regimes are both
characterized by the same prefactor, the static conduc-
tivity σ0. In addition, as we demonstrate in the following
section, the behavior observed in the clean limit extends
smoothly to the (parametric) disorder regime, as pre-
dicted by the linear response theory: the static conduc-
tivity is insensitive to weak disorder.
It is worth mentioning that the clean static regime is
singular within the framework of the linear response ap-
proximation, in the sense that the value of the conduc-
tivity depends on the specific way the zero frequency ω
and the disorder strength limits are taken (as already
noted in the seminal paper of Ref. 5). Indeed, in the
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FIG. 4. (color online). Effect of disorder on the density of
states. (a) paramagnetic case; (b) magnetic case. Disorder
JI = 0.1, 0.5, 1.0, 1.5 ν.
low frequency limit instead of the static value (17), one
obtains,
σ¯ = lim
ω→0
σ(ω) = (pi/2)(e2/h) = 1/4 6= σ0 .
This value of the conductivity was found elsewhere for
the initial linear regime, using an approximation valid for
finite momentum p  eEt,32 or more generally, for the
whole linear and nonlinear regimes, using a truncated se-
ries representation of the solution of the Dirac equation,
computed using small and large momentum cut-offs (see
Ref. 23).33 In the present model we use a spectral inte-
gration method that allows to exactly compute the dif-
ferential operators on the lattice. The full account of the
lattice effects regularize the dynamics, leading naturally
to the conductivity σ0, in a strictly constant electric field,
ω = 0.
5FIG. 5. (color online). Electron density as a function of time for different disorder strengths (top JI = 0.1 ν, bottom JI = 1.0 ν)
and configurations (left paramagnetic, right magnetic). Electric field E = 0.02E0, times t = 4, 16, 60 t0), lattice size (2×256 a)2.
III. CURRENT AND PAIR CREATION IN THE
DISORDERED SYSTEM
In the following we consider two types of magnetic dis-
order, one with the orientation of the magnetic moments
ni, uniformly distributed on the sphere, and the other
with ni = (0, 0 ± 1) for sites in the two sublattices A
and B, respectively. The effect of impurities on the elec-
tronic bands will depend on these two types magnetic
order: randomly oriented moments (paramagnetic case),
will contribute to populate the energy levels around the
Fermi energy; magnetic moments following an antiferro-
magnetic order with different spin orientation on the two
sublattices (magnetic case), will break the time reversal
symmetry and open a gap. A quantitative measure of
these effects can be obtained from the density of states,
ρ() =
∑
n
〈δ(− n)〉 , (19)
where n are the eigenstates of the disordered Hamilto-
nian. We compute the density of states Eq. (19), using
the Chebychev method29. In Fig. 4 we show the density
of states for increasing disorder strength (given by the
values of the exchange constant), in both paramagnetic
and magnetic cases. For increasing paramagnetic disor-
der, the energy band width extends and a finite density
of states near  = 0 develops. For increasing magnetic
disorder, the behavior near  = 0 change drastically: a
gap whose width is proportional to the disorder strength,
is created24,34. One may anticipate that the type of dis-
order will influence the transport properties differently,
according to the modification they may induce on the
system symmetries; n particular, the magnetic order can
change qualitatively the response of the system to the
applied electric field, because of the breaking of the un-
derlying time reversal symmetry.
Figure 5 presents the time evolution of the electron
density for the paramagnetic case (left) and magnetic
case (right), for two values of the disorder strength, weak
(top) and strong (bottom). They can be compared with
the clean case of Fig. 2 (left). At weak disorder, the
electron spreads, as in the clean case, almost ballistically
(top panels). Increasing the disorder strength results in
a change of regime, towards a diffusive transport regime
(bottom panels). It is also worth noting, that in the ini-
tial stage of the system evolution, the electron density
rapidly increases, as compared with the clean case, sug-
gesting an enhanced rate of pair production in the pres-
ence of impurities. The main effect of disorder is in the
rapid and reinforced spreading of the probability density,
due to the scattering off impurities. As a result the cur-
rent must decrease, as part of the electron density drags
behind the drifting maximum. The comparison of the
two kinds of disorder reveals that in the ferromagnetic
case the asymmetry of the distribution is smaller than
in the paramagnetic case, and that for strong disorder
it tends to become almost isotropic signaling a possible
effect of localization.
The change between the ballistic and diffusive regimes
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FIG. 6. (color online). Width of a wave packet, propagating
in a disordered environment (zero electric field). (a) Example
of w(t) in the magnetic case, with a subdiffusive exponent β =
0.45 (the width is measured in unites of the lattice constant
a). (b) Power law exponent as a function of the disorder
strength.
is also supported by the measure of the wave function
width w(t),
w(t)2 =
ˆ
L2
dx |x|2|Ψ(x, t)|2 (20)
represented in Fig. 6. The wave packet evolves follow-
ing a power law w(t) ∼ tβ , with characteristic exponent
β. The exponent that in the clean case has the ballistic
value β = 1, tends in the paramagnetic case, to its diffu-
sion value β = 0.5; for strong disorder, in the magnetic
case, it shows a transition from superdiffusive to subdiffu-
sive behavior. The transition between these two regimes
coincides with the crossing of the curves in Fig. 6b, at
about JI ≈ 1 ν.
These qualitative changes in the electronic structure
and in the phenomenology of the system’s evolution,
translate into a series of changes in the transport proper-
ties that become particularly important in the magnetic
case. We show in Fig. 7 the time evolution of the current
density and the pair production rate, in the paramag-
netic (a,b) and magnetic (c,d) cases, for various values
of the electric field (a-d), or of the disorder intensity in
the magnetic state (e-f). To compare with the clean sys-
tem of Fig. 3, we also plot the scaled data [right panels
in (a-d)]. It is worth noting that the initial evolution is
strongly sensitive to the disorder configuration. We recall
that the initial state is a hole located at the origin, and
polarized with a spin up. Depending on the neighbor-
hood, if it contains or not an impurity, or if the origin is
occupied by an impurity, the individual evolution of the
wave packet is different; this reflects by the existence of
large statistical current fluctuations and in the pair pro-
duction. This kind of dependency on the initial condi-
tion was already noted in the problem of two-dimensional
quantum percolation35. Therefore, the data correspond-
ing to the weaker electric fields, E = 2, 4, 6 × 10−3, did
not completely converged after averaging over 213 config-
urations (black, green and blue lines in Fig. 7).
The nonlinear scaling behavior of the current j(t) ∼
E3/2t, although preserved in the paramagnetic case
(within the statistical errors), completely disappears in
the magnetic case. Even in the paramagnetic case and
for weak disorder, there are differences with respect to
the clean case: first, the initial pair creation rate jumps
to a finite value, which in the range of electric fields used
in the computations, appears to be independent of the
electric field; second, in spite of the superposition of the
scaled curves (right panels of Fig. 7b), the characteris-
tic straight line behavior as a function of time is much
shorter than in the clean case.
In comparison with the paramagnetic case, we note
that the current traversing a magnetically polarized
medium is reduced by a factor of about 2, for a given elec-
tric field (Fig. 7c). Simultaneously and at first sight para-
doxically, the number of pairs, and therefore the num-
ber of carriers, rapidly increases during an initial tran-
sient. Concomitantly, the spreading of the wave function
is almost ballistic, in this weak to intermediate disorder
strength regime (cf. Fig. 6, for JI < 0.5). These ob-
servations show that we are in the presence of a regime
characterized by an initial rapid spreading of the den-
sity probability, to which the pair creation rate is pro-
portional, in conjunction with a slow displacement of its
mean value, which determines the current. In addition,
the absence of a definite power law in the current-electric
field characteristics, in particular for the weaker electric
fields E ≤ 0.01E0 (cyan line), can be related to the be-
havior of the number of pairs that tends to saturate.
Therefore, in the magnetic case, the current driven by
polarization dominates over the pair production term,
erasing the power law dependency on the electric field.
To study the influence of the magnetic disorder on the
current and pair production, we fixed the electric field
at E = 0.02E0, and varied JI between the clean value
JI = 0 to a moderated disorder strength JI = 1.0 ν,
limit of the ballistic regime (Figs. 7e and 7f). We note
that for a disorder strength of about JI ≈ 0.25 (line 5),
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FIG. 7. (color online). Dependence of the current (a,c,e) and pair creation rate (b,d,f) on the electric field and disorder. (a,b)
Paramagnetic case, and (c,d) magnetic case for different values of the electric field (E = 0.002E0, black, to 0.02E0, red, as in
Fig. 2), and JI = 0.2 ν. Effect of the disorder for fixed electric field E = 0.02E0, in the magnetic case: current (e), and pair
creation rate (f); the lines correspond to 21 values JI = 0, . . . , 1.0 ν (from black to red, in steps of 0.05 ν, and numbered from
0 to 20). The dashed line in (e) shows that the current is above one half of the minimum conductivity σ0/2 for JI ≤ 1.0 ν.
Averages are made over 8192 configurations of the impurities distribution.
the current and pair production rate tend to saturate to
a constant value (independent of time), after an initial
transient regime. Increasing the disorder the current does
not vanish, but appears to converge (within the large
fluctuation errors) to a constant independent of JI . It is
important to recall that the initial state is always at zero
energy, that is in the energy gap open by the magnetic
impurities (cf. Fig. 4). This asymptotic value depends on
the electric field.
The pair production rate appears to be less influenced
by stochastic fluctuations. This is justified by the fact
that the pair production is computed in the comoving
frame (the one in which ky − Et is constant), and then
it is not sensitive to the phase of the wave function at
variance with the current. After an initial transient N(t)
saturates to a value proportional to the disorder ampli-
tude. This is in sharp contrast with the Schwinger mech-
anism that would give a rate exponentially small in the
energy gap; for strong magnetic disorder the production
of electron states from the initial hole state is arguably
due to scattering off impurities and not directly related to
the electric field intensity (as can be observed in Fig. 7d,
where the initial approximated discontinuity in N(t) at
t = 0+ do not depend on E).
Therefore, for increasing magnetic disorder in the bal-
listic or superdiffussive regime (JI < 1), the current
decreases at long times, but remains above a mini-
mum value, half of the minimum conductivity of clean
graphene, σ0/2. Simultaneously the number of pairs in-
creases proportionally to the disorder strength.
IV. LOCAL DENSITY OF STATES AND
LOCALIZATION
The observed complex behavior of the wave packet
and the peculiar properties of the current in the pres-
ence of polarized magnetic impurities, cannot be simply
explained by the mechanisms of ballistic transport and
electron-hole production in a strong electric field, suit-
able for the paramagnetic case. The fact that a gap is
open and that a current weakly dependent on the ex-
change constant for strong enough disorder persists at
long times, are indicative of interesting localization prop-
erties and highly inhomogeneous electronic states. More
specifically, the current tends to a constant correspond-
ing to half the clean minimum conductance, that can be a
consequence of a spin dependent scattering and selective
localization: one of the spin species eventually ceases to
contribute to the charge transport.
This behavior, resulting from the interaction of the
itinerant spins and the magnetic moments of the impuri-
ties, can be investigated using the local density of states,
ρ(i, ) =
∑
n
〈n|c†i ci|n〉δ(− n) , (21)
where n is one eigenvalue of the Hamiltonian (8) corre-
sponding to the eigenvector |n〉. In addition, the statisti-
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FIG. 8. (color online). Histogram and spatial distribution of the local density of states in the magnetic case, showing a
multifractal distribution that extends with increasing disorder strength, together with a strong spatial charge-spin correlation.
(a) Energy  = 0.2 ν near the gap edge for different values of JI ; (b) electron ρ+(i, ), hole ρ−(i, ) distribution, and (c) spin
up ρ↑(i, ), spin down ρ↓(i, ) distribution of states  = 0.1, for JI = 1.0 ν. The hole patches are predominantly spin down,
and electrons spin up, for the given disorder configuration. The circles locate the random impurities (spin up, blue; spin down,
red). The histogram is averaged over 2048 sites times 128 disorder configurations. In (b-c), we show a region of 2× 322 sites.
cal properties of ρ(i, ) can be related to the localization
and critical properties of the electronic states, and thus
used to characterize the metal-insulator transition27,36.
The existence of localized or critical extended states is
related to strong spatial fluctuations of ρ(i, ). The prob-
ability distribution of the local density of states change
from normal to log-normal, and thus its mean value 〈ρi〉,
which coincides with the density of states, differs from
its typical, geometric mean value exp〈log ρi〉28.
We show in Fig. 8 the histogram f[R] of the logarithm
of the local density of states R = R(i, ) = ln[ρ(i, )/ρ()],
at fixed energy , together with the spatial distribution of
states resolved in energy ρ±(i, ), and spin ρ↑↓(i, ). The
characteristic log-normal distribution of the local density
of states, that should appear as an inverted parabola
in Fig. 8a, shift and deforms with increasing disorder
strength. For weak disorder it is centered at the Fermi
energy  = 0; for JI = 1.0, near the transition between
the superdiffusive to the subdiffusive regime, the peak
of the distribution is in the low density side, showing a
tendency to localization; for stronger disorder the states
near the gap are localized (JI = 1.5).
The most striking fact appears in the spatial distribu-
tion of electronic states shown in Fig. 8b and c. The pe-
culiar conductivity properties of graphene near the Dirac
point measured in experiments1, were successfully related
to the existence of large-scale charge inhomogeneities37.
Electron-hole puddles were theoretically shown to arise in
dirty graphene due to Coulomb (long range) impurities38,
but can also form in the presence of short range impu-
rities, as in hydrogenated graphene39, or for other types
of hybridation40. The randomly distributed antiferro-
magnetic impurities break the translation invariance and
sublattice symmetry (opening a gap), but preserving the
electron-hole and spin symmetries. However, in the crit-
ical state (JI ≈= 1), we observe that large patches of
separated electrons and holes are formed (Fig. 8b), that
are strongly correlated with a definite value of the car-
rier’s spin (Fig. 8c). Remarkably, the charged puddles
are in fact spin polarized as in magnetic polarons24,41,42.
In this state, when an electric field is applied, we find
that the conductivity is approximately σ0/2 (Fig. 7e), a
result compatible with the charge-spin selective scatter-
ing, which eliminates two of the four possible base states.
V. CONCLUSION
We investigated the charge transport in graphene for
two distinct cases of disorder. According to the magnetic
polarization of impurities we distinguished the param-
agnetic and the antiferromagnetic cases. The paramag-
netic impurities create energy states around the Dirac
point. Antiferromagnetic order of randomly distributed
impurities, generates a gap proportional to the exchange
coupling. A strong electric field, through the Schwinger
mechanism, drives the production of electron-holes pairs
and favors, in a disordered medium, an inhomogeneous
charge polarization.
The spreading of a wave packet follows a well defined
power law in time, whose exponent depends on the disor-
der strength and type. In the paramagnetic case, increas-
ing the disorder results in a smooth transition towards a
diffusive regime. In the weak disorder range, the param-
agnetic case is qualitatively similar to the clean case: the
current depends nonlinearly on the electric field, with the
characteristic exponent of the pair creation rate. At vari-
ance, in the antiferromagnetic case, a transition towards
a subdiffusive regime occurs. We observed that even for
relatively weak disorder, the pair creation is largely sup-
pressed. The Schwinger mechanism, dominant in the
paramagnetic case, is overwhelmed by charge polariza-
tion, and as a result, the linear response to the electric
field is restored. However, while in the limit of weak dis-
order we measured a conductivity in agreement with the
linear response of a clean system, for antiferromagnetic
order, we found that it tends to half the clean value.
The superdiffusive to subdiffusive transition with in-
creasing disorder, that takes place at a value where the
hopping energy is of the same order as the exchange en-
ergy, is suggestive of localization effects. We considered
9this possibility by studying the local density of states.
In the transition region, the distribution probability of
the local density of states is log-normal, with a maxi-
mum shifted towards the low density region, implying
the localization of the near gap states. These multi-
fractal states are related to electron-rich and hole-rich
patches, which in addition are spin polarized. The trans-
port properties of the magnetic polaron state is charac-
terized by a conductivity which is half the one of clean
graphene; this is a consequence of the scattering on im-
purities that selects states with definite charge-spin cor-
relation: electrons (positive energy) and holes (negative
energy) patches acquire opposite spins and form a highly
inhomogeneous texture.
ACKNOWLEDGMENTS
We acknowledge helpful discussions with Laurent Ray-
mond. Part of the computations were performed at the
“Mésocentre, Université d’Aix-Marseille.”
∗ Alberto.Verga@univ-amu.fr
1 K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang,
M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and
A. A. Firsov, Nature 438, 197 (2005).
2 T. Ando, Progress of Theoretical Physics Supplement 176,
203 (2008).
3 A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S.
Novoselov, and A. K. Geim, Rev. Mod. Phys. 81, 109
(2009).
4 S. Das Sarma, S. Adam, E. H. Hwang, and E. Rossi, Rev.
Mod. Phys. 83, 407 (2011).
5 A. W. W. Ludwig, M. P. A. Fisher, R. Shankar, and
G. Grinstein, Phys. Rev. B 50, 7526 (1994).
6 J. H. Bardarson, J. Tworzydło, P. W. Brouwer, and
C. W. J. Beenakker, Phys. Rev. Lett. 99, 106801 (2007).
7 K. Nomura, M. Koshino, and S. Ryu, Phys. Rev. Lett. 99,
146806 (2007).
8 C. W. J. Beenakker, Reviews of Modern Physics 80, 1337
(2008).
9 A. Lherbier, B. Biel, Y.-M. Niquet, and S. Roche, Physical
Review Letters 100, 036803 (2008).
10 D. Withoff and E. Fradkin, Phys. Rev. Lett. 64, 1835
(1990).
11 F. M. Hu, T. Ma, H.-Q. Lin, and J. E. Gubernatis, Phys-
ical Review B 84, 075414 (2011).
12 V. V. Cheianov and V. I. Fal’ko, Physical Review B 74,
041403 (2006).
13 J. Schwinger, Phys. Rev. 82, 664 (1951).
14 D. Allor, T. D. Cohen, and D. A. McGady, Phys. Rev. D
78, 096009 (2008).
15 N. Vandecasteele, A. Barreiro, M. Lazzeri, A. Bachtold,
and F. Mauri, Phys. Rev. B 82, 045416 (2010).
16 N. M. R. Peres, Rev. Mod. Phys. 82, 2673 (2010).
17 D. A. Areshkin, D. Gunlycke, and C. T. White, Nano
Letters, Nano Letters 7, 204 (2006).
18 A. V. Rozhkov, G. Giavaras, Y. P. Bliokh, V. Freilikher,
and F. Nori, Physics Reports 503, 77 (2011).
19 V. K. Dugaev, V. I. Litvinov, and J. Barnas, Phys. Rev.
B 74, 224438 (2006).
20 L. Brey, H. A. Fertig, and S. Das Sarma, Physical Review
Letters 99, 116802 (2007).
21 O. V. Yazyev, Reports on Progress in Physics 73, 056501
(2010).
22 B. Dóra and R. Moessner, Phys. Rev. B 81, 165431 (2010).
23 H. C. Kao, M. Lewkowicz, and B. Rosenstein, Phys. Rev.
B 82, 035406 (2010).
24 T. G. Rappoport, M. Godoy, B. Uchoa, R. R. dos Santos,
and A. H. C. Neto, EPL (Europhysics Letters) 96, 27010
(2011).
25 D. Jacob and G. Kotliar, Physical Review B 82, 085423
(2010).
26 B. Uchoa, T. G. Rappoport, and A. H. Castro Neto, Phys.
Rev. Lett. 106, 016801 (2011).
27 V. Dobrosavljević, A. A. Pastor, and B. K. Nikolić, EPL
(Europhysics Letters) 62, 76 (2003).
28 G. Schubert, J. Schleede, K. Byczuk, H. Fehske, and
D. Vollhardt, Phys. Rev. B 81, 155106 (2010).
29 A. Weisse, G. Wellein, A. Alvermann, and H. Fehske, Rev.
Mod. Phys. 78, 275 (2006).
30 B. Rosenstein, M. Lewkowicz, H. C. Kao, and Y. Ko-
rniyenko, Phys. Rev. B 81, 041416 (2010).
31 L. D. Landau and E. M. Lifshitz, Quantum Mechanics,
Vol. Course of Theoretical Physics, vol. III (Butterworth-
Heinemann, Oxford, 1977).
32 M. Lewkowicz and B. Rosenstein, Phys. Rev. Lett. 102,
106802 (2009).
33 Note however, that the nonlinear evolution found in Ref. 23
is identical to the one shown in Fig. 2. In fact, the fitting
formula (18) is rigourosly equivalent to Eq. (72) of the
referred paper (where the authors denote σ2λ = σ0
√
vF =
(2/pi2)(
√
3/2)1/2 with σ2 = σ¯).
34 M. Daghofer, N. Zheng, and A. Moreo, Phys. Rev. B 82,
121405 (2010).
35 G. Schubert and H. Fehske, Phys. Rev. B 77, 245130
(2008).
36 A. D. Mirlin and Y. V. Fyodorov, Physical Review Letters
72, 526 (1994).
37 J. Martin, N. Akerman, G. Ulbricht, T. Lohmann, J. H.
Smet, K. von Klitzing, and A. Yacoby, Nat Phys 4, 144
(2008).
38 S. Adam, E. H. Hwang, V. M. Galitski, and S. Das Sarma,
Proceedings of the National Academy of Sciences 104,
18392 (2007).
39 G. Schubert and H. Fehske, Phys. Rev. Lett. 108, 066402
(2012).
40 J. H. Garcia, B. Uchoa, L. Covaci, and T. G. Rappoport,
ArXiv e-prints (2013), arXiv:1309.2306 [cond-mat.dis-nn].
41 P. G. de Gennes, Physical Review 118 (1960).
42 E. L. Nagaev, JETP Lett. 74, 431 (2001).
