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Abstract
Normalised mutual information (NMI) is a measure derived from Shannon’s entropy that
has been used in a variety of fields to measure the similarity or dependence between
random variables. In terms of biomedical signal processing, NMI has been used in elec-
troencephalography to identify the functional connectivity between different regions of the
brain by calculating the NMI between electrodes. Researchers have adopted this method
for surface electromyography (sEMG) and have used NMI to find the functional connec-
tivity between pairs of muscles. While these studies have been able to demonstrate that
NMI can be used to measure the functional connectivity between muscles, there is little to
no literature exploring other forms of sEMG signal analysis using NMI. Therefore, this re-
search focussed on investigating alternative applications for the NMI of sEMG, the results
and observations of which are discussed in this thesis.
During this research four applications for NMI were identified and investigated using
high density sEMG (HD-sEMG). These applications were monitoring the progression of
muscle fatigue, estimating the border between superficial muscles, locating the innervation
zones (IZ) of a muscle, and identifying noisy electrodes. Initially, a method was devel-
oped to analyse HD-sEMG data using NMI, this method created NMI distributions which
describe the similarity of each electrode with every other electrode. In order to sum-
marise the NMI distributions, two additional methods were developed. The first method
produced interaction maps which illustrate the number of electrodes that are similar to
each electrode. The second method produced total NMI magnitude maps which show the
similarity of each electrode with all the other electrodes through a sum of the NMI distri-
butions. These methods were used to observe how muscle fatigue, IZs, noisy electrodes,
and multiple muscle masses affected the NMI between electrodes. For each of the applica-
tions these observations were then used to determine whether the NMI was an appropriate
measure.
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In each case changes in the NMI between electrodes were observed. For muscle fatigue
the NMI was shown to significantly increase as the muscles fatigued, while the effect
of contraction strength did not have a significant effect. This significant increase was
observed in row wise electrode pairs, column wise electrode pairs, interaction maps, and
total NMI magnitude maps. When an electrode array was positioned over an IZ changes
in the NMI distribution shape were observed around the estimated location of the IZ.
Similarly, when noise was introduced to the HD-sEMG recordings the NMI distributions
of the noisy electrodes were significantly affected. And, placing the electrode array across
two muscles showed that the NMI distributions of the electrodes from each muscle were
distinctly dissimilar.
Based on these observations a method for identifying noisy electrodes was developed
and tested using artificial data. This method was able to achieve an average accuracy
above 90% for most scenarios. Another method was then developed that used the in-
tersections between all NMI distributions to estimate the location of the border between
the two muscles. It was able to achieve an average accuracy above 80% during strong
contractions with 50% of the false positives being within 10mm of the target. All these
results demonstrate that NMI has the potential to be used in a variety of applications
outside of the functional connectivity when analysing sEMG signals. Additionally, these
observations demonstrate how the NMI can change spatially over a muscle and that the
value can change drastically depending on the inter-electrode distance and the electrode’s
position relative to the muscle.
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1.1 Introduction
Normalised mutual information (NMI) is a measure derived from Shannon’s entropy that
is used to analyse the dependence between variables [1]. Since it measures the dependence
between variables it is often also described as a measure of similarity [2]. In terms of
biomedical signal processing, this measure is commonly used in electroencephalography
(EEG) to measure what is known as the functional connectivity between different regions
of the brain [3]. There are also studies which have used NMI to analyse surface electromyo-
graphy (sEMG). For instance, NMI has been used in studies investigating muscle soreness
and endurance to identify changes in the functional connectivity between muscle pairs [4]–
[6]. There are also studies that have used NMI to investigate the functional connectivity
between muscles during muscle fatigue [7] and to investigate age related changes in the
muscle [8]. However, NMI is not widely used in the analysis of sEMG signals resulting
in only a handful of examples where it has been used in literature. Many of which, the
predominant focus has been identifying the functional connectivity between muscle pairs
or muscle subsections. However, since the functional connectivity is a measure sEMG has
inherited from EEG, it is not entirely clear if this is an accurate description of NMI in
sEMG analysis.
Besides NMI there are other examples of studies using measures of dependence or simi-
larity to analyse sEMG signals. A very common example is the use of different correlation
techniques in order to identify the conduction velocity of action potentials propagating
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along the muscle fibres [9]. The time delay between different sEMG signals can be anal-
ysed using these methods allowing for the velocity to be calculated. Similar methods have
been used to identify the source of the propagating action potentials resulting in the lo-
cation of innervation zones within muscles to be identified [10]–[12]. Another example is
measuring the independence between sEMG signals to assess how synchronised the motor
units within the muscle are [13], [14]. This is used as a way of monitoring the progression
of muscle fatigue since motor units tend to synchronise to help maintain the contraction
during fatigue. Studies have also used methods to monitor motor unit synchronisation to
investigate muscle tremors [15]. From these examples, it is clear that there is potential for
NMI to be used for more than just measuring the functional connectivity between muscles.
It is also clear that measuring the NMI between signals recorded over the same muscle
could provide new insight into changes in the muscle.
To analyse the NMI between electrodes placed over the same muscle an understanding
of how the electrode’s position affects the measure is necessary. The NMI is calculated
between two variables, in previous studies, this has usually been the recorded sEMG
signals from two different muscles. Each signal represented the neuromuscular activity
of a different muscle. However, if both signals being recorded are from the same muscle
then the dependence being measured will likely be related to the different perspectives of
the neuromuscular activity given by each electrode. It is well understood that the action
potentials in the muscle undergo morphological changes as they propagate along the muscle
fibres [16]. The effect of this can be seen in studies investigating spatial changes in the
root mean square (RMS) and the mean frequency using high density sEMG (HD-sEMG)
[7], [17], [18]. Due to this, it is likely the distance between the electrodes and their location
relative to each other will have some effect on the NMI value. Also, the placement of the
electrodes relative to the muscle will likely have a significant effect on the NMI value.
The research presented in this thesis aims to investigate NMI as a feature of sEMG and
develop a better understanding of how it can be used to analyse sEMG. Due to NMI being
a measure of similarity this thesis identified four potential applications for NMI in sEMG
(specified in Section 1.2). HD-sEMG was used in these investigations as the applications
require spatial information and by using HD-sEMG a better understanding of how the
NMI changes spatially could then be developed. A variety of NMI based methods were
developed to observe how the NMI changes spatially using HD-sEMG. Based on these
observations more NMI based methods were developed for most of the applications and
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were tested using experimental data.
1.2 Research Questions
The main goal of this research is to investigate the NMI as a feature of sEMG and how
this feature changes spatially using HD-sEMG. In doing so there are four questions this
research aims to answer, each one focussing on a different potential application of NMI in
HD-sEMG.
1. Can the normalised mutual information between the electromyography signals recorded
from multiple locations within a muscle be used to identify the state of peripheral
muscle fatigue?
2. By analysing the spatial similarities between recorded high density surface elec-
tromyography signals can the location of the innervation zone be estimated?
3. Can analysing electromyography spatially using normalised mutual information iden-
tify individual superficial muscles?
4. Using normalised mutual information can noisy channels in a high density surface
electromyography recording be automatically identified?
1.3 Main Contributions of this Thesis
The following is a summary of the main contributions of this thesis:
• A method has been developed for computing NMI distributions, which can be used
to provide maps depicting how the similarities between electrodes change spatially.
Interaction maps and total NMI magnitude maps were developed to summarize
the information provided by NMI distributions. Together they have been used to
demonstrate how the NMI changes spatially and the significance of electrode place-
ment when measuring the NMI. This work demonstrated that the NMI between
electrodes placed over the same muscle on average increases during muscle fatigue.
This increase was observed over a large area of the muscle for a variety of inter-
electrode distances and electrode pair orientations. It is also demonstrated that the
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presence of an innervation zone (IZ) has a distinct effect on the NMI distributions
of HD-sEMG.
• A method for estimating the border between the muscle masses has been developed
using NMI. It has been demonstrated that the presence of multiple muscle masses
in a HD-sEMG recording will affect the NMI distributions and that these changes
can be used to estimate the border. The changes in these NMI distributions have
also illustrated that electrodes positioned over one muscle mass are more similar to
each other than the electrodes positioned over another muscle mass.
• A method has been developed to identify noisy electrodes in the electrode array
using NMI. The presence of noisy electrodes in the HD-sEMG has been shown to
significantly affect how similar the noisy electrodes are with every other electrode in
the recording. As a result, noisy electrodes have a significantly smaller number of
interactions than other electrodes. By identifying these differences in interactions it
was demonstrated that interactions maps can be used to identify the noisy electrodes.
1.4 Thesis Outline
This thesis is organised into eight chapters. Following on from this chapter introducing
the thesis and providing a rationale for this work, Chapter 2 provides all the necessary
background information surrounding muscle physiology, sEMG, HD-sEMG, entropy, and
NMI.
The basis for the work presented in this thesis is presented in Chapter 3. In this
chapter, a variety of methods that were developed to analyse the NMI spatially across
the high density electrode array are described. These methods act as a foundation for the
subsequent four chapters.
Each question from Section 1.2 is investigated in Chapters 4 to 7 by analysing experi-
mental data.
Question 1 is investigated in Chapter 4. HD-sEMG of the tibialis anterior was recorded
during muscle fatigue to investigate the effects of the progression of muscle fatigue on NMI.
The methods described in Chapter 3 were used to monitor the changes in NMI across a
large area of the muscle.
6 Chapter 1 Adrian Bingham
Applications of Normalised Mutual Information in HD-sEMG
Question 2 is investigated in Chapter 5. HD-sEMG was recorded from the biceps brachii
and the location of the IZ estimated. These recordings were then analysed using the
methods described in Chapter 3 to study how the NMI changes spatially and how this
compared with the estimated location of the IZ.
Question 4 is investigated in Chapter 6. The biceps data from Chapter 5 was used to
generate a variety of different noisy HD-sEMG recordings. These recordings had 2, 4, 8,
or 16 noisy electrodes with a signal to noise ratio (SRN) of 0 dB, 5 dB, 10 dB, 15 dB, or 20
dB. Using these recordings a new method for identifying noisy electrodes was developed.
Question 3 is investigated in Chapter 7. Ultrasound scans were used to compare the
muscle location of the gastrocnemius (GA) with the spatial distribution of the NMI. This
leads to the development of a method for identifying different superficial muscles from
HD-sEMG.
The thesis concludes in Chapter 8 which discusses how each question in Section 1.2 has
been answered, the limitations of this research, and future work that could be done from
this thesis.
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Background
This chapter provides an overview of concepts that are fundamental to the research pre-
sented in later chapters. There are three major sections in this chapter, Muscle Phys-
iology (Section 2.1), Surface Electromyography (Section 2.2), and Mutual Information
(Section 2.3). The Muscle Physiology section provides the necessary information about
muscle structures, motor units and their behaviour, muscle fatigue, and an overview of
the muscles examined in this thesis. Then the Surface Electromyography section explains
what surface electromyography (sEMG) is and what factors can influence it, explains high
density surface electromyography (HD-sEMG) and discusses its advantages, and describes
the HD-sEMG recording equipment used in this work. And Finally, the Mutual Informa-
tion section introduces the information theory of Shannon’s entropy, mutual information
(MI), multivariant mutual information, and normalised mutual information (NMI). These
concepts are the foundation of the analysis methods developed in later chapters.
2.1 Muscle Physiology
This thesis focuses on the analysis of action potentials generated by muscles as they
contract. To correctly interpret these action potentials it is necessary to first have an un-
derstanding of muscle physiology. An overview of the structure of muscles is given in Sec-
tion 2.1.1, the structure of motor units and how they behave is explained in Section 2.1.2,
muscle fatigue is described in Section 2.1.3, and Section 2.1.4 provides information about
the muscles studied studies in this thesis. Much of the information provided in this section
can be found in Marieb’s textbook ‘Human Anatomy & Physiology’ [19].
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Figure 2.1: A diagram labelling the different parts of the muscle structure (source:
‘Anatomy and Physiology’ [20], Fig 1, Chapter 10.2).
2.1.1 Muscle structure
This section will give an overview of the structure of a muscle. Specifically how muscle
fibres are structured inside a muscle (Section 2.1.1.1), the different muscle fibre orienta-
tions of muscles (Section 2.1.1.2), and the different types of muscle fibres used in muscles
(Section 2.1.1.3).
2.1.1.1 General structure of the muscle
Muscles are a necessary part of the human body as they are responsible for creating motion
and providing force in the body. There are three different types of muscles that can be
found in the body, each type specialising in a particular role. These muscle types are:
Skeletal muscle - This type of muscle is the only type that can be controlled con-
sciously and is responsible for things such as locomotion and posture.
Smooth muscle - This type cannot be controlled consciously and is mostly found in
our organs wherever force or motion is needed. Examples of organs that have smooth
muscle are the small and large intestines and the lungs.
Cardiac muscle - This type of muscle is specially designed for the heart and is also
involuntary.
In this thesis only skeletal muscles during controlled contractions will be studied.
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The muscle cells that make up a skeletal muscle are very thin and elongated hence
they are referred to as muscle fibres. When muscle fibres are stimulated they contract,
depending on the strength of the contraction muscle fibres can shorten up to 35% of
their resting length. Muscle fibres are covered by a sheath of connective tissue called the
endomysium. Several of these sheathed muscle fibres are usually bundled together and
sheathed with another layer of connective tissue called the perimysium. This structure of
bundled muscle fibres and connective tissues forms a fascicle. Many fascicles are bundled
together to form an entire muscle, they are held together by another sheath of connective
tissue called the epimysium. A diagram of how these tissues form a muscle is shown in
Figure 2.1. Groups of muscles that work together can also be bound to each other with
another sheath of connective tissue. All these connective tissues are connected and support
the structure of the muscle. These connective tissues are also responsible for connecting
the muscle to bone (or other tissues such as cartilage). There are two ways this connection
is formed:
Direct connection – The epimysium tissue in the muscle fuses with the bone or
cartilage. An example of such a muscle is the deltoid muscle.
Indirect connection – The connective tissues of the muscle extend beyond the muscle
fibres and fuses to the bone. In such a case the connective tissue forms either a tendon (a
rope-like connection between the muscle and bone) or an aponeurosis (a sheet of connective
tissue). Some examples include the biceps brachii which has tendons and the frontalis
muscle which has an aponeurosis.
With the muscle connected to bones it will now generate movement when it contracts.
The muscle fibres pull on their sheaths which will transmit force along the connective
tissues to the bones attached to the muscle.
2.1.1.2 Muscle fibre orientation
The arrangement or orientation of fascicles, and therefore muscle fibres, can vary in muscles
depending on the task the muscle is meant to fulfil. When discussing this arrangement
it is often referred to as the muscle fibre orientation and it will be referred to as such
throughout this thesis. There are four common orientations of muscle fibres:
Parallel – The muscle fibres in this orientation run parallel to the long axis of the
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Figure 2.2: The location and fibre orientation of various muscles. The muscles depicted
are the deltoid, biceps brachii, rectus femoris, sartorius, extensor digitorum, pectoralis
major, and orbicularis oris (source: ‘Anatomy and Physiology’ [20], Fig 2, Chapter 11.1).
muscle. These muscles usually either form a strap (such as the Sartorius muscle) or a
fusiform (such as the biceps brachii) shape.
Pennate – The muscle fibres in this orientation run obliquely into a central tendon
that runs the length of the muscle. If the fibres only attach to one side of the tendon
such as the extensor digitorum muscle then the muscle is a unipennate muscle. If the
muscle fibres attach to two sides of the tendon such as the rectus femoris it is then called
a bipennate muscle. If the muscle fibres attach to more than two sides of the tendon such
as the deltoid muscle it is called multipennate. And finally, if the muscle fibres attach to
all sides of the tendon such as the tibialis anterior it is called circumpennate.
Convergent – The muscle fibres in this orientation are fanned out and they all converge
to a single tendon. An example of such a muscle is the pectoralis major.
Circular – The muscle fibres in this type of orientation are arranged into rings. This
orientation is commonly used for body openings such as the orbicularis oris muscle that
surrounds the mouth.
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Examples of muscles with different muscle fibre orientations and their location are shown
in Figure 2.2. In this thesis muscles with a parallel or pennate muscle fibre orientation
will be studied, muscles with a convergent or circular muscle fibre orientation will not be
investigated.
2.1.1.3 Muscle fibre types
The muscle fibres that make up a muscle are not all necessarily the same. All skeletal
muscle fibres can be categorised into three different muscle fibre types, each one with
different properties. These types are:
Type I – This type of muscle fibre is known as a slow oxidative fibre. This fibre has a
smaller diameter than the other fibres and also contracts slower than the other fibres hence
it produces the least amount of force out of all the fibre types. However this type of fibre
is the most resistant to fatigue because of its dependence on an aerobic metabolism (the
production of energy in the presence of oxygen), it also has a high amount of myoglobin
which stores the oxygen for this process and gives the fibre a red colour. This type of
muscle fibre is therefore more suitable for endurance activities such as running a marathon
or maintaining posture.
Type IIb – This type of muscle fibre is known as a fast glycolytic fibre. This fibre
has the largest diameter compared to the other fibre types and also has a fast contraction
speed hence this fibre type produces the most force. However, this type of fibre is the most
fatigable due to its reliance on an anaerobic metabolism (the production of energy in the
absence of oxygen) fuelled by glycogen, a carbohydrate storage material. Consequently
there is very little myoglobin causing the fibre to be white in colour. This type of muscle
fibre is therefore suitable for short term contractions that require a lot of strength like
lifting and moving heavy furniture or hitting a ball with a bat.
Type IIa – This type of muscle fibre is known as a fast oxidative fibre and it is a
combination of type I and type IIb fibres. The fibre has a fibre diameter between the other
two and has a fast contraction speed and therefore it can produce a moderate amount of
force. This fibre also uses both oxygen and glycogen as fuel causing it to have a red to
pink colour and also making it more susceptible to fatigue then the type I fibre. This type
of muscle fibre is therefore more suitable for tasks such as sprinting and walking.
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Most muscles in the body contain a mixture of these three muscle fibre types, the
amount of each type depends on the muscles function in the body. However, muscle fibres
can change between fibre types as a person trains or exercises over a long period of time
allowing the muscle to adapt to the new situation.
2.1.2 Motor Units
Motor units are the fundamental building blocks of the neuromuscular system. A muscle
is made of many motor units, and it is the organised recruitment and stimulation of
these motor units that determines when a muscle contracts and at what force. This
section will explain the structure of motor units (Section 2.1.2.1), how motor units generate
action potentials (Section 2.1.2.2), and the recruitment and firing rate of motor units
(Section 2.1.2.3).
2.1.2.1 Structure of a Motor Unit
A motor unit refers to a motor neuron and all the muscle fibres it controls. The motor
neuron is responsible for causing muscle fibres to contract. It is located in the spine and
connects to the muscles fibres via an axon that travels through a motor nerve to the
muscle and then branches out to attach to the muscle fibres. This motor unit structure
is illustrated in Figure 2.3. The muscle fibres in a motor unit are all the same type and
there can be as few as 4 and as many as several hundred of them. The number of fibres
in a motor unit depends on the function of the muscle. Muscles that require fine control
will have a smaller number of muscle fibres per motor unit such as muscles controlling eye
movement or finger movement. Whereas muscles that are large and more powerful will
have many more muscle fibres per motor unit.
The point where the axon connects to the muscle fibre is called the neuromuscular
junction and each muscle fibre only has one neuromuscular junction. The location of the
neuromuscular junction of the muscle fibre is usually close to the middle of the fibre length.
Due to this there are one or more regions of the muscle where the neuromuscular junctions
are tightly grouped together. Such a region is called an innervation zone (IZ).
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Figure 2.3: The motor unit structure (source: Wiki Commons [21]).
2.1.2.2 Motor Unit Action Potentials
When a muscle fibre is stimulated it will usually lead to the muscle fibre generating an
action potential. The generation of these action potentials is related to the balance of
the many ions inside and surrounding the muscle fibre. The main ions of interest are the
positively charged potassium and sodium ions and negatively charged chlorine ions. The
membrane of the muscle fibre has many channels that allow these ions to move in and out
of the muscle fibre. Each channel only allows one type of ion to pass through it and it only
opens when a specific electric potential across the membrane has been achieved. There is
also a pumping mechanism that is used to control the levels of potassium ions and sodium
ions in the fibre by pumping sodium ions out and potassium ions in. When the muscle is
resting and the ions in and around the muscle fibre have reached equilibrium the electric
potential across the membrane is -70 mV, this is known as the resting potential.
When the motor neuron stimulates the muscle at the neuromuscular junction it causes
the nearby sodium channels to open. As sodium passes into the muscle fibre the potential
across the membrane increases which triggers more sodium channels to open. If the
stimulation from the motor neuron is long enough and powerful enough then eventually
enough sodium would have entered the fibre to create a self-sustaining processing where
more sodium channels open due to the increasing membrane potential. It is when this
occurs that an action potential is generated by the muscle fibre, otherwise if the stimulation
is not powerful enough or long enough the muscle fibre is able to balance out the sodium
and return to the resting potential of -70 mV.
During the action potential the voltage across the membrane continues to increase and
eventually peaks between 20 mV to 30 mV. By this point the sodium channels have started
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Figure 2.4: The waveform of an action potential (source: ‘Anatomy and Physiology’ [20],
Fig 8, Chapter 12.4).
to close and the potassium channels have begun opening allowing the potassium to leave
the cell and causing the membrane voltage to decrease. After a short period of time
the membrane voltage returns to the resting potential and the pumps begin to restore
the ionic concentrations inside and outside the muscle fibre. Overall the action potential
lasts for about 4 ms to 6 ms and when returning to the resting potential the membrane
potential often undershoots which can take tens of milliseconds to correct. This whole
process produces what is known as the action potential waveform when the membrane
potential is plotted against time as shown in Figure 2.4.
When an action potential is generated it will propagate the full length of the muscle
fibre. As a section of the muscle fibre becomes more and more positively charged, due
to the sodium channels opening, it stimulates its neighbouring section of the muscle fibre
causing the same reaction to occur. As the action potential propagates along the muscle
fibre membrane it triggers a reaction in the muscle fibre that causes it to contract.
A motor unit action potential (MUAP) refers to the summation of all action potentials
created by the muscle fibres in a single motor unit. When recording the electrical activity
in a muscle the signal being produced usually contains many MUAPs. A more detailed
discussion about how these action potentials are recorded can be found in Section 2.2.1.
2.1.2.3 Motor Unit Recruitment and Firing Rate
As a muscle contracts motor units from that muscle are recruited for the contraction. The
number of motor units recruited usually depends on the required force for the contraction.
Henneman et al. [22] (1965) discussed some of these recruitment behaviours and created
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and demonstrated the size principle which states that motor units are always recruited in
order of increasing size (size being the number of muscle fibres in the motor unit). For
small contractions only small motor units are recruited and for large contractions large
motor units are also recruited. Also the smaller type I motor units would be recruited
before the larger type II motor units according to the size principle. The reverse is also
true; as less force is required the larger motor units are de-recruited first. However there
are also other factors such as fatigue and the contraction duration that can play a role in
how the motor units are recruited. Motor unit rotation is an example of such behaviour
which is more easily observed during low force contraction [23]. The muscle will recruit
fresh or resting motor units as active motor units fatigue. The fatigued motor units are
then able to recover before being recruited again to replace other fatigued motor units.
This rotation of motor units minimises the effects of fatigue making the muscle more
durable.
Another way to manage the force of a contraction is by varying how often the motor
neurons stimulate the muscle fibres in the motor units. The rate at which the muscle fibres
are stimulated is known as the firing rate. Increasing this firing rate is known to increase
the force of the contraction. The motor units can also synchronise their firing rates which
can also increase the force of the contraction. This behaviour is known to occur in the
later stages of muscle fatigue to minimise the work performed by the muscle fibres whilst
trying to maintain the required force. Overall it is the combination of the firing rate and
motor unit recruitment that is used to determine the strength of a muscle contraction.
2.1.3 Muscle Fatigue
Muscle fatigue is a condition that commonly occurs due to the frequent use or extended
continuous use of a muscle. However, there are many underlying physiological and neu-
romuscular mechanisms that can cause or contribute to muscle fatigue. Examples of such
mechanisms include the metabolic changes in the muscle fibres due to exhaustion [24] and
the motor unit behavioural changes that occur to manage exhausted motor units [25]. Due
to the difficulty of isolating these mechanisms and the task dependent nature of muscle
fatigue there is no clear definition of muscle fatigue. For the purposes of studying muscle
fatigue it is often defined by the effect it has on a muscle, as a progressive decline in force
production during a sustained activity [26]. This reduction of force producing ability in
the affected muscle is only temporary, and after sufficient rest the muscle will recover.
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However, if the sustained activity continues eventually the muscle will no longer be able
to produce force and will experience task failure [27].
Muscle fatigue can be split into two types of fatigue, central fatigue and peripheral
fatigue [26]. Central fatigue is used to describe muscle fatigue caused by mechanisms
in the nervous system. These mechanisms usually result in a lack of motor commands
being transmitted to the muscle. Peripheral fatigue is instead caused by mechanisms in
the muscle that are due to the task being performed by the muscle. This is more closely
related to the muscle and in most cases is the result of the muscle reaching the point of
physical exhaustion. However, both central and peripheral fatigue cause a reduction in
the force produced by the affected muscle. Also, during muscle fatigue both central and
peripheral fatigue are present, but their contributions are task dependent [28].
2.1.4 Muscles Investigated
This section provides a short overview of each muscle investigated in this thesis. The
biceps brachii is covered in Section 2.1.4.1, the tibialis anterior in Section 2.1.4.2, and the
gastrocnemius in Section 2.1.4.3.
2.1.4.1 Biceps Brachii
The biceps brachii is a large two head fusiform muscle located on the front of the upper
arm between the shoulder and the elbow as shown in Figure 2.5. The two heads are
separated at the shoulder but join to form a single muscle attached to the upper forearm.
This muscle is used to flex the elbow joint and turn the forearm. The muscle is considered
to have its fibres arranged in parallel and the neuromuscular junctions form a narrow band
across the middle section of the two heads [16].
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Figure 2.5: The location of the biceps brachii (source: ‘Anatomy and Physiology’ [20], Fig
1, Chapter 11.5).
2.1.4.2 Tibialis Anterior
The tibialis anterior is a superficial muscle located on the lateral side of the lower leg
running parallel to the tibia as shown in Figure 2.6a. This muscle is used for dorsiflexion
(a flexion of the foot so that the foot raises upwards towards the shin) and assists in sup-
porting the foot. The fibres in this muscle are arranged to form a fusiform circumpennate
muscle, however in the superficial sections of the muscle the fibres are relatively parallel.
2.1.4.3 Gastrocnemius
The gastrocnemius is a large superficial two headed muscle that forms the visible curve
of the back of the calf, its location is illustrated in Figure 2.6b. This muscle is used for
plantar flexion (a flexion of the foot so that the toes point away from the body), assists in
supporting the foot, and it can also flex the knee when the foot is dorsiflexed. The fibres
of the gastrocnemius are bipennate.
2.2 Surface Electromyography
Surface electromyography is the recording and analysis of the electrical activity gener-
ated in muscles using surface electrodes. These signals are often analysed to study the
behaviour of muscles, determine the condition of a muscle, and control external systems
such as prosthetic limbs. In this thesis sEMG signals of muscles under various conditions
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(a) Anterior view of lower leg. (b) Posterior view of lower leg.
Figure 2.6: Muscles of the lower leg. The location of the tibialis anterior and the Gastroc-
nemius can be seen in (a) and (b) respectively (source: ‘Anatomy and Physiology’ [20],
Fig 4, Chapter 11.6)
are recorded and used to develop the new analysis methods discussed in later chapters.
How muscle activity is recorded is explained in Section 2.2.1, factors that can influence
these recordings is discussed in Section 2.2.2, high density surface electromyography is
introduced in Section 2.2.3, the benefits of HD-sEMG is discussed in Section 2.2.4, and
the recording equipment used through this work is described in Section 2.2.5. Much of the
information provided in this section can be found in Barbero’s textbook ‘Atlas of Muscle
Innervation Zones’ [16].
2.2.1 Recording Muscle Activity
As discussed in Section 2.1.2.2 muscle fibres generate action potentials when stimulated by
the motor neuron. This action potential generates an electric field in the space surrounding
the muscle fibre. It is this field that is detected and recorded using electrodes that are
either inserted into the muscle tissue or placed on the skin above the muscle. When
recording and analysing signals from electrodes that are inserted into the muscle tissue it
is called intramuscular electromyography (iEMG) otherwise if the electrodes are placed on
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the skin then it is called sEMG. It is commonly accepted that iEMG is the more accurate
of the two methods, however due to the invasive nature of iEMG it is more common to
use sEMG.
Electrodes that are used for sEMG are placed on the skin above the muscle. The
electrodes either directly contact the skin (dry electrodes) or have a conductive gel / paste
interface between the electrode and the skin (wet electrodes) [29]. Signals recorded by
surface electrodes are referred to as sEMG signals and contain many MUAPs due to the
large number of muscle fibres that can pass directly under or near the electrode [30].
However, sEMG signals mostly consist of MUAPs from superficial motor units near the
electrode and the signal recorded is usually a transformed version of what is being emitted
from the source [30], [31]. This is due to a combination of the electric fields generated
by the muscle fibres being very weak and the varying electrical properties of the tissue
between the muscle and electrode. Despite this, many researchers have been able to gain
important information regarding the state and condition of the muscle by carefully filtering
and analysing sEMG signals.
To record sEMG signals at the very least two electrodes are required, a signal elec-
trode and a reference electrode. The reference electrode is placed on an electrically quiet
section of skin which is usually somewhere bony with minimal muscle underneath and
the signal electrode is placed above the muscle that will be recorded. It is the electrical
potential between these two electrodes that is measured and recorded. This configuration
of electrodes is referred to as the monopolar configuration. Another configuration that is
more commonly used is the bipolar configuration. In this configuration two signal elec-
trodes are used with one reference electrode, with the difference in the electrical potential
measured between each signal electrode and the reference electrode being recorded. The
advantage of a bipolar configuration is that it minimises common noise picked up by both
electrodes. However there are some disadvantages, the signal electrodes ideally need to be
parallel with the muscle fibres, and the location of the IZ relative to the electrodes can
significantly affect the recorded signal. A notable example of this issue is when placing
the electrodes on either side of the IZ and parallel to the muscle fibre. This can remove
any trace of a signal in the recording since the potential of each signal electrode will be
similar.
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2.2.2 Factors that Influence sEMG Recordings
There are many factors that influence sEMG signals, many of which are related to the
complexity of the underlying physiology generating the signal and the fact that such signals
are easily susceptible to a variety of noise sources. These factors should be considered when
designing experiments so that their influence can be removed or managed.
To understand the underlying physiology that affects the sEMG signals a single muscle
fibre will first be considered. The muscle fibre will generate an action potential when
activated that will propagate along the length of the fibre, as it moves to the extremities
of the fibre the amplitude of the action potential will decrease [31]. The electric field
generated by the action potential also has to propagate to the electrode which will be
affected by the electrical properties of the surrounding tissues [32]. These tissues do not
necessarily have uniform electrical properties. The location of the source of the action
potential, the neuromuscular junction, can vary due to the fibre moving separately to the
skin [33]. The location of the neuromuscular junction will also vary between different
muscle fibres and between different people [34]. When considering the whole muscle,
due to how motor units are recruited not all the muscle fibres will be active which can
create regions in the muscle with minimal activity. Also, because there are so many
motor units it becomes impossible for a single electrode to discern the signal produced
by a single motor unit [35]. If the surrounding muscles are considered as well, there is a
potential for the signal produced by their motor units to be recorded by the electrode, if
the muscles are close enough, creating cross talk in the recording [36]. Because of these
factors electrode location is an important part of recording sEMG as different locations
will produce different signals. This also leads to difficulties when designing a reliable and
repeatable protocol for recording sEMG since most of these factors are unavoidable.
There are also external factors that can affect the sEMG signal by introducing noise into
the signal. The electrode to skin interface is a primary area of interest when discussing
sources of noise in sEMG signals. It has been well documented that the skin impedance
can affect the sEMG signal and can vary over short periods of time [37], [38]. Poor contact
between the electrode and the skin can also create noise; this is especially the case with dry
electrodes. Other well-known sources of noise in sEMG include the 50 Hz or 60 Hz noise
created by power line interference and signal artefacts produced by moving the electrode
and causing the skin to stretch over the muscle [39]–[41]. However, unlike the physiological
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factors, the effect of these factors can be easily reduced through carefully planning and
preparations before the sEMG recording.
2.2.3 High Density Surface Electromyography
High density surface electromyography is a modern variation of sEMG where tens or
hundreds of electrodes are used to record muscle activity. The electrodes are organised in
to an electrode array that can be one or two dimensional and are usually equally spaced
to form a grid. The distance between electrodes is often referred to as the inter electrode
distance (IED) which is usually 3 mm to 20 mm and the size of the electrodes usually range
from 1 mm to 2 mm in diameter or a 1 mm wide bar 3 mm to 10 mm long [29]. While
there is no limit to how large the electrode diameter and the IED can be they are kept
small so that many electrodes can fit in a small space. The defining feature of HD-sEMG
when comparing to standard sEMG is being able to spatially map the electrical activity in
the muscle. Such information is unobtainable using standard sEMG recording techniques
or using iEMG.
In this thesis the HD-sEMG device was configured to record in monopolar. This allowed
for the most flexibility when analysing the data as the channels could be digitally mixed
to create higher order configurations if required such as the bipolar configuration.
2.2.4 HD-sEMG Properties and Uses
For HD-sEMG the key advantage over standard sEMG is that it can be used to spatially
map the electrical activity in the muscles. This spatial information cannot be obtained
using standard sEMG recording methods and cannot be practically obtained using intra-
muscular electrodes either. Although the difference between sEMG and HD-sEMG is small
the spatial information provided by HD-sEMG enables a more detailed understanding of
the electrical activity in the muscle.
There are three areas that are of particular high interest that involves the use of HD-
sEMG. The first is estimating the conduction velocity of action potentials in the muscle [9],
[42]–[47]. HD-sEMG allows for spatial tracking of the action potentials as they propagate
along the muscle, which can be combined with the time information to estimate the
conduction velocity as well. Second is estimating the location of IZ in the muscle [10], [11],
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[48]–[54]. By tracking action potentials back to their source, the location of the IZ can
be estimated; the denser the electrode array the more accurate the estimation is. Third
is decomposing the sEMG signals into single MUAPs, to do so requires multiple sEMG
recordings from different nearby electrodes [35], [55]–[58]. Knowing the conduction velocity
and the location of the IZ and being able to decompose the sEMG into single MUAPs
provides very useful information about the health and condition of a muscle. Using HD-
sEMG the conduction velocity and the location of the IZ can be found relatively faster than
when using sEMG. Also multiple MUAPs can be found and separated using HD-sEMG
and without needing to use intramuscular electrodes.
There are other areas of electromyography that HD-sEMG has been able to improve.
During muscle fatigue changes such as the reduction in conduction velocity and an increase
in the synchronisation between motor units can be identified using HD-sEMG [15], [59],
[60]. The effects of neurogenic changes and myopathies in muscles are being investigated by
studying a variety of features including single motor action potentials and the conduction
velocity using HD-sEMG [61]–[63]. Methods are also being developed to identify different
superficial muscles that are under the electrode array [64]. At the same time the issue
of what is the optimal number of electrodes and what is their optimal position can be
investigated in greater detail using HD-sEMG [65], [66]. These are only some of the
improvements HD-sEMG has brought to the study of electromyography.
While there are advantages to using HD-sEMG there are also some disadvantages that
are worth noting. The large analogue front end managing all the electrodes coupled with
transmitting the data after it has been converted to digital signals can lead to difficulties
when creating a portable or wearable HD-sEMG device. Electrode arrays generally contain
many electrodes which can make checking the signal quality of each channel a very time
consuming process [67], [68]. It is also easier for the electrode to skin interface of the
electrode array to introduce noise due to electrodes lifting during movement, incorrect
application of conductive gel causing shorts between electrodes, and variation in the skin
impedance. The skill of the operator is also crucial since an electrode array requires more
time and practice to position and place correctly on the skin than the electrodes used
in standard sEMG. These issues make it difficult to implement HD-sEMG outside of a
laboratory setting and also limit the potential applications for it.
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(a) The HD-sEMG recording device. (b) The high density electrode arrays, each
has 4 by 8 electrodes.
Figure 2.7: Pictures of the HD-sEMG recording equipment.
2.2.5 Recording Equipment used in this Thesis
In this thesis HD-sEMG was recorded using a 64 channel recording system called “W-
EMG 64ch EMG detection system” created by Bitron in Italy (shown in Figure 2.7a).
This device was configured to use two electrode arrays of 32 electrodes arranged into a 4
by 8 grid (shown in Figure 2.7b). The electrodes in the array were exposed metal pads
on a kapton substrate. Throughout this thesis the electrode arrays were arranged to form
a 4 by 16 grid (4 columns, 16 rows) of electrodes as this configuration was appropriately
sized for all the experiments. A double sided foam tape was used to secure the arrays
to the skin. The tape has holes with a 3 mm diameter that line up with the electrodes.
Either Lectron 2 conductive gel or Ten20 conductive neurodiagnostic electrode paste was
used, depending on the experiment, to fill the holes in the tape allowing the electrodes to
contact the skin. With the tape and the holes in the tape filled with a conductive paste /
gel the inter electrode distance is 5 mm. The input range of the signal at the electrode is ±
13 mV, the signal is then amplified by 192.75 V/V, passed through a 10-500 Hz bandpass
filter, and sampled at 2441 Hz using a 24 bit analogue to digital converter (ADC).
2.3 Mutual Information
The methods developed in later chapters of this thesis rely on calculating the MI between
pairs of signals. This section introduces the necessary information theory to understand
what MI measures and how to calculate it. The definition and method for calculation
Shannon entropy is explained in Section 2.3.1 than MI in Section 2.3.2, multivariant MI in
Section 2.3.3, and NMI in Section 2.3.4. Much of the information provided in this section
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can be found in Cover’s textbook ‘Elements of Information Theory’ [1].
2.3.1 Shannon Entropy
The Shannon Entropy of a random variable is a non-negative measure of the variable’s
uncertainty. For ease of discussing this measure it will be referred to as entropy instead.
The entropy of a random variable can be calculated using the equation
H(X) = −
∑
x∈X
PX(x) logu PX(x), (2.1)
where X is a random variable, H(X) is the entropy of X, x is an element of X, PX(x)
is the probability distribution of X, and u determines the units used to describe H(X).
In this context uncertainty is represented by the length of the shortest description of all
possible outcomes for X. The unit used to describe this length is determined by u which
throughout this thesis is equal to 2 which means that the units are in bits. However, by
finding the shortest description of X entropy can also represent the quantity of information
contained in X. Therefore, entropy is also commonly used to measure the amount of
information contained in the random variable.
A well-known example for explaining entropy is finding the entropy of a coin toss.
Consider tossing a fair coin which has a probability of 0.5 for landing on either heads or
tails. In this situation the uncertainty of the toss is at its maximum because all possible
outcomes are equally likely. Therefore the entropy is at its maximum value, which for a
single coin toss is 1 bit. This 1 bit is also the shortest description of the coin toss as the
result is binary (heads or tails, 1 or 0). If a bias is introduced to the coin then there is less
uncertainty in the toss because it is more likely to be one side or the other. This reduced
uncertainty results in a decrease in entropy which therefore means the information from
each toss is on average less than 1 bit.
If the entropy of two or more variables are needed (2.1) can be adapted to do this, the
resulting entropy is called the joint entropy. For two random variables, X and Y , the joint
entropy is given by
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H(X,Y ) = −
∑
x∈X
∑
y∈Y
PXY (x, y) logu PXY (x, y), (2.2)
where H(X,Y ) is the joint entropy of X and Y , y is an element of Y , and PXY (x, y)
is the joint probability distribution of X and Y . Just like H(X), H(X,Y ) is the shortest
description of X and Y and can be used to represent the quantity of information in X
and Y combined. The conditional entropy of Y for a given X, H(Y |X), can also be found
using the equation
H(Y |X) =
∑
x∈X
∑
y∈Y
PXY (x, y) logu
PX(x)
PXY (x, y)
. (2.3)
The entropy, joint entropy and conditional entropy are all related which is demonstrated
by the fact that the joint entropy of two variables is the entropy of either variable plus
the conditional entropy of the other. This relationship is demonstrated in the formula
H(X,Y ) = H(X) +H(Y |X) = H(Y ) +H(X|Y ). (2.4)
2.3.2 Mutual Information
Relative entropy, also known as the Kullback–Leibler distance, is used as a non-negative
measure of the distance between two distributions. This distance is used to describe
the inefficiency of assuming that the distribution of a random variable is a when the true
distribution is b. For example, for the random variable X let a be an estimated distribution
of X and b be the true distribution of X. The inefficiency of distribution a is calculated
using
D(b||a) =
∑
x∈X
b(x) logu
b(x)
a(x)
, (2.5)
where D(b||a) is the relative entropy of b and a. If the relative entropy is small then
estimated distribution a closely resembles the true distribution b and if it is 0 then a = b.
Also, if a was used as the distribution of X instead of b then on average H(a) + D(b||a)
bits would be required to describe X. There is also a special case of relative entropy called
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Figure 2.8: Venn diagram representation of the relationship between mutual information,
entropy, joint entropy, and conditional entropy.
mutual information.
Mutual information is a measure of the information one variable contains about another
variable. In terms of uncertainty, MI is the reduction of uncertainty in one variable
from knowing the other variable. To find this quantity the relative entropy of the joint
distribution and product distribution of the variables is calculated. To do this the following
formula is used:
I(X;Y ) =
∑
x∈X
∑
y∈Y
PXY (x, y) logu
PXY (x, y)
PX(x)PY (y)
, (2.6)
where I(X;Y ) is the MI of X and Y . The shared information between the two random
variables is represented by the inefficiency of assuming these two distributions are the same.
Specifically, in this case it is the inefficiency of assuming the probability distribution of
X and Y is that which arises from X and Y being independent, a product distribution.
When X and Y are independent PXY (x, y) will equal PX(x)PY (y) and this assumption is
no longer inefficient resulting in I(X;Y ) = 0. However, if there are dependencies between
X and Y the inefficiency of the assumption is greater than 0, and the more dependencies
the greater the inefficiency. This inefficiency is the common information of X and Y which
is also the reduction in uncertainty in either X or Y for knowing the other.
Mutual information can also be calculated using the relationships it has with the en-
tropies of the random variables. These relationships can be represented using a Venn
diagram as shown in Figure 2.8. The area of each circle in the diagram represents the
entropy or information of a random variable, in this case X and Y . The area of each circle
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without the intersection is the conditional entropies H(X|Y ) and H(Y |X). The area of
both circles (counting the intersection only once) is the joint entropy H(X,Y ). And the
area of the intersection is the MI I(X;Y ). Using the Venn diagram it is clear how the
following relationships between MI and the entropies arise.
I(X;Y ) = H(X)−H(X|Y ) (2.7)
I(X;Y ) = H(Y )−H(Y |X) (2.8)
I(X;Y ) = H(X) +H(Y )−H(X,Y ) (2.9)
I(X;Y ) = I(Y ;X) (2.10)
Removing the area of the circle without the intersection from the area of the whole circle
will leave only the area of the intersection as represented in (2.7) and (2.8). Summing the
areas of both circles and removing the total area of the Venn diagram will leave the area of
the intersection which is represented in (2.9). And the common information between the
two random variables is the same from the perspective of either variable as represented
by (2.10).
2.3.3 Multivariate Mutual information
Mutual information can be further extended to include more than two random variables.
The first step of this process is defining the conditional MI, for this the random variables
X,Y and Z are used such that
I(X;Y |Z) =
∑
x∈X
∑
y∈Y
∑
z∈Z
PXY Z(x, y, z) logu
PZ(z)PXY Z(x, y, z)
PXZ(x, z)PY Z(y, z)
, (2.11)
where I(X;Y |Z) is the common information betweenX and Y given Z or the conditional
MI, z is an element of Z, PXY Z(x, y, z) is the joint probability distribution of X,Y and
Z, PXZ(x, z) is the probability distribution of X and Z, and PY Z(y, z) is the probability
distribution of Y and Z. Using conditional mutual information the mutual information
between the three random variables can be found using
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I(X;Y ;Z) = I(X;Y )− I(X;Y |Z), (2.12)
where I(X;Y ;Z) is the MI betweenX,Y and Z. If the mutual information between more
random variables is required then the above formula can be generalised into a multivariate
mutual information formula given by
I(X1; ...;Xn) = I(X1; ...;Xn−1)− I(X1; ...;Xn−1|Xn), (2.13)
where there are n random variables. However, in most cases it is undesirable to use mul-
tivariate MI since the calculation increases in complexity as n increases, and the resulting
value is difficult to interpret as it is no longer non-negative.
2.3.4 Normalised Mutual Information
As mentioned, MI is used to quantify the common information between two random vari-
ables. It is bound by a lower limit of 0 and an upper limit defined by the entropies of
the two random variables used. This variable upper limit is an issue when comparing MI
values from different data sets. To address this issue the MI throughout this thesis has
been normalised.
There are many methods that have been proposed for normalising MI [69], [70]. How-
ever, for this thesis a simple and straight forward method was used since there were no
special requirements for the data being analysed or the resulting NMI. In (2.7) and (2.8)
it can be seen that the I(X;Y ) ≤ H(X) and I(X;Y ) ≤ H(Y ), this is because the infor-
mation shared between two variables cannot be larger than the information contained in
either variable. Therefore the MI is always going to be smaller than or equal to the smaller
of the two entropies, I(X;Y ) ≤ min(H(X), H(Y )). Knowing this the mutual information
can be normalised using the formula
NMI(X;Y ) =
I(X;Y )
min(H(X), H(Y ))
, (2.14)
where NMI(X;Y ) is the NMI of X and Y . The upper limit is no longer variable since
0 ≤ NMI(X;Y ) ≤ 1. While this allows for comparisons between data sets, it also can
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be used as a dependence scale where 1 means the variables are independent, and 0 means
one variable is entirely dependent on the other. Another interpretation of this scale is as a
similarity score. Variables that are independent are thought to be dissimilar and variables
that are dependant are thought to be similar, the more dependant the variables the more
similar they are. When used as a similarity score the advantage it has over other methods,
such as the cross correlation, is that all linear and non-linear relationships are accounted
for.
2.4 Summary
This chapter has provided the background information necessary to understand three
major topics that are discussed throughout this thesis, muscle physiology, surface elec-
tromyography, and mutual information. However, apart from providing this necessary
background knowledge two key points were discussed in this chapter. First, how sEMG
signals are influenced by non-physiological factors such as noise caused by bad skin contact
and physiological factors such as the recruitment and firing rate of motor units and the
speed of their action potentials (Section 2.2.2). And second, what MI is (Section 2.3.2)
and how it can be used as a measure of similarity (Section 2.3.4). Understanding these two
topics is key to understanding the methods developed in later chapters since these methods
rely on identifying physiological changes by analysing the similarity between sEMG sig-
nals. How the similarity between sEMG signals are used to identify physiological changes
is discussed in detail in the next chapter, Chapter 3.
30 Chapter 2 Adrian Bingham
Chapter 3
Analysing Spatial Similarities in
HD-sEMG using NMI
In Chapter 2 the measure normalised mutual information (NMI) was introduced and
while it is often discussed in terms of measuring dependence between variables it can also
be considered a measure of similarity, the more dependent the variables are the more
similar they are to each other. This chapter will begin by discussing the physiological
significance of measuring the similarity between surface electromyography (sEMG) signals.
The methods developed to find the spatial similarities in high density sEMG (HD-sEMG)
will then be presented, which are the basis for methods developed in later chapters.
3.1 Similarities between sEMG signals
In this thesis the key feature being studied is the NMI between pairs of sEMG signals.
The NMI value provides a measure of dependence between the two signals which can
be interpreted as a measure of similarity between these signals [2], [71]. This is due to
the mutual information (MI) quantifying the information contained in one variable about
the other. A larger MI means there is more common information between the variables
which would also mean the variables could be considered to be more similar to each other.
Normalising the MI (see Section 2.3.4) turns this into a scale such that the closer the NMI
is 1 the more similar the two variables are.
When measuring the NMI between sEMG signals it can become difficult to interpret
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and relate back to the underlying physiological processes. Therefore it is important to
understand the different factors which could affect the NMI measure. Consider sEMG
under perfect recording conditions where there is no interference from the tissues between
the skin and muscle, no cross talk from other muscles and no noise, leaving a signal that
is just the summation of motor unit action potentials (MUAP). Since individual MUAPs
are similar in shape and amplitude at their source it can be assumed the only remaining
factors that can affect the recorded signal are the generation of MUAPs and how they
change during propagation. From this perspective an understanding of the physiological
factors relating to the muscle which could affect the similarity measure based on the
current understanding of motor unit behaviour can be built [15], [16], [72]–[74].
Starting with the case where there is only a single motor unit with two electrodes placed
along the muscle fibres to one side of the neuromuscular junction there are a variety of
factors that can affect how similar the two signals recorded by the electrodes are. First is
the inter-electrode distance (IED). As the electrodes get closer, the signals they produce
will be more similar. When electrodes are very close it is likely that the detection area
of each electrode will overlap leading them to detect MUAPs in the overlapped region
simultaneously. However, if the IED is increased it will introduce lag and degradation
between the two signals decreasing the similarities. The lag is due to the time it takes for
the same MUAP to travel from one electrode to the other and degradation is from the
amplitude of the MUAP decreasing the further it propagates. The conduction velocity
(CV) of the MUAPs is a physiological factor that will also affect the lag between the two
electrodes. Higher CV means a smaller lag which will increase the similarity between the
signals depending on the IED. Another physiological factor is the firing rate of the motor
unit, the frequency at which MUAPs are generated. In this particular situation the firing
rate would only have a small effect on the similarity between the two signals depending
on the number of data samples being compared and the IED.
Expanding this example to include many motor units introduces other factors that also
contribute to how similar the signals are. This is due to the signal now being the summa-
tion of MUAPs from multiple motor units as they pass under the electrode. There will be
differences in the MUAP sum recorded by the electrodes due to variation between MUAPs
in the CV, amplitude, and distance travelled. However, most of what was discussed in the
case of a signal motor unit will still apply here. Another physiological factor which needs
to be accounted for is motor unit synchronisation. In terms of how the electrodes are cur-
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rently positioned (parallel to the muscle fibre) motor unit synchronisation can increase the
similarity between signals by reducing the differences in the signals caused by variations
in the firing rate of the motor units. Now consider what happens if the electrodes are
moved into a new orientation where they form a line perpendicular to the muscle fibres
below the innervation zone. Since the electrodes are no longer recording a lagged version
of the same MUAPs it is necessary for the timing of the MUAPs passing under the elec-
trodes to be similar to increase the similarity of the signals. Therefore, synchronisation
of the motor units or increasing their firing rates would increase the likelihood of having
similarly timed MUAPs. Finally, how the muscle manages the recruitment of motor units
is another factor that should also be considered in this situation. More motor units mean
more MUAPs and with more MUAPs it is more likely that some MUAPs recorded by one
electrode will have a similar timing to MUAPs recorded by the other electrode therefore
having a similar effect to increasing the firing rate.
With this in mind it is difficult to separate the contributions each of these factors makes
to the similarity measure between the two sEMG signals. There are also the effects of
adding tissue between the muscle and skin, potential for cross talk from other muscles,
and noise all of which can affect the similarity between the two sEMG recordings but do
not necessarily relate to the physiological condition of the muscle. Yet, through careful
consideration of these factors and proper processing of data, studies have been able to use
similarity and dependence measures, examples include monitoring motor unit synchroni-
sation [13], [14], measuring the CV [9], [75], and identifying IZs [10]. However, with the
HD-sEMG research primarily focussing on measuring CV and decomposing the recordings
into MUAPs very little has been done in terms of investigating how the spatial informa-
tion from HD-sEMG can improve similarity measures and can therefore improve sEMG
analysis. Combined with how little has been done on NMI in sEMG, the initial focus of
this thesis was to find a method for measuring ‘spatial similarities’ using NMI.
3.2 Developing a method to find spatial similarities
The methods developed later in this thesis have a foundation based on the ‘spatial sim-
ilarities’ of the electrodes in the electrode array. In this case spatial similarity refers to
how similar a particular electrode is to other electrodes in the array. When paired to the
physical locations on the electrode array, it can be used to see how the similarities in the
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Figure 3.1: A diagram of how the elements of the matrix S are organised. The matrix
contains R× C ×W elements and each element, Sr,c,w, contains N samples.
sEMG signals change over an area. This section discusses a variety of methods developed
to find these spatial similarities and summarise them. However, before calculating the
NMI to determine the spatial similarities, first the HD-sEMG data needs to be organised
and the probability distributions of the HD-sEMG has to be estimated. These procedures
are outlined in the following sections.
3.2.1 Organising HD-sEMG Data
There can be tens if not hundreds of different electrodes each with their own set of sam-
ples when recording HD-sEMG, which is why it is important to define a structure that
represents the data. This is especially true when creating and communicating algorithms
developed for analysing HD-sEMG signals. In this thesis the HD-sEMG data from each
recording are represented by a three dimensional matrix labelled S with the dimensions
R × C ×W where R and C are the number of rows and columns in the electrode array
respectively and W is the number of N sample long windows the data has been split into.
Each element of S is a set of length N labelled Sr,c,w containing samples recorded from the
electrode in row r and column c during window w where r = 1, 2, . . . , R, c = 1, 2, . . . , C,
and w = 1, 2, . . . ,W . This structure is illustrated in Figure 3.1.
Throughout this thesis, the following variables were kept constant:
• R and C - The electrode array was in a 16 by 4 grid arrangement for all experiments.
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Therefore R was 16 and C was 4 throughout the thesis.
• N - Literature suggests that the optimal window length for analysing sEMG is
between 200 and 300 ms [76], [77]. Therefore N was 500 samples (approximately
205 ms at 2441 Hz) throughout the thesis.
However, the value of W was not constant and varied between experiments and in some
case between recordings as it depends on the value of N and the length of the recording.
3.2.2 Estimating Probability Distributions
Before using NMI to analysis any sEMG data a probability distribution of the data must
first be calculated. There are various approaches to estimating these distributions which
can be used to minimise possible biases and variances when calculating entropy and MI
[78]. However, only relative changes between NMI measures are considered in the analysis
and the methods developed in later chapters. Therefore a standard histogram method
with uniform partitions was used to estimate the probability distributions.
Consider a time series X with N elements, a histogram of this time series can be
constructed using b bins uniformly partitioned across the range of X. The value of b was
determined using the rice rule [79]
b = d2 3
√
Ne. (3.1)
To represent the occupancy of the ith bin in the histogram the function OX(i) was
used, where i = 1, 2, . . . , b. Using this histogram the probability distribution of X can be
approximated using the equation
PX(i) =
OX(i)
N
, (3.2)
where PX(i) is the approximated probability distribution of X. To calculate the MI
between two time series of equal length the distribution of the second time series is also
required. This second time series is represented by Y with N elements and the probability
distribution PY (j) where j = 1, 2, . . . , b. The MI calculation also requires an approxima-
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tion of the joint probability distribution for X and Y which was achieved using a 2D plane.
Each axis of the plane was assigned a variable and represents the range of that variable.
Both axes were then partitioned into b bins creating a total of b2 bins over the whole plane.
The occupancy of the bins for this plane is represented by the function OXY (i, j), where
i refers to the partitions along the X axis and the j refers to the partitions along the Y
axis. To allocate data points to the correct bin, simultaneously sampled elements of X
and Y were paired, such that, in total, there were N occupants on the plane. Therefore,
the joint probability distribution of X and Y was approximated using the equation
PXY (i, j) =
OXY (i, j)
N
, (3.3)
where PXY (i, j) is the approximated joint probability distribution of X and Y .
3.2.3 Using NMI to find spatial similarities
To analyse the spatial similarities between different electrodes in HD-sEMG records a
method for organising and representing these similarities was required. HD-sEMG usually
has many sEMG channels and therefore large arrays representing the similarities between
channels were unavoidable. Initially the common information of all the electrodes using
multivariate MI (discussed in Section 2.3.3) was considered. However it would not only be
very time consuming to process but would also provide little to no spatial detail about the
muscle or muscles being recorded. Even if the multivariate MI was performed in smaller
groups of electrodes to increase the spatial information it would be difficult to interpret
due to the non-intuitive nature of negative MI. For these reasons multivariate MI was not
used and instead the standard approach to MI between two variables was used.
Three approaches were developed to find the spatial simulations in the HD-sEMG data.
The first two were simply pairing the electrodes along the rows and the column with the
neighbouring electrode. The third approach creates distributions of NMI values showing
how similar each electrode is with every other electrode.
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(a) Row wise electrode pairings (b) Column wise electrode
pairings
Figure 3.2: NMI maps formed from (a) row wise and (b) column wise pairings. The
horizontal and vertical axes represent the column and row positions of the electrode pair
respectively. For (a) the vertical axis represents the row wise pairing and for (b) the
horizontal axis represents the column wise pairs. The colour at each location represents
the magnitude of the NMI between the electrode pair for that location.
3.2.3.1 Row Wise and Column Wise Pairings
The first method investigated in this thesis for finding spatial similarities was simply
pairing neighbouring electrodes along the columns or rows of the electrode array. This
method is referred to as row wise and column wise pairings; row wise pairings referring to
electrode pairs between the rows of the electrode array and column wise pairings referring
to pairs between columns. These pairings were used to create NMI maps of the electrode
array shown in Figures 3.2a and 3.2b where the horizontal and vertical axes represent
the column and row positions of electrodes and the colour of each location represents the
amplitude of the NMI for that pair. These NMI maps can be considered as a possible
method for representing the spatial similarities between electrodes, this is due to the
NMI mapping to a physical location on the electrode array. However, despite the initial
promising results of this pairing method limitations were realised.
The limitations of the row wise and column wise NMI maps are related to the scope
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of spatial information they provide. First, the electrodes being compared in the maps
are neighbouring electrodes. This means, depending on the IED, they will likely have
overlapping detection zones (in this case the IED is 5 mm so it was highly likely) resulting in
very similar signals. This limits the potential for new information caused by a physiological
process to be introduced to only one of the electrodes in the pair. Secondly, the spatial
information provided is biased in one of two directions, either along the rows or along the
columns. Both of these limitations begs the question, what is the most suitable direction
and IED for the electrode pairings? The answer to which is always going to be application
specific and possibly subject specific due to differences between the muscles of the subjects
and changes in electrode placement. Due to these limitations a more general approach
was developed called NMI distributions.
3.2.3.2 NMI Distributions
A NMI distribution is a way to represent how similar an electrode is with every other
electrode in the array. Consider a target electrode for which a NMI distribution is being
generated, the NMI between the target electrode and every other electrode is calculated
and then organised into a distribution. Each location in the distribution represents the
row and column location of the electrode being compared with the target electrode. This
process is represented by the function
Ar,c,w(n,m) = NMI(Sr,c,w;Sn,m,w), (3.4)
where Ar,c,w(n,m) is the NMI distribution function, r and c are the row and column
position of the target electrode, n and m are the row and column position of the electrode
being compared with the target electrode, and only data during window w is considered.
For example consider Figure 3.3, this figure is the NMI distribution for the electrode
located in row 9 column 2 during the third window of the same recording used for Fig-
ures 3.2a and 3.2b. The horizontal and vertical axes are m and n respectively and the
colour represents the NMI value. Some characteristics of this NMI distribution that have
been commonly observed in other NMI distributions include the peak at the target elec-
trode (the NMI between a signal and itself is always 1) and the steep slope around the
peak that flattens out towards the extremities of the array. The information given in
Figure 3.3 about the electrode in row 9 column 2 is far more detailed than what is given
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Figure 3.3: The NMI distribution for the electrode in row 9 column 2 during window 3
(A9,2,3(n,m)). The horizontal and vertical axes represent the column and row position
respectively of the electrodes. The colour at each location represents the magnitude of the
NMI between the electrode at that location and the electrode in row 9 column 2.
in Figures 3.2a and 3.2b for the same electrode. However, Figure 3.3 is the NMI distribu-
tion for one electrode, in this case another 63 distributions for all the other electrodes are
required to have the full perspective for this window.
3.2.4 Methods to summarise NMI distributions
While NMI distributions offer a way to organise all possible NMI combinations of HD-
sEMG data it produces a lot of information. For the electrode array used in this thesis there
are 64 electrodes, therefore there are 64 NMI distributions each with 64 pair combinations
making a total of 4096 NMI values per window (2016 remain when repeated pairs and
pairs of the same electrode are removed). To summarise the information provided by
these distributions two methods were developed, the interaction map and the total NMI
magnitude map.
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3.2.4.1 The Interaction Map
The interaction maps are generated by first finding how many electrodes each electrode
‘interacts’ with. In this context electrodes ‘interact’ or have an ‘interaction’ when the
NMI between itself and another electrode exceeds some predetermined threshold labelled
v where 0 ≤ v ≤ 1. This threshold should be considered as the point at which the two
signals become similar such that when the two electrodes are interacting they are similar
and when they are not interacting they are dissimilar. For this thesis, the threshold is set
to 0.5, unless otherwise stated, since at this point 50% of the information of at least one
of the two electrodes is common between the pair. Selection of this threshold is entirely
application dependent. After selecting a threshold the number of interactions an electrode
has can be found with the function
f(r, c, w) =
(
R∑
n=1
C∑
m=1

1, ifAr,c,w(n,m) ≥ v
0, ifAr,c,w(n,m) < v
)
− 1, (3.5)
where f(r, c, w) is the number of electrodes that interacted with the electrode in row r
column c during window w. These values can be arranged to generate an interaction map
for each window as shown in Figure 3.4, where r and c are the vertical and horizontal axis
and the colour represents the number of interactions recorded for that electrode.
The interaction map shown in Figure 3.4 can be thought of as a simplified way of
describing how similar each electrode is with the rest of the array. The higher values mean
that that electrode is similar to many electrodes while smaller values mean it is similar to
fewer electrodes. However the interaction map cannot tell you how similar they are, just
that they are above the threshold.
3.2.4.2 Total NMI Magnitude Map
Instead of counting the number of electrodes similar to the target electrode, in this method
the elements of NMI distribution are summed. The number produced by the sum is the
total NMI which represents how similar the target electrode is with every other electrode.
The total NMI can be represented using the function
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Figure 3.4: An example of an interaction map with a threshold of 0.5. The horizontal and
vertical axes represent the column and row position respectively of the electrodes. The
colour at each location represents the number of interactions the electrode at the same
location had for a window of data.
g(r, c, w) =
R∑
n=1
C∑
m=1
Ar,c,w(n,m), (3.6)
where g(r, c, w) is the total NMI of the electrode in row r column c during window w.
These values are then arranged to generate a total NMI magnitude map for each window
as shown in Figure 3.5, where r and c are the vertical and horizontal axis and the colour
represents the total NMI of the electrode at that location.
Similar to the interaction map this provides another way of easily representing the
information in the NMI distribution. However, unlike the interaction map, this method
can not specify how many electrodes are similar. Instead it provides a score for each
electrode that represents how similar it is to the other electrodes, the maximum score
being equal to the number of electrodes.
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Figure 3.5: An example of a total NMI magnitude map. The horizontal and vertical axes
represent the column and row position respectively of the electrodes. The colour at each
location represents the total NMI for the electrode at the same location for a window of
data.
3.3 Summary
This chapter has discussed how physiological changes in a muscle can affect the similarity
between sEMG recordings (Section 3.1) and how the NMI can be used to monitor the spa-
tial similarities in HD-sEMG (Section 3.2). As a result four methods for analysing spatial
similarities are developed in this chapter. First, the Row and column wise pairing method
(Section 3.2.3.1), electrodes either along the rows or along the columns are paired off and
the NMI between these pairs is calculated. This method is used as a rough estimation of
how the NMI changes spatially. Second, the NMI distribution method (Section 3.2.3.2), a
NMI distribution is generated for each electrode containing the NMI between the electrode
and every other electrode. This method is a more precise way of tracking changes in the
NMI spatially. However, it produces a lot of information that is difficult to represent.
Third, the interaction map method (Section 3.2.4.1), the NMI distributions of the elec-
trodes are used to count the number of interactions each electrode has. The number of
interactions each electrode has is plotted on a colour map where each position represents
the position of the electrode in the electrode array. An interaction, in this case, is when an
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electrode has a NMI greater than some predefined threshold with another electrode. These
values give an estimation of how similar each electrode is with the rest of the electrodes
based on the number of interactions each electrode has. Lastly, the total NMI magnitude
map method (Section 3.2.4.2), the NMI distribution of each electrode is summed and plot-
ted on a colour map where each position represents the position of the electrode in the
electrode array. These values represent the total NMI of the electrodes, which give an
estimation of how similar each electrode is with the rest of the electrodes based on the
NMI magnitude. These methods are used in Chapters 4, 5, 6, and 7 to analyse HD-sEMG
recordings and in Chapters 6 and 7 as a basis for developing other methods.
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Chapter 4
Analysing Muscle Fatigue with
NMI
The focus of this chapter is investigating the mutual information (MI) between multiple
channels of high density surface electromyography (HD-sEMG) recorded over the same
muscle and whether this information can be used to identify the state of muscle fatigue.
For this investigation the Tibialis Anterior (TA) (see Section 2.1.4.2) was fatigued through
voluntary isometric contractions and recorded using a HD-sEMG device (see Section 2.2.5).
This was done twice for each participant at 40% and 80% of their own maximum voluntary
contraction force (MVC). The HD-sEMG recordings were then all analysed and discussed
using the methods developed in Chapter 3.
4.1 Chapter Introduction
There have been many studies that have used surface electromyography (sEMG) tech-
niques to investigate the progression or presence of muscle fatigue in muscles [26], [80].
As discussed in Section 2.1.3 there are a large number of mechanisms that contribute to
muscle fatigue, many of which will affect the sEMG signals being recorded. There are
two key features that are often used when investigating muscle fatigue, the amplitude and
the median frequency. The amplitude of the sEMG signal is known to increase during
fatiguing contractions that are below the MVC force [81]. This is due to a combination
of changes in the number of active motor units, motor unit firing rates, and muscle fibre
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conduction velocity (MFCV) that occur during fatigue. The power spectrum of sEMG
signals is also known to be affected by the MFCV and the motor unit firing rate resulting
in the median frequency shifting towards lower frequencies during muscle fatigue [26], [82],
[83]. Also, it was found that the median frequency provided more reliable results than the
amplitude [84].
Many of the studies that used HD-sEMG to investigate muscle fatigue adopted methods
based on amplitude or power spectrum changes [18], [85]–[87]. However, these changes can
be potentially misleading [88] and were developed only with the standard sEMG paradigm
in mind. The introduction of higher resolution spatial information provided by HD-sEMG
will not minimise the inherent shortcomings of these methods. There are other studies that
have investigated alternative features related to muscle fatigue that could only be identified
using HD-sEMG. One such feature is the MFCV which can be measured non-invasively
using HD-sEMG [75], [87]. However as discussed by Farina et al. [9], there are many
issues surrounding the estimation of MFCV that have not yet been addressed. Similarly
motor unit decomposition could potentially identify motor unit behaviours associated
with muscle fatigue, but many concerns still exist surrounding the validation of motor
unit decomposition [89]–[92].
Another possible alternative is to consider the information shared between the electrodes
using MI (see Section 2.3.2). There are studies that have used MI and normalised MI (NMI,
see Section 2.3.4) to assess the dependences between sEMG signals [4], [5], [7], [8], [93]–
[96]. However, as discussed in Section 2.3.2, MI only quantifies the amount of information
shared between two variables and therefore its value is relative to the total information
content of the variables. Consequently, MI values are not suitable for comparison across
data sets and therefore are not ideal for comparing between sEMG signals where there
could be considerable inter-experiment variability. Hence, it is preferable to use NMI
which is bounded and thus comparable across data sets.
Of the studies that used NMI to analyse sEMG only a few mentioned the effect of muscle
fatigue on the measure. A study investigating delayed on set muscle soreness [5] measured
the NMI between muscle pairs during fatiguing contractions. The study reported that the
NMI increased over the duration of the fatiguing contraction. Later in another study it was
also reported that the NMI between muscle pairs increased during fatiguing contractions
[4]. Of the 15 muscle pairs tested the NMI of 10 pairs had significantly increased over
the duration of the contraction. Other studies have also been carried out but reported
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conflicting results, Fedorowich et al. [93] reported the NMI decreased between muscle
pairs whereas Johansen et al. [94] reported no significant change in the muscle pairs
NMI. While all these studies acknowledged that the participants were experiencing muscle
fatigue during the contractions the relationship between muscle fatigue and NMI was not
discussed. This is due to how these studies interpreted the NMI; the NMI was used as
a measure of the functional connectivity between the muscles, a measure borrowed from
EEG analysis [3]. It was therefore unclear if the NMI was affected by muscle fatigue and
if so what mechanisms of fatigue affect the NMI.
This chapter investigates the NMI of sEMG signals during muscle fatigue and discusses
their relationship and the possible physiological mechanisms behind it. In doing so this
chapter also aims to determine whether the NMI is a suitable measure for monitoring the
progression of muscle fatigue. The methods developed in Chapter 3 will be adapted and
used to analyse HD-sEMG recordings of the TA during a fatiguing contraction. These
methods will not only provide a way to see how the NMI changes during muscle fatigue
but will also be able to show how the NMI changes spatially over the muscle. The experi-
mental setup and procedures used for collecting data from the participants is described in
Section 4.2. The results from the row wise and column wise NMI analysis are presented in
Section 4.3. The effect of fatigue on the NMI distributions is discussed in Section 4.4 with
Section 4.4.1 presenting the results from the interaction map analysis and Section 4.4.2
presenting results from the total NMI magnitude map analysis. Finally, Section 4.5 is a
discussion about the results and whether NMI is a suitable measure for monitoring muscle
fatigue.
4.2 Experimental Setup and Procedure
This section will discuss the experimental design and procedure for the experiments per-
formed for this chapter.
4.2.1 Participants
Ten healthy participants volunteered to participate in the experiment. Four participants
were male and the other six were female, the age of the participants ranged from 21
to 35 with a mean age of 26. All the participants included in this experiment had no
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prior or current muscular injury or disorder involving the TA. The experimental protocol
was approved by RMIT University Human Research Ethics Committee and in accordance
with Helsinki Declaration (revised 2004). The experimental protocol was described to the
participants and they gave oral and written consent for participation in the experiment.
Three publications were produced from investigating this research question [97]–[99] two
of which were using a different data set than the third. For this thesis the data set used
in the third publication [99] will be used for this chapter as the signals are of a better
quality.
4.2.2 Electrode Placement
The HD-sEMG device used in this experiment is described in Section 2.2.5. The electrode
array for the device was positioned so that the columns of the array ran close to parallel
with the direction of the muscle fibres [44]. In a previous study it was found that motor
unit synchronisation, which occurs during muscle fatigue, was more easily identifiable
closer to the innervation zone (IZ) [15]. For this reason the electrode array was placed so
that the centre of the array passed over the estimated location of the IZ. To estimate the
location of the IZ the book ‘Atlas of Muscle Innervation Zones’ [16] was used. In the book,
experiments had been conducted to locate the IZ of the TA in 40 participants (20 male and
20 female). On a line between the tibila tuberosity and the intermalleolar line the median
location of the IZ was a point 34% of the line length away from the tibila tuberosity.
This location was used as the approximate location of the IZ for all participants in this
experiment. Before placing the electrode array over the TA and the reference electrodes
on the ankle the skin was cleaned and exfoliated. The columns are numbered 1 to 4 from
lateral to medial and the rows are numbered 16 to 1 form proximal to distal as shown in
Figure 4.1.
4.2.3 Experimental Procedure
During the experiment, the participants were asked to sit on a sturdy chair which was at-
tached to a custom leg rest that had been built for this experiment, as shown in Figure 4.2.
The distance between the chair and the leg rest and the height of the chair was adjustable.
At the end of the leg rest, there was a foot plate used to measure the contraction force.
This setup was adjusted so that the participant’s hip, knee, and ankle were at 90, 140,
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Figure 4.1: The placement and orientation of the electrode array for a participant. The
upper picture shows the location of the high density electrode array on one of the partic-
ipants. The lower picture illustrates the grid arrangement of the electrodes in the same
orientation as the upper picture. C1 to C4 are columns 1 to 4 and R1 to R16 are rows 1
to 16.
and 90 degrees (natural position) respectively. The force sensor was positioned under the
leg rest, attached to the foot plate and the frame of the leg rest such that the sensor was
perpendicular to the foot plate.
Once the participant was comfortably in position their foot and toes were strapped onto
the force plate and then the MVC force of the participant was measured. To do this the
participant was asked to perform a dorsiflexion at their maximum force for 5 seconds. This
was repeated 3 times with a 2 minute break between contractions minimising the effects
of muscle fatigue. The force of the contractions was recorded and the largest value was
then noted as the MVC for the participant.
The next step of the procedure was to fatigue the TA. To aid in doing this a monitor was
positioned in front of the participant with real time feedback from the force sensor. The
display showed a line plot of the force over time, the target force the participant had to
maintain was then marked over the plot, initially this was set to 40% MVC. When ready
the participant maintained an isometric dorsiflexion whilst trying to match the target
force, 40% MVC, as closely as possible until they reached their endurance limit or felt
too much pain to continue. In this context the endurance limit was defined as when the
force produced by the participant drops at least 5% MVC below the target force and the
participant is unable to recover and reach the target force again. Similar endurance limit
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Figure 4.2: The adjustable chair attached to the custom made leg rest that was used to
measure the force of the foot during the muscle fatigue experiment. The adjustable chair,
leg rest, foot plate, and force sensor are all labelled in this picture. The force sensor is,
however, not visible due to its location under the foot between the bottom of the foot
plate and the frame of the foot rest.
protocols have been used in previous fatigue studies [15], [100]–[102]. Once the participant
has reached the endurance limit or is experiencing too much pain to continue the TA is
then assumed to be fatigued and the contraction stops. The participant then rests for a
minimum of 30 minutes until they report that they have recovered and feel no pain or
fatigue in the TA. The target force is then adjusted to 80% MVC and the experiment is
repeated. The two MVCs, 40% and 80%, were chosen so that fatigue caused by high and
low strength MVC can be compared in the analysis. Also, the 40% MVC is low enough to
be considered a low strength contraction but still high enough that it does not take too long
to fatigue, and the 80% MVC is a high strength contraction that will not necessarily hurt
the participant if sustained. During both fatiguing contractions, the HD-sEMG output
was being monitored and recorded.
4.2.4 Data Processing
In this chapter there are three different analysis methods that have been applied to the
data recorded in the experiment, the row wise and column wise pairing, the interaction
method, and the total NMI method. The results produced by these methods are presented
and discussed later in this chapter. However there are a couple of common data processing
steps that occur in each case.
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Loading and organising the data – The data from the HD-sEMG device is saved in a
binary file where each sample is a 32 bit signed integer. This has to be read and converted
into a format that can be used by MATLAB. After this the samples are organised into a
three dimensional matrix which is explained in Section 3.2.1.
Digital filtering - Along with the filter built into the HD-sEMG device (Section 2.2.5)
the data is also passed through two digital filters, a notch filter at 50 Hz to remove power
line noise (was checked and found sufficient in all cases) and a bandpass filter from 20 to
300 Hz to remove any high and low frequency noise [103], [104].
Normalising the results over time - The time it took to fatigue the TA for each
participant varied. When comparing the results of the analysis between subjects this
varied time leads to difficulties, so to avoid this the results were normalised over time.
To normalise the results of the analysis over time the number of windows, W , for each
participant was divided into 10 equal time segments (each window contains 500 samples
as explained in Section 3.2.1). The number of windows in each segment, α, was given
by α = bW/10c, in the case where W is not a multiple of 10 then the remainder, β, was
defined as β = mod(W, 10). If β is greater than 0 then β windows from the start of the
recording were excluded from the analysis since these windows were less likely to have been
recorded when the muscle was fatigued. To identify these time segments for the analysis
two equations were used to define the range of windows in each time segment
ll(k) = β + (k − 1)α+ 1, (4.1)
lu(k) = β + kα, (4.2)
where ll(k) is the first window for the k
th time segment, lu(k) is the last window for the
kth time segment, and k = 1, 2, . . . , 10. The exact implementation of these equations in
the analysis is explained in each of the analysis sections of this chapter.
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4.3 Row Wise and Column Wise Analysis
The first method that was used to analyse the recorded HD-sEMG data was calculating the
NMI between pairs of neighbouring electrodes along the rows and columns of the electrode
array as discussed in Section 3.2.3.1. Since the number of windows in the data was different
for each participant the NMI values were split into 10 time segments (Section 4.2.4).
Equations (4.1) and (4.2) were used to find the range of windows included in the kth time
segment. The average NMI value for each electrode pair in each time segment was then
calculated and plotted to observe how the NMI changed spatially. The average NMI across
the whole array for each time segment was also calculated and the initial (k = 1) and final
(k = 10) values were used to statistically analyse the effect of fatigue and % MVC.
4.3.1 NMI Magnitude Maps
The changes in the NMI between row wise pairs and column wise pairs for two MVC
levels (40% and 80%) over the duration of the fatiguing contraction from a representative
participant are shown in Figures 4.3 and 4.4. The magnitude maps shown in each figure
are during time segments k = 1,5, and 10. The top three plots in each figure show the
magnitude of the NMI between the pairs of electrodes during the 40% MVC contraction
and the bottom three are for the 80% MVC contraction. The horizontal and vertical axes
represents the column and row positions of the electrode pair in the electrode array. The
colour of each point represents the magnitude of the NMI for the electrode pair at that
position. Row wise electrode pairs are used in Figure 4.3, while column wise electrode
pairs are used in Figure 4.4.
From Figures 4.3 and 4.4 it can clearly be seen that the NMI is increasing over time for
both the 40% MVC and 80% MVC contractions. Also the NMI is not the same across the
electrode array, for this participant the electrodes closer to the bottom of the array have
higher NMI values. Also this participant had higher NMI values during the 40% MVC
contraction for both row wise and column wise pairs.
The observations from Figure 4.3 and 4.4 are not necessarily the same for all participants.
However, for most participants a region of high NMI values could generally be observed
and the NMI values from most of the array tended to increase over time.
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Figure 4.3: Six magnitude maps representing the normalised mutual information (NMI)
between row wise pairs of electrodes over time for a single participant. They show how
the NMI across the muscle increases over time for 40% maximum voluntary contraction
(MVC) and 80% MVC. The colour at each point of the graph represents the magnitude of
the NMI for the corresponding electrode pair. The horizontal and vertical axes represent
the column position and row positions of the electrode pair in the electrode array. The
plots left to right represent the NMI magnitude maps during time segments (k) 1, 5, and
10. The upper three plots are during the 40% MVC contraction and lower are during the
80% MVC contraction.
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Figure 4.4: Six magnitude maps representing the normalised mutual information (NMI)
between column wise pairs of electrodes over time for a single participant. They show how
the NMI across the muscle increases over time for 40% maximum voluntary contraction
(MVC) and 80% MVC. The colour at each point of the graph represents the magnitude of
the NMI for the corresponding electrode pair. The horizontal and vertical axes represent
the column positions and row position of the electrode pair in the electrode array. The
plots left to right represent the NMI magnitude maps during time segments (k) 1, 5, and
10. The upper three plots are during the 40% MVC contraction and lower are during the
80% MVC contraction.
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Figure 4.5: The mean and standard deviation of all the participants’ average normalised
mutual information (NMI) for row wise electrode pairs. The top plot is from the 80%
maximum voluntary contraction (MVC) data and the bottom plot is from the 40% MVC
data. In both plots the horizontal axis is the time segment (k), the vertical axis is the
average NMI, and the error bars at each point represent the ± standard deviation.
4.3.2 Summary of NMI Magnitude Maps
The average NMI of the electrode array for each time segment and each participant was
calculated to summarise all the NMI magnitude maps. The mean and standard deviation
across all participants of the average NMI for each time segment is shown in Figures 4.5
and 4.6, with Figure 4.5 calculated from the row wise pairs and Figure 4.6 calculated
from the column wise pairs. The top plot in both figures is the average NMI for the 40%
MVC contraction and bottom plot is the average NMI for the 80% MVC contraction. The
Table 4.1: Comparison of the mean average normalised mutual information (NMI) of all
participants for row wise and column wise pairs and 40% and 80% maximum voluntary
contraction (MVC).
Pairs MVC Initial (k = 1) Final (k = 10) Range
Rows 40% 0.613± 0.221 0.644± 0.0317 0.031
Rows 80% 0.623± 0.0355 0.66± 0.0431 0.037
Columns 40% 0.664± 0.227 0.687± 0.0279 0.023
Columns 80% 0.678± 0.0382 0.707± 0.0447 0.029
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Figure 4.6: The mean and standard deviation of all the participants’ average normalised
mutual information (NMI) for column wise electrode pairs. The top plot is from the 80%
maximum voluntary contraction (MVC) data and the bottom plot is from the 40% MVC
data. In both plots the horizontal axis is the time segment (k), the vertical axis is the
average NMI, and the error bars at each point represent the ± standard deviation.
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horizontal axis is the time segment k and the vertical axis is the average NMI. Each point
of the line in the plot is the mean of the average NMI values for that time segment and
the error bars represent the standard deviation. The initial (k = 1) and final (k = 10)
values from both figures along with the standard deviation and the range of the data are
provided by Table 4.1.
It can be seen from these figures and table (Figures 4.5 and 4.6 and Table 4.1) that
the average NMI is increasing over time for both the row wise pair and column wise pair
methods. In both cases the 80% MVC has a high average value but also has a larger
standard deviation and range. The column wise pair data had higher average values
than the row wise data and had larger standard deviations in most of the time segments.
However, the row wise data had a larger range.
4.3.3 Statistical Analysis
The average NMI values of the participants during the initial and final time segments
were used to find out if fatigue or MVC had a significant effect on the values. To do
this a two way ANOVA was performed after confirming the normality of the data using
the Shapiro–Wilk test. The effect of fatigue (initial and final values) was found to be
significant in the row wise data (F(1,36) = 10.77, p = 0.0023) and in the column wise data
(F(1,36) = 5.57, p = 0.024). The effect of the MVC (40% and 80%) was not significant
for the row wise data (F(1,36) = 1.36, p = 0.25) or the column wise data (F(1,36) = 2.54,
p = 0.12). The mixed effect of fatigue and MVC was also not significant for the row wise
data (F(1,36) = 0.037, p = 0.85) or the column wise data (F(1,36) = 0.0056, p = 0.94).
4.4 NMI Distribution Analysis
While a significant result was obtained by calculating the NMI for row wise and column
wise pairs, in order to further investigate how the NMI changed spatially during muscle
fatigue the NMI distribution methods, discussed in Section 3.2.3.2, were used. Just like the
row and column wise pair methods the NMI was split into 10 time segments (Section 4.2.4)
to normalise the time across all participants. The kth time segment contained the windows
from ll(k) to lu(k) (Equation (4.1) and (4.2) respectively). The NMI distribution equation,
Equation (3.4) from Section 3.2.3.2, was adapted to work with the time segments by
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(a) 40% MVC (b) 80% MVC
Figure 4.7: An example of the Normalised Mutual Information (NMI) between the elec-
trode positioned at row 9 column 3 and every other electrode showing the first (non-
fatigued) and last (fatigued) time segments for 40% Maximum Voluntary Contraction
(MVC) in plot (a) and 80% MVC in plot (b). Blue bars represent the NMI during the
non-fatigued state and yellow bars represent the NMI during the fatigued state.
averaging the NMI values with in the time segment. This adaptation created the equation
Ar,c,k(n,m) =
∑lu(k)
w=ll(k)
NMI(Sr,c,w;Sn,m,w)
α
, (4.3)
The NMI distributions of the time segments for each electrode were then calculated to
observe changes in the NMI during muscle fatigue.
The NMI distributions of the electrode located in row 9 column 3 of the electrode array
taken from a representative participant are shown in Figures 4.7a and 4.7b. The row axis
represents n and the column axis represents m in Equation (4.3). The blue bars represent
the NMI distribution A9,3,1(n,m), The initial distribution (k = 1), and the yellow bars
are A9,3,10(n,m), the final distribution (k = 10). The NMI distributions in Figure 4.7a are
from the 40% MVC contraction and in Figure 4.7b are from the 80% MVC contraction.
The distributions peak at row 9 column 3 due to the NMI between identical signals
always being 1, and steeply slopes away from that point levelling out close to the extremi-
ties of the electrode array. This slope indicates that the NMI between electrodes decreases
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as the distance between the electrodes increases. Also, as observed with the column wise
and row wise methods, the NMI has increased between the initial and final distributions.
However, Figures 4.7a and 4.7b illustrate that this is not limited to just row wise and col-
umn wise pairs since the increase can be observed between row 9 column 3 and most of the
other electrodes. Distributions of other electrodes from the same and other participants
had similar observations.
While the NMI distributions show changes in the NMI during fatigue in its current
form it is difficult to understand how all these distributions are changing compared to
distributions formed by other electrodes in the array. Two NMI distribution summary
methods, discussed in Section 3.2.4, were developed in response to this issue. These
summaries provide information about how these distributions are changing with time and
can also be visualised providing some insight into how these distributions change spatially.
4.4.1 Interaction Map Analysis
The first NMI distribution summary method developed and used to analyse muscle fatigue
was the interaction map method. This method uses a NMI threshold to identify the
number of other electrodes that are interacting with each electrode. In this context two
electrodes are considered similar when they are interacting. This method was discussed
in Section 3.2.4.1, however it has been adapted in this section to work with time segments
where the kth time segment contains a range of windows defined by Equations (4.1) and
(4.2). The adaptation uses the time segmented NMI distribution, Equation (4.3), instead
of the standard NMI distribution, Equation (3.4), which produces the equation
f(r, c, k) =
(
R∑
n=1
C∑
m=1

1, ifAr,c,k(n,m) ≥ v
0, ifAr,c,k(n,m) < v
)
− 1, (4.4)
where f(r, c, k) is the number of interactions the electrode in row r column c had based on
the average NMI during time segment k. For this investigation the value of the threshold,
v, was set to 0.5 since a NMI value of 0.5 would imply that 50% of the information of at
least one electrode is shared with the other electrode. This adapted equation was then
used to analyse the HD-sEMG data during muscle fatigue.
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Figure 4.8: Six magnitude maps representing the interaction maps over time for a single
participant with a threshold of 0.5. They show how the interactions increase over time
for 40% maximum voluntary contraction (MVC) and 80% MVC. The colour at each point
of the graph represents the number of interactions for the corresponding electrode. The
horizontal and vertical axes represent the column and row position of the electrode in
the electrode array. The plots left to right represent the interaction maps during time
segments (k) 1, 5, and 10. The upper three plots are during the 40% MVC contraction
and lower are during the 80% MVC contraction.
4.4.1.1 Interaction Maps
The interaction maps generated using Equation (4.4) are shown in Figure 4.8, with the
threshold, v, set to 0.5, for a representative participant during both 40% and 80% MVC
contractions. The top three plots of the figure are interaction maps generated from the
40% MVC contraction and the bottom three are from the 80% MVC contraction. The hor-
izontal and vertical axis of each interaction map represents the column and row positions
of each electrode. The interaction maps left to right represent when k = 1, 5, and 10. The
colour at each point represents the magnitude of f(r, c, k), the number of interactions, for
the electrode at that position for that time segment.
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Table 4.2: Comparison of the average F (k) for 40% and 80% maximum voluntary con-
traction (MVC) for all participants.
MVC Initial (k = 1) Final (k = 10) Range
40% 559.78± 125.88 803.78± 321.66 244
80% 647.33± 222.94 980.67± 372.91 333.33
The number of interactions for most of the electrodes in Figure 4.8 is increasing over the
duration of the contraction. This indicates that more and more electrodes are becoming
similar to each other as the muscle fatigues. This behaviour is in line with what was
observed for the NMI distributions in Figure 4.7. Towards the bottom of the interaction
maps there is a region with a high interaction count. Also, a higher number of interactions
were observed in the 40% MVC contraction compared to the 80% MVC contraction.
These observations are similar to the observation made about the row wise and column
wise magnitude maps (Figures 4.3 and 4.4). However the region with a high number of
interactions is more well defined than the region with high NMI in Figures 4.3 and 4.4.
The observations from Figure 4.8 are not necessarily the same for all participants. How-
ever, for most participants the number of interactions for each electrode over the duration
of the contraction could be observed to be increasing. Also, regions with a higher number
of interactions could be observed for most of the participants.
4.4.1.2 Summary of the Interaction Maps
While the interaction maps are summaries of the NMI distributions they are still a two
dimensional array of values. To compare these interaction maps between participants
and for statistical analysis the interaction maps were further summarised into a single
value, the total number of interactions. Due to the interaction maps counting how many
electrodes are similar to each electrode this value was used as an overall score for how
much of the array is similar. The equation used to calculate this score is
F (k) =
R∑
r=1
C∑
c=1
f(r, c, k), (4.5)
where F (k) is the total number of interactions for time segment k. The F (k) for all
participants was calculated, the average and standard deviation of these values are shown
in Figure 4.9 and Table 4.2 has a summary of some of these values.
60 Chapter 4 Adrian Bingham
Applications of Normalised Mutual Information in HD-sEMG
Figure 4.9: The mean and standard deviation of F (k) for all participants. The top plot is
from the 80% maximum voluntary contraction (MVC) data and the bottom plot is from
the 40% MVC data. In both plots the horizontal axis is the time segment (k), the vertical
axis is F (k), and the error bars at each point represent the ± standard deviation.
In Figure 4.9 the top plot is the average F (k) during the 40% MVC contractions and
the bottom plot is during the 80% MVC contractions. The horizontal axis for both plots
is the time segment k and the vertical axis is the F (k). Each point of the line in the
plots is the average F (k) for that time segment and the error bars represent the standard
deviation. The initial (k = 1) and the final (k = 10) values of these plots along with the
range are provided by Table 4.2.
From Figure 4.9 it can be seen that the average F (k) is increasing over time which
suggests that the total number of interactions increased for most participants over the
duration of their contraction. The 80% MVC contraction produced a higher average F (k)
than the 40% MVC contraction and had a larger range. The 40% MVC contraction
had smaller standard deviations. And for both the 80% and 40% MVC contractions the
standard deviations were larger towards the end of the contraction.
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4.4.1.3 Statistical Analysis
The F (k) of each participant during each contraction (40% and 80% MVC) when k = 1
(the non-fatigued state) and when k = 10 (the fatigued state) was used to find out if
fatigue or MVC had a significant effect on F (k). A two way ANOVA was used to test
this after confirming the normality of the data using the Shapiro–Wilk test. The effect
of fatigue was found to be significant (F(1,36) = 11.46, p = 0.0017) and the effect of the
MVC was not significant (F(1,36) = 2.03, p = 0.16). The mixed effect of fatigue and
MVC was also not significant (F(1,36) = 0.14, p = 0.71). The row wise pair method was
similarly affected by fatigue as the interaction map method. However, the effect of fatigue
was stronger in the interaction map method compared to the column wise pair method.
4.4.2 Total NMI Analysis
The Total NMI method was another NMI distribution summary method developed and
used to analyse muscle fatigue. This method sums together all the NMI values in the NMI
distribution for an electrode which is effectively a discrete double integral of the electrod’s
NMI distributions. This value is then used to represent how similar that electrode is with
ever other electrode. This method was discussed in Section 3.2.4.2, However in this section
it has been adapted to work with time segments where the kth time segment contains a
range of windows defined by Equations (4.1) and (4.2). The adaptation uses the time
segmented NMI distribution, Equation (4.3), instead of the standard NMI distribution,
Equation (3.4), which produces the equation
g(r, c, k) =
R∑
n=1
C∑
m=1
Ar,c,k(n,m), (4.6)
where g(r, c, k) is the total NMI of the NMI distribution for the electrode in row r
column c during time segment k. This adapted equation was then used to analyse the
HD-sEMG data during muscle fatigue.
4.4.2.1 Total NMI Magnitude Maps
The magnitude maps of the total NMI for each electrode generated using Equation (4.6)
for a representative participant during both 40% and 80% MVC contractions are shown in
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Figure 4.10: Six magnitude maps representing the total normalised mutual information
(NMI) over time for a single participant. They show how the total NMI increases over time
for 40% maximum voluntary contraction (MVC) and 80% MVC. The colour at each point
of the graph represents the total NMI for the corresponding electrode. The horizontal and
vertical axes represent the column and row position of the electrode in the electrode array.
The plots left to right represent the total NMI magnitude maps during time segments (k)
1, 5, and 10. The upper three plots are during the 40% MVC contraction and lower are
during the 80% MVC contraction.
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Figure 4.10. The top three magnitude maps are from the 40% MVC data and the bottom
three are from the 80% MVC data. The magnitude maps from left to right represent when
k = 1,5, and 10. The horizontal and vertical axes represents the column and row positions
of the electrodes in the electrode array. The colour at each point represents the magnitude
of the total NMI for the electrode at that position during that time segment.
Similar to the interaction method the value of total NMI for each electrode can be
seen to be increasing over the duration of the contraction in Figure 4.10. This indicates
that the magnitude of the NMI between all of the electrodes is overall increasing as the
muscle fatigues. Also, just like the other methods, a region of high total NMI can be seen.
However, in this case the region is not so well defined and is very large in the 40% MVC
contraction nearly taking up the whole array. Also the total NMI was higher during the
40% MVC contraction compared to the 80% MVC contraction.
These observations from Figure 4.10 are not necessarily the same for all participants.
However, for most participants the total NMI for each electrode over the duration of the
contraction could be observed to be increasing. Also, regions with a higher total NMI
could be observed for most of the participants.
4.4.2.2 Summary of the Total NMI
While the magnitude maps of the total NMI summarises the NMI distributions, as with the
interaction maps, they are still essentially a two dimensional array of values. Therefore,
in the same way the interaction maps were summarised it is also necessary to summarise
these total NMI magnitude maps. The sum of every electrode’s total NMI for the time
segment k was used to summarise the total NMI magnitude maps and was calculated using
the equation
G(k) =
R∑
r=1
C∑
c=1
g(r, c, k), (4.7)
where G(k) is the sum of every electrode’s total NMI for the time segment k. This
summary method produces a value that was used to compare the total NMI between
participants, for statistical analysis, and as an overall score for how similar the electrodes in
the electrode array were to each other. Unlike the summary method of the interaction map
this similarity score is based on the amplitude of the NMI, not on how many electrodes are
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Figure 4.11: The mean and standard deviation of G(k) for all participants. The top plot
is from the 80% maximum voluntary contraction (MVC) data and the bottom plot is from
the 40% MVC data. In both plots the horizontal axis is the time segment (k), the vertical
axis is G(k), and the error bars at each point represent the ± standard deviation.
Table 4.3: Comparison of the average G(k) for 40% and 80% maximum voluntary con-
traction (MVC) for all participants.
MVC Initial (k = 1) Final (k = 10) Range
40% 1359.95± 127.92 1543.62± 194.7 183.66
80% 1390.23± 145.06 1639.98± 200.84 249.75
similar. The G(k) for all participants was calculated, the average and standard deviation
of these values is shown in Figure 4.11 and Table 4.3 has a summary of some of these
values.
In Figure 4.11 the top plot is the average G(k) during the 40% MVC contractions and
the bottom plot is during the 80% MVC contractions. The horizontal axis for both plots
is the time segment k and the vertical axis is G(k). Each point of the line in the plots is
average G(k) for that time segment and the error bars represent the standard deviation.
The initial (k = 1) and the final (k = 10) values of these plots along with the range are
provided by Table 4.3.
From Figure 4.11 it can be seen that the average G(k) is increasing over time which
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indicates that the total NMI of the electrodes are generally increasing for all participants
and during both contractions. The 80% MVC contraction has the larger average G(k), a
larger range than the 40% MVC contraction, and also has larger standard deviations for
most of the time segments. For both the 40% and 80% MVC contractions the standard
deviation is its largest when k = 10.
4.4.2.3 Statistical Analysis
The G(k) of each participant during each contraction (40% and 80% MVC) when k = 1
(the non-fatigued state) and when k = 10 (the fatigued state) was used to find out if
fatigue or MVC had a significant effect on G(k). A two way ANOVA was used to test
this after confirming the normality of the data using the Shapiro–Wilk test. The effect
of fatigue was found to be significant (F(1,36) = 16.4, p = 0.00026) and the effect of the
MVC was not significant (F(1,36) = 1.33, p = 0.26). The mixed effect of fatigue and
MVC was also not significant (F(1,36) = 0.41, p = 0.53). Compared to the row wise pairs
method and the interaction map method the total NMI was more significantly affected by
fatigue.
4.5 Discussion
There are many physiological changes that can occur during muscle fatigue [13], [15], [25],
[72], [105], [106] and many of these changes can affect the similarity between sEMG sig-
nals as discussed in Section 3.1. Of the changes that can occur there are two that are
of particular interest, an increase in the synchronisation of motor units and the decrease
in the MFCV. Studies have developed methods that identify these changes to monitor
muscle fatigue, using the spatial information of HD-sEMG to estimate the conduction ve-
locity (CV) [44], [75] and an independence measure to identify motor unit synchronisation
[13], [14]. However this work does not specifically identify these underlying physiological
changes. Instead, these known changes are discussed in terms of how they would affect
the similarity between sEMG signals.
In this chapter, HD-sEMG recordings of the TA during muscle fatigue were analysed.
Earlier studies have shown that during muscle fatigue of the TA the motor units synchro-
nise [107], [108] and the MFCV decreases [44]. Therefore, it was anticipated that these
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symptoms would manifest during the experiments. In the three different variations of
analysis performed, as the participants experienced muscle fatigue in the TA, the NMI of
the sEMG signals recorded from multiple electrodes in the high density array increased.
Considering the known changes in motor unit behaviour and MFCV that occurs during
muscle fatigue [13], [15], [25], [72], [105], [106] a plausible foundation for why the NMI was
observed to be increasing can be developed.
Building from the ideas discussed in Section 3.1 a more complete picture of how these
factors affect the similarity between electrodes in a high density electrode array can be
constructed. First, consider the inter-electrode distance (IED), the smaller the distance
is the more similar the recorded signals will be between neighbouring electrodes. Also,
considering the small spacing of the high density electrode array it is likely that the detec-
tion area of multiple electrodes will overlap leading to many motor unit action potentials
(MUAP) being recorded simultaneously by multiple electrodes. However, when compar-
ing the signals recorded by electrodes that are not neighbours then the IED effectively
increases. This can introduce lag and degradation to the signals if both electrodes are de-
tecting MUAPs from the same muscle fibre which decreases the similarity of the signals,
with Lag due to the time it takes to propagate between the electrodes and degradation
due to the MUAP amplitude decreasing as it propagates. The CV of the MUAPs will
affect the lag between the two electrodes. Higher CV reduces the lag which increases the
similarity between the signals depending on the IED. Another possible physiological factor
is the firing rate of the motor unit (Section 2.1.2.3). The firing rate would only have a
small effect on the similarity between sEMG signals depending on the number of data
samples being compared and the IED.
It is expected that during muscle fatigue the MFCV would be decreasing, motor units
would synchronise, and motor unit firing rates and recruitment would vary depending on
the force and endurance time. The effect of these factors combined can be captured by the
increasing similarity in the sEMG signal recorded from each electrode in the high density
array which is represented by the NMI increasing. However, as mentioned in Section 2.3.4,
the NMI measures all linear and nonlinear dependences between data sets and is therefore
not limited to just changes in motor unit behaviour discussed here. There may be a
number of other factors that can affect similarities between different sEMG signals which
may or may not be related to muscle fatigue. It is important to consider these factors
when interpreting the NMI.
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Initially the row wise and column wise pair method was used to analyse the changes
in the NMI spatially during muscle fatigue. The results from this analysis showed that
fatigue significantly affected the average NMI of each participant and that the average
NMI increased during muscle fatigue. NMI magnitude maps taken from a representative
participant’s HD-sEMG recording are shown in Figures 4.3 and 4.4, they are an example of
how the NMI changed spatially over the muscle. These NMI magnitude maps demonstrate
that the NMI will increase significantly with multiple electrode pair orientations. Also,
when comparing these figures it is also clear that the orientation of the electrode pair will
produce a different NMI value. The electrode pair’s location relative to the muscle was also
shown to affect the resulting NMI since there are clear regions with higher or lower NMI
values than the other electrode pairs. Considering these observations the NMI measure is
clearly affected by the location of the electrodes. Therefore, a detailed justification for the
orientation and location relative to the muscle would be required to continue using this
pair wise method.
To better understand how the NMI is changing spatially during muscle fatigue NMI
distributions of the HD-sEMG recordings were generated and analysed. An example of
the NMI distributions that were generated is shown in Figure 4.7. There are two key
points these NMI distributions demonstrate. First, the NMI distributions show that not
only do the orientation and location of the electrode pair relative to the muscle affect
the NMI but the IED can also affect it too. Electrode pairs with larger IEDs had much
smaller NMI values compared to the pairs with smaller IEDs. Secondly, a single electrode
pair is not sufficient to summarise the similarities of each electrode with respect to the
region covered by the electrode array. This is due to the shape of the NMI distributions
for each electrode. They peak at the electrode position, steeply slope away from the peak,
and flatten out at the extremities of the distribution. The NMI between a single electrode
pair cannot represent this ‘similarity profile’ of the electrode. However, in most cases, the
NMI of the electrode pairs in the NMI distributions still increased during muscle fatigue.
To summarise the information from these NMI distributions the interaction and total
NMI methods were used to analyse the HD-sEMG data. While both these methods sum-
marise the NMI distributions they identify different aspects about the distribution. The
total NMI is the sum of the NMI distribution for each electrode which can be interpreted
as a score for how similar the electrode is to the rest of the electrode array. On the
other hand, the number of interactions each electrode has is an indication of how many
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other electrodes in the array are similar to it. Also, both these methods do not necessar-
ily require the electrode array to be oriented with the muscle fibre direction, only that
all the electrodes in the array cover the same muscle. The total NMI and the number
of interactions were found to be significantly affected by muscle fatigue and on average
they increased during muscle fatigue. This indicates that not only was the NMI between
electrodes increasing but also the number of electrodes similar to each other was also
increasing during muscle fatigue.
Overall, in this chapter it has been shown that the NMI between electrodes of any
orientation and location over the same muscle will on average increase during muscle
fatigue for the TA. This result supports the hypothesis proposed by earlier researchers
that there is an increase in similarity or dependence between electrodes during muscle
fatigue. However, the amplitude of the NMI differs depending on the electrode’s location
and orientation relative to the muscle and the IED between the electrodes. While this
chapter did not directly identify any of the physiological changes that were expected to
occur during muscle fatigue, from what is known about motor unit behaviour and MFCV
during muscle fatigue most of the observed changes can be explained. The regions of high
NMI present in the row wise and column wise pairs, total NMI magnitude maps, and
interaction maps are not entirely understood. However, a possible explanation related to
the IZ is discussed in Chapter 5. NMI was shown to have the potential to monitor the
progression of muscle fatigue but the analysis performed using NMI in this chapter lacks
the ability to identify its presence without reference. The variability between subjects as
illustrated by Figures 4.5, 4.6, 4.9, and 4.11 as well as Tables 4.1, 4.2, and 4.3 indicates
that classifying fatigued and non-fatigued recordings purely based on the methods in
this chapter would not work. Also due to how the NMI varies spatially variations in
placement could yield different results. Despite these issues, the methods presented in
this chapter offer a unique solution to monitoring the progression of muscle fatigue whilst
also minimising possible issues caused by electrode placement.
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Chapter 5
The Innervation Zone’s Effect on
NMI Distributions
This chapter focuses on investigating the effect the innervation zone (IZ) has on the nor-
malised mutual information (NMI) distributions produced by the high density surface elec-
tromyography (HD-sEMG) recording. The short head of the biceps brachii was recorded
using HD-sEMG during an isometric contraction at four different maximum voluntary con-
traction (MVC) levels. The recordings were manually inspected to identify the location
of the IZs in each window of data, after which, these recordings were analysed using the
NMI distributions and its summary methods and the results compared with the estimated
location of the IZs.
5.1 Chapter Introduction
The IZ, as discussed in Section 2.1.2.1, is a region of muscle that contains many neuromus-
cular junctions. The action potentials, that makeup surface electromyography (sEMG),
propagate away from these neuromuscular junctions. When recording bipolar sEMG the
IZ is often avoided as placing the electrodes across the IZ will result in a low amplitude
signal with minimal activity. By knowing the location of the IZ such low quality record-
ings can be avoided by placing the electrode at a more ideal location [39], [82]. This issue
is even more pronounced when using HD-sEMG where the electrode array usually covers
a larger area of the muscle and there are many more electrodes. Therefore, it is more
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likely for the electrode array to cover an IZ potentially producing unwanted artefacts in
the HD-sEMG recording. As such it is important to know the locations of IZs relative to
the surface electrodes being placed and understand the potential effects they can have on
sEMG recordings.
Identifying the location of IZs has applications beyond just correctly placing electrodes.
There are two notable examples of how identifying the location of the IZ can aid in clinical
procedures. The first example has to do with the neurotoxin botulinum which is often
used to treat neurological disorders such as dystonia and spasticity. A study investigated
the effect of low dosage injections targeted at the IZ of the muscle [109]. The study found
that targeting the IZ can improve the effectiveness of the toxin. Due to this improvement,
the dosage of the toxin can be reduced minimising some of the risks of this treatment. The
second example is the episiotomy procedure during childbirth. There is a risk that the
incision from this procedure can cause partial denervation of the external anal sphincter.
To minimise this risk studies have developed a method for identifying the location of
IZs in the external anal sphincter [50], [54], [110], [111]. Obstetricians that collect this
information before delivery can use it to evaluate the risks of an episiotomy and to pick a
preferred side for the incision.
One of the earliest applications of HD-sEMG is the manual identification of IZs through
visual inspection of the recorded signals [11], [112]. This is often done using linear electrode
arrays configured to record bipolar sEMG. The recorded signals are plotted in a column
so that it is easier to visualise waveforms propagating from electrode to electrode (row to
row) in the linear array. These propagating waveforms form propagation patterns in the
plot, of which there are two distinctive ‘V’ shaped patterns used to identify the location
of IZs. This is discussed in more detail in Section 5.3. When developing new methods for
identifying IZs, visual inspection of the HD-sEMG by an expert is often the gold standard
for non-invasively identifying IZs [10], [33], [51], [54]. However manually inspecting HD-
sEMG for IZs is a tedious and time-consuming task that is prone to many human errors.
Also, consider that changing the gain and the length of the data displayed can change a
person’s perception of the data making it difficult to identify a propagation pattern. It
is because of these issues that researchers have been developing methods to identify IZs
automatically. However, there are still studies that rely solely on manually inspecting
HD-sEMG to identify IZs [33], [34], [53].
There are a variety of methods that have been developed for identifying IZ locations au-
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tomatically from HD-sEMG data. Some of these methods can locate the IZ by identifying
changes in basic attributes of the signals. The amplitude of bipolar signals has been used
to identify IZs as the electrodes close to the IZ will usually have the lowest amplitude [10],
[12]. The electrodes close to the IZ also tend to have a higher mean frequency which has
also been used to identify the IZ location [10], [12]. However, similar changes in amplitude
and mean frequency have been known to occur in signals from electrodes near the ten-
don regions of a muscle making these methods more error prone when used for automatic
identification. More recently the gradient of the monopolar HD-sEMG has been used for
identifying the location of IZs [52]. Action potentials with the steepest positive gradient
were produced by electrodes nearest the IZ. There are also other methods that rely on
more complex relationships or methods. Cross correlation based methods are a popular
method for identifying IZs [10]–[12]. They identify the location of an IZ by analysing the
time delays between sEMG signals caused by action potential propagation. In the case of
multiple IZs some modification is necessary. Radon transforms [48] and template matching
[50], [113] methods have been used to identify the characteristic ‘V’ shape caused by the
propagating action potentials, which identify the location of IZs. There are also methods
that adapt image processing methods and convert HD-sEMG recordings into images to
identify the locations of IZs. Such methods include optical flow [51], image segmentation
[49], and two dimensional correlation [54].
There are two weaknesses that are common amongst many of these methods. First is the
assumption the electrode array is aligned to the muscle fibre direction. This alignment is
essential for most methods as it ensures the action potential produced by the IZ propagates
in a predictable manner across the electrode array creating the characteristic ‘V’ shape.
However, in the case of muscles with more complex fibre structures it would be more
difficult to align the electrode array. Even for muscles with simple fibre structures it can
be time consuming to ensure the array is correctly aligned. Second is the reliance on an
identifiable propagation pattern. There are many ways to distort the propagation patterns
in the HD-sEMG recording, the most obvious being misalignment of the electrode array,
another is interference from other wave forms. Multiple wave forms, most likely action
potentials caused by having multiple IZs, colliding and interacting can make it difficult to
distinguish a clear propagation pattern.
This chapter aims to investigate the effect of IZs on the NMI distributions during a va-
riety of isometric contractions, and, in doing so, also determine the potential of using NMI
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distributions for automatically identifying the location of IZs. Since the NMI distributions
monitor how similar each electrode is with every other electrode requirements such as ar-
ray alignment and well defined propagation patterns are potentially unnecessary, as long
as the IZ is under the array. HD-sEMG recordings of the short head of the biceps brachii
were used, as the IZs for this muscle is relatively easy to identify through visual inspection
compared to other muscles. The locations of the IZs are compared to NMI distributions
and their summary methods. The observations from these comparisons are then explained
and discussed. The experimental setup and procedures used for collecting data from the
participants is described in Section 5.2. The process used for identifying the location of
the IZs through visual inspection is explained in Section 5.3. The observations from the
comparisons are explained in Section 5.4. Finally, Section 5.5 is a discussion about the
observations and the potential for using NMI distributions to automatically identify IZs.
5.2 Experimental Setup and Procedure
This section covers the experimental design and procedure for the experiment performed
for this chapter.
5.2.1 Participants
Five healthy participants volunteered to participate in this experiment. Two participants
were male and the other three were female, the age of the participants ranged from 25
to 28 with a mean age of 26. All the participants included in this experiment had no
prior or current muscular injury involving the Biceps Brachii and no muscular disorders.
The experimental protocol was approved by RMIT University Human Research Ethics
Committee and in accordance with Helsinki Declaration (revised 2004). The experimental
protocol was described to the participants and they gave oral and written consent for
participation in the experiment.
5.2.2 Electrode Placement
For this experiment the electrode array for the HD-sEMG device (see Section 2.2.5) needed
to be placed so that the columns of the array were close to parallel with the muscle fibres
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and the IZ was close to the centre of the array. The array was placed over the short head of
the biceps brachii of the participant’s dominant arm so that the centre of the array passed
over the estimated location of the IZ. Based on the information provided by the book
‘Atlas of Muscle Innervation Zones’ [16] the IZ was estimated to be at 70% of the distance
between the acronmion and the distal insertion of the biceps brachii tendon measured
from the acronmion. Before placing the electrode array over the biceps brachii, and the
reference electrodes on the elbow, the skin was cleaned and exfoliated. The columns of
the array are numbered 1 to 4 from lateral to medial and the rows are numbered 1 to 16
from distal to proximal.
After placement of the electrodes the participant performed a short 5 second sub maxi-
mal isometric contraction for the HD-sEMG device to record. The recording was analysed
to check the electrode array was positioned correctly over the muscle. The signal was band
pass filtered (20 – 300 Hz), notch filtered (50 Hz), and then spatially filtered to produce
bipolar HD-sEMG where the differential was between rows (giving 15 rows and 4 columns
of bipolar sEMG). The recording was then checked for any abnormalities and any indi-
cators that the array was incorrectly placed. If any issue with the placement was found
the electrode array was replaced. These recordings were also used to manually identify
the location of the IZ (further explained in Section 5.3). The IZ, for ease of investigation,
needed to be between rows 6 and 12 of the electrode array. In the case of multiple IZs
at least one had to be in this range. If the IZ was outside of this range its location was
marked on the participant’s skin, the electrode array was removed, and a new array was
placed closer to the identified IZ. Whenever the electrode array was replaced this process
was repeated ensuring the IZ was correctly positioned under the array and that the quality
of the recording was acceptable.
5.2.3 Experimental Procedure
At the start of the experiment, the participant is asked to sit on a height-adjustable chair in
front of a height-adjustable table. The table has been modified so that the force produced
from the participant’s isometric contraction can be measured, as shown in Figure 5.1. A
steel cable has been anchored to the steel leg of the table closest to the participant near
the underside of the table top. The cable runs under the table towards a set of pulleys
that have been attached to the table on the side opposite to the participant. The pulleys
redirect the cable towards the participant on the top side of the table. A section of the
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Figure 5.1: The modified adjustable table used to measure the force produced by the
biceps brachii contracting. The handle, table leg, turn buckle, pulleys, steel cable, force
sensor, and the anchor point for the steel cable are all labelled in this figure. The base of
the table is not in this figure which has 60 Kg of sandbags to weigh it down and castors
to move the table into position.
cable under the table was replaced with a force sensor to measure the force pulling on the
cable. Another section of cable on the top side of table was replaced with a steel turn
buckle so the length of the cable could be adjusted for different participants. A handle
was attached to the end of the cable allowing the participant to grip and pull the cable.
The table top was covered with a thick layer of foam to cushion the elbow during the
contraction, and 60 Kg of sandbags were also placed on the steel frame at the base of the
table to stop it from moving. The height of the table and chair and the length of the cable
were all adjusted to suit the participant.
During the experiment the participant was required to pull the cable towards themself
using their dominant arm with their elbow planted on the table. In such a contraction the
biceps brachii is the dominant muscle producing majority of the force. To minimise the
effect of other muscles the height of the table and chair is adjusted so that the elbow is level
with the shoulder during the contraction. As the height of the table and chair was adjusted
the participant performed short contractions to check if the elbow and shoulder remained
level while the foam on the tabletop was compressed. Next, the length of the cable was
adjusted using the turn buckle so that the angle of the elbow was 120 degrees during
contraction. This angle was chosen because the electrode array cables and connectors
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were running toward the elbow joint. The 120 degree angle granted adequate clearance
making the cables and connectors easier to manage. Once all the adjustments for the
participant have been made the electrode array was placed over the short head of the
biceps brachii as described in Section 5.2.2.
The maximum voluntary contraction force (MVC) of the participant was then measured.
To do this the participant is asked to pull the cable at their maximum force for 5 seconds.
The participant had to complete this while maintaining a straight posture and wrist, no
leaning or other movement that may leverage their arm. This was repeated 3 times with
a 2 minute break between contractions minimising the effects of muscle fatigue. The force
of each contraction was recorded and the largest value was then used as the participant’s
MVC.
The next step of the experiment was to record the biceps brachii whilst it was contracting
at various force levels. To aid in doing this a monitor was positioned in front of the
participant and displayed real time feedback from the force sensor under the table. The
monitor displayed a bar meter that represented the current force at which the participant
is pulling the cable and a horizontal line positioned at the target force the participant
needed to hold during the isometric contraction. When the participant was ready a 10
second countdown began, during this time the participant practiced getting their force to
match the target force and holding it steady. Once the countdown is finished, the HD-
sEMG began recording and another 10 second countdown began. During this countdown
the participant matched the target force keeping their force as steady as they could. At
the end of the countdown the HD-sEMG stopped recording and the participant relaxed
and was given a 2 minute break. When the countdown was finished, the participant was
prompted both verbally by the operator and visually by a text prompt on the screen. Each
participant completed this experimental procedure repeating the processes for each of the
target forces of 20%, 40%, 60%, and 80% MVC in random order.
5.3 Manual Identification of Innervation Zones
To identify the IZ through visual inspection it is common to use bipolar HD-sEMG instead
of monopolar HD-sEMG as it is far easier to visually identify propagating action potentials.
The electrode array should be close to parallel with the muscle fibre direction oriented with
the electrode pairs for the bipolar recording along the direction of the fibres. In this case
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Figure 5.2: A sample of high density surface electromyography (HD-sEMG) from the
biceps brachii. Each set of axes represents a column in the electrode array, the horizontal
axis represents the time in samples (2441 Hz sampling rate), and the vertical axis is the
bipolar rows of the electrode array. Each plot is the bipolar surface electromyography
(sEMG) produced at that location in the electrode array.
the electrodes were paired along the columns and the columns were close to parallel with
the muscle fibres. If the electrode array is positioned over an IZ there should be action
potentials propagating away from the closest electrodes. The action potential generated by
the IZ will propagate along the muscle fibre in both directions which results in there being
two visually identifiable action potentials traveling in opposite directions. Also, due to
the bipolar configuration of the array these action potentials will have opposite polarities
in the recorded sEMG. As the action potentials propagate from row to row there will be
a slight time shift representing the propagation over time. The action potentials will also
suffer degradation or will combine with other action potentials as they travel further away
from the IZ. When the sEMG of each of the rows are plotted in order, spaced out on the
same axis this propagation pattern forms a ‘V’ shape. Examples of this can be seen in
Figure 5.2.
A sample of HD-sEMG from the biceps brachii taken during an 80% MVC isometric
contraction is shown in Figure 5.2. Each set of axes represents a column in the electrode
array and the horizontal axis represents the time in samples (2441 Hz sampling rate). The
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vertical axis is the bipolar rows of the electrode array, there were 16 electrodes in each
column which were used to produce the 15 bipolar signals (electrode 16 and 15 produced
row 15, electrode 15 and 14 produced row 14, and so on). Each plot is the bipolar sEMG
produced at that location in the electrode array. The thick black dashed lines highlight two
clear examples of the propagation pattern produced by an IZ in columns 1 and 4. While
there are other propagation patterns caused by IZs in column 2 and 3, the highlighted ones
in column 1 and 4 are the clearest. Therefore, this section will only use the propagation
patterns of column 1 and 2 as examples.
The first example is of a minimum amplitude pattern, it is located in column 1 where
two action potentials can be seen propagating away from row 9. The action potentials
can be seen propagating from rows 8 to 4 and 10 to 15 and these action potentials have
opposite polarities. The sEMG signal in row 9 is close to flat, since it is a bipolar signal
this would be due to a similar signal being recorded by both electrodes used to produce the
signal. Because there are action potentials propagating away from row 9 this flat signal is
not assumed to be a fault in the recording. Instead it is more likely that the IZ is between
the electrode pair. This would cause the electrodes to record the same action potential at
the same, if not, close to the same time resulting in the observed flat line.
The second example is of a phase reversal pattern, it is located in column 4 where there
are two action potentials observed propagating away from a point between rows 4 and 5.
The action potentials can be seen propagating from 5 to 10 and 4 to 1 and these action
potentials also have opposite polarities. However, in this case there is no flat sEMG signal
that the action potentials are propagating away from. Instead the polarity of the action
potential reverses between rows 4 and 5 and propagates away. The likely cause for this
is that the IZ is located under or close to the electrode shared between rows 4 and 5. If
the IZ was under an electrode it would record the action potential and then the electrodes
on both sides would record a time shifted version of it. The two bipolar signals produced
from these three electrodes would simply be the same wave form but one would be the
polar reverse of the other as observed in rows 4 and 5.
These two examples are the two expected propagation patterns produced by IZs. When
manually identifying IZs it is these patterns that are visually identified to estimate the
location of an IZ. In this thesis the IZ location need to be compared to the NMI distri-
butions which use monopolar data. Therefore these estimates need to be converted from
bipolar to monopolar. The location of IZs that had the minimum amplitude pattern was
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estimated to be under both electrodes since it lies between them, and the location of IZs
that had the phase reversal pattern was estimated to be under the electrode shared with
both rows. Also, the IZ is not limited to a single position in the electrode array. For a
large IZ different parts of the IZ may activate at different times causing many IZs to be
identified close together in which case the whole region is the IZ.
5.4 Observed Effects of the IZ on NMI Distributions
The HD-sEMG recordings produced from the experimental procedure presented in Sec-
tion 5.2.3 were all manually inspected to identify the location of IZs. From this infor-
mation the location of the IZ could be identified for each time window in the recording
(500 samples per window) allowing direct comparison between IZ locations and the NMI
distributions and their summary methods (Section 3.2). The recordings contained either
a single IZ or two IZs, both cases will be discussed in terms of the effect they had on the
NMI distributions, total NMI magnitude map, and the interaction map.
NMI distributions produced from the same window of HD-sEMG data taken from a
participant during an 80% MVC contraction are shown in Figures 5.3a, 5.3b, and 5.3c.
On the left is the NMI distribution of the electrode in row 15 column 3 (A15,3,1(n,m)),
the middle is of the electrode in row 11 column 3 (A11,3,1(n,m)), and the right is of the
electrode in row 6 column 3 (A6,3,1(n,m)). The horizontal and vertical axes represent the
column and row positions of the electrodes in the array. The colour of each point repre-
sents the NMI for that position in the NMI distribution. For this particular window and
participant only one IZ was identified which spanned rows 10 and 11. From Figures 5.3a
and 5.3c it can be seen that two peaks formed in the NMI distribution, the expected peak
of the NMI distribution (row 15 column 3 for Figure 5.3a, row 6 column 3 for Figure 5.3c,
see Section 3.2.3.2 for details) and a secondary peak on the other side of the IZ (row 7
column 1 for Figure 5.3a , row 14 column 4 for Figure 5.3c). The trough between these
two peaks covers the IZ, the lowest points of which are located in the IZ. In the NMI
distributions of the other electrodes it appears that this trough widens the further the
electrode is from the IZ. Also, the NMI distributions of electrodes located in the IZ had
a higher NMI with surrounding electrodes compared to the other NMI distributions and
only had a single peak as shown in Figure 5.3b. However, these distributions had a very
low NMI with electrodes further away from the IZ.
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(a) (b) (c)
Figure 5.3: Three normalised mutual information (NMI) distributions produced from the
same window of high density surface electromyography (HD-sEMG) data recorded over a
single innervation zone (IZ). The horizontal and vertical axes represent the column and
row positions of the electrodes in the array. The colour of each point represents the NMI
for that position in the NMI distribution. NMI distribution (a) is of the electrode in row
15 column 3 (A15,3,1(n,m)), (b) is of the electrode in row 11 column 3 (A11,3,1(n,m)), and
(c) is of the electrode in row 6 column 3 (A6,3,1(n,m)). The IZ spans rows 10 and 11.
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(a) (b) (c) (d)
Figure 5.4: Four normalised mutual information (NMI) distributions produced from the
same window of high density surface electromyography (HD-sEMG) data recorded over
two innervation zone (IZ). The horizontal and vertical axes represent the column and row
position of the electrodes in the array. The colour of each point represents the NMI for
that position in the NMI distribution. NMI distribution (a) is of the electrode in row 15
column 3 (A15,3,1(n,m)), (b) is of the electrode in row 10 column 3 (A10,3,1(n,m)), (c) is of
the electrode in row 4 column 3 (A4,3,1(n,m)), and (d) is of the electrode in row 2 column
3 (A2,3,1(n,m)). The first IZ spans rows 9 to 10 from columns 1 to 3 and the second spans
rows 4 to 5 from columns 2 to 4. The green lines in (a) and (d) highlight the faint reverse
‘S’ curve between the two IZs in the NMI distributions
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NMI distributions similar to Figure 5.3 are shown in Figures 5.4a, 5.4b, 5.4c, and 5.4d.
These figures are from a different participant during an 80% MVC contraction. From
left to right the figures are the NMI distribution of the electrode in row 15 column 3
(A15,3,11(n,m)), row 10 column 3 (A10,3,11(n,m)), row 4 column 3 (A4,3,11(n,m)), and
row 2 column 3 (A2,3,11(n,m)). For this particular window and participant two IZs were
identified, the first spans rows 9 to 10 from columns 1 to 3 and the second spans rows 4 to
5 from columns 2 to 4. Similar to the case of a single IZ when observing the regions that
have been identified as an IZ in the NMI distributions of electrodes outside the IZ they
have a comparatively lower NMI. Due to the location of the IZs, a faint reverse ‘S’ curve
has formed between them in the NMI distributions as seen in Figures 5.4a and 5.4d with
the help of green lines outlining the curve. The NMI distribution of the electrodes in the
IZ only have a high NMI with their surrounding electrodes and a very low NMI with the
remaining electrodes as shown in Figures 5.4b and 5.4b. This was also similar to the case
of a single IZ.
Interaction maps that have been produced from the same window of data as the NMI
distributions in Figures 5.3 and 5.4 are shown in Figures 5.5b, 5.5a, 5.5d, and 5.5c. The
first two figures on the left are interaction maps of the first example with a single IZ,
the left most one uses a threshold of 0.5 and the other uses 0.25. The remaining two
figures are interaction maps of the second example with two IZs, again the left one has a
threshold of 0.5 and the other uses 0.25. The horizontal and vertical axes represent the
column and row position of the electrodes in the array. The colour of each point represents
the number of interactions the electrode at that location had for the specified window.
In Figure 5.5a it can be seen that the number of interactions is high in and near the IZ.
However, this changes when a lower threshold is introduced in Figure 5.5b, where peaks
form on both sides of the IZ. This combination would suggest that the electrodes in the
IZ and surrounding it have few electrodes they are very similar to. The electrodes slightly
further from the IZ however, are somewhat similar to more electrodes. In Figures 5.5c
and 5.5d a similar effect can also be seen with two IZs present. However, only the IZ in
rows 9 and 10 had a high number of interactions for the 0.5 threshold. Also, for the 0.25
threshold interaction map the reverse ‘S’ shape formed instead of peaks, likely due to how
close the IZs are.
Total NMI magnitude maps that have been produced from the same window of data
as the NMI distributions in Figures 5.3 and 5.4 are shown in Figures 5.6a and 5.6b. The
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(a) (b) (c) (d)
Figure 5.5: Four interaction maps produced from two different high density surface elec-
tromyography (HD-sEMG) recordings, one containing a single innervation zone (IZ) and
the other containing two. The horizontal and vertical axes represent the column and row
position of the electrodes in the array. The colour of each point represents the number of
interactions the electrode at that location had for the specified window. Interaction maps
(a) and (b) were produced from the same HD-sEMG recording which has a single IZ that
spans rows 10 and 11. And interaction maps (c) and (d) were produced from a different
HD-sEMG recording which has two IZs. The first IZ spans rows 9 to 10 from columns 1
to 3 and the second spans rows 4 to 5 from columns 2 to 4. For interaction maps (a) and
(c) the normalised mutual information (NMI) threshold was set to 0.5 and for (b) and (d)
it was set to 0.25.
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(a) (b)
Figure 5.6: Two total normalised mutual information (NMI) maps produced from two
different high density surface electromyography (HD-sEMG) recordings, one containing a
single innervation zone (IZ) and the other containing two. The horizontal and vertical
axes represent the column and row position of the electrodes in the array. The colour
of each point represents the total NMI of the electrode at that location for the specified
window. The total NMI magnitude map in (a) was produced from a HD-sEMG recording
with a single IZ that spans rows 10 and 11. The other total NMI magnitude map (b) was
produced from a different HD-sEMG recording with two IZs. The first IZ spans rows 9 to
10 from columns 1 to 3 and the second spans rows 4 to 5 from columns 2 to 4.
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magnitude map on the left is of the first example with a single IZ and the magnitude
map on the right is of the second example with two IZs. The horizontal and vertical axes
represent the column and row position of the electrodes in the array. The colour of each
point represents the total NMI of the electrode at that location for the specified window.
While the NMI of the electrodes in the IZ was high with surrounding electrodes it was not
enough to make its total NMI the highest in the electrode array. For Figure 5.6a, while
the total NMI is high for most of the electrodes in the IZ it can still be observed that the
IZ sits between two peaks either side of the IZ. For Figure 5.6b the reverse ‘S’ shape was
still present with part of the IZ having a low total NMI.
It can be seen from these observations that when considering the similarity of the IZ
region with the rest of the electrode array it is low. Electrodes in the IZ are similar with
their surrounding electrodes and in some cases have a higher than usual NMI with them
as well. However, as a result the other electrodes in the array have a low NMI with the IZ
electrodes which in turn creates low points in their NMI distributions. This leads to the
IZ regions containing a relatively low number of interactions when using a low threshold
and also a relatively low total NMI. These effects were also observed in the majority of
the recordings and at different MVCs. However, the effects were less distinct in recordings
with lower MVCs.
5.5 Discussion
In this chapter HD-sEMG of the IZ of the short head of the biceps brachii has been
recorded. Initially the data was visually inspected to identify the location of any IZs.
The locations of the IZs were then compared with the NMI distributions produced from
the same data. For this comparison the key concern was that the NMI distributions are
a monopolar measurement whereas the IZs were located using bipolar HD-sEMG. This
not only means the NMI distributions have a better spatial resolution but also the IZ
locations need to be converted to the monopolar equivalent. As a result the location of
an IZ producing a low amplitude propagation pattern was considered to be across both
electrodes that made up the low amplitude signal. The IZs actual location is somewhere
in between the electrodes but there is no other way to represent its location in this case.
This makes the IZ appear larger which could differ from estimates performed on monopolar
HD-sEMG.
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The IZ locations were first compared with the NMI distributions produced from the
same HD-sEMG data. It was found that electrodes located over the IZ had a low NMI
with many of the other electrodes in the array. The cause for this is likely to be heavily
related to the propagation of the action potential and the changes it undergoes as it
propagates. From the perspective of monopolar sEMG the latency of the positive peak of
the action potential increases and it is amplitude decreases as it propagates [52]. Also, the
action potential effectively splits into two identical action potentials as it propagates away
from the IZ. This means an electrode recording an action potential will not only have
similarities with the surrounding electrodes but also with electrodes that are similarly
positioned on the other side of IZ. This is seen in Figures 5.3a and 5.3c where both figures
have a second peak on the opposite side of the IZ. On the other hand, electrodes positioned
over the IZ will only be similar to the surrounding electrodes, as shown in Figure 5.3b,
5.4b, and 5.4c. In the example with multiple IZs the same effect occurs, however, it is
likely that the action potentials produced by the IZs are somewhat similar to each other as
well. This would mean an electrode would not only be similar to the electrode opposite it
relative to the IZ but also electrodes similarly positioned away from the second IZ as well.
This would contribute to the reverse ‘S’ shape seen in Figures 5.4a and 5.4d, however,
this would also require the IZs to fire at similar times. The likelihood of this occurring is
determined by factors such as the firing rate and recruitment of the motor units in both
IZs (Section 2.1.2.3).
Interaction maps of the HD-sEMG data were then compared with the locations of the
IZs. High threshold (0.5) and low threshold (0.25) interaction maps of both examples
are shown in Figure 5.5. The high threshold interaction map for the single IZ example
shown in Figure 5.5a had a small region with high interactions corresponding to a section
of the IZ. This is a result of these positions having a slightly higher than usual NMI with
its surrounding electrodes. However, in the example with two IZs the observations were
different. A high number of interactions occur in columns 2 and 3 from rows 8 to 11, as
shown in Figure 5.5c, covering part of one IZ but not the other IZ. The IZ underneath
these electrodes was more active and produced larger propagation patterns than the other
IZ. It is likely that this caused the electrodes covering the IZ in rows 10 and 9 to have
more interactions than the electrodes covering the other IZ. In the low threshold interaction
maps the electrodes over the IZs have fewer interactions. As the interaction maps are made
up from the NMI distributions, the two peaks in Figure 5.5b and the reverse ‘S’ shape in
Figure 5.5d are a result of these patterns commonly occurring in the NMI distributions.
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This confirms that the behaviour seen in the NMI distributions of electrodes outside the
IZ, that is a low NMI value for electrodes in the IZ region, was a common feature of the
distributions.
Finally, the total NMI magnitude maps of the HD-sEMG data were compared with the
locations of the IZs. These maps in Figure 5.6, similar to the low threshold interaction
maps, also have peaks forming on either side of the IZ for the single IZ example and the
reverse ‘S’ shape in the two IZs example. However, there is still a relatively high total NMI
in the regions within the IZ that were highlighted in the high threshold interaction maps.
Combined with the observation from the interaction maps, the total NMI magnitude maps
confirm that sections of the IZs had a high total NMI but were not similar to the majority
of the electrode array. Also, while the electrodes adjacent to the IZ did not have high
NMIs, they did have some similarity with majority of the electrode array.
There were also two more key features that were seen in most of the NMI distributions,
interaction maps, and total NMI magnitude maps. First was the effect of different MVCs.
The IZ had the same effect on distributions produced from lower MVCs, however the
effect in some cases was more difficult to identify. This is likely to be due to the signal
amplitude and the firing rate of the IZs decreasing as the MVC decreases. The second
observation is the unclear borders of the IZs. While dips in NMI and interactions exist
in the IZ regions they do not neatly cover just the IZ or even the whole IZ. There are
two potential reasons, first is error in the visual inspection of the recordings, and second
is varying activity in the IZ. The varying activity is in relation to which parts of the IZ
are active during the current window and how often it fires at each point. This would be
reflected in the number of times an IZ has been identified at each electrode. More active
parts of the IZ are likely to have a more distinct effect compared to the less active parts
which could account for the blurred boundaries seen in these recordings. However, in this
experiment only the location of IZs for each window was recorded so this has not been
investigated further.
Overall these observations demonstrate that NMI distributions are affected by the pres-
ence of IZs. This would also mean that there is potential for using NMI distributions
to automatically identify IZs. However, further investigation of the relationship between
these distributions and the number of times an action potential is generated is recom-
mended to obtain a better understanding of the effects the IZ has on these distributions.
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Chapter 6
Automatic Detection of Noisy
Electrodes
The focus of this chapter is to investigate whether normalised mutual information (NMI),
coupled with the spatial information provided by high density surface electromyography
(HD-sEMG), can be used to automatically identify electrodes in the electrode array which
are producing noisy signals. HD-sEMG recordings from other experiments in this thesis
had noise artificially added to a variety of channels with different signal to noise ratios
(SNR). These recordings were analysed using NMI distributions and used to develop and
test a method for automatically identifying noisy channels.
6.1 Chapter Introduction
The presence of noise in surface electromyography (sEMG) signals is a common prob-
lem when studying neuromuscular activity. Many factors can contribute to the noise in
sEMG signals, as discussed in Section 2.2.2 the most common factors include poor contact
between the electrode and skin, small electrode displacements during recordings, varia-
tions over time in the impedance between the skin and electrode, motion artefacts, loose
connections, and power line interference [37], [39]–[41], [114]. Many of these factors can
be minimised through proper preparation before recording such as washing, shaving, and
exfoliating the skin before placing the electrodes [39]. It is important to minimise or re-
move these factors so that only the highest quality sEMG signals are recorded, in doing so
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accurate analysis can be performed on the recording. Therefore it is necessary to identify
electrodes producing signals with unacceptable levels of noise before experimental record-
ings. Once identified, appropriate steps can be taken to minimise or eliminate the noise
either through signal processing methods during analysis or changes to the experimental
procedure.
For sEMG signals it is typical to assess the quality of the recording either by measuring
the electrode-skin impedance [38] or by visually inspecting the signal for noise [67]. The
electrode-skin impedance provides information about the quality of the contact between
the skin and the electrode, with low quality contacts leading to noisy signals. Visually
inspecting the signal allows for the identification of any obvious noise or abnormalities
present in the signal. However, both methods have drawbacks that may make them unre-
liable. Changes in electrode-skin impedance can occur on a scale of seconds [37] making it
an unsuitable method for long term monitoring of sEMG signal noise. Manually inspect-
ing signals is not only time consuming but can also give variable results depending on the
expertise of the person inspecting the signal [115]. Hence, a method for automatically
assessing the quality of sEMG signals based on the recorded signal itself is more suitable.
With the introduction of HD-sEMG it has become even harder to identify the presence
of electrodes in the array producing noise in the signals. This is due to the large number
of electrodes that make up the electrode arrays, the size of the electrodes and the small
inter-electrode distances (IED). These factors increase the likelihood that at least one
electrode will produce a noisy signal. Locating the electrodes producing a noisy signal
then becomes an issue. Testing the impedance or visually inspecting the signal produced
by each electrode is time consuming and prone to even more errors than in standard sEMG
recordings [116]. Despite this many HD-sEMG applications require a higher standard of
quality for the recorded signals due to the information which is being extracted from the
recording. Examples of such applications include motor unit decomposition and muscle
fibre conduction velocity (MFCV) estimation which extract information about the motor
unit action potentials and their propagation. Noisy signals are also filtered or even removed
from the recording in such cases as well since these methods process many signals together.
Due to the difficulties of identifying noisy electrodes in HD-sEMG an algorithm that
automatically identifies electrodes with noisy signals would be necessary.
There have previously been very few studies that have looked into identifying noisy
electrodes in HD-sEMG recordings [67], [68]. Both these studies have developed automated
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methods for identifying noise electrodes in HD-sEMG using outlier detection methods.
However, in both these studies HD-sEMG recordings known to be contaminated were
used and experts examined these recordings to identify the noisy electrodes. These signals
were tested and the electrodes identified by the experts were used as the gold standard
to test the methods against. This limits the data which can be used to validate their
methods to signals with noise that can be easily visually identified. Therefore it is likely
these methods will have difficulty identifying less obvious noise.
This chapter aims to investigate the effects noisy electrodes have on the NMI distribu-
tions of the other electrodes. In doing so a method for identifying noise electrodes was
developed and tested. HD-sEMG recordings were generated from biceps recordings from
five participants performing isometric contractions at 20%, 40%, 60%, and 80% MVC.
These recordings were checked to ensure they had minimal noise, noise was then added
artificially to various channels with various SNRs creating a total of 6000 recordings to
test. The acquisition of the experimental data and the process used to add noise to it is
explained in Section 6.2. The effects of noise on the NMI distributions are discussed in
Section 6.3 and the method developed from these observations is explained in Section 6.4.
The results from testing the method are presented in Section 6.5 along with the observa-
tions from the results. Finally, Section 6.6 is a discussion about the effectiveness of this
method and possible limitations.
6.2 Experimental Data
This chapter uses data collected for the experiments in Chapter 5 to investigate the effects
of noise in NMI distributions and test the resulting noisy channel detection algorithm.
The data is HD-sEMG recordings of the biceps from 5 participants (3 female and 2 male
participants, age range of 25 to 28 and a mean age of 26). The electrode array was
placed over what was determined to be the innervation zone of the participants with the
columns of the array close to parallel with the muscle fibres. Each participant performed
four isometric contractions at 20%, 40%, 60%, and 80% of their maximum voluntary
contraction force (MVC) in random order. The contractions lasted between 10 to 20
seconds of which only 10 seconds was recorded and the first 10000 samples (approximately
4.1 seconds at 2441 Hz) of the recordings were used. For a more detailed description of
the experiment please refer to Section 5.2.
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The publication produced from this work [117] used a different set of data to what is
being presented in this thesis. The data used in the publication was pilot data for another
study.
6.2.1 Adding Artificial Noise
The HD-sEMG data collected from the participants is considered clean data, as there were
no visually noticeable artefacts in the recordings and precautions were taken during the
recording to minimise the presence of noise. These precautions include correctly preparing
the electrodes and skin and visually inspecting the signal and its frequency spectrum for
artefacts before recording.
For the purposes of this investigation the noise needed to be added to a known group of
electrodes so that its effect could be analysed and so that the data could be used to test
the methods developed in this chapter. The groups of electrodes to which noise was added
were called the noisy electrode groups. These noisy electrode groups were arranged in sizes
of 2, 4, 8, and 16 electrodes. Each group size can split the 64 electrodes in the array into
32, 16, 8, and 4 completely unique and random combinations of electrodes respectively.
The noise added to the noisy electrode groups was white gaussian noise. The effect of
adding white gaussian noise to a signal is well understood and has been used in previous
studies to create noisy sEMG signals [118], [119]. The white gaussian noise was added to
the electrodes in the noisy electrode group before digitally filtering the HD-sEMG data.
The data was bandpass filtered from 20 to 300 Hz and then notch filtered at 50 Hz to
remove any low and high frequency noise unrelated to the experiment and the power line
noise RN201 , [103]. To test the effectiveness of the method developed in this chapter
SNRs of 0, 5, 10, 15, and 20 dB were used to provide a wide range of noise levels.
Given the number of combinations of size of the noisy electrode groups and SNR a large
number of noisy HD-sEMG recordings needed to be generated from the clean recordings.
There were a total of 60 noisy electrode groups, including 32 / 16 / 8 / 4 groups with 2 /
4 / 8 / 16 noisy electrodes respectively. For each noisy electrode group there were 5 SNRs
to be tested creating 300 combinations of SNRs and noisy electrode groups. Therefore,
since there were 5 participants and each performed 4 contractions, a total of 6000 noisy
HD-sEMG recordings were generated.
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Figure 6.1: A sample recording of high density surface electromyography (HD-sEMG)
during 40% maximum voluntary contraction (MVC). Each set of axes represents a column
in the electrode array, the horizontal axis represents the time in samples and the vertical
axis is the rows of the electrode array. The blue plots have had white gaussian noise added
to them such that a signal to noise ratio (SNR) of 5 dB was achieved.
6.3 The Effect of Noise in NMI Distribution
Consider the signals recorded for each electrode in the electrode array used for HD-sEMG,
they are all recording sEMG produced from the same physiological process. Therefore it is
expected that the signals produced by all these electrodes will contain common information
making them somewhat similar to each other. If noise is added to one or more electrodes
then the amount of uncommon information in the signals produced by the noisy electrodes
will increase making these signals dissimilar to the other signals. This dissimilarity should
make the noisy electrodes distinguishable from the unaffected electrodes. This section will
illustrate that this is the case by demonstrating the effect of noise in NMI distributions
and their summary methods.
A sample of HD-sEMG from the biceps brachii taken during a 40% MVC isometric
contraction is shown in Figure 6.1. Each set of axes represents a column in the electrode
array, the horizontal axis represents the time in samples (2441 Hz sampling rate) and the
vertical axis is the rows of the electrode array. Each plot is the signal produced by the
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Figure 6.2: A normalised mutual information (NMI) distribution of the electrode in row
4 column 2 (A4,2,1(n,m)) with two noisy electrodes (row 2 column 2 and row 4 column
4 with a signal to noise ratio (SNR) of 5 dB). The horizontal (m) and vertical (n) axes
represent the column and row position of the electrodes in the array. The colour of each
point represents the NMI between the electrode at that position and the electrode in row
4 column 2.
electrode in that position. The two plots that are coloured blue are from the electrodes
located in row 2 column 2 and row 4 column 4. These signals have had white gaussian
noise added to them such that a SNR of 5 dB was achieved. The 200 samples shown
in Figure 6.1 are a part of a 500 sample window that will be used in this section to
demonstrate the effect of noise in NMI distributions.
Using the window of HD-sEMG data the NMI distribution of each electrode was gen-
erated. The NMI distribution of the electrode in row 4 column 2 (A4,2,1(n,m)) is shown
in Figure 6.2. The horizontal and vertical axes represent the column and row position
of the electrodes in the array. The colour of each point represents the NMI between the
electrode at that position and the electrode in row 4 column 2. This figure shows that the
NMI between the noisy electrodes (row 2 column 2 and row 4 column 4) and the electrode
in row 4 column 2 is unusually low compared to the NMI of the electrodes immediately
surrounding the noisy electrodes. This is a common observation seen in the majority of
the NMI distributions. However, its effect is more noticeable in the NMI distributions of
electrodes near the noisy electrodes. To further illustrate the dissimilarity of the noisy
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(a) Interaction Map (b) Total NMI Magnitude
Map
Figure 6.3: An (a) interaction map and (b) total magnitude normalised mutual information
(NMI) map of the same window of data with two noisy electrodes (row 2 column 2 and
row 4 column 4 with a signal to noise ratio (SNR) of 5 dB). The horizontal and vertical
axes in both plots represent the column and row position of the electrodes in the array.
The colour of each point in (a) represents the number of interactions had by, and (b) the
total NMI of the corresponding electrode.
electrodes the NMI distribution summary methods (Section 3.2.4) will be applied to the
data.
The interaction map, with a threshold of 0.5, and the total NMI map of the data are
shown in Figures 6.3a and 6.3b. For both figures the horizontal and vertical axes represent
the column and row position of the electrodes in the array. The colour of each of the
points in Figures 6.3a and 6.3b represents the number of interactions and the total NMI
respectively of the electrode represented by that position. In both figures the location of
the noisy electrodes can be easily seen due to their relatively low values. In the interaction
map the noisy electrodes are the only electrodes, in this instance, not interacting with
other electrodes. This means that the NMI values that make up the NMI distribution
of these electrodes (excluding the NMI with itself) are all below the NMI threshold of
0.5. The total NMI of these electrodes also highlights that the NMI distribution of the
noisy electrodes comprises only small values. The total NMI of an electrode is the sum of
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all the values in the NMI distribution for that electrode. The small values for the noisy
electrodes indicate that the noisy electrodes are dissimilar to the other electrodes. The
fact that their total NMI values are much smaller than the surrounding electrodes also
means the noisy electrodes are more dissimilar to the other electrodes than they are to
each other.
From these observations it can be seen that adding noise to HD-sEMG electrodes changes
the signal in such a way that they can be distinguished from unaffected electrodes in the
NMI distribution. The noise introduces uncommon information to the signal causing a
low NMI value between the noisy electrodes and other electrodes. Similar observations
were seen in recordings with a larger number of noisy channels and different SNRs.
6.4 Automatic Detection of Noisy Channels
The previous section demonstrated that the noisy electrodes in the electrode array can
be distinguished from the unaffected electrodes by analysing the NMI distributions. Of
particular interest is the observation that the noisy electrodes were the only electrodes to
have zero interactions for the NMI threshold of 0.5. Based on this observation it was then
considered whether the noisy electrodes could be identified by monitoring the occurrences
of electrodes with zero interactions. This section investigates this concept and develops a
method for automatically detecting noisy electrodes in HD-sEMG.
First, a ‘zero interaction’ is defined as when an electrode has had no interactions with
other electrodes for a window. To monitor the number of times an electrode has a zero
interaction the following equation was used:
Z(r, c) =
W∑
w=1

1, if f(r, c, w) = 0
0, if f(r, c, w) > 0
, (6.1)
where Z(r, c) is the number of zero interactions for the electrode in row r column c across
W windows and f(r, c, w) is the interaction map function (Equation (3.5)). However, for
the function f(r, c, w) only a single threshold value, v, is considered and it is not known
what value of v would be appropriate for identifying noisy electrodes. Therefore, the
full range of v was compared creating a Z(r, c) vs v plot for each electrode as shown in
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Figure 6.4: A Z(r, c) vs v plot, each line in the plot represents a different electrode in the
array. The horizontal and vertical axes represent the NMI threshold, v, and the number of
zero interactions, Z(r, c) respectively. The blue lines represent electrodes with noise and
the black lines represent the other electrodes.
Figure 6.4.
The full HD-sEMG recording of the example given in the previous section (10,000 sam-
ples, 20 windows) was used to produce Figure 6.4. The horizontal and vertical axes of
Figure 6.4 are the NMI threshold, v, and the number of zero interactions, Z(r, c) respec-
tively. Each line in Figure 6.4 represents a different electrode in the electrode array, the
black lines are the unaffected electrodes and the blue lines are the electrodes that have had
noise added to them. As expected it was observed for all electrodes that as the threshold
increased the number of zero interactions also increased until it plateaus at the maximum
value. The opposite was also observed as the NMI threshold decreases. However, the
curves for the noisy electrodes started and ended at significantly lower NMI thresholds
compared to the unaffected electrodes.
Considering the offset between the noisy electrodes and unaffected electrodes curves in
Figure 6.4, one way to identify the noisy electrode would be to calculate the mid points of
each curve and find the curves with a significantly lower NMI threshold for the midpoint.
To do this the mid points were organised into a matrix, V, with the dimensions R×C to
represent the electrode array. Each element of V, Vr,c, is the v value of the midpoint for
the electrode in row r column c. This value was found using the equation
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Vr,c = min{v|Z(r, c) ≥W/2} (6.2)
where v = {0.01, 0.02, . . . , 1} and min{} is the minimum value of the set. To identify
elements of V that were significantly lower than the other elements the median and stan-
dard deviation of V were used. Any elements of V with a value lower than two standard
deviations from the median were considered significantly low and therefore the associated
electrode was considered noisy. The performance of this method was then assessed by
using it on the 6000 HD-sEMG recordings generated in Section 6.2.1.
6.5 Results
The method described in the previous section was used to systematically test each of
the 6000 generated HD-sEMG recordings from Section 6.2.1. The method returned the
location of electrodes it had identified as noisy. Since it was known which electrodes
did and did not have noise added to them, a confusion matrix was constructed for each
test. From these confusion matrices the average sensitivity, specificity, and accuracy was
evaluated for each SNR and size of noisy electrode group. The results as percentages with
a standard deviation are given in Tables 6.1 to 6.4 for noisy electrode groups of sizes 2, 4,
8, and 16 respectively.
Table 6.1: Results for groups of 2 noisy electrodes
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 99.96 ± 0.24 99.96 ± 0.24
5 100 99.85 ± 0.48 99.86 ± 0.46
10 100 99.6 ± 0.74 99.61 ± 0.72
15 98.52 ± 9.37 98.49 ± 1.58 98.49 ± 1.59
20 60.94 ± 43.13 97 ± 2.09 95.87 ± 2.52
Table 6.2: Results for groups of 4 noisy electrodes
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 99.99 ± 0.09 100.00 ± 0.09
5 100 99.96 ± 0.24 99.97 ± 0.23
10 100 99.65 ± 0.78 99.67 ± 0.73
15 96.95 ± 9.72 98.74 ± 1.44 98.63 ± 1.59
20 56.88 ± 40.27 97.4 ± 2.07 94.87 ± 3.38
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Table 6.3: Results for groups of 8 noisy electrodes
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 100 100
10 99.77 ± 1.7 99.81 ± 0.62 99.8 ± 0.57
15 84.3 ± 23.72 99.22 ± 1.2 97.35 ± 3.26
20 44.84 ± 38.33 98.04 ± 1.91 91.39 ± 5.29
Table 6.4: Results for groups of 16 noisy electrodes
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 99.92 ± 0.7 100 99.98 ± 0.17
5 96.25 ± 9.04 100 99.06 ± 2.26
10 75 ± 27.9 100 93.75 ± 6.97
15 35.55 ± 29.09 99.82 ± 0.59 83.75 ± 7.29
20 9.92 ± 9.98 99.3 ± 1.36 76.95 ± 2.75
A further breakdown of the sensitivity, specificity, and accuracy was performed showing
the differences between the four MVC values (20%, 40%, 60% and 80%). However, only
minor differences were found between them. Appendix A contains the results tables for
the different MVCs.
For noisy electrode group sizes of 2, 4 and 8 a high sensitivity was observed for SNRs
of 0, 5, and 10 dB. For the 15 dB SNR the noisy electrode group sizes of 2 and 4 still
maintained a high sensitivity whilst the group sizes 8 and 16 had much lower sensitivities.
In all group sizes the sensitivity of the 20 dB SNR was very poor. The noisy electrode
group size of 16 had the poorest sensitivity scores with the lowest score being 9.92% for
the 20 dB SNR. The standard deviation of the sensitivity scores increased as the SNRs
increased, except in the case of a group size of 16 and SNR of 20 dB, reaching a maximum
of 40.27%. Across all the results the specificity remained high with the lowest average
value being 97.4% with a standard deviation of 2.07% from the noisy electrode group size
of 4. The accuracy also remained high at above 90% for all the noisy electrode groups sizes,
except for size 16, which got as low as 75.13%. The standard deviations for specificity and
accuracy remained below 3% and 8% respectively and, much like the standard deviations
for sensitivity, increased as the SNR increased.
Another observation made from this data was the effect of changing the SNR on the
Z(r, c) vs v plots. The plots in Figure 6.5a and 6.5b are Z(r, c) vs v plots with the
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(a) 0 dB SNR (b) 10 dB SNR
Figure 6.5: Two Z(r, c) vs v plots, each line in both plots represent a different electrode
in the array, and (a) has a 0 dB signal to noise ratio (SNR) and (b) has a 10 dB SNR.
The horizontal and vertical axes in both plots represent the NMI threshold, v, and the
number of zero interactions, Z(r, c) respectively. The blue lines in each plot represent the
electrodes with noise and the black lines represent the other electrodes. The horizontal
red line in each plot represents the range of v values for Z(r, c) = 10 that are considered
non-noisy. The centre star on the line is the median value of v when Z(r, c) = 10 and the
end point stars are two standard deviations away from the median.
same noisy electrodes but Figure 6.5a has a SNR of 0 dB and Figure 6.5b has a SNR
of 10 dB. The horizontal axis and vertical axis in both figures are the NMI threshold, v,
and the number of zero interactions, Z(r, c). The black plot lines are representative of
the unaffected electrodes and the blue plot lines are representative of the noisy electrodes.
The horizontal red line represents the range of v values for Z(r, c) = 10 that are considered
non-noisy. The centre star on the line is the median value of v when Z(r, c) = 10 and the
end point stars are two standard deviations away from the median. From these figures it
can be seen that as the SNR increases the curves of the noisy electrodes move closer to the
unaffected electrodes and as it decreases they move away. This was commonly observed
amongst other generated HD-sEMG recordings.
6.6 Discussion
The electrodes in the electrode array were all recording the same physiological process,
the EMG of the biceps in this case, from different perspectives. Due to this the sEMG
signals produced by these electrodes all share the same dependencies. The noise present
in the signals produced by noisy electrodes, in this case white gaussian noise, was created
by a process independent of the physiological process being recorded. Hence the noise was
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independent of the sEMG. Due to this, the signal produced by the unaffected electrodes
will contain no information about the noise contained in the signals produced by the noisy
electrodes. This means the reduction in uncertainty from knowledge of another electrode
was smaller in noisy electrodes compared to unaffected electrodes. Therefore the mutual
information (MI), and by extension the NMI, was expected to be small between noisy and
unaffected electrodes.
The magnitude maps in Figure 6.2 and 6.3 illustrated that, as expected, there was
a smaller NMI between the noisy electrodes and the unaffected electrodes. The NMI,
interaction count, and total NMI of the noisy electrodes were relatively small compared
to other electrodes in the electrode array. These figures also highlight that the noisy
electrodes are more dissimilar to unaffected electrodes than unaffected electrodes are to
other unaffected electrodes. This distinction between the noisy and unaffected electrodes
led to the development of the method discussed in Section 6.4.
There are some inherent limitations when using this method that should be considered
before use. The method requires two distinct groups of electrodes to exist on the Z(r, c) vs
v plot to identify noisy electrodes. If there is only a single group of curves close together
then the method will not identify any electrodes as noisy, which is the case when there
is little to no noise in the recording. If the grouping of the curves is more diffuse then
false positives and negatives will likely occur more often. In the case where there are a
large number of electrodes the standard deviation of V will likely increase resulting in
more false negatives. If majority of the electrode array is noisy then the median will
be closer to the group of curves representing the noisy electrodes resulting in more false
positives. However, in such a case it would be more beneficial to replace the array than
attempting to identify noisy electrodes. Also, it should be taken into account that this
method identifies electrodes producing signals dissimilar to the majority of the electrodes.
This is not necessarily limited to noise. For example the electrode array could be placed
across two different muscles. While this would produce erroneous results, this method was
not designed for such a scenario and the experimental procedure would need to be revised
if this were the case. Noise that causes the electrodes to produce more similar signals will
not be identified by this method as well, for example if an electrode shorts with another
electrode.
The testing of the method was done in a way to minimise the use of an expert’s opinion
and therefore reduce the potential for human error. An expert was only used to check
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that the data had minimal to no noise, after which, noise was artificially added to the
data. In other studies [67], [68] data known to be contaminated was used to test their
methods. The downside to this is that an expert is needed to identify which electrodes
have noise and the methods need to agree with the expert. While the ideal scenario would
be to test the method on data with more naturally occurring noise, the use of artificial
noise allowed for greater control over what was and was not noisy. This leads to a better
understanding of the weaknesses and strengths of the method and a more reliable measure
of the performance.
The results of the tests show that the method performs well for noisy electrode group
sizes of 2, 4, and 8 electrodes with SNRs of 0, 5, and 10 dB. For SNRs of 15 dB the
performance started to degrade but it steeply decreased for the 20 dB SNR. This decrease
in performance is due to the noise being less predominant in the signal produced by
the noisy electrodes which results in the noisy electrode becoming more similar to the
unaffected electrode. Therefore, the offset in the Z(r, c) vs v plot between the noisy
electrodes and the unaffected electrodes becomes smaller or in some cases disappears. As
a result there is an increase in false negatives which reduces the sensitivity as shown in
Tables 6.1, 6.2, 6.3, and 6.4. For the group size of 16 noisy electrodes the performance
started to severely degrade after the 5 dB SNR. This is mostly due to the large number
of noisy electrodes causing the standard deviation of V to increase. A larger standard
deviation increases the chances for false negatives to occur which results in the reduced
sensitivity seen in Table 6.4.
Overall, this work has been able to demonstrate the effect of noisy electrodes on the
NMI distributions and from these observations develop a method for identifying them.
While the proposed method works well in terms of the accuracy and specificity more work
is necessary to improve the sensitivity of the method for higher SNRs.
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Chapter 7
Estimating the Border between
Superficial Muscles using
HD-sEMG
The focus of this chapter is to investigate whether the normalised mutual information
(NMI) combined with the spatial information of high density surface electromyography
(HD-sEMG) can be used to identify the border between individual superficial muscles. To
do so the gastrocnemius (GA) was recorded during isometric contractions at 20%, 40%,
60%, and 80% MVC. An ultrasound scanning device was used to locate the border between
the lateral and medial heads of the GA so the electrode array could be reliably placed
across both. The NMI distributions of these recordings were analysed and then used to
test the method developed in this chapter.
7.1 Chapter Introduction
The development of HD-sEMG has allowed researchers to obtain and analyse topographical
surface electromyography (sEMG) data. While, like standard sEMG, this data is still
limited to superficial neuromuscular activity, due to the large number of electrodes and
their small size HD-sEMG can provide a more detailed perspective of the neuromuscular
activity occurring in muscles as discussed in Section 2.2.3. Examples of how this detailed
perspective can be used are discussed in Section 2.2.4. The most notable examples being
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estimating the conduction velocities [43], estimating the location of innervation zones [52]
and decomposing the HD-sEMG to identify motor unit action potentials [57]. However,
these topographical details should also provide information about which regions of the
muscles being recorded are currently active and the location of the border between them.
Before proceeding with the analysis it is necessary to develop an understanding of how
the neuromuscular activity in a muscle is distributed. When recording sEMG from one
or two electrodes or when using a linear electrode array, it is commonly assumed that the
muscle is activated homogeneously [120]. However, when using 2D HD-sEMG it becomes
clear that this is not the case. Studies that investigated muscles such as the biceps [121]–
[123], the triceps [122], [123], the triceps surae [124], and the extrinsic flexors [125] found
the neuromuscular activity within the muscle to be heterogeneous. However, in doing so
these studies also revealed that there are different regions of activation within these muscles
that likely have different neuromuscular control strategies. Such regions have often been
referred to as neuromuscular compartments (NMC) or motor tendon units (MTU) [124],
[126].
A variety of methods have been developed to identify and monitor these NMCs. These
methods use either principal component analysis [123], [124], [127], non-negative matrix
factorization [66], [126], [127], correlation coefficients [122], single-dipole localization [64],
or image segmentation methods [120], [128] to identify NMCs. There are three key areas
of that would benefit from identifying and monitoring these regions. One is understanding
the force production of a muscle; by understanding how a muscle utilises different parts
of itself during various motor tasks more accurate models of the force production can be
developed [129]. Another area where identification of NMCs can be used to develop an
improved method for removing crosstalk in HD-sEMG recordings [66]. Finally, monitoring
NMCs can be used to improve the control of an sEMG based human to machine interfaces
such as powered prostheses [128].
While the existing methods can identify NMCs, some of them also have the potential
to identify the border between muscles. Identifying NMCs is, in essence, much the same
as identifying different muscles since differing NMCs and muscles would have different
activation patterns and neuromuscular control strategies. However, by identifying different
muscles there is potential for more information to be gained from HD-sEMG recordings
which would lead to further benefits to our understanding of muscle force production, cross
talk removal algorithms, and sEMG human to machine interfaces. In many of the studies
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that have been discussed, the NMCs identified could also be associated with different
muscles. For example, researchers have produced maps of neuromuscular activity during
different motor tasks [66], [128]. Based on the tasks being performed they were able
to identify the muscle that is associated with the active region. In another study [120]
the researchers developed a segmentation method based on the watershed algorithm to
identify regions of activity. In the experimental data description it was mentioned that the
watershed line closely matched the border between the two heads of the GA, the location
of which had been confirmed by ultrasound scans. However, there was no discussion about
the accuracy of this match. Finally, in a study investigating the MTUs of the biceps and the
GA [126] it was mentioned that using their algorithm a border could be identified between
the heads of the muscles. However, again there was no discussion on how accurate this
border was. Their use of palpation to identify the border also makes their border estimate
questionable. Understandably none of these studies discussed the possibility of identifying
muscle borders as it is outside the scope of their work. However, they have demonstrated
that identifying borders between muscles with HD-sEMG is plausible.
NMI distributions have shown their effectiveness at identifying dissimilar sEMG signals
in Chapter 6. In this chapter this concept is applied to identification of the border between
two muscles. The method discussed in this chapter avoids the clustering and segmentation
methods that have been used to identify NMCs and MTUs and offers an alternative based
on information theory. Due to the different conditions that produce the neuromuscular
activity in each muscle it is thought that sEMG produced by each muscle should be some-
what dissimilar. By identifying this dissimilarity the hypothesis in this chapter is that the
location of the border between two muscles can be accurately estimated. The experimental
setup and procedure is first explained in Section 7.2. The effect two muscles have on the
NMI distributions is discussed in Section 7.3. Based on the discussion in Section 7.3 the
method for identifying the border between muscles is explained in Section 7.4 the results
for which are in Section 7.5. And finally, a discussion on the results, method, and the
effectiveness of the method is in Section 7.6.
7.2 Experimental Setup and Procedure
This section will discuss the experimental design and the experimental procedure per-
formed for this chapter.
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7.2.1 Participants
Six healthy participants volunteered to participate in this experiment. Four participants
were male and two were female, the age of the participants ranged from 25 to 38 with a
mean age of 26. All the participants included in this experiment had no prior or current
muscular injury involving the GA and no muscular disorders. The experimental protocol
was approved by RMIT University Human Research Ethics Committee and in accordance
with Helsinki Declaration (revised 2004). The experimental protocol was described to the
participants and they gave oral and written consent for participation in the experiment.
7.2.2 Muscle Selection and Electrode Placement
For this experiment the electrode array for the HD-sEMG device needs to be placed across
two or more muscles where the border between the muscles can be reliably identified.
Therefore an ultrasound device operated by an experienced sonographer was used to ensure
accurate identification of the borders between the muscles. The ultrasound device used
in this experiment was the MicrUs EXT-1H with a L12-5L40S-3 linear probe (40 mm,
64 elements, and supports frequencies from 5 to 12M Hz) purchased from TELEMED
Medical Systems (Milano, Italy). Based on this the criteria for selecting the muscles to
record were developed. The muscles needed to have well defined borders that could be
identified with the ultrasound equipment and the muscles needed to be positioned such
that the electrode array could be easily placed across them. Therefore the two heads of
the GA were selected for the experiment.
At the start of the experiment the sonographer would scan the GA to locate the optimal
position for the electrode array. First the border between the two heads was identified at
the proximal end of the muscle and then the sonographer followed the border down the
leg. The sonographer searched for the closest location to the GA belly that still had a
distinguishable border between the two heads. Once found the sonographer marked the
border of the two heads at that location. The ultrasound gel was then wiped off the skin
and the skin over the GA and on the knee was cleaned and exfoliated. The electrode array
was placed over the border so that rows 1 to 8 of the electrode array were over one head
and rows 9 to 16 were over the other head and the reference electrodes were placed on the
knee.
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Figure 7.1: An ultrasound scan of the lower leg showing a transverse view of the gastroc-
nemius (GA). The red line marks the border between the GA and other tissue and the
green line points to the skin directly above the border between the two heads of the GA.
The side labelled LH is the lateral head and the side marked MH is the medial head.
The ultrasound scan shown in Figure 7.1 is an example of how to decide where to place
the electrode array. The figure is an ultrasound scan of one of the participants which
the sonographer has labelled after the experiment. The scan shows a transverse view of
the GA, the side with LH contains the lateral head and the side with MH the medial
head. The red lines mark the borders of the two heads and the green line points to the
skin directly above the border between the two heads. In the experiment the sonographer
marked the skin the green line was pointing to and the electrode array was placed so that
the mark was between rows 8 and 9.
7.2.3 Experimental Procedure
At the start of the experiment the participants were asked to lie down prone on a bed
with their feet hanging off the end. The bed had been modified so that it had rubber
castors with brakes so that the bed could be easily positioned and secured in place with
the participant laying on it. Rather than specify the distance the participant’s legs hung
off the end of the bed it was instead only necessary that the whole leg remained straight
and the participant was comfortably positioned. The bed was then repositioned so that
the foot of the participant’s dominant leg lined up with a custom made foot plate assembly.
The custom made foot plate assembly was attached to the metal frame of a bench that
was secured to the wall and floor of the room, as shown in Figure 7.2. The foot plate
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Figure 7.2: The custom made foot assembly attached to the frame of a bench that was
used to measure the force of the foot during the experiment. The bed, bench, heel and
ball plates of the foot assembly, and the force sensor are all labelled in the figure.
assembly had two plates, one for the heel of the foot to rest on and another one for the
ball of the foot to rest on. The distance between these two plates could be adjusted to
suit the size of the participant’s foot. Most importantly, underneath the plate for the ball
of the foot there was a force sensor that was used to measure the plantar flexion force.
With the participants foot lined up with the foot plate assembly the height of the foot
plate assembly and gap between the two plates were all adjusted so that the foot could
rest on the assembly comfortably. The foot was then secured to the foot assembly using
straps and the brakes of the castors were applied securing the position of the bed. The
electrode array was then placed over the GA as described in Section 7.2.2.
The maximum voluntary contraction force (MVC) of the participant was then measured.
To do this the participant was asked to perform a plantar flexion at their maximum force
for 5 seconds. Particular emphasis was put on only using the ball of the foot to perform
the plantar flexion. This was repeated 3 times with a 2 minute break between contractions
minimising the effects of muscle fatigue. The force of each contraction was recorded and
the largest value used as the participant’s MVC.
The next step in the experiment was to record the GA during isometric plantar flexion at
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various force levels. To aid in doing this a monitor was positioned in front of the participant
and displayed real time feedback from the force sensor in the foot plate assembly. The
monitor displayed a bar meter that represented the current force being applied to the
force sensor and a horizontal line positioned at the target force the participant needed
to hold. When the participant was ready a 10 second countdown began, during this
time the participant practiced getting their force to match the target force and holding
it steady. Once the countdown finished the HD-sEMG began recording and another 10
second countdown began. During this count down the participant matched the target force
with their force as steadily as they could. At the end of the count down the HD-sEMG
stopped recording and the participant relaxed and was given a 2 minute break. When
the count downs finished the participant was prompted both verbally by the operator and
visually by a text prompt on the screen. This process was performed for each of the target
forces of 20%, 40%, 60%, and 80% MVC in random order and each participant completed
this experimental procedure.
7.3 NMI Distributions across Two Muscles
In Chapter 6 the effect of noise on the NMI distribution was discussed. In the case of
identifying multiple muscles using HD-sEMG, this section applies a very similar concept. If
the electrode array covers two muscles, A and B, then from the perspective of an electrode
above muscle A the signal produced by an electrode over muscle B would be expected to be
relatively dissimilar to its own signal. This is the same concept as noisy electrodes being
expected to be dissimilar to the unaffected electrodes. However, unlike noisy electrodes,
the dissimilarities, in this case, are likely caused by a variety of physiological reasons.
For instance, the muscles have different IZs with different shapes and sizes and are not
necessarily equidistant from the electrode array. The muscle fibres of the different muscles
may not align with each other in which case only the fibres of one muscle can be aligned
to the electrode array. On top of that the motor unit behaviour would likely be different
for each muscle. In Section 3.1, there is a detailed discussion on what makes sEMG
signals similar, from which, an understanding of how they can be dissimilar can also
be established. These physiological differences would all contribute to the dissimilarities
found between the sEMG signals of different muscles. Using NMI distributions (discussed
in Section 3.2.3.2) the net effect of these differences can be shown and can also be exploited
to identify the border between muscles.
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(a) NMI distribution from the
lateral head of the GA
(b) NMI distribution from the
medial head of the GA
Figure 7.3: Two normalised mutual information (NMI) distributions produced from the
same window of data taken from a high density surface electromyography (HD-sEMG)
recording of the gastrocnemius (GA). The NMI distribution shown in (a) is of an electrode
positioned over the lateral head of the GA (row 3 column 3) and (b) is of an electrode
positioned over the medial head (row 14 column 3). The horizontal and vertical axes
represent the column and row position of the electrodes in the array. The colour of each
point represents the NMI between the electrode at that position and (a) the electrode in
row 3 column 3 (b) the electrode in row 14 column 3.
Chapter 7 Adrian Bingham 109
Applications of Normalised Mutual Information in HD-sEMG
NMI distributions produced from the same window of data taken from a HD-sEMG
recording of the GA are shown in Figures 7.3a and 7.3b. The NMI distribution shown
in Figures 7.3a and 7.3b are of the electrodes in row 3 column 3 and row 14 column 3
respectively (A3,3,5(n,m) and A14,3,5(n,m)). The horizontal and vertical axes represent
the column and row position of the electrodes in the array. The colour of each point
represents the NMI between the electrode at that position and the electrode in row 3
column 3 in Figure 7.3a or the electrode in row 14 column 3 in Figure 7.3b. In both
figures rows 1 to 8 covered the lateral head and rows 9 to 16 cover the medial head of the
GA. The border between the two heads was located between rows 8 and 9 using ultrasound
scans.
From both these figures, it can be seen that the NMI of the electrodes covering the other
head is very low compared to the electrodes covering the same head. In Figure 7.3 the
change is so drastic that a clear line can be traced where the muscle border was located.
Comparable behaviour was observed in the NMI distributions of other electrodes as well.
However, the change was less clear for electrodes positioned closer to the muscle border.
This illustrates that there is a clear change in information in the sEMG signals produced
in one head compared to the other.
A different perspective on the two NMI distributions in Figures 7.3a and 7.3b is provided
by Figures 7.4a and 7.4b. The first figure, Figure 7.4a, is top down view of a 3D surface
plot where the blue is the NMI distribution shown in Figure 7.3a and the red is the NMI
distribution shown Figure 7.3b. The horizontal and vertical axes represent the column
and row position of the electrodes in the array. The area between the two bold black
lines on rows 8 and 9 represents the area in which the border between the two heads
has been identified. Column 2 has been marked by a bold grey line and the second
figure, Figure 7.4b, is a plot of this column. The horizontal axis is the row positions of the
electrodes in column 2, and the vertical axis is the NMI. The red and blue lines correspond
to the red and blue surface plots from Figure 7.4a, and the border between the two heads
is between the two vertical dashed lines. From these two figures, it is very clear that
these two surfaces intersect each other over the border between the two heads. However,
Figures 7.4a and 7.4b only shows the intersection between two NMI distributions. To
check that this was a common occurrence between the NMI distributions of the two heads
Figure 7.5 was generated.
There are two figures in Figure 7.5. The first is Figure 7.5a, which is the same as
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(a) (b)
Figure 7.4: Two plots demonstrating the intersection between two normalised mutual
information (NMI) distributions. The plot in (a) is a top down view of a 3D surface
plot where the blue is the NMI distribution of an electrode over the lateral head of the
gastrocnemius (GA) and red is the NMI distributions of an electrode of the medial head.
The horizontal and vertical axes of (a) represent the column and row position of the
electrodes in the array. The area between the bold black lines represents the area in which
the border between the two heads was located. Column 2 has been marked by a bold
grey line and (b) is a plot of this column. The horizontal axis of (b) is the row positions
of the electrodes in column 2 and the vertical axis is the NMI. The red and blue lines
correspond to the red and blue surface plots from (a) and the border between the two
heads is between the two vertical dashed lines.
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(a) Line plots of column 2 from multiple distri-
butions.
(b) Bar graph showing the normalised number
of intersections for each row and between rows
Figure 7.5: Column 2 from the normalised mutual information (NMI) distributions of all
electrodes except the electrodes in column 2. These columns are plotted in (a), and the
normalised number of intersections between these lines is shown in (b) as a bar graph. The
horizontal axis of (a) is the row positions of the electrodes in column 2, and the vertical
axis is the NMI. The horizontal axis of (b) is also the row positions of the electrodes in
column 2, but the bars between row numbers represent the space between rows in (a) and
the vertical axis is the normalised number of intersections (each value is divided by the
largest value). In (a) the red lines are from the NMI distributions of the electrodes over
the medial head of the gastrocnemius (GA), the blue lines are from the NMI distributions
of the electrodes over the lateral head, and the two vertical dashed lines represent the area
in which the border between the two heads is located.
Figure 7.4b except, in this case, column 2 of the NMI distributions for all electrodes
was plotted. The second is Figure 7.5b, which is a bar graph that shows the number
of intersections that occurred in each row and space between rows for Figure 7.5a. In
Figure 7.5a, the red lines are from the NMI distributions of the electrodes over the medial
head, and the blue lines are from the NMI distributions of the electrodes over the lateral
head. In Figure 7.5b, the horizontal axis is the row positions of the electrodes in column
2, the bars between row numbers represent the space between rows, and the vertical axis
is the normalised number of intersections.
From Figure 7.5a it can be seen that many of the blue lines intersect many of the red
lines over the muscle border between rows 9 and 8. The bar graph in Figure 7.5b supports
this observation since the bar between rows 9 and 8 is the significantly taller than the
other bars, the second tallest (between rows 10 and 11) only being half its height. Both
figures confirm that the intersection between the NMI distributions shown in Figure 7.4
is not just limited to the NMI distributions shown in Figures 7.3a and 7.3b.
However, there were two main concerns about the intersections seen in Figure 7.5. Are
112 Chapter 7 Adrian Bingham
Applications of Normalised Mutual Information in HD-sEMG
(a) Normlaised mutual information distribu-
tions of the Biceps Brachii
(b) Normlaised mutual information distribu-
tions of the Tibialis Anterior
(c) Normalised number of intersections for the
Biceps Brachii
(d) Normalised number of intersections for the
Tibialis Anterior
Figure 7.6: Normalise mutual information (NMI) distribution intersections from recordings
of the biceps and tibialis anterior (TA). Plots (a) and (b), the biceps and TA respective, are
of column 2 from the NMI distributions of all electrodes except the electrodes in column
2. Bar graphs (c) and (d) show the normalised number of intersections between the lines
in (a) and (b) respectively. The horizontal axis of (a) and (b) is the row positions of the
electrodes in column 2, and the vertical axis is the NMI. The horizontal axis of (c) and (d)
is also the row positions of the electrodes in column 2, but the bars between row numbers
represent the space between rows in (a) and (b) and the vertical axis is the normalised
number of intersections (each value is divided by the largest value). In (a) and (b) the
red lines are from the NMI distributions of the electrodes in rows 16 to 9, the blue lines
are from the NMI distributions of the electrodes from 8 to 1, and the two vertical dashed
lines represent the middle of the electrode array.
the majority of the intersections between red and blue lines happening in the centre only
because it is the middle of the array? Furthermore, if there is only a single muscle would
there be similar behaviour? To investigate this HD-sEMG data from the tibialis anterior
(TA) and biceps taken from the experiments in Chapters 4 and 5 respectively was put
through the same analysis.
A recording of the TA was used to generate Figures 7.6b and 7.6d and a recording of
the biceps was used to generate Figures 7.6a and 7.6c. These pairs of figures are the
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same as Figure 7.5 however the vertical dashed lines now reference the centre of the array,
with the red lines from NMI distributions of the electrodes from rows 16 to 9, and the
blue lines from rows 8 to 1. If the dense region of intersections was only a result of the
NMI distributions crossing each other over the centre of the array a similar X like pattern
should be visible in Figures 7.6a and 7.6b along with a large central spike in Figures 7.6c
and 7.6d. However, that was not the case, not only for these two examples but for all
single muscle recordings from the other experiments. A less unified pattern was observed
in Figures 7.6a and 7.6b. The line representing each electrode had its own slope which
peaked near the peak of the distribution and eventually flattened out further away. This
formed peaks in each of the rows resulting in the intersections between the red and blue
lines spreading out. In Figures 7.6c and 7.6d there is no distinctive peak such as the one
in Figure 7.5b, and the number of intersections is more spread out than Figure 7.5b.
These observations support the idea that the intersections occurring in the centre of the
array in Figure 7.5 were due to the heads having different information content and not
simply due to being in the centre of the array. These results also show that plotting the
NMI distributions of a single muscle together has a different structure compared to when
two muscles are involved.
7.4 Development of a Border Estimation Method
Based on the observations presented in the previous section an algorithmic method to
estimate the location of the border between the two heads of the GA was developed. The
previous section shows that the intersections between NMI distributions of electrodes over
different heads of the GA occurred more commonly over the border between the two heads
of the GA. This was illustrated by taking the same column from the NMI distributions
for a window of data and plotting the lines on the same plot. The resulting plot had an
intense region of intersections between NMI distributions from the different heads near,
or over, the border between the two heads. Identifying this intense region of intersections
is the key to identifying the location of the border between the two heads. To achieve
this the proposed method searches through all NMI distribution pair combinations from
a single window of data to identify the locations of all intersections, tallies the number of
times an intersect occurs at each location, normalises the tally to produce an intersection
array, and estimates the location of the border using the intersection array.
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Figure 7.7: A flow chart of the algorithm used to produce an intersection array from a
single window of high density surface electromyography (HD-sEMG) data.
Chapter 7 Adrian Bingham 115
Applications of Normalised Mutual Information in HD-sEMG
A simplified flow chart of the process used for creating an intersection array from the
NMI distributions of each electrode for a single window of HD-sEMG data is shown Fig-
ure 7.7. The following is an explanation of each step shown in Figure 7.7.
Identifying all unique distribution pair combinations – A list first needs to be
compiled of all the NMI distribution pairs to be tested. The list will contain all unique
NMI distribution pair combinations where each distribution in the pair is different and
order is not important (2016 pairs for the 64 NMI distributions).
Initialise intersection array – The intersection array, which is the output of this
algorithm, is initialised at this point. The size of the array is 2R-1 by 2C-1, where R is the
number of rows in the array and C is the number of columns, this is to allow for an extra
row and column to be added between the existing rows and columns. These extra rows
and columns allow intersections that occur between electrodes (row wise, column wise,
and diagonal intersections) to be tallied as well.
Load the first distribution pair – The first pair of NMI distributions on the list are
loaded so they can be processed.
Load the first point in distributions – Each point in the NMI distributions are
representative of the electrode in the same row and column location. The algorithm will
analyse the NMI values at each point in both distributions in turn, this step loads the
data for the first electrode to be processed.
Is this point an intersection? – Check if the NMI value at the current point is the
same in both distributions. If so then the surfaces of the two distributions intersect at
this position.
Increment the electrode position in the intersection array – The representative
position of the current point being processed in the NMI distributions is incremented in
the intersection array.
Find all line segments – Consider the position of the current point in the NMI
distributions to be (r, c), r for its row position and c for its column position. A straight
line can be formed between this point, (r, c), and any of its neighbouring points in the
NMI distribution. In this algorithm these straight lines are referred to as line segments.
In this step the following line segments from both distributions are found and if any of
them don’t exist then that line segment is ignored:
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• The row wise line segment which is the line from (r, c) to (r + 1, c).
• The column wise line segment which is the line from (r, c) to (r, c+ 1).
• The two diagonal line segments which are the lines from (r, c) to (r + 1, c + 1) and
(r + 1, c) to (r, c+ 1).
Do the row wise segments intersect? – Checks if the row wise line segment from
both distributions intersect.
Do the column wise segments intersect? – Checks if the column wise line segment
from both distributions intersect.
Do the diagonal segments intersect? – Checks if either diagonal line segments
from both distributions intersect.
Increment row wise intersect location in the intersection array – The represen-
tative position of the space between (r, c) and (r+ 1, c) is incremented in the intersection
array.
Increment column wise intersect location in the intersection array – The
representative position of the space between (r, c) and (r, c + 1) is incremented in the
intersection array.
Increment diagonal intersect location in the intersection array – The rep-
resentative position of the space between (r, c) and (r + 1, c + 1) is incremented in the
intersection array.
Have all points been processed? – Check if all points for the current NMI distribu-
tion pair have been processed.
Load the next point in the distributions – Load the data for the next point in the
current NMI distribution pair to be processed.
Have all pairs been processed? – Check if all NMI distribution pairs have been
processed.
Load the next distribution pair – Load the data for the next NMI distribution pair
on the list to be processed.
Normalise the intersection array – After all the NMI distribution pairs have been
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Figure 7.8: A normalised intersection array produced form a single window of high density
surface electromyography (HD-sEMG) data. The vertical and horizontal axes represent
the row and column positions of electrodes and the rows and columns between whole
numbered coordinates represent the spaces between the electrodes. The magnitude of
each position represents the normalised number of intersections that occurred across all
unique NMI distribution pair combinations.
processed this step will run. To make the intersection array easier to manage all the values
are normalised by dividing them by the largest value in the array.
This process ensures that intersections are only counted once for all the unique NMI
distribution pair combinations. The border between the two heads can now be identified
using the intersection array.
A magnitude map of the intersection array produced from the same window of HD-
sEMG data of the GA analysed in the previous section is shown in Figure 7.8. The vertical
and horizontal axes represent the row and column positions of electrodes and the rows and
columns between whole numbered coordinates represent the spaces between the electrodes.
The magnitude of each position represents the normalised number of intersections that
occurred across all unique NMI distribution pair combinations. From this magnitude map
it is clear that the region between rows 9 and 8 have a significantly higher number of
intersections which is the known location of the border between the two heads of the GA.
To automate the process of identifying this region a binary map is produced from this
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Figure 7.9: A plot representing the estimated location of the border between the two heads
of the gastrocnemius (GA). The vertical and horizontal axes represent the row and column
positions of electrodes and the rows and columns between whole numbered coordinates
represent the spaces between the electrodes. The white region represents the estimated
location of the border.
intersection array.
A binary map produced from the data in Figure 7.8 is shown in Figure 7.9, white
locations have the value of 1 and black locations have the value of 0. The axes for Figure 7.9
are the same as the axes for Figure 7.8. A location is assigned a value of 1 when the same
location from the intersection array has a value equal to or greater than two standard
deviations above the mean value of the intersection array. Otherwise the location is
assigned the value 0. The white region now represents the estimation of the location of
the border between the two heads of the GA. In this case the estimation matches perfectly
with where the border is, between rows 9 and 8. The performance of this method is tested
in the next section.
7.5 Results
The border estimation method was tested on 6 participants at 20%, 40%, 60%, and 80%
MVC as described in Section 7.4. The first 40 windows of each 10 second recording
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(500 samples per window, approximately 8.19 seconds of data at 2441 Hz) were used
to test the performance of the method. In total there were 217 possible locations (64
electrodes, 153 points between electrodes) for the method to estimate the border with. Of
all those locations there are only 7 that represent the location of the border, the points
between rows 8 and 9. Knowing this the sensitivity, specificity, and accuracy of the method
was calculated for each window. For each MVC Table 7.1 gives the average sensitivity,
specificity, and accuracy along with the standard deviations as the plus minus error.
Table 7.1: Average border estimation results for each window.
MVC (%) Sensitivity (%) Specificity (%) Accuracy (%)
20 51.96 ± 30.75 97.3 ± 1.16 95.84 ± 1.81
40 73.87 ± 22.22 97.73 ± 1.42 96.96 ± 1.89
60 80.89 ± 19.9 98.29 ± 1.2 97.73 ± 1.63
80 82.68 ± 21.03 98.18 ± 1.34 97.68 ± 1.84
From Table 7.1 it can be seen that the method performed better with higher MVCs.
The average specificity and accuracy remained high for all MVC values with only a slight
improvement as the MVC increased. The standard deviation of the average specificity
and accuracy remained below 2% for all MVCs. The average sensitivity on the other hand
greatly increased as the MVC increased with a 22% increase from 20% to 40% MVC, a
7.02% increase from 40% to 60% MVC, and a 1.79% increase from 60% to 80%. The
standard deviation of the average sensitivity decreased by 8.53% from 20% to 40% MVC.
However, the variability in the sensitivity remained large with the standard deviation for
40%, 60%, and 80% MVC all close to 20%. Overall the average sensitivity is too low
especially for the 20% MVC and the standard deviation is too large.
Table 7.2: Average border estimation results using 40 windows.
MVC (%) Sensitivity (%) Specificity (%) Accuracy (%)
20 54.76 ± 34.42 97.62 ± 0.67 96.24 ± 1.58
40 83.33 ± 20.89 97.78 ± 1.6 97.31 ± 1.96
60 88.1 ± 15.25 98.73 ± 1.16 98.39 ± 1.48
80 83.33 ± 17.33 98.65 ± 1.08 98.16 ± 1.36
To try and improve the results the estimations were run again but instead the intersec-
tion arrays from all 40 windows from each recording were summed together and used to
estimate the border between the two heads. The results from these estimations are shown
in Table 7.2. The largest improvements were seen in the average sensitivity of 40% and
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Figure 7.10: A bar plot showing the distance between the border of the two heads of the
gastrocnemius (GA) and all the false positives that occurred when estimating the borders
location. The vertical axis is the percentage of all false positives and the horizontal axis
is the distance from the border in mm.
60% MVC, a 9.46% and 7.21% improvement respectively. There were slight improvements
in all other values other than the standard deviation for the 20% MVC which increased by
approximately 4%. Overall the results did not differ too much from the results produced
from the single window estimations shown in Table 7.1.
To further understand what was happening the distance between each of false positives
and the border between the two heads of the GA was measured. These measurements
were tallied and presented in Figure 7.10 which shows the tallies as a percentage of the
total number of false positives from all estimates. The vertical axis is the percentage of
all false positives and the horizontal axis is the distance from the border in mm. This axis
increments by 2.5 mm since the distance between adjacent locations in the intersection
array is half the inter-electrode distance (IED). From this plot it can be seen that while
the sensitivity was poor, many of the false positives were close to their target with 50.67%
of the false positives being within 10 mm of the border. The number of false positives
tended to decrease with distance. However, there are an unusually high number of false
positives occurring at 35 mm and 37.5 mm away from the border. Noisy electrodes at the
edge of the electrode array were a common occurrence for three out of the five participants.
As a result there were a high number of false positives occurring around these electrodes
causing the spikes seen at 35 mm and 37.5 mm.
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7.6 Discussion
In this chapter HD-sEMG recordings of the medial and lateral heads of the GA during
isometric contractions were analysed to develop a method of estimating the border between
the two heads. NMI distributions were obtained from HD-sEMG recordings where the
electrode array spanned both heads of the muscle. Changes in these distributions formed
the basis for the development of this method which is detailed in Section 7.4. The primary
observation was that sEMG signals produced from electrodes over one head were more
similar to each other than with the sEMG signals produced by electrodes that covered
the other head. As a result there were regions where many of the NMI distributions
intersected. The method developed in this chapter identifies these regions by recording
the locations of all unique intersections between every unique NMI distribution pair. The
location of these regions tended to form a line over the location of the border between
the two heads. The method was tested experimentally and its performance was measured
against an ultrasound scan. The average accuracy and specificity of the method was high
with only a small standard deviation in all cases. However, the average sensitivity changed
drastically from low MVCs to high MVCs with a large standard deviation.
There were two key factors that contributed to the relatively large changes seen in the
sensitivity. First, there were a low number of true positive locations (7) which resulted in
the sensitivity decreasing by approximately 14.29% per false negative. This makes it easy
for a large range of sensitivity values to exist, also evident by the large standard deviation,
which can bring the average down. The specificity remained high since there were a large
number of true negatives (210) resulting in each false positive decreasing the specificity
by approximately 0.48%. Secondly, there were many cases where the estimated line for
the location of the border was a broken line. The method only finds locations that have a
large number of intersections, it does not intelligently search for patterns in the intersection
array or attempt to filter or process the final binary map. While visual inspection can
usually identify this problem there is potential for more sophisticated methods to be added
later that can better utilise the intersection array to identify the muscle border.
Both the sensitivity and specificity, for the most part, increase with the MVC and likely
for the same reasons. As the muscle is required to produce more force there is an increase
in the neuromuscular activity. This increase is usually due to the combination of more
active motor units and an increase in the firing rate. The sEMG recorded from this muscle
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will as a result increase in amplitude. This increase in sEMG amplitude was observed in
both heads of the GA causing the differences in their sEMG signals to be amplified. It
would also increase the SNR as any noise that does not increase with MVC will become
relatively smaller to the sEMG signal. This increase in the SNR would result in the noise
contributing less to the NMI distributions and therefore the intersection arrays as well.
This would reduce the size of peaks in the intersection arrays that may have been caused
by noise which would then reduce the standard deviation of the intersection array making
it possible for other points in the array to be classified as the muscle border.
The area that an electrode occupies and the area in between electrodes are not accurately
represented in the NMI distributions or intersection arrays. The electrodes in the electrode
array, in this case, are circular and have a diameter of 3 mm and an IED of 5 mm
meaning the area of an electrode is larger than the area in between electrodes. In an NMI
distribution the same electrodes are represented by single points on a three dimensional
surface, the remaining area of the surface represents the area in between electrodes. This
means that in NMI distributions electrodes are represented by a significantly smaller area
than the area allocated to representing the spaces in between electrodes regardless of
the physical size of the electrodes. Therefore, when finding intersections between NMI
distributions the intersections are far more likely to occur in spaces associated with the
area in between electrodes. This represents a key weakness in the current method used
for producing intersection arrays. If the intersection occurs at the point representing
the electrode then it is counted as occurring at the electrode’s location. However, if
an intersection occurs at any point along any line segment between electrodes then it
is counted as occurring in between electrodes. This creates a large bias towards the
areas in between electrodes in the intersection arrays, the effects of which can be seen
in the bar graphs of Figures 7.5 and 7.6, and the intersection array in Figure 7.8. The
electrode locations in the array have zero intersections due to the rarity of the distributions
intersecting at the precise point which is that represents an electrode. Because of this it
is difficult to say whether this method would be able to identify a muscle border passing
directly under an electrode correctly. In such a case a method that proportionally divides
the surface of the NMI distribution according to the physical size of the electrodes and
area between would likely perform better.
While the focus of this method is on identifying the border between muscles, it is likely
it could also be used to identify NMCs or MTUs within a single muscle. Since NMCs
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or MTUs from the same muscle have differing neuromuscular activity, it is likely it will
cause dissimilar regions to appear in NMI distributions of the muscle. If these regions are
dissimilar enough it will have a similar effect as that the two heads of the GA had on the
NMI distributions and create intersection regions such as the one shown in Figure 7.5. In
such a case it will identify a border between the dissimilar regions instead of, or including,
the border between two muscle masses.
Despite these issues the method was able to keep its average accuracy above 95% with
the highest average sensitivity being 88%. Also, while the sensitivity varied largely between
windows, participants, and MVCs Figure 7.10 shows that majority of the false positives
were within 10 mm of the muscle border. Therefore, many of the border estimates were
close to the muscle border. Also, there are some advantages for using this method. The
number of borders that can be identified is only limited by the number of locations in
the intersection array and by the average and standard deviation of the array changing.
Therefore there is potential for it to identify more than just two muscles, although it has
yet to be tested under such conditions. Also, this method does not require the electrode
array to be aligned in any particular manner and is likely unaffected by electrodes being
placed over innervation zones. This is due to the nature of the NMI distributions as they
do not rely on any orientation and each electrode is evaluated independently from the
others.
Overall this chapter has been able to demonstrate that the NMI can be used to estimate
the location of the border between superficial muscles. This was demonstrated using HD-
sEMG recordings of the medial and lateral heads of the GA in which the method was able
to estimate the border between the two heads with reasonable accuracy. However, there
are many aspects of the method that can be improved upon which could potentially make
it more accurate and robust.
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Conclusion
8.1 Thesis Summary
The research presented in this thesis has demonstrated that normalised mutual information
(NMI) as a feature of surface electromyography (sEMG) can provide useful information
in a variety of ways. NMI was presented as a method of analysis in four different high
density sEMG (HD-sEMG) applications which formed the bases of the research questions
(Section 1.2) that this research has attempted to answer. To account for the fact that NMI
is typically only between two variables initially a method for analysing HD-sEMG using
NMI was developed. This was the NMI distribution method discussed in Chapter 3 along
with its two summary methods, the interaction map and the total NMI magnitude map.
These methods were used to observe how the NMI changed spatially and to demonstrate
that the positions of the electrodes relative to each other and the muscle has an effect on
the value of the NMI. Also, for each research question these methods were used as a means
of investigation and, in some cases, as the foundation for developing a related method.
The first research question was whether the normalised mutual information between
the electromyography signals recorded from multiple locations within a muscle can be
used to identify the state of peripheral muscle fatigue. The results and analysis of the
data collected to investigate this question were presented in Chapter 4. The statistical
results clearly indicate that muscle fatigue, on average, increases the NMI and that the
percentage of maximum voluntary contraction (MVC) force used does not significantly
affect this increase. This NMI increase can be seen in row wise and column wise electrode
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pairs, the NMI distributions, and its summary methods meaning that this NMI increase is
not dependent on electrode pair orientation or position. The cause of this increase is likely
due to a variety of changes that are known to occur during muscle fatigue. These changes
include motor unit synchronisation, varying firing rate, varying motor unit recruitment
patterns, and decreased conduction velocity. However, the plots of the average NMI
between participants had large standard deviations meaning that no particular value could
be associated with different states of muscle fatigue. Therefore, this thesis was not able to
identify any particular state of muscle fatigue using NMI but instead demonstrated that
fatigue can significantly increase the NMI on average.
The second research question was whether by analysing the spatial similarities between
recorded high density surface electromyography signals, the location of the innervation
zone can be estimated. The results and analysis of the data collected to investigate this
question were presented in Chapter 5. It was shown that the presence of an innervation
zone (IZ) did have some effect on the NMI distribution. These effects could also be seen in
the interaction maps and total NMI magnitude maps. In terms of the NMI distributions,
in most of the distributions of the electrodes outside the IZ, troughs or pits formed at the
estimated locations of the IZs. These features of the NMI distribution are likely caused
by the propagation pattern the IZ creates in HD-sEMG data. This pattern causes a
situation where electrodes further away from the IZ potentially share similarities with more
electrodes than the electrodes over the IZ. However, this effect has only been demonstrated
through observation and has not been tested statistically. From these observations, this
thesis has been able to demonstrate that NMI distributions can potentially be used for
identifying the location of IZs. However, a method for doing so would need to be produced
to demonstrate its effectiveness.
The third research question was whether analysing electromyography spatially using
normalised mutual information can identify individual superficial muscles, and Chapter 7
discusses the results and analysis of the data collected to investigate this question. The
NMI distributions showed that the NMI between two electrodes placed over two different
muscles, the two heads of the gastrocnemius (GA), is smaller than the NMI between
electrodes placed over the same muscle. In many cases the intersection line between these
two distributions closely follows the border between the two muscles identified from an
ultrasound scan. The cause for this is thought to be due to the expected differences in
sEMG signals. Differing distances to the IZ, variations in conduction velocity, and differing
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motor unit behaviour and recruitment patterns would all contribute to the dissimilarity
between the sEMG signals of the two muscles. Using this information an intersection map
was constructed which was used to estimate the location of the border between the two
muscles. The estimated location was compared to the ultrasound scan of the muscles to
measure its performance. The average specificity was high for all MVCs but the average
sensitivity was better for high MVCs (60% and 80%). However, just over 50% of the false
positives were within 10 mm of the border estimated from the ultrasound. From this it is
clear that the NMI can be used to identify individual superficial muscles being recorded
with HD-sEMG, however, the method needs to be refined and its limitations need to be
explored.
The fourth research question was whether using normalised mutual information, noisy
channels in a high density surface electromyography recording can be automatically iden-
tified. Data collected for Chapter 5 was used to investigate this question and Chapter 6
discusses the results and analysis of the data for this question. Artificial noise was added
to HD-sEMG data and it was found that it significantly affected the NMI distributions
of all electrodes in the recording. The noisy electrodes were similar to fewer electrodes
compared to other electrodes as illustrated in the interaction maps of the data. This
also meant that, more often than other electrodes, the noisy electrodes tended to have
zero interactions. A method for identifying noisy electrodes was developed based on the
number of zero interactions each electrode had for a range of interaction thresholds. The
performance of this method was then tested. Overall the average specificity was high
but the average sensitivity suffered for SNRs 15 dB and over and as the number of noisy
electrodes increased. The MVC did not have any significant effect on the results. This
work was able to demonstrate that the NMI can be used for identifying noisy electrodes
in HD-sEMG recordings however the method needs to be tested with more realistic noise
to gauge how useful it can be.
Overall, the results presented in this thesis are promising and demonstrate the poten-
tial for using NMI in the analysis of sEMG. However, as highlighted, there are limitations
to the methods developed in this thesis. To fully understand the extent and impact of
these limitations further research is required. Investigating these limitations could poten-
tially improve the performance of these methods or lead to the development of alternative
methods.
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8.2 Future Studies
The aim of this thesis was to demonstrate the potential of NMI as a feature for analysing
sEMG. While this has been achieved improvements can be made to the methods that have
been presented and there are also new aspects that could be investigated. A common
improvement that should be made in all future studies of this research is to use more
participants. There is potential for inter-subject variation, especially in the case of muscle
fatigue which had a large standard deviation for the average NMI amongst participants. A
larger number of participants also minimises any possible effects that undetected erroneous
signals may have on the performance measures used to verify the developed methods.
There are some key points that stood out during this research that should be considered
in any future studies extending this research. There are signs that the methods developed
in this thesis do not rely on the array being correctly aligned or orientated since the
similarities between each electrode and every other electrode are being used. This would
need to be confirmed and the limitations would also have to be investigated.
For muscle border estimation and noisy electrode identification simple standard de-
viation thresholds were used to identify true positives. The use of more sophisticated
algorithms or methods for this part of the method could potentially improve the sensitiv-
ity and overall accuracy. Further investigation into the limitations of the muscle border
estimation method is also necessary. If the method can detect smaller muscles and more
than two it could potentially be very useful in the study of gesture recognition and similar
fields.
Finally, there is potential to use the observations of how the IZ affected the NMI dis-
tribution to develop an automatic IZ detection method. During this research the initial
investigation suggests that developing such a method is feasible. However, this is not a
straightforward task hence it was not possible to complete within the time-frame of this
work.
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Results Tables for Automatic
Detection of Noisy Electrodes
This contains the extra results tables for the method developed in Chapter 6. The results
in Section 6.5 can be broken down into 16 tables showing how the method performed for
each % MVC and noisy electrode group size. Therefore they are included as an appendix.
Table A.1: Results for groups of 2 noisy electrodes during a 20% MVC isometric contrac-
tion.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100.00 ± 0.00 99.96 ± 0.25 99.96 ± 0.24
5 100 99.74 ± 0.60 99.75 ± 0.58
10 100 99.51 ± 0.75 99.52 ± 0.72
15 100 98.16 ± 2.07 98.21 ± 2.00
20 73.75 ± 38.83 96.82 ± 1.78 96.10 ± 1.79
Table A.2: Results for groups of 4 noisy electrodes during a 20% MVC isometric contrac-
tion.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 99.98 ± 0.19 99.98 ± 0.17
5 100 99.98 ± 0.19 99.98 ± 0.17
10 100 99.56 ± 0.83 99.59 ± 0.78
15 99.69 ± 2.80 98.75 ± 1.42 98.81 ± 1.32
20 63.44 ± 37.30 97.38 ± 2.29 95.25 ± 3.16
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Table A.3: Results for groups of 8 noisy electrodes during a 20% MVC isometric contrac-
tion.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 100 100
10 100 99.96 ± 0.28 99.96 ± 0.25
15 94.06 ± 11.67 99.15 ± 1.07 98.52 ± 1.97
20 42.81 ± 32.26 98.04 ± 2.28 91.13 ± 4.82
Table A.4: Results for groups of 16 noisy electrodes during a 20% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 98.75 ± 4.35 100 99.69 ± 1.09
10 83.44 ± 23.67 100 95.86 ± 5.92
15 40.31 ± 23.43 99.58 ± 0.85 84.77 ± 5.80
20 11.25 ± 10.65 99.17 ± 1.25 77.19 ± 2.75
Table A.5: Results for groups of 2 noisy electrodes during a 40% MVC isometric contrac-
tion.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 99.97 ± 0.22 99.97 ± 0.21
5 100 99.91 ± 0.37 99.91 ± 0.36
10 100 99.73 ± 0.63 99.74 ± 0.61
15 100 98.60 ± 1.49 98.64 ± 1.45
20 57.81 ± 43.27 97.58 ± 1.88 96.34 ± 2.53
Table A.6: Results for groups of 4 noisy electrodes during a 40% MVC isometric contrac-
tion.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 99.98 ± 0.19 99.98 ± 0.17
10 100 99.77 ± 0.64 99.79 ± 0.60
15 99.06 ± 4.78 98.90 ± 1.59 98.91 ± 1.60
20 56.56 ± 39.93 97.65 ± 1.87 95.08 ± 3.22
Table A.7: Results for groups of 8 noisy electrodes during a 40% MVC isometric contrac-
tion.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 100 100
10 100 99.78 ± 0.72 99.80 ± 0.63
15 86.25 ± 19.57 99.33 ± 1.12 97.70 ± 2.81
20 47.50 ± 41.43 97.95 ± 1.96 91.64 ± 5.58
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Table A.8: Results for groups of 16 noisy electrodes during a 40% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 99.06 ± 2.29 100 99.77 ± 0.57
10 77.50 ± 27.08 100 94.38 ± 6.77
15 32.50 ± 31.26 99.79 ± 0.64 82.97 ± 7.93
20 6.56 ± 7.71 99.48 ± 1.33 76.25 ± 2.24
Table A.9: Results for groups of 2 noisy electrodes during a 60% MVC isometric contrac-
tion.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 99.95 ± 0.28 99.95 ± 0.27
5 100 99.88 ± 0.46 99.88 ± 0.45
10 100 99.53 ± 0.82 99.54 ± 0.80
15 99.06 ± 6.80 98.32 ± 1.36 98.34 ± 1.35
20 55.31 ± 43.65 96.61 ± 2.40 95.32 ± 3.00
Table A.10: Results for groups of 4 noisy electrodes during a 60% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 99.96 ± 0.26 99.96 ± 0.25
10 100 99.56 ± 0.87 99.59 ± 0.81
15 96.56 ± 10.33 98.56 ± 1.42 98.44 ± 1.65
20 55.00 ± 41.61 97.13 ± 2.12 94.49 ± 3.68
Table A.11: Results for groups of 8 noisy electrodes during a 60% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 100 100
10 99.69 ± 1.98 99.73 ± 0.76 99.73 ± 0.70
15 78.75 ± 27.33 99.29 ± 1.13 96.72 ± 3.72
20 45.31 ± 40.70 97.68 ± 1.77 91.13 ± 5.36
Table A.12: Results for groups of 16 noisy electrodes during a 60% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 99.69 ± 1.40 100 99.92 ± 0.35
5 92.19 ± 12.31 100 98.05 ± 3.08
10 68.75 ± 31.54 100 92.19 ± 7.89
15 33.75 ± 32.66 100 83.44 ± 8.16
20 11.88 ± 11.63 99.17 ± 1.71 77.34 ± 3.42
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Table A.13: Results for groups of 2 noisy electrodes during a 80% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 99.97 ± 0.22 99.97 ± 0.21
5 100 99.88 ± 0.43 99.88 ± 0.41
10 100 99.63 ± 0.75 99.64 ± 0.73
15 95.00 ± 17.01 98.89 ± 1.17 98.77 ± 1.43
20 56.88 ± 44.33 96.98 ± 2.13 95.72 ± 2.53
Table A.14: Results for groups of 4 noisy electrodes during a 80% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 99.94 ± 0.32 99.94 ± 0.30
10 100 99.69 ± 0.75 99.71 ± 0.71
15 92.50 ± 14.56 98.77 ± 1.32 98.38 ± 1.73
20 52.50 ± 42.02 97.46 ± 1.98 94.65 ± 3.44
Table A.15: Results for groups of 8 noisy electrodes during a 80% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 100 100 100
10 99.38 ± 2.76 99.78 ± 0.60 99.73 ± 0.60
15 78.13 ± 29.25 99.11 ± 1.46 96.48 ± 3.89
20 43.75 ± 39.53 98.48 ± 1.54 91.64 ± 5.53
Table A.16: Results for groups of 16 noisy electrodes during a 80% MVC isometric con-
traction.
SNR (dB) Sensitivity (%) Specificity (%) Accuracy (%)
0 100 100 100
5 95.00 ± 11.40 100 98.75 ± 2.85
10 70.31 ± 28.31 100 92.58 ± 7.08
15 35.63 ± 29.81 99.90 ± 0.47 83.83 ± 7.49
20 10.00 ± 9.38 99.38 ± 1.19 77.03 ± 2.54
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