We prove limit theorems for the super-replication cost of European options in a Binomial model with transient price impact. We show that if the time step goes to zero and the effective resilience between consecutive trading times remains constant then the limit of the superreplication prices coincide with the scaling limit for temporary price impact with a modified market depth.
Introduction
This paper is a natural continuation of our previous work [1] on superreplication with transient price impact. We follow the transient price impact model which was introduced in [3] . In [1] we established a super-replication price duality in a continuous-time financial model. As an application, we also showed that in a continuous time price impact model under natural conditions the best way to super-replicate a call option is to buy and hold the underlying asset until maturity.
In view of the above negative result, this paper studies scaling limits of the Bachelier version of the classical Cox-Ross-Rubinstein model of a complete binomial market. Our main result shows that when the time step goes to zero and the effective resilience between consecutive trading times remains constant (that is the resilience rate is scaled inversely to the time step), a meaningful scaling limit emerges that can be described as the value of a volatility control problem on the Wiener space. Surprisingly, the scaling limit which we obtain coincide with the scaling limit for binomial models with purely temporary price impact and modified market depth, as studied (for geometric random walk) in [9, 7, 2] .
Our approach for computing the scaling limit is purely probabilistic. We start with the lower bound. This is done in two steps. In the first step we establish a simple lower bound for the super-replication prices in terms of consistent price systems with "small" spread. This step does not require any convexity assumptions on the portfolio value as a functional of the trading strategy. The second step is to use Kusuoka's techniques from [10] to construct, for a given martingale M on the Brownian probability space whose volatility satisfies some regularity conditions, on the discrete probability space {−1, 1} N a sequence of consistent price systems with vanishing spread which converge in law to M. Kusuoka's techniques are particularly useful here as they also allow to control the approximation of the quadratic variation of M.
The proof of the upper bound is more complicated. First, we notice that the portfolio value in the transient price impact dominates from above the portfolio value in a quadratic costs setup with a modified market depth which can be viewed as the binomial version of the temporary price impact model introduced in [4] . The final step is then to establish an upper bound for the super-replication prices with such quadratic costs. We construct a subclass of constrained trading strategies, for which the dual consistent price systems are tight.
The paper is organized as follows. In Section 2 we formalize the superreplication problem with transient price impact and formulate the scaling limit result. Section 3 devoted to the proof of the lower bound. In Section 4 we prove the upper bound. The proof of the upper bound uses several auxiliary results which we establish in Section 5.
Preliminaries and the Main Result

Binomial Models with Transient Price Impact
N be the space of infinite sequences ω = (ω 1 , ω 2 , ...), ω i ∈ {−1, 1}, and letP be the probability measure onΩ such that the coordinate
, and consider the natural filtration F k = σ{ξ 1 , ..., ξ k }, k ≥ 0, with trivial F 0 .
Next, we introduce a scaled sequence of binomial models with permanent price impact. The scaling is done in such a way that the resilience rate goes to infinity inversely proportional to the time step by keeping the total resilience between two subsequent dates constant while more and more of these dates are allowed in the fixed continuous-time reference interval [0, 1]. The time horizon T = 1 is chosen without loss of generality here.
Formally, for any n ∈ N, we consider a market which is active at times 0,
, ..., 1. The financial market consists of a savings account which for simplicity bears no interest and of a risky asset. We consider an investor whose trades in the risky asset affect its market prices in an adverse manner.
The investor's trading strategy is described by a predictable process γ = {γ k } n+1 k=0 where γ k+1 is the number of stocks that the investor holds at the moment k n , after a transfer is made at this time. We assume that the investor starts with zero stocks, i.e. γ 0 := 0, and liquidates his position at the maturity date, i.e. γ n+1 ≡ 0.
For any k = 0, 1, ..., n let A (n) k and B (n) k , be the ask price and the bid price at the beginning of time k/n, respectively. The processes
and
are given for k = 1, ..., n as follows:
with given constant parameters σ, η > 0 and κ ∈ (0, 1]. For simplicity we assume that the initial ask price and the initial bid price coincide and do not depend on n: A
= Π 0 is a constant. To ensure simple formulae for the wealth dynamics (see (2.2) below), it turns out to be convenient to adopt the following timing convention: We enter the period at time k/n with the ask price A (n) k and the bid price B (n) k . Then the bid-and ask-prices revert to each other at some finite resilience rate κ ∈ (0, 1] and afterwards the investor makes a trade. Due to finite market depth 1 η ∈ (0, ∞), which can be interpreted as the height of a block-shaped limit order book, a buy (sell) order incurs an impact and increases the askprice (bid-price) with a linear relation whereas the best bid-price (ask-price) is not directly affected. Finally, towards the end of period k/n both bid-and ask-price are driven by some common exogenous fundamental random shock given by
At the maturity date the investor liquidates the portfolio after the prices have reverted a last time. Hence,
are the ask price and the bid price after portfolio liquidation.
In our setup, if the ask price is a and the investor wishes to buy β shares he will pay β(a + βη/2). Similarly if the bid price is b and the investor wishes to sell β stocks he will receive β(b − βη/2). Now we are ready to derive the formula for the portfolio value at the maturity date. For any process Φ k , k ≥ 0 we denote
dropping the dependence on n for simplicity of notation. Assume that the investor starts with zero initial capital. Then the portfolio value which corresponds to the trading strategy γ at the maturity date, after liquidation, is given by:
The first equality follows from the definitions. The second equality follows from the decomposition ∆γ
and ∆γ
. The third equality is obtained from the summation by parts formula, the relation
and γ 0 = γ n+1 = 0. The fourth equality follows from the observation that γ 0 = γ n+1 = 0 implies
The fifth equality follows from the relation S k = (1 − κ)S k−1 + η|∆γ k |, k = 1, ..., n + 1. The last equality is straightforward from S 0 = 0.
Super-replication and Scaling Limits
Let G : R → R + be a uniformly continuous function with linear growth. For any n ∈ N consider the super-replication price
for a vanilla option on the middle price Π n+1 :=
. Due to the terminal liquidation of the portfolio (i.e. γ n+1 = 0) we have that Π n+1 = P (n) n does not depend on the trading strategy and so the payoff of this option cannot be manipulated by the investor.
The following result describes the asymptotic behavior as n ↑ ∞ of the above super-replication price in terms of a volatility control problem on the Wiener space.
be a probability space which supports a onedimensional Brownian motion W . Let D be the set of all uniformly bounded, nonnegative, adapted (to the Brownian filtration) processes ν = {ν t } 1 t=0 . Then
The preceding theorem identifies the scaling limit of our discrete-time super-replication prices in the form of a convex risk measure where the relevant models are parameterized by stochastic volatility profiles ν that are penalized by their local variances' L 2 -distance from the reference variance σ 2 . Interestingly, this is also the scaling limit that emerges from price impact models with purely temporary impact, albeit with a different weight; see [9, 7, 2] .
Proof of the Lower Bound
We start with the following definition. 
II. The function f is bounded away from zero, i.e. there exists a constant
Following the density arguments of Lemma 7.3 in [7] we obtain
Thus in order to prove the lower bound we need to prove that for any ν ∈ D 0 lim inf
(3.1) In his seminal paper [10] Kusuoka, for a given ν ∈ D 0 provided an explicit construction of probability measures Q n on (Ω, F n ), n ∈ N and corresponding martingales
which are close to the random walk {P
. The next lemma (which is given without proof) summarize the main properties of the Kusuoka construction. For the detailed construction see Section 5 in [10] .
There exists a sequence of probability measures Q n on (Ω, F n ) and predictable (with respect to the filtration
, n ∈ N with the following properties. (I). The stochastic processes α (n) , n ∈ N are uniformly bounded (in n). Moreover, |α
(II). For any n ∈ N the stochastic process M
We have the weak convergence of the joint distributions
where [·] denotes the integer part of ·. Now, we are ready to prove (3.1).
3)
The first equality follows from (2.2) and the fact that M (n) is a martingale. The second equality obtained from the summation by parts formula. The first inequality follows from the relation |M
. The two equalities afterwards are straightforward (S 0 = 0). Next, recall that α (n) is bounded. Thus, the second inequality follows from the simple duality max z∈R (yz − αz 2 ) = y 2 4α
. The last equality is due to the relation |α
. We arrive to the final step of the proof. Notice that for any n, the superreplication price satisfies
as required. η. In this section we consider a temporary price impact model with quadratic costsη 4 β 2 , where β is the number of bought shares. This is the discrete version of the Ç etin-Jarrow-Protter model (see [4] ). Formally, in the n-step binomial model the portfolio value of a predictable trading strategy γ = {γ k } n+1 k=0 with γ 0 = γ n+1 = 0 is given by
The corresponding super-replication price is given by
We have the following comparison result.
Lemma 4.1. For any n, V n ≤ U n .
Proof. Choose n. We will prove that for any γ we have the inequality Y γ n+1 ≤ Z γ n+1P a.s. In view of (2.1) and (4.1) this is equivalent to proving
From the recursive relation
as required.
Upper Bound for the Super-replication Prices in the CJP Model
In view of Lemma 4.1, in order to establish the upper bound in Theorem 2.1 it sufficient to prove the following Proposition.
Proof. The proof of the Proposition will be done in three steps.
Step I: Fix λ, ε ∈ (0, 1) and let n ∈ N. Define a sequence of stopping times by the following recursive relations
Denote by u(λ) the super-replication price (in the CJP setup) of the claim given by the payoff
Since G has a linear growth, then there exists a constant c = c(λ) > 0 such that
Hence, for sufficiently large n,
where m = λ 2 c and Θ = τ [c/ε 2 ]+1 . The first inequality follows from the fact that G is uniformly continuous and |P
second inequality is trivial if Θ = 1 − n −2/3 . On the other hand, if Θ < 1 − n −2/3 then from definition of τ k we have that for
and the second inequality follows. From the convexity of the portfolio value (as a function of the trading strategy) and the inequality
where U is the super-replication price of the claim I Θ=1−n −2/3 m∧G(P Recall (4.1) and notice that P (n) n is uniformly bounded (in n) on the interval [0, Θ]. Thus the equality
, implies that the portfolio value of the above described strategy at the maturity date given by
This together with (4.2) gives that for sufficiently large n, we have
Step II: In this step we apply duality theory for the right hand side of (4.3). We start with the constrained duality theorem from [8] (see Theorem 4.1 and Example 2.3 there) for the super-replication price under portfolio constraints. The result is
where W is the space of all stochastic processes ψ = {ψ i } [c/ε 2 ] i=0 such that for any i, ψ i is H i measurable and |ψ i | ≤ ln n, the set Q is the space of all probability measures on the σ-algebra F n and
We argue that we can interchange the order of the infimum and supremum in (4.4). Clearly, the sets W , Q can be viewed in a natural way as convex compact subsets of a finite dimensional Euclidean space. For a given probability measure Q the functional G (·, Q) : W → R is convex and continuous. Also observe that for any ψ the functional G (ψ, ·) : Q → R is concave. Thus from the minmax Theorem 45.8 in [11] we obtain inf ψ∈W sup Q∈Q G (ψ, Q) = sup Q∈Q inf ψ∈W G (ψ, Q). This together with (4.3)-(4.4) gives
and we conclude that there exists Q ∈ Q such that
Clearly, the super-replication price U n is nonnegative, and so from (4.5) we obtain
Hence,
. Observe that for any i ≤ [c/ε 2 ] (for sufficiently large n) we have
.
We observe that the last equality holds since the minimizer
is uniformly bounded in n and in particular |ψ * i | ≤ ln n for sufficiently large n. Moreover from (4.5)-(4.6) we conclude that for sufficiently large n (the
Step III: Set θ i = τ i + iδ, i = 0, 1, ..., [c/ε 2 ] + 1, and define the stochastic process D = {D t } 1+λ t=0 by
where
we extend the probability space). Observe that in general D is not a martingale. Also introduce the process
Next, consider the terms w (1) (n, ·), w (2) (n, ·) from Lemma 5.1. From the convexity of the portfolio value (as a function of the trading strategy) it follows that u(λ) ≤ w (1) (n,2λ)+w (2) (n,2λ) 2
. Thus, from (4.7) (notice that Θ = 1 − n −2/3 implies that θ [c/ε 2 ]+1 = 1 + λ) we obtain that
Denote by D (ε) the set of all stochastic processesD on the interval [0, 1 + λ] of the following form. Until some random time ϑ the processD is a pure jump process such that each jump is no more than 2ε, the time between two subsequent jumps is between 
After the random time ϑ we haveD t =D ϑ + σW t−ϑ where W is a Brownian motion independent ofD [0,ϑ] . Observe that for sufficiently large n the process D from (4.9) lies in the set D (ε) . The set D (ε) does not depend on n. Thus, (for sufficiently large n we have δ ≤
where the process ζ (ε) is defined similarly to (4.8). Observe that ζ (ε) ≤ 8c λ +σ 2 and the bound does not depend on ε. Next, we take ε ↓ 0. Thus, consider a sequence of ε k = 1/k, k ∈ N. From Lemma 5.2 it follows that there exists a subsequence (which still denoted by k) and a continuous martingaleM = {M t } 1+λ t=0 such that we have the weak convergence
Hence, from the Skorokhod representation theorem (see [5] ) it follows that we can construct a probability space (the corresponding probability measure will be denoted by P) such that
By Lemma A1.1 in [6] there exists a sequence
) , ...), k ∈ N such that α (k) converge P ⊗ dt almost surely to a stochastic process α. From (4.11) and the bounded convergence theorem it follows that
P⊗dt a.s. Clearly, the map ζ → E 1+λ 0
2 dt is convex, and so from the dominated convergence theorem and (4.10) we obtain (by taking k → ∞) lim sup n→∞ U n ≤ lim sup n→∞ w (1) (n,2λ)+w (2) (n,2λ) 2
dt .
Finally, we take λ ↓ 0. In view of Lemma 5.1, we assume that λ > 0 is sufficiently small so lim sup n→∞ w (1) (n,2λ)+w (2) (n,2λ) 2
Thus from (4.12), the equalityM 0 = Π 0 and the relation G(
From the Jensen inequality for the probability measure dt 1+λ
on the interval [0, 1 + λ] we get
Thus, the term E P 1+λ 0
dt is uniformly bounded in λ (for sufficiently small λ). Define the continuous martingaleM
The first inequality follows by using the same arguments (based on the randomization technique) as in Lemma 7.2 in [7] . The second inequality follows from the relationsM 1+λ =M 1 ,
, the bound
and the fact that E P 1+λ 0
dt is uniformly bounded. The last inequality follows from (4.12). By taking λ ↓ 0 and applying Lemma 5.1 we complete the proof.
Auxiliary lemmas
This section is devoted to proving the auxiliary results which were used in the proof of Proposition 4.2. Lemma 5.1. Fix ε > 0. For a given n ∈ N and λ ∈ (0, 1) let w (1) (n, λ) and w (2) (n, λ), be the super-replication prices (in the n step model with portfolio dynamics given by (4.1)) of the claims given by the payoffs λ|P Proof. We start with proving the lemma for w (1) (n, λ). Fix n ∈ N. Let 0 < a < 1 η and consider the portfolio γ = {γ k } n+1 k=0 given by
. From (4.1) it follows that the portfolio value at the maturity date satisfies
Thus, (recall that a < 1/η) for sufficiently large n, Y
We conclude that lim sup n→∞ w (1) (n, a/4) = O(a) and the result follows.
Next, we prove the claim for w (2) (n, λ). Again, choose n ∈ N and take 0 < a < 1 η . Consider the portfolioγ = {γ k } n+1 k=0 given byγ k = a(P (n)
Thus, lim sup n→∞ w (2) (n, a/4) = O(a) and the proof is completed.
Next, we prove the following.
There exists a subsequence (still denoted by k) and a continuous martingale M = {M t } 1+λ t=0 such that
Proof. The proof of the Lemma will be done in two steps.
Step I: In this step we prove that the sequenceD (1/k) , k ∈ N is tight. First by taking linear interpolation we modify the processD (1/k) so it will be continuous. Namely, define the continuous stochastic processD
] + 1 are the jump times and W is a Brownian motion independent ofD
We apply the Kolmogorov tightness criterion. Thus, fix k ∈ N and 0 ≤ t 1 < t 2 ≤ 1 + λ. Define the random times η i = min j :θ 
Step II: From Prokhorov's theorem and the first step it follows that there exists a subsequence (still denoted by k) and a continuous process M = {M t } 1+λ t=0 such thatD (1/k) ⇒M . Since sup 0≤t≤1+λ |D
(1/k) t
−D
(1/k) t | ≤ 2/k then we conclude the weak convergenceD
(1/k) ⇒M . Fix k. The processes D
(1/k) , in general is not a martingale, but its "close" in the following sense. For a given k define the filtrationH t , t ∈ [0, 1 + λ] to be the smallest right continuous filtration such that for any i and t the random variables θ 
+ σW t−θ 
