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Two relaxation limits in critical spaces for the scaled nonisentropic
Euler–Poisson equations with the momentum relaxation time and
energy relaxation time are considered. As the ﬁrst step of this
justiﬁcation, the uniform (global) classical solutions to the Cauchy
problem in Chemin–Lerner’s spaces with critical regularity are
constructed. Furthermore, by the compactness argument, it is
rigorously justiﬁed that the scaled classical solutions converge
to the solutions of energy-transport equations and drift-diffusion
equations, respectively, with respect to different time scales.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider the following equations of multi-dimensional compressible Euler–Poisson equations
arising in semiconductor physics (see, e.g., [16]):
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tn+ div(nu) = 0,
∂t(nu) + div(nu⊗ u) + ∇ P = n∇Φ − nu
τp
,
∂tW + div(uW + uP ) = nu · ∇Φ − W − W
τw
,
Φ = n − n¯,
(1.1)
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916 J. Xu / J. Differential Equations 252 (2012) 915–940for (t, x) ∈ [0,+∞)×Rd (d 2), where the unknowns n(t, x),u(t, x) = (u1,u2, . . . ,ud) ( represents
transpose), W (t, x) denote the electron density, electron velocity and energy density, respectively.
Φ = Φ(t, x) stands for the electrostatic potential generated by the Coulomb force from electrons and
background ions. Here, P = nT is the pressure function, the energy density W satisﬁes W = n|u|22 +
P
γ−1 (γ > 1), and W = nTLγ−1 is ambient device energy, where T (t, x) is the temperature of electrons
and TL > 0 is a given ambient device temperature. τp is the scaled momentum relaxation time and
τw is the scaled energy relaxation time. The symbols ∇ ,  and ⊗ are the gradient operator, Laplace
operator and the tensor products of two vectors, respectively. The constant n¯ > 0 is the doping proﬁle,
which is the density of ﬁxed, positively charged background ions. The reader is referred to [16] for
more explanations on (1.1).
In this paper, we investigate the Cauchy problems of (1.1). For this purpose, the initial conditions
for n,u and T as well as a boundary condition for Φ are equipped with
(n,u,T )(x,0) = (n0,u0,T0)(x), x ∈ Rd, (1.2)
lim|x|→+∞Φ(t, x) = 0, a.e. t > 0, (1.3)
where the homogeneous boundary condition for Φ means that the semiconductor device is in equi-
librium at inﬁnity.
As well known (see, e.g., [16]), the time evolution of a distribute of electrons in a semicon-
ductor device is well described by the semiclassical Boltzmann–Poisson equations. Unfortunately,
dealing with the kinetic equations remain too expensive from a computational point of view. Nev-
ertheless, it is possible to derive some simpler ﬂuid dynamical equations for macroscopic quantities
like density, velocity and energy density, which can represent a comprise between physical accu-
racy and reduction of computational cost. Consequently, several kinds of new macroscopic models
are introduced, for instance, the Euler–Poisson equations, drift-diffusion model and energy-transport
model.
The traditional drift-diffusion model works very well in the regime of low carrier density and
small electric ﬁelds. By contrast, the Euler–Poisson equations which take into account the trans-
port of energy, are usually considered to describe high ﬁeld phenomena or submicronic devices.
However, the qualitative study and device simulation for Euler–Poisson equations are far to be triv-
ial, since the equations form a quasilinear hyperbolic system with nonlocal source, the solutions
can become discontinuous in ﬁnite time. The energy-transport model overcomes this disadvantage,
which are simpler diffusion evolution equations still describing the basic energy transport mecha-
nism.
In the current paper, our interest is to investigate the asymptotic relations between the three
macroscopic models, via the relaxation-time approximation which was ﬁrst studied by Marcati and
Natalini [15]. Observe that Monte Carlo simulations on the Boltzmann–Poisson equations show that
the momentum relaxation time τp is much smaller than the energy relaxation time τw [4]. Therefore




and deﬁne the following transform
(








, τp = m (m ∈ N),
where e := ∇Φ . Then (1.1) can be rewritten as
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∂tn


































dive = n − n¯
(1.4)
subject to the initial data (
n, mu,T )(x,0) = (n0,u0,T0). (1.5)
At the formal level, in the case of m = 1, the limits N 0,T 0,E0 of n,T ,e as  → 0 satisfy the
energy-transport equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tN 0 = 









(N 0E0 − ∇(N 0T 0))]
= [N 0E0 − ∇(N 0T 0)]E0 − N 0(T 0 − TL)
γ − 1 ,
divE0 = N 0 − n¯,(N 0,T 0)(0, x) = (n0,T0).
(1.6)
For the case of m = 2, the limits N ,E satisfy the drift-diffusion equations{
∂tN = TLN − div(N E),
divE = N − n¯,
N (0, x) = n0.
(1.7)
For the cases of m 3 (m ∈ N), it is not diﬃcult to see the limits N ,E satisfy the drift-diffusion equa-
tions (1.7), too. Clearly, the system (1.6)–(1.7) consists of diffusion equations for density and energy of
electrons, which maintain the parabolic–elliptic character.
Actually, the above diffusion mechanisms exactly exhibit all possible combined relaxation relations
in (1.1): (1) τw → ∞, τp → 0; (2) τw = 1, τp → 0; (3) τw → 0, τp → 0. These asymptotic relations are
widely adopted in the nonequilibrium physics, however, only partial results are available mathemat-
ically, for weak entropy solutions [10] and for smooth solutions [2,3,13]. Assuming the global weak
entropy solutions exist, Gasser and Natalini [10] justiﬁed the energy-transport and drift-diffusion lim-
its of (1.4) which corresponds the cases m = 1,2 by the methods of compensated compactness. Alì et
al. [2,3] discussed the combined relaxation limits for small smooth solutions, where the product τpτw
was assumed to be a positive constant as τp goes to zero, which corresponds the case (1). Subse-
quently, Li [13] extended the results of Alì to the cases (1)–(3) and proved the convergence from (1.4)
to (1.6) and (1.7) respectively. Inspired by the Maxwell-type iteration, we have recently considered the
combined relaxation limits (1)–(3) for large smooth solutions in [22,26], different approximations and
deﬁnite convergence orders were obtained.
The relaxation results mentioned for smooth solutions were established in the framework of the
classical existence theory of Kato [12]. The regularity index of Sobolev spaces (in x) H(Ω) (Ω = Rd
or Td) is assumed to be high ( > 1 + d/2 with integer). Here, we expect the relaxation results can
be generalized to hold for the limit case of regularity index ( = 1 + d/2) where Kato’s theory fails.
Starting from this aim, by using the high- and low-frequency decomposition methods, we [25] have
obtained a relaxation limit from (1.4) to (1.7) in the critical Besov space B1+d/22,1 (Rd). Regretfully, due
918 J. Xu / J. Differential Equations 252 (2012) 915–940to the technique used, this result only deals with the case of τp = 2τw , τp → 0, which is a special
case in (3). To justify (1)–(3) in critical spaces completely, we face with the diﬃculty arising from the
inﬂuence of nonlinear terms (e.g., the energy relaxation term). To overcome it, the new content in the
proof of the (uniform) global existence is added. More concretely speaking, we ﬁrst introduce Chemin–
Lerner’s spaces in [7], which is a reﬁnement of the usual spaces LρT (B
s
p,r), and establish some new
a priori estimates in Chemin–Lerner’s spaces with critical regularity, for details, see Lemmas 4.1–4.4.
Further, by Aubin–Lions compactness lemma, the combined relaxation-time limits (1)–(3) in (1.1) are
rigorously justiﬁed, which completely explain the relaxation limit process in the functional spaces
with relatively lower regularity.
First of all, we state the global well-posedness of classical solutions to the system (1.4)–(1.5).
Theorem 1.1. Let σ = 1+ d/2. Suppose that n0 − n¯,u0,T0 − TL,e0 ∈ Bσ2,1(Rd). There exists a positive con-
stant δ0 , independent of  , such that if∥∥(n0 − n¯,u0,T0 − TL,e0)∥∥Bσ2,1(Rd)  δ0
for e0 := ∇−1(n0 − n¯), then the system (1.4)–(1.5) has a unique global solution (n,u,T ,e) ∈
C1([0,∞) ×Rd) with(
n − n¯,u,T  − TL,e
) ∈ C˜(Bσ2,1(Rd))∩ C˜ 1(Bσ−12,1 (Rd)).
Moreover, the uniform energy inequality holds:
∥∥(n − n¯, mu,T  − TL,e)∥∥˜L∞(Bσ2,1) + ∥∥(2mnt , 3mut , 2mT t , 2met )∥∥˜L∞(Bσ−12,1 )
+μ0
{∥∥∥∥(n − n¯,u, T  − TLm−1 ,e
)∥∥∥∥˜
L2(Bσ2,1)
+ ∥∥(mnt , 2mut , m+1T t , met )∥∥˜L2(Bσ−12,1 )
}
 C0
∥∥(n0 − n¯,u0,T0 − TL,e0)∥∥Bσ2,1 , (1.8)
for 0<   1 and m ∈ N, where μ0,C0 are some positive constants independent of  .




∇xG(x− y) f (y)dy,
where G(x, y) is a solution to xG(x, y) = δ(x − y) with x, y ∈ Rd . In the periodic setting, the reg-
ularity assumption on e0 can be removed. Let us mention that the uniform (global) existence result
can also be adapted to the periodic case.
Remark 1.2. From the energy inequality (1.8), the smallness of  (0 <   1) and m ∈ N, we obtain
the uniform exponential decay of classical solution (n,u, T ,e) near to equilibrium (n¯,0,TL,0) as
in [24]:










, t  0.
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t ) in (1.8), see [23]. However, for the present nonisentropic system, the concrete informa-
tion of skew-symmetry matrix K (ξ) is unknown. Consequently, we have to establish the additional
inequalities (4.8), (4.17) and (4.30) to close the uniform a priori estimates.
Based on the uniform energy estimate (1.8), by the standard weak convergence methods and
Aubin–Lions compactness lemma in [19], the relaxation convergence from (1.4)–(1.5) to the energy-
transport equations (1.6) and drift-diffusion equations (1.7) are justiﬁed rigorously.
Theorem 1.2 (Energy-transport limit). When m = 1, it gives τw = −1 and τp =  . Let (n,u,T ,e) be
the global solution of (1.4)–(1.5) given by Theorem 1.1. Then there exists some function (N 0,T 0,E0) which
is a weak solution to (1.6) satisfying (N 0 − n¯,T 0 − TL,E0) ∈ C([0,∞), Bσ2,1(Rd)) such that as  → 0 (i.e.
τw → ∞, τp → 0), it holds that(
n, T ,e
)
(t, x) → (N 0,T 0,E0)(t, x) strongly in C([0, T ], (Bσ−δ2,1 (Rd))loc)
for any T > 0 and δ ∈ (0,1). Furthermore,
∥∥(N 0 − n¯,T 0 − TL,E0)(t, ·)∥∥Bσ2,1(Rd)
 C ′0






, t  0, (1.9)
where C ′0 and μ0 are some positive constants independent of  .
Theorem 1.3 (Drift-diffusion limit). When m = 2, it gives τw = 1 and τp = 2 . Let (n,u,T ,e) be the
global solution of (1.4)–(1.5) given by Theorem 1.1. Then there exists some function (N ,E) which is a unique
weak solution to (1.7) satisfying (N − n¯,E) ∈ C([0,∞), Bσ2,1(Rd)) such that as  → 0 (i.e. τw = 1, τp → 0),
it holds that (
n,e
)
(t, x) → (N ,E)(t, x) strongly in C([0, T ], (Bσ−δ2,1 (Rd))loc)
and






for any T > 0 and δ ∈ (0,1). Furthermore,
∥∥(N − n¯,E)(t, ·)∥∥Bσ2,1(Rd)
 C ′0






, t  0, (1.10)
where C ′0 and μ0 are some positive constants independent of  .
Remark 1.4. When m  3,m ∈ N, it gives τw = m−2 and τp = m , which shows that the two re-
laxation times both go to zero as  → 0. For this case, we can also obtain the same relaxation
convergence from (1.4)–(1.5) to (1.7) as Theorem 1.3. Although the convergence result is similar to
that in [25], it characterizes the limiting behavior more precisely, which exhibits different time scales.
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hold in the functional spaces with relatively lower regularity, which give a rigorous description that
the energy-transport model and drift-diffusion model are usually regarded as the appropriate models
for complicated Euler–Poisson ﬂuids in larger functional spaces.
Remark 1.6. In addition, it is worth mention that Chemin–Lerner’s spaces are ﬁrst introduced to deal
with the combined relaxation-time limit problems. As a matter fact, the approach developed by this
paper can be applied to other limit problems with two (or more) independent singular parameters.
This paper is organized as follows. In Section 2, we review the Littlewood–Paley theory and the
characterization of Besov spaces and Chemin–Lerner’s spaces. In Section 3, we reformulate the system
(1.4)–(1.5) in order to obtain the effective frequency-localization estimates. Furthermore, we give an
improvement on the local existence of classical solutions such that it holds in Chemin–Lerner’s spaces
with critical regularity. In Section 4, we deduce a uniform a priori estimate, which is used to achieve
the global existence of uniform classical solutions. Finally, Section 5 is devoted to the proof of the
combined relaxation-time limits.
Notations. Throughout this paper, C is the uniform positive constant with respect to  . The notation
f ≈ g means that f  Cg and g  C f . Denote by C([0, T ], X) (resp., C1([0, T ], X)) the space of con-
tinuous (resp., continuously differentiable) functions on [0, T ] with values in a Banach space X . For
simplicity, we sometimes write ‖( f , g,h,k)‖X := ‖ f ‖X +‖g‖X +‖h‖X +‖k‖X , where f , g,h,k ∈ X . In
what follows, we shall omit the space dependence, since all functional spaces (in x) are considered in
R
d . Moreover, the integral
∫
Rd
f dx is labeled as
∫
f without any ambiguity.
At the end of Section 1, some other efforts on the nonisentropic Euler–Poisson equations, such
as the well-posedness of steady-state solutions, large time behavior of classical solutions and other
singular limit problems should be mentioned. The interested reader is referred to [2,5,8,11,14,17,18,
21,24] and the literatures quoted therein.
2. Littlewood–Paley theory
The proofs of most of the results presented in this paper require a dyadic decomposition of Fourier
variable. Let us recall brieﬂy the Littlewood–Paley decomposition theory and the characterization of
Besov spaces and Chemin–Lerner’s spaces, see [6,9] for more details.
Let (ϕ,χ) be a couple of smooth functions valued in [0, 1] such that ϕ is supported in the shell
C(0, 34 ,
8







)= 1, q ∈ Z, ξ ∈ Rd.
Let S ′ be the dual space of the Schwartz class S . For f ∈ S ′ , the nonhomogeneous dyadic blocks are
deﬁned as follows
−1 f := χ(D) f = h˜ ∗ f with h˜ = F−1χ,










f (x− y)dy with h = F−1ϕ, if q 0.
Here ∗, F−1 represent the convolution operator and the inverse Fourier transform, respectively. Note




q f in S ′.





Based on the above Littlewood–Paley decomposition, we introduce the explicit deﬁnition of Besov
spaces.
Deﬁnition 2.1. Let 1 p ∞ and s ∈ R. For 1 r < ∞, the Besov spaces Bsp,r are deﬁned by







and Bsp,∞ are deﬁned by
f ∈ Bsp,∞ ⇔ sup
q−1
2qs‖q f ‖Lp < ∞.
The deﬁnition of Bsp,r does not depend on the choice of the Littlewood–Paley decomposition. Let
us state some conclusions which will be used in subsequent analysis. The ﬁrst one is the classical
Bernstein’s inequality.
Lemma 2.1. Let k ∈ N and 0< R1 < R2 . There exists a constant C , depending only on R1, R2 and d, such that
for all 1 a b∞ and f ∈ La, we have
SuppF f ⊂ B(0, R1λ) ⇒ sup
|α|=k
∥∥∂α f ∥∥Lb  Ck+1λk+N( 1a − 1b )‖ f ‖La ;
SuppF f ⊂ C(0, R1λ, R2λ) ⇒ C−k−1λk‖ f ‖La  sup
|α|=k
∥∥∂α f ∥∥La  Ck+1λk‖ f ‖La ,
where F f represents the Fourier transform on f .
The second one is the compactness result in Besov spaces.
Proposition 2.1. Let 1 p, r ∞, s ∈ R and ε > 0. For all φ ∈ C∞c , the map f → φ f is compact from Bs+εp,r
to Bsp,r .
The study of nonstationary partial differential equations requires spaces of type LρT (X) :=
Lρ(0, T ; X) for appropriate Banach spaces X . In our case, X is expected to be a Besov space, so it
is natural to localize the equations through the Littlewood–Paley decomposition. But, in doing so, we
get bounds in spaces which are not type LρT (B
s
p,r) (except if ρ = r). Now, we introduce the deﬁnition
of Chemin–Lerner’s spaces ﬁrst introduced by J.-Y. Chemin and N. Lerner [7], which is a reﬁnement of
the spaces LρT (B
s
p,r).
Deﬁnition 2.2. For T > 0, s ∈ R,1 r,ρ ∞, set (with the usual convention if r = ∞)




2qs‖q f ‖LρT (Lp)
)r) 1r
.
Then we deﬁne the space L˜ρT (B
s
p,r) as the completion of S over (0, T ) ×Rd by the above norm.









) := { f ∈ C1([0, T ], Bsp,r) ∣∣ ∂t f ∈ L˜∞T (Bsp,r)},
where the index T will be omitted when T = +∞. Let us emphasize that
Remark 2.1. According to Minkowski’s inequality, one has
‖ f ‖˜LρT (Bsp,r)  ‖ f ‖LρT (Bsp,r) if r  ρ, ‖ f ‖˜LρT (Bsp,r)  ‖ f ‖LρT (Bsp,r) if r  ρ.
Then we state the property of continuity for product in Chemin–Lerner’s spaces L˜ρT (B
s
p,r).
Proposition 2.2. The following estimate holds:
‖ f g‖˜LρT (Bsp,r)  C
(‖ f ‖Lρ1T (L∞)‖g‖˜Lρ2T (Bsp,r) + ‖g‖Lρ3T (L∞)‖ f ‖˜Lρ4T (Bsp,r))












As a direct corollary, one has
‖ f g‖˜LρT (Bsp,r)  C‖ f ‖˜Lρ1T (Bsp,r)‖g‖˜Lρ2T (Bsp,r)
whenever s d/p, 1ρ = 1ρ1 + 1ρ2 .
In subsequent analysis, the estimates of commutators in L˜ρT (B
s
p,1) spaces are frequently used. The
indices s, p behave just as in the stationary case [9,24] whereas the time exponent ρ behaves accord-
ing to Hölder inequality.
Lemma 2.2. Let 1< p < ∞ and 1 ρ ∞, then the following inequalities are true:
2qs
∥∥[ f ,q]Ag∥∥LρT (Lp) 
⎧⎪⎨⎪⎩
Ccq‖ f ‖˜Lρ1T (Bsp,1)‖g‖˜Lρ2T (Bsp,1), s = 1+ d/p,
Ccq‖ f ‖˜Lρ1T (Bsp,1)‖g‖˜Lρ2T (Bs+1p,1 ), s = d/p,
Ccq‖ f ‖˜Lρ1T (Bs+1p,1 )‖g‖˜Lρ2T (Bsp,1), s = d/p,
where the commutator [ f , g] = f g − g f , the operator A = div or ∇ , C is a harmless constant, and cq denotes
a sequence such that ‖(cq)‖l1  1, 1ρ = 1ρ1 + 1ρ2 .
Finally, we state a continuity result for compositions (see [1]) to end up this section.
Proposition 2.3. Let s > 0, 1  p, r,ρ  ∞, F ∈ W [s]+1,∞loc (I;R) with F (0) = 0, T ∈ (0,∞] and v ∈
L˜ρT (B
s
p,r) ∩ L∞T (L∞). Then∥∥F (v)∥∥˜LρT (Bsp,r)  C(1+ ‖v‖L∞T (L∞))[s]+1‖v‖˜LρT (Bsp,r).
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In this section, we reformulate the system (1.4)–(1.5) in order to obtain the effective frequency-
localization estimates. Set
N = lnn − ln n¯, θ = T  − TL .
Then (1.4) can be transformed into the symmetric hyperbolic–elliptic system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Nt + divu = −u · ∇N,
2mut + TL∇N + ∇θ + u = −2mu · ∇u − θ∇N + e,










diveτ = h(Nτ ),
(3.1)
where h(N) = n¯ exp(N) − n¯ is a smooth function on the domain {N | −∞ < N < +∞} satisfying







)= (lnn0 − ln n¯,u0,T0 − TL,∇−1(n0 − n¯)). (3.2)
Remark 3.1. The variable transform is from the open set {(n,u,T ,e) ∈ (0,+∞)×Rd × (0,+∞)×
R
d} to the whole space {(N,u, θ,e) ∈ R × Rd × R × Rd}. It is easy to show that for classical
solutions (n ,u,T ,e) away from the vacuum, (1.4)–(1.5) is equivalent to (3.1)–(3.2) with θ +
TL > 0.
Based on the Kato’s classical local existence theory [12], using the regularized means and com-
pactness argument, we established a local existence result of classical solutions to the nonisentropic
Euler–Poisson equations (1.1)–(1.3) in the critical Besov space framework, see [24]. Here, we further
improve this result such that it holds in Chemin–Lerner’s spaces with critical regularity.






0) ∈ Bσ2,1 with θ0 + TL > 0, then there exist a time
T0 > 0 and a unique solution (N ,u, θ,e) to (3.1)–(3.2) such that (N,u, θ,e) ∈ C1([0, T0] × Rd)
with θ + TL > 0 for all t ∈ [0, T0] and (N,u, θ,e) ∈ C˜T0 (Bσ2,1) ∩ C˜ 1T0(Bσ−12,1 ).
Proof. Let the assumptions of Proposition 3.1 be fulﬁlled. From [24], there exist a time T0 > 0 and
a unique solution (N,u, θ,e) to (3.1)–(3.2) such that (N,u, θ,e) ∈ C1([0, T0] × Rd) with
θ +TL > 0 for all t ∈ [0, T0] and (N,u, θ,e) ∈ C([0, T0], Bσ2,1)∩C1([0, T0], Bσ−12,1 ). To obtain Propo-
sition 3.1, it suﬃces to show that (N,u, θ,e) ∈ L˜∞T0(Bσ2,1) and (Nt ,ut , θt ,et ) ∈ L˜∞T0(Bσ−12,1 ). In the
next proof, we neglect the effect of relaxation terms, since they are responsible for the large time
behavior of solutions to (3.1)–(3.2).
Applying the localization operator q (q 1) to (3.1), then multiplying the resulting equations by














∥∥∇u∥∥L∞(TL∥∥qN∥∥2L2 + 2m∥∥qu∥∥2L2 + γ(γ − 1)T ∥∥qθ∥∥2L2
)L
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∥∥∇u∥∥L∞(∥∥qN∥∥L2 + m∥∥qu∥∥L2 + ∥∥qθ∥∥2L2)
+ ∥∥∇N∥∥L∞∥∥qu∥∥L2 + ∥∥[u,q] · ∇N∥∥L2 + m∥∥[u,q] · ∇u∥∥L2
+ −m∥∥[∇N,q]θ∥∥L2 + ∥∥[u,q] · ∇θ∥∥L2 + ∥∥[divu,q]θ∥∥L2
+ ∥∥u∥∥L∞∥∥qu∥∥L2 + ∥∥[u,q]u∥∥L2 + ∥∥q(h(N)u)∥∥L2 , (3.4)
where δ > 0 is a small quantity. By integrating (3.4) on variable t ∈ [0, T0] and taking δ → 0, with aid















where ‖cq(t)‖1  1, for all t ∈ [0, T0]. Next, summing up (3.5) on q−1 gives∥∥(N,u, θ,e)∥∥˜L∞T0 (Bσ2,1)
 C
∥∥(N0,u0, θ0 ,e0)∥∥Bσ2,1 + C
T0∫ ∥∥(N,u, θ,e)(t, ·)∥∥2Bσ2,1 dt. (3.6)
0
J. Xu / J. Differential Equations 252 (2012) 915–940 925Using Remark 2.1 and Gronwall’s inequality, we easily gather
(
N,u, θ,e
) ∈ L˜∞T0(Bσ2,1). (3.7)









) ∈ L˜∞T0(Bσ−12,1 ). (3.8)
Hence, the proof of Proposition 3.1 is complete. 
4. Uniform a priori estimate and global existence
In this section, we establish a uniform a priori estimate to the system (3.1)–(3.2) by using the
high- and low-frequency decomposition methods, which is used to achieve the global existence of
uniform classical solutions.
Proposition 4.1. If (N ,u, θ,e) ∈ C˜T (Bσ2,1)∩ C˜ 1T (Bσ−12,1 ) is a solution of (3.1)–(3.2). There exists a suitable
small positive constant δ1 independent of  , such that if
∥∥(N, mu, θ,e)∥∥˜L∞T (Bσ2,1) + ∥∥(2mNt , 3mut , 2mθt , 2met )∥∥˜L∞T (Bσ−12,1 )  δ1 (4.1)
then







+ ∥∥(mNt , 2mut , m+1θt , met )∥∥˜L2T (Bσ−12,1 )
}
 C1
∥∥(N0, mu0, θ0 ,e0)∥∥Bσ2,1 , (4.2)
for any T > 0, 0<   1 and m ∈ N, where μ1 , C1 are some positive constants independent of  .
Having Proposition 4.1, thanks to the standard continuation argument, we can extend the local-
in-time solutions in Proposition 3.1, and obtain the global existence of uniform classical solutions
to the system (3.1)–(3.2). It follows from embedding properties in Besov space Bσ2,1 and Remark 2.1
that (N,u, θ,e) ∈ C1([0,∞) × Rd) solves (3.1)–(3.2). The smallness of δ1 is suﬃcient to ensure
θ + TL > 0. From Remark 3.1, we conclude that (n,u, T  ,e) is a classical solution of (1.4)–(1.5)
with n,T  > 0. Furthermore, Theorem 1.1 is followed immediately.
In what follows, we focus on the proof of Proposition 4.1. We divide it into several lemmas, since
the proof is a bit longer. Set
Λ := ∥∥(N, mu, θ,e)∥∥˜L∞T (Bσ2,1) + ∥∥(2mNt , 3mut , 2mθt , 2met )∥∥˜L∞T (Bσ−12,1 ).
Lemma 4.1. If (N,u, θ,e) ∈ C˜T (Bσ2,1) ∩ C˜ 1T (Bσ−12,1 ) is a solution of (3.1)–(3.2) for any T > 0, m ∈ N and
0<   1, then the following estimate holds:







∥∥(N0, mu0, θ0 ,e0)∥∥Bσ2,1
+ C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u, θ,e)∥∥˜L2T (Bσ2,1), (4.3)
where μ2,C are two uniform positive constants independent of  .
Proof. Applying the localization operator q (q 1) to (3.1), then multiplying the resulting equations












+ ∥∥qu∥∥2L2 + ‖qθ‖2L2(γ − 1)TL2(m−1)
 1
2
∥∥∇u∥∥L∞(TL∥∥qN∥∥2L2 + 2m∥∥qu∥∥2L2 + γ ‖qθ‖2L2(γ − 1)TL
)
+ ∥∥∇N∥∥L∞∥∥qθ∥∥L2∥∥qu∥∥L2 + TL∥∥[u,q] · ∇N∥∥L2∥∥qN∥∥L2

































∥∥qN∥∥L2T (L2)∥∥qN∥∥L∞T (L2) + ∥∥qu∥∥L2T (L2)
× ∥∥mqu∥∥L∞T (L2) + γ(γ − 1)TL ∥∥qθ∥∥L2T (L2)∥∥qθ∥∥L∞T (L2)
)
+ ∥∥∇N∥∥L∞T (L∞)∥∥qθ∥∥L2T (L2)∥∥qu∥∥L2T (L2)
+ TL
∥∥[u,q] · ∇N∥∥L2T (L2)∥∥qN∥∥L2T (L2)
+ (2m∥∥[u,q]∇u∥∥L2 (L2) + ∥∥[∇N,q]θ∥∥L2 (L2))∥∥qu∥∥L2 (L2)T T T
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‖qθ‖L2T (L2)
TL
(‖[u,q] · ∇θ‖L2T (L2)






(∥∥u∥∥L2T (L∞)∥∥qu∥∥L2T (L2) + ∥∥[u,q]u∥∥L1T (L2))
+ 1
n¯
∥∥q(h(N)u)∥∥L2T (L2)∥∥qe∥∥L2T (L2). (4.5)
Then multiplying the factor 22qσ on both sides of (4.5), we have
22qσ





∥∥(qN0, mqu0,qθ0 ,qe0)∥∥2L2 + C{∥∥u∥∥˜L2T (Bσ2,1)(c2q∥∥N∥∥˜L2T (Bσ2,1)∥∥N∥∥˜L∞T (Bσ2,1)
+ c2q
∥∥u∥∥˜L2T (Bσ2,1)∥∥mu∥∥˜L∞T (Bσ2,1) + c2q∥∥θ∥∥˜L2T (Bσ2,1)∥∥θ∥∥˜L∞T (Bσ2,1))
+ c2q
∥∥N∥∥˜L∞T (Bσ2,1)∥∥θ∥∥˜L2T (Bσ2,1)∥∥u∥∥˜L2T (Bσ2,1) + c2q∥∥θ∥∥˜L∞T (Bσ2,1)
× ∥∥u∥∥2L˜2T (Bσ2,1) + c2q∥∥θ∥∥˜L∞T (Bσ2,1)∥∥N∥∥˜L2T (Bσ2,1)∥∥u∥∥˜L2T (Bσ2,1)
+ c2q
∥∥(h(N)u)∥∥˜L2T (Bσ2,1)∥∥e∥∥˜L2T (Bσ2,1)}, (4.6)
where we have used Remark 2.1 and Lemma 2.2; {cq} denotes some sequence which satisfy
‖(cq)‖l1  1 although each {cq} is different; μ2,C are two uniform positive constants independent
of  .
Furthermore, with aid of Young’s inequality (
√
f g  ( f + g)/2, f , g  0), we get
2qσ






∥∥(qN0, mqu0,qθ0 ,qe0)∥∥L2 + Ccq√∥∥mu∥∥˜L∞T (Bσ2,1)∥∥u∥∥˜L2T (Bσ2,1)
+ Ccq
√∥∥N∥∥˜L∞T (Bσ2,1)∥∥(N,u, θ,e)∥∥˜L2T (Bσ2,1) + Ccq




√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u, θ,e)∥∥˜L2T (Bσ2,1), (4.7)
where we have used Propositions 2.2–2.3 and the fact that 0 <   1, m ∈ N.
Summing up (4.7) on q−1 gives







∥∥(N0, mu0, θ0 ,e0)∥∥Bσ2,1 + C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u, θ,e)∥∥˜L2T (Bσ2,1).
This is just the inequality (4.3). 
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0<   1, then the following estimate holds:∥∥(2mNt , 3mut , 2mθt , 2met )∥∥˜L∞T (Bσ−12,1 ) + √μ3∥∥(2mut , m+1θt )∥∥˜L2T (Bσ−12,1 )
 C
∥∥(N0, mu0, θ0 ,e0)∥∥Bσ2,1 + C√Λ + Λ2 + Λ3
× (∥∥(N,u)∥∥˜L2T (Bσ2,1) + ∥∥(mNt , 2mut , m+1θt , met )∥∥˜L2T (Bσ−12,1 )), (4.8)
where μ3 , C are two uniform positive constants independent of  .
Proof. By differentiating (3.1) with respect to the time-variable t , we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
mNtt + m divut = −mut · ∇N − mu · ∇Nt ,
3mutt + mTL∇Nt + m∇θt + mut
= −3m(ut · ∇)u − 3m(u · ∇)ut − mθt ∇N − mθ∇Nt + met ,
mθtt + m(γ − 1)TL divut + −m+2θt
= −mut · ∇θ − mu · ∇θt − m(γ − 1)θt divu






mu · ut .
(4.9)
Applying the localization operator q (q−1) to (4.9) gives⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
mqN

tt + m divqut
= −m(ut · ∇)qN + m[ut ,q]∇N − m(u · ∇)qNt + m[u,q]∇Nt ,
3mqu

tt + mTL∇qNt + m∇qθt + mqut
= −3m(ut · ∇)qu + 3m[ut ,q]∇u − 3m(uτ · ∇)quτt + 3m[u,q]∇ut
− mθτt q∇Nτ + m
[
θτt ,q
]∇N − mθ∇qNt + m[θ,q]∇Nt + mqet ,
mqθ

tt + m(γ − 1)TL divqut + −m+2qθt
= −m(ut · ∇)qθ + m[ut ,q] · ∇θ − m(u · ∇)qθt + m[u,q]∇θt

























] · u .
(4.10)




t respectively, and integrating them over R
d








TL + 2θτ + (θ
)2
TL




(γ − 1)TL +
4m
n¯





linear terms of L∞-norm
)+ I2 (quadratic terms L∞-norm)
+ I3
(
cubic terms of L∞-norm
)+ I4 (compositions function terms)}, (4.11)
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I1 := 4m
∥∥ut ∥∥L∞(∥∥q∇N∥∥L2∥∥qNt ∥∥L2 + 2m∥∥q∇u∥∥L2∥∥qut ∥∥L2
+ ∥∥q∇θ∥∥L2∥∥qθt ∥∥L2 + ∥∥qu∥∥L2∥∥qθt ∥∥L2)
+ 4m∥∥∇u∥∥L∞(∥∥qNt ∥∥2L2 + 2m∥∥qut ∥∥2L2 + ∥∥qθt ∥∥2L2)
+ 4m∥∥θt ∥∥L∞(∥∥q∇N∥∥L2∥∥qut ∥∥L2 + ∥∥q divu∥∥L2
× ∥∥qθt ∥∥L2 + 2m∥∥qut ∥∥2L2 + ∥∥qNt ∥∥2L2)+ 4m∥∥∇θ∥∥L∞
× (∥∥qut ∥∥L2∥∥qθt ∥∥L2 + ∥∥qNt ∥∥L2∥∥qut ∥∥L2)+ 4m∥∥θ∥∥L∞
× (∥∥qut ∥∥2L2 + ∥∥qut ∥∥L2∥∥qet ∥∥L2)+ 4m(∥∥[ut ,q]∇N∥∥L2
+ ∥∥[u,q]∇Nt ∥∥L2)∥∥qNt ∥∥L2 + 6m(∥∥[ut ,q]∇u∥∥L2
+ ∥∥[u,q]∇ut ∥∥L2)∥∥qut ∥∥L2 + 4m(∥∥[θt ,q]∇N∥∥L2
+ ∥∥[θ,q]∇Nt ∥∥L2)∥∥qut ∥∥L2 + 4m(∥∥[ut ,q]∇θ∥∥L2
+ ∥∥[u,q]∇θt ∥∥L2)∥∥qθt ∥∥L2 + 4m(∥∥[θt ,q]divu∥∥L2
+ ∥∥[θ,q]divut ∥∥L2)∥∥qθt ∥∥L2 + 4m∥∥[ut ,q]u∥∥L2∥∥qθt ∥∥L2 ,
I2 := 4m
∥∥θ∥∥L∞∥∥ut ∥∥L∞(2m∥∥qut ∥∥L2∥∥q∇u∥∥L2
+ ∥∥qNt ∥∥L2∥∥∇qN∥∥L2)+ 4m(∥∥θ∥∥L∞∥∥∇u∥∥L∞
+ ∥∥∇θ∥∥L∞∥∥u∥∥L∞)(2m∥∥qut ∥∥2L2 + ∥∥qNt ∥∥2L2)
+ 4m∥∥θ∥∥L∞∥∥θt ∥∥L∞(∥∥q∇N∥∥L2∥∥qut ∥∥L2 + ∥∥qNt ∥∥2L2)
+ 4m∥∥θ∥∥L∞∥∥∇θ∥∥L∞∥∥qNt ∥∥L2∥∥qut ∥∥L2
+ 4m∥∥θ∥∥L∞(2m∥∥[ut ,q]∇u∥∥L2 + 2m∥∥[u,q]∇ut ∥∥L2
+ ∥∥[θt ,q]∇N∥∥L2 + ∥∥[θ,q]∇Nt ∥∥L2)∥∥qut ∥∥L2
+ 4m∥∥θ∥∥L∞(∥∥[ut ,q]∇N∥∥L2 + ∥∥[u,q]∇Nt ∥∥L2)∥∥qNt ∥∥L2 ,
I3 := 4m
∥∥θ∥∥2L∞∥∥ut ∥∥L∞∥∥qNt ∥∥L2∥∥q∇N∥∥L2
+ 4m(∥∥θ∥∥L∞∥∥∇θ∥∥L∞∥∥u∥∥L∞ + ∥∥θ∥∥2L∞∥∥∇u∥∥L∞)∥∥qNt ∥∥2L2
+ 4m∥∥θ∥∥2L∞(∥∥[ut ,q]∇N∥∥L2 + ∥∥[u,q]∇Nt ∥∥L2)∥∥qNt ∥∥L2 ,
I4 := 4m
{∥∥q((h(N)Nt + n¯Nt )u)∥∥L2 + ∥∥q(h(N)ut )∥∥L2}∥∥qet ∥∥L2 .




where the positive constant C is independent of  , and δ1 is chosen small enough (δ1  TL2C ) so that
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4








 θ + TL  3TL
2
. (4.13)
Note that 0<   1 and m ∈ N, we have
3m−1  2m  m+1.
Therefore, by integrating (4.11) with respect to t ∈ [0, T ] and multiplying the factor 22q(σ−1) on both
sides of the resulting inequality, we obtain
22q(σ−1)
∥∥(2mqNt , 3mqut , 2mqθt , 2mqet )∥∥2L2
+ μ322q(σ−1)
∥∥(2mqut , m+1qθt )∥∥2L2t (L2)
 C22q(σ−1)
∥∥(2mqNt , 3mqut , 2mqθt , 2mqet )(0, ·)∥∥2L2
+ Cc2q
(∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1) + ∥∥(3mut , 2mθt )∥∥˜L∞T (Bσ−12,1 ))
× (∥∥N∥∥˜L2T (Bσ2,1)∥∥mNt ∥∥˜L2T (Bσ−12,1 ) + ∥∥u∥∥˜L2T (Bσ2,1)∥∥2mut ∥∥˜L2T (Bσ−12,1 )
+ ∥∥2mut ∥∥˜L2T (Bσ−12,1 )∥∥m+1θt ∥∥˜L2T (Bσ−12,1 ) + ∥∥mNt ∥∥2L˜2T (Bσ−12,1 ) + ∥∥2mut ∥∥2L˜2T (Bσ−12,1 )
+ ∥∥u∥∥˜L2T (Bσ2,1)∥∥m+1θt ∥∥˜L2T (Bσ−12,1 ) + (∥∥N∥∥˜L2T (Bσ2,1) + ∥∥mNt ∥∥˜L2T (Bσ−12,1 ))
× ∥∥2mut ∥∥˜L2T (Bσ−12,1 ) + ∥∥(mNt , 2mut )∥∥˜L2T (Bσ−12,1 )∥∥met ∥∥˜L2T (Bσ−12,1 ))
+ Cc2q
{∥∥θ∥∥˜L∞T (Bσ2,1)(∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)
+ ∥∥(3mut , 2mθt )∥∥˜L∞T (Bσ−12,1 ))}(∥∥u∥∥˜L2T (Bσ2,1)∥∥2mut ∥∥˜L2T (Bσ−12,1 )
+ ∥∥2mut ∥∥2L˜2T (Bσ−12,1 ) + ∥∥N∥∥˜L2T (Bσ2,1)∥∥mNt ∥∥˜L2T (Bσ−12,1 ) + ∥∥mNt ∥∥2L˜2T (Bσ−12,1 )
+ ∥∥N∥∥˜L2T (Bσ2,1)∥∥2mut ∥∥˜L2T (Bσ−12,1 ) + ∥∥mNt ∥∥˜L2T (Bσ−12,1 )∥∥2mut ∥∥˜L2T (Bσ−12,1 ))
+ Cc2q
∥∥N∥∥˜L∞T (Bσ2,1)∥∥mu∥∥˜L∞T (Bσ2,1)∥∥mNt ∥∥˜L2T (Bσ−12,1 )∥∥met ∥∥˜L2T (Bσ−12,1 )
+ Cc2q
∥∥θ∥∥2L˜∞T (Bσ2,1)(∥∥mu∥∥˜L∞T (Bσ2,1) + ∥∥3mut ∥∥˜L∞T (Bσ−12,1 ))
× (∥∥N∥∥˜L2T (Bσ2,1)∥∥mNt ∥∥˜L2T (Bσ−12,1 ) + ∥∥mNt ∥∥2L˜2T (Bσ−12,1 )), (4.14)
where μ3,C are two uniform positive constants independent of  .
Then according to the Young’s inequality, we have
2q(σ−1)
∥∥(2mqNt , 3mqut , 2mqθt , 2mqet )∥∥L∞T (L2)
+ √μ32q(σ−1)
∥∥(2mqut , m+1qθt )∥∥L2T (L2)
 C2q(σ−1)
∥∥(2mqNt , 3mqut , 2mqθt , 2mqet )(0, ·)∥∥L2
+ Ccq
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1) + ∥∥(3mut , 2mθt )∥∥˜L∞T (Bσ−12,1 )
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+ Ccq
√(∥∥θ∥∥˜L∞T (Bσ2,1) + ∥∥θ∥∥2L˜∞T (Bσ2,1))
×
√(∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1) + ∥∥(3mut , 2mθt )∥∥˜L∞T (Bσ−12,1 ))
× (∥∥(N,u)∥∥˜L2T (Bσ2,1) + ∥∥(mqNt , 2mqut )∥∥˜L2T (Bσ−12,1 ))
+ Ccq
√∥∥N∥∥˜L∞T (Bσ2,1)∥∥mu∥∥˜L∞T (Bσ2,1)(∥∥mNt ∥∥˜L2T (Bσ−12,1 ) + ∥∥met ∥∥˜L2T (Bσ−12,1 )). (4.15)
Using the deﬁnition of Λ, we sum up (4.15) on q−1 to complete the proof. 
Lemma 4.3. If (N,u, θ,e) ∈ C˜T (Bσ2,1)∩ C˜ 1T (Bσ−12,1 ) is a solution of (3.1)–(3.2) for any T > 0, m ∈ N and
0<   1, then the following estimate holds:
∥∥N∥∥˜L2T (Bσ2,1)  C
√(∥∥(u, θ)∥∥˜L2T (Bσ2,1) + ∥∥2mut ∥∥˜L2T (Bσ−12,1 ))∥∥N∥∥˜L2T (Bσ2,1)
+ C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u)∥∥˜L2T (Bσ2,1), (4.16)
∥∥mNt ∥∥˜L2T (Bσ−12,1 )  C
√∥∥u∥∥˜L2T (Bσ2,1)∥∥mNt ∥∥˜L2T (Bσ−12,1 )
+ C
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥mNt ∥∥˜L2T (Bσ−12,1 )), (4.17)
where C is a uniform positive constant independent of  .
Proof. Using the second equation of (3.1), we get
TL∇N = −
(
2mut + u + ∇θ + 2mu · ∇u + θ∇N − e
)
. (4.18)
From the last equation of (3.1), we have dive = h(N). Therefore, integration by parts gives∫
qe





















= −n¯∥∥qN∥∥2L2 − ∫ q(h˜(N)N)qN,
where h˜(N) = ∫ 10 h′(ςN)dς − n¯ is a smooth function on {N |−∞ < ςN < ∞, ς ∈ [0,1]} satisfying
h˜(0) = 0. By applying the operator q to (4.18) and integrating it over Rd after multiplying q∇N ,
we arrive at





∥∥qut ∥∥L2 + ∥∥qu∥∥L2 + ∥∥q∇θ∥∥L2 + ∥∥u∥∥L∞∥∥q∇u∥∥L2
+ 2m∥∥[u,q] · ∇u∥∥L2 + ∥∥θ∥∥L∞∥∥q∇N∥∥L2 + ∥∥[θ,q] · ∇N∥∥L2)
× ∥∥∇qN∥∥L2 + ∥∥q(h˜(N)N)∥∥L2∥∥qN∥∥L2 . (4.19)
By Lemma 2.1, we have∥∥q∇N∥∥L2 ≈ 2q∥∥qN∥∥L2 (q 0), ∥∥−1∇N∥∥L2  C∥∥−1N∥∥L2 .
Applying them to the inequality (4.19) leads to the following frequency-localization estimates:
2qTL
∥∥qN∥∥2L2  C(2m∥∥qut ∥∥L2 + ∥∥qu∥∥L2 + 2q∥∥qθ∥∥L2 + 2m2q∥∥u∥∥L∞∥∥qu∥∥L2
+ 2m∥∥[u,q]∇u∥∥L2 + 2q∥∥θ∥∥L∞∥∥qN∥∥L2 + ∥∥[θ,q]∇N∥∥L2
+ ∥∥q(h˜(N)N)∥∥L2)∥∥qN∥∥L2 (q 0) (4.20)
and
n¯
∥∥−1N∥∥2L2  C(2m∥∥−1ut ∥∥L2 + ∥∥−1u∥∥L2 + ∥∥−1θ∥∥L2 + 2m∥∥u∥∥L∞∥∥−1u∥∥L2
+ 2m∥∥[u,−1]∇u∥∥L2 + ∥∥θ∥∥L∞∥∥−1N∥∥L2 + ∥∥[θ,−1]∇N∥∥L2
+ ∥∥−1(h˜(N)N)∥∥L2)∥∥−1N∥∥L2 , (4.21)
where C is a uniform positive constant independent of  . Combining with (4.20)–(4.21), we get
22q
∥∥qN∥∥2L2  C(2m∥∥qut ∥∥L2 + ∥∥qu∥∥L2 + 2q∥∥qθ∥∥L2 + 2m2q∥∥u∥∥L∞∥∥qu∥∥L2
+ 2m∥∥[u,q]∇u∥∥L2 + 2q∥∥θ∥∥L∞∥∥qN∥∥L2 + ∥∥[θ,q]∇N∥∥L2
+ ∥∥q(h˜(N)N)∥∥L2)2q∥∥qN∥∥L2 (q−1). (4.22)
By performing the integral over (4.22) in t ∈ [0, T ] and multiplying the factor 22q(σ−1) on both sides
of the resulting inequality, after using Lemma 2.2, we gather
22qσ




∥∥u∥∥˜L∞T (Bσ2,1)∥∥u∥∥˜L2T (Bσ2,1) + ∥∥θ∥∥˜L∞T (Bσ2,1)∥∥N∥∥˜L2T (Bσ2,1)
+ ∥∥N∥∥˜L∞T (Bσ2,1)∥∥N∥∥˜L2T (Bσ2,1))∥∥N∥∥˜L2T (Bσ2,1). (4.23)
Then, by using the Young’s inequality, we get
2qσ
∥∥qN∥∥L2T (L2)  Ccq
√(∥∥(u, θ)∥∥˜L2T (Bσ2,1) + ∥∥2mut ∥∥˜L2T (Bσ−12,1 ))∥∥N∥∥˜L2T (Bσ2,1)
+ Ccq
√∥∥mu∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥N∥∥˜L2T (Bσ2,1))
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√∥∥(N, θ)∥∥˜L∞T (Bσ2,1)∥∥N∥∥˜L2T (Bσ2,1). (4.24)
Summing up (4.24) on q−1 concludes the inequality (4.16) readily.
Using the ﬁrst equation of (3.1), we have
Nt = −
(
divu + u · ∇N). (4.25)
By applying the operator q (q −1) to (4.25), integrating it over Rd after multiplying qNt , with
the aid of Hölder’s inequality, we obtain
2m
∥∥qNt ∥∥2L2  C2m(2q∥∥qu∥∥L2 + ∥∥u∥∥L∞2q∥∥qN∥∥L2
+ ∥∥[u,q]∇N∥∥L2)∥∥qNt ∥∥L2 (q−1). (4.26)
Integrating (4.26) with respect to t ∈ [0, T ] and multiplying the factor 22q(σ−1) on both sides of the
resulting inequality, with the help of Lemma 2.2, we get
22q(σ−1)2m
∥∥qNt ∥∥2L2t (L2)  Cc2q2m∥∥u∥∥˜L2T (Bσ2,1)∥∥Nt ∥∥˜L2T (Bσ−12,1 )
+ Cc2q2m
∥∥N∥∥˜L∞T (Bσ2,1)∥∥u∥∥˜L2T (Bσ2,1)∥∥Nt ∥∥˜L2T (Bσ−12,1 ). (4.27)
Then, it follows from the Young’s inequality that
2q(σ−1)m
∥∥qNt ∥∥L2T (L2)  Ccq
√∥∥u∥∥˜L2T (Bσ2,1)∥∥mNt ∥∥˜L2T (Bσ−12,1 )
+ Ccq
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥mNt ∥∥˜L2T (Bσ−12,1 )). (4.28)
Finally we sum up (4.28) on q−1 and deduce the inequality (4.17) easily. 
Remark 4.1. From the proof of (4.16), we see that the coupled Poisson equation can provide the
low-frequency estimate on ‖−1N‖L2 , which plays a key role in the uniform exponential decay of
classical solutions close to equilibrium (see Remark 1.2).
Lemma 4.4. If (N,u, θ,e) ∈ C˜T (Bσ2,1) ∩ C˜ 1T (Bσ−12,1 ) is a solution of (3.1)–(3.2) for any T > 0, m ∈ N and
0<   1, then the following estimate holds:
∥∥e∥∥˜L2T (Bσ2,1)  C
√(∥∥(N,u, θ)∥∥˜L2T (Bσ2,1) + ∥∥2mut ∥∥˜L2T (Bσ−12,1 ))∥∥e∥∥˜L2T (Bσ2,1)
+ C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u,e)∥∥˜L2T (Bσ2,1), (4.29)∥∥met ∥∥˜L2T (Bσ−12,1 )  C
√∥∥u∥∥˜L2T (Bσ2,1)∥∥met ∥∥˜L2T (Bσ−12,1 )
+ C
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥met ∥∥˜L2T (Bσ−12,1 )), (4.30)
where C is a uniform positive constant independent of  .
934 J. Xu / J. Differential Equations 252 (2012) 915–940Proof. By applying the operator q to both side of dive = h(N) (q 0), integrating it over Rd after
multiplying q dive , we reach
2q
∥∥qe∥∥2L2  C(n¯∥∥qN∥∥L2 + ∥∥q(h˜(N)N)∥∥L2)∥∥qe∥∥L2 (q 0). (4.31)
For q = −1, using the second equation of (3.1), we get
∥∥−1e∥∥2L2  C(2m∥∥−1ut ∥∥L2 + TL∥∥−1∇N∥∥L2 + ∥∥−1∇θ∥∥L2
+ ∥∥−1u∥∥L2)∥∥−1e∥∥L2 + C(2m∥∥[u,−1]∇u∥∥L2
+ 2m∥∥u∥∥L∞∥∥−1∇u∥∥L2 + ∥∥[θ,−1]∇N∥∥L2
+ ∥∥θ∥∥L∞∥∥−1∇N∥∥L2)∥∥−1e∥∥L2 . (4.32)
Together with (4.31)–(4.32), we arrive at
22q
∥∥qe∥∥2L2  C(2m∥∥qut ∥∥L2 + 2q∥∥qN∥∥L2 + 2q∥∥qθ∥∥L2
+ 2q∥∥qu∥∥L2)2q∥∥qe∥∥L2
+ C(2m∥∥[u,q]∇u∥∥L2 + 2m2q∥∥u∥∥L∞∥∥qu∥∥L2
+ ∥∥[θ,q]∇N∥∥L2 + 2q∥∥θ∥∥L∞∥∥qN∥∥L2
+ ∥∥q(h˜(N)N)∥∥L2)2q∥∥qe∥∥L2 (q−1). (4.33)
Integrating (4.33) with respect to t ∈ [0, T ] and multiplying the factor 22q(σ−1) on both sides of the
resulting inequality, we obtain
22qσ




∥∥u∥∥˜L∞T (Bσ2,1)∥∥u∥∥˜L2T (Bσ2,1) + ∥∥θ∥∥˜L∞T (Bσ2,1)∥∥N∥∥˜L2T (Bσ2,1)
+ ∥∥N∥∥˜L∞T (Bσ2,1)∥∥N∥∥˜L2T (Bσ2,1))∥∥e∥∥˜L2T (Bσ2,1). (4.34)
Then, we apply the Young’s inequality to (4.34) and get
2qσ
∥∥qe∥∥L2T (L2)  Ccq
√
2m
∥∥ut ∥∥˜L2T (Bσ−12,1 ) + ∥∥(N,u, θ)∥∥˜L2T (Bσ2,1)∥∥e∥∥˜L2T (Bσ2,1)
+ Ccq
√∥∥mu∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥e∥∥˜L2T (Bσ2,1))
+ Ccq
√∥∥θ∥∥˜L∞T (Bσ2,1)(∥∥N∥∥˜L2T (Bσ2,1) + ∥∥e∥∥˜L2T (Bσ2,1))
+ Ccq
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥N∥∥˜L2T (Bσ2,1) + ∥∥e∥∥˜L2T (Bσ2,1)). (4.35)
Summing up (4.35) on q−1 gives the inequality (4.29) immediately.
Under the symmetrization in Section 3, by the ﬁrst and the last equations of (1.1), we have






u + n¯u), (4.36)
where the nonlocal (but zero-order) term ∇−1∇ · f is the product of Riesz transforms on f . From
the L2-boundedness of Riesz transform, we get
2m
∥∥qet ∥∥2L2  C2m(∥∥qu∥∥L2 + ∥∥q(h(N)u)∥∥L2)∥∥qet ∥∥L2 (q−1). (4.37)
Integrating (4.37) with respect to t ∈ [0, T ] and multiplying the factor 22q(σ−1) on both sides of the




(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥N∥∥˜L∞T (Bσ2,1)∥∥u∥∥˜L2T (Bσ2,1))∥∥et ∥∥˜L2T (Bσ2,1). (4.38)
Then, by using the Young’s inequality, we get
2q(σ−1)m
∥∥qet ∥∥L2T (L2)  Ccqm
√∥∥u∥∥˜L2T (Bσ2,1)∥∥et ∥∥˜L2T (Bσ−12,1 )
+ Ccqm
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥et ∥∥˜L2T (Bσ−12,1 )). (4.39)
Note that the smallness of  (0 <   1) and m ∈ N, after summing up (4.39) on q −1, we deduce
the inequality (4.30) immediately. 
Proof of Proposition 4.1. Combining (4.3), (4.8), (4.16)–(4.17) and (4.29)–(4.30), we end up with
∥∥(N, mu, θ,e)∥∥˜L∞T (Bσ2,1) + ∥∥(2mNt , 3mut , 2mθt , 2met )∥∥˜L∞T (Bσ−12,1 )
+ K1







∥∥e∥∥˜L2T (Bσ2,1) + K3∥∥mNt ∥∥˜L2T (Bσ−12,1 )
+ √μ3
∥∥(2mut , m+1θt )∥∥˜L2T (Bσ−12,1 ) + K4∥∥met ∥∥˜L2T (Bσ−12,1 )
 C
∥∥(N0, mu0, θ0 ,e0)∥∥Bσ2,1 + C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)
× ∥∥(N,u, θ,e)∥∥˜L2T (Bσ2,1) + C√Λ + Λ2 + Λ3
× (∥∥(N,u)∥∥˜L2T (Bσ2,1) + ∥∥(mNt , 2mut , m+1θt , met )∥∥˜L2T (Bσ−12,1 ))
+ CK1
{√(∥∥(u, θ)∥∥˜L2T (Bσ2,1) + ∥∥2mut ∥∥˜L2T (Bσ−12,1 ))∥∥N∥∥˜L2T (Bσ2,1)
+
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u)∥∥˜L2T (Bσ2,1)}
+ CK2
{√(∥∥(N,u, θ)∥∥˜L2T (Bσ2,1) + ∥∥2mut ∥∥˜L2T (Bσ−12,1 ))∥∥e∥∥˜L2T (Bσ2,1)
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√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u,e)∥∥˜L2T (Bσ2,1)}
+ CK3
{√∥∥u∥∥˜L2T (Bσ2,1)∥∥mNt ∥∥˜L2T (Bσ−12,1 )
+
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥mNt ∥∥˜L2T (Bσ−12,1 ))}
+ CK4
{√∥∥u∥∥˜L2T (Bσ2,1)∥∥met ∥∥˜L2T (Bσ−12,1 )
+
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥met ∥∥˜L2T (Bσ−12,1 ))}, (4.40)
































Here, we introduce these uniform constants with respect to  in order to eliminate the quadratic
terms, such as
√‖(u, θ)‖˜L2T (Bσ2,1)‖N ‖˜L2T (Bσ2,1) arising in the right-hand side of (4.40) with the aid of






















∥∥2mut ∥∥˜L2T (Bσ−12,1 )
+ √μ3
∥∥m+1θt ∥∥˜L2T (Bσ−12,1 ) + K42 ∥∥met ∥∥˜L2T (Bσ−12,1 )
 C
∥∥(N0, mu0, θ0 ,e0)∥∥Bσ2,1 + C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)
× ∥∥(N,u, θ,e)∥∥˜L2T (Bσ2,1) + C√Λ + Λ2 + Λ3
× (∥∥(N,u)∥∥˜L2T (Bσ2,1) + ∥∥(mNt , 2mut , m+1θt , met )∥∥˜L2T (Bσ−12,1 ))
+ C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u)∥∥˜L2T (Bσ2,1)
+ C
√∥∥(N, mu, θ)∥∥˜L∞T (Bσ2,1)∥∥(N,u,e)∥∥˜L2T (Bσ2,1)
+ C
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥mNt ∥∥˜L2T (Bσ−12,1 ))
+ C
√∥∥N∥∥˜L∞T (Bσ2,1)(∥∥u∥∥˜L2T (Bσ2,1) + ∥∥met ∥∥˜L2T (Bσ−12,1 ))
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∥∥(N0, mu0, θ0 ,e0)∥∥Bσ2,1 + C√δ1(∥∥(N, mu, θ,e)∥∥˜L2T (Bσ2,1)
+ ∥∥(mNt , 2mut , m+1θt , met )∥∥˜L2T (Bσ−12,1 )), (4.41)
where we have used the a priori assumption (4.1) with the priori smallness of δ1 (δ1  1) in the last
step of (4.41). Note that 0<   1, m ∈ N, it is not diﬃcult to obtain the inequality (4.2).
Hence the proof of Proposition 4.1 is complete eventually. 
5. Combined relaxation-time limits
In this section, we perform the combined relaxation-time limits of the system (1.4)–(1.5).
5.1. Energy-transport limit
Proof of Theorem 1.2. For any ﬁxed T > 0, let (n ,u,T ,e) be the global solution of (1.4)–(1.5)
given by Theorem 1.1. When m = 1 (i.e. τw = −1 → ∞, τp =  → 0, as  → 0), according to the
uniform energy estimate (1.8) and Remark 2.1, we obtain
(
n − n¯,T  − TL,e










uniformly in  . Furthermore, by (1.4), we have
(
nt ,T t ,et






uniformly in  . It follows from Proposition 2.1 and the Aubin–Lions compactness lemma in [19] that
there exists some function (N 0,U0,T 0,E0) ∈ C([0,∞), n¯ + Bσ2,1) × L2([0,∞), Bσ2,1) × C([0,∞),TL +
Bσ2,1) × C([0,∞), Bσ2,1) such that the sequences (up to subsequences)
{
n
}→ N 0 strongly in C([0, T ], (Bσ−δ2,1 )loc), (5.5){
T 
}→ T 0 strongly in C([0, T ], (Bσ−δ2,1 )loc), (5.6){
e
}→ E0 strongly in C([0, T ], (Bσ−δ2,1 )loc), (5.7){
2u
}→ 0 strongly in C([0, T ], (Bσ−δ2,1 )loc), (5.8){
u
}





for δ ∈ (0,1) and any T > 0, as  → 0. Hence, in the system (1.4)–(1.5), the uniform bounded prop-
erties (5.1)–(5.2) and the convergence properties (5.5)–(5.9) allow us to pass to the limit  → 0 in
the sense of distributions, which implies that (N 0,T 0,E0) is a global weak solution to the energy-
transport equations (1.6) satisfying (1.9).
Hence, the proof of Theorem 1.2 is complete. 
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Proof of Theorem 1.3. For any ﬁxed T > 0, let (n,u,T ,e) be the global solution of (1.4)–(1.5)
given by Theorem 1.1. When m = 2 (i.e. τw = 1, τp = 2 → 0, as  → 0), it follows from the uniform
energy estimate (1.8) and Remark 2.1 that
(






















uniformly in  . From (5.12), we get
{ T∫
0










 C → 0, as  → 0. (5.13)
That is,
{T }→ TL strongly in L2T (Bσ2,1), as  → 0. (5.14)











uniformly in  . By using Proposition 2.1 and the Aubin–Lions compactness lemma in [19], there ex-
ists some function (N ,U ,E) ∈ C([0,∞), n¯ + Bσ2,1) × L2([0,∞), Bσ2,1) × C([0,∞), Bσ2,1) such that the
sequences (up to subsequences)
{
n
}→ N strongly in C([0, T ], (Bσ−δ2,1 )loc), (5.17){
e
}→ E strongly in C([0, T ], (Bσ−δ2,1 )loc), (5.18){
4u
}→ 0 strongly in C([0, T ], (Bσ−δ2,1 )loc), (5.19){
u
}





for δ ∈ (0,1) and any T , as  → 0. Hence, in the system (1.4)–(1.5), the uniform bounded properties
(5.10)–(5.12) and the convergence properties (5.14), (5.17)–(5.20) allow us to pass to the limit  → 0
in the sense of distributions, which implies that (N ,E) is a global weak solution to the drift-diffusion
equations (1.7) satisfying (1.10).
Let N˜ = N1 − N2, E˜ = E1 − E2 where (N1,E1) and (N2,E2) are two solutions to the system (1.7)
with the same initial data, respectively. Then the error (N˜ , E˜) satisﬁes⎧⎨⎩
∂tN˜ = TLN˜ − div(N˜ E1 + N2E˜),
div E˜ = N˜ ,˜ (5.21)N (0, x) = 0.
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⎧⎨⎩
∂tqN˜ = TLqN˜ − divq(N˜ E1 + N2E˜),
divqE˜ = qN˜ ,
N˜ (0, x) = 0.
(5.22)
It is easy to check that (5.22) is equivalent to the following system
⎧⎨⎩
∂tqN˜ = TLqN˜ − divq(N˜ E1 + N2E˜),
∂tqE˜ = TL∇qN˜ − ∇−1 divq(N˜ E1 + N2E˜),
N˜ (0, x) = 0, E˜(0, x) = ∇−1N˜ (0, x) = 0.
(5.23)
By multiplying the ﬁrst equation of (5.23) by qN˜ , the second one by qE˜ and integrating the





(‖qN˜‖2L2 + ‖qE˜‖2L2)+ TL‖qN˜‖2L2 + TL‖q∇N˜‖2L2
 C
(‖∇E1‖L∞‖qN˜‖L2 + ∥∥[E1,q] · ∇N˜∥∥L2 + ∥∥q(divE1N˜ )∥∥L2 + ∥∥q(N2N˜ )∥∥L2
+ ∥∥q(∇N2E˜)∥∥L2)‖qN˜‖L2 + ∥∥q(N˜ E1 + N2E˜)∥∥L2‖qE˜‖L2 , (5.24)
where we have used the L2-boundedness of the nonlocal operator ∇−1 div.











+ ∥∥q(divE1N˜ )∥∥L2 + ∥∥q(N2N˜ )∥∥L2 + ∥∥q(∇N2E˜)∥∥L2
+ ∥∥q(N˜ E1 + N2E˜)∥∥L2)dς. (5.25)
Then we sum up (5.25) on q−1 and get
∥∥(N˜ , E˜)(t, ·)∥∥Bσ−12,1  C
t∫
0
∥∥(N˜ , E˜)(ς, ·)∥∥Bσ−12,1 (1+ ∥∥(N2 − n¯,E1)∥∥Bσ2,1)dς. (5.26)
Gronwall’s inequality gives (N˜ , E˜) ≡ 0 immediately, which shows the uniqueness of the solution
(N ,E).
Hence, the proof of Theorem 1.3 is complete. 
Remark 5.1. when m  3, m ∈ N (i.e. τw = m−2 → 0, τp = m → 0, as  → 0), following from the
similar uniform bounded properties as the case m = 2, we can obtain the same convergence to the
drift-diffusion equations (1.7), as  → 0. The details are left to the interested reader.
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