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Resumen
Esta l´ınea de investigacio´n explora la incor-
poracio´n del manejo de multiplicidad de cri-
terios de comparacio´n de argumentos en Sis-
temas Argumentativos. El objetivo general es
mejorar las capacidades de razonamiento de
estos sistemas introduciendo mecanismos pa-
ra que puedan soportar varios criterios y ele-
gir el que mejor se ajusta a las necesidades o
preferencias del usuario. Como resultado se in-
tentara´n desarrollar herramientas concretas de
interaccio´n entre el usuario y el sistema, las
cuales permitan especiﬁcar de una manera de-
clarativa cual es el criterio que se debe utilizar
como as´ı tambie´n la informacio´n que este ne-
cesita para realizar su tarea.
Palabras clave: Razonamiento, Sistemas Ar-
gumentativos, Criterios de Comparacio´n de
Argumentos.
Contexto
Esta l´ınea de investigacio´n se llevara´ a ca-
bo dentro del a´mbito de colaboracio´n entre el
Laboratorio de Investigacio´n y Desarrollo (LI-
DIA) del Dep. de Ciencias e Ingenier´ıa de la
Computacio´n, Universidad Nacional del Sur;
y el Laboratorio de Investigacio´n y Desarro-
llo en Inteligencia Artiﬁcial Concordia (LIDIA
Concordia) de la Facultad de Ciencias de la
Administracio´n, Universidad Nacional de En-
tre R´ıos. Esta´ asociada a los siguientes proyec-
tos de investigacio´n:
Argumentacio´n y Dina´mica de Creencias
para mejorar las capacidades de razona-
miento y representacio´n de conocimiento
en Sistemas Multi-agente. PGI 24/N035,
ﬁnanciados por la Universidad Nacional
del Sur.
Adema´s, este trabajo se realiza en el mar-
co del desarrollo de una tesis doctoral para
optar por el t´ıtulo de Doctor en Ciencias de
la Computacio´n del Departamento de Ciencias




En los u´ltimos an˜os, la argumentacio´n re-
batible ha realizado un importante aporte a
la Ciencias de la Computacio´n, hecho que se
reﬂeja en el creciente nu´mero de aplicaciones
del mundo real que la incluyen como forma-
lizacio´n del razonamiento del sentido comu´n.
En este sentido, los sistemas argumentativos
proponen una formalizacio´n de este tipo de ra-
zonamiento justamente utilizando como meca-
nismo de inferencia la argumentacio´n rebati-
ble. Intuitivamente, la argumentacio´n rebati-
ble provee formas de confrontar declaraciones
contradictorias para determinar si alguna aﬁr-
macio´n puede ser aceptada o rechazada. Para
obtener una respuesta, el proceso de razona-
miento argumentativo lleva a cabo una serie
de etapas [15]. Una etapa muy importante es la
comparacio´n de argumentos en conﬂicto para
decidir que´ argumento prevalece; esto requiere
introducir un criterio de comparacio´n que haga
frente a esta situacio´n.
Distintos sistemas argumentativos adoptan
diferentes criterios de comparacio´n de argu-
mentos. Uno de los criterios ma´s populares en
Inteligencia Artiﬁcial es el criterio de especi-
ﬁcidad, que preﬁere argumentos con informa-
cio´n ma´s espec´ıﬁca. Sin embargo, existen dife-
rentes posturas por parte de los investigadores
respecto al criterio de comparacio´n. Algunos
investigadores [21, 12, 13], por ejemplo, consi-
deran que especiﬁcidad no constituye un crite-
rio general del razonamiento de sentido comu´n,
sino simplemente un criterio ma´s que podr´ıa
adoptarse. Otros investigadores sostienen que
no existen principios generales, independientes
del dominio, dado que e´stos conllevan a un es-
tado de indecisio´n en la mayor´ıa de los casos, y
que la informacio´n acerca del dominio constitu-
ye la herramienta ma´s importante para decidir
entre argumentos en conﬂicto [11, 21]. Por es-
ta razo´n varios sistemas de argumentacio´n se
encuentran parametrizados respecto al criterio
de comparacio´n, y se espera que se utilice el
criterio que mejor se adecue al dominio que es-
ta siendo representado. Por otra parte, otros
investigadores [14] sostienen que los criterios
son parte de la teor´ıa de prueba, y por lo tanto
sujetos a discusio´n, por lo que que los sistemas
argumentativos deber´ıan permitir la construc-
cio´n de argumentos acerca del criterio.
En esta l´ınea de investigacio´n proponemos
mejorar las habilidades de razonamiento de los
sistemas argumentativos incorporando herra-
mientas programables que le permitan al usua-
rio conﬁgurar de manera dina´mica los criterios
de comparacio´n con los que el sistema cuenta
para resolver los conﬂictos entre argumentos.
Para lograr esto, se utilizara´ el sistema argu-
mentativo llamado Defeasible Logic Program-
ming (DeLP) [8], el cual es un formalismo que
se caracteriza por tratar la comparacio´n de ar-
gumentos de forma modular. Sin embargo, en
DeLP una vez que se adopta un criterio (esta-
blecido en la conﬁguracio´n del sistema) acor-
de al dominio que se este representando, no
existen au´n en la literatura de argumentacio´n
formalismos que provean a este sistema de me-
canismos para que se pueda seleccionar y cam-
biar dina´micamente el criterio de comparacio´n
de argumentos.
L´ıneas de investigacio´n y desa-
rrollo
El objetivo de esta l´ınea de investigacio´n es
avanzar en la mejora de los sistemas argumen-
tativos incorporando el manejo dina´mico de
criterio. Es decir, por un lado an˜adiendo meca-
nismos que permitan especiﬁcar de forma de-
clarativa los criterios con los que dispone el sis-
tema en un momento o situacio´n dada, y por
el otro, incorporando una herramienta que per-
mita la seleccio´n de uno de estos criterios. Co-
mo resultado se buscara´n desarrollar estas he-
rramientas, considerando como mecanismo de
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razonamiento un sistema argumentativo con-
creto como lo es DeLP. De este modo, se podr´ıa
lograr un avance signiﬁcativo para los sistemas
argumentativos dentro del a´rea de Inteligencia
Artiﬁcial y Ciencias de la Computacio´n.
Argumentacio´n Rebatible
Argumentacio´n es un mecanismo de razona-
miento, el cual para determinar conclusiones
se consideran los argumentos que las sustentan
y los posibles conﬂictos entre ellos. En este ti-
po de razonamiento, todos los argumentos en
conﬂicto son analizados para luego determinar
que´ conclusiones sera´n aceptadas. El propo´si-
to ﬁnal de la argumentacio´n es determinar las
conclusiones aceptadas.
Desde hace tiempo, argumentacio´n ha evo-
lucionado como una atractivo propuesta pa-
ra modelar el razonamiento de sentido comu´n
[6, 2, 3]. En particular, los sistemas argumen-
tativos basados en reglas (SABR) son forma-
lismos de argumentacio´n basados en una lo´gi-
ca subyacente espec´ıﬁca, la cual se emplea pa-
ra expresar el conocimiento acerca del dominio
que se intenta representar. Ademas, el conoci-
miento cuenta con un conjunto de reglas de in-
ferencia lo cual permite construir argumentos
a favor y en contra de una conclusio´n. Estos
sistemas son de gran intere´s para la comuni-
dad de Ciencias de la Computacio´n dado que
las reglas de inferencia permiten representar
conocimiento de sentido comu´n, posibilitando
la construccio´n de argumentos de manera au-
toma´tica. Los SABR poseen caracter´ısticas que
los hacen especialmente aptos para su imple-
mentacio´n computacional. Por otra parte, este
tipo de sistemas es particularmente atractivo
para la toma de decisiones y negociacio´n [1, 4],
y dentro del a´rea de Inteligencia Artiﬁcial exis-
te especial intere´s en abordar este tipo de pro-
blemas.
Programacio´n en Lo´gica Rebatible
(DeLP) y la Comparacio´n entre Argu-
mentos
Diversos trabajos en la literatura reconocen
la importancia del uso de sistemas argumenta-
tivos como mecanismo de razonamiento en sis-
temas inteligentes [2, 7, 15]. En particular, es-
ta l´ınea de investigacio´n esta vinculada con un
sistema argumentativo concreto, denominado
Defeasible Logic Programming (DeLP) [8]. Es-
te formalismo es un SABR que combina resul-
tados de programacio´n en lo´gica y argumenta-
cio´n rebatible, y ha sido aplicado exitosamente
en diferentes dominios de aplicacio´n (ver e. g.
[5, 9, 10]). La Programacio´n en Lo´gica Rebati-
ble extiende a la Programacio´n en Lo´gica per-
mitiendo representar conocimiento contradic-
torio, mediante el uso de la negacio´n fuerte, y
conocimiento tentativo, incluyendo en la sinta-
xis un nuevo tipo de reglas: las reglas rebati-
bles.
Si bien al presentarse DeLP en [8] se asocia
el criterio de Especiﬁcidad Generalizada desa-
rrollado en [16] como criterio por defecto, en
DeLP el criterio es un para´metro del sistema.
De esta manera, al aplicar DeLP a un dominio
concreto, puede emplearse el criterio que resul-
te adecuado para dicho dominio. Sin embargo,
en la comunidad de argumentacio´n no hay un
consenso establecido acerca de que´ criterio uti-
lizar para evaluar argumentos. En consecuen-
cia, incorporar mecanismos que le permitan al
usuario tomar esta decisio´n programando la se-
leccio´n y conﬁguracio´n de criterios disponibles
podr´ıa beneﬁciar y mejor las capacidades de
razonamiento de este tipo de sistemas en par-
ticular.
Resultados y Objetivos
Varios resultados obtenidos fueron publica-
dos recientemente. A continuacio´n se incluye
un resumen de estas publicaciones.
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Un primer resultado fue obtenido en el
art´ıculo An Approach to Argumentative Reaso-
ning Servers with Multiple Preference Crite-
ria [17]. En este formalismo se introduce un
modelo de servidor recomendador basado en
DeLP que provee recomendaciones a sus agen-
tes clientes y la habilidad para que e´stos pue-
dan decidir co´mo mu´ltiples criterios de pre-
ferencia pueden ser combinados. Para que los
clientes cuenten con esta capacidad varios ope-
radores para combinar preferencias fueron pro-
puestos. Por otra parte, el mecanismo de in-
ferencia es quien resuelve las consultas utili-
zando los criterios indicados por el cliente. En
este formalismo el cliente tiene la posibilidad
de indicar en la consulta los criterios que de-
be utilizar el servidor y la forma en que debe
combinarlos. Para lograr esto, la estructura de
las consultas permitan incorporar una expre-
sio´n que indique el criterio que el cliente desea
que sea utilizado por el servidor para compu-
tar una respuesta. Por otro lado, en [19] se pre-
sento´ una versio´n extendida del art´ıculo intro-
ducido en [17]. En esta versio´n se incorporo´ una
nueva seccio´n que muestra la importancia del
criterio de preferencia en el sistema DeLP co-
mo pieza clave en la construccio´n de los a´rboles
de diale´ctica.
En los art´ıculos An Approach to Argu-
mentative Reasoning Servers with Conditions
based Preference Criteria [18] y Improving
argumentation-based recommender systems th-
rough context-adaptable selection criteria [20]
se desarrolla un nuevo enfoque para servidores
recomendadores. En este enfoque el servidor
puede utilizar un criterio diferente para respon-
der cada consulta en particular. Para determi-
nar el criterio que ﬁnalmente sera´ usado por el
servidor es necesario previamente evaluar una
expresio´n condicional. El criterio resultante de
evaluar dicha expresio´n va depender de si cier-
ta informacio´n puede ser derivada o no del pro-
grama almacenado en el servidor. En pocas pa-
labras, el modelo permite que el cliente pueda
especiﬁcar en la consulta a trave´s de una condi-
cio´n el criterio que el servidor debe utilizar. Un
cliente puede preferir cierta informacio´n sobre
otra y asociar esta preferencia a criterios es-
pec´ıﬁcos. En particular, en [20] se realiza un
ana´lisis detallado de las expresiones condicio-
nales y su sema´ntica de evaluacio´n consideran-
do caracter´ısticas importantes que conllevan a
su optimizacio´n.
Por u´ltimo, en la actualidad se esta´ traba-
jando en el desarrollo de una implementacio´n
de un interprete DeLP que sea capaz de mani-
pular de forma dina´mica mu´ltiples criterios de
manera tal que se puedan incorporar al mismo
los avances obtenidos hasta el momento.
Formacio´n de Recursos Huma-
nos
Los temas de esta l´ınea de investigacio´n
esta´n estrechamente relacionados con el desa-
rrollo de la tesis doctoral del 1o autor del pre-
sente art´ıculo.
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