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Abstract
Visualization of standard algorithms in non-standard way.
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1 U´vod
C´ılem te´to pra´ce je vytvorˇit mnozˇinu vizualizac´ı za´kladn´ıch datovy´ch struktur
a algoritmu˚. Vizualizace, by meˇly prˇibl´ızˇit fungova´n´ı a implementaci jednot-
livy´ch rˇesˇen´ı. Cele´ rˇesˇen´ı, by meˇlo by´t zpracova´no tak, aby bylo mozˇne´ jeho
pouzˇit´ı v ra´mci vyu´ky.
Prvn´ım u´kolem, je vybrat vhodne´ struktury a algoritmy. Prˇi vy´beˇru je
trˇeba se zameˇrˇit na slozˇitost a praktickou pouzˇitelnost jednotlivy´ch kon-
strukc´ı. Cˇtena´rˇ bude v te´to pra´ci sezna´men s funkc´ı, parametry a mozˇnou
implementac´ı vybrany´ch struktur a algoritmu˚. Da´le mu bude poskytnuta vi-
zualizace dane´ho rˇesˇen´ı, ktera´ umozˇn´ı lepsˇ´ı pochopen´ı proble´mu. Druhy´m
u´kolem je zvolit vhodny´ na´stroj k implementaci vizualizace. V te´to cˇa´sti vy-
bereme vhodnou technologii, pomoc´ı ktere´ zpracujeme vizua´ln´ı cˇa´st pra´ce.
Nakonec oveˇrˇ´ıme funkcˇnost a stabilitu vy´sledne´ho rˇesˇen´ı.
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2 Algoritmy a datove´ struktury
Algoritmy a datove´ struktury zpracovane´ v te´to pra´ci byly vybra´ny na za´-
kladeˇ materia´l˚u urcˇeny´ch pro vy´uku prˇedmeˇt˚u KIV/PPA1 a KIV/PPA2 vy-
ucˇovany´ch na FAV ZCˇU v Plzni. Jedna´ se o za´kladn´ı a sˇiroce pouzˇ´ıvane´
konstrukce.
Z rˇad´ıc´ıch algoritmu˚ byly vybra´ny na´sleduj´ıc´ı: Bubble Sort, Heap Sort, Insert
Sort, Merge Sort, Quick Sort, Select Sort, Shell Sort.
Z datovy´ch struktur tyto: Spojovy´ seznam, Za´sobn´ık, Fronta, Bina´rn´ı vyhle-
da´vac´ı strom, Halda.
2.1 Rˇad´ıc´ı algoritmy
Rˇazen´ı dat je jeden ze za´kladn´ıch proble´mu˚, s ktery´m se drˇ´ıve nebo pozdeˇji
setka´ kazˇdy´ programa´tor. Za´rovenˇ, d´ıky nena´rocˇne´ implementaci veˇtsˇiny rˇe-
sˇen´ı, je toto te´ma vhodne´ k vy´uce algoritmizace. Jedna´ se o proces, prˇi ktere´m
rˇad´ıme prvky z mnozˇiny, kde kazˇdy´ prvek obsahuje data a kl´ıcˇ. Prvky jsou
porovna´va´ny podle kl´ıcˇe a definovane´ho krite´ria. V te´to pra´ci jsou pro na´-
zornost prvky cela´ cˇ´ısla, takzˇe data i kl´ıcˇ jsou jedno a to same´, krite´riem pak
operace, zda je kl´ıcˇ jednoho prvku veˇtsˇ´ı nebo mensˇ´ı nezˇ kl´ıcˇ jine´ho prvku.
V obecneˇjˇs´ım prˇ´ıpadeˇ, by mohl by´t kl´ıcˇ rˇeteˇzec znak˚u a krite´riem funkce,
porovna´vaj´ıc´ı naprˇ. de´lku rˇeteˇzc˚u apod.
C´ılem rˇazen´ı je usporˇa´dat mnozˇinu tak, abychom s daty mohli le´pe a rych-
leji pracovat. Pokud serˇad´ıme mnozˇinu cely´ch cˇ´ısel od nejmensˇ´ıho k nejveˇt-
sˇ´ımu, bude nalezen´ı maxima i minima trivia´ln´ı za´lezˇitost´ı, vybra´n´ım prvn´ıho
resp. posledn´ıho prvku. Prˇi hleda´n´ı extre´mu˚ v neserˇazene´ mnozˇineˇ s n prvky,
by bylo potrˇeba v kazˇde´m nove´m hleda´n´ı prove´st n operac´ı porovna´n´ı.
V na´sleduj´ıc´ım popisu metod a jejich fungova´n´ı je rˇazeno sestupneˇ, od nej-
veˇtsˇ´ıho prvku k nejmensˇ´ımu. Pro rˇazen´ı vzestupneˇ, je jediny´m za´sahem do fun-
gova´n´ı metod, zmeˇna opera´tor˚u (>, <), princip z˚usta´va´ stejny´.
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2.1.1 Insert Sort
Metoda rˇazen´ı vkla´da´n´ım funguje na tomto principu. Rozdeˇl´ıme pole na cˇa´st
serˇazenou a neserˇazenou. V kazˇde´m kroku algoritmu vezmeme prvn´ı prvek
z neserˇazene´ cˇa´sti a vlozˇ´ıme ho na spra´vne´ mı´sto v serˇazene´ cˇa´sti. Prˇi po-
rovna´va´n´ı postupujeme od konce jizˇ serˇazene´ cˇa´sti, pokud je vkla´dany´ prvek
veˇtsˇ´ı nezˇ prvek v serˇazene´ cˇa´sti, posuneme prvek ze serˇazene´ cˇa´sti o jedno
mı´sto doprava. Pokud naraz´ıme na zacˇa´tek nebo porovna´n´ı nespln´ı pod-
mı´nku, vlozˇ´ıme prvek do vznikle´ mezery[Wro04].
Slozˇitost algoritmu je O(n2).
Na´sleduje uka´zka rˇazen´ı viz. Obra´zek 2.1.
1. Na zacˇa´tku je v serˇazene´ cˇa´sti prvek 39. Vkla´da´me do serˇazene´ cˇa´sti pr-
vek 49. Vlozˇ´ıme prvek 49 do docˇasne´ promeˇnne´ a porovna´va´me s prvky
v serˇazene´ cˇa´sti tedy s 39. Plat´ı 39 < 49, posuneme 39 o jedno mı´sto
doprava. T´ım na mı´steˇ, kde se nacha´zelo 39 vznikne mezera. Dostali
jsme se na zacˇa´tek, vlozˇ´ıme prvek z docˇasne´ promeˇnne´ do mezery.
2. Vlozˇ´ıme do docˇasne´ promeˇnne´ prvn´ı prvek z neserˇazene´ cˇa´sti 73. Po-
stupneˇ porovna´me se vsˇemi prvky v serˇazene´ cˇa´sti. Plat´ı 73 > 39, posu-
neme 39 o mı´sto doprava. Plat´ı 73 > 49, posuneme 49 o mı´sto doprava.
Dostali jsme se na zacˇa´tek, vlozˇ´ıme 73 z docˇasne´ promeˇnne´ do mezery
vznikle´ posunut´ım 49.
3. Do docˇasne´ promeˇnne´ vlozˇ´ıme 50 a porovna´va´me se serˇazenou cˇa´st´ı.
Plat´ı 50 > 39, posuneme 39 doprava, plat´ı 50 > 49, posuneme 49 do-
prava. Plat´ı 50 < 73, narazili jsme na veˇtsˇ´ı prvek, vlozˇ´ıme 50 z docˇasne´
promeˇnne´ do mezery.
4. Do docˇasne´ promeˇnne´ vlozˇ´ıme 11. Plat´ı 11 < 39, 11 je mensˇ´ı, vlozˇ´ıme
11 zpeˇt.
5. Do docˇasne´ promeˇnne´ vlozˇ´ıme 92. 92 > 11, posuneme 11 doprava,
92 > 39, posuneme 39 doprava, 92 > 49, posuneme 49 doprava,
92 > 50, posuneme 50 doprava, 92 > 73 posuneme 73 doprava, nacha´-
z´ıme se na zacˇa´tku pole, vlozˇ´ıme 92 do vznikle´ mezery.
6. V neserˇazene´ cˇa´sti se jizˇ nenacha´z´ı zˇa´dny´ prvek, pole je tedy serˇazeno.
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39 49 73 50 11 92
tmp
49
49 39 73 50 11 92
73
73 49 39 50 11 92
tmp
50
tmp
73 50 49 39 11 92
tmp
11
73 50 49 39 11 92
tmp
92
92 73 50 49 39 11
1)
2)
3)
4)
5)
6)
Obra´zek 2.1: Insert sort.
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2.1.2 Bubble Sort
Princip bublinkove´ho rˇazen´ı spocˇ´ıva´ v porovna´va´n´ı dvou sousedn´ıch hodnot,
pokud je prvek na indexu n mensˇ´ı nezˇ prvek na n + 1, tak se prvky na
dany´ch indexech prohod´ı, pokud ne, nic se neprohazuje. Da´l postupujeme na
porovna´va´n´ı prvk˚u na indexech n + 1 a n + 2 a opeˇt, pokud je n + 1 mensˇ´ı
nezˇ n+ 2 prohazujeme, jinak nedeˇla´me nic. T´ımto postupem je zajiˇsteˇno, zˇe
se prˇi kazˇde´m pr˚uchodu polem, dostane (
”
probubla´“) nejmensˇ´ı prvek na jeho
konecˇnou pozici. Po kazˇde´m pr˚uchodu se zmensˇ´ı pocˇet procha´zeny´ch prvk˚u
o 1, protozˇe posledn´ı prvek zpracova´vane´ cˇa´sti je na spra´vne´ pozici[Wro04].
Slozˇitost algoritmu je O(n2).
Na´sleduje uka´zka rˇazen´ı viz. Obra´zek 2.2.
1. Porovna´va´me hodnoty na prvn´ıch dvou indexech. Plat´ı, zˇe hodnota
na prvn´ım indexu (48) > hodnota na druhe´m indexu (17), neprohazu-
jeme nic.
2. Posuneme se o jeden prvek da´l. Plat´ı 17 < 61, prohod´ıme prvky na
porovna´vany´ch indexech.
3. Opeˇt se posuneme o prvek da´l. 17 < 21, prohod´ıme prvky.
4. Posun o prvek da´l. 17 < 84, prohod´ıme prvky. Nacha´z´ıme se na konci
pole, na ktery´ se dostal nejmensˇ´ı prvek. Prˇedchoz´ı kroky budeme opa-
kovat od zacˇa´tku, ale do pole zkra´cene´ho o jedna.
5. 48 < 61, prohod´ıme prvky.
6. Posuneme se o prvek da´l. 48 < 21, neprohazujeme nic.
7. Posuneme se o prvek da´l. 21 < 84, prohod´ıme prvky. Nacha´z´ıme se
na konci pole, zmensˇ´ıme pole o jedna a budeme pokracˇovat od zacˇa´tku.
8. 61 > 48, neprohazujeme nic.
9. Posuneme se o prvek da´l. 48 < 84, prohod´ıme, nacha´z´ıme se na konci,
zmensˇ´ıme pole o jedna, pokracˇujeme od zacˇa´tku.
10. 61 < 84, prohod´ıme, nacha´z´ıme se na konci, zmensˇ´ıme pole o jedna,
pokracˇujeme od zacˇa´tku.
11. V poli zbyl posledn´ı prvek, pole je serˇazeno.
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48 17 61 21 84
48 17 61 21 84
48 61 17 21 84
48 61 21 17 84
48 61 21 84 17
61 48 21 84 17
61 48 21 84 17
61 48 84 21 17
61 48 84 21 17
61 84 48 21 17
61 84 48 21 17
1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)
Obra´zek 2.2: Bubble sort.
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2.1.3 Select Sort
Algoritmus rˇazen´ı vy´beˇrem funguje na´sledovneˇ. V kazˇde´ iteraci najdeme nej-
veˇtsˇ´ı prvek z dane´ posloupnosti a vymeˇn´ıme ho s prvn´ım prvkem. V dalˇs´ım
kroku zmensˇ´ıme prohleda´vane´ pole o 1. V prohleda´va´n´ı pokracˇujeme dokud
je velikost pole vetsˇ´ı nezˇ 1. Na zacˇa´tku tedy prohleda´va´me cele´ pole, najdeme
nejveˇtsˇ´ı prvek a vymeˇn´ıme ho s prvkem na indexu 0. Na indexu 0 je maxi-
mum. Da´l prohleda´va´me od indexu 1, najdeme maximum a vymeˇn´ıme ho
s prvkem na indexu 1. Pokracˇujeme v prohleda´va´n´ı od indexu 2 atd.
Slozˇitost algoritmu je O(n2).
1. V pra´veˇ zpracova´vane´ cˇa´sti nalezneme maximum. Nalezeny´ prvek 91
prohod´ıme s prvn´ım prvkem ve zpracova´vane´ cˇa´sti, cozˇ je 8. Prvek
na prvn´ım mı´steˇ ve zpracova´vane´ cˇa´sti se nacha´z´ı na jeho konecˇne´ po-
zici, zmensˇ´ıme zpracova´vanou cˇa´st o jedna.
2. Ve zpracova´vane´ cˇa´sti nalezneme maximum 85 a prohod´ıme ho s prvn´ım
prvkem zpracova´vane´ cˇa´sti 26. Zmensˇ´ıme zpracova´vanou cˇa´st o jedna.
3. Nalezneme maximum 59 a prohod´ıme s prvn´ım prvkem 12. Zmensˇ´ıme
zpracova´vanou cˇa´st o jedna.
4. Nalezneme maximum 26 a prohod´ıme s prvn´ım prvkem cozˇ je take´ 26.
Zmensˇ´ıme zpracova´vanou cˇa´st o jedna.
5. Nalezneme maximum 12 a prohod´ıme s prvn´ım prvkem cozˇ je take´ 12.
Zmensˇ´ıme zpracova´vanou cˇa´st o jedna.
6. Zpracova´vana´ cˇa´st ma´ de´lku jedna, prvek je na mı´steˇ.
7. Pole je serˇazeno.
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8 26 12 85 59 91
max
91 26 12 85 59 8
max
91 85 12 26 59 8
max
91 85 59 26 12 8
max
91 85 59 26 12 8
max
91 85 59 26 12 8
max
91 85 59 26 12 8
1)
2)
3)
4)
5)
6)
7)
Obra´zek 2.3: Select sort.
2.1.4 Shell Sort
Shellovo rˇazen´ı je modifikace rˇazen´ı vkla´da´n´ım (viz. 2.1.1), kdy se porovna´vaj´ı
prvky, mezi ktery´mi je vzda´lenost h. Tato vzda´lenost se v pr˚ubeˇhu algoritmu
zkracuje azˇ do dosazˇen´ı h = 1, kdy se jedna´ o Insert Sort, kde porovna´va´me
sousedn´ı prvky. Mysˇlenka pouzˇit´ı vycha´z´ı z toho, zˇe pokud budou u konce
rˇazene´ posloupnosti nejveˇtsˇ´ı prvky, tak prˇi pouzˇit´ı obycˇejne´ho Insert Sortu
mus´ı prvek u konce proj´ıt celou posloupnost a porovna´vat se s kazˇdy´m prvkem
v cesteˇ. Pokud zvol´ıme h = 4, bude se porovna´vat s kazˇdy´m 4. prvkem a pocˇet
porovna´n´ı se 4-na´sobneˇ sn´ızˇ´ı.
Volba vhodne´ posloupnosti h je pro u´cˇinnost algoritmu za´sadn´ı. Tv˚urce al-
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goritmu Donald Shell navrhl posloupnost n
2
, n
4
, ..., 1 kde n je pocˇet prvk˚u pole
viz. [Laf03]. Nevy´hoda prˇi pouzˇit´ı te´to posloupnosti je, zˇe porovna´n´ı prvk˚u
na sudy´ch a lichy´ch pozic´ıch je provedeno azˇ v posledn´ım kroku kdy h = 1. Al-
ternativou je posloupnost, kterou vymyslel Donald Knut, kdy vydeˇl´ıme de´lku
pole 3, a pote´ vezmeme nejvysˇsˇ´ı cˇ´ıslo z posloupnosti h = 3i + 1, i = 0, 1, 2, ..
pro ktere´ plat´ı h <= n
3
viz. [Laf03]. Prvky te´to posloupnosti jsou tedy 1, 4,
13, 40, 121, 364, ... Optima´ln´ı metoda zat´ım objevena nebyla, dobre´ vy´sledky
ukazuje posloupnost Marcina Ciura 1, 4, 10, 23, 57, 132, 301, 701. Vı´ce viz.
[Ciu01].
V appletu byla pouzˇita Knutova posloupnost d´ıky vy´konnosti a jednodu-
chosti implementace. Slozˇitost algoritmu je O(n2).
1. Rˇazena´ posloupnost ma´ 6 prvk˚u plat´ı tedy n = 6 a nejvysˇsˇ´ı h = 4.
V prvn´ım kroku tedy zacˇ´ına´me od indexu i = 4. Hodnotu na indexu
4 prˇesuneme do docˇasne´ promeˇnne´ a porovna´me s prvky, ktere´ jsou
ve vzda´lenosti ob 4 prvky. Plat´ı 79 > 13, posuneme 13 o h-prvk˚u do-
prava, takzˇe o 4 prvky. Nacha´z´ıme se na zacˇa´tku pole, vlozˇ´ıme tedy
prvek z docˇasne´ promeˇnne´ do vznikle´ mezery a posuneme se o jedno
mı´sto doprava.
2. Do docˇasne´ promeˇnne´ vlozˇ´ıme 62, porovna´me s prvek 39, 62 > 39, prˇe-
suneme 39 o 4 prvky doprava. Index o 4 mensˇ´ı nezˇ aktua´ln´ı neexistuje,
vlozˇ´ıme tedy prvek z docˇasne´ promeˇnne´ do vznikle´ mezery. Nacha´z´ıme
se na konci pole, dopocˇteme nove´ h, h = 1 a budeme pokracˇovat od za-
cˇa´tku s novou vzda´lenost´ı.
3. Nyn´ı se h = 1, budeme postupovat stejneˇ jako prˇi rˇazen´ı insert sortem.
Do docˇasne´ promeˇnne´ vlozˇ´ıme 62 a porovna´me s jizˇ serˇazenou cˇa´st´ı.
62 < 79, vlozˇ´ıme 62 zpeˇt.
4. Do docˇasne´ promeˇnne´ vlozˇ´ıme 18, 18 < 62, vlozˇ´ıme 18 zpeˇt.
5. Do docˇasne´ promeˇnne´ vlozˇ´ıme 54, 54 > 18, posuneme 18 o jeden prvek
doprava, 54 < 62, vlozˇ´ıme 54 do vznikle´ mezery.
6. Do docˇasne´ promeˇnne´ vlozˇ´ıme 13, 13 < 18, vlozˇ´ıme 13 zpeˇt.
7. Do docˇasne´ promeˇnne´ vlozˇ´ıme 39, 39 > 13, posuneme 13 doprava,
39 > 18, posuneme 18 doprava, 39 < 54, vlozˇ´ıme 39 do vznikle´ mezery.
8. V neserˇazene´ cˇa´sti jizˇ nen´ı zˇa´dny´ prvek, pole je serˇazeno.
9
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13 39 18 54 79 62
tmp
79
1)
79 39 18 54 13 62
tmp
62
2)
79 62 18 54 13 39
tmp
62
3)
79 62 18 54 13 39
tmp
18
4)
79 62 18 54 13 39
tmp
54
5)
79 62 54 18 13 39
tmp
13
6)
79 62 54 18 13 39
tmp
39
7)
79 62 54 39 18 138)
Obra´zek 2.4: Shell sort.
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2.1.5 Quick Sort
Metoda
”
rychle´ho rˇazen´ı“ je jeden z prˇ´ıklad˚u algoritmu˚ typu rozdeˇl a panuj,
kdy je hlavn´ı proble´m rozdeˇlen na neˇkolik podproble´mu˚ a ty jsou pak rˇesˇeny.
Princip je na´sleduj´ıc´ı. Zvol´ıme jeden prvek, ktere´mu budeme rˇ´ıkat pivot. Roz-
deˇl´ıme pole tak, aby nalevo od pivota byly prvky s veˇtsˇ´ı hodnotou a napravo
od pivota prvky s mensˇ´ı hodnotou. V tuto chv´ıli je pivot na jeho konecˇne´
pozici. Stejnou proceduru provedeme nad obeˇma rozdeˇleny´mi cˇa´stmi. Takto
pokracˇujeme dokud de´lka zpracova´vane´ posloupnosti je veˇtsˇ´ı nezˇ 1.
Du˚lezˇitou cˇa´st´ı je volba pivota. Pokud bychom ho volili tak, aby se vzˇdy
po prˇeusporˇa´da´n´ı veˇtsˇ´ıch a mensˇ´ıch hodnot nacha´zel uprostrˇed, dosˇlo by
k idea´ln´ımu rozdeˇlen´ı pole na polovinu a bylo by tedy potrˇeba log2n vola´n´ı.
V kazˇde´ podposloupnosti, by docha´zelo k nejvy´sˇe n prˇeha´zen´ı prvk˚u. Celkova´
slozˇitost by byla O(nlog2n). Pokud bychom volili pivota nejhorsˇ´ım mozˇny´m
zp˚usobem, brali bychom v kazˇde´ podposloupnosti nejveˇtsˇ´ı nebo nejmensˇ´ı
prvek, pole by se nedeˇlilo na poloviny, ale zmensˇilo pouze o tento prvek.
Docha´zelo by k n vola´n´ı procedury deˇlen´ı. V kazˇde´m poli by opeˇt docha´zelo
k nejvy´sˇe n prˇeha´zen´ı prvk˚u. Celkova´ slozˇitost by byla O(n2). Jako pivota
cˇasto vol´ıme levy´ krajn´ı prvek rˇazene´ posloupnosti, na´hodny´ prvek z rˇazene´
posloupnosti nebo media´n prvn´ıho, prostrˇedn´ıho a posledn´ıho prvku rˇazene´
posloupnosti [Mic12].
V za´vislosti na volbeˇ pivota se slozˇitost pohybuje v rozmez´ı O(log2n) azˇ
O(n2).
1. Na zacˇa´tku pracujeme s celou posloupnost´ı. Jako pivot je volen prvn´ı
prvek zpracova´vane´ cˇa´sti (42). Nyn´ı zacˇneme procha´zet pole od prv-
n´ıho prvku napravo od pivota. Za pivotem postupneˇ serˇad´ıme vsˇechny
veˇtsˇ´ı prvky a za neˇ vsˇechny mensˇ´ı prvky. Pokud naraz´ıme na veˇtsˇ´ı pr-
vek nezˇ je pivot, prˇesuneme ho za posledn´ı prvek, ktery´ je veˇtsˇ´ı nezˇ
pivot. 78 > 42, zˇa´dny´ veˇtsˇ´ı prvek za pivotem nen´ı, 78 z˚ustane na mı´steˇ.
Posuneme se na dalˇs´ı prvek. 33 < 42, neprohazujeme nic a posunem
se na dalˇs´ı prvek. 54 > 42, prohod´ıme 54 s 33 a posuneme se na dalˇs´ı
prvek.
2. Pokracˇujeme dalˇs´ım prvkem 21, 21 < 42, nedeˇla´me nic a posuneme se
na dalˇs´ı prvek. 67 > 54, prohod´ıme 67 s 33 a posuneme se na dalˇs´ı
prvek. 14 < 42, nedeˇla´me nic.
3. V prˇedchoz´ım kroku jsme se dostali na konec zpracova´vane´ oblasti, vy-
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meˇn´ıme pivota (54) s posledn´ım prvkem, ktery´ je veˇtsˇ´ı nezˇ pivot (67).
V tuto chv´ıli jsou nalevo od pivota vsˇechny veˇtsˇ´ı a napravo vsˇechny
mensˇ´ı prvky. Pivot je na konecˇne´ pozici. Prˇedchoz´ı postup nyn´ı apliku-
jeme na levou cˇa´st pole.
4. Pivotem je prvn´ı prvek zpracova´vane´ posloupnosti 67. 78 > 67, zˇa´dny´
veˇtsˇ´ı prvek za pivotem nen´ı, 78 z˚ustane na mı´steˇ a posuneme se na
dalˇs´ı prvek. 54 < 67, neprohazujeme nic. Dostali jsme se na konec
zpracova´vane´ oblasti, vymeˇn´ıme pivota (67) s posledn´ım prvkem, ktery´
je veˇtsˇ´ı nezˇ pivot (78). 67 je nyn´ı na konecˇne´ pozici. Prˇedchoz´ı postup
provedeme na levou cˇa´st pole.
5. V te´to cˇa´sti se nacha´z´ı pouze jeden prvek, je tedy serˇazena a vrac´ıme
se o u´rovenˇ vy´sˇ. V aktua´ln´ı u´rovni je jizˇ leva´ cˇa´st serˇazena, serˇad´ıme
pravou cˇa´st.
6. Opeˇt jsme narazili na jeden prvek, vrac´ıme se o u´rovenˇ vy´sˇ. V aktua´ln´ı
u´rovni jsou jizˇ obeˇ cˇa´sti serˇazeny, vrac´ıme se o u´rovenˇ vy´sˇ.
7. V aktua´ln´ı u´rovni je leva´ strana jizˇ serˇazena, serˇad´ıme pravou. Pivot je
prvn´ı prvek ze zpracova´vane´ posloupnosti 21. 33> 21, zˇa´dny´ veˇtsˇ´ı prvek
za pivotem nen´ı, 33 z˚ustane na mı´steˇ a posuneme se na dalˇs´ı prvek.
14 < 21, neprohazujeme nic. Nacha´z´ıme se na konci zpracova´vane´ cˇa´sti,
prohod´ıme 21 s 33 a serˇad´ıme levou cˇa´st.
8. Narazili jsme na jeden prvek, vrac´ıme se o u´rovenˇ vy´sˇ. V aktua´ln´ı u´rovni
je jizˇ leva´ cˇa´st serˇazena, serˇad´ıme pravou cˇa´st.
9. Narazili jsme na jeden prvek, vrac´ıme se o u´rovenˇ vy´sˇ. V aktua´ln´ı u´rovni
jsou jizˇ obeˇ cˇa´sti serˇazeny, vrac´ıme se o u´rovenˇ vy´sˇ. Takto pokracˇujeme
azˇ do nulte´ u´rovneˇ, v tuto chv´ıli jsou totizˇ serˇazeny vsˇechny cˇa´sti.
10. Nacha´z´ıme se v nulte´ u´rovni, pole je serˇazeno.
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42 78 33 54 21 671) 14
42 78 54 33 21 67 14
42 78 54 67 21 33 14
piv
piv
piv
67 78 54 42 21 33 14
piv
78 67 54 42 21 33 14
piv
78 67 54 42 21 33 14
piv
78 67 54 42 21 33 14
piv
78 67 54 42 33 21 14
piv
78 67 54 42 33 21 14
piv
78 67 54 42 33 21 14
2)
3)
4)
5)
6)
7)
8)
9)
10)
Obra´zek 2.5: Quick sort.
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2.1.6 Merge Sort
Metoda rˇazen´ı slucˇova´n´ım je dalˇs´ı prˇ´ıklad algoritmu typu rozdeˇl a panuj.
Pocˇa´tecˇn´ı posloupnost je rozdeˇlena na dveˇ stejneˇ velke´ cˇa´sti (pokud je lichy´
pocˇet prvk˚u je jedna cˇa´st veˇtsˇ´ı, to ale nehraje roli). Na kazˇdou podposloup-
nost aplikuje opeˇt toto deˇlen´ı azˇ do doby, kdy je pocˇet prvk˚u posloupnosti
rovny´ jedne´. Pote´ se algoritmus zacˇne rekurzivneˇ vracet zpeˇt a slucˇovat hod-
noty ze sousedn´ıch posloupnost´ı. Slucˇova´n´ı prob´ıha´ takto. Na vstupu ma´me
dveˇ sestupneˇ serˇazene´ posloupnosti (prˇi na´vratu z rekurze ma´me totizˇ za-
rucˇeno, zˇe slucˇujeme jizˇ sestupneˇ serˇazene´ posloupnosti nebo posloupnosti
o jednom prvku). Do pomocne´ho pole, kop´ırujeme prvky z obou pol´ı a to
tak, zˇe vyb´ıra´me vzˇdy z te´ veˇtve, kde je veˇtsˇ´ı prvek. Pokud v obou pol´ıch
jizˇ nen´ı zˇa´dny´ prvek, sloucˇ´ıme obeˇ pole a nakop´ırujeme do neˇj hodnoty z
pomocne´ho pole. T´ım je procedura skoncˇena a vrac´ıme se o u´rovenˇ vy´sˇ.
Protozˇe je posloupnost deˇlena vzˇdy na polovinu, je pocˇet deˇlen´ı roven
log2n. V kazˇde´ te´to posloupnosti prova´d´ıme azˇ n porovna´n´ı. Celkova´ slozˇitost
je O(nlog2n).
1. Pocˇa´tecˇn´ı posloupnost rozdeˇl´ıme na dveˇ cˇa´sti a vstoup´ıme do leve´ cˇa´sti.
Toto budeme opakovat dokud nenaraz´ıme na posloupnost o jednom
prvku.
2. Rozdeˇl´ıme posloupnost na dveˇ cˇa´sti a vstoup´ıme do leve´ cˇa´sti.
3. Rozdeˇl´ıme posloupnost na dveˇ cˇa´sti a vstoup´ıme do leve´ cˇa´sti.
4. Narazili jsme na posloupnost s jedn´ım prvkem, vrac´ıme se o u´rovenˇ vy´sˇ
a vstupujeme do prave´ veˇtve.
5. Narazili jsme na posloupnost s jedn´ım prvkem, vrac´ıme se o u´rovenˇ
vy´sˇ.
6. V leve´ (cˇervena´) a prave´ (zelena´) cˇa´sti ma´me dveˇ serˇazene´ posloup-
nosti, aplikujeme metodu slucˇova´n´ım kdy do pomocne´ho pole kop´ıru-
jeme vzˇdy ten veˇtsˇ´ı z prvk˚u z obou posloupnost´ı. Posloupnost z po-
mocne´ho pole prˇekop´ırujeme zpeˇt. Vrac´ıme se o u´rovenˇ vy´sˇ.
7. Leva´ cˇa´st posloupnosti je jizˇ serˇazena, vstoup´ıme do prave´ cˇa´sti.
8. Narazili jsme na posloupnost s jedn´ım prvkem, vrac´ıme se o u´rovenˇ
vy´sˇ.
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9. V leve´ a prave´ cˇa´sti ma´me dveˇ serˇazene´ posloupnosti, aplikujeme me-
todu slucˇova´n´ı. Posloupnost z pomocne´ho pole prˇekop´ırujeme zpeˇt.
Vrac´ıme se o u´rovenˇ vy´sˇ.
10. Leva´ cˇa´st posloupnosti je jizˇ serˇazena, vstoup´ıme do prave´ cˇa´sti.
11. Rozdeˇl´ıme posloupnost na dveˇ cˇa´sti a vstoup´ıme do leve´ cˇa´sti.
12. Narazili jsme na posloupnost s jedn´ım prvkem, vrac´ıme se o u´rovenˇ vy´sˇ
a vstupujeme do prave´ veˇtve.
13. Narazili jsme na posloupnost s jedn´ım prvkem, vrac´ıme se o u´rovenˇ
vy´sˇ.
14. V leve´ a prave´ cˇa´sti ma´me dveˇ serˇazene´ posloupnosti, aplikujeme me-
todu slucˇova´n´ım . Posloupnost z pomocne´ho pole prˇekop´ırujeme zpeˇt.
Vrac´ıme se o u´rovenˇ vy´sˇ.
15. V leve´ a prave´ cˇa´sti ma´me dveˇ serˇazene´ posloupnosti, aplikujeme me-
todu slucˇova´n´ım . Posloupnost z pomocne´ho pole prˇekop´ırujeme zpeˇt.
Nacha´z´ıme se v nulte´ u´rovni, algoritmus koncˇ´ı
16. Pole je serˇazeno.
15
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14 31 53 10 781)
14 31 53 10 782)
14 31 53 10 783)
14 31 53 10 784)
14 31 53 10 785)
14 31 53 10 786)
31 14
31 14 53 10 787)
31 14 53 10 788)
31 14 53 10 789)
31 1453
53 31 14 10 7810)
53 31 14 10 7811)
Obra´zek 2.6: Merge sort 1. cˇa´st.
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78 10
53 31 14 78 1015)
53 31 14
53 31 14 78 1016)
53 31 14 10 7812)
53 31 14 10 7813)
53 31 14 10 7814)
78 10
Obra´zek 2.7: Merge sort 2. cˇa´st.
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2.1.7 Heap Sort
Heap sort vyuzˇ´ıva´ k rˇazen´ı datovou strukturu halda. Vı´ce o strukturˇe viz.
2.2.5. Nad dany´m polem hodnot k serˇazen´ı vytvorˇ´ıme haldu. Vezmeme nej-
nizˇsˇ´ı prvek (vrchol haldy) a prohod´ıme ho s posledn´ım prvkem haldy. Zmen-
sˇ´ıme haldu o 1, na konec pole jsme prˇemı´stili nejmensˇ´ı prvek, ktery´ se nyn´ı
nacha´z´ı na sve´ konecˇne´ pozici a jizˇ do haldy nepatrˇ´ı. Na vrcholu haldy se
v tuto chv´ıli nacha´z´ı jiny´ prvek a je porusˇena vlastnost haldy, spust´ıme oprav-
nou proceduru, ktera´ obnov´ı vlastnost haldy. Po proveden´ı te´to procedury se
bude na vrcholu haldy opeˇt nacha´zet nejmensˇ´ı prvek. Opeˇt ho prohod´ıme
s posledn´ım prvkem haldy, na prˇedposledn´ı mı´sto v poli se tedy dostane
druhy´ nejmensˇ´ı prvek, a pokracˇujeme jako v prˇedesˇle´m prˇ´ıpadeˇ. Takto po-
kracˇujeme, dokud jsou v haldeˇ prvky.
Slozˇitost vytvorˇen´ı haldy ze zadane´ho pole je O(nlog2n), protozˇe vkla´-
da´me n prvk˚u a vlozˇen´ı jednoho prvku je se slozˇitost´ı log2n. V rˇad´ıc´ı cˇa´sti
prova´d´ıme n vyjmut´ı prvk˚u z haldy, kde slozˇitost vyjmut´ı je opeˇt log2n. Cel-
kova´ slozˇitost je tedy O(nlog2n).
1. Prˇedpokla´dejme, zˇe je pole indexova´no od 1. Protozˇe rˇad´ıme sestupneˇ,
budeme vytva´rˇet min-haldu. V prvn´ı fa´zi vytvorˇ´ıme ze zadane´ho pole
haldu. Do haldy vlozˇ´ıme 66 a posuneme se na dalˇs´ı prvek.
2. Vlozˇ´ıme do haldy 11. Procedurou up() se zajist´ı spra´vne´ umı´steˇn´ı vkla´-
dane´ho prvku. 11 je na indexu 2, porovna´me s rodicˇem na indexu i/2
cozˇ je 66, 11 < 66, prohod´ıme prvky.
3. Vlozˇ´ıme do haldy 79. Porovna´me s rodicˇem 79 < 11 nic neprohazujeme.
4. Vlozˇ´ıme do haldy 50. 50 < 66, prohod´ıme prvky, 50 > 11, neprohazu-
jeme.
5. Vlozˇ´ıme do haldy 31. 31 > 50, prohod´ıme prvky, 31 > 11, neprohazu-
jeme.
6. Vlozˇ´ıme do haldy 58. 58 < 79, prohod´ıme prvky, 58 > 11, neprohazu-
jeme.
7. Nyn´ı ma´me vytvorˇenou haldu. Na´sleduje rˇad´ıc´ı cˇa´st, ve ktere´ vzˇdy ode-
bereme vrchn´ı prvek haldy, vymeˇn´ıme ho s posledn´ım prvkem haldy,
zmensˇ´ıme haldu o jedna a obnov´ıme jej´ı vlastnost. Tak budeme pokra-
cˇovat dokud v haldeˇ bude neˇjaky´ prvek.
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8. Prohod´ıme vrchol (11) s posledn´ım prvkem (79) a zmensˇ´ıme haldu
o jedna. Na konci pole se nyn´ı nacha´z´ı nejmensˇ´ı prvek.
9. Obnov´ıme vlastnost haldy procedurou down(), abychom dostali na vr-
chol nejmensˇ´ı prvek ze zbyle´ posloupnosti. 79 > 31, prohod´ıme prvky,
79 > 50, prohod´ıme prvky. Zˇa´dny´ dalˇs´ı potomek neexistuje, vlastnost
haldy je obnovena.
10. Prohod´ıme vrchol (31) s posledn´ım prvkem (79) a zmensˇ´ıme haldu
o jedna.
11. Obnov´ıme vlastnost haldy. 79 > 50, prohod´ıme prvky, 79 > 66, proho-
d´ıme prvky. Zˇa´dny´ dalˇs´ı potomek neexistuje, vlastnost haldy je obno-
vena.
12. Prohod´ıme vrchol (50) s posledn´ım prvkem (79) a zmensˇ´ıme haldu
o jedna.
13. Obnov´ıme vlastnost haldy. 79 > 58, prohod´ıme prvky. Zˇa´dny´ dalˇs´ı po-
tomek neexistuje, vlastnost haldy je obnovena.
14. Prohod´ıme vrchol (58) s posledn´ım prvkem (79) a zmensˇ´ıme haldu
o jedna.
15. Obnov´ıme vlastnost haldy. 79 > 66, prohod´ıme prvky. Zˇa´dny´ dalˇs´ı po-
tomek neexistuje, vlastnost haldy je obnovena.
16. Prohod´ıme vrchol (66) s posledn´ım prvkem (79) a zmensˇ´ıme haldu
o jedna.
17. V haldeˇ se nacha´z´ı pouze jeden prvek, odebereme ho z haldy.
18. V tuto chv´ıli nejsou v haldeˇ zˇa´dne´ prvky a pole je serˇazeno.
19
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66 11 79 50 31 581) 66
66 11 79 50 31 582) 6611
11
6611 66 79 50 31 583) 79
11 66 79 50 31 584)
11
66 79
50
11 50 79 66 31 585)
11
50 79
66 31
11 31 79 66 50 586)
11
31 79
66 50 58
11 31 58 66 50 797)
11
31 58
66 50 79
Obra´zek 2.8: Heap sort - vytvorˇen´ı haldy.
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11 31 58 66 50 798)
11
31 58
66 50 79
79 31 58 66 50 119)
79
31 58
66 50
31 50 58 66 79 1110)
31
50 58
66 79
79 50 58 66 31 1111)
79
50 58
66
50 66 58 79 31 1112)
50
66 58
79
79 66 58 50 31 1113)
79
66 58
Obra´zek 2.9: Heap sort - rˇazen´ı 1.
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58 66 79 50 31 1114)
58
66 79
79 66 58 50 31 1115)
79
66
66 79 58 50 31 1116)
66
79
79 66 58 50 31 1117) 79
79 66 58 50 31 1118)
Obra´zek 2.10: Heap sort - rˇazen´ı 2.
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2.2 Datove´ struktury
Datova´ struktura definuje zp˚usob ulozˇen´ı dat a mnozˇinu operac´ı nad daty.
Pouzˇ´ıva´me je tam, kde je potrˇeba neˇjaky´m zp˚usobem organizovat a praco-
vat s daty. Idea´lneˇ tak, aby jejich organizace byla srozumitelna´ pro cˇloveˇka
a efektivn´ı pro jejich dalˇs´ı zpracova´n´ı.
S pojmem datova´ struktura souvis´ı pojem Abstraktn´ı datovy´ typ (ADT).
ADT definuje mnozˇinu operac´ı, ktere´ nad danou strukturou mu˚zˇeme prova´-
deˇt, prˇicˇemzˇ neuva´d´ı zp˚usob jak dana´ operace funguje a jak jsou data ulozˇena.
Prˇ´ıkladem ADT je za´sobn´ık, kdy nad za´sobn´ıkem definujeme operace pop(),
push(), top(), isEmpty(). Neuva´d´ıme zˇa´dnou definici zp˚usobu ulozˇen´ı dat,
ani nezab´ıha´me do implementacˇn´ı slozˇitosti operac´ı [Laf03]. Obra´zek 4.1 uka-
zuje jak je definova´no ADT a za´rovenˇ oddeˇleno od implementace. Je videˇt,
jak je mozˇno implementovat ADT r˚uzny´mi zp˚usoby, zde je naznacˇena imple-
mentace za´sobn´ıku polem a spojovy´m seznamem.
Obra´zek 2.11: ADT
Informace o ADT, datovy´ch struktura´ch a jejich vlastnostech byly cˇer-
pa´ny z [Laf03].
2.2.1 Spojovy´ seznam
Spojovy´ seznam je dynamicka´ struktura, ktera´ se pouzˇ´ıva´ v prˇ´ıpadech, kdy
prˇedem nezna´me pocˇet za´znamu˚, ktere´ budeme vkla´dat. Skla´da´ se ze za´-
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znamu˚ obsahuj´ıc´ıch datovou cˇa´st a cˇa´st s ukazatelem na dalˇs´ı za´znam. Da-
tovou cˇa´st´ı mu˚zˇe by´t jaky´koli objekt, nejen cele´ cˇ´ıslo.
V za´kladn´ım proveden´ı mluv´ıme o jednosmeˇrne´m seznamu, kde si
v promeˇnne´ first uchova´va´me ukazatel na prvn´ı za´znam. Nevy´hodou to-
hoto typu je mozˇnost vstupovat do seznamu pouze prˇes prvn´ı za´znam. Po-
kud chceme vlozˇit za´znam na posledn´ı mı´sto, mus´ıme proj´ıt od zacˇa´tku
prˇes vsˇechny za´znamy azˇ k posledn´ımu. Posledn´ı za´znam pozna´me podle
toho, zˇe jeho ukazatel na dalˇs´ı za´znam obsahuje null. Tento typ seznamu se
hod´ı naprˇ. k implementaci za´sobn´ıku, kde vkla´da´me i vyb´ıra´me prvky pouze
na zacˇa´tku.
Dalˇs´ım typem je obousmeˇrny´ seznam. Tento typ modifikuje za´znam
tak, aby kromeˇ ukazatele na dalˇs´ı za´znam obsahoval i ukazatel na prˇedchoz´ı
za´znam. Da´le prˇida´me do definice seznamu parametr last, ktery´ bude ukazo-
vat na posledn´ı za´znam. Usnadnˇuje se na´m t´ım pohyb po prvc´ıch v seznamu,
kdy nemus´ıme do seznamu vstupovat prˇes parametr first a prohleda´vat jen
jedn´ım smeˇrem, ale mu˚zˇeme vstoupit prˇes last a prohleda´vat odzadu. Da´le
na´m umozˇn´ı vkla´dat a vyb´ırat prvky na zacˇa´tek i na konec se slozˇitost´ı O(1),
protozˇe jsou okamzˇiteˇ prˇ´ıstupne´. Tento seznam pouzˇijeme prˇi implementaci
fronty, kdy na konec vkla´da´me novy´ za´znam a ze zacˇa´tku vyb´ıra´me nejstarsˇ´ı
za´znam.
K procha´zen´ı seznamu se cˇasto pouzˇ´ıva´ konstrukce zvana´ Itera´tor. Tento
objekt obsahuje promeˇnnou s odkazem na aktua´ln´ı prvek seznamu. Mu˚zˇeme
si ho prˇedstavit jako kurzor v textove´m editoru, mı´sto prˇeskakova´n´ı po p´ıs-
menech, ale prˇeskakuje po jednotlivy´ch za´znamech seznamu. Vy´hodou tohoto
prˇ´ıstupu je naprˇ. mozˇnost pokracˇovat v hleda´n´ı dane´ho prvku od mı´sta, kde
se nacha´z´ı kurzor. Vytvorˇen´ı instance itera´toru umozˇnˇuje seznam operac´ı
getIterator(). Typicky´mi operacemi itera´toru jsou next() prˇesun itera´-
toru na dalˇs´ı za´znam, getCurrent() vra´cen´ı aktua´ln´ıho za´znamu, reset()
nastaven´ı itera´toru na zacˇa´tek seznamu, insertAfter() vlozˇen´ı za aktua´ln´ı
za´znam, insertBefore() vlozˇen´ı prˇed aktua´ln´ı za´znam, deleteCurrent()
smaza´n´ı aktua´ln´ıho za´znamu.
Operace
insertFirst(Record r) - Vlozˇ´ı na prvn´ı pozici novy´ za´znam r.
delete(int pos) - Odstran´ı ze seznamu prvek na pozici pos.
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find(Record r) - Prohleda´ seznam, pokud se v neˇm za´znam r nacha´z´ı,
vra´t´ı ho.
isEmpty() - Zjist´ı zda je seznam pra´zdny´.
2.2.2 Za´sobn´ık
Za´sobn´ık je dynamicka´ datova´ struktura. Hlavn´ı vlastnost´ı, je mozˇnost prˇi-
stupovat k za´znamu˚m pouze
”
shora“. Za´znamy jsou ulozˇene´ tak, zˇe nejstarsˇ´ı
za´znam je vzˇdy vespod a nejnoveˇjˇs´ı vzˇdy na vrchu. Pokud tedy budeme
cht´ıt vybrat za´znam, ktery´ je u´plneˇ vespod, mus´ıme nejdrˇ´ıve vybrat vsˇechny
co jsou nad n´ım. Dı´ky te´to vlastnosti je za´sobn´ık oznacˇova´n jako LIFO (last
in, first out). Za´sobn´ık si udrzˇuje promeˇnnou sp (stack pointer), ve ktere´ je
ulozˇena adresa vrcholu za´sobn´ıku (ukazatel na prvek, ktery´ je na vrcholu).
Tato promeˇnna´ se aktualizuje vzˇdy prˇi vlozˇen´ı a vy´beˇru. Za´znam mu˚zˇe by´t
jaky´koli objekt. Slozˇitost vsˇech operac´ı nad za´sobn´ıkem je O(1).
Za´sobn´ık se implementuje polem nebo spojovy´m seznamem. Prˇi imple-
mentaci seznamem stacˇ´ı pouzˇ´ıt za´kladn´ı jednosmeˇrny´ seznam. Ukazatel na vr-
chol za´sobn´ıku sp bude reprezentovat parametr seznamu first, ktery´ ukazuje
na prvn´ı za´znam seznamu. Operace za´sobn´ıku implementujeme pomoc´ı in-
sertFirst(Record r), deleteFirst(), getFirst() a isEmpty().
Prˇi implementaci polem budeme jednotlive´ za´znamy ukla´dat do pole
array[]. V promeˇnne´ sp si budeme udrzˇovat hodnotu indexu o jedna veˇtsˇ´ı,
nezˇ kde se nacha´z´ı vrchol. Vkla´dat novy´ za´znam budeme na pozici array[sp],
a vyb´ırat array[sp-1]. Nevy´hoda te´to implementace je, zˇe prˇi prˇekrocˇen´ı
kapacity pole je nutne´ pole zveˇtsˇit.
Operace
push(Record r) - Vlozˇ´ı do za´sobn´ıku novy´ za´znam r.
pop() - Vybere ze za´sobn´ıku za´znam na vrcholu a vra´t´ı ho.
top() - Vra´t´ı za´znam na vrcholu a ponecha´ ho v za´sobn´ıku.
isEmpty() - Zjist´ı zda je za´sobn´ık pra´zdny´.
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2.2.3 Fronta
Jde o dalˇs´ı dynamickou strukturu. Jizˇ podle na´zvu je jasne´, zˇe je zde urcˇita´
podobnost s frontou, kterou zna´me z kazˇdodenn´ıho zˇivota. Automobily prˇi-
j´ızˇdeˇj´ıc´ı na krˇizˇovatku, kde sv´ıt´ı cˇervena´, se postupneˇ rˇad´ı za sebe. Jakmile
padne zelena´, opust´ı krˇizˇovatku auto, ktere´ prˇijelo jako prvn´ı po neˇm druhe´
atd. U datove´ struktury se vkla´dane´ za´znamy postupneˇ rˇad´ı za sebe, tak jak
prˇicha´zej´ı a odeb´ıra´ se vzˇdy prvn´ı za´znam ve fronteˇ. Oznacˇuje se FIFO (first
in, first out).
Jedna z mozˇnost´ı implementace je spojovy´m seznamem, kde ze zacˇa´tku
seznamu vyb´ıra´me za´znam a na konec seznamu prˇida´va´me novy´ za´znam. Je
nutne´ pouzˇ´ıt obousmeˇrny´ spojovy´ seznam, abychom z´ıskaly prˇ´ıstup k posled-
n´ımu prvku a operace vy´beˇru i vkla´da´n´ı byly O(1). Operace fronty imple-
mentujeme pomoc´ı insertLast(Record r), deleteFirst(), a isEmpty().
Jiny´ prˇ´ıstup je implementace polem. Za´znamy se ukla´daj´ı do pole array[].
Udrzˇujeme si hodnoty index˚u first, ktery´ ukazuje na zacˇa´tek fronty a last uka-
zuj´ıc´ı na konec. Prˇi prˇida´va´n´ı za´znamu je za´znam ulozˇen na array[first],
prˇi odeb´ıra´n´ı je vybra´n z array[last]. Pokud neˇktery´ z index˚u dosa´hne
konce pole, je prˇemı´steˇn zacˇa´tek (pokud nen´ı fronta plna´) viz Obra´zek 2.12.
first last
d a o
firstlast
d a ob
Obra´zek 2.12: Fronta - implementace polem
Operace
insert(Record r) - Vlozˇ´ı na konec fronty novy´ za´znam r.
remove() - Vybere z fronty prvn´ım za´znam.
isEmpty() - Zjist´ı zda je fronta pra´zdna´.
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2.2.4 Bina´rn´ı vyhleda´vac´ı strom
Jedna´ se strukturu prˇipomı´naj´ıc´ı obra´ceny´ strom, korˇen je nahorˇe a strom se
rozveˇtvuje smeˇrem dol˚u. V bina´rn´ım vyhleda´vac´ım stromu (da´le BVS) ukla´-
da´me za´znamy, ktere´ se skla´daj´ı z celocˇ´ıselne´ho kl´ıcˇe, datove´ cˇa´sti (obsahuj´ıc´ı
jaky´koli objekt) a ukazatel˚u na leve´ho a prave´ho potomka. Za´znamy uspo-
rˇa´da´va´me dle hodnoty kl´ıcˇe. Na vrcholu stromu se nacha´z´ı za´znam, ktery´
oznacˇujeme jako korˇen. Vrcholy (za´znamy), ktere´ nemaj´ı zˇa´dne´ho potomka
nazy´va´me listy.
BVS ma´ tyto vlastnosti:
• Kazˇdy´ vrchol ma´ maxima´lneˇ 2 potomky, leve´ho a prave´ho.
• Vsˇechny vrcholy z leve´ho podstromu dane´ho vrcholu, maj´ı mensˇ´ı hod-
notu nezˇ tento vrchol.
• Vsˇechny vrcholy z prave´ho podstromu dane´ho vrcholu, maj´ı veˇtsˇ´ı hod-
notu nezˇ tento vrchol.
• Kazˇdy´ vrchol kromeˇ korˇene ma´ pra´veˇ jednoho prˇedch˚udce
Prˇi implementaci je trˇeba vytvorˇit trˇ´ıdu Node. Tato trˇ´ıda reprezentuje
vrchol a obsahuje datovou cˇa´st, kl´ıcˇ a ukazatel na leve´ho a prave´ho potomka a
ukazatel na rodicˇe. Ve trˇ´ıdeˇ stromu pote´ uchova´va´me promeˇnou root, do ktere´
je ulozˇen korˇen stromu.
Operace
Operace prˇedpokla´daj´ı, zˇe zpracova´vany´ vrchol node, obsahuje kl´ıcˇ, ktery´
je nutny´ k porovna´n´ı vrchol˚u a spra´vne´mu pr˚uchodu stromem.
insert(node) - Vlozˇ´ı vrchol na spra´vne´ mı´sto ve stromu. Porovna´va´
hodnotu kl´ıcˇe vrcholu node s hodnotou aktua´ln´ıho vrcholu, pokud je mensˇ´ı
vstoup´ı do jeho leve´ veˇtve, pokud veˇtsˇ´ı tak do prave´. Vrchol umı´st´ı, kdyzˇ
naraz´ı na pra´zdny´ podstrom.
remove(node) - Odebere ze stromu dany´ vrchol. Procha´z´ı strom stejny´m
zp˚usobem, jako v prˇ´ıpadeˇ vkla´da´n´ı, dokud nenaraz´ı na prvek node. Prˇi odeb´ı-
ra´n´ı mu˚zˇe doj´ıt k porusˇen´ı vlastnost´ı BVS a je tedy nutne´ vlastnost obnovit
dodatecˇny´m prˇemı´steˇn´ım prˇ´ıslusˇny´ch vrchol˚u.
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search(node) - Vyhleda´ zda se ve stromu nacha´z´ı prvek node. Postupuje
stejneˇ jako prˇi operaci vkla´da´n´ı, pokud naraz´ı na pra´zdny´ podstrom, prvek
ve stromu nen´ı.
Pokud potrˇebujeme proj´ıt vsˇechny vrcholy, ma´me neˇkolik mozˇnost´ı jak
to udeˇlat. Pr˚uchody jsou definova´ny rekurzivneˇ.
inorder(node) - Procha´z´ıme v porˇad´ı levy´ podstrom, vrchol a pravy´
podstrom.
preorder(node) - Procha´z´ıme v porˇad´ı vrchol, potom levy´ a pravy´ pod-
strom.
postorder(node) - Procha´z´ıme v porˇad´ı levy´ a pravy´ podstrom a potom
vrchol.
2.2.5 Halda
Halda je specia´ln´ı druh vyva´zˇene´ho bina´rn´ıho stromu. Vyva´zˇeny´ znamena´, zˇe
vy´sˇka obou podstromu˚ vsˇech vrchol˚u se liˇs´ı maxima´lneˇ o jedna. Da´le v haldeˇ
plat´ı, zˇe kazˇdy´ potomek ma´ nizˇsˇ´ı nebo stejnou hodnotu jako otec (plat´ı v
max-haldeˇ kde je na vrcholu nejveˇtsˇ´ı prvek, v min-haldeˇ, kde je na vrcholu
nejmensˇ´ı prvek, by to bylo naopak). Dı´ky te´to vlastnosti ma´me jistotu, zˇe
na vrcholu haldy se vzˇdy nacha´z´ı prvek s nejveˇtsˇ´ı hodnotou. Halda se cˇasto
pouzˇ´ıva´ pro implementaci prioritn´ı fronty nebo k rˇazen´ı haldou viz. 2.1.7
Haldu mu˚zˇeme implementovat podobneˇ jako tomu bylo u BVS, cˇasteˇji se
ale setka´me s implementac´ı polem. Vrchol haldy ulozˇ´ıme do pole na index
1, jeho levy´ potomek na index 2i a pravy´ na 2i + 1. Pokud toto aplikujeme
na vsˇechny vrcholy, zarucˇ´ıme t´ım, zˇe v poli nebudou vynecha´ny zˇa´dne´ mezery
mezi prvky. Nulty´ prvek pole sice z˚usta´va´ pra´zdny´.
Operace
insert(int n) - Vlozˇen´ı nove´ho prvku do haldy. Prvek je prˇipojen jako
posledn´ı list a je spusˇteˇna procedura up() pro jeho spra´vne´ zarˇazen´ı.
returnTop() - Vybere nejveˇtsˇ´ı prvek a vra´t´ı ho. Na vrchol haldy da´
posledn´ı prvek a provede proceduru down() pro obnoven´ı haldy.
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Procedury obnoven´ı haldy
down() - Obnov´ı vlastnost haldy, v´ıme-li, zˇe vrchol haldy nerespektuje
usporˇa´da´n´ı. Vrchol postupneˇ porovna´va´ s jeho potomky, pokud je neˇktery´
z potomk˚u veˇtsˇ´ı nezˇ vrchol, vymeˇn´ı si pozici s t´ım veˇtsˇ´ım. Takto pokracˇuje,
dokud nedojde k listu nebo dokud nejsou oba potomci mensˇ´ı.
up() - Pokud je otec nove´ho prvku mensˇ´ı, vymeˇn´ı si s otcem pozici. Tento
postup opakujeme dokud se nedostaneme k vrcholu nebo dokud nenaraz´ıme
na otce, ktery´ je veˇtsˇ´ı nebo roven nove´mu prvku.
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3 Vizualizace
Vizualizace je proces, kdy vytva´rˇ´ıme obraz nebo prˇedstavu neˇcˇeho, co zrovna
nen´ı videˇt [Viz06]. Prˇi studiu rˇad´ıc´ıch algoritmu˚, ktere´ byly zmı´neˇny vy´sˇe, byl
v uka´zka´ch jejich funkce zna´zorneˇn prˇesun prvk˚u v poli prˇi beˇhu algoritmu
pomoc´ı sˇipek. Jizˇ zde se jednalo o formu vizualizace. Ve skutecˇnosti totizˇ
prvky nejsou ulozˇeny v modry´ch cˇtverc´ıch, ale v pameˇti v bina´rn´ı formeˇ a prˇi
jejich prˇesunech se meˇn´ı bina´rn´ı hodnoty na prˇ´ıslusˇny´ch adresa´ch. Vizualizace
tedy slouzˇ´ı k lepsˇ´ımu pochopen´ı proble´mu, ktery´ modeluje.
3.1 Vy´beˇr prostrˇedku pro vizualizaci
Prvn´ım u´kolem je vybrat platformu, ktera´ umozˇnˇuje vytvorˇit interaktivn´ı
animace. Na webu existuje spousta vide´ı, na ktery´ch jsou vysveˇtlova´ny prin-
cipy fungova´n´ı rˇad´ıc´ıch algoritmu˚ zaj´ımavy´m zp˚usobem. V jednom skupinka
lid´ı serˇazeny´ch do rˇady prˇedstavuje prvky pole, veprˇedu stoj´ıc´ı cˇloveˇk (rˇad´ıc´ı
algoritmus) ukazuje, kdo si s ky´m ma´ vymeˇnit mı´sto. V jine´m videu figuruj´ı
trˇi lego pana´cˇci a neˇkolik r˚uzneˇ vysoky´ch veˇzˇ´ı postaveny´ch z lega. Jeden z pa-
na´cˇk˚u ukazuje dalˇs´ım dveˇma, kam maj´ı prˇemı´stit danou veˇzˇ a tuto cˇinnost
opakuj´ı dokud nejsou veˇzˇe serˇazeny. Video je vytvorˇeno ze se´rie sn´ımk˚u a
to tak, aby po spojen´ı sn´ımk˚u vytva´rˇelo iluzi plynule´ho pohybu veˇzˇ´ı a pa-
na´cˇk˚u. V dalˇs´ım autor prova´d´ı na´zornou uka´zku rˇazen´ı s zˇol´ıkovy´mi kartami.
Prˇ´ıklady viz. [You12].
Tato videa jsou sice snadno pochopitelna´, ale proble´m nasta´va´ ve chv´ıli,
kdy by uzˇivatel chteˇl ovlivnit vstupn´ı data. Teˇmto vizualizac´ım chyb´ı inter-
aktivita. Pokud ma´ by´t vizualizace interaktivn´ı, mus´ı mı´t uzˇivatel mozˇnost
ovlivnit vstup. Rˇesˇen´ım je vytvorˇit aplikaci, ktera´ toto umozˇn´ı.
Prˇi hleda´n´ı vhodne´ platformy jsem se zameˇrˇil na ty, ktere´ jsou urcˇeny
k tvorbeˇ RIA1, a to z teˇchto d˚uvod˚u:
• Aplikace po nainstalova´n´ı prˇ´ıslusˇne´ho pluginu, beˇzˇ´ı prˇ´ımo v interneto-
ve´m prohl´ızˇecˇi, za´rovenˇ mohou beˇzˇet, ale i jako desktopove´ aplikace.
1Rich Internet Aplications, smeˇr vy´voje prˇedevsˇ´ım internetovy´ch aplikac´ı, kde je kladen
d˚uraz na uzˇivatelskou prˇ´ıveˇtivost
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• Platformy poskytuj´ı mnoho hotovy´ch komponent pro snadnou tvorbu
GUI 2.
• Jsou prˇ´ımo urcˇeny k tvorbeˇ efektivn´ıch animac´ı a prezentac´ı.
Jako vhodne´ kandida´ty jsem po resˇersˇi oznacˇil na´sleduj´ıc´ı, JavaFX, Micro-
soft Silverlight a Adobe Flash.
3.1.1 Adobe Flash
Adobe Flash je z uva´deˇny´ch technologi´ı tou nejstarsˇ´ı a nejrozsˇ´ıˇreneˇjˇs´ı. Veˇt-
sˇina prˇehra´vacˇ˚u hudby a videa, ktere´ nalezneme na webu, je vytvorˇena pra´veˇ
na te´to platformeˇ. K vytvorˇen´ı programove´ logiky pouzˇ´ıva´ skriptovac´ı jazyk
ActionScript, ktery´ je momenta´lneˇ ve verzi 3.0. Tato verze jizˇ plneˇ podporuje
koncept OOP3. Pro spusˇteˇn´ı aplikac´ı je nutne´ jedno z beˇhovy´ch prostrˇed´ı,
Flash Player - pro beˇh v prohl´ızˇecˇi nebo Adobe Air - pro beˇh jako nain-
stalovana´ dektopova´ aplikace. Soucˇa´st´ı te´to platformy je framework Adobe
Flex, ktery´ zava´d´ı znacˇkovac´ı jazyk MXML pro zjednodusˇen´ı definice uzˇi-
vatelsky´ch rozhran´ı a rozsˇiˇruje soubor komponent pouzˇitelny´ch v aplikaci.
Vy´vojovy´m prostrˇed´ım pro flex aplikace je Adobe Flex Builder postaveny´
na IDE4 Eclipse.
3.1.2 JavaFX
JavaFX je postavena´ na platformeˇ Java. Java applety vytvorˇene´ pomoc´ı
Swingu5 se pomeˇrneˇ cˇasto poty´kaj´ı s proble´my pomale´ho nacˇ´ıta´n´ı, pada´n´ı,
”
nehezky´m“ GUI apod. Odstraneˇn´ı teˇchto nedostatk˚u byl jeden z d˚uvod˚u
vzniku JavaFX. K definova´n´ı uzˇivatelsky´ch rozhran´ı se pouzˇ´ıva´ jazyk FXML,
logika aplikace je programova´na v jazyce Java. Pro beˇh je nutne´ beˇhove´ pro-
strˇed´ı Java Runtime Enviroment. Pro vy´voj je mozˇno pouzˇ´ıt, ktere´koli IDE
podporuj´ıc´ı jazyk Java.
2Graphics user interface - mozˇnost ovla´dat aplikac´ı pomoc´ı graficke´ho rozhran´ı
3OOP - Object oriented programing
4IDE - Integrated Development Environment
5Java Swing - Knihovna pro tvorbu GUI
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3.1.3 Microsoft Silverlight
Microsoft Silverlight je technologie spadaj´ıc´ı pod platformu .NET. Zp˚usob
programova´n´ı aplikac´ı je podobny´ jako v prˇedcha´zej´ıc´ıch dvou prˇ´ıpadech.
K tvorbeˇ GUI se pouzˇ´ıva´ jazyk XAML, k vytvorˇen´ı programove´ logiky si vy´-
voja´rˇ mu˚zˇe vybrat, ktery´koli z jazyk˚u podporovany´ platformou .NET (C#,
Visual Basic, J#, atd.). Na koncove´m zarˇ´ızen´ı je opeˇt potrˇeba mı´t nainsta-
lova´n prˇ´ıslusˇny´ plugin. Ten je jizˇ soucˇa´st´ı novy´ch distribuc´ı OS Windows,
majitel˚um toho OS tedy tento krok odpada´.
3.1.4 Srovna´n´ı platforem
Vsˇechny technologie poskytuj´ı velmi podobnou funkcionalitu. To co se da´ vy-
tvorˇit ve Flashi je mozˇne´ vytvorˇit jak v JaveFX tak v Silverlightu. V [Ern11]
je neˇkolik test˚u, ktere´ srovna´vaj´ı vy´konnostn´ı parametry uvedeny´ch techno-
logi´ı. Z uvedeny´ch test˚u, zameˇrˇ´ıme-li se na vy´sledky v testech 2D acceleration
(v te´to pra´ci 2D akceleraci grafiky urcˇiteˇ vyuzˇijeme), vycha´z´ı Adobe Flash
jako nejlepsˇ´ı volba. V dobeˇ tvorby te´to pra´ce, jsou jizˇ k dispozici noveˇjˇs´ı
verze plugin˚u i webovy´ch prohl´ızˇecˇ˚u, ktere´ v [Ern11] testova´ny by´t nemohly,
prˇedpokla´dejme ale, zˇe vy´konnostn´ı trend z˚ustal stejny´.
Rozhodnut´ı, ktere´ vycha´z´ı z prˇedesˇly´ch pozorova´n´ı, je pouzˇ´ıt platformu
Adobe Flash. Microsoft Silverlight je neproveˇrˇene´ technologie, ktera´ neprˇina´sˇ´ı
nic prˇevratne´ho. Vy´hoda JavyFX je v mozˇnosti pouzˇ´ıva´n´ı spousty komponent
prˇ´ımo z Javy, v te´to pra´ci, ale vyuzˇijeme jen neˇkolik za´kladn´ıch. JavaFX
applety trp´ı neduhem, ktery´m je dlouha´ doba spousˇteˇn´ı. Adobe Flash je,
oproti prˇedchoz´ım, le´ty proveˇrˇena´ a rozsˇ´ıˇrena´ platforma. V odkazu na [Ern11]
mu˚zˇeme rˇ´ıct, zˇe pro tuto pra´ci nejlepsˇ´ı volba i ohledneˇ vy´konu.
3.2 Adobe Flex
Pro vy´voj RIA aplikac´ı, firma Adobe nab´ız´ı Flex SDK. Tento bal´ık obsahuje
kompila´tory jazyk˚u MXML a ActionScript, knihovnu komponent a neˇkolik
dalˇs´ıch na´stroj˚u jako je debugger nebo ASDoc (na´stroj pro automaticke´ gene-
rova´n´ı dokumentace) [Ber11]. Standardn´ı vy´vojove´ prostrˇed´ı je Adobe Flash
Builder (aktua´lneˇ verze 4.5). Jedna´ se o komercˇn´ı na´stroj, ktery´ je pro aka-
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demicke´ pouzˇit´ı zdarma. Toto prostrˇed´ı obsahuje WYSIWYG6 editor, cozˇ
zprˇ´ıjemnˇuje a zrychluje na´vrh GUI.
MXML jazyk vycha´z´ı z jazyka XML a je urcˇen pro tvorbu GUI. Prˇi
prˇekladu je MXML ko´d nejprve prˇeveden na ActionScript a teprve po te´
zkompilova´n[Ber11]. Kompila´tor vytvorˇ´ı bina´rn´ı soubor s prˇ´ıponou *.swf,
ktery´ je spustitelny´ Flash Playerem (plugin zmı´neˇny´ drˇ´ıve).
Na´sleduj´ıc´ı prˇ´ıklad ukazuje za´pis vytvorˇen´ı tlacˇ´ıtka s popisem
”
Start“, prˇi-
da´n´ı funkce, ktera´ obsluhuje uda´lost kliknut´ı a vlozˇen´ı tlacˇ´ıtka do kontejneru
aplikace.
<s:Application>
<s:Button label="Start" click="onClick()"/>
</s:Application>
To same´ zapsa´no v ActionScriptu.
var myButton:Button = new Button();
myButton.label = "Start";
myButton.addEventListener("click", onClick);
this.addElement(myButton);
V prvn´ım prˇ´ıkladu je videˇt, jak jednodusˇe vytvorˇ´ıme instanci objektu,
nastav´ıme j´ı vlastnosti a umı´st´ıme j´ı do hierarchie aplikace.
6What You See Is What You Get - mozˇnost vytva´rˇet GUI jednodusˇe prˇeta´hnut´ım a
umı´steˇn´ım komponenty z nab´ıdky prˇ´ımo na pracovn´ı plochu aplikace
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Protozˇe se jedna´ o velke´ mnozˇstv´ı rozd´ılny´ch proble´mu˚, bylo nutne´ a ro-
zumne´, vytvorˇit pro kazˇdy´ rˇad´ıc´ı algoritmus a datovou strukturu vlastn´ı
aplikaci (applet).
4.1 Pozˇadavky na aplikaci
Pozˇadavky jsou uzp˚usobeny tak, aby vy´sledna´ aplikace co nejna´zorneˇji de-
monstrovala funkci dane´ho rˇesˇen´ı.
1. Mozˇnost interaktivneˇ pracovat s daty
2. Zobrazen´ı abstrakce i implementace za´rovenˇ
4.2 Na´vrh
Struktura applet˚u je velmi podobna´. Obra´zek 4.1 zna´zornˇuje strukturu ap-
plet˚u datovy´ch struktur. Obsahuj´ı jeden hlavn´ı soubor (oznacˇeny´ zˇluteˇ),
ktery´ obsahuje definici uzˇivatelske´ho rozhran´ı, obsluhuje uda´losti vyvolane´
uzˇivatelem, incializuje trˇ´ıdy prova´deˇj´ıc´ı animaci a ja´dro prˇ´ıslusˇne´ struktury.
Modre´ obdeln´ıky prˇedstavuj´ı soubor trˇ´ıd (package), kde kazˇdy´ ma´ na sta-
rost urcˇitou cˇinnost.
• core - Obsahuje implementaci datove´ struktury. Naprˇ´ıklad u spojove´ho
seznamu se zde nacha´z´ı trˇ´ıda, ktera´ definuje za´znam a trˇ´ıda definuj´ıc´ı
seznam.
• animations - Obsahuje trˇ´ıdy, ktere´ se staraj´ı o vykreslen´ı, pozicova´n´ı
a animova´n´ı jednotlivy´ch prvk˚u animace.
• utilities - Obsahuje trˇ´ıdu Scroller, ktera´ prˇida´va´ mozˇnost scrollovat
se zobrazeny´m obsahem, pokud prˇesahuje viditelne´ meze.
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Obra´zek 4.1: Struktura applet˚u datovy´ch struktur
• greensock - Komplexn´ı knihovna, urcˇena´ k jednoduche´ a efektivn´ı
tvorbeˇ animac´ı. Autorem je Jack Doyle viz. [Gre12]
• objects - Definice objekt˚u pouzˇ´ıvany´ch v animac´ıch. Naprˇ. polozˇka
seznamu, spojovac´ı sˇipka mezi za´znamy, vrchol BVS apod. Jsou zde
definova´ny i r˚uzne´ animace, spojovac´ı sˇipka se vytahuje z pocˇa´tecˇn´ıho
bodu, polozˇky seznamu blikaj´ı apod.
Toto rozdeˇlen´ı poskytuje mnoho vy´hod. Chceme-li zmeˇnit, prˇidat nebo
upravit parametr neˇktere´ho z objekt˚u, stacˇ´ı zasa´hnout do prˇ´ıslusˇne´ trˇ´ıdy
v bal´ıku objects. Pokud bychom chteˇli k animaci odtrzˇen´ı vrcholu z BVS
prˇidat efekt, kdy odtrzˇeny´ vrchol odlet´ı na´hodny´m smeˇrem, stacˇ´ı na´m za-
sa´hnout do trˇ´ıdy BVS v bal´ıku animations. Dodrzˇen´ı tohoto na´vrhu, na´m
prˇinese jednoduchou editaci a snadnou rozsˇiˇritelnost applet˚u.
Na obra´zku 4.2 je zna´zorneˇna struktura applet˚u rˇad´ıc´ıch algoritmu˚. Chyb´ı
zde bal´ık core, protozˇe ja´dro rˇad´ıc´ıho algoritmu je vzˇdy zakomponova´no v ani-
macˇn´ı cˇa´sti. Stejneˇ tak chyb´ı bal´ık utilities, kde se nacha´z´ı scroller. Ten u ani-
mac´ı rˇad´ıc´ıch algoritmu˚ nenasˇel vyuzˇit´ı.
4.3 Realizace
Applety maj´ı podobne´ GUI, kdy ve spodn´ı cˇa´sti se nacha´z´ı prvky k ovla´da´n´ı
aplikace a v horn´ı cˇa´sti je zobrazova´na animace, prˇ´ıpadneˇ informace o stavu
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Obra´zek 4.2: Struktura applet˚u rˇad´ıc´ıch algoritmu˚
d˚ulezˇity´ch promeˇnny´ch. GUI je vytvorˇeno tak, aby bylo dostatecˇneˇ intuitivn´ı.
Protozˇe je struktura applet˚u datovy´ch struktur velmi podobna´, vezmeme jako
uka´zkovy´ prˇ´ıklad naprˇ´ıklad frontu.
V souboru queue.mxml je definova´no rozmı´steˇn´ı jednotlivy´ch komponent
a obslouzˇen´ı uda´lost´ı jako je kliknut´ı na tlacˇ´ıtko apod. Prˇi vola´n´ı jake´koli ope-
race nad frontou, se volaj´ı prˇ´ıslusˇne´ metody trˇ´ıd QueueAnim, QueueArrayAnim,
QueueListAnim. V teˇchto trˇ´ıda´ch se definuje doba d´ılcˇ´ıch animac´ı, prˇida´vaj´ı
a nastavuj´ı parametry d˚ulezˇite´ pro scrollova´n´ı, rˇesˇ´ı se posuny cele´ animace
pokud prˇesahuje viditelny´ rozsah. Trˇ´ıdy ArrayAnimation, QueueADTAnim,
ListAnimation obstara´vaj´ı vlastn´ı animaci. Udrzˇuj´ı si informace o parame-
trech jednotlivy´ch polozˇek jako je pozice, velikost, barva. Jsou zde defino-
va´ny animace operac´ı (vlozˇen´ı, vy´beˇr, dotaz na prvn´ı prvek). Trˇ´ıdy Item,
ListItem, Arrow, LabelPointer, prˇedstavuj´ı jednotlive´ objekty, z ktery´ch
se sestavuj´ı animace. U kazˇde´ho jsou definova´ny r˚uzne´ vlastnosti v za´vislosti
na dane´m objektu. Struktura appletu je zna´zorneˇna na obra´zku 4.3.
Tato struktura je spolecˇna´ vsˇem applet˚um, neˇktere´ trˇ´ıdy nejsou pouzˇite´,
koncept je, ale pro vsˇechny stejny´.
U applet˚u rˇesˇ´ıc´ıch proble´my rˇazen´ı je struktura znacˇneˇ jednodusˇsˇ´ı viz ob-
ra´zek 4.4. Jako uka´zkovy´ prˇ´ıklad vezmeme Shell sort. V souboru shellSort.mxml
je opeˇt definova´no rozmı´steˇn´ı jednotlivy´ch komponent, obslouzˇen´ı uda´lost´ı a
validace dat, kdy se kontroluje spra´vny´ za´pis vkla´dany´ch cˇ´ısel k serˇazen´ı.
Trˇ´ıda ShellAnim obsahuje algoritmus Shelova rˇazen´ı a rˇ´ıd´ı jeho animaci.
Jedna´ se o hlavn´ı trˇ´ıdu, v ktere´ je prova´deˇn cely´ algoritmus. Trˇ´ıda sortItem
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Obra´zek 4.3: Pouzˇit´ı jednotlivy´ch trˇ´ıd u appletu fronty
definuje jeden prvek posloupnosti, jeho parametry a animace jako je cˇervene´
bliknut´ı, zmizen´ı apod. Trˇ´ıda Item reprezentuje za´kladn´ı prvek, od ktere´ho
je oddeˇdena sortItem.
Obra´zek 4.4: Pouzˇit´ı jednotlivy´ch trˇ´ıd u rˇad´ıc´ıch applet˚u
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4.3.1 Cˇasova´ osa
V kazˇde´m appletu se nacha´z´ı hlavn´ı cˇasova´ osa, na kterou jsou prˇida´va´ny
jednotlive´ animace. U datovy´ch applet˚u se nacha´z´ı ve trˇ´ıda´ch na 2. u´rovni
odspoda viz. obra´zek 4.3, u rˇad´ıc´ıch applet˚u vzˇdy ve trˇ´ıdeˇ, kde je definova´na
animace algoritmu (ShellAnim). Na obra´zku 4.5 jsou na hlavn´ı cˇasovou osu
vlozˇeny animace, ktere´ se prova´d´ı prˇi prˇida´va´n´ı nove´ho prvku do fronty. Tento
prˇ´ıpad nastane, pokud by se prˇida´vany´ prvek v animaci fronty a animaci se-
znamu dostal mimo zobrazovanou oblast. Za´rovenˇ se posouvaj´ı cela´ fronta
i seznam a je prˇida´va´n prvek do animace pole, ktere´ nen´ı trˇeba nikam po-
souvat, protozˇe po prˇida´n´ı z˚ustane v zobrazovane´ oblasti. Po posunut´ı jsou
prˇida´ny prvky do fronty a seznamu. Animace vlozˇen´ı se skla´da´ z dalˇs´ıch cˇa´st´ı
jak je vyznacˇeno na spodn´ı cˇa´sti obra´zku.
Obra´zek 4.5: Cˇasova´ osa
U rˇad´ıc´ıch applet˚u, se po spusˇteˇn´ı rˇad´ıc´ıho algoritmu na cˇasovou osu
prˇida´vaj´ı prˇ´ıslusˇne´ animace tak, jak algoritmus prob´ıha´. Mimo animaci prˇe-
mist’ova´n´ı prvk˚u, se animuje kurzor v cˇa´sti, kde je zapsa´na implementace
algoritmu. Na cˇasovou osu jsou da´le umist’ova´na vola´n´ı, ktera´ zajiˇst’uj´ı aktu-
alizaci d˚ulezˇity´ch promeˇnny´ch v za´vislosti na tom, kde se animace nacha´z´ı.
Jako za´klad pro ja´dro algoritmu˚ jednotlivy´ch datovy´ch struktur a rˇad´ıc´ıch
algoritmu˚, byly po u´prava´ch pouzˇita rˇesˇen´ı od Pavla Micky viz. [Mic12].
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4.3.2 Proble´my
Kazˇdy´ ze zobrazovany´ch objekt˚u, je ve flashi potomek trˇ´ıdy displayObject.
Mezi d˚ulezˇite´ parametry te´to trˇ´ıdy, patrˇ´ı vlastnosti x a y, ktere´ urcˇuj´ı pozici
objektu na sce´neˇ vzhledem k leve´mu horn´ımu rohu sce´ny [0,0]. Du˚lezˇita´ je
take´ sˇ´ıˇrka a vy´sˇka objektu, width a height. Prˇi animova´n´ı pohybu a zmeˇneˇ
rozmeˇr˚u objekt˚u pomoc´ı animacˇn´ıch trˇ´ıd z bal´ıku greensock, se pozice i ve-
likost objekt˚u viditelneˇ meˇn´ı, ovsˇem jejich parametry x, y, width a height
z˚usta´vaj´ı stejne´. Ke kazˇde´mu objektu, ktery´ se t´ımto zp˚usobem animuje,
bylo potrˇeba zave´st dalˇs´ı cˇtyrˇi parametry, ktere´ se aktualizuj´ı prˇi prˇ´ıslusˇny´ch
posunech nebo zmeˇna´ch velikosti.
U rˇad´ıc´ıch applet˚u se vyskytl proble´m
”
zamrza´n´ı“ uzˇivatelske´ho rozhran´ı.
Nasta´va´ ve chv´ıli spusˇteˇn´ı rˇad´ıc´ı metody v ktere´ se vytva´rˇ´ı prˇ´ıslusˇne´ animace
a jsou prˇida´va´ny na cˇasovou osu. Je to zp˚usobeno t´ım, zˇe renderova´n´ı sce´ny
je prova´deˇno azˇ po dokoncˇen´ı actionscript ko´du. Pokud se tedy zmeˇn´ı veli-
kost neˇjake´ komponenty, nen´ı tato zmeˇna videˇt okamzˇiteˇ, ale azˇ ve chv´ıli kdy
dostane renderer prostor a prˇekresl´ı sce´nu. V za´sadeˇ to aplikaci nijak neu-
b´ıra´ funkcˇnost, prˇed spusˇteˇn´ım animace je zobrazen text
”
Loading“ do doby,
nezˇ se animace nacˇte a po te´ aplikace pracuje da´l. Pokud bychom chteˇli po-
uzˇ´ıt komponentu preloaderu, kde se ukazuje pr˚ubeˇh nacˇ´ıta´n´ı, komponenta
nebude reagovat, protozˇe prˇerendrova´n´ı sce´ny a za´rovenˇ i komponenty, se
provede opeˇt azˇ po dokoncˇen´ı vesˇkere´ho ko´du. Jedn´ım z rˇesˇen´ı je pouzˇit´ı
konstrukc´ı popsany´ch na [Sen12]. Toto rˇesˇen´ı, by vyzˇadovalo obt´ızˇnou de-
kompozici rˇad´ıc´ıch algoritmu˚, obzvla´sˇt’ teˇch rekurzivn´ıch. Rˇesˇen´ım by bylo
nechat prova´deˇt vy´pocˇet separa´tn´ı vla´kno, protozˇe je Flash player jednovla´k-
novy´ nen´ı to mozˇne´. V druhe´ polovineˇ letosˇn´ıho roku (2012), vycha´z´ı nova´
verze Flash playeru, ktera´ by meˇla obsahovat podporu multithreadingu viz.
[Mul12],
cˇ´ımzˇ by se proble´m vyrˇesˇil. Do te´ doby, z˚usta´va´ tento proble´m otevrˇeny´.
Pu˚vodn´ı na´vrh appletu BVS, implementoval strom tak, zˇe se prˇi vytvo-
rˇen´ı nove´ u´rovneˇ stromu, automaticky zveˇtsˇili mezery mezi prvky tak, aby
prvky v posledn´ı veˇtvi byly teˇsneˇ u sebe. Docha´zelo ale k tomu, zˇe prˇi jizˇ
relativneˇ male´ hloubce stromu (5 - 6) se strom rozta´hl mimo viditelne´ meze.
Proble´m byl vyrˇesˇen tak, zˇe prˇi kazˇde´m prˇida´va´n´ı prvku se prˇeusporˇa´daj´ı
vsˇechny vrcholy a hrany tak, aby bylo vytvorˇeno mı´sto pra´veˇ pro novy´ pr-
vek. Rozvrzˇen´ı stromu tedy nen´ı u´plneˇ symetricke´, vypada´ ale o mnoho le´pe
nezˇ p˚uvodn´ı rˇesˇen´ı.
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4.4 Na´stroje a testova´n´ı
Jako vy´vojove´ prostrˇed´ı byl pouzˇit Flash Builder 4.5 postaveny´ nad prostrˇe-
d´ım IDE Eclipse, kompilace prob´ıhala prˇ´ımo z vy´vojove´ho prostrˇed´ı. Vy´voj
prob´ıhal na Intel Core Duo 1,66GHz, 1 GB ram s operacˇn´ım syste´mem Win-
dows XP SP3.
Beˇhem vy´voje byl k odladeˇn´ı chyb pouzˇ´ıva´n zabudovany´ debugger, spo-
lecˇneˇ s konstrukc´ı trace(), urcˇenou k lad´ıc´ım vy´pis˚um. U applet˚u datovy´ch
struktur jsou reakce programu okamzˇite´ a nemeˇl by nastat proble´m. U rˇa-
zen´ı za´vis´ı doba nahra´va´n´ı animace na velikosti vstupn´ı posloupnosti. De´lka
posloupnosti je kv˚uli cˇitelnost a vy´konnosti omezena na 30 prvk˚u. Nejhorsˇ´ı
vy´sledky ukazuje animace bubble sortu, kdy prˇi 30 prvc´ıch trva´ nahra´va´n´ı
kolem 22 s. U select sortu, se doba pohybuje kolem 10 s. U ostatn´ıch rˇazen´ı
je to do 5,5 s. Jedna z prˇ´ıcˇin mu˚zˇe souviset s pocˇtem vytvorˇeny´ch instanc´ı
v pr˚ubeˇhu animace. Prˇi bubble sortu je jich vytva´rˇeno prˇiblizˇneˇ 3 kra´t v´ıc
nezˇ u shell sortu nebo insert sortu. Toto bylo zjiˇsteˇno na´strojem pro kon-
trolu pameˇti Flash Profile, ktery´ je soucˇa´st´ı prostrˇed´ı Flash Builder. Tato
doba by se tedy dala zkra´tit sn´ızˇen´ım pocˇtu instanc´ı, ale na u´kor vizua´ln´ıho
zpracova´n´ı animace. Proto k tomuto kroku nebylo prˇistoupeno.
4.5 Spusˇteˇn´ı
Pro beˇh jednotlivy´ch applet˚u, je nutne´ mı´t nainstalova´n Adobe Flash Player,
jak bylo zmı´neˇno drˇ´ıve. Applety jsou ulozˇeny na prˇilozˇene´m CD v adresa´rˇi
applets. V kazˇde´m adresa´rˇi se nacha´z´ı spustitelny´ soubor s prˇ´ıponou swf.
Na´zev souboru reprezentuje na´zev datove´ struktury nebo rˇad´ıc´ıho algoritmu.
Da´le je v adresa´rˇi neˇkolik podp˚urny´ch soubor˚u s prˇ´ıponou swz, v ktery´ch je
zkompilova´n flex framework. Struktura adresa´rˇe je na obra´zku 4.6.
Obra´zek 4.6: Adresa´rˇ obsahuj´ıc´ı applet.
Applety je mozˇne´ zveˇtsˇit prˇes celou obrazovku kombinac´ı Ctrl + F. Ovla´-
dac´ı prvky appletu jsou vzˇdy u spodn´ıho okraje obrazovky. Jsou rˇa´dneˇ po-
psa´ny a ovla´da´n´ı by meˇlo by´t intuitivn´ı. Uka´zky viz. obra´zky 4.7 a 4.8.
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Obra´zek 4.7: Applet za´sobn´ıku.
Obra´zek 4.8: Applet shell sortu.
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5 Za´veˇr
Podarˇilo se implementovat celou mnozˇinu datovy´ch struktur a algoritmu˚,
ktera´ byla na zacˇa´tku vybra´na. Vy´beˇr technologie Flash pro vizualizaci spl-
nil ocˇeka´va´n´ı, kdy vy´sledne´ applety a animace vypadaj´ı pomeˇrneˇ dobrˇe. Pro-
ble´m s touto technologi´ı se vyskytl v jizˇ zmı´neˇne´m proble´mu s odezvou GUI
u rˇad´ıc´ıch algoritmu˚.
V prvn´ı cˇa´sti pra´ce, jsme se sezna´mili se za´kladn´ımi rˇad´ıc´ımi algoritmy.
V ra´mci neˇktery´ch z nich jsme zjistili, jak je mozˇne´ pouzˇ´ıt rekurzi k dekompo-
zici proble´mu. Byl zde zmı´neˇn d˚ulezˇity´ pojem slozˇitosti algoritmu. V druhe´
cˇa´sti, dosˇlo na datove´ struktury. Bylo vysveˇtleno k cˇemu slouzˇ´ı a procˇ se
pouzˇ´ıvaj´ı, a po te´ na´sledovalo sezna´men´ı s realizac´ı neˇkolika z nich. V cˇa´sti
vizualizace, jsme se sezna´mili s technologiemi, ktere´ umozˇnˇuj´ı efektivneˇ vy-
tva´rˇet a pracovat s graficky´mi objekty. Dle pozˇadavk˚u jsme pro tvorbu vizu-
alizace vybrali jednu z nich. V za´vislosti na technologii, byl vytvorˇen na´vrh
struktury aplikace, ktery´ byl prˇi tvorbeˇ applet˚u dodrzˇen. Realizace a imple-
mentace jednotlivy´ch rˇesˇen´ı se odv´ıjela od konkre´tn´ıho proble´mu. V za´veˇru,
byly applety otestova´ny a zjiˇsteˇny jejich vy´konnostn´ı parametry.
Budouc´ı vy´voj pocˇ´ıta´ s rozsˇ´ıˇren´ım mnozˇiny o neˇkolik dalˇs´ıch applet˚u
struktur, jako jsou AVL stromy, Red-Black stromy, Hash tabulky apod. Da´le
by bylo vhodne´ pokusit se s prˇ´ıchodem v´ıcevla´knove´ho Flash playeru o vy-
rˇesˇen´ı proble´mu s odezvou GUI.
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