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cerámica de referencia (cerámicas de referencia con reflectancias estandarizadas de 5 %,  
10 %, 20 %, 40 % y 60 %) en dos posiciones distintas del portamuestras:  en total 10 
medidas para  cada cerámica. En la  figura  9  se  muestra una de las posiciones. Con el 
equipo de barrido lineal, debido a que su medida es unidimensional  en  el espacio, se 
tomaron diez medidas para cada cerámica de referencia en una sola posición sobre el 
portamuestras (plataforma del motor de pasos, en este caso), como puede apreciarse  en 
la figura 10. Con cada medida y cambio de posición se tomaron unas nuevas referencias 
blanca y negra, para el cálculo de la reflectancia.  
En  ambos  sistemas  la  región  de  interés  (Region  of  Interest  –ROI-)  fue  de  100  x  
100 píxeles.  A  partir  de  este  ROI,  mediante  interpolación  entre  los  vecinos  más  
cercanos (“nearest-neighbour  interpolation”),  se  obtuvieron  tres  hipercubos  más  de  
cada hipercubo  original,  disminuyendo  la  resolución  (2x2,  5x5  y  10x10  píxeles).  
De  cada medida  y resolución  se  seleccionaron  aleatoriamente  10  píxeles  mediante  
valores pseudoaleatorios  en  el  equipo  de  barrido  (“equipo  de  barrido 
pseudorandom  values”)  generados  en  Matlab  R2008a.  La  señal  y  el  ratio 
señal/ruido fueron calculados para cada resolución usando los 100 píxeles seleccionados 
del modo anteriormente descrito (100 píxeles originarios de 10 imágenes de la misma 




Tabla 3. Resumen de las réplicas tomadas para cada uno de los equipos. 
Resolución  Equipo de barrido lineal 
 (10 réplicas, 100 píxeles 
seleccionados)  
Equipo de barrido espectral  
(10 réplicas, 100 píxeles seleccionados)  
 (10 réplicas)  Posición c (5 réplicas)  Posición d (5 réplicas)  
1x1  10 píxeles seleccionados / 
réplicas = 100 píxeles  
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
2x2  10 píxeles seleccionados / 
réplicas = 100 píxeles  
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
5x5  10 píxeles seleccionados / 
réplicas = 100 píxeles  
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
10x10  10 píxeles seleccionados / 
réplicas = 100 píxeles 
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
10 píxeles seleccionados 
/ réplicas = 50 píxeles  
 
 









La “anchura a media altura”, abreviada FWHM (del inglés Full Width at Half 
Maximum) es una medida de la extensión de una función, que viene dada por la 
diferencia entre los dos valores extremos de la variable independiente en los que la 
variable dependiente es igual a la mitad de su valor máximo. Se usó este parámetro para 
comparar la nitidez de la señal midiendo una cerámica de referencia (“Oxide reference 
panel”). 
 




En las figuras 11 y 12 se representan las reflectancias de las cerámicas de referencia 
utilizadas para el cálculo del SNR (5 %, 10 %, 20 %, 40 % y 60 %). La reflectancia de 
cada cerámica de referencia se calculó con respecto a la cerámica de referencia de 99 % 
de reflectancia o blanco. Mientras que el blanco o referencia del 99 % en el equipo de 
barrido espectral es una imagen bidimensional de la cerámica, en el equipo de barrido 
lineal se usó un promedio de veinte líneas o “scans”. 
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Puede apreciarse cómo, pese a acercarse a su valor teórico de referencia, cuanto menor 
es la reflectancia, más se desvían con respecto a éste. En el equipo de barrido lineal, los 
valores obtenidos van disminuyendo con respecto al valor teórico a medida que 
disminuye la reflectancia de referencia; mientras que en el equipo de barrido espectral 
ocurre lo contrario. Pese a ser la cerámica de referencia del 99 % una cerámica 
estandarizada, su uso puede rebajar dicha reflectancia en alguna zona o zonas de la 
misma, por ejemplo en sus márgenes.  
Este defecto se reflejaría más acusadamente en el equipo de barrido espectral debido a 
que su sistema de adquisición de imágenes recoge toda la superficie de la muestra. Esto 
explicaría la mayor reflectancia observada en las cerámicas de referencia para el equipo 
de barrido espectral. La ausencia de esta circunstancia, junto a una mayor sensibilidad 
del detector para intensidades de luz mayores, podría explicar el efecto contrario en el 
equipo de barrido lineal. 
 
Figura 11. Señal con todos los píxeles (antes de la selección aleatoria de píxeles) para el 




Figura 12. Señal con todos los píxeles (antes de la selección aleatoria de píxeles) para el 
equipo de barrido espectral. 
En las figuras siguientes (de la 13 a la 20), se representan los valores de SNR para cada 
una de las 70 longitudes de onda, para cada resolución y nivel de reflectancia. 
Se puede observar, en primer lugar, que cuanto menor es la resolución, mayor es el 
SNR. Esto se explica por la minimización del error al aumentar la población de píxeles 
promediados (mayor es la anulación de los errores de unos píxeles con respecto a otros).  
En segundo lugar, cabe destacar que el ruido medido no es proporcional a la señal. En el 
equipo de barrido lineal hay un salto, mucho más acusado entre las referencias de 40 y 
60; este fenómeno también se da en el equipo de barrido espectral, aunque el salto se 
produce entre la cerámica de 20 y la de 40. Esto nos indica la existencia de un ruido 
base independiente de la intensidad, probablemente derivado de la transformación de la 
señal de analógica a digital (A/D). Este ruido base llega a confundir las curvas SNR 
para las reflectancias de 5, 10 y 20 en el equipo de barrido espectral. Las últimas 
longitudes de onda deberían ser eliminadas cuando se trabaja con el equipo de barrido 
espectral ya que su SNR decae mucho más acusadamente que en el equipo de barrido 
lineal en el extremo superior de su espectro. 
Por último, y en términos generales, el SNR del equipo de barrido lineal fue del orden 





Figura 13. Figura 13. SNR para todas las longitudes de onda, y todas las cerámicas (5, 
10, 20, 40, 60) a la máxima resolución (1x1) en el sistema de barrido lineal. 
 
 
Figura 14. SNR para todas las longitudes de onda, y todas las cerámicas (5, 10, 20, 40, 





Figura 15. SNR para todas las longitudes de onda, y todas las cerámicas (5, 10, 20, 40, 
60) a la resolución de 5x5 en el sistema de barrido lineal. 
 
 
Figura 16. SNR para todas las longitudes de onda, y todas las cerámicas (5, 10, 20, 40, 






Figura 17. SNR para todas las longitudes de onda, y todas las cerámicas (5, 10, 20, 40, 
60) a la máxima resolución (1x1) en el sistema de barrido espectral. 
 
 
Figura 18. SNR para todas las longitudes de onda, y todas las cerámicas (5, 10, 20, 40, 





Figura 19. SNR para todas las longitudes de onda, y todas las cerámicas (5, 10, 20, 40, 
60) a la resolución de 5x5 en el sistema de barrido lineal. 
 
 
Figura 20. SNR para todas las longitudes de onda, y todas las cerámicas (5, 10, 20, 40, 
60) a la resolución de 10x10 en el sistema de barrido lineal. 
 
La FWHM se aplica a fenómenos tales como la duración de un pulso y la anchura 
espectral de fuentes utilizadas para comunicaciones ópticas y la resolución de 
espectrómetros. Cuanto menor es su valor, mayor es la nitidez de la señal del 
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instrumento. La FWHM del equipo de barrido lineal resultó inferior. Se obtuvieron los 
siguientes valores (Figura 16): 
FWHMEQUIPO DE BARRIDO ESPECTRAL = 1320,52 -1259,23 = 61,29 nm 
FWHMEQUIPO DE BARRIDO LINEAL = 1320,91- 1260,03 = 51,88 nm 
 
 
Figura 21. Nitidez espectral (Full Width at Half Maximum) para el equipo de barrido 
espectral y el de barrido lineal. 
 
5.1.3. Conclusiones de la comparación. 
 
- La adquisición simultánea de toda la superficie de la muestra en el equipo de 
barrido espectral da lugar a la adquisición de una reflectacia del 100 % o blanco 
menos uniforme que en el equipo de barrido lineal debido a irregularidades en la 
misma y a irregularidades en la iluminación. En el equipo de barrido lineal, esto 
se solventa gracias a la adquisición de solamente unas líneas (recordemos que su 
campo de visión es lineal). Ello hace que la irregularidad de la referencia del 100 




- El ruido base es probable que provenga de la transformación de la señal de 
analógica a digital (A/D), lo que provoca que se confundan las curvas SNR para 
las reflectancias de 5, 10 y 20 en el equipo de barrido espectral, debido a la 
mayor proporción que supone el ruido con respecto a la señal en este equipo. 
- Las últimas logitudes de onda deberían ser eliminadas (de la banda 70 en 
adelante) cuando se utiliza el equipo de barrido espectral, ya que su SNR decae 
mucho más acusadamente que en el equipo de barrido lineal en el extremo 
superior de su espectro. 
- En términos generales, el SNR del equipo de barrido lineal fue del orden de 1,7 
veces el SNR del equipo de barrido espectral; es decir, el ruido representa una 
menor parte de la señal en el equipo de barrido lineal. 
- Aunque similares, la nitidez espectral del equipo de barrido lineal resultó mayor 
que la del equipo de barrido espectral. 
En definitiva, el equipo de barrido lineal no comercial, no sólo se mostró un equipo 
comparable en su funcionamiento al equipo de barrido espectral comercial de 
laboratorio, sino que resultó ser superior en su comportamiento para los parámetros 
analizados. 
Asimismo, las imágenes obtenidas con el equipo de barrido lineal se guardan en 
formatos de tres dimensiones de bandas intercaladas por líneas (“band interleaved by 
line” –BIL-). Este formato almacena los datos de todas las bandas desde el primer 
escaneo, seguido por todas las bandas del segundo escaneo. Los datos de los siguientes 
escaneos son intercalados de la misma forma. Un espectro completo puede dibujarse en 
cada píxel, e imágenes de dos dimensiones espaciales pueden ser compiladas de todos 
los escaneos a una longitud de onda determinada. Por otro lado, los datos del barrido 
lineal resuelto espacialmente suelen almacenarse en una imagen de dispersión de dos 
dimensiones, de la que se pueden extraer los espectros a diferentes distancias del 
detector y los perfiles espaciales a distintas longitudes de onda. Este tipo de formato es 
mucho más manejable que el formato obtenido mediante el equipo comercial, que 





5.2. “Grading and color evolution of apples using RGB and hyperspectral 
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a b s t r a c t
The potential of RGB digital imaging and hyperspectral imaging (900–1700 nm) was evaluated for dis-
criminating maturity level in apples under different storage conditions along the shelf-life. Segmentation,
preprocessing and partial least squares-discriminant analysis (PLS-DA) were used for hyperspectral data
analysis, while illumination correction, dimensionality reduction and linear discriminant analysis (LDA)
were used for RGB data analysis. The results showed that hyperspectral discrimination classified different
storage regimes better than RGB, with an overall success rate of 95.83%. In addition, color evolution of
apples during shelf-life under different storage regimes was modeled using RGB zero and first order
regression models, fitting better to a first order kinetic model.
 2012 Elsevier Ltd. All rights reserved.
1. Introduction
A healthy, fresh and colorful look is the first pleasurable sensa-
tion that consumers perceive in fruits, affecting the rest of the sen-
sations perceived. For this reason, it is essential to quantify this
first sensation. The color constitutes the first relationship estab-
lished between the product and the consumer, being essential for
making purchase decision.
In the ripening process, the degradation of surface chlorophyll
of the fruit takes place while colored pigments, both carotenoids
(yellow) and anthocyanins (red), are being synthesized. That is,
two colors may appear: the first one, yellow, is the background
color; and the second one, red, is the surface color. The color of
Golden Delicious apples (Malus domestica) varies from green to
yellow-green tones showing a slight pinkish blush.
Computer vision is a rapid, economic, consistent and objective
inspection technique, which has expanded into many diverse
industries. Computer vision has been used for such tasks as shape
classification, defects detection, and quality grading and variety
classification. Color evolution under different thermal treatment
in apples has been evaluated in dry, sliced and squeezed apples
and it has only been modeled in Champion and Jonajold fresh
intact apples during shelf-life (Garza et al., 1996; Krokidaa et al.,
1998; Dobrzanski and Rybczynski, 2002), using all of them L⁄a⁄b⁄
color space. Dobrzanski et al. (2006) showed that estimation of
fruit quality based on L⁄a⁄b⁄ system describing coordinates of color
could be useful in connection with marketing, for monitoring con-
sumer preferences and assessing the products after storage and at
shelf-life. Dobrzanski and Rybczynski (2002) concluded that deter-
mination of fruit quality based on 3-d coordinates of color should
be improved to clearly define blush and ground color of apple skin.
Hyperspectral imaging provides physical and chemical charac-
teristics of an object, like NIRS-technology, as well spatial informa-
tion. In recent years, hyperspectral imaging techniques have been
implemented in various applications in the horticultural sector.
There are numerous papers on fruits that evaluate the ability of
imaging and spectral information for apple grading according to
different defects. However, grading according to appearance
evolution under different storage conditions has only been studied
using colorimeters, not RGB imaging, nor hyperspectral, as far as we
know. In addition, given the different experimental conditions
between each trial is difficult to draw conclusions and recommen-
dations on the advantages of using spectral imaging sensors in
relation to the conventional image for apples.
Before taking into account any result of the study, it can be
assessed that the much greater amount of information and the
ability to quantify other attributes, like acidity, sugar content,
0260-8774/$ - see front matter  2012 Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.jfoodeng.2012.05.038
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etc., (Lu, 2003; Mehl et al., 2004; Ariana et al., 2006; Peng and Lu,
2008; ElMasry et al., 2009) of hyperspectral imaging system is
unreachable by RGB imaging system, especially in the NIR range.
However, applications using hyperspectral imaging system in the
food industry for inspection of agricultural products are still very
limited due to its high time requirement for the acquisition, pro-
cessing and classification of images, and high prices (Mehl et al.,
2004; Kim et al., 2008). Nowadays, however, cheaper and faster
hyperspectral equipment is being released, starting to be econom-
ically interesting its implementation. For this reason developing
new algorithms in order to process faster the information con-
tained into a hypercube is one of the main goals of this area.
Therefore, the goal of this paper were to evaluate and modeling
color evolution under different storage regimes, simulating differ-
ent market storage conditions with RGB and hyperspectral imag-
ing, comparing its ability to sort apples according to color and
storage conditions using the same collection of samples.
2. Materials and methods
2.1. Samples
Apples, cultivars ‘Golden Delicious’, obtained in a retail store
(Mercadona Company, Córdoba, Spain). The samples were trans-
ported to the University of Cordoba (UCO) facilities and stored in
a cold room (3 C). Apples, even individual apples, displayed color
variations that may have resulted from differential environmental
growth conditions causing variations in pigmentation and ripe-
ness. A total of 40 apples without any physical defects (that were
visually identifiable) were randomly selected for imaging study.
Hence, they constituted a range of the natural commercial color
variations.
2.2. Experimental design
The experimental design was done following the isochronous
method (Lamberty et al., 1998; Amigo et al., 2004). The whole ap-
ples were divided into 8 five-apple groups. All of them were stored
into a cold room (3 C and 80% of RH). These conditions were cho-
sen as reference. All changes in color will be related to the color at
this stage. Every three days a group was put into normal conditions
in a temperature controlled room (20 C and 40% HR), so in two
week – commercial apples shelf-life in supermarkets – all the ap-
ples were out of the cold room. The first group was at room tem-
perature conditions since the first day and another group was
saved under freezing conditions (18 C) (Table 1). This design
try to emulate all different storage conditions, that is, under cold
and humidity controlled conditions and room conditions, passing
through the intermediate ones. Isochronous design has the advan-
tage over other experimental design used in previous studies on
evolution of quality under storing conditions that allows making
all the measurements at the same time, avoiding laboratory and
measurement errors.
2.3. Apparatus
The following instrumentation was used:
 RGB system: a Nikon digital camera (Coolpix L3, 6.2 effective
Megapixels CCD); green and red references; a 60 W halogen
illumination.
 Hyperspectral imaging system: spectrophotometer Specim
(ImSpector V10E) in the NIR range (900–1700 nm) with a spec-
tral resolution of 5 nm, push broom XEVA –FPA-1.7–320-XeniCs
CCD camera (spatial resolution = 320  256) and a exposition
time of 1 lmin–5 min, acquisition system via USB, and halogen
illumination with two 250 w lamps.
2.4. Experimental
2.4.1. RGB images
Scanning of the whole set of apples was carried out on three
sides of the apples after being cleaned with paper towel and the re-
sult was treated as a bitmap image. An amount of 2592  1994
pixels per photo per apple face was acquired. All the data points
in a region of interest (ROI) can be represented by the mean and
















X þ Y  1
vuuuut
ð2Þ
where X and Y are the number of pixels in the horizontal and
vertical axes respectively, pxy denotes the pixel p in the xth  yth
position of the ROI, meanImage is the mean color value (MCV) and
sImage the standard deviation of the histogram.
2.4.2. Stability of light correction
There is a need to ensure that changes in the apple image come
only from the ripening process not from the illumination of the
associated measurement process. In this case a color standard with
2 colors (red and green) was used (Fig. 1). This provides informa-
tion to assess if there is any change in lighting conditions (Vidal
et al., 2011a,b).
To make a correction it should be considered that the original
images of the color standard (I1, I2, etc.,) are formed by m pixels,
but once they are transformed to the RGB model and unfolded, they
form a matrix of m columns (the number of pixels) and 3 files (the
RGB colors); that is, any of those matrices can be represented by
I(m,3).
Bold characters represent matrices and superscript T means the
transpose. The dimensions of matrices are given as a subscript. To
Table 1
Storage design for isochronous measurements.
0 group 1st group 2nd 3rd group 4th group 5th group 6th group Frozen apples
1st three days 20 Ca, 40%b 3 C, 80% 3 C, 80% 3 C,80% 3 C, 80% 3 C, 80% 3 C, 80% 18 C
2nd three days 20 C, 40% 20 C, 40% 3 C, 80% 3 C, 80% 3 C, 80% 3 C, 80% 3 C, 80% 18 C
3rd three days 20 C, 40% 20 C, 40% 20 C, 40% 3 C, 80% 3 C, 80% 3 C, 80% 3 C, 80% 18 C
4th three days 20 C, 40% 20 C, 40% 20 C, 40% 20 C, 40% 3 C, 80% 3 C, 80% 3 C, 80% 18 C
6th three days 20 C, 40% 20 C, 40% 20 C, 40% 20 C, 40% 20 C, 40% 3 C, 80% 3 C, 80% 18 C
7th three days 20 C, 40% 20 C, 40% 20 C, 40% 20 C, 40% 20 C, 40% 20 C, 40% 3 C 80% 18 C
a Room temperature.
b Relative humidity.
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correct I2(m,3) into I1(m,3), when necessary, the matrix M(3,3) must be
obtained:
I2ðm;3Þ Mð3;3Þ ¼ I1ðm;3Þ ð3Þ
The correction can be expected to conform to a linear model and
then:
Mð3;3Þ ¼ ½IT1ð3;mÞ  I1ðm;3Þ
1IT1ð3;mÞ  I2ðm;3Þ ð4Þ
Once M(3,3) is known, it can be applied to correct the image of
the corresponding apple image, regardless the number of pixels.
If the image, transformed to the RGB model and unfolded, is repre-
sented by P2(n,3) (n pixels), the corrected image will be represented
by:
P1ðn;3Þ ¼ P2ðn;3Þ Mð3;3Þ ð5Þ
The image P1(n,3) can be compared with any other apple image
or corrected according to Eq. (3). Obviously, the matrix M(3,3) in
Eq. (4) changes for each plate, whenever I2(m,3) differs significantly
from I1(m,3) owing to changes in lighting conditions, but if they are
stable, M(3,3) is the unity matrix.
2.4.3. Hyperspectral images
2.4.3.1. Acquisition. Two hyperspectral images, from different sides
after been cleaned with paper towel, were taken from each apple.
The image acquisition was carried out at room temperature. Each
image was acquired in the spectral range of 900–1700 nm with
3.15 nm intervals between contiguous bands with a total 208
bands. To correct the acquired image a white and dark reference
images were captured. The dark reference image of 0% reflectance
was obtained by turning off the light source and completely closing
the lens of the camera, while the white reference image of 100%
reflectance was acquired for a white Teflon calibration board. A
black sample holder was designed and used to provide contrast be-
tween apples and the background.
2.4.3.2. Preprocessing. Segmentation consisted in separating the
apple body from the background, the brightness and the peduncle,
according to its spectra (Fig. 2). First, a subtraction ratio was made
between the image taken at 1065 nm and the image taken at
1578 nm multiplied by two. These wavelengths were selected
because in this two points of the spectrum the difference in
reflectance between the apple and both the background and the
peduncle were maximum (Fig. 3). The subtracting term was
multiplied by two in order to decrease the reflectance value of
the bright zone under the value obtained for the rest of the apple
(Fig. 4) (ElMasry et al., 2011). Once the reflectance values of the
undesirable zones had been reduced considerably from the values
of the ROI, Otsús algorithm (Otsu, 1979) was applied instead of
applying a manual binary threshold in order to make the process
as automatic as possible.
Although brightness could have been avoided by decreasing the
illumination intensity, the nearest zone of the apple to the lens was
saturated in order to decrease shadows in lower zones due to the
spherical effect. In this way, although the highest zone of the apple
was not measured, the total zone measured was increased by
including darker zones that in other case would have been con-
founded with the background.
Otsu’s method searches for the threshold, that is the value of
reflectance that divide the whole pixel into two group or segments,
that minimizes the intra-segment variance, at the same time that
maximizes the inter-segment variance. This is carried out by max-
imizing the ratio between the inter-segment variance and intra-
segment variance.
Once the binary image, resulted from the Otsu algorithm, has
been obtained, all the images, one for each wavelength, are masked
by it. Applying the mask, all the pixels with one value are main-
tained, while the zero ones are removed from the hypercube. The
spectra were obtained by averaging all the pixels maintained after
masking (ElMasry et al., 2009).
Acquisition and preprocessing of data were realized with two
programs: MATLAB (Version R2008a) and a program based in a
SDK (Software Development Kit) provided by the camera manufac-
turer on a Microsoft MS Visual Basic (Version 6.0) platform in the
MS Windows operating system.
2.5. RGB discriminant analysis
Linear discriminant analysis (LDA) was used for classifying RGB
data of the apple images by the groups indicated in Table 1. Leave-
one-out cross validation method was considered to validate the
classification model. Each time, one sample was taken out and
LDA was established for the remaining samples, and the model
was then used to predict the sample left out. Thereafter, the sam-
ple was placed back into the model, and another sample was left
out. This procedure was repeated until all samples had been left
out once. LDA derives linear combinations of the independent vari-
ables that discriminant between a priori defined groups in such a
way that maximum discrimination is achieved. This is accom-
plished by maximizing the ratio of the between-class distance
against within-class distance. It was implemented using Minitab
(release 16, Minitab Inc.).
2.6. Hyperspectral discriminant analysis
Discriminant models were constructed to classify apples by the
groups indicated in Table 1, using PLS-DA for supervised classifica-
tion, applied to the average spectra resulted from the segmentation
process. Specifically, the PLS2 algorithm was applied, using the
‘Discriminant Equations’ option in the WINISI version 1.50 soft-
ware package.
All models were developed using five cross-validation groups
(i.e. the calibration set is partitioned into five groups; each group
is then predicted using a calibration developed on the other sam-
ples) and a spectral range from 900 to 1700 nm, eliminating signal
noise at the beginning and end of the spectral range. In all cases,
the standard normal variate and detrending methods were applied
for scatter correction (Barnes et al., 1989) and four derivate math-
ematical treatments were tested: 1,5,5,1; 2,5,5,1; 1,10,5,1; 2,10,5,1.
Fig. 1. Image of a sample. In the background both red and green references can be
seen. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.).
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3. Results and discussion
The average intensity values of each sample obtained from the
three channels compounds of the RGB unfolded image are pre-
sented in 2-d view versus the group (Fig. 5). Color evolution,
which cannot be appreciated at first glance, is represented, in
such a short time (15 days) by a clear tendency in the average
red and green values from the decomposed RGB images
(Fig. 5). However, the blue channel did not provide extra
significant information and differences between apples were
not relevant. In fact, Sudhakara Rao et al. (2004) experimentally
found for several varieties that the apple skin has negligible blue
color component in the RGB color space. It can be appreciated
that the cold storage during the shelf-life of apples stops the col-
or evolution while the room condition storage accelerates the
evolution (Fig. 5).
The values of red were in the range from 89 to 168, being the
higher values from the apples that spent more time under room
Fig. 2. Spectra of each different segment of the apple image.
Fig. 3. Differences between the reflectance values for each segment spectra at 1065 and 1578 nm.
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conditions and the lower ones from the cold stored apples. Simi-
larly, the green value range went from 91 to 146, increasing with
the out of cold storage time. It can be appreciated that while nei-
ther red or green are predominant in the apples stored under cold
condition, red is getting more and more predominant with the
increasing time under room condition storage, although both red
and green color present the same tendency. This can be seen in
the slopes, and the ordinate origin of regression models obtained
(Table 2). However, the blue component with a 7–2.5 range, is
the least important channel among the three one throughout the
process.
The two kinetics models tried to evaluate color evolution were
zero and first order models, expressed by the following equations:
 Zero order (dC/dt = k0): C = C0 + k0  t, rate of color changing
independent of any factor.
 First order: (dC/dt = k0 t): C = C0  exp (k1  t), rate of color
changing dependent on t.
where C is the value of the color, in our case in RGB scale and C0
is the initial color and t is the thermal treatment (time in cold stor-
age) and k is the constant of the reaction velocity. The parameters
for the linear regression are shown in Table 2.
The best regression results were obtained with the first order
kinetic model, showing a 15% of the range standard error and a
R2 that explains 63% of the variance, for the red and green channel.
However, the regression for blue channel shows there is no relation
between the blue color and the evolution of the apples color under
different thermal treatment.
Dobrzanski and Rybczynski, (2002) obtained a high slope (0.65)
and determination coefficient (R2 = 0.56) for chromaticity coordi-
nate (b⁄) – position between blue and yellow – linear regression
Fig. 4. Segmentation procedure.
Fig. 5. Evolution of red, green and blue channel according to group number. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.).
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Table 2
Regression models for color evolution.
Model R2 Standard error Range
Red C = C0 + k0  t 0.59 12.25 89–168
C = C0  exp (k1  t) 0.63 12.13
Green C = C0 + k0  t 0.63 8.2 91–146
C = C0  exp (k1  t) 0.63 8.17
Blue C = C0 + k0  t 0.006 2.3 2–7
C = C0  exp (k1  t) 0.01 0.88
Table 3
Classification results from linear discriminant analysis of the different groups using RGB (RG) imaging.
Percentage of correctly classified of the model after cross validation: 66.2%.
Qualitative groups (regime of storage): A, actual group; B, predicted group.
Table 4
Percentage of apples correctly classified using data from hyperspectral imaging (PLS-DA).
Percentage of correctly classified of the model after cross validation: 96%.
Qualitative groups (regime of storage): A, actual group, B, predicted group.
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according to L⁄a⁄b⁄ system. Although they tried exponential
regression too, all changes of color during display were well de-
scribed by liner regression, while the exponential model indicated
more closely the influence of time after bruising, point that is not
treated in this paper, on all color coordinates. Similarly, RGB
regression models carried out show not significant difference be-
tween linear and exponential regression, although the last one is
slightly better (Table 2). On the other hand, while the better results
obtained by Dobrzanski and Rybczynski, (2002) are for chromatic-
ity coordinate (b⁄), the best results for RGB color system are in the
green channel.
3.1. Grading of apples according to color
Before carrying out any RGB or Spectra analysis the number of
different groups of the experiment were evaluated by ANOVA, an
analysis of whether or not the means of defined groups are all
equal, combined with a Tukey test, which provide classification
information for the defined group design with confidence intervals
for differences between means of pairs of groups. The ANOVA and
Tukey analysis revealed that there were four groups. For the group-
ing analysis and the following classification modeling the freeze
apples group, which was excluded from the color evolution model,
is introduced for its interest.
LDA is a tool that provides automatic object classification (Mig-
nani et al., 2005). It finds optimum boundaries among classes by
maximizing the ratio of between-class variance and minimizing
the ratio of within-class variance. Red and Green values from
RGB images were used as input to LDA, instead of the three color
values, due to the irrelevant information given by blue channel. Ta-
ble 3 shows the classification results in the form of a confusion ma-
trix (Table 3).
The numbers of correctly classified groups are shown on the
diagonal, whereas off-diagonal numbers denote misclassifications.
Percentage of correctly classified samples of the model was 66.2%,
while percentage of correctly classified sample by group was high-
er than 60% in all the representative groups, except for the 4th. The
inability to correctly classify the fourth group is due to the confu-
sion derived from the position of that group, in the center of the
sample set.
3.2. Classification of samples from spectral data
In order to compare RGB classification model with hyperspec-
tral classification model, the number of groups assumed in that
model is assumed in this one too. Spectral variations were corre-
lated with those five categories established. The results obtained
with the best classification model, using PLS-DA, for different types
of storage, using various math treatments are shown in Table 4.
It is seen that PLS-DA model developed for group recognition
was able to classify all the groups with overall classification accu-
racy of 100 except for 0 group, which showed a 78% classification
rate, confirming that the spectral range of the camera contain
information enabling apples to be classified by regime of storage.
A total of 95.83% of samples were correctly classified.
The results suggest that hyperspectral imaging has the potential
to discriminate different storage condition in apples. To prove the
relevance of using hyperspectral imaging system over other sys-
tems, classification results can be compared in Tables 3 and 4.
While overall accuracy in RGB classification reached to 66.2%, it al-
most reached 100% in hyperpectral case. Moreover, while the worst
classified group had a 43% correctly classified samples, a 78% cor-
rectly classified samples were managed in the hyperspectral case.
Unay et al. (2011) introduced an automatic grading for bi-col-
ored apples by multispectral (centered at 450, 500, 750 and
800 nm with respective bandwidths of 80, 40, 80 and 50 nm)
machine vision. In the proposed solution they, firstly, grade into
two categories: defective and healthy, obtaining 93.5% accuracy,
using LDA. However, for a multi-category LDA classification, distin-
guishing 4 qualities, 83.3% accuracy is managed, with 50.9% accu-
racy for the worst group, while the whole spectra from 900 to
1700 nm provide us, using a PLS-DA, 95.83% accuracy for five
groups and a 78% accuracy for the worst group. In the same re-
search the accuracy rate was improved up to 85.6% accuracy, with
65.5% accuracy for the worst group, by designing a cascade multi-
classifier group, while direct PLS-DA hyperspectral classification
keeps better.
4. Conclusion
RGB models developed showed firstly that color evolution dur-
ing market shelf-life can be quantified in apples with RGB digital
cameras; and secondly that color evolution can be explained by a
zero order kinetic model. However, the results demonstrated the
greater potential of hyperspectral imaging compared with conven-
tional RGB imaging, including in a supposedly adverse wavelength
range – although the main changes could be attributed to visible
wavelength range changes, the hyperspectral camera with a 900–
1700 nm wavelength range showed much better discrimination
rates.
The qualitative power of the technique joined to the possible
quantitative analysis will have to be considered in the future.
The conclusions reached by this study promote further research
in order to evaluate discriminative potential in case of bigger and
more variable set, that is, different varieties (two color and one col-
or apples), longer storage periods, and on-tree conditions, with
even less stable light condition, including other quantitative
parameters.
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a b s t r a c t
Hyperspectral imaging technology is increasingly regarded as a powerful tool for the classification and
spatial quantification of a wide range of agrofood product properties. Taking into account the difficulties
involved in validating hyperspectral calibrations, the models constructed here proved moderately accu-
rate for predicting NaCl content, while good accuracy was obtained for moisture content (Shenk and Wes-
terhouse, 1996) in Iberian dry-cured ham slices. Using spatial information provided by chemical imaging,
the distribution of both analytes was characterized by textural analysis as a function of muscle and com-
mercial category.
 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Final salt levels in dry-cured ham vary considerably (from 4% to
10%, according to Arnau et al., 1994) both between muscles
(depending on location, marbling, the salt and moisture permeabil-
ity of the layer or layers covering the muscle, amongst other fac-
tors) and within the same muscle. This variability must be taken
into account when attempting to reduce ham salt content, since
irregular salt distribution detracts from the organoleptic and
industrial quality of dry-cured ham (Garcia-Gil et al., 2014).
Of the various technologies being developed at present for the
indirect, fast, non-destructive measurement of NaCl in meat prod-
ucts, promising results have been reported for computerized
tomography (Fulladosa et al., 2010) and Near Infra-Red Spectros-
copy (NIRS) (Collell et al., 2011; Prevolnik et al., 2011).
NIR imaging technology records both spectral and spatial infor-
mation in the form of an image, thus facilitating the quantitative
and spatial characterization of heterogeneous samples (Gowen
et al., 2008; Ravn et al., 2008). Techniques such as partial least
squares regression (PLS), principal component regression (PCR)
and multilinear regression (MLR) can be applied to examine corre-
lations between reference analyses and spectral data, enabling the
creation of concentration maps for the component being analyzed
(Burger and Geladi, 2006a).
In meat products, hyperspectral imaging has been used to
detect contaminants, to characterize the technological and organo-
leptic quality of fresh and cured meat, and to classify commercial
cuts. Kong et al. (2004) and Yang et al. (2006) used a combination
of hyperspectral and fluorescence imaging to detect tumors and
disease in poultry carcasses. Nakariyakul and Casasent (2008)
and Park et al. (2007) detected fecal contamination in poultry car-
casses using multispectral image analysis. Qiao et al. (2007a,
2007b) constructed models capable of characterizing fresh pork
in terms of technological quality and marbling. Naganathan et al.
(2008) used hyperspectral imaging to measure tenderness in beef,
while Kamruzzaman et al. (2011) used this technique to distin-
guish between lamb cuts and muscles. ElMasry et al. (2011)
applied hyperspectral imaging for the quality classification of
cooked turkey hams. Barbin et al. (2011) graded and classified dif-
ferent fresh pork cuts as a function of technological quality.
Recent years have seen the development of applications for the
pixel-based quantification of relevant chemical components in
meat products. In 2012, Kamruzzaman et al. obtained PLS regres-
sion models for predicting moisture, fat and protein content in
fresh lamb, with regression coefficients ranging from 0.63 for pro-
http://dx.doi.org/10.1016/j.jfoodeng.2014.09.035
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tein to 0.88 for moisture content, and a standard error of prediction
(SEP) of 0.51% for moisture content. ElMasry et al. (2013) also used
PLS models to measure moisture, fat and protein content in beef,
obtaining a coefficient of determination of 0.89 and an SEP of
0.46% for moisture content. Iqbal et al. (2013) predicted moisture
content, color and pH in cooked turkey ham slices, obtaining sim-
ilar regression coefficients but slightly higher SEPs. In pork prod-
ucts, Barbin et al. (2013) and Talensa et al. (2013) predicted
chemical composition (protein, moisture and fat) with a degree
of success similar to that reported in other meat-product models.
The only papers focusing on the use of hyperspectral imaging to
predict NaCl content in cured pork products would appear to be
those published by Liu et al. (2013) and Gou et al. (2013). Liu
et al. constructed MLR-based models to predict moisture and salt
content in different cuts of fresh pork at different stages in the salt-
ing process, reporting coefficients of determination of 0.9 and 0.9
respectively, and SEPs of 0.682 for moisture and 0.007 for salt,
using an instrument working in the range 400–1000 nm. Gou
et al. (2013), using a more limited wavelength range to predict
moisture and salt content, obtained coefficients of determination
of 0.96 and 0.91 and SEPs of 1.34% and 0.71%, respectively.
One major problem reported in all attempts at pixel-based pre-
diction using hyperspectral models is posed by the application of
models constructed using mean reference and spectral value to
the individual spectra from which they derive, with the attendant
risk of artificiality or overfitting. The specific validation developed
by Burger and Geladi (2006b) for hyperspectral prediction models
tackles this issue.
This study sought to construct models for predicting NaCl and
moisture content in Iberian dry-cured ham pixel by pixel, using
NIRS imaging equipment (wavelength range 400–1700 nm) and
the specific validation method developed by Burger and Geladi
(2006b). Pixel-based predictions were subjected to textural analy-
sis with a view to identifying patterns in NaCl and moisture con-
tent as a function of ‘‘commercial category’’ and ‘‘muscle’’.
2. Materials and methods
2.1. Cured Iberian ham muscles
Sixty samples from sixty different dry-cured Iberian hams of
varying quality classifications (20 acorn-fed pure Iberian -B-, 20
acorn-fed Iberian-Duroc crossbreds -Bx- and 20 feed-fed Iberian-
Duroc crossbreds -C-) were studied. Each sample comprised
320 g of sliced ham taken transversely from the intermediate zone
of each ham. Samples were purchased from two Iberian dry-curing
industries in Córdoba, Spain. Before image acquisition, samples
were removed from the fridge and kept for 30 min at room temper-
ature (22 C). Each intact sample was then imaged individually in
the hyperspectral imaging system. Once hyperimages had been
taken, each sample was divided into three subsamples as a func-
tion of muscular distribution (zone ‘‘SM’’: semimembranosus,
abductor and gracilis muscles, zone ‘‘BF’’: biceps femoris muscle
and zone ‘‘ST’’: semitendinosus muscle). Subsamples were minced
and homogenized. Moisture content was measured by oven drying
to constant weight at 100 C in accordance with ISO-R-1442, while
NaCl concentration was determined by the Mohr method (UNE-ISO
9297:2013). A third of the samples were imaged in duplicate in
order to calculate the Standard Error of Laboratory (SEL).
2.2. Image acquisition and processing
A line-scan hyperspectral imaging system operating in the NIR
range was used. It comprised a XEVA-FPA–1.7–320-Xenic Charged
Coupled Deviced (CCD) camera (resolution 320  256), a Specim
spectrophotometer (ImSpectr V10E), two 250 w halogen lamps
and a stepper motor controlled platform (VXM, Velmex Inc., New
York). During image acquisition, each sample was placed on the
translation stage synchronously with the image acquisition in
order to obtain a spectral image or hypercube with spatial resolu-
tion of 0.7  0.8 mm2/pixel. Each image was acquired in the spec-
tral range 900–1700 nm with 3.15 nm intervals between
contiguous bands and a total of 208 bands.
2.3. Multivariate analysis
Hyperspectral image regression involves the building of regres-
sion models between hyperspectral images (n = 176) and external
reference data. Since external reference values may not be avail-
able for individual pixel locations, a single global reference value
may be used for all the pixels in the hypercube. This single global
value (reference data) must be related to a representative spectral
signal of the hypercube, in this case the mean spectrum calculated
from all the pixels of both faces of each muscle hyperimage in
order to relate it to salt and moisture content (Burger and Geladi,
2006b).
Before building prediction models, outlier spectra were
removed using Principal Component Analysis (PCA), Hotellinǵs
T2 (T-squared) and Q residuals with a 95% confidence level. After
spectral outlier detection, the final sample set comprised 168 of
the original 176 samples. Calibration equations were developed
for each muscle from the mean spectra obtained by NIR-CI analysis
using SIMPLS (De Jong, 1993). Classical PLS statistics were used for
a preliminary evaluation of calibration equations.
Venetian-blind cross validation was applied to all data, drawing
no distinction between calibration and prediction samples, as rec-
ommended by Burger and Geladi (2006b), in order to minimize the
exaggerated imbalance between calibration samples and predic-
tion samples (tens vs millions of millions). Models were validated
using the following global statistics, specific for hyperspectral cal-
ibrations: global RMSEP (RMSEPG) and global Standard Deviation












r: vector of bias values for each muscle.
P: the total number of hypercube muscles (176).
s: vector of standard deviation values for each muscle.
L: the number of pixels within each muscle in one image (not
constant due to heterogeneous muscle shape and size).
SG represents the level of variance expected within one single
image, while RMSEPG represents the accuracy expected for a
new muscle prediction. In order to choose the best model, plots
of RMSEPG versus SG were analyzed. For an underfit model
RMSEPG may be quite large. As additional latent variables are
added, the overall fit improves and RMSEPG is reduced. However,
any additional variance included in the model that does not corre-
late with Y, will contribute to an increase in the variance of the pre-
dicted values, SG (Burger and Geladi, 2006b).
Two variability sources were included when constructing pre-
diction models, with a view to their subsequent evaluation using
the above statistics: spectral pretreatment and number of latent
variables. Three different pretreatments and three different num-
bers of latent variables were used to build nine different models
per constituent. The best model was selected in each case.
The Standard Normal Variate (SNV) transformation was chosen
for scatter correction, and a Savitzky–Golay filter (derivative order:
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1, polynomial order: 2, filter width: 15) (DER) for smoothing and as
derivative treatment. The third option was the combination of the
two, i.e. SNV + DER. Mean centering was the fourth type of pre-
treatment, applied in all cases to spectral and chemical data.
Although there is an optimum number of latent variables coin-
ciding with the number of latent values, that minimizes the
RMSECV without overfitting (RMSECV < 1.3⁄RMSEC, Shenk et al.,
1989), two further values were chosen—one above and one below
that optimum—in order to chart the response of RMSEPG and SG
statistics to a change in the number of latent variables. The selec-
tion of these two additional latent variables was aimed at matching
local minimum values for RMSECV without overfitting, as recom-
mended by Shenk et al. (1989).
2.4. Histogram and textural analysis
In addition to individual chemical images, global histograms
were created using NaCl and moisture content predictions from
each pixel to detect general NaCl and moisture content distribution
patterns. In order to obtain a parameter that summarized all the
textural information contained in these images, a number of tex-
tural parameters were tested (Homogeneity, Second Angular
Moment, Correlation and Contrast). Textural analysis was based
on co-occurrence matrices, which examine the frequency with
which pairs of neighboring values occur (Haralick et al., 1973).
Contrast (3) is an indicator of the contrast between neighboring
pixel intensities across the whole image. A value of 0 is assigned to
a constant image, and the value increases as image heterogeneity
increases, in terms of pairs of values. Higher values for Homogene-
ity (5) are indicative of greater similarity of pixel pairs. The Angular
Second Moment (6) is a measure of local homogeneity, i.e. it
increases as the number of adjacent pixel pairs with exactly the
same value increases. Correlation (4) is calculated differently, giv-

























where i and j are salt or moisture concentrations and Pi,j is the fre-
quency of co-occurrence of i and j concentrations.
The method is summarized in Fig. 1.
3. Results and discussion
3.1. Construction of the hyperspectral prediction model
A critical step in the creation of accurate regression models is
the choice of the optimal mathematical pretreatment and of the
number of latent variables to use. This study used a validation
method specifically designed for hyperspectral prediction models
by Burger and Geladi (2006b). This method requires the prior con-
struction of several models, from which one is chosen on the basis
of the global statistics SG and RMSEPG. For this purpose, 9 models
were constructed, combining three different pretreatments and
three different numbers of latent variables. All models complied
with the requirement noted by Shenk et al. (1989) in order to avoid
overfitting, i.e. RMSECV < 1.3⁄RMSEC.
The SEL for moisture content was 0.59%, while for NaCl content
the SEL was 0.13 g/100 g. RMSECV values for NaCl content ranged
between 0.64 and 0.97, in other words between 4.92 and 3.23
times the SEL; this, according to Shenk and Westerhaus (1996), is
indicative of moderate accuracy. For moisture content, RMSECV
ranged from 1.55 to 2.31, i.e. from 2.62 to 3.92 times the SEL, thus
indicating a good degree of accuracy (Shenk and Westerhaus,
1996).
For all models except the NaCl prediction model constructed
using the SNV + MC pretreatment, RMSEPG declined, and SG
increased, as the number of latent variables increased (Figs. 2
and 3). When new latent variables were added, the overall adjust-
ment (pooled predictions for all pixels) improved, giving rise to
improved RMSEPG values. At the same time, the variance of pre-
dicted values increased, prompting a rise in SG. This increased var-
iance is not indicative of greater real sample heterogeneity; rather,
it is an artificial increase indicating that the model is less robust
(Burger and Geladi, 2006b). The prediction error for each pixel
increases, despite a decrease in the overall prediction error. The
model chosen as optimal was therefore regarded as being the
model which, whilst minimizing RMSEPG, did not give rise to an
excessive SG. This can be done by defining a new parameter that
combines both, or graphically by plotting RMSEPG vs SG. In a
model with an optimal number of principal components, the dis-
tance from the plot origin to the points plotted for each parameter
should be as small as possible (Burger and Geladi, 2006b).
Plots of RMSEPG vs SG for the nine models constructed to pre-
dict NaCl and moisture content are shown in Figs. 2 and 3, respec-
tively; values for the model selected are encircled by a broken line.
As Fig. 2 shows, though other models yielded lower values for
RMSEPSG, the DER + MC model (No. LV = 6) since it yielded a lower
SG. Of the three pretreatments tested, the best results were
obtained with the DER + MC combination.
The models DER + MC (No. LV = 7), DER + MC (No. LV = 12) and
SNV + MC (No. LV = 12) yielded the lowest RMSEPG values for
moisture content (Fig. 3). Of these, the lowest SG was obtained
with DER + MC (No. LV = 7), encircled with a broken line.
The best model for predicting NaCl, as evaluated using the con-
ventional RPD statistic, was the model constructed using 15 latent
variables and the combined SNV y MC pretreatment (the same pre-
treatment yielded an RPD of 2.5 in Gou et al., 2013). However, as
Fig. 2 shows, this model is the second furthest from the plot origin.
The best RPD for moisture content was 3.23, lower than the 3.7
reported by Gou et al. (2013), also obtained using the SNV pretreat-
ment. Nonetheless, the best overall model (Fig. 3) was DER + MC, 7.
3.2. Characterization of spatial distribution of salt and moisture
content by muscle
Fig. 4 shows prediction maps for whole-slice samples (i.e.
including all three muscles), grouped by quality category (from left
to right, acorn-fed pure Iberian, acorn-fed Iberian-Duroc cross-
breds and feed-fed Iberian-Duroc crossbreds). The upper row
shows prediction maps for moisture content, and the lower row
maps for NaCl content. In all three quality categories, the muscles
with greatest moisture content are BF and ST, to the left of the
maps. In the color scale used, warmer colors indicate greater mois-
ture content. Dehydrated areas account for most of the SM muscle
area (semimembranosus, abductor and gracilis) due to the absence of
the protective subcutaneous fat layer found in the other two. Mois-
ture content is less uniform in category C, where there is a clear
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gradient from the most moist area (muscles BF and ST) to the most
dehydrated area (SM). This effect of intra- and intermuscular mois-
ture dynamics is less apparent in category Bx, and even less so in B.
Prediction maps for NaCl display far less intra-muscle heteroge-
neity, while inter-muscle differences, though apparent, are less
marked than for moisture content.
Global frequency histograms constructed in order to character-
ize NaCl and moisture distribution by ‘‘Muscle’’ and ‘‘Category’’ at
pixel level (all predicted pixels – N > 4,500,000 – for 176 samples)
are shown in Fig. 5. Pixel frequency histograms were constructed
using intervals of 0.7% for moisture content and 0.2 g/100 g for salt
content. Pixel-based prediction revealed differences not only for
the mean but also in frequency distribution.
As Fig. 5 shows, the frequency distribution curve for moisture
content was much less pointed in category ‘‘C’’ than in the other
two categories, while muscles BF and ST displayed more marked
left-side tails than muscle SM. Kurtosis and Fisher coefficients were
calculated for all histograms (Table 1). Taking normal distribution
as reference, only the distributions for categories ‘‘Bx’’ and ‘‘C’’
were platykurtic (i.e. less pointed and with narrower tails than
the normal curve), while the rest were leptokurtic. The less pointed
curve for moisture content in category C confirms the polarity
appreciable in moisture content images for this category; indeed,
the histogram is bimodal. This was also visible, albeit to a lesser
extent, in BX samples, though not in B samples. The marked left-
side tails of the distribution curves for moisture content in BF
and ST, though displaying lower Fisher coefficient values than
SM, were never negatively skewed. Skewness was positive in all
histograms except for moisture content in ‘‘C’’, where the tail
was more marked towards the right than towards the left. The
Fig. 1. General outline of the method (SC = salt content, WC = moisture content).
Fig. 2. RMSEPG vs SG for the nine models tested for predicting NaCl (g/100 g) in 176 prediction samples. The number refers to the number of latent variables used.
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shape of the histograms for salt indicates only greater homogene-
ity between and within categories and muscles, thus generally con-
firming the findings on individual salt-content images.
In order to examine not only frequency but also spatial distribu-
tion, textural analysis was performed on the 176 images for NaCl
and the 176 images for moisture content. Results (mean and stan-
dard deviation) for the textural features ‘‘Correlation’’, ‘‘Contrast’’,
‘‘Homogeneity’’ and ‘‘Second Angular Moment’’, based on the cal-
culation of co-occurrence matrices, are shown in Table 1. These
features provide quantifiable spatial information to supplement
the findings of visual analysis of individual images. The co-occur-
rence of pairs of values was examined horizontally (left and right),
i.e. perpendicular to the surface through which NaCl enters and
moisture is lost.
Significant inter-group differences were found for both the
‘‘Category’’ and the ‘‘Muscle’’ factors. Generally speaking, signifi-
cant differences were more numerous for the ‘‘Muscle’’ factor
(affecting all textural features except the Second Angular Moment
for moisture content). In the ‘‘Category’’ factor, certain combina-
tions of textural features and analytes displayed no significant
inter-group differences (e.g. ‘‘Correlation’’ for moisture content
and both ‘‘Homogeneity’’ and ‘‘Second Angular Moment’’ for NaCl
content).
‘‘Correlation’’ increases as the repetition of pixel-pair patterns
increases, i.e. when for the sample as a whole an increase or
decrease in pixel i prompts a general increase or decrease in the
neighboring pixel j. As a measure, it is thus equivalent to a gradi-
ent. For all groups and both factors, the horizontal gradient
accounted for between 55% and 77% of local gradients or gradients
between pixel pairs, the highest percentages being found for mois-
ture content. The SM muscle displayed significantly lower values
than ST and BF muscles both for NaCl and for moisture content.
For the ‘‘Category’’ factor, only group B for NaCl content recorded
significantly lower ‘‘Correlation’’ values than Bx and C. Both groups
Fig. 3. RMSEPG vs SG for the nine models tested for predicting moisture content (%) in 176 prediction samples. The number refers to the number of latent variables and the
letters to the mathematical pretreatment of the model (First Derivative – DER, Mean Center – MC, and Standard Normal Variate – SNV).
Fig. 4. Prediction maps for NaCl (lower row) and moisture content (upper row) for whole-slice samples (three muscle per sample) in each of the three categories. From left to
right: acorn-fed pure Iberian, acorn-fed Iberian-Duroc crossbreds and feed-fed Iberian-Duroc crossbreds.
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(B and SM) had the lowest moisture content for their respective
factors (‘‘Category’’ and ‘‘Muscle’’, respectively). It may therefore
be concluded that as moisture content increases, so does the per-
centage of the local gradient accounted for by the average gradient
perpendicular to the analyte entry surface both for NaCl and for
moisture content. Similar findings have been reported in studies
involving a range of foods: the moisture diffusivity coefficient
increases as moisture content increases (Okos et al., 1992).
The ‘‘Contrast’’ and ‘‘Homogeneity’’ features account for the
same phenomenon in opposite ways. Whilst ‘‘Contrast’’ increases
as the frequency of neighboring pairs displaying greater differ-
ences increases, ‘‘Homogeneity’’ increases as the frequency of dif-
fering pairs decreases. ‘‘Contrast’’ is therefore an indicator of
local heterogeneity, while ‘‘Homogeneity’’ indicates local unifor-
mity. The ‘‘Contrast’’ feature revealed significant inter-group dif-
ferences for both analytes for both ‘‘Category’’ and ‘‘Muscle’’,
while the ‘‘Homogeneity’’ factor displayed no significant difference
in means for the combination ‘‘Category’’ and NaCl, although of
course opposing trends were apparent for the two features.
According to the ‘‘Contrast’’ feature, both NaCl and moisture
content for the ‘‘Muscle’’ factor displayed the highest local hetero-
geneity for ST and the lowest for BF, while conversely the ‘‘Homo-
geneity’’ feature revealed the lowest local uniformity for ST. This
may at first appear striking, since fat content and degree of curing
are considered the major determinants of moisture and salt
content (Fulladosa et al., 2010; Håseth et al., 2012). In this respect,
ST is more similar to BF than to SM. The explanation may be that ST
is located between SM and BF. Consequently, as the images for NaCl
and moisture content (Fig. 4) show, the gradients for moisture and,
especially, for NaCl are much more marked, a finding confirmed by
the higher values recorded for the ‘‘Contrast’’ feature for salt
(Table 1).
The ‘‘Second Angular Moment’’ is greater when there are fewer
large-magnitude entries, i.e. when there is a high degree of co-
occurrence of the same pair of values; it is thus an indicator of sin-
gularities. The lowest value, i.e. the lowest number of singular val-
ues, was recorded for NaCl under the ‘‘Muscle’’ factor. Values for
moisture content were significantly lower for group C than for
Bx. Despite these differences, and at least under the assay condi-
tions of the present study, this textural feature proved to be of little
value for characterizing differences between muscles and quality
categories, since it found no significant difference for the combina-
tions ‘‘NaCl/Category’’ and ‘‘moisture content/Muscle’’.
4. Conclusion
This study, using the specific validation method developed by
Burger and Geladi (2006b) for hyperspectral prediction models,
obtained prediction models of moderate accuracy for NaCl content
and good accuracy for moisture content. It examined the spatial
Fig. 5. Pixel frequency histograms for salt and moisture content, by muscle and category. BF: biceps femoris, SM: semimembranosus, ST: semitendinosus; B: acorn-fed pure
Iberian, Bx: acorn-fed Iberian crossbred, C: feed-fed Iberian crossbred.
Table 1
Means and standard deviations for textural features ‘‘Correlation’’, ‘‘Contrast’’, ‘‘Homogeneity’’ and ‘‘Second Angular Moment’’ for NaCl and moisture prediction, by quality
category and muscle.
Correlation Contrast Homogeneity Second Angular Moment
NaCl content Moisture content NaCl content Moisture content NaCl content Moisture content NaCl content Moisture content
Category
B 0.55A ± 0.18 0.66A ± 0.19 64.58A ± 64.12 77.10A ± 40.42 0.30A ± 0.09 0.25A ± 0.05 0.0048A ± 0.0048 0.0018AB ± 0.0012
Bx 0.62B ± 0.15 0.68A ± 0.16 42.96B ± 34.77 61.76A ± 29.94 0.31A ± 0.07 0.27B ± 0.05 0.0045A ± 0.0032 0.0023A ± 0.0020
C 0.66B ± 0.12 0.71A ± 0.12 40.81B ± 32.68 77.24A ± 33.90 0.31A ± 0.06 0.24A ± 0.03 0.0040A ± 0.0026 0.0012B ± 0.0004
Muscles
BF 0.65A ± 0.17 0.77A ± 0.10 27.15A ± 19.70 53.85A ± 22.74 0.34A ± 0.06 0.27A ± 0.05 0.0058A ± 0.0040 0.0018A ± 0.0019
SM 0.56B ± 0.13 0.58B ± 0.17 42.65A ± 23.40 79.33B ± 35.94 0.32A ± 0.07 0.26A ± 0.05 0.0049A ± 0.0039 0.0020A ± 0.0015
ST 0.63A ± 0.15 0.72A ± 0.14 79.66B ± 66.40 82.13B ± 39.37 0.26B ± 0.07 0.23B ± 0.04 0.0028B ± 0.0024 0.0014A ± 0.0006
ANOVA (a = 0.05). A and B superscripts indicate group membership according to Tukey test (a = 0.05).
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and frequency distribution of salt and moisture content in Iberian
dry-cured ham using a set of 176 samples and hyperspectral imag-
ing equipment operating in the 900 a 1700 nm range.
Analysis of frequency histograms and textural analysis both
proved to be useful tools for characterizing NaCl and moisture dis-
tribution on prediction maps. The textual feature ‘‘Correlation’’
indicated that the local gradient perpendicular to the surface of
the ham in contact with the atmosphere increased as moisture
content increased. The textural features ‘‘Homogeneity’’ and ‘‘Con-
trast’’ indicated that the local homogeneity of salt and moisture
content was not governed by muscle fat content, and was not pro-
portional to the depth of the muscle with respect to the surface of
the ham in contact with the atmosphere; instead, it was greater in
the semitendinosus muscle due to the intermediate position of this
muscle between the surface in contact with the atmosphere and
the surface covered by a layer of subcutaneous fat.
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Marbling (amount and distribution of intramuscular fat 
streaks) of dry-cured Iberian pig (IP) products (hams, loins and 
sausages) is one of the most important factors in quality grading. 
It is usually performed by experts in a subjective way. 
Furthermore, fat streaks of dry-cured pure IP are less visible than 
those coming from the cross with the Duroc-Jersey breeds 
(Ventanas et al., 2007). The main goal of this paper is to develop 
and evaluate a methodology for an accurate and non-subjective 
characterisation of marbling properties of Iberian pig cured loins 
based on the information provided in a complete spectrum from 
each pixel taken from a spectral image. 
Material and methods 
Nine transversal samples were obtained from the 
central part of 9 dry cured loins of different qualities. The first 
three samples came from three pure Iberian pigs fed with acorn 
(IB-A), the second three came from three cross-bred Iberian and 
Duroc- Jersey pigs fed with acorn (IBxD-A), and the last three 
came from Duroc Jersey breeds fed with concentrate feed (D-C). 
This selection of samples covered variability due to genetics (Pure 
Iberian, IberianxDuroc and Duroc) and feed (acorn or concentrate 
feed). Both RGB and spectral images were taken from each 
sample.  
The spectral image acquisition system consisted of a 
Specim spectrometer (ImSpector V10E) for the NIR range (900-
1700 nm), a pushbroom camera (XEVA –FPA-1.7–320-XeniCs CCD, 
resolution: 320x256) and two halogen lamps (500 w). Linear 
movement of the samples was performed by a step-motor 
platform (VXM, Velmex Inc., New York) coordinated with the 
camera. Both a white (99 % reflectance Spectralon; Labsphere, 
Inc., North Sutton, NH) and a black reference (lens closed) image 
were taken. Once reflectance had been calculated pixel-by-pixel 
(to avoid the introduction of noise due to different sensitivities 
between CCD pixels; Burger and Geladi, 2005), two background-
sample segmentation methodologies were tried. In both cases, a 
threshold was applied over a monochrome image in order to 
mask all the channels with the resulting binary image. In the first  
 
 
methodology, this monochrome image used the scores from a 
principal component analysis that best discriminated sample and 
background. In the other case it was a ratio between two 
channels. After that, different mathematical pretreatments were 
investigated such as multiplicative scatter correction (MSC), 
standard normal variate (SNV), autoscaling, mean centre (MC), 
first and second Savitzky-Golay derivative with different gaps and 
polynomial orders, smoothing of different polynomial orders and 
gaps, and their combination to minimise the influence of non-
desired factors. Results were evaluated by comparing the 
resultant scores from each pre-treated hyperimage; the choice of 
the best pre-treatment was made by a comparison of the 
variance explained by the first 5 principal components and the 
similarity between the first 5 scores and the RGB image (Fig. 1).  
For this purpose, principal component analysis was made over the 
sample spectra, once the background had been removed, 
considering each spectral image as a set of samples (Vidal and 
Amigo, 2012). 
To determine fat level, a fuzzy cluster mean (FCM) model was 
used for each pretreated spectral image based on the complete 
acquired spectrum obtained on each pixel. FCM calculates the 
degree of membership of each spectrum to the mean spectrum of 
the two more important classes (Amigo, 2010). It is an 
unsupervised clustering model and so it was necessary to check 
that other components introduced during the dry cured loin 
processing, such as addition of dye, did not affect e.g. fat more 
than lean.  Using the fat level of each spectrum from each pixel, 
fat level images (FLI) were created. In order to obtain a parameter 
that summarised all the textural information contained in these 
images, some parameters were investigated (Homogeneity, 
Second Angular Moment, Correlation and Contrast), and Contrast 
was finally chosen. A Contrast parameter was calculated from 
each FLI co-occurrence matrices (Qiao et al., 2007). Co-occurrence 
matrices show the frequency of each combination of pairs of 
contiguous values, in this case between 0 (lean) and 1 (fat). 
Contrast is an indicator of the contrast between neighbouring 
pixel intensity throughout the entire image. It is 0 for a constant 
image and increases with increasing image heterogeneity 
considering pairs of values (Fig. 2).  
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Figure 1. Five first principal component score images and loadings from RGB images of representative samples from the three categories 
analysed (PI-A, ID-A and D-C, from top to bottom).  
 
       







Figure 3. FLI, central spectra for each cluster and standarised co-occurrence matrix (from left to right) from the three analysed categories  
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Results and discussion 
In Figure 1, the first five scores from three pre-treated 
and segmented spectral images (one of each category – PI-A, ID-A 
and D-C) can be seen. Score and ratio segmentation showed 
similar results (background consisted of a black plastic sheet). 
However, some pixels had to be removed manually in some 
images due to an effect of partial fat melting. The best 
pretreatment (Fig. 1) was obtained combining a MC and 1st 
derivative with a second order polynomial and 11 wavelength 
gap. Once noisy factors, such as scatter or brightness, have been 
removed by means of the pretreatment, 90 % of the explained 
variance is in the two first scores. Comparing the first score with 
the corresponding RGB image, it can be realised that they refer to 
the fat component (more or less fatty). It can be appreciated also 
in the loadings representation that the first or second component 
always refers to lean or fat.  
However, scores values cannot be directly connected with a 
quantitative fat level. This ability to differentiate between levels 
of fat for each pixel based on the full spectrum is particularly 
important for the marbling characterisation in Iberian pig loins. 
Regardless of diet, Pure Iberian pigs have smaller, more irregular 
and weaker fat cells than the crossbred (IB x D),  usually provoking 
rupture and spreading of melted fat on the meat surface. The goal 
of using the FCM model was to obtain a quantitative prediction of 
each pixel fat level (degree of membership to fat cluster). FLI from 
the same three representative samples can be seen in Figure 3 



































Both the central spectrum of two main classes and the 
standardised co-occurrence matrix of each FLI may be discerned. 
It can be seen that the central spectrum of each class, seen in FLI 
and corresponding RGB images, corresponds to fat and lean pixels 
in the limits, in agreement with sample loadings in Figure 1.  
 
However, in order to ensure that both clusters referred to fat and  
lean, known fat and lean spectra from every category were taken 
and pre-treated in exactly the same way as the modeled ones 
(Fig. 4). Lean and fat pre-treated spectra can be seen (top left in 
Figure 5). It can be appreciated how the shape of these spectra 
agree with both clusters (fat and lean) of the central spectra for 
IB, IBxD and D.  
Co-occurrence matrices show the frequency of each 
contiguous pair of values (from 0 lean to 1 fat in 100 parts), 
producing a representation of fat level distribution. So, a 
concentration of high values (higher frequencies) in the diagonal 
indicates a high frequency of pairs of similar values, while a higher 
weight of one end of the diagonal or the other indicates a higher 
frequency of high (next to 1) or low (next to 0) fat value pairs;  a  
higher weight of its centre indicates a  higher co-occurrence of 
values close to 0.5. Co-occurrence matrices were calculated for all 
pairs of pixel orientation, that is 0 º, 45 º, 90 º and 135 º. The 0 º 
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It is necessary to summarise the information provided by co-
occurrence matrices in a parameter that gathers the information 
of the entire matrix (distribution of fat levels) as could be done for 
a monochrome image. Figure 6 shows contrast parameter values 
for each sample for different pairs of pixel orientations. Although 
no clear trend can be seen , if the mean contrast values for each 
group (PI-A, ID-A and D-C) are drawn, a downward trend can be 
detected (Figure 7). 
 
 
Figure 6. Contrast parameter versus samples (1-3, PI-A, 4-6, ID-A, 
and 7-9 D-C). 
 
 
Figure 7. Mean contrast parameter versus groups (1, PI-A, 2, ID-A 
and 3 D-C). 
 
Conclusion 
This study showed that FLI based on FCM and co-occurrence 
matrix analysis applied to hyperspectral imaging is a promising 
tool to predict fat level and fat distribution in Iberian pig cured 
loin. The preliminary results obtained are the basis for deeper 
research undertaken as part of the PhD research of the first 
author. Some points to improve are optimisation of cluster size, 
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IntroductionEuropean Union (EU) regulated zero tolerance for the existence of meat and bone matters (MBM), as part of animal protein sources, in compound animal feeds to respond to the increasing demands to protect and ensure food safety and public health (Riccioli et al., 2011). The existence of banned matters in animal feeds could cause serious diseases, such as the bovine spongiform ence-phalopathy (BSE). To satisfy the demands from the regulations and the public health concerns, it is essential to automatically identify and differentiate the contents of 
animal feeds in the animal-feeds processing plants (Brookes, 2001; Riccioli et al., 2011). The non-destructive technology using machine vision for such automatic detection can be potentially the optimal promising solution to satisfy the demands of food safety and public health (He et al., 2014; June et al., 2013; Lee et al., 2014; Yang et al., 2014).Among various non-destructive technologies of optical engineering, the hyperspectral imaging has been applied for food safety and quality purposes (Elmasry et al., 2012; He et al., 2014; June et al., 2013; Lee et al., 2014; Yang et al., 2010; 2014). Specifically, the hyperspectral imaging technology has been used in the attribute analysis for many animal food products, such as fish (He et al., 2014), beef (Elmasry et al., 2012), and poultry (Yang et al., 2010). To apply the hyperspectral imaging technology to the 
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automatic detection in the food product processing line, line-scanning machine vision system has been developed and shown great potential for quick and reliable food safety inspection (Yang et al., 2010; 2014).On the other hand, hyperspectral imaging in the line- scanning machine vision system could continuously and quickly produce huge quantity of spectral and spatial data for image analysis and classification. To quickly and properly analyze such a huge quantity of hyperspectral image data, chemometric analysis could be a reliable statistical tool to generating correlation models (Garrido- Novell et al., 2015). Therefore, the hyperspectral line-scanning machine vision system implemented with the chemometric- analysis-based model will be very useful and essential for the online application of food safety and quality inspection.The fish meal is a high protein source of the compound animal feeds. It is important to detect banned animal matters, such as beef, in fish meals. Therefore, the primary object of this research was to apply the chemometric analysis to the development of the classification models using hyperspectral data to distinguish beef and fish meals in animal feeds. Each pixel of the Region of Interest (ROI) of the meal image was treated as an independent object for model development and evaluation. The main goal of the first step of the research reported in this paper was to correctly classify as many pixels of beef meals as possible for public health concern.
Materials and MethodsThis research collected 15 samples of beef meals and 40 samples of fish meals prepared in a rendering plant. The meal samples could randomly contain various materials, such as muscle, skin, blood, bone, grease, and feather. One gram of each rendered meal sample was retrieved and carefully spread in a black paper for line-scanning. The black paper was used as a dark background. The hyper-spectral line-scan machine vision system was composed of a XEVA-1.7-320 CCD camera (Xenics, Leuven, Belgium), an ImSpector V10E spectrograph (Specim, Oulu, Finland), two 250-W halogen lights and a VXM stepper motor controlled platform (Velmex, Bloomfield, NY) (Garrido- Novell et al., 2015). The original size of an image was 320 × 256 pixels. The image resolution was approximately 0.5 mm2/pixel. The camera and the spectrograph were built specifically for the near infrared spectral range, in which 
the hyperspectral data would present more useful infor-mation for proper classification of beef and fish meals.While scanning the samples, they were placed on the platform and moved through the field of view of the camera to obtain line-scan images. Each image represented a scanned line along the field of view of the camera. Through the slit of the spectrograph, incoming light was dispensed into a spectrum for each pixel of the line image. Therefore, a line-scanned image contained spectral data along one and spatial data along another axis.In this research, an original line-scanned image contained spectral data along one axis of 320 pixels, with a 3.3-nm spectral interval, and spatial data along another axis of 256 pixels. The trial-and-error-based preliminary study showed the need to discard 144 wavebands where the raw account of light reflectance from the scanned objects was too low or too noisy. Therefore, only 176 spectral- dimension pixels spanning from 969 nm to 1551 nm were used for data analysis and model development. Five meal samples were put on the platform and moved through the field of view of the camera to be scanned for 200 times.The trial-and-error-based preliminary study also showed the need to identify a ROI in order to discard non-meal, dark background or improperly-imaged-meal. The size of ROI was manually selected to cover 3600 pixels for each sample. The images of eight beef meals and 20 fish meals, the development group, were used for hyperspectral data analysis and chemometric model development. The deve-lopment group contained 28800 pixels for beef meals and 72000 pixels for fish meals. Each pixel would be an independent hyperspectral data source and differentiation object. The developed models were then applied to the images of the rest seven beef meals and 20 fish meals, the test group. The test group contained 25200 pixels for beef meals and 72000 pixels for fish meals. The models were evaluated using the results from the test group for the optimal model attributes.After images were acquired, the line-scan images were converted from raw account to relative reflectance by the flat-field calibration with a reference white line image, W, and a reference dark current line image, D. Before meal samples were scanned, a white target with 99% diffuse reflectance, moving on the motor platform through the field of view of the camera, was scanned for four times. The acquired white line images were averaged to form the reference white line image. Afterward, the lens of the camera was covered in order to block all illumination 
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Beef Meal Samples Fish Meal Samples
Region of Interest (ROI)
Figure 1.  The samples for the line-scanned images of beef meals and fish meals with the Region of Interest (ROI) highlighted.
from the environment to take another four shots. The acquired dark line images were averaged to form the reference dark current line image. With the averaged reference images W and D, the raw hyperspectral images (I0) of meal samples were calibrated and converted to the relative reflectance images (I) by the equation 1:
 
    (1)
The examples of calibrated images of beef and fish meal samples were shown in Figure 1. The intensity of the ROI in each image was increased intentionally for locating and viewing only. Within the ROI of five beef and five fish meal sample images randomly selected from the deve-lopment group, the averaged spectra and the ranges of one standard deviation were calculated and shown in Figure 2. The hyperspectral graph in Figure 2 showed two highest spectral peak tops. The one in the shorter wave-band was in the waveband of 1132 nm for beef and the top was slightly shifted to 1126 nm for fish. The one in the 
longer waveband was in the waveband of 1302 nm. In Figure 2, the reflectance for beef meals was generally higher than one for fish in wavebands shorter than 1302 nm. Specifically, the spectral difference between beef and fish meals could be observed easily in the spectral peak from 969 nm to 1192 nm. The spectral difference between beef and fish in 1132 nm, one of the spectral peak top, was much higher than that in 1302 nm, another spectral peak top. Such difference could be observed in Figure 1. On the other hand, the spectral difference was relatively low for the spectral range from 1192 nm to 1551 nm.Although the spectral difference in Figure 2 was signi-ficant, such difference could not be used for the proper classification of beef and fish meals because the spectral variance was so high to possibly cause low success differentiation rate. High spectral variance was expected because the spectral reflectance from the meal samples could come from muscle, skin, blood, bone, grease, feather, or other materials of the rendered animal. To overcome this challenge, the chemometric analysis, a computationally fast statistical method ideally for complicated data modeling, 
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Figure 2.  The spectra, in relative reflectance, for the hyperspectral 
images of beef meals and fish meals: the average spectrum plus 
one standard deviation (beef+std, fish+std), the average spectrum 































Figure 3.  The results of the success classification rates for the 
PLSR models on the development group of 28800 pixels for eight 






























Figure 4.  The results of the success classification rates for the 
PCA models on the development group of 28800 pixels for eight 
beef meals and 72000 pixels for 20 fish meals.
was applied to the development of the differentiation model.Two most popularly used statistical tools of the che-mometric analysis, the partial least squares regression (PLSR) and the principal component analysis (PCA), were applied to the model development. Both tools were reliable and robust for multivariate data analysis and modeling by generating components as new input variables to linearly compose original input variables (the relative reflectance in each waveband for this experiment). The components required for accurate model performance was usually much fewer than the original input variables. While generating the set of components to reduce dimension of the input variables, the PLSR intended to consider the impacts of outputs but the PCA would search the variance among the input variables. The details for the calculation and comparison of the PLSR and PCA can be referred to Godoy et al. (2014), Westerhuis et al. (1998) and Worley et al. (2013).The models based on each tool were generated with components varied from one to ten for the optimal algorithm. The model required the relative reflectance from 176 wavebands from a pixel of the hyperspectral image for the inputs. The binary model output would determine the matter in this pixel to be beef or fish meal: zero for fish and one for beef. The total 100800 pixels of the development group were used for model development, and the total 97200 pixels of the test group were used for model evaluation. The models were developed, executed, and evaluated on the platform of MATLAB R2013a 
(MathWorks Inc., Natick, MA, USA).
Results and DiscussionThe results in Figure 3 showed that the PLSR models were generally developed well for the classification of beef and fish meals. With at least six components, the PLSR models could correctly classify more than 99% of pixels for both beef meals (28800 pixels in total) and fish meals (72000 pixels in total). The PLSR models miscla-ssified less than 140 pixels for both beef and fish meals with at least six components, and even missed less than 100 pixels with at least nine components. The model performance was generally improved with more components during the model development.
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Figure 5.  The results of the success classification rates for the 
PLSR models on the test group of 25200 pixels for seven beef 






























Figure 6.  The results of the success classification rates for the 
PCA models on the test group of 25200 pixels for seven beef meals
and 72000 pixels for 20 fish meals.
The results in Figure 4 showed the similar well deve-lopment for the PCA models. With at least four com-ponents, the PCA models could correctly classify more than 90% of pixels for beef meals and more than 98% of pixels for fish meals. Comparing Figure 4 with Figure 3, the PCA models could not perform as well as the PLSR models did during the model development. Regardless to the number of the components, the PCA models miscl-assified more than 1800 pixels for beef meals and more than 450 pixels for fish meals. However, less components could require less computational effort for the model to classify the pixels, which would be essential for online application for high-speed processing line. Because of increasing concerns for food safety, the possible economic loss caused by misclassification of fish meals in Figures 3 and 4 might be tolerable. It is more important to accu-rately detect beef matters due to zero tolerance for beef matters in fish meals; thus, the PLSR models performed much better than the PCA models during the model development. Nevertheless, both PLSR and PCA models showed significant potential for further analysis to diffe-rentiate beef matters from fish meals.Figure 5 showed the PLSR models performed on the test group of beef meals (25200 pixels in total) and fish meals (72000 pixels in total). Similar to Figure 3, the PLSR models performed well with at least six components when the success classification rate was also higher than 99% of pixels for fish meals, and could correctly classify more than 96% of pixels for beef meals. The highest success classification rates were obtained by the PLSR model with nine components, 97.9% of pixels for beef meals 
(527 pixels misclassified) and 99.4% of pixels for fish meals (420 pixels misclassified). The high success clas-sification rate for the pixels independent from the ones used for model development indicated that the PLSR models could be used in the real online application for food safety. The PLSR model would be built with six components when the computation speed is more essential, or with nine components when the most accurate iden-tification of beef matters is required to exchange the computation speed.Different from Figure 5, the results in Figure 6 showed that the PCA models could not successfully classify more than 90% of pixels for both beef and fish meals with the same model algorithm. With at least four components, the PCA models would successfully classify more than 81% of pixels for beef meals and more than 86% of pixels for fish meals. Although the results in Figure 6 was not as satisfactory as ones in Figure 5, the high success clas-sification rates in Figure 4 implied that the performance of the PCA models could be improved with more data presented to the development group. This possible im-provement could also be applied to the PLSR models.Moreover, the samples were not scanned on the same day. Fifteen samples of beef meals were scanned on three days and 40 samples of fish meals were scanned on eight days, respectively. Considering the possible variance in the imaging environment and labor effort, the high success classification rates in Figures 3 to 6 showed that both PLSR and PCA models could perform well for time-series data. It is essential since the models were expected to be applied to the real online application for the future 
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development.The results showed the great potential applying the chemometric analysis-based algorithms, such as the PLSR and the PCA models, to the hyperspectral image analysis in order to differentiate beef meals from fish ones in animal feeds. The well-developed chemometric models could potentially handle high spectral variance caused by different materials of the rendered animal in the same meal. To further improve the model performance, more images would be collected for model development. Also, more proper illumination scheme would be designed for the line-scan machine vision system.
ConclusionThis research reported the development and the evaluation of the chemometric analysis-based models using the partial least squares regression (PLSR) and the principal component analysis (PCA) methods for the differentiation of beef and fish meals in the line-scanned hyperspectral images. The hyperspecral data from 176 wavebands spanning from 969 nm to 1551 nm were used for model inputs. With nine components in the model algorithm, the success classification rates were 97.9% for beef meals and 99.4% for fish meals by the PLSR-based model, and 85.1% for beef meals and 88.2% for fish meals by the PCA-based model. High success classification rates indicated the greatly potential application of the hyper-spectral line-scan machine vision system implemented with the chemometric analysis model for the detection of beef matters in fish meals. The system would provide essential help to ensure food safety and public health.
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A B S T R A C T
This paper proposes a method based on Near Infrared Hyperspectral Imaging for discriminating between pork,
poultry and fish species in processed animal protein meals. First, an investigation was conducted into the possible
importance of incorporating into the discrimination models anomalous (or singular) pixels as probable discrim-
inant pixels for each species. Subsequently, partial least squares discriminant analysis (PLS-DA) spectral and
textural models were constructed. The former reflected the spectral information (spectral trace), and the latter the
spatial (textural trace) information based on different groups of features. Finally, the spectral and textural in-
formation was integrated using classification trees, to ascertain whether the combined use of such information
represented an improvement in accuracy in the effort to discriminate between species.
The method was applied to a set of 40 pork, 40 poultry and 40 fish meals analysed in the 1000–1700 nm range.
Models were then tested using an external validation set comprising 45 samples (15 pork, 15 poultry and 15 fish
meals). The results demonstrated that combining spectral and appearance characteristics in a single classification
tree generated better classification results for the samples used in the study (92% correct) than when using the
PLSDA spectral model (83% correct).
1. Introduction
Processed Animal Protein (PAP) is an EU term applied to rendered
materials belonging to category 3 by-products (fit for human consump-
tion). These can be derived from animal by-products (ABP) or land ani-
mal protein (LAP) and from fish. PAPs and LAPs are now highly valued by
a number of industries, and have become a major complete-feed ingre-
dient for pets [1].
Article 11 of Regulation (EC) No 1069/2009 of the European
Parliament and of the Council of 21 October 2009, prohibits the feeding
of terrestrial animals of a given species (e.g. pork, poultry), other than
fur animals, with PAP derived from the bodies or parts of bodies of
animals of the same species (intra-species recycling). Article 11 also
prohibits the feeding of farmed fish with PAP derived from the bodies or
parts of bodies of farmed fish of the same species. As stated in its
Strategy paper on Transmissible Spongiform Encephalopathies for
2010–2015 [2], the Commission recognizes that a lifting of the ban on
the use of PAP from non-ruminants to non-ruminants could be envis-
aged, provided that the existing prohibition on intra-species recycling is
maintained and only if validated analytical techniques to determine the
species origin of PAP are available. Following similar lines, in 2013
the Commission adopted a first review of the feed ban provisions in
order to allow aquaculture animals to be fed with PAP derived from
non-ruminant farmed animals.
However, despite the huge amount of effort invested, there is still no
validated diagnostic method capable of detecting the presence of porcine
or poultry material in feed. Therefore, it would not be possible to control
the correct implementation of the prohibition on intra-species recycling
should the use of PAP of porcine origin in poultry feed or the use of
poultry PAPs in pig feed be re-authorised [3]. In response to the regu-
latory pressure, the industries concerned, via their national and inter-
national associations, have made great efforts to collaborate in and
finance scientific research [4]. With regard to the lifting of the feed ban
on non-ruminant PAP-use within the EU – poultry PAP to pigs and
porcine PAP to poultry – the European Feed Processors Rendering As-
sociation (EFPRA) is still waiting for Polymerase Chain Reaction tests
that must be available before the EC will consider lifting the ban. The
problem is that the tests cannot distinguish between legal ruminant
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ingredients, such as milk, and ruminant PAP. EFPRA has consequently
claimed that this can easily be resolved by testing the ingredients – the
PAP – rather than the finished feed, where more ingredients are mixed
into the final diet.
One of the techniques that has shown the most promising results in
distinguishing between animal species in animal-derived feeds is NIR
microscopy combinedwith chemometric techniques. De la Haba et al. [5]
were able to distinguish between particles of terrestrial animals by
modelling their NIR microscopy data with a Support Vector Machine
(SVM). Perez-Marín et al. [6] were able to distinguish between particles
of terrestrial and aquatic animals. In their case, the methodology pro-
posed was based on the prior selection of animal particles and the sub-
sequent application of a K-nearest-neighbours (KNN) model. This
methodology showed its potential for detecting the presence of animal
content in composite feeds. Other studies, such as that of Boix [7], went
further in this direction. The greatest drawbacks implicit in this tech-
nique in terms of its industrial application are that it is highly
time-consuming, requires specific training and involves the use of
carcinogenic substances to extract the fragments under analysis [6].
Conventional NIR technology, overcoming these problems, has been used
to determine the percentage of animal content in composite feeds, as well
as to distinguish between feeds originating from different species. De la
Haba et al. [8] distinguished, with a 90% success rate, not only between
ruminant- and non-ruminant-based feeds, but also between poultry-,
porcine- and ruminant-based feeds, although it should be pointed out
that the error rates are high in terms of the detection limits stipulated by
the EU.
One of the preliminary stages in any protocol involving chemometric
treatment is discarding anomalous spectra [9]. The application of this to
hyperspectral images at the level of pixels, whether or not representative
pixels are chosen [10], incurs the risk of eliminating pixels that, despite
their low proportional incidence, are exclusive to a particular type of feed
and are therefore discriminant. Riccioli et al. [11] proposed a method
based on hyperspectral images to distinguish between feeds derived from
terrestrial animals and fish using a selection of representative pixels,
achieving a rate of precision at the pixel level in excess of 99%. Riccioli
et al. [10] compared the performance of classic NIRS spectroscopy with
hyperspectral NIRS imagery in the detecting and quantification of
ruminant feed in PAPs. The results showed that whereas the hyper-
spectral image had greater potential in terms of species differentiation,
due to the qualitative information it provided, the quantification of
contamination with ruminant feed was established with greater accuracy
by classic NIRS.
Another method that has been investigated recently focuses on
extracting distinctive geometrical features by analysing microscopic
imagery. Pinotti et al. [12], tried to distinguish between poultry and
mammal particles in animal feeds by extracting geometrical attributes.
Although significant differences were detected between classes, it was
only possible to make a distinction between averages, not individual
particles, owing to the major overlaps between classes. Using the same
method, Ottoboni et al. [13] found average differences between porcine
and bovine particles, but the method proved unsuitable for differenti-
ating between individual particles. Yao et al. [14] were able to distin-
guish between particles of fish and other animal meals on the basis of
their geometrical properties. Discrimination between poultry and mam-
mals proved to more difficult however, with a discrimination rate of 93%
being achieved. Differentiation between porcine and bovine particles
was not possible.
Studies into the more traditional application of multispectral image
analysis in foods have focused on spectral signature rather than imaging
features. Analysis of the hyperspectral image however enables a simul-
taneous focus on both spectral and geometrical aspects. Although ap-
plications of this geometrical approach have been limited to certain
fields, such as the segmentation of aerial or satellite imagery to identify
land use, they have also in recent years been identified as a valuable tool
in agri-food areas [15].
A general procedure for extracting textural features of images in the
spatial domain was presented by Haralick et al. [16]. A co-occurrence
matrix (GLCM) is a square matrix with elements corresponding to the
relative frequency of occurrence of pairs of grey level of pixels sepa-
rated by a certain distance in a given direction (0, 45, 90 or 135).
The standard procedure extracts the textural attributes of monochrome
images. When it is applied to a hyperspectral image, the extraction is
usually also carried out using monochrome images: in a specific band or
in projections on the principal components. In the realm of food tech-
nology, Garrido-Novell et al. [15] applied textural analysis to images of
slices of ham projected onto the first principal component for qualita-
tive analysis of the slices with a hyperspectral image. In the realm of
remote sensing, studies such as that of Huang et al. [17] propose
methods of applying textural analysis to multispectral and hyper-
spectral images, using alternative methodologies to the analysis of
principal components.
This study is aimed at evaluating a methodology based on a model
that combines spectral and texture information extracted from hyper-
spectral NIR imaging to improve accuracy in discrimination between
processed pork, poultry and fish proteins.
2. Experimental
2.1. Image acquisition
A total of 120 meal samples belonging to different categories were
analysed: 40 pure poultry meal samples, 40 pure swine meal samples and
40 pure fish meal samples. The samples contained particles of scale, hair,
feather, blood, grease, skin, muscle, and bone from either fish or
terrestrial animals and were obtained from several rendering plants.
One gram (1 g) of each sample was used for analysis. Samples were
analysed with a line scan NIR imaging system comprising a camera
(XEVA-1.7-320 CCD, Xenics, Leuven, Belgium), a spectrograph
(ImSpector V10E, Specim, Oulu, Finland) ranging from 900 to 1700 nm,
two 250 W halogen lamps and a control step platform (Velmex, Bloom-
field, NY). The image size was 256  200 pixels with a spatial resolution
of 0.5 mm2/pixel and a spectral resolution of 3.3 nm.
A 2601-pixel Region of Interest (ROI) was selected in order to avoid
those parts of the image not belonging to the sample (Fig. 1).
Raw images were transformed into reflectance images using a 99%
reflectance ceramic board. A reflectance reference was obtained by
Fig. 1. Sample of meal on a steel plate and ROI.
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closing the camera objective. The images were subsequently transformed
into absorbance images.
2.2. Discriminant pixels
Two statistics were used in this regard: the Hotelling t2 and Q-residual
(95% confidence level) (Eigenvector Research, Wenatchee, WA). These
pixels, obtained out of the control limits for both parameters, were
extracted and joined to pixels of other species in a Principal Component
Analysis in order to compare different spectral behaviours. The number
of latent variables was selected looking for the minimum cross validation
error.
Baseline drifts due to light scattering affect the quality of raw mea-
surements. Therefore, good spectral pre-processing is mandatory. In this
study, the spectra were pre-treated with a smoothing, a Standard Normal
Variate (SNV) and a Mean Centre (MC). The SNV approach effectively
removes the multiplicative interferences of scatter [18]. Mean centring
translates the axes of the coordinate system to the centre of gravity of the
data. After mean centring, each row of the mean-centred data explains
only how that row differs from the average sample in the original data
matrix. Mean centring avoids detecting the differences among the mean
values of different variables as significant directions of variability;
scaling to unit variance makes the analysis independent of the mea-
surement units, thus enabling the simultaneous analysis of variables with
values of very different magnitudes [19].
2.2.1. Partial least squares discriminant analysis (PLS-DA)
PLS-DA models were developed by assigning a reference value
(dummy variable) to each sample. A sample was considered to be
correctly categorized if the predicted value was above a threshold, which
was calculated using the Bayesian threshold calculation [20]. As PLS-DA
models yield a prediction for each sample and each class, when
comparing between models, the probability of each sample of belonging
to each class was used. Probability was calculated according to the
method describe by N. F. Perez et al. [21].
The average spectrum of each sample was calculated. PLS-DA was
performed and evaluated using the statistics' sensitivity, specificity and
classification error. The sensitivity of a class model is defined as the
proportion of objects belonging to that class correctly identified by the
mathematical model, while specificity refers to the proportion of objects
not belonging to the class, classified as foreign [22]. This first model
summarised the spectral information. A second PLS-DA model was built
using curves of texture in order to summarise textural and thus spatial
information. PLS-DA models were built using PLS-toolbox from Matlab
7.6.8. The 120 samples were randomly divided into 96 calibration
samples and 24 validation samples. Both models were integrated into just
one model using classification trees developed using the Rattle package
[23], for R 3.3.2. Predictions and classification were tried as input vari-
ables to build these.
Standard Normal Variate (SNV) and Mean Centre (MC) were applied
to average spectra. Contiguous Block Cross validation was used. The
number of latent variables was selected looking for the minimum cross
validation error.
In this study, the textural features were calculated from the Co-
occurrence Matrix [16], averaging the results obtained in all possible
directions and for distances equal to 1, 3 and 5 pixels. The following four
GLCM parameters were calculated using Matlab 7.6.8 to express texture:

























… where i and j are pixel reflectances and pi;j is the frequency of co-
occurrence of i and j reflectances.
Each textural parameter expresses how pixel intensities are distrib-
uted throughout the image. The 212 textural parameters corresponding
to the 212 wavelengths were joined in order to build a curve. This curve
is the spatial counterpart of the spectral print. Each NIRS spectrum
summarizes the spectral information of a sample by a curve of absor-
bances or reflectances. This spectrum is usually called spectral print. The
contrast texture parameter summarizes how this absorbance is distrib-
uted in each monochrome image. From the representation of these values
in a graph in which the “x” axes is the wavelengths one (each mono-
chrome image at each wavelength) and the “y” axes is the average
“Contrast” parameter for each monochrome image, arises this curve that
we have called contrast curve, in the same way as the NIRS spectrum of a
sample is called its spectral print. This curve summarizes the textural
information of the entire hypercube.
Textural curves were pre-treated using smoothing, SNV, first deriva-
tive and Mean Centre. The 15 extreme wavelengths were discarded.
Contiguous Block Cross Validation was used. The number of latent var-
iables was selected looking for the minimum cross validation error.
2.2.2. Classification trees
Classification and regression trees are machine-learning methods for
constructing prediction models from data. The models are obtained by
recursively partitioning the data space and fitting a simple prediction
model within each partition. As a result, the partitioning can be repre-
sented graphically as a decision tree [24]. Pruning rules change from one
algorithm to another. The pruning rules used by the “rpart” package, in
Rattle, are minimum number of samples per node and minimum number
of samples resulting from splitting and complexity, which express the
maximum allowable development [23].
The model was calibrated with the same 96 samples used for cali-
brating both the spectral and spatial PLS-DAs. It was validated with the
same 24 samples used in previous models. The sample scores and the
predictions from the PLS-DA models were tried as input variables. This
prediction algebraically combines the scores to obtain a numerical pre-
diction. The following steps and pruning rules were followed in order to
build the tree:
1. The minimum number of samples that a node has in order to be
subdivided (9 and 6) and the minimum number that must result from
this partition (3 and 2) were fixed. The tree was developed up to the
maximum of complexity (0) using the Gini index.
2. The number of partitions for which the relative cross-validation error
is minimal were selected, provided that the relative cross-validation
error was not too far from relative error of calibration. From this
point, the increase of the complexity implies an increase of the
artificiality.
3. The tree was rebuilt by limiting its development (pruning) to the
above-mentioned partition level.
3. Results and discussion
3.1. Anomalous pixels
By building multivariate models based on Principal Components or
Latent Variables, the samples are being projected onto planes on which
the covariance – which is by definition an average parameter – is
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maximal, such that the existence of pixels capable of providing useful
information is being overlooked. This effect is greater when we discard,
as a preliminary step to chemometric analysis, anomalous pixels of
samples consisting in turn of 2601 0.5 mm2 sub-samples. Locating sin-
gular pixels or groups of pixels, and analysing them independently from
the rest of the pixels, could enable both the differentiation of samples and
the identification of characteristic groupings of pixels.
The anomalous pixels exhibited the characteristics shown in Figs. 2
and 3. Fig. 2 reflects the anomalies of four poultry (A), four fish (E) and
four porcine (P) hyperspectral images (2601 pixels each). Pixels were
chosen with a high Hotelling t2 and a high Q-residual (95% confidence),
in other words, pixels distant from the centre of the PCA model and with
little weight in it.
Fig. 3 shows the anomalous pixels of four images representative of
each species. Only the anomalous pixels of poultry (a) and swine (p)
exhibit differences from the bulk of the pixels when they are shown
together with the pixels from an image of fish meal (E). By contrast, the
anomalous fish pixels are not located outside the area formed by the non-
anomalous pixels of poultry (A) and swine (P). These findings contrast
with those obtained by Riccioli et al. [11] who observed greater ampli-
tude in the fish meal histogram compared to the histogram for terrestrial
meals in the fat-absorption band (1190 nm). By contrast, for the complete
spectral range of 900–1700 nm, the anomalous poultry and porcine
pixels were found to be more heterogeneous than those of fish.
These relative distributions provide no information about the exis-
tence of singular pixels, given that the anomalous pixels are grouped in
the same way as the non-anomalous pixels with respect to those of other
species. This is evident from the representation of the non-anomalous
pixels (that is, the bulk of the four samples remaining pixels after
extracting the anomalous ones) by pairs of species (Fig. 4).
Pinotti et al. [12,25] gave a geometrical characterisation of the
densest sedimented particles (bones, etc.) from poultry, mammal and fish
meals. They observed an average area for the poultry particles of
65.76 μm2, with a greatest dimension of 17.94 μm; 99.72 μm2 and
19.23 μm for mammals; and 100 μm2 and 35 μm for fish.
The absence of singular pixels could be explained either by the size of
the singular particles compared to the size of each pixel, or by the scarcity
of these particles in each of the pixels, causing their spectral signals to
become diluted. The area covered by each pixel, 0.5 mm2, is 5000 times
greater than the largest particles observed by Pinotti et al. [12,25], the
fish particles of around 100 μm2.
3.2. Classification models
3.2.1. Spectral classification model
Various PLS-DA models were developed with the pre-treated average
spectra, using different pre-treatments of the spectral data. Neither the
calibration set nor the cross-validation set was modified while extracting
anomalous samples, with the aim of being able to make later comparisons
with other classification models. Indeed, the distribution of samples be-
tween calibration and validation used for this model was that used by the
rest of the classification models. The model that exhibited the least
classification error in cross validation was chosen out of all the models
obtained.
As is evident from Table 1, the best-classified group is that of fish
meal, with an error rate of 0% both in cross validation and in external
Fig. 2. Left: PC1 vs. PC2 of (A) poultry meal pixels; (P) pork meal pixels; (E) fish meal pixels. Right: Hotelling's T2 versus Q-residual plot of (A) poultry meal pixels (from a 4 Principal
Components model); (P) pork meal pixels (from a 4 Principal Components model); (E) fish meal pixels (from a 2 Principal Components model).
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validation. The classification errors for poultry and porcine samples in
cross validation were 9% and 6% respectively, although in external
validation they rose to 25% in both cases. These samples could have been
included in the calibration set or they could even have been deemed
anomalies. The challenge of the methodology being proposed is to reduce
these rates of error by taking the spatial information into consideration.
The 83% overall success rate achieved by this model is lower than
that obtained by De la Haba et al. [5], using classic NIRS, who managed
to obtain, also using a PLS-DA model, an overall success rate of 90%,
differentiating between poultry meal, porcine meal and mixtures of ru-
minants with other species for a group of 352 samples. Other studies, for
example Riccioli et al. [11], despite using more similar groups, both in
terms of size and classes, are not comparable owing to the fact that they
address the building of models from another perspective: they apply their
models to pixels rather than complete samples, obtaining success rates
close to 100% for all classes.
3.2.2. Textural classification model
Despite the homogenisation that animal by-products are subjected
to when they are processed, the samples, and therefore their images,
are not homogeneous. The absence of discriminant pixels does not in
itself prevent the possibility of there existing characteristic distribu-
tions of pixels. It is possible for there to be characteristic distributions
linked to textures that are common to all species, and are therefore not
Fig. 3. Anomalous poultry (a), fish (e) and porcine (p) pixels, in green, on poultry (A), fish (E) and porcine (P) pixels, in red. All are shown on the two first principal components. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. Projections on the two first principal components of the pixels of the four poultry (a), fish (e) and porcine (p) samples (the same samples used in Fig. 1) together with one of the
other two species.
Table 1
Results of the classification using spectral PLS-DA in cross validation (CV) and external
validation (EV). Percentage of correctly classified samples per species.
Predicted
CV EV
Poultry Fish Pork Poultry Fish Pork
Actual Poultry 29 0 3 6 0 2
Fish 0 32 0 0 8 0
Pork 2 0 30 2 0 6
Hits (%) 91 100 94 75 100 75
C. Garrido-Novell et al. Chemometrics and Intelligent Laboratory Systems 172 (2018) 90–99
94
singular in themselves, but acquire distinct patterns depending on the
species.
Assuming such characteristic distributions of pixel intensities exist,
applying the textural parameters to all the bands of the hyperspectral
image combined with a multivariate analysis of the resulting curves
may prove to be a sufficiently exhaustive method for identifying them.
The method being proposed pursues the same aim as those put forward
by Huang et al. [17], using clustering and sparse representation
algorithms.
Fig. 5 shows the mean contrast curves for pixels separated by another
two pixels. This reveals that the contrast values vary according to the
wavelength in question, and that the contrast curves vary between spe-
cies. The curves derived from the other two separations between pixels
(contiguous pixels and four pixels) show a similar appearance in terms of
shape, but distinct from the above in terms of their displacement along
the Y axis.
Tables from 3 to 5 show confusion matrices for the cross validation
and external validation of the contrast curve models. It is evident that
although the models based exclusively on textural information discrim-
inate to an acceptable degree, they are not sufficiently informative. It
may be thought that this is due to specific characteristics of the samples,
unconnected to their proteinic composition, such as finer grades of
milling, different moisture levels, etc. The intention underlying the pre-
treatment to which the images were subjected prior to being processed
was to eliminate the effects of light dispersal associated with the varying
sizes of the particles. Even so, the only way of verifying the validity of
these models is applying them to groups of feeds subjected to different
types of processing. Such an experiment lies outside the scope of the
present study.
The best models were obtained using information about pixels sepa-
rated by another four pixels, i.e. non-contiguous pixels. This means that
the most representative differences as far as the contrast parameter be-
tween species is concerned emerges between pixels separated by another
four pixels. One explanation among many could be that the size of the
groupings enabling differentiation between species exceeds that of the
pixel. Thus, the greater frequency of pairs of high-contrast reflectance
values occurs between this grouping and the pixels that lie beyond its
domain (beyond the four pixels). The differences between species could
be due to distinct pairs of intensity levels for distinct species between the
grouping and its surroundings or the different sizes of the groupings
between species.
If the results shown in Table 1 are compared with those of Tables 2–4
it becomes apparent that despite providing discriminatory information,
the classification errors of the textural models exceed those obtainedwith
the spectral classification models.
3.2.3. Classification trees
The spectral and textural models were integrated into one another
using classification trees, to ascertain whether the combination of the
spectral and textural information would bring about an improvement of
the performance seen in the spectral models.
Tables 5 and 6 show the sensitivities and specificities of the models in
tree-form. The former shows the proportion of correctly classified posi-
tives, while the latter shows the correctly classified negatives. Best
models are highlighted in bold.
Fig. 5. Mean contrast curves by species (a, poultry; e, fish; o, swine) for pixels separated by another two.
Table 2
Classification results using PLS-DA for contrast curves (contiguous pixels) in cross valida-
tion (CV) and external validation (EV).
Predicted
CV EV
Poultry Fish Pork Poultry Fish Pork
Actual Poultry 25 1 6 5 1 2
Fish 2 29 1 0 8 0
Pork 8 5 19 0 0 8
Hits (%) 78 91 59 63 100 100
Table 3
Classification results using PLS-DA for contrast curves (pixels separated by two pixels) in
cross validation (CV) and external validation (EV).
Predicted
CV EV
Poultry Fish Pork Poultry Fish Pork
Actual Poultry 27 1 4 6 2 0
Fish 0 29 3 0 7 1
Pork 9 2 21 1 0 7
Hits 84 91 65 75 88 88
Table 4
Classification results using PLS-DA for contrast curves (pixels separated by four pixels) in
cross validation (CV) and external validation (EV).
Predicted
CV EV
Poultry Fish Pork Poultry Fish Pork
Actual Poultry 25 1 6 5 1 2
Fish 1 30 1 0 8 0
Pork 8 2 22 0 0 8
Hits (%) 78 94 69 63 100 100
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The classification trees shown in Table 5 were constructed on the
basis of the quantitative predictions of the spectral and textural PLS-DA
models. Six variables – three spectral and three textural – were
included in their construction. Each of these is identified in the tables by
the textural model used, the spectral model being common to all of them:
whereas four types of textural model were developed (contrast of
contiguous pixels, pixels separated by another two, pixels separated by
four pixels; and lastly a model featuring all the preceding variables). The
number of variables therefore ranged from six, for the simple trees, to 12
for the complete tree.
The data shown in Table 6, by contrast, were obtained by projecting
the spectral and textural traces onto the latent variables (“scores”) of the
spectral and textural PLS-DA models. Depending on the model, more or
fewer latent variables were incorporated into the tree. The four latent
variables of the spectral models were common to all trees. The textural
models on the other hand contributed to the tree with three, seven and
three latent variables for the models of contrast curves between contig-
uous pixels, separated by two pixels and separated by four pixels,
respectively. The number of variables therefore ranged between seven
for the simple trees and 17 for the complete tree.
Comparing first the trees constructed on the basis of scores with those
constructed on the basis of quantitative predictions (dummy variables), it
is evident that the latter are muchmore sensitive and specific. Despite the
fact that the scores gather more information than the predictions (which
are an algebraic combination of the former), they do so in a cruder
fashion. Contrary to what was assumed at the outset, the stepped system
of decisions seems to fit models based on quantitative predictions better.
In both types of model (based on the scores or on the predictions, of
Tables 5 and 6), the tree that exhibited the greatest sensitivities and
specificities both in terms of external validation and cross validation was
the one that included the textural model for pixels separated by another
two pixels. The models with all the latent variables (“All”) made no
improvement upon the results of the simplest tree models.
Comparing the parameters derived from the best tree model (Table 5,
in bold), which combines the single spectral model with the model based
on quantitative predictions of the textural model, with those obtained
from the spectral PLS-DA model (Table 7), the greater robustness of the
tree model becomes evident, for both sensitivity and specificity in the
three species in cross validation and external validation. The only
exception was the sensitivity of the porcine sample in cross validation,
where the tree model obtained 0.88 as opposed to the 0.94 of the spectral
PLS-DA model.
In absolute terms, the greater goodness of fit of the tree model can be
appreciated by comparing the confusion matrices (Table 8, showing the
best tree model, with those of the spectral PLS-DA model, displayed in
Table 1). Specifically, the porcine and poultry samples that were incor-
rectly classified in external validation were reduced by half in both cases:
from two to one. In studies such as that of De la Haba et al. (2007b),
carried out using classic NIRS, a 90% correct classification in external
validation was achieved for poultry, porcine and bovine samples;
including the textural variables the authors of the present study attained
92%, while with the spectral model alone a correct classification rate in
external validation of 83% was achieved (Table 1). With this model, the
present authors exceeded the overall correct percentages obtained by De
la Haba et al. [5], using classic NIRS, differentiating between poultry
meal, porcine meal and ruminant meal mixed with other species for a
group of 352 samples.
Fig. 6 shows the classification tree that obtained the best results. It is
apparent how the textural variable (P_C_3 0.65) serves to obtain a node
of porcine meal samples of 100% purity (node 11). In external validation,
five porcine samples out of a total of eight are classified in this node
correctly. The other gradient (P_C_3 < 0.65) provides the location of the
two classification errors in external validation. Three poultry and one
porcine sample were correctly classified in the former, whereas in the
latter one poultry sample was incorrectly classified and two porcine
samples were correctly classified. Although the incorporation of the
textural variable into the tree enhanced the output of the model, there
continues to be a degree of unresolved indetermination linked to these
two samples, one poultry and one porcine.
To determine which bands had most influence on the best of the
textural models the “Variable Importance in Projection” (VIP) parameter
(Fig. 7) was used; this estimates the importance of each variable used in
the PLS model. A VIP score close to or greater than one indicates the
importance of a band in the construction of the PLS-DA model.
The wavelengths that obtained a VIP score greater than one were
those of 1192.6 nm (band 60), 1215.9 nm (band 67), 1245.8 nm (band
Table 5
Summary of the classification tree constructed on the basis of the quantitative predictions
of the PLS-DA models.
Cross Validation External Validation
Sensitivity Specificity Sensitivity Specificity
Poultry Contiguous 0.86 1.00 0.50 1.00
2 pixel
separation
1.00 0.94 0.89 0.94
4 pixel
separation
0.86 1.00 0.50 1.00
All of them 1.00 0.94 0.89 1.00
Fish Contiguous 1.00 1.00 1.00 1.00
2 pixel
separation
1.00 1.00 1.00 1.00
4 pixel
separation
1.00 1.00 1.00 1.00
All of them 1.00 1.00 1.00 1.00
Pork Contiguous 1.00 0.94 1.00 0.75
2 pixel
separation
0.88 1.00 0.88 0.94
4 pixel
separation
1.00 0.94 1.00 0.75
All of them 0.88 1.00 0.88 0.94
Table 6
Summary of the classification tree constructed on the basis of the latent variables of the
PLS-DA models.
Cross Validation External Validation
Sensitivity Specificity Sensitivity Specificity
Poultry Contiguous 1.00 0.82 0.75 0.75
2 pixel
separation
1.00 0.88 0.75 0.75
4 pixel
separation
1.00 0.88 0.75 0.75
All of them 1.00 0.82 0.75 0.75
Fish Contiguous 1.00 1.00 1.00 1.00
2 pixel
separation
1.00 1.00 1.00 1.00
4 pixel
separation
1.00 1.00 1.00 1.00
All of them 1.00 1.00 1.00 1.00
Pork Contiguous 0.63 1.00 0.50 0.88
2 pixel
separation
0.75 1.00 0.50 0.88
4 pixel
separation
0.75 1.00 0.50 0.88
All of them 0.63 1.00 0.50 0.88
Table 7
Summary of the classification using spectral PLS-DA in terms of specificity and sensitivity.
Cross Validation External Validation
Sensitivity Specificity Sensitivity Specificity
Poultry 0.90 0.97 0.75 0.88
Fish 1.00 1.00 1.00 1.00
Pork 0.94 0.93 0.75 0.88
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76); 1342.2 nm (band 105), 1385.4 nm (band 118), 1425.3 nm (band
130), 1435.3 nm (band 130) and 1458.5 nm (band 140).
The first group of peaks is located around the zone corresponding to fat
(1200 nm) while the second is grouped around the water zone (1450 nm).
Lastly, the 1458.5nmwavelength is located close to the zone corresponding
to the amino acids (1500 nm). The two peaks of greatest importance are
those corresponding to the 1385.4 nm and 1425.3 nm wavelengths [25].
These data show that it was the importance of the distribution of the
water in the samples, captured by the textural curves, that enabled the
classification model to be improved. Venturing into the realm of specula-
tion, and pending the validation of the model with larger and more varied
sets capable of showing that this phenomenon is not due to the individual
characteristics of the samples used, the data obtained appear to indicate
that the water is distributed in a distinct way depending on the species.
Fig. 6. Classification tree (spectral PLS-DA þ textural PLS-DA) that obtained the best results. Into the boxes the percentage of sample from the whole set and the proportion of each species
for each node can be seen.
Fig. 7. VIP scores for the textural model included in the best tree model.
Table 8
Results of the tree classification based on the predictions of the PLS-DA (calibration), CV (cross validation) and EV (external validation).
Predicted
Calibration CV EV
Poultry Fish Pork Poultry Fish Pork Poultry Fish Pork
Actual Poultry 24 0 1 7 0 0 7 0 1
Fish 0 23 0 0 9 0 0 8 0
Pork 1 0 23 1 0 7 1 0 7
Hits (%) 96 100 96 100 100 88 88 100 88
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At first glance, the contrast differences between pixels are imper-
ceptible (Fig. 8), making textural analysis indispensable.
4. Conclusion
The analysis of anomalous pixels did not reveal the existence of sin-
gular pixels in their midst that, separating them from the behaviour of the
majority, would enable discrimination between species. Their behaviour
matched that of the non-anomalous pixels. One of the possible causes of
this absence is the excessive size of each pixel relative to the size of the
particles, leaving open as a future line of research the study of spectral
mixtures in such pixels based on the spectral signals collected through
NIRS microscopy, as well as the adaptation of the NIRS imaging equip-
ment to achieve higher spatial resolutions.
A methodology involving analysis of the textural characteristics of
hyperspectral images was put forward. The use of regression trees
enabled the spectral and textural information to be integrated into a
single model, so that better classification results than those of the spectral
model could be obtained from the samples used (92% versus 83%). The
tree model improved the classification by species obtained by such au-
thors as De la Haba et al. [5]. A 92% correct classification in external
validation was achieved for poultry, porcine and fish samples using
textural variables and trees versus a 90% attained by De la Haba et al. [5].
For these particular samples, the distribution of the water in the
samples had a bearing upon improving the classification model. Future
studies will need to corroborate this hypothesis using larger and more
varied sets of samples, and to evaluate simpler models based on specific
bands or ratios of bands that would enable the processing of such volu-
minous data sets as hyperspectral images to be speeded up.
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1. Los mejores valores de SNR y Nitidez Espectral que presentó el equipo modular de barrido 
lineal usado en la presente tesis doctoral con respecto al equipo de barrido espectral comercial 
mostraron su plena validez [Capítulo 4.4 de la presente tesis]. 
 
2. Los modelos RGB desarrollados pueden cuantificar la evolución del color durante la vida útil 
de las manzanas. Esta evolución puede modelizarse mediante un modelo cinético de orden cero 
[Esta conclusión queda reflejada en la publicación: “Grading and color evolution of apples 
using RGB and hyperspectral imaging vision cameras”, Journal of Food Engineering 113 
(2012) 281-288)] 
 
3. Los resultados demostraron el mayor potencial de la Imagen Hiperespectral con respecto a la 
Imagen RGB en la explicación de la evolución del color en manzanas, incluso en rangos 
espectrales supuestamente desfavorables (900 – 1700 nm). Esto permitiría el uso de un único 
equipo con fines de medición del color y de la composición en manzana. Estas conclusiones 
conducen a la investigación futura con conjuntos de datos mayores, más variables, diferentes 
variedades, mayores periodos de almacenamiento, fruta en árbol, etc. [Esta conclusión queda 
reflejada en la publicación: “Grading and color evolution of apples using RGB and 
hyperspectral imaging vision cameras”, Journal of Food Engineering 113 (2012) 281-288)] 
 
4. Usando el modelo de validación específico desarrollado por Burger y Geladi (2006) se 
obtuvieron modelos de predicción de precisión moderada y buena para sal y humedad, 
respectivamente, en cortes transversales de jamón curado [Esta conclusión queda reflejada en la 
publicación: “Quantification and spatial characterization of moisture and NaCl content of 
Iberian dry-cured ham slices using NIR hyperspectral imaging”, Journal of Food Engineering 
153 (2015) 117-123)]. 
 
5. Se mostró la utilidad del análisis de los histogramas de frecuencias y el análisis textural para 
la caracterización de la distribución de la sal y la humedad en mapas de predicción en cortes 
transversales de jamón curado [Esta conclusión queda reflejada en la publicación: 
“Quantification and spatial characterization of moisture and NaCl content of Iberian dry-cured 
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ham slices using NIR hyperspectral imaging”, Journal of Food Engineering 153 (2015) 117-
123)]. 
 
6. El parámetro “Correlación” mostró que el gradiente local perpendicular a la superficie del 
jamón en contacto con la atmósfera se incrementaba a medida que la humedad lo hacía. Los 
resultados para los parámetros “Homogeneidad” y “Contraste” indicaron que la homogeneidad 
local de la sal y la humedad no estaba relacionada con el contenido graso, y no era proporcional 
a la profundidad en el músculo con respecto a la superficie. Ésta era mayor en el músculo 
semitendinosus debido a su posición intermedia entre la superficie en contacto con la 
atmósfera y la capa de grasa subcutánea [Esta conclusión queda reflejada en la publicación: 
“Quantification and spatial characterization of moisture and NaCl content of Iberian dry-cured 
ham slices using NIR hyperspectral imaging”, Journal of Food Engineering 153 (2015) 117-
123)]. 
 
7. Las imágenes de nivel de grasa basadas en FCM y la matriz de coocurrencia aplicadas a la 
Imagen Hiperespectral son herramientas prometedoras para predecir el nivel de grasa y su 
distribución en caña de lomo de jamón ibérica [Esta conclusión queda reflejada en la 
comunicación “Methodology for marbling characterisation of pure Iberian cured loin based on 
hyperspectral imaging”. Comunicación oral 16th International Conference on Near Infrared 
Spectroscopy. 2013.”] 
 
8. Se obtuvieron modelos basados en PCA y PLSR para detectar contaminaciones en harinas de 
pescado con harinas de rumiantes. Se alcanzaron tasas de clasificación del 97,9% para 
rumiantes y 99,4% para harinas de pescado usando un modelo PLSR. Las tasas de píxeles 
correctamente clasificados fueron de 85,1% para las harinas de rumiante y del 88, 2% para 
harina de pescado usando un modelo basado en PCA [Esta conclusión queda reflejada en la 
publicación: “Differentiation of beef and fish meals in animal feeds using chemometric analytic 
models”, Journal of Biosystems Engineering, 40(2):153-158. (2015.6)]. 
 
9. Las altas tasas de clasificación obtenidas indican el potencial de aplicación de las cámaras 
hiperespectrales en línea en combinación con modelos quimiométricos para la detección de 
contaminaciones con harinas de rumiantes en harinas de pescado [Esta conclusión queda 
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reflejada en la publicación: “Differentiation of beef and fish meals in animal feeds using 
chemometric analytic models”, Journal of Biosystems Engineering, 40(2):153-158. (2015.6)]. 
 
10. En la diferenciación entre harinas de distintas especies, el análisis de píxeles anómalos no 
reveló la existencia de píxeles singulares que permitieran la distinción entre especies, debido, 
posiblemente, al gran tamaño de los píxeles con respecto al tamaño de las partículas singulares. 
El alcance de mayores resoluciones con equipos hiperespectrales en línea que posibiliten 
encontrar partículas singulares es una de las líneas futuras de investigación [Esta conclusión 
queda reflejada en la publicación: “Using spectral and textural data extracted from 
hyperspectral near infrared spectroscopy imaging to discriminate between processed pork, 
poultry and fish proteins”, Chemometrics and Intelligent Laboratory Systems, 172 (2018) 90-
99.]. 
 
11. Se propuso una metodología basada en el análisis textural de imágenes hiperespectrales. El 
uso de árboles de regresión permitió integrar la información textural y espectral en un mismo 
modelo que presentó mejores resultados que los modelos basados en información espectral 
solamente (92% versus 83%) [Esta conclusión queda reflejada en la publicación: “Using 
spectral and textural data extracted from hyperspectral near infrared spectroscopy imaging to 
discriminate between processed pork, poultry and fish proteins”, Chemometrics and Intelligent 
Laboratory Systems, 172 (2018) 90-99]. 
 
12. Son necesarios estudios futuros con mayores y más variados conjuntos de muestras, así 
como la evaluación de modelos más sencillos basados en bandas específicas o ratios que 
permitan aumentar la rapidez del procesado [Esta conclusión reflejada en la publicación: 
“Using spectral and textural data extracted from hyperspectral near infrared spectroscopy 
imaging to discriminate between processed pork, poultry and fish proteins”, Chemometrics and 
Intelligent Laboratory Systems, 172 (2018) 90-99] 
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