In Gross and Juttijudata (1997) a single node, G/G/1 queue was investigated as to the sensitivity of output performance measures, such as the mean queue wait, to the shape of the interarrival and service distributions selected. Gamma, Weibull, lognormal and Pearson type 5 distributions with identical first and second moments were investigated. Significant differences in output measures were noted for low to moderate traffic intensities (offered load, p), in some cases, even as high as 0.8. We continue this type of investigation for two types of queueing networks, namely two versions of a two-node call center, to see if network mixing might reduce the sensitivity effect.
INTRODUCTION
Certain queueing theoretic results, as mentioned in Gross and Juttijudata (1997) , indicate that only the first two Internal Svstem infinite trunk 1 server capacity 4 *e . .
connecting line
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. 1 server moments of interarrival and service time distributions may drive output performance measures, such as mean queue wait. This is certainly true for WG/1 queues (the Pollaczek-Khintchine formula) and for queues in heavytraffic (the Kingman heavy-traffic approximation and the Kingman-Miushall upper bound). However, in the above referenced study, significant differences in output measures did occur in the G/G/1 queues studied, even for fairly high traffic intensities.
We continue this investigation into sensitivity of mean queue wait, for a small two-node call center network to see if adding nodes changes the sensitivity to higher moments of the input distributions (distribution shapes). Two configurations of the call center network are shown in Figure 1 . In both of these configurations, there is an independent stream of arrivals for each single-server node. Arrivals can., however, be rerouted to the other node under certain conditions, in order to decrease waiting time. Call centers are being networked together in increasing numbers, as distributed rather than centralized configurations have advantages in emergency backup and call coverage across time zones (Sulkin, 1995; 1993) . There are two basic call routing strategies for a networked call center. The internal configuration uses a connecting line between the nodes to re-route calls. In the intemal system of interest for this research (Figure 1 ). a call waiting for an agent at one node can be routed to the other node if the agent at the other node and the connecting line is available. The external configuration has an external switch which routes calls prior to arrival to a node. For this research ( Figure I ), a call arriving to the external switch is typically forwarded to its primary node. If, however, the agent at its primary node is busy and the agent at its secondary node is available when the call arrives to the external switch, the call is switched to the secondary node. Hence, the external configuration allows switching at arrival times only, while the internal configuration allows switching after arrival to the primary node, should an agent at the other node and a connecting line become available. 
VALIDATION
Setting the CV equal to one for the Gamma interarrival and service distributions (which then become exponential) allows comparisons with theoretical queueing results. The stationary state probabilities for these two-node call center networks with exponential interarrival and service distributions can be found numerically using matrixgeometric techniques. The infinitesimal generator matrices of these systems are quasi birth and death processes, which are birth and death processes whose generator matrix entries are themselves matrices. Due to this repetitive structure, the stationary probability vectors for the internal and external systems can be found quite efficiently. After solving a nonlinear matrix equation for a rate matrix R and deriving the invariant probability vectors xo and xz, the normed stationary probability vector x = (XO, XI, ...) is computed using x k = x1Rk-' (for k 2 2), and normalizing. The state probabilities can be used to compute the mean number of each arrival type in the queue, and Wq for each arrival type then found using Little's Formula. Table 1 shows the simulated Wq for each arrival type, 95% confidence intervals for Wq, and the theoretical Wq computed as described above. We see that the differences in simulated means from theoretical are very small (all quite a bit less than 1%) and within the confidence intervals. The 95% confidence interval half-width as a percentage of the mean for Wq for each of the four input distributions was also computed. Our estimates for Wq are quite precise, in that the confidence interval half-widths are about 1-2% of the mean for all distributions except the 
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RESULTS
The main results are presented in Table 2 . Figures 2 (external system) and 3 (internal system) show extracts from the table in chart form. Each figure has three charts, the first for offered loads at the nodes of p1 = pz = .65, the second p1 = .65, p2 = .85, and the third, pI = p2 = 35. Each chart has three sets of.5 pairs of values. The first set are the sensitivities (the percent differences from the gamma simulation) for the lognormal distribution, the second for the Pearson type 5 distribution, and the third for the beta distribution. The five pairs in each set differ in the CV[AT] and CV [ST] used for the runs. In each pair, the solid bar represents the percent difference for Wql, the wait for arrivals to node one, from the gamma simulation and the striped bar represents the percent difference for Wq2, the wait for arrivals to node two, from the gamma simulation. So, for example, Wq2(.5,2) is the percent difference for the mean wait of arrivals to node two between its particular distribution and the gamma simulation, for a CV[AT] of .5 and a CV[ST] of 2. We draw several conclusions from these graphs. First, there are significant sensitivities depending on which distribution is chosen, even though the first two moments are identical. For example from Figure 2 We see further, comparing Figures 2 and 3 , that sensitivities are about the same for both systems, with the internal being possibly slightly less sensitive (but not significantly or consistently so). Previous results (Masi, 1998) indilcated that the internal system had better performance than the external system with exponential interarrival and service distributions as demonstrated by the expected total number of customers in the system. Some of the results for the two-node case under study here can be compared with results obtained for the singlenode G/G/1 system studied in Gross and Juttijudata (1997) . Table 3 shows percent differences from gamma for lognormal and Pearson type 5 distributions, and compares cases for "similar" offered loads with CV[AT] = 1 and CV[ST] = 1. These sensitivity percentages for the twonode networks for p1 = p2 = .65 and PI = p2 = .85 are compared to the G/G/1 cases for p = .6 and .7 and p = .S and .9 respectively. We see that the network is certainly not less sensitive than the single-node, G/G/l.
In the: single-node, G/G/I system (Gross and Juttijudata, 1997), the 95" percentile of the waiting-time distribution was also observed, and found to have slightly less sensitivity to distribution shape than the mean. We computed the 95" percentile value for the two-node, external and internal systems, for the case of offered loads of .65 at bath nodes, and CV[AT] = CV[ST] = 1, with the results shown in Table 4 . The results seem to also indicate that the 95" percentile value is somewhat less sensitive to distribution shape, but not dramatically. 
CONCLUSIONS
Two moments are not enough, in general, to capture the essence of a particular probability distribution with respect to output performance measures. Since most distributionfitting software consider classic statistical distributions which are, for the most part, families of two-parameter distributions, and each has their own sophisticated formulas for fitting the data, they often give different recommendations as to the particular type of distribution. Even if the resulting means and variances agree, using different distribution families can produce quite large differences in output performance measures. As seen here, it therefore would seem quite necessary for analysts to do sensitivity analysis as to distribution shape.
