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Abstract. We define a class of Separation Logic [10,16] formulæ, whose entail-
ment problem given formulæ φ,ψ1, . . . ,ψn, is every model of φ a model of some
ψi? is 2-EXPTIME-complete. The formulæ in this class are existentially quanti-
fied separating conjunctions involving predicate atoms, interpreted by the least
sets of store-heap structures that satisfy a set of inductive rules, which is also part
of the input to the entailment problem. Previous work [8,12,15] consider estab-
lished sets of rules, meaning that every existentially quantified variable in a rule
must eventually be bound to an allocated location, i.e. from the domain of the
heap. In particular, this guarantees that each structure has treewidth bounded by
the size of the largest rule in the set. In contrast, here we show that establishment,
although sufficient for decidability (alongside two other natural conditions), is not
necessary, by providing a condition, called equational restrictedness, which ap-
plies syntactically to (dis-)equalities. The entailment problem is more general in
this case, because equationally restricted rules define richer classes of structures,
of unbounded treewidth. In this paper we show that (1) every established set of
rules can be converted into an equationally restricted one and (2) the entailment
problem is 2-EXPTIME-complete in the latter case, thus matching the complexity
of entailments for established sets of rules [12,15].
1 Introduction
Separation Logic (SL) [10,16] is widely used to reason about programs manipulating
recursively linked data structures, being at the core of several industrial-scale static
program analysis techniques [3,2,5]. Given an integer K ≥ 1, denoting the number of
fields in a record datatype, and an infinite set L of memory locations (addresses), the
assertions in this logic describe heaps, that are finite partial functions mapping locations
to records, i.e., K-tuples of locations. A location ` in the domain of the heap is said to be
allocated and the points-to atom x 7→ (y1, . . . ,yK) states that the location associated with
x refers to the tuple of locations associated with (y1, . . . ,yK). The separating conjunction
φ ∗ψ states that the formulæ φ and ψ hold in non-overlapping parts of the heap, that
have disjoint domains. This connective allows for modular program analyses, because
the formulæ specifying the behaviour of a program statement refer only to the small
(local) set of locations that are manipulated by that statement, with no concern for the
rest of the program’s state.
Formulæ consisting of points-to atoms connected with separating conjunctions de-
scribe heaps of bounded size only. To reason about recursive data structures of un-
bounded sizes (lists, trees, etc.), the base logic is enriched by predicate symbols, with a
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semantics specified by user-defined inductive rules. For instance, the rules: excls(x,y)⇐
∃z . x 7→ (z,y) ∗ z 6l c and excls(x,y)⇐ ∃z∃v . x 7→ (z,v) ∗excls(v,y) ∗ z 6l c describe a
non-empty list segment, whose elements are records with two fields: the first is a data
field, that keeps a list of locations, which excludes the location assigned to the global
constant c, and the second is used to link the records in a list whose head and tail are
pointed to by x and y, respectively.
An important problem in program verification, arising during construction of Hoare-
style correctness proofs, is the discharge of verification conditions, that are entailments
of the form φ ` ψ1, . . . ,ψn, where φ and ψ1, . . . ,ψn are separating conjunctions of points-
to, predicates and (dis-)equalities, also known as symbolic heaps. The entailment prob-
lem then asks if every model of φ is a model of some ψi? In general, the entailment
problem is undecidable and becomes decidable when the inductive rules used to in-
terpret the predicates satisfy three restrictions [8]: (1) progress, stating that each rule
allocates exactly one memory cell, (2) connectivity, ensuring that the allocated memory
cells form a tree-shaped structure, and (3) establishment, stating that all existentially
quantified variables introduced by an inductive rule must be assigned to some allocated
memory cell, in every structure defined by that rule. For instance, the above rules are
progressing and connected but not established, because the ∃z variables are not explic-
itly assigned an allocated location, unlike the ∃v variables, passed as first parameter of
the excls(x,y) predicate, and thus always allocated by the points-to atoms x 7→ (z,y) or
x 7→ (z,v), from the first and second rule defining excls(x,y), respectively.
The argument behind the decidability of a progressing, connected and established
entailment problem is that every model of the left-hand side is encoded by a graph
whose treewidth3 is bounded by the size of the largest symbolic heap that occurs in
the problem [8]. Moreover, the progress and connectivity conditions ensure that the set
of models of a symbolic heap can be represented by a Monadic Second Order (MSO)
logic formula interpreted over graphs, that can be effectively built from the symbolic
heap and the set of rules of the problem. The decidability of entailments follows then
from the decidability of the satisfiability problem for MSO over graphs of bounded
treewidth (Courcelle’s Theorem) [4]. Initially, no upper bound better than elementary
recursive was known to exist. Recently, a 2-EXPTIME algorithm was proposed [12,14]
for sets of rules satisfying these three conditions, and, moreover, this bound was shown
to be tight [6].
Several natural questions arise: are the progress, connectivity and establishment
conditions really necessary for the decidability of entailments? How much can these
restriction be relaxed, without jeopardizing the complexity of the problem? Can one
decide entailments that involve sets of heaps of unbounded treewidth? In this paper,
we answer these questions by showing that entailments are still 2-EXPTIME-complete
when the establishment condition is replaced by a condition on the (dis-)equations oc-
curring in the symbolic heaps of the problem. Informally, such (dis-)equations must be
of the form x l c (x 6l c), where c ranges over some finite and fixed set of globally
visible constants (including special symbols such as nil, that denotes a non-allocated
address, but also any free variable occurring on the left-hand side of the entailment).
3 The treewidth of a graph is a parameter measuring how close the graph is to a tree, see [7, Ch.
11] for a definition.
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We also relax slightly the progress and connectivity conditions, by allowing forest-like
heap structures (instead of just trees), provided that every root is mapped to a constant
symbol. These entailment problems are called equationally restricted (e-restricted, for
short). For instance, the entailment problem excls(x,y) ∗ excls(y,z) ` excls(x,z), with
the above rules, falls in this category.
We prove that the e-restricted condition loses no generality compared to establish-
ment, because any established entailment problem can be transformed into an equiva-
lent e-restricted entailment problem. E-restricted problems allow reasoning about struc-
tures that contain dangling pointers, which frequently occur in practice, especially in
the context of modular program analysis. Moreover, the set of structures considered in
an e-restricted entailment problem may contain infinite sequences of heaps of strictly
increasing treewidths, that are out of the scope of established problems [8].
The decision procedure for e-restricted problems proposed in this paper is based on
a similar idea as the one given, for established problems, in [14,15]. We build a suit-
able abstraction of the set of structures satisfying the left-hand side of the entailment
bottom-up, starting from points-to and predicate atoms, using abstract operators to com-
pose disjoint structures, to add and remove variables, and to unfold the inductive rules
associated with the predicates. The abstraction is precise enough to allow checking that
all the models of the left-hand side fulfill the right-hand side of the entailment and also
general enough to ensure termination of the entailment checking algorithm.
Although both procedures are similar, there are essential differences between our
work and [14,15]. First, we show that instead of using a specific language for describ-
ing those abstractions, the considered set of structures can themselves be defined in SL,
by means of formulæ of some specific pattern called core formulæ. Second, the fact
that the systems are not established makes the definition of the procedure much more
difficult, due to the fact that the considered structures can have an unbounded treewidth.
This is problematic because, informally, this boundedness property is essential to ensure
that the abstractions can be described using a finite set of variables, denoting the frontier
of the considered structures, namely the locations that can be shared with other struc-
tures. In particular, the fact that disjoint heaps may share unallocated (or “unnamed”)
locations complexifies the definition of the composition operator. This problem is over-
come by considering a specific class of structures, called normal structures, of bounded
treewidth, and proving that the validity of an entailment can be decided by considering
only normal structures.
In terms of complexity, we show that the running time of our algorithm is dou-
bly exponential w.r.t. the maximal size among the symbolic heaps occurring in the in-
put entailment problem (including those in the rules) and simply exponential w.r.t. the
number of such symbolic heaps (hence w.r.t. the number of rules). This means that the
2-EXPTIME upper bound is preserved by any reduction increasing exponentially the
number of rules, but increasing only polynomially the size of the rules. On the other
hand, the 2-EXPTIME-hard lower bound is proved by a reduction from the membership
problem for exponential-space bounded Alternating Turing Machines [6].
The remainder of the paper is structured as follows. In Section 2, all the necessary
notions concerning Separation logic are recalled, and in Section 3, we define the frag-
ment of entailment problems that we are considering. In particular, we formally define
3
the notions of connected, established and e-restricted problems. In Section 4 we intro-
duce a preprocessing step, which transforms any problem into an equivalent normalized
one, satisfying many properties that will be essential in the following. In Section 5 we
show that e-restricted problems are, in a sense to be specified formally, strictly more
general than established ones. In Section 6 we show that the considered entailments
can be tested by focusing on a specific class of structures, called normal structures. In
Section 7 we define core formulæ, which are SL formulæ of specific patterns used to de-
scribe suitable abstractions of structures, and we define an algorithm to test entailment
based on these abstractions. Each structure is represented by its profile, defined as the
set of core formulæ it satisfies, along with some additional conditions. In Section 8, we
show how such profiles can be effectively constructed and in Section 9 the complexity
of the procedure is analyzed and the main result of the paper is stated.
2 Separation Logic with Inductive Definitions
Let N denote the set of natural numbers. For a countable set S , we denote by ||S || ∈
N∪{∞} its cardinality. For a partial mapping f : A ⇀ B, let dom( f ) def= {x ∈ A | f (x) ∈ B}
and img( f ) def= { f (x) | x ∈ dom( f )} be its domain and range, respectively. We say that f is
total if dom( f ) = A, written f : A→ B and finite, written f : A ⇀fin B if ||dom( f )|| <∞.
Given integers n and m, we denote by ~n . .m the set {n,n + 1, . . . ,m}, so that ~n . .m= ∅
if n > m. For a relation C ⊆ A×A, we denote by C∗ its reflexive and transitive closure.
For an integer n ≥ 0, let An be the set of n-tuples with elements from A. Given a
tuple a = (a1, . . . ,an) and i ∈ ~1 . . n, we denote by ai the i-th element of a and by
|a| def= n its length. By f (a) we denote the tuple obtained by the pointwise application
of f to the elements of a. By a slight abuse of notation, we write a ∈ a if a = ai, for
some i ∈ ~1 . . n. Given tuples a and b, we slightly abuse notations by defining the sets
a∪b def= {x | x ∈ a or x ∈ b}, a∩b def= {x | x ∈ a and x ∈ b} and a \b def= {x | x ∈ a and x < b}.
Let V = {x,y, . . .} be an infinite countable set of logical first-order variables and
P = {p,q, . . .} be an infinite countable set (disjoint from V) of relation symbols, called
predicates, where each predicate p has arity #p ≥ 0. We also consider a finite set C of
constants, of known bounded cardinality, disjoint from both V and P. Constants will
play a special roˆle in the upcoming developments and the fact that C is bounded is
of a particular importance. A term is either a variable or a constant and we denote by
T
def
= V∪C the set of terms.
Throughout this paper we consider an integer K ≥ 1 that, intuitively, denotes the
number of fields in a record datatype. Although we do not assume K to be a constant
in any of the algorithms presented in the following, considering that every datatype has
exactlyK records simplifies the definition. The logic SLK is the set of formulæ generated
inductively by the syntax:
φ := emp | t0 7→ (t1, . . . , tK) | p(t1, . . . , t#p) | t1 ≈ t2 | φ1 ∗φ2 | φ1∧φ2 | ¬φ1 | ∃x . φ1
where p ∈ P, ti ∈ T and x ∈ V. Atomic propositions of the form t0 7→ (t1, . . . , tK) are
called points-to atoms and those of the form p(t1, . . . , t#p) are predicate atoms. If K = 1,
we write t0 7→ t1 for t0 7→ (t1).
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The connective ∗ is called separating conjunction, in contrast with the classical
conjunction ∧. The size of a formula φ, denoted by size(φ), is the number of occurrences
of symbols in it. We write fv(φ) for the set of free variables in φ and trm(φ) def= fv(φ)∪C. A
formula is predicate-free if it has no predicate atoms. As usual, φ1∨φ2 def= ¬(¬φ1∧¬φ2)
and ∀x . φ def= ¬∃x . ¬φ. For a set of variables x = {x1, . . . , xn} and a quantifier Q ∈ {∃,∀},
we write Qx . φ def= Qx1 . . .Qxn . φ. By writing t1 = t2 (φ1 = φ2) we mean that the terms
(formulæ) t1 and t2 (φ1 and φ2) are syntactically the same.
A substitution is a partial mapping σ : V ⇀ T that maps variables to terms. We
denote by [t1/x1, . . . , tn/xn] the substitution that maps the variable xi to ti, for each i ∈
~1 . . n and is undefined elsewhere. By φσ we denote the formula obtained from φ
by substituting each variable x ∈ fv(φ) by σ(x) (we assume that bound variables are
renamed to avoid collisions if needed). By abuse of notation, we sometimes write σ(x)
for x, when x < dom(σ).
To interpret SLK formulæ, we consider an infinite countable set L of locations. The
semantics of SLK formulæ is defined in terms of structures (s,h), where:
– s : T⇀ L is a partial mapping of terms into locations, called a store, that interprets
at least all the constants, i.e. C ⊆ dom(s) for every store s, and
– h :L⇀fin LK is a finite partial mapping of locations intoK-tuples of locations, called
a heap.
Given a heap h, let loc(h) def= {`0, . . . , `K | `0 ∈ dom(h), h(`0) = (`1, . . . , `K)} be the set of lo-
cations that occur in the heap h. Two heaps h1 and h2 are disjoint iff dom(h1)∩dom(h2) =
∅, in which case their disjoint union is denoted by h1 unionmulti h2, otherwise undefined. The
frontier between h1 and h2 is the set of common locations Fr(h1,h2)
def
= loc(h1)∩ loc(h2).
Note that disjoint heaps may have nonempty frontier. The satisfaction relation |= be-
tween structures (s,h) and predicate-free SLK formulæ φ is defined recursively on the
structure of formulæ:
(s,h) |= t1 ≈ t2 ⇔ t1, t2 ∈ dom(s) and s(t1) = s(t2)
(s,h) |= emp ⇔ h = ∅
(s,h) |= t0 7→ (t1, . . . , tK)⇔ t0, . . . , tK ∈ dom(s), dom(h) = {s(t0)} and h(s(t0)) = (s(t1), . . . ,s(tK))
(s,h) |= φ1∧φ2 ⇔ (s,h) |= φi, i = 1,2
(s,h) |= ¬φ1 ⇔ fv(φ1) ⊆ dom(s) and (s,h) 6|= φ1
(s,h) |= φ1 ∗φ2 ⇔ there exist heaps h1, h2 such that h = h1unionmulti h2 and (s,hi) |= φi, i = 1,2
(s,h) |= ∃x . φ ⇔ (s[x← `],h) |= φ, for some location ` ∈ L
where s[x← `] is the store, with domain dom(s)∪{x}, that maps x to ` and behaves like
s over dom(s)\ {x}. For a tuple of variables x = (x1, . . . , xn) and locations ` = (`1, . . . , `n),
we call the store s[x← `] def= s[x1← `1] . . . [xn← `n] an x-associate of s. A structure (s,h)
such that (s,h) |= φ, is called a model of φ. Note that (s,h) |= φ only if fv(φ) ⊆ dom(s).
The fragment of symbolic heaps is obtained by confining the negation and conjunc-
tion to the formulæ t1 l t2
def
= t1 ≈ t2∧emp and t1 6l t2 def= ¬t1 ≈ t2∧emp, called equational
atoms, by abuse of language. We denote by SHK the set of symbolic heaps, formally de-
fined below:
φ := emp | t0 7→ (t1, . . . , tK) | p(t1, . . . , t#p) | t1 l t2 | t1 6l t2 | φ1 ∗φ2 | ∃x . φ1
Given quantifier-free symbolic heaps φ1,φ2 ∈ SHK, it is not hard to check that ∃x . φ1 ∗
∃y . φ2 and ∃x∃y . φ1 ∗φ2 have the same models. Consequently, each symbolic heap can
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be written in prenex form, as φ = ∃x1 . . .∃xn . ψ, where:
ψ =∗αi=1ti0 7→ (ti1, . . . , tiK) ∗ ∗βj=α+1 p j(t j1, . . . , t j#p) ∗ ∗γk=β+1tk1 l tk2 ∗ ∗δ`=γ+1t`1 6l t`2 (1)
for some integers 0 ≤ α ≤ β ≤ γ ≤ δ. A variable x ∈ fv(φ) is allocated in a symbolic
heap φ if, using the notations from (1), either x ∈ {t10, . . . , tα0 } or there exists a sequence
of terms (t1, . . . , t j) such that j ≥ 2, x = t1, {ti, ti+1} = {tk1, tk2} for some k ∈ ~β+ 1 . . γ and
t j ∈ {t10, . . . , tα0 }. Clearly, if φ is satisfiable and predicate-free then x is allocated in φ if and
only if s′(x) ∈ dom(h) holds for every (x1, . . . , xn)-associate s′ of s such that (s′,h) |= ψ.
The predicates from P are intepreted by a given set S of rules p(x1, . . . , x#p)⇐ ρ,
where ρ is a symbolic heap, such that fv(ρ) ⊆ {x1, . . . , x#p }. We say that p(x1, . . . , x#p) is
the head and ρ is the body of the rule. For conciseness, we write p(x1, . . . , x#p)⇐S ρ
instead of p(x1, . . . , x#p)⇐ ρ ∈ S. In the following, we shall often refer to a given set of
rules S.
Definition 1 (Unfolding). A formula ψ is a step-unfolding of a formula φ ∈SLK, written
φ⇒S ψ, if ψ is obtained by replacing an occurrence of an atom p(t1, . . . , t#p) in φ with
ρ[t1/x1, . . . , t#p/x#p], for a rule p(x1, . . . , x#p)⇐S ρ. An unfolding of φ is a formula ψ
such that φ⇒∗S ψ.
It is easily seen that any unfolding of a symbolic heap is again a symbolic heap. We
implicitly assume that all bound variables are α-renamed throughout an unfolding, to
avoid name clashes. Unfolding extends the semantics from predicate-free to arbitrary
SLK formulæ:
Definition 2. Given a structure (s,h) and a formula φ ∈ SLK, we write (s,h) |=S φ iff
there exists a predicate-free unfolding φ⇒∗S ψ such that (s,h) |= ψ. In this case, (s,h) is
an S-model of φ. For two formulæ φ,ψ ∈ SLK, we write φ |=S ψ iff every S-model of φ
is an S-model of ψ.
Note that, if (s,h) |=S φ, then dom(s) might have to contain constants that do not occur in
φ. For instance if p(x)⇐S x 7→ a is the only rule with head p(x), then any S-model (s,h)
must map a to some location, which is taken care of by the assumption C ⊆ dom(s), that
applies to any store.
Definition 3 (Entailment). Given symbolic heaps φ,ψ1, . . . ,ψn, such that φ is quantifier-
free and fv(φ) = fv(ψ1) = . . . = fv(ψn) = ∅, the sequent φ ` ψ1, . . . ,ψn is valid for S iff
φ |=S ∨ni=1φi. An entailment problem P = (S,Σ) consists of a set of rules S and a set Σ
of sequents, asking whether each sequent in Σ is valid for S.
Note that we consider entailments between formulæ without free variables. This is not
restrictive, since any free variable can be replaced by a constant from C, with no impact
on the validity status or the computational complexity of the problem. We silently as-
sume that C contains enough constants to allow this replacement. For conciseness, we
write φ `P ψ1, . . . ,ψn for φ ` ψ1, . . . ,ψn ∈ Σ, where Σ is the set of sequents of P. The
following example shows an entailment problem asking whether the concatenation of
two acyclic lists is again an acyclic list:
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Example 4. The entailment problem below consists of four rules, defining the predi-
cates ls(x,y) and sls(x,y,z), respectively, and two sequents:
ls(x,y)⇐ x 7→ y∗ x 6l y | ∃v . x 7→ v∗ ls(v,y)∗ x 6l y
sls(x,y,z)⇐ x 7→ y∗ x 6l y∗ x 6l z | ∃v . x 7→ v∗sls(v,y,z)∗ x 6l y∗ x 6l z
ls(a,b)∗ ls(b,c)`∃x . a 7→ x ∗ ls(x,c)∗a 6l c sls(a,b,c)∗ ls(b,c) ` ∃x . a 7→ x ∗ ls(x,c)∗a 6l c
Here ls(x,y) describes non-empty acyclic list segments with head and tail pointed to
by x and y, respectively. The first sequent is invalid, because c can be allocated within
the list segment defined by ls(a,b), in which case the entire list has a cycle starting and
ending with the location associated with c. To avoid the cycle, the left-hand side of the
second sequent uses the predicate sls(x,y,z) describing an acyclic list segment from x
to y that skips the location pointed to by z. The second sequent is valid. 
The complexity analysis of the decision procedure described in this paper relies on
two parameters. First, the width of an entailment problem P = (S,Σ) is (roughly) the
maximum among the sizes of the symbolic heaps occurring in P and the number of
constants in C. Second, the size of the entailment problem is (roughly) the number of
symbols needed to represent it, namely:
width(P) def= max ({size(ρ) + #p | p(x1, . . . , x#p)⇐S ρ}∪ {size(ψi) | ψ0 `P ψ1, . . . ,ψn}∪ {||C||} )
size(P) def= ∑p(x1,...,x#p) ⇐S ρ(size(ρ) + #p) +∑ψ0 `P ψ1,...,ψn ∑ni=1 size(ψi)
In the next section we give a transformation of an entailment problems with a time com-
plexity that is bounded by the product of the size and a simple exponential of the width
of the input, such that, moreover, the width of the problem increases by a polynomial
factor only. The latter is instrumental in proving the final 2-EXPTIME upper bound on
the complexity of the entailment problem.
To alleviate the upcoming technical details, we make the following assumption:
Assumption 1 Distinct constants are always associated with distinct locations: for all
stores s, and for all c,d ∈ C, we have c , d only if s(c) , s(d).
This assumption loses no generality, because one can enumerate all the equivalence re-
lations on C and test the entailments separately for each of these relations, by replacing
all the constants in the same class by a unique representative4, while assuming that con-
stants in distinct classes are mapped to distinct locations. The overall complexity of the
procedure is still doubly exponential, since the number of such equivalence relations is
bounded by the number of partitions ofC, that is 2O(||C||·log ||C||) = 2O(||width(P)||·log ||width(P)||),
for any entailment problem P. Thanks to Assumption 1, the considered symbolic heaps
can be, moreover, safely assumed not to contain atoms c ./ d, with ./∈ {l, 6l} and c,d ∈C,
since these atoms are either unsatisfiable or equivalent to emp.
3 Decidable Classes of Entailments
In general, the entailment problem (Definition 3) is undecidable and we refer the reader
to [9,1] for two different proofs. A first attempt to define a naturally expressive class
4 The replacement must be performed also within the inductive rules, not only in the considered
formulæ.
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of formulæ with a decidable entailment problem was reported in [8]. The entailments
considered in [8] involve sets of rules restricted by three conditions, recalled below, in
a slightly generalized form.
First, the progress condition requires that each rule adds to the heap exactly one
location, associated either to a constant or to a designated parameter. Formally, we
consider a mapping root : P→ N∪C, such that root(p) ∈ ~1 . . #p∪C, for each p ∈ P.
The term root(p(t1, . . . , t#p)) denotes either ti if root(p) = i ∈ ~1 . . #p, or the constant
root(p) itself if root(p) ∈ C. The notation root(α) is extended to points-to atoms α as
root(t0 7→ (t1, . . . , tK)) def= t0. Second, the connectivity condition requires that all locations
added during an unfolding of a predicate atom form a set of connected trees (a forest)
rooted in locations associated either with a parameter of the predicate or with a constant.
Definition 5 (Progress & Connectivity). A set of rules S is progressing if each rule in
S is of the form p(x1, . . . , x#p)⇐∃z1 . . .∃zm . root(p(x1, . . . , x#p)) 7→ (t1, . . . , tK)∗ψ and ψ
contains no occurrences of points-to atoms. Moreover,S is connected if root(q(u1, . . . ,u#q)) ∈
{t1, . . . , tK} ∪C, for each predicate atom q(u1, . . . ,u#q) occurring in ψ. An entailment
problem P = (S,Σ) is progressing (connected) if S is progressing (connected).
The progress and connectivity conditions can be checked in polynomial time by a syn-
tactic inspection of the rules in S, even if the root(.) function is not known a` priori.
Note that this definition of connectivity is less restrictive that the definition from [8],
that asked for root(q(u1, . . . ,u#q)) ∈ {t1, . . . , tK}. For instance, the set of rules {p(x)⇐
∃y . x 7→ y∗p(y)∗p(c),p(x)⇐ x 7→ nil}, where c ∈ C is progressing and connected (with
root(p) = 1) in the sense of Definition 5, but not connected in the sense of [8], because
c < (y). Note also that nullary predicate symbols are allowed, for instance q()⇐ c 7→ nil
is progressing and connected (with root(q) = c). Further, the entailment problem from
Example 4 is both progressing and connected.
Third, the establishment condition is defined, slightly extended from its original
statement [8]:
Definition 6 (Establishment). Given a set of rules S, a symbolic heap ∃x1 . . .∃xn . φ,
where φ is quantifier-free, is S-established iff every xi for i ∈ ~1 . . n is allocated in each
predicate-free unfolding φ⇒∗S ϕ. A set of rules S is established if the body ρ of each rule
p(x1, . . . , x#p)⇐S ρ is S-established. An entailment problem P = (S,Σ) is established
if S is established, and strongly established if, moreover, φi is S-established, for each
sequent φ0 `P φ1, . . . ,φn and each i ∈ ~0 . . n.
For example, the entailment problem from Example 4 is strongly established.
E-restricted Entailments
In this paper, we replace establishment with a new condition that, as we show, pre-
serves the decidability and computational complexity of progressing, connected and es-
tablished entailment problems. The new condition can be checked in time linear in the
size of the problem. This condition, called equational restrictedness (e-restrictedness,
for short), requires that each equational atom occurring in a formula involves at least
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one constant. We will show that the e-restrictedness condition is more general than es-
tablishment, in the sense that every established problem can be reduced to an equivalent
e-restricted problem (Theorem 14). Moreover, the class of structures defined using e-
restricted symbolic heaps is a strict superset of the one defined by established symbolic
heaps.
Definition 7 (E-restrictedness). A symbolic heap φ is e-restricted if, for every equa-
tional atom t ./ u from φ, where ./∈ {l, 6l}, we have {t,u} ∩C , ∅. A set of rules S is
e-restricted if the body ρ of each rule p(x1, . . . , x#p)⇐S ρ is e-restricted. An entailment
problem P = (S,Σ) is e-restricted if S is e-restricted and φi is e-restricted, for each
sequent φ0 `P φ1, . . . ,φn and each i ∈ ~0 . . n.
For instance, the entailment problem from Example 4 is not e-restricted, because sev-
eral rule bodies have disequalities between parameters, e.g. ls(x,y)⇐ x 7→ y ∗ x 6l y.
However, the set of rules {lsc(x)⇐ x 7→ c ∗ x 6l c, lsc(x)⇐ ∃y . x 7→ y ∗ lsc(y) ∗ x 6l c},
where c ∈ C and lsc is a new predicate symbol, denoting an acyclic list ending with c, is
e-restricted. Note that any atom ls(x,y) can be replaced by lsy(x), provided that y occurs
free in a sequent and can be viewed as a constant.
We show next that every established entailment problem (Definition 6) can be re-
duced to an e-restricted entailment problem (Definition 7). The transformation incurs an
exponential blowup, however, as we show, the blowup is exponential only in the width
and polynomial in the size of the input problem. This is to be expected, because check-
ing e-restrictedness of a problem can be done in linear time, in contrast with checking
establishment, which is at least co-NP-hard [11].
4 Pre-Processing Step: Normalizing Entailements
We begin by showing that each problem can be translated into an equivalent normalized
problem:
Definition 8 (Normalization).
(1) A symbolic heap ∃x . ψ ∈ SHK, where ψ is quantifier-free, is normalized iff for every
atom α in ψ:
a. if α is an equational atom, then it is of the form x 6l t (t 6l x), where x ∈ x,
b. every variable x ∈ fv(ψ) occurs in a points-to or predicate atom of ψ,
c. if α is a predicate atom q(t1, . . . , t#q), then {t1, . . . , t#q} ∩C = ∅ and ti , t j, for all
i , j ∈ ~1 . . #q.
(2) A set of rules S is normalized iff for each rule p(x1, . . . , x#p)⇐S ρ, the symbolic
heap ρ is normalized and, moreover:
a. For every i ∈ ~1 . . #p and every predicate-free unfolding p(x1, . . . , x#p)⇒∗S ϕ,
ϕ contains a points-to atom t0 7→ (t1, . . . , tK), such that xi ∈ {t0, . . . , tK}.
b. There exist sets pallocS(p) ⊆ ~1 . . #p and callocS(p) ⊆ C such that, for each
predicate-free unfolding p(x1, . . . , x#p)⇒∗S ϕ:
– i ∈ pallocS(p) iff ϕ contains an atom xi 7→ (t1, . . . , tK), for every i ∈ ~1 . . #p,
– c ∈ callocS(p) iff ϕ contains an atom c 7→ (t1, . . . , tK), for every c ∈ C.
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c. For every predicate-free unfolding p(x1, . . . , x#p)⇒∗S ϕ, if ϕ contains an atom
t0 7→ (t1, . . . , tK) such that t0 ∈V\ {x1, . . . , x#p}, then ϕ also contains atoms t0 6l c,
for every c ∈ C.
(3) An entailment problem P = (S,Σ) is normalized if S is normalized and, for each
sequent φ0 `P φ1, . . . ,φn the symbolic heap φi is normalized, for each i ∈ ~0 . . n.
The intuition behind Condition (2a) is that no term can “disappear” while unfolding an
inductive definition. Condition (2b) states that the set of terms eventually allocated by
a predicate atom is the same in all unfoldings. This allows to define the set of symbols
that occur freely in a symbolic heap φ and are necessarily allocated in every unfolding
of φ, provided that the set of rules is normalized:
Definition 9. Given a normalized set of rules S and a symbolic heap φ ∈ SHK, the set
allocS(φ) is defined recursively on the structure of φ:
allocS(t0 7→ (t1, . . . , tK)) def= {t0} allocS(p(t1, . . . , t#p)) def= {ti | i ∈ pallocS(p)}
allocS(t1 ./ t2)
def
= ∅, ./∈ {l, 6l} ∪ callocS(p)
allocS(φ1 ∗φ2) def= allocS(φ1)∪allocS(φ2) allocS(∃x . φ1) def= allocS(φ1) \ {x}
Example 10. The rules p(x,y)⇐ ∃z . x 7→ z ∗ p(z,y) ∗ x 6l y and p(x,y)⇐ ∃z . x 7→ z
are not normalized, because they contradict Conditions (1a) and (2a) of Definition 8,
respectively. A set S containing the rules q(x,y)⇐ ∃z . x 7→ y ∗ q(y,z) and q(x,y)⇐
x 7→ y is not normalized, because it is not possible to find a set pallocS(q) satisfy-
ing Condition (2b). Indeed, if 2 ∈ pallocS(q) then the required equivalence does not
hold for the second rule (because it does not allocate y), and if 2 < pallocS(q) then
it fails for the first one (since the predicate q(y,z) allocates y). On the other hand,
S′ = {p(x,y)⇐ ∃z . x 7→ z ∗ p(z,y) ∗ z 6l x ∗ z 6l nil, p(x,y)⇐ x 7→ y,q(x,y)⇐ ∃z . x 7→
y ∗ q(y,z) ∗ z 6l nil , q(x,y) ⇐ x 7→ y ∗ r(y),r(x) ⇐ x 7→ nil} is normalized (assuming
C = {nil}), with pallocS′ (p) = pallocS′ (r) = {1}, pallocS′ (q) = {1,2} and callocS′ (pi) = ∅,
for all pi ∈ {p,q,r}. Then allocS′ (p(x1, x2)∗q(x3, x4)∗ r(x5)) = {x1, x3, x4, x5}. 
The following lemma states that every entailment problem can be transformed into
a normalized entailment problem, by a transformation that preserves e-restricted-ness
and (strong) establishment.
Lemma 11. An entailment problem P can be translated to an equivalent normalized
problem Pn, such that width(Pn) = O(width(P)2) in time size(P) ·2O(width(P)2). Further,
Pn is e-restricted and (strongly) established if P is e-restricted and (strongly) estab-
lished.
Proof : Let P = (S,Σ) be an input entailment problem. We transform P in order to meet
points (1a), (1c), (2a), (2b) and (2c) of Definition 8, as follows.
(1a) First, we apply exhaustively, to each symbolic heap occurring in P, the following
transformations, for each term t ∈ T:
∃x . x l t ∗φ{ φ[t/x] (2)
t l t ∗φ{ φ (3)
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Note that, at this point, there are no equality atoms involving an existentially quanti-
fied variable (recall that equalities between constants can be dismissed since they are
either trivially false or equivalent to emp). We apply the following transformations, that
introduce disequalities between the remaining existential variables and the rest of the
terms.
p(x) ⇐ ∃x . ρ{
{
p(x)⇐ ρ[t/x]
p(x)⇐ ∃x . ρ∗ x 6l t
}
(4)
for all t ∈ (fv(ρ) \ {x})∪C, where x 6l t does not occur in ρ
φ ` ψ1, . . . ,∃x . ψi, . . . ,ψn { φ ` ψ1, . . . ,ψi−1,ψi[t/x],∃x . x 6l t ∗ψi, . . . ,ψn (5)
for all t ∈ C, such that x 6l t does not occur in ψi
Let P1 = (S1,Σ1) be the result of applying the transformations (2-5) exhaustively. Be-
cause every transformation preserves the equivalence of rules and sequents, P1 is valid
iff P is valid. Note that, by Definition 3, there are no free variables occurring in a se-
quent from Σ. Then the only remaining equality atoms t l u occurring in P1 must occur
in a rule p(x1, . . . , x#p)⇐S1 ρ and neither t nor u can be an existentially quantified vari-
able, hence t,u ∈ {x1, . . . , x#p} ∪C. Before proceeding further with Condition (1a), we
make sure that Condition (1c) is satisfied.
(1c) Let q(t1, . . . , t#q) be a predicate atom occurring in a rule or a sequent from P1,
where t1, . . . , t#q ∈ T, and let (ti1 , . . . , tim ) be the subsequence obtained by removing the
terms from the set {ti | i ∈ ~1 . . #q, ∃ j < i . ti = t j}∪C from (t1, . . . , t#q). We consider a
fresh predicate symbol qi1,...,im , of arity m, with the new rules qi1,...,im (x1, . . . , xm)⇐ ρσ,
for each rule q(x1, . . . , x#q)⇐S ρ, where the substitution σ is defined such that, for all
j ∈ ~1 . . #q:
– σ(x j)
def
= xi` if t j = ti` , for some ` ∈ ~1 . . m,
– σ(x j)
def
= t j if t j ∈ C, and
– σ(x j)
def
= x j, otherwise.
Note that the definition of the sequence (ti1 , . . . , tim ) guarantees that such a substitution
exists and it is unique. If the rule body obtained by applying the substitution σ contains
a disequality t 6l t, for some t ∈ T, we eliminate the rule. Otherwise, we apply transfor-
mation (3) to the newly obtained rule to eliminate trivial equalities. Finally, we replace
each occurrence of q(t1, . . . , t#q) in P1 with qi1,...,im (ti1 , . . . , tim ). Because q(t1, . . . , tm) and
qi1,...,im (ti1 , . . . , tim ) have the same step unfoldings, they have the same predicate-free un-
foldings and this transformation preserves equivalence, yielding a problem that satisfies
condition (1c). Let P2 = (S2,Σ2) be the outcome of this transformation, where S2 is the
set of newly introduced rules and Σ2 is obtained from Σ1 by the replacement of each
predicate atom q(t1, . . . , t#q) with qi1,...,im (ti1 , . . . , tim ). It is easy to check that P2 and P1
have the same validity status, which is that of P.
(1a) We will now finish the proof of Condition (1a). Since the transformation (2) re-
moves equalities involving an existentially quantified variable and the equalities be-
tween constants can be eliminated as explained above, the only equalities that occur in
the body of a rule p(x1, . . . , x#p)⇐S2 ρ are of the form xi l t, where i ∈ ~1 . . #p and
t ∈ {x j | j ∈ ~1 . . #p, j , i}∪C. We show that if such an equality occurs in the body of a
rule, then this rule can safely be removed because any unfolding involving it generates
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an unsatisfiable symbolic heap. Let p(u1, . . . ,u#p) be a predicate atom that occurs in a
some unfolding of a symbolic heap from P and assume a step-unfolding that substitutes
p(u1, . . . ,u#p) with ρ[u1/x1, . . . ,u#p/x#p]. We distinguish two cases:
(i) t = x j, for some j ∈ ~1 . . #p\{i}: by point (1c), ui and u j must be distinct terms. If
ui,u j ∈ C, then ui 6l u j necessarily holds, by Assumption 1, thus the equality xi l t
is false when xi, x j are instantiated by ui,u j. Otherwise, if ui ∈V (the case u j ∈V is
symmetric) then ui and u j were necessarily introduced by existential quantifiers,
in which case the disequality ui 6l u j has been asserted by transformations (4) or
(5), thus xi l t is false when xi is replaced by ui.
(ii) t ∈ C: by a similar argument we show that that all the relevant instances of the
equality xi l t are unsatisfiable.
Consequently, if an equality occurs in a rule, then this the rule can safely be removed.
(1b) To ensure that all variables occur within a points-to or predicate atom, we apply
exhaustively the following transformation to each symbolic heap in the problem:
∃x .∗ni=1x 6l ti ∗ψ{ ψ, if x < fv(ψ) (6)
Let P3 = (S3,Σ2) be the outcome of this transformation. Because L is infinite, any
formula ∃x .∗ni=1x 6l ti is equivalent to emp. Consequently, P3 and P2 have the same
validity status as P and P3 satisfies conditions (1a), (1b) and (1c).
(2a+2b) For each predicate symbol p that occurs in S3, we consider the predicate
symbols pX,Y,Z,A,B,C , of arities #p each, where (X,Y,Z) is a partition of ~1 . . #p and
(A,B,C) is a partition of C, along with the following rules: pX,Y,Z,A,B,C(x1, . . . , x#p)⇐ ρ′
if and only if p(x1, . . . , x#p)⇐S3 ρ and ρ′ is obtained from ρ by replacing each predi-
cate atom q(t1, . . . , t#q) by a predicate atom qX′,Y′,Z′,A′,B′,C′ (t1, . . . , t#q), for some partition
(X′,Y′,Z′) of ~1 . . #q and some partition (A′,B′,C′) of C, such that the following
holds. For each i ∈ ~1 . . #p:
– i ∈ X iff either a points-to atom xi 7→ (t1, . . . , tK) occurs in ρ, or ρ contains a predicate
atom rX′′,Y′′,Z′′,A′′,B′′,C′′ (t1, . . . , t#r) such that xi = t j and j ∈ X′′,
– i ∈ Y iff either xi ∈ {t1, . . . , tK} for a points-to atom t0 7→ (t1, . . . , tK) occurring in ρ,
or ρ contains a predicate atom rX′′,Y′′,Z′′,A′′,B′′,C′′ (t1, . . . , t#r) such that xi = t j and
j ∈ Y′′.
Further, for each constant c ∈ C:
– c ∈ A iff a points-to atom c 7→ (t1, . . . , tK) occurs in ρ or ρ contains a predicate atom
rX′′,Y′′,Z′′,A′′,B′′,C′′ (t1, . . . , t#r) such that c ∈ A′′,
– c ∈ B iff either c ∈ {t1, . . . , tK}, for a points-to atom t0 7→ (t1, . . . , tK) occurring in ρ or
ρ contains a predicate atom rX′′,Y′′,Z′′,A′′,B′′,C′′ (t1, . . . , t#r) such that c ∈ B′′,
Let Σ4 (resp.S4) be the set of sequents (resp. rules) obtained by replacing each predicate
atom p(t1, . . . , t#p) with pX,Y,Z,A,B,C(t1, . . . , t#p), for some partition (X,Y,Z) of ~1 . . #p
and some partition (A,B,C) of C. For each predicate symbol pX,Y,Z,A,B,C we consider
a fresh predicate symbol pX,Y,A,B, of arity #p
def
= #p − ||Z||, and each predicate atom
pX,Y,Z,A,B,C(t1, . . . , t#p) occurring in either S4 or Σ4 is replaced by pX,Y,A,B(ti1 , . . . , tim ),
where ti1 , . . . , tim is the subsequence of t1, . . . , t#p obtained by removing the terms from
{ti | i ∈ Z} and each atom involving these terms is removed from S4 and Σ4. Let the re-
sult of this transformation be denoted by Pn = (Sn,Σn), with pallocSn (pX,Y,A,B)
def
= X and
callocSn (pX,Y,A,B)
def
= A. Properties 2a and 2b follow from the definition of the rules of
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pX,Y,A,B by an easy induction on the length of the unfolding. The equivalence between
the validity of Pn and the validity of P4 is based on the following:
Fact 1 Let φ be a symbolic heap occurring in a sequent from Σ4, φ⇒∗S4 ψ be a predicate-
free unfolding of φ and pX,Y,Z,A,B,C(t1, . . . , t#p) be a predicate atom that occurs at some
intermediate step of this predicate-free unfolding. Then each variable ti ∈ fv(ψ), such
that i ∈ Z, occurs existentially quantified in a subformula ∃ti . ∗nj=1ti 6l u of ψ and
nowhere else.
Proof : Since fv(φ) = ∅, it must be the case that xi has been introduced as an existentially
quantified variable by an intermediate unfolding step. We show, by induction on the
length of the unfolding from the point where the variable was introduced that ti cannot
occur in a points-to atom. uunionsq
Since L is infinite, any formula ∃x .∗nj=1x 6l u j is trivially satisfied in any structure
(s,h), such that {u1, . . . ,un} ∈ dom(s). By Fact 1, it follows that eliminating the terms
{ti | i ∈ Z} from each predicate atom pX,Y,Z,A,B,C(t1, . . . , t#p) preserves equivalence.
(2c) The exhaustive application of rules (4) and (5), that add all possibe disequalities
between existentially quantified variables and constants, ensures that Condition (2c) is
satisfied. Consequently, Pn is normalized.
Assume now thatP is e-restricted, namely that each equational atom t ./ u occurring
in P is such that {t,u}∩C , ∅. Note that the transformations (4) and (5) may introduce
disequalities x 6l t′, where x is an existentially quantified variable. In the case where P
is e-restricted, we apply these rules only for t ∈ C. Suppose that, after applying rules
(2-3) exhaustively, there exist some equality t l u in a rule, such that neither t nor u
is an existentially quantified variable. But since P is e-restricted, {t,u}∩C , ∅ and this
rule will be eliminated by the disequalities introduced by the modified versions of the
transformations (4) and (5). Finally, if P is (strongly) established then Pn is (strongly)
established, because the transformation does not introduce new existential quantifiers
and preserves equivalence.
Let us now compute the time complexity of the normalization procedure and the
width of the output entailment problem. Observe that transformations (2–5) either in-
stantiate existentially quantified variables, add or remove equalities, thus they can be
applied O(size(P)) times, increasing the width of the problem by at most O(size(P)).
After the exhaustive application of transformations (2-5), the number of rules in S and
the number of sequents in Σ has increased by a factor of 2width(P) and the width of
the problem by a linear factor. Then size(P1) = O(size(P) · 2width(P)) and width(P1) =
O(width(P)). The transformation of step (1c) increases the number of rules in S1 by a
factor of 2α = 2O(width(P1)) = 2O(width(P)2), where α = max{#p | p(x1, . . . , x#p)⇐S1 ρ} ≤
width(P) and does not change the width of the problem, i.e. size(P2) = size(P) ·2O(width(P)2)
and width(P2) =O(width(P)2). Next, going from P2 to P3 does not increase the bounds
on the size or width of the problem and we trivially obtain size(P3) = size(P) ·2O(width(P)2)
and width(P3) = O(width(P)2). Finally, going from P3 to P4 increases the size of the
problem by a factor of 23α · 23||C|| and, because ||C|| ≤ width(P), by the definition of
width(P), we obtain size(Pn) = size(P) ·2O(width(P)2) and width(Pn) =O(width(P)2). Fi-
nally, the entire procedure has to be repeated for each partition C of the set of constants
C. Since the number of partitions is 2O(||C||·log2 ||C||) = 2O(width(P)·log2 width(P)), we obtain
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that the size of the result is size(P) · 2O(width(P)2). Since the increase in the size of the
output problem is mirrored by the time required to obtain it, the execution of the proce-
dure takes time size(P) ·2O(width(P)2). uunionsq
Example 12. The entailment problem P = (S, {p(a,b) ` ∃x,y . q(x,y)}) with:
S def=
{
p(x,y)⇐ ∃z . x 7→ z∗ p(z,y)∗ x 6l y q(x,y)⇐ ∃z . x 7→ y∗q(y,z)∗ z 6l a∗ z 6l b
p(x,y)⇐ ∃z . x 7→ z q(x,y)⇐ x 7→ y
}
may be transformed into (S′, {p1() ` ∃x,y . q1(x,y),∃x,y . q2(x,y)}), where:
S′ def=

p1()⇐ ∃z . a 7→ z∗ p2(z)∗ z 6l a∗ z 6l b p1() ⇐ a 7→ b∗ p3()
p1()⇐ ∃z . a 7→ z p2(x) ⇐ x 7→ b∗ p3()
p2(x)⇐ ∃z . x 7→ z∗ p2(z)∗ z 6l a∗ z 6l b p2(x) ⇐ ∃z . x 7→ z
p3()⇐ ∃z . b 7→ z q1(x,y)⇐ ∃z . x 7→ y∗q1(y,z)∗ z 6l a∗ z 6l b
q1(x,y)⇐ ∃z . x 7→ y∗q2(y,z)∗ z 6l a∗ z 6l b q2(x,y)⇐ x 7→ y

The predicate atoms p1(), p2(x) and p3() are equivalent to p(a,b), p(x,b) and p(b,b),
respectively. q(x,y) is equivalent to q1(x,y)∨q2(x,y). Note that p2(x) is only used in a
context where x 6l b holds, thus this atom may be omitted from the rules of p2(). Recall
that a and b are mapped to distinct locations, by Assumption 1. 
5 Comparing E-restricted and Established Problems
We show that every established problem P can be reduced to an e-restricted problem
in time linear in the size and exponential in the width of the input, at the cost of a
polynomial increase of its width:
First, we show that every established entailment problem can be reduced to a strongly
established entailment problem (Definition 6) that is, moreover, normalized:
Lemma 13. Every established entailment problem P = (S,Σ) can be reduced in time
size(P) · 2O(width(P)2) to a normalized and strongly established entailment problem Pe,
such that width(Pe) = O(width(P)2).
Proof : First, we use Lemma 11 to reduce P to an established normalized problem
Pn = (Sn,Σn) in time size(P) · 2O(width(P)2), such that size(Pn) = size(P) · 2O(width(P)2)
and width(Pn) = O(width(P)2). Second, given a symbolic heap φ and a variable x, we
define the set of symbolic heapsA(φ, x) recursively on the structure of φ, as follows:
A(t1 ./ t2, x) def= ∅
A(t0 7→ (t1, . . . , tK), x) def= {t0 7→ (t1, . . . , tK)∗ x l t0}
A(p(t1, . . . , t#p), x) def=
{
p(x, t1, . . . , t#p)
}
A(φ1 ∗φ2, x) def= ⋃i=1,2 {φi ∗ψ | ψ ∈ A(φ3−i, x)}
where p is a fresh predicate symbol not occurring inP, of arity #p def= #p+1 and the set of
inductive rules is updated by replacing each rule p(x1, . . . , x#p)⇐S ρ by the set of rules
{p(x0, x1, . . . , x#p)⇐ ψ | ψ ∈ A(ρ, x0)}. It is straightforward to show by induction that if
(s,h) is a structure such that (s,h) |=S ψ for some ψ ∈A(φ, x), then we have s(x) ∈ dom(h).
Observe that ||A(φ, x)|| ≤ 2size(φ) and size(ψ) = O(size(φ)), for each ψ ∈ A(φ, x).
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Let φ0 `Pn φ1, . . . ,φn be a sequent fromPn and (s,h) be a structure such that (s,h) |=Sn
φ0. By Definition 3, φ0 is quantifier-free. Assume that φ1 = ∃x . ψ1 (the argument is
repeated for all existential quantifiers occurring in φ1, . . . ,φn). Note that, since Pn is
normalized, x occurs in a points-to or a predicate atom in φ1. This implies that x nec-
essarily occurs in a points-to atom in each symbolic heap ϕ1 obtained by a predicate-
free unfolding φ1 ⇒∗Sn ϕ1, by point (2a) of Definition 8. Thus, s′(x) ∈ loc(h), for each
x-associate s′ of s such that (s′,h) |= ψ1. Since Sn is established, each location from
loc(h) belongs to s(C)∪dom(h), thus s′(x) ∈ s(C)∪dom(h). Hence φ1 can safely be re-
placed by the set of symbolic heaps {ψ1[t/x] | t ∈ C}∪ {∃x . ϕ | ϕ ∈ A(ψ1, x)}. Applying
this transformation to each existentially quantified variable occurring in a sequent from
Pn yields a strongly established problem P′. Moreover, the reduction of Pn to P′ re-
quires size(Pn) · 2O(width(Pn)) = size(P) · 2O(width(P)2) time and the width of the outcome
is width(P′) = O(width(Pn)) = O(width(P)2). uunionsq
Theorem 14. Every established entailment problem P = (S,Σ) can be reduced in time
size(P) · 2O(width(P)2) to normalized an e-restricted problem Pr, such that width(Pr) =
O(width(P)).
Proof : Lemma 13, we can reduce P to a normalized strongly established entailment
problemPe = (Se,Σe) in time size(P) ·2O(width(P)2), such that width(Pe) =O(width(P)2).
Let φ⇒∗Se ϕ be an arbitrary predicate-free unfolding of a symbolic heap φ on the right-
hand side of a sequent in Σe, where ϕ = ∃x1 . . .∃xn . ψ and ψ is quantifier-free. Because
Pe is normalized, there are no equalities in ψ. Let x 6l y be a disequality from ψ, where
{x,y} ∩C = ∅. By Definition 3, all variables from Pe are existentially quantified, thus
it must be the case that x,y ∈ {x1, . . . , xn}. Because Pe is strongly established, φ is Se-
established, thus both x and y are allocated in ψ. Moreover, since there are no equalities
in ψ, there must exist two distinct points-to atoms x 7→ (t1, . . . , tK) and y 7→ (u1, . . . ,uK)
in ψ such that, (s,h) |=Se φ implies (s′,h′) |=Se x 7→ (t1, . . . , tK) ∗ y 7→ (u1, . . . ,uK), for
any structure (s,h), for some heap h′ ⊆ h and s′ is a (x1, . . . , xn)-associate of s. But then
(s′,∅) |=Se x 6l y and, since the choice of the structure (s,h) was arbitrary, we can remove
any disequality x 6l y such that {x,y} ∩C = ∅ from Pe. This transformation takes time
O(size(Pe)) = size(P) ·2O(width(P)2) and does not increase the width of the problem. The
outcome of is an e-restricted entailment problem. uunionsq
As a concluding remark, we show that the class of e-restricted is more general than
the class of established entailment problems, in the following sense. Let P = (S,P) be
an established entailment problem. Each structure (s,h) can be associated with a unique
integer tw(s,h) ≥ 0, called its treewidth. The formal definition of the treewidth is given
below, for reasons of self-containment, however the argument can be followed without
it.
A labeled tree is a graph (N,E,λ), where N is a finite set of nodes, E ⊆ N ×N is
an undirected edge relation and λ : N → 2L is a labeling function. Moreover, there is a
unique node r ∈ N, such that for each node n ∈ N \ {r} there exists a unique path from r
to n. A set of nodes M ⊆ N is said to be connected if there is a path between any two
nodes in the set.
Definition 15. Given a structure (s,h), a tree decomposition of (s,h) is a labeled tree
T = (N,E,λ), such that:
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1. for each ` ∈ loc(h), the set {n ∈ N | ` ∈ λ(n)} is nonempty and connected,
2. for each `1 ∈ dom(h) and `2 ∈ h(`1), we have `1, `2 ∈ λ(n), for some n ∈ N.
The treewidth of T is tw(T ) def= max {||λ(n)|| | n ∈ N}−1 and the treewidth of h is tw(s,h) def=
min{tw(T ) | T is a tree decomposition of (s,h)}.
As shown in [8], the treewidth of each S-model of a S-established symbolic heap φ
is bounded by width(P). However, if P is e-restricted but not established, there can be
infinitely many S-models (s1,h1), (s2,h2), . . . of an e-restricted symbolic heap, such that
tw(s1,h1) < tw(s2,h2) < . . ., as shown by the example below:
Example 16. Consider the following set of rules:
lls(x,y)⇐ x 7→ (y,nil)
lls(x,y)⇐ ∃z∃v . x 7→ (z,v)∗ lls(z,y)
The existentially quantified variable v in the second rule in never allocated in any
v
. . .
. . .
...
...
v v v
z v v v
z z z v
z
v z z z
z
z
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b
z v
zz z
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v
z
z
zzz
vv
Fig. 1.
predicate-free unfolding of lls(a,b), thus the set of rules is not established. However,
it is trivially e-restricted, because no equational atoms occur within the rules. Among
the models of lls(a,b), there is an infinite set of n×n-square grid structures depicted in
Figure 1, for all n > 1. It is known that the treewdith of an n×n-square grid is n [17]. 
6 Normal Structures
The decidability of e-restricted entailment problems relies on the fact that, to prove the
validity of a sequent, it is sufficient to consider only a certain class of structures, called
normal, that require the variables not mapped to the same location as a constant to be
mapped to pairwise distinct locations:
Definition 17. A structure (s,h) is a normal S-model of a symbolic heap φ iff there
exists:
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1. a predicate-free unfolding φ⇒S ∃x . ψ, where ψ is quantifier-free, and
2. an x-associate s of s, such that (s,h) |=S ψ and s(x) = s(y)∧ x , y⇒ s(x) ∈ s(C), for
all x,y ∈ fv(ψ).
Example 18. Consider the formula ϕ = p(x1) ∗ p(x2), with p(x) ⇐S ∃z . x 7→ z and
C = {a}. Then the structures: (s,h) and (s,h′) with s = {(x1, `1), (x2, `2), (a, `3)}, h =
{(`1, `3), (`2, `3)} and h′ = {(`1, `4), (`2, `5)} are normal models of ϕ. On the other hand,
if h′′ = {(`1, `4), (`2, `4)} (with `4 , `3) then (s,h′′) is a model of ϕ but it is not normal,
because any associate of s will map the existentials from the predicate-free unfolding
of p(x1)∗ p(x2) into the same location, different from s(a). 
Since the left-hand side symbolic heap φ of each sequent φ ` ψ1, . . . ,ψn is quantifier-
free and has no free variables (Definition 3) and moreover, by Assumption 1, every
constant is associated a distinct location, to check the validity of a sequent it is enough
to consider only structures with injective stores. We say that a structure (s˙,h) is injective
if the store s˙ is injective. As a syntactic convention, by stacking a dot on the symbol
denoting the store, we mean that the store is injective. Moreover, we denote by φ |=•S ψ
the fact that each injective S-model of φ is a model of ψ.
A natural question is: are normal models closed under the composition induced by
the separating conjunction? If (s,h) is a normal S-model of φ1 ∗φ2, there exist normal
S-models (s,hi) of φi, for i = 1,2, such that h = h1 unionmulti h2. The converse is not true, in
general, and requires further conditions:
Definition 19. Given symbolic heaps φ1,φ2 ∈SHK, a pair of structures 〈(s1,h1), (s2,h2)〉
is a normal S-companion for (φ1,φ2) iff (si,hi) is a normal S-model of φi, for i = 1,2
and:
1. s1(t) = s2(t), for each term t ∈ fv(ψ1)∩ fv(ψ2)∪C,
2. si(xi)∩ s3−i(fv(ψ3−i)) ⊆ si(C), for i = 1,2,
where φi ⇒∗S ∃xi . ψi are the predicate-free unfoldings and si is the xi-associate of si
satisfying conditions (1) and (2) of Definition 17, for i = 1,2, respectively. The normal
S-companion 〈(s1,h1), (s2,h2)〉 is, moreover, injective iff s1 and s2 are injective and
s1(fv(φ1) \ fv(φ2))∩ s2(fv(φ2) \ fv(φ1)) = ∅.
Lemma 20. Given symbolic heaps φ1,φ2 ∈ SHK, a structure (s,h) is a (injective) nor-
malS-model of φ1∗φ2 iff there exists a (injective) normalS-companion 〈(s1,h1), (s2,h2)〉
for (φ1,φ2), such that h = h1unionmulti h2.
Proof : “⇒” Let (s,h) be a normal S-model of φ1 ∗ φ2. Then there exists a predicate-
free unfolding φ1 ∗ φ2 ⇒∗S ∃x1 . ψ1 ∗ ∃x2 . ψ2 such that ψ1 and ψ2 are quantifier-free
and (s,h) |= ∃x1 . ψ1 ∗ ∃x2 . ψ2. By α-renaming if necessary, we can assume that xi ∩
fv(ψ3−i) = ∅, for i = 1,2, thus (s,h) |= ∃x1∃x2 . ψ1 ∗ψ2. Hence there exist an (x1 ∪ x2)-
associate s of s and two disjoint heaps h1 and h2, such that h = h1 unionmulti h2 and (s,hi) |= ψi,
for i = 1,2. Let si
def
= s, for i = 1,2, so that s = s1∪ s2. By considering the xi-associate of
s defined as the restriction of s to xi ∪ dom(s) and using the fact that (s,h) is a normal
S-model of φ1 ∗φ2, it is easy to check that (si,hi) is a normal S-model of φi. Further,
points (1) and (2) of Definition 19 are easy checks. Finally, if s is injective then trivially
s1 and s2 are injective and s1(trm(φ1) \ trm(φ2))∩ s2(trm(φ2) \ trm(φ1)) = s(trm(φ1) \
trm(φ2))∩ s(trm(φ2) \ trm(φ1)) = ∅.
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”⇐” If (si,hi) is a normal S-model of φi, then there exist predicate-free unfoldings
φi ⇒∗S ∃xi . ψi and xi-associates si of si, that satisfy the points (1) and (2) of Defini-
tion 17. By an α-renaming if necessary, we assume that x1 ∩ x2 = ∅. Then φ1 ∗φ2 ⇒∗S
∃x1 . ψ1 ∗ ∃x2 . ψ2 is a predicate-free unfolding. Let s′i and s′i be the restrictions of si
and si to trm(φi) and trm(ψi) for i = 1,2, respectively. By point (1) of Definition 19,
s
def
= s′1 ∪ s′2 is a well-defined store and, since x1 ∩ x2 = ∅, we obtain that s
def
= s
′
1 ∪ s′2 is a
well-defined (x1 ∪ x2)-associate of s. To show that (s,h1 unionmulti h2) is a normal S-model of
φ1 ∗φ2, let t1, t2 ∈ trm(ψ1)∪ trm(ψ2) be distinct terms such that s(t1) = s(t2) and suppose,
for a contradiction, that s(t1) < s(C). Since (si,hi) is a normal S-model of φi, for i = 1,2,
the only interesting cases are ti ∈ trm(ψi)\ trm(ψ3−i) and ti ∈ trm(ψ3−i)\ trm(ψi). Assume
ti ∈ trm(ψi) \ trm(ψ3−i) for i = 1,2, the other case is symmetric. Since ti < cst(ψ1 ∗ψ2),
it must be the case that ti ∈ xi, for i = 1,2. Then s1(t1) = s(t1) = s(t2) = s2(t2), which
contradicts point (2) of Definition 19. Finally, it is easy to check that s = s′1 ∪ s′2 is in-
jective, provided that s1 and s2 are injective and that s1(trm(φ1)\ trm(φ2))∩s2(trm(φ2)\
trm(φ1)) = s′1(trm(φ1) \ trm(φ2))∩ s′2(trm(φ2) \ trm(φ1)) = ∅. uunionsq
The following lemma states an important property of normal S-models, that will be
used to build abstract composition operators, needed to define a finite-range abstraction
of an infinite set normal structures (see §8.2).
Lemma 21. Given symbolic heaps φ1,φ2 ∈SHK and 〈(s˙,h1), (s˙,h2)〉 an injective normal
S-companion for (φ1,φ2), we have Fr(h1,h2) ⊆ s˙ (fv(φ1)∩ fv(φ2)∪C).
Proof : Let ` ∈ Fr(h1,h2) = loc(h1)∩ loc(h2) be a location, φi⇒∗S ∃xi . ψi be predicate-free
unfoldings and si be the xi-associates of s˙ that satisfy points (1) and (2) of Definition
19, such that (si,hi) |= ψi, for i = 1,2. By α-renaming, if necessary, we assume w.l.o.g.
that xi ∩ fv(ψ3−i) = ∅, for i = 1,2. Because ` ∈ loc(hi), there exist points-to atoms ti0 7→
(ti1, . . . , t
i
K
) in ψi, such that ` = s1(t1i1 ) = s2(t
2
i2
), for some i1, i2 ∈ ~0 . . K and all i = 1,2.
We distinguish two cases:
– if t1i1 ∈ trm(φ1) and t2i2 ∈ trm(φ2), since si is a xi-associate of s˙, si and s˙ agree over
trm(φi), for i = 1,2, we obtain s˙(t1i1 ) = s1(t
1
i1
) = s2(t2i2 ) = s˙(t
2
i2
), thus t1i1 = t
2
i2
, because
s˙ is injective, hence ` ∈ s˙(trm(φ1)∩ trm(φ2)) ⊆ s˙(fv(φ1)∩ fv(φ2)∪C).
– else t1i1 ∈ trm(ψ1) \ trm(φ1) = x1∪C (the case t2i2 ∈ trm(ψ2) \ trm(φ2) is symmetric).
If t1i1 ∈ C, we obtain ` = s1(t1i1 ) = s˙(t1i1 ) ∈ s˙(C), because C ⊆ dom(s˙) and s agrees with
s˙ over C. Else t1i1 ∈ x1 and we distinguish two cases:
• if t2i2 ∈ cst(ψ2), we obtain ` = s˙2(t2i2 ) = s˙(t2i2 ) ∈ s˙(C), by the above argument.
• else t2i2 ∈ fv(ψ2) and s1(t1i1 ) = s2(t2i2 ) ∈ s(C) by point (2) of Definition 19. uunionsq
Example 22. Consider the structures defined in Example 18. The structure (s,h) is a
normal model of p(x1)∗ p(x2): we have (s,hi) |= p(xi) with hi = (`i 7→ `3) (for i = 1,2), h=
h1unionmulti h2 and Fr(h1,h2) = {`3} ⊆ s˙(C). Similarly, (s,h′) is a normal model of p(x1)∗ p(x2),
(s,h′i ) |= p(xi) with h′i = (`i 7→ `3+i) (for i = 1,2), h′ = h′1 unionmulti h′2 and Fr(h′1,h′2) = ∅. On the
other hand, (s˙,h′′) is not normal: we have (s,h′′i ) |= p(xi) with h′′i = (`i 7→ `4) (for i = 1,2),
h′′ = h′′1 unionmulti h′′2 and Fr(h′′1 ,h′′2 ) = {`4} * s (fv(p(x1))∩ fv(p(x2))∪C) = {`3}.
The key property of normal structures is that validity of e-restricted entailment prob-
lems can be checked considering only (injective) normal structures. The intuition is that,
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since the (dis-)equalities occurring in the considered formula involve a constant, it is
sufficient to assume that all the existential variables not equal to a constant are mapped
to pairwise distinct locations, as all other structures can be obtained from such struc-
tures by applying a morphism that preserves the truth value of the considered formulæ.
The proof of this result (Lemma 26) relies on the following definition and lemmas.
Definition 23. A total function γ : L→ L is compatible with a structure (s,h) if and
only if, for all `1, `2 ∈ L such that either `1, `2 ∈ dom(h) or `1 ∈ s(C), if γ(`1) = γ(`2)
then `1 = `2. We define γ(h)
def
= {〈γ(`), (γ(`1), . . . ,γ(`K))〉 | h(`) = (`1, . . . , `K)}, whenever γ
is compatible with (s,h).
Lemma 24. Let S be an e-restricted (resp. normalized) set of rules and φ be an e-
restricted formula. Then, each unfolding ψ of φ is e-restricted (resp. normalized).
Proof : The proof is by induction on the length of the unfolding sequence φ⇒∗S ψ. uunionsq
Lemma 25. If S is an e-restricted set of rules, φ is an e-restricted formula and (s,h)
is an S-model of φ, then for any total function γ compatible with (s,h), the following
hold: (1) γ(h) is a heap, (2) (γ ◦ s,γ(h)) |=S φ.
Proof : (1) The set {γ(`) | ` ∈ dom(h)} is finite, because dom(h) is finite. Consider two tu-
ples 〈γ(`), (γ(`1), . . . ,γ(`K))〉 and 〈γ(`′), (γ(`′1), . . . ,γ(`′K))〉 ∈ γ(h) and assume that γ(`) =
γ(`′). Then since γ is compatible with (s,h), necessarily ` = `′. Since h is a partial
function, we have (`1, . . . , `K) = (`′1, . . . , `
′
K
), so that γ(h) is also a finite partial function.
(2) If (s,h) |=S φ then there exists a predicate-free unfolding φ⇒S ψ = ∃x . ∗ni=1ti l
ui ∗∗mi=1t′i 6l u′i ∗∗ki=1xi 7→ (ti1, . . . , tiK), such that (s,h) |= ψ, for an x-associate s of s.
Note that γ ◦ s is an x-associate of γ ◦ s, because γ is total. Moreover, because φ and S
are both e-restricted, by Lemma 24, ψ is e-restricted, thus we can assume that ti ∈ C, for
all i ∈ ~1 . . n and that t′i ∈ C, for all i ∈ ~1 . . m. We consider the three types of atoms
from ψ below:
– For any i ∈ ~1 . . n, since (s,∅) |= ti l ui, we have s(ti) = s(ui), thus γ(s(ti)) = γ(s(si)),
leading to (γ ◦ s,∅) |= ti l ui.
– For any i ∈ ~1 . . m, since (s,∅) |= t′i 6l u′i , we have s(t′i ) , s(u′i ). Because t′i ∈ C and
(s,h) |= φ, we have t′i ∈ dom(s) and s(t′i ) = s(t′i ) ∈ s(C). By Definition 23, we obtain
γ(s(t′i )) , γ(s(u
′
i )), thus (γ ◦ s,∅) |= t′i 6l u′i .
– If (s,h) |=∗ki=1xi 7→ (ti1, . . . , tiK) then s(x1), . . . ,s(xk) are pairwise distinct and dom(h) ={s(x1), . . . ,s(xk)}. Since s(x1), . . . ,s(xk) ∈ dom(h), by Definition 23, we obtain that
γ(s(x1)), . . . ,γ(s(xk)) are pairwise distinct and dom(γ(h)) =
{
γ(s(x1)), . . . ,γ(s(xk))
}
.
We have h(s(xi)) = (s(ti1), . . . ,s(t
i
K
)), thus γ(h)(s(xi)) = (γ(s(ti1)), . . . ,γ(s(t
i
K
))), for
each i ∈ ~1 . . k, by Definition 23 and (γ ◦ s,γ(h)) |=∗ki=1xi 7→ (ti1, . . . , tiK). uunionsq
Lemma 26. Let P = (S,Σ) be a normalized and e-restricted entailment problem and
let φ `P ψ1, . . . ,ψn be a sequent. Then φ `P ψ1, . . . ,ψn is valid for S iff (s˙,h) |=S ∨ni=1ψi,
for each normal injective S-model (s˙,h) of φ.
Proof : This direction is trivial. “⇐” Let (s˙,h) be an injective S-model of φ. Then by
Lemma 24, there exists a predicate-free unfolding φ⇒∗S ∃x . ϕ, where ϕ =∗mi=1ti 6l
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ui ∗∗ki=1xi 7→ (ti1, . . . , tiK) is e-restricted and normalized, and an x-associate s of s˙ such
that (s,h) |= ϕ. Note that ϕ contains no equalities since it is normalized and, since it
is e-restricted, we can assume that ti ∈ C, for all i ∈ ~1 . . m. We consider a store s′ :
dom(s)→ L that satisfies the following hypothesis:
(a) s′(t) = s(t), for each t ∈ dom(s) such that s(t) ∈ s(C),
(b) s′(t) , s′(u), for all terms t , u ∈ dom(s) such that s(t) < s(C) or s(u) < s(C).
Note that such a store exists because L is infinite, thus all terms that are not already
mapped by s into locations from s(C) can be mapped to pairwise distinct locations, not
occurring in s(C). Then we define the heap h′ def= {〈s′(xi), (s′(ti1), . . . ,s′(tiK))〉 | i ∈ ~1 . . k}.
To prove that h′ is a well-defined heap, first note that the set {s′(xi) | i ∈ ~1 . . k} is finite
and suppose, for a contradiction that s′(xi) = s′(x j), for some i , j ∈ ~1 . . k. By point
(b), it must be the case that s(xi),s(x j) ∈ s(C), in which case we obtain s(xi) = s′(xi) =
s′(x j) = s(x j), by point (a), thus contradicting the fact that (s,h) |=∗ki=1xi 7→ (ti1, . . . , tiK).
Hence the locations {s′(xi) | i ∈ ~1 . . k} are pairwise distinct and h′ is a finite partial
function. We prove next that (s′,h′) |= ϕ, considering each type of atom in ϕ:
– for any i ∈ ~1 . . m, since (s,∅) |= ti 6l ui, we have s(ti) , s(ui) and, since ti ∈ C, we
obtain s′(ti) = s(ti) ∈ s(C). We distinguish the following cases:
• if s(ui) ∈ s(C) then s′(ui) = s(ui) , s(ti) = s′(ti), by point (a),
• otherwise, s(ui) < s(C) and s′(ti) , s′(ui), by point (b).
In both cases, we have (s′,∅) |= ti 6l ui.
– (s′,h′) |=∗ki=1xi 7→ (ti1, . . . , tiK), by the definition of h′.
Let s′′ be the restriction of s′ to dom(s˙). By point (b), (s′′,h′) is an injective normal
S-model of φ, according to Definition 17 (simply let s′ be its x-associate). Because
s′′ is injective, by the assumption of the Lemma, we obtain (s′′,h′) |=S ψi, for some
i ∈ ~1 . . n, and we are left with proving the sufficient condition (s˙,h) |=S ψi. To this
end, consider the function γ : L→ L, defined as:
– γ(s′′(x)) = s(x), for all x ∈ dom(s′′),
– γ(`) = `, for all ` ∈ L \ img(s′′).
Observe that γ is well-defined, since by definition of s′, s′(x) = s′(x′)⇒ s(x) = s(x′).
Below we check that γ is compatible with (s′′,h′). Let `1, `2 ∈ L be two locations such
that γ(`1) = γ(`2):
– if `1, `2 ∈ dom(h′) then `1 = s′′(xi) and `2 = s′′(x j), for some i, j ∈ ~1 . . k, by
definition of h′. Suppose, for a contradiction, that i , j. Then s(xi) = γ(s′′(xi)) =
γ(s′′(x j)) = s(x j), which contradicts the fact that (s,h) |=∗ki=1xi 7→ (ti1, . . . , tiK). Hence
i = j, leading to `1 = `2.
– if `1 ∈ s′′(C), then let c ∈ C be a constant such that `1 = s′′(c), so that γ(`1) = s(c).
Suppose, for a contradiction, that `2 < img(s′′). Then γ(`2) = `2 = s(c), hence `2 ∈
s(C). But since s and s′′ agree over C, we have s(c) ∈ s′′(C). Hence `2 = s(c) = s′′(c),
which contradicts with `2 < img(s′′). Thus `2 ∈ img(s′′) and let `2 = s′′(t), for some
term t. We have γ(s′′(t)) = s(t), thus s(c) = γ(`2) = γ(`1) = s(t). By point (a), we
obtain `2 = s′(t) = s(t) = s(c) = s′′(c) = `1.
Moreover, it is easy to check that (s,h) = (γ ◦ s′′,γ(h′)). Since s˙ is the restriction of s to
trm(φ), by Lemma 25, we obtain (s˙,h) |= ψi. uunionsq
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7 Core Formulæ
Given an e-restricted entailment problemP= (S,Σ), the idea of the entailment checking
algorithm is to compute, for each symbolic heap φ that occurs as the left-hand side of
a sequent φ `P ψ1, . . . ,ψn, a finite set of sets of formulæ F (φ) = {F1, . . . ,Fm}, of some
specific pattern, called core formulæ. The set F (φ) defines an equivalence relation, of
finite index, on the set of injective normal S-models of φ, such that each set F ∈ F (φ)
encodes an equivalence class. Because the validity of each sequent can be checked by
testing whether every (injective) normal model of its left-hand side is a model of some
symbolic heap on the right-hand side (Lemma 26), an equivalent check is that each set
F ∈ F (φ) contains a core formula entailing some formula ψi, for i = 1, . . . ,n. To improve
the presentation, we first formalize the notions of core formulæ and abstractions by sets
of core formulæ, while deferring the effective construction of F (φ), for a symbolic heap
φ, to the next section (§8). In the following, we refer to a given entailment problem
P = (S,Σ).
First, we define core formulæ as a fragment of SLK. Consider the formula loc(x) def=
∃y0 . . .∃yK . y0 7→ (y1, . . . ,yK) ∗∨Ki=0 x ≈ yi. Note that a structure is a model of loc(x) iff
the variable x is assigned to a location from the domain or the range of the heap. We
define also the following bounded quantifiers:
∃˙x . φ def= ∃x . ∧t∈(fv(φ)\{x})∪C¬x ≈ t∧φ ∃hx . φ def= ∃˙x . loc(x)∧φ
∃¬hx . φ def= ∃˙x . ¬loc(x)∧φ ∀¬hx . φ def= ¬∃¬hx . ¬φ
In the following, we shall be extensively using the ∃hx . φ and ∀¬hx . φ quantifiers.
The formula ∃hx . φ states that there exists a location ` which occurs in the domain or
range of the heap and is distinct from the locations associated with the constants and
free variables, such that φ holds when x is associated with `. Similarly, ∀¬hx . φ states
that φ holds if x is associated with any location ` that is outside of the heap and distinct
from all the constants and free variables. The use of these special quantifiers will allow
us to restrict ourselves to injective stores (since all variables and constants are mapped
to distinct locations), which greatly simplifies the handling of equalities.
The formal semantics of the bounded quantifiers is stated below:
Lemma 27. Given a SLK formula φ and x ∈ fv(φ), the following hold, for any structure
(s,h):
1. (s,h) |=S ∃hx . φ iff (s[x← `],h) |=S φ, for some ` ∈ loc(h) \ s((fv(φ) \ {x})∪C),
2. (s,h) |=S ∀¬hx . φ iff (s[x← `],h) |=S φ, for all ` ∈ L \ [loc(h)∪ s((fv(φ) \ {x})∪C)].
Proof : First, for any structure (s,h), we have (s,h) |= loc(x)⇔ s(x) ∈ loc(h).
(1) By definition, ∃hx . φ is equivalent to ∃x . ∧t∈(fv(φ)\{x})∪C¬x ≈ y∧ loc(x)∧φ.
(2) By definition, ∀¬hx . φ is equivalent to ∀x . (∧t∈(fv(φ)\{x})∪C¬x ≈ t∧¬loc(x))→ φ.
uunionsq
The main ingredient used to define core formulæ are context predicates. Given a
tuple of predicate symbols (p,q1, . . . ,qn) ∈ Pn+1, where n ≥ 0, we consider a context
predicate symbol Γ[p,q1,...,qn] of arity #p +
∑n
i=1 #qi. The rules defining the semantics of
21
qi1,1
(ui1,1 ) . . .
hi1,1
hi1,k1 hi1,m1
him,km
γm −−• pm (wm )[t/x]γ1 −−• p1(w1)[t/x]
h1 hm
h
qim,1
(uim,1 ) . . .qi1,k1
(ui1,k1
) qim,km
(uim,km
)
∗ni=1qi (ui ) −−• p(t)
p(t)
p1(w1)[t/x] pm (wm )[t/x]
Fig. 2. Inductive Definition of Context Predicates
the context predicate atoms are given below:
Γ[p,p](x,y)⇐ x l y, where x∩y = ∅ and |x| = |y| = #p, (7)
Γ[p,q1,...,qn](x,y1, . . . ,yn)⇐ ∃v . ψσ∗∗mj=1Γ[p j,qi j1 ,...,qi jk j ](σ(w j),yi j1 , . . . ,yi jk j), (8)
for each rule p(x)⇐S ∃z . ψ ∗∗mj=1 p j(w j) where x,z,y1, . . . ,yn are pairwise disjoint
tuples of variables; each substitution σ : z⇀ x∪⋃ni=1 yi where v = z\dom(σ) and pair-
wise disjoint (and possibly empty) sets
{
{i j1, . . . , i jk j }
∣∣∣∣ j ∈ ~1 . . m} with a union equal to
~1 . . n. Let CS be the set of rules for contexts (7) and (8), induced by the rules from S.
The satisfaction relation (s,h) |=CS ϕ is defined as usual, w.r.t. the set of rules CS (Def-
inition 2). The informal intuition of a context predicate atom Γ[p,q1,...,qn](t,u1, . . . ,un)
is the following: a structure (s,h) is a model of this atom if there exist models (s,hi)
of qi(ui), i ∈ ~1 . . n respectively, with mutually disjoint heaps, an unfolding ψ of p(t)
in which the atoms qi(ui) occur, and an associate s′ of s such that (s′,hunionmulti⊎ni=1 hi) is a
model of ψ.
For readability’s sake, we adopt a notation close in spirit to SL’s separating implica-
tion (known as the magic wand), and we write∗ni=1qi(yi)−−• p(x) for Γ[p,q1,...,qn](x,y1, . . . ,yn)
and emp −−• p(x), when n = 05. The set of rules defining the interpretation of context
predicates is the least set defined by the inference rules below, denoted CS:
p(x) −−• p(y)⇐CS x l y
x∩y = ∅
(I)
p(x)⇐S ∃z . ψ∗∗mj=1 p j(w j) ∗ni=1qi(yi) =∗mj=1γ j∗ni=1qi(yi) −−• p(x)⇐CS ∃v . ψσ∗∗mj=1 (γ j −−• p j(σ(w j)))
x,z,y1, . . . ,yn pairwise disjoint
σ : z ⇀ x∪⋃ni=1 yi
v = z \dom(σ)
(II)
5 Context predicates are similar to the strong magic wand introduced in [13]. A context predicate
α −−• β is also related to the usual separating implication α −∗ β of separation logic, but it is not
equivalent. Intuitively,−∗ represents a difference between two heaps, whereas−−• removes some
atoms in an unfolding. For instance, if p and q are defined by the same inductive rules, up to
a renaming of predicates, then p(x) −∗ q(x) always holds in a structure with an empty heap,
whereas p(x) −−• q(x) holds if, moreover, p(x) and q(x) are the same atom.
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Note that CS is not progressing, since the rule for p(x)−−• p(y) does not allocate any
location. However, if S is progressing, then the set of rules obtained by applying (II)
only is also progressing. Rule (I) says that each predicate atom p(t) −−• p(u), such that
t and u are mapped to the same tuple of locations, is satisfied by the empty heap. To
understand rule (II), let (s,h) be an S-model of p(t) and assume there are a predicate-
free unfolding ψ of p(t) and an associate s′ of s, such that q1(u1), . . . ,qn(un) occur in
ψ and (s′,h) |=S ψ (Fig. 2). If the first unfolding step is an instance of a rule p(x)⇐S
∃z . ψ∗∗mj=1 p j(w j) then there exist a z-associate s of s and a split of h into disjoint heaps
h0, . . . ,hm such that (s,h0) |= ψ[t/x] and (s,h j) |=S∗mj=1 p j(w j)[t/x], for all j ∈ ~1 . . m.
Assume, for simplicity, that u1 ∪ . . .∪ un ⊆ dom(s) and let h1, . . . ,hn be disjoint heaps
such that (s,hi) |=S qi(ui). Then there exists a partition {{i j,1, . . . , i j,k j } | j ∈ ~1 . . m} of
~1 . . n, such that hi j,1 , . . . ,hi j,k j ⊆ h j, for all j ∈ ~1 . . m. Let γ j
def
= ∗k j
`=1q`(u`), then
(s,h j \ (hi j,1 ∪ . . .∪ hi j,k j )) |=CS γ j −−• p j(w j)[t/x], for each j ∈ ~1 . . m. This observation
leads to the inductive definition of the semantics for ∗ni=1qi(ui) −−• p(t), by the rule
that occurs in the conclusion of (II), where the substitution σ : z⇀ x∪⋃ni=1 yi is used to
instantiate6 some of the existentially quantified variables from the original rule p(x)⇐S
∃z . ψ∗∗mj=1 p j(w j).
Below we prove the equivalence between the atoms p(t) and emp −−• p(t).
Lemma 28. A structure (s,h) is an S-model of p(t) if and only if (s,h) is a CS-model of
emp −−• p(t).
Proof : “⇒” For each rule p(x) ⇐S ∃z . ψ ∗∗ni=1qi(yi), there exists a rule emp −−•
p(x)⇐CS ∃z . ψ ∗∗ni=1emp −−• qi(yi), corresponding to the case where the substitution
σ is empty. The proof follows by a simple induction on the length of the predicate-free
unfolding of p(t). “⇐” We prove the other direction by induction on the length of the
predicate-free unfolding of emp −−• p(t). Assume (s,h) is a CS-model of emp −−• p(t).
Then there exist a rule emp−−• p(x)⇐CS ∃v . ψσ∗∗mj=1 (emp −−• p j(σ(w j))) in CP and
a v-associate s′ of s such that (s′,h) |= ψσθ∗∗mj=1 (emp −−• p j(θ ◦σ(w j))). By definition
of CP, this entails that p(t) can be unfolded into ∃z . ψθ ∗∗mj=1 p j(θ(w j)) using the
rules in S. The heap h can be decomposed into h0 unionmulti · · · unionmulti hm, where (s′,h j) |= emp −−•
p j(θ ◦σ(w j)), for j ∈ ~1 . . m. By the induction hypothesis, (s′,h j) is an S-model of
p j(θ ◦σ(w j)), and we deduce that (s,h) is an S-model of ∃z . ψθ ∗∗mj=1 p j(θ(w j)). uunionsq
Another property of context predicate atoms is stated by the lemma below:
Lemma 29. If S is progressing, then for each store (resp. injective store) s, we have
(s,∅) |=CS ∗ni=1qi(ui) −−• p(t) if and only if n = 1, p = q1 and s(t) = s(u1) (resp. t = u1).
Proof : “⇒” If (s,∅) |=CS ∗ni=1qi(ui) −−• p(t) then there exists a rule ∗ni=1qi(ui) −−•
p(t)⇐CS φ and a substitutionσ such that (s,∅) |=CS φσ, whereσ= [t/x,u1/y1, . . . ,un/yn].
If the rule is an instance of (I) then n = 1, p = q1 and (s,∅) |= tl u1, leading to s(t) = s(u1).
If, moreover s is injective, we get t = u1. Otherwise, if the rule is an instance of (II), then
6 Note that this instantiation is, in principle, redundant (i.e. the same rules are obtained if
dom(σ) = ∅ by chosing appropriate z-associates) but we keep it to simplify the related proofs.
23
since S is progressing, φσ must contain exactly one points-to atom, hence (s,∅) |=CS φσ
cannot be the case. “⇐” This is a simple application of rule (I). uunionsq
Example 30. Consider the set S = {p(x)⇐ ∃z1,z2 . x 7→ (z1,z2) ∗ q(z1) ∗ q(z2),q(x)⇐
x 7→ (x, x)}. We have (s,h) |=S p(x) with s= {(x, `1)} and h= {(`1, `2, `3), (`2, `2, `2), (`3, `3, `3)}.
The atom q(y) −−• p(x) is defined by the following non-progressing rules:
q(y) −−• p(x)⇐ ∃z1,z2 . x 7→ (z1,z2)∗q(y) −−• q(z1)∗emp −−• q(z2)
q(y) −−• p(x)⇐ ∃z1,z2 . x 7→ (z1,z2)∗emp −−• q(z1)∗q(y) −−• q(z2)
q(y) −−• q(x)⇐ x l y
emp −−• q(x)⇐ x 7→ (x, x)
The two rules for q(y)−−• p(x) correspond to the two ways of distributing q(y) over q(z1),
q(z2). We have h = h1 unionmulti h2, with h1 = {(`1, `2, `3), (`2, `2, `2)} and h2 = {(`3, `3, `3)}. It is
easy to check that (s[y← `3],h1) |=CS q(y) −−• p(x), and (s[y← `3],h2) |=CS q(y). Note
that we also have (s[y← `2],h′1) |=CS q(y) −−• p(x), with h′1 = {(`1, `2, `3), (`3, `3, `3)}. 
Having introduced context predicates, the pattern of core formulæ is defined below:
Definition 31. A core formula ϕ is an instance of the pattern:
∃hx∀¬hy .∗ni=1 (∗kij=1qij(uij) −−• pi(ti))∗∗mi=n+1ti0 7→ (ti1, . . . , tiK) such that:
(i) each variable occurring in y also occurs in an atom in ϕ;
(ii) for every variable x ∈ x, either x ∈ ti \⋃kii=1 uij for some i ∈ ~1 . . n, or x = tij, for
some i ∈ ~n + 1 . . m and some j ∈ ~0 . . K;
(iii) each term t occurs at most once as t = root(α), where α is an atom of ϕ.
We define moreover the set of terms roots(ϕ) def= rootslhs(ϕ)∪rootsrhs(ϕ), where rootslhs(ϕ) def=
{root(qij(uij)) | i ∈ ~1 . . n, j ∈ ~1 . . ki} and rootsrhs(ϕ)
def
= {root(pi(ti)) | i ∈ ~1 . . n}∪ {ti0 |
i ∈ ~n + 1 . . m}.
Note that an unfolding of a core formula using the rules in CS is not necessarily a core
formula, because of the unbounded existential quantifiers and equational atoms that
occur in the rules from CS. Note also that a core formula cannot contain an occurrence
of a predicate of the form p(t) −−• p(t) because otherwise, Condition (iii) of Definition
31 would be violated.
The following lemma states a technical result about core formulæ, that will be used
in the proof of Lemma 56:
Lemma 32. For each quantifier-free core formula ϕ, each injective CS-model (s˙,h) of
ϕ such that ||h|| ≥ 1, and each term t ∈ rootslhs(ϕ), we have s˙(t) ∈ loc(h)∪ s˙(C).
Proof : Let ϕ be a quantifier-free core formula of the following form (cf. Definition 31):
∗ni=1 (∗kij=1qij(uij) −−• pi(ti))∗∗mi=n+1xi 7→ (ti1, . . . , tiK) (9)
The proof goes by induction on ||h||. In the base case, ||h|| = 1, we prove first that the
formula contains exactly one points-to or predicate atom. Suppose, for a contradiction,
that it contains two or more atoms, i.e. ϕ = α1 ∗ . . . ∗αm, for m ≥ 2. If α1 and α2 are
points-to atoms, it cannot be the case that (s˙,h) is a CS-model of ϕ, thus we distinguish
two cases:
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– If α1 =∗kj=1q j(u j) −−• p(t) and α2 is a points-to atom then, since ||h|| = 1, we must
have (s˙,∅) |=CS α1 and (s˙,h) |= α2. By Lemma 29, we obtain k = 1 and q1(u1) =
p(t), which violates the condition on the uniqueness of roots in q1(u1) −−• p(t), in
Definition 31.
– Otherwise, α1 and α2 are both predicate atoms; we assume that (s˙,∅) |=CS α1 (the
case (s˙,∅) |=CS α2 is identical). We obtain a contradiction by the argument used at
the previous point.
If ϕ consists of a single points-to atom, then rootslhs(ϕ) = ∅ and there is nothing to
prove. Otherwise, ϕ is of the form α1 =∗ki=1qi(ui) −−• p(t). By Lemma 29, since S is
progressing and (s˙,h) |=CS ∗ki=1qi(ui)−−• p(t), either k > 1 or k = 1 and q1(u1) , p(t). By
Condition (II), there exists:
(a) a rule p(x)⇐S ∃z . ψ∗∗mj=1 p j(w j),
(b) separating conjunctions of predicate atoms γ1, . . . ,γm, such that∗mj=1γ j =∗ki=1qi(yi),
(c) a substitution τ : z ⇀ x∪⋃ni=1 yi,
that induce the rule:
∗ki=1qi(yi) −−• p(x)⇐CS ∃v . ψτ∗∗mj=1γ j −−• p j(τ(w j)),
where v = z \ dom(τ). Assume w.l.o.g. that (s˙,h) |=CS ∗ki=1qi(ui) −−• p(t) is the conse-
quence of the above rule, meaning that:
(s˙,h) |=CS
(
∃v . ψτ∗∗mj=1 (γ j −−• p j(τ(w j))))σ, where σ = [t/x,u1/y1, . . . ,un/yn].
Let s be the v-associate of s˙ such that (s,h) |=CS ψτσ ∗∗mj=1 (γ jσ −−• p j(σ(τ(w j)))).
Since S is progressing, ψ contains a points-to atom t0 7→ (t1, . . . , tK), such that (s,h) |=CS
(t0 7→ (t1, . . . , tK))τσ and (s,∅) |=CS∗mj=1 (γ jσ −−• p j(σ(τ(w j)))). Now consider t ∈ rootslhs(φ),
then t = root(qi(ui)), for some i ∈ ~1 . . k. Since ∗mj=1γ jσ =∗ki=1qi(ui) by Condition
(b), we have t ∈ trm(γ jσ), for some j ∈ ~1 . . m. Since (s,∅) |=CS γ jσ −−• p j(σ(τ(w j))),
by Lemma 29, we have s(t) = s(σ(τ(r))), where r = root(p j(w j)). Since S is connected,
either r ∈ {t1, . . . , tK} or r ∈ C, by Definition 5. Since t ∈ rootslhs(φ), we have s(t) = s˙(t),
and we conclude that s˙(t) ∈ loc(h)∪ s˙(C).
For the induction step ||h|| > 1, let t = root(qij(uij)), for some i ∈ ~1 . . n and some j ∈
~1 . . k j. If n > 1 or m > n in Equation (9), we have (s˙,h′) |=CS ∗kij=1qij(uij) −−• pi(ti),
for some heap h′ ⊂ h, such that ||h′|| ≥ 1 and, by the inductive hypothesis, we obtain
s˙(t) ∈ loc(h′)∪ s˙(C) ⊆ loc(h)∪ s˙(C). Otherwise, m = n = 1 and the argument is similar to
the one used in the base case. uunionsq
Lemma 33. Let φ =∗kj=1q j(u j)−−• pi(t) be a core formula and let (s˙,h) be an injective
structure. If S is progressing and normalized, (s˙,h) |=CS φ and x ∈ t \ (
⋃k
j=1 u j) then
s˙(x) ∈ loc(h).
Proof : We reason by induction on ||h||. If h = ∅ then by Lemma 29, we must have
k = 1 and u1 = t, thus t \ (⋃kj=1 u j) is empty, which contradicts our hypothesis. Other-
wise, by definition of the rules in CS, there exists a rule p(x)⇐S ∃z ψ ∗∗mj=1 p j(w j),
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an associate s˙ of s˙ and a substitution σ : z ⇀ x∪⋃mj=1 y j such that (s˙,h) |=CS ψσθ ∗∗mj=1 (γ j −−• p j(σ(w j)))θ, where∗mj=1γ j =∗kj=1q j(y j) and θ = [t/x,u1/y1, . . . ,um/ym].
Since S is normalized, by Condition 2a in Definition 8, x occurs in all unfoldings of
p(t). Thus either x occurs in ψθ (hence also in ψσθ), or x occurs in w jθ (hence in w jσθ)
for some j ∈ ~1 . .m. In the former case, necessarily x ∈ loc(h), because ψ is a points-to
atom, since S is progressing. In the latter case, we have (s˙,h′) |=CS γ j −−• p j(σ(w j))θ, for
some subheap h′ of h, with ||h′|| < ||h||. Since x <⋃kj=1 u j by hypothesis and ∗mj=1γ j =∗kj=1q j(y j) we have x < fv(γ jθ), thus x ∈ w j \ fv(γ j)θ. By the induction hypothesis, we
deduce that x ∈ loc(h′), hence x ∈ loc(h). uunionsq
Lemma 36 shows that any symbolic heap is equivalent to an effectively computable
finite disjunction of core formulæ, when the interpretation of formulæ is restricted to
injective structures. For a symbolic heap φ ∈ SHK, we define the set T (φ), recursively
on the structure of φ, implicitly assuming w.l.o.g. that emp∗φ = φ∗emp = φ:
T (emp) def= {emp} T (t0 7→ (t1, . . . , tK)) def= {t0 7→ (t1, . . . , tK)}
T (p(t)) def= {emp −−• p(t)} T
(∗ni=1qi(ui) −−• p(t)) def= {∗ni=1qi(ui) −−• p(t)}
T (t1 l t2) def=
{ {emp} if t1 = t2
∅ if t1 , t2 T (t1 6l t2)
def
=
{ ∅ if t1 = t2
{emp} if t1 , t2
T (φ1 ∗φ2) def= {ψ1 ∗ψ2 | ψi ∈ T (φi) , i = 1,2}
T (∃x . φ1) def= {∃hx . ψ | ψ ∈ T (φ1)}∪ {ψ | ψ ∈ T (φ1[t/x]) , t ∈ (fv(φ1) \ {x})∪C}
For instance, if φ=∃x . p(x,y)∗ x 6l y andC= {c}, thenT (φ) = {∃hx . emp−−• p(x,y), emp−−•
p(c,y)}.
Proposition 34. Consider a quantifier-free symbolic heap ϕ and an injective substitu-
tion σ. If φ ∈ T (ϕ) then φσ ∈ T (ϕσ).
The following lemmas relate a symbolic heap φ with the core formulæ ψ ∈ T (φ), by
considering separately the cases where φ is quantifier-free, or existentially quantified.
In the latter case, we require moreover that the set of rules providing the interpretation
of predicates be normalized.
Lemma 35. Given a quantifier-free symbolic heap φ ∈ SHK, containing only predicate
atoms that are contexts, an injective structure (s˙,h) is a CS-model of φ iff (s˙,h) |=CS ψ,
for some ψ ∈ T (φ).
Proof : “⇒” By induction on the structure of φ. We consider the following cases:
– φ = emp, φ = t0 7→ (t1, . . . , tK) and φ =∗ni=1qi(ui) −−• p(t): in these cases, the only
element in T (φ) is φ itself and we have the result.
– φ = t1 l t2: since (s˙,h) |= t1 l t2, we have s˙(t1) = s˙(t2) and h = ∅. Since s˙ is injective,
we obtain t1 = t2, T (φ) = {emp} and (s˙,h) |= emp, because h = ∅.
– φ = t1 6l t2: since (s˙,h) |= t1 6l t2, we have s˙(t1) , s˙(t2) and h = ∅, therefore t1 , t2,
T (t1 6l t2) = {emp} and (s˙,h) |= emp, because h = ∅.
– φ = φ1 ∗ φ2: since (s˙,h) |=S φ1 ∗ φ2, there exist heaps h1 and h2, such that h =
h1 unionmulti h2 and (s˙,hi) |=S φi, for i = 1,2. By the inductive hypothesis, there exists ψi ∈
T (φi) such that (s˙,hi) |=CS ψi, for i = 1,2. Then (s˙,h) |=CS ψ1 ∗ψ2, where ψ1 ∗ψ2 ∈T (φ1 ∗φ2).
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“⇐” By induction on the structure of φ, we consider only the equational atoms below,
the proofs in the remaining cases are straightforward:
– φ = t1 l t2: since there exists ψ ∈ T (φ) such that (s˙,h) |=S ψ, necessarily T (φ) =
{emp}, which implies that t1 = t2. Since (s˙,h) |= emp, h = ∅ and (s˙,h) |= t1 l t2.
– φ = t1 6l t2: since there exists ψ ∈ T (φ) such that (s˙,h) |=S ψ, necessarily T (φ) =
{emp}, which implies that t1 , t2. Since (s˙,h) |= emp, h = ∅ and (s˙,h) |= t1 6l t2, by
injectivity of s˙. uunionsq
Lemma 36. Assume S is normalized. Consider an e-restricted normalized symbolic
heap φ ∈ SHK with no occurrences of context predicate symbols, and an injective struc-
ture (s˙,h), such that dom(s˙) = fv(φ)∪C. We have (s˙,h) |=S φ iff (s˙,h) |=CS ψ, for some
ψ ∈ T (φ).
Proof : “⇒” By induction on size(φ). We consider the following cases:
– φ = emp, φ = t0 7→ (t1, . . . , tK), φ = t1 l t2, φ = t1 6l t2 and φ = φ1 ∗φ2: the proof is
the same as the one in Lemma 35.
– φ = p(t): in this case T (φ) = {emp −−• p(t)} and the conclusion follows application
of Lemma 28.
– φ = ∃x . φ1: since (s˙,h) |=S ∃x . φ1, there exists ` ∈ L such that (s˙[x← `],h) |=S φ1
and we distinguish the following cases.
• If ` < s˙(fv(φ)∪C), since φ is normalized, by Definition 8 (1a) x occurs in a
points-to or in a predicate atom of φ1. Since S is normalized, by Definition 8
(2a), we have that ` ∈ loc(h). Since dom(s˙) = fv(φ)∪C, the store s˙[x← `] is
necessarily injective, hence (s˙[x← `],h) |=CS ψ1, for some ψ1 ∈ T (φ1), by the
inductive hypothesis and (s˙,h) |=CS ∃hx . ψ1, by Lemma 27.• Otherwise, ` ∈ s˙(fv(φ)∪C) and let t ∈ fv(φ)∪C be a term such that ` = s˙(t). Then
(s˙,h) |=S φ1[t/x] and (s˙,h) |=CS ψ1, for some ψ1 ∈ T (φ1[t/x]), by the inductive
hypothesis.
“⇐” By induction on size(φ), considering the following cases:
– φ = emp, φ = t0 7→ (t1, . . . , tK), φ = t1 l t2, φ = t1 6l t2 and φ = φ1 ∗φ2: the proof is
the same as the one in Lemma 35.
– φ = p(t): in this case ψ = emp −−• p(t) is the only possibility and the conclusion
follows by an application of Lemma 28.
– φ = ∃x . φ1: by the definition of T (φ), we distinguish the following cases:
• If (s˙,h) |=CS ∃hx . ψ1, for some ψ1 ∈ T (φ1), then (s˙[x ← `],h) |=CS ψ1, for
some ` ∈ loc(h) \ s˙((fv(ψ1) \ {x}) ∪ C). By the definition of T (φ1), we have
fv(ψ1) ⊆ fv(φ1) and suppose, for a contradiction, that there exists a variable
y ∈ fv(φ1) \ fv(ψ1). Then y can only occur either in an equality atom y l y or
in some disequality y 6l t, for some term t , y, and nowhere else. Both cases
are impossible, because φ is normalized, thus by Condition (1b) of Definition
8, y necessarily occurs in a points-to or predicate atom. Hence, fv(φ1) = fv(ψ1)
and consequently, we obtain ` ∈ loc(h) \ s˙((fv(φ1) \ {x})∪C). Since dom(s˙) =
(fv(φ1)\ {x})∪C, by the hypothesis of the Lemma, s˙[x← `] is injective and, by
the induction hypothesis, we obtain (s˙[x← `],h) |=S φ1, thus (s˙,h) |=S φ.
• Otherwise (s˙,h) |=CS ψ, for some ψ ∈ T (φ1[t/x]) and some t ∈ fv(φ)∪C. By the
induction hypothesis, we have (s˙,h) |=S φ1[t/x], thus (s˙,h) |=S ∃x . φ1. uunionsq
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Next, we give an equivalent condition for the satisfaction of a context predicate
atom (Lemma 38), that relies on an unfolding of a symbolic heap into a core formula:
Definition 37. A formula ϕ is a core unfolding of a predicate atom∗ni=1qi(ui) −−• p(t),
written∗ni=1qi(ui) −−• p(t) CS ϕ, iff there exists:
1. a rule∗ni=1qi(yi) −−• p(x)⇐CS ∃z . φ, where φ is quantifier free, and
2. a substitution σ = [t/x,u1/y1, . . . ,un/yn]∪ ζ, ζ ⊆ {(z, t) | z ∈ z, t ∈ t∪⋃ni=1 ui}, such
that ϕ ∈ T (φσ).
A core unfolding of a predicate atom is always a quantifier-free formula, obtained from
the translation (into a disjunctive set of core formulæ) of the quantifier-free matrix of the
body of a rule, in which some of the existentially quantified variables in the rule occur
instantiated by the substitution σ. For instance, the rule emp −−• p(x)⇐CS ∃y . x 7→ y
induces the core unfoldings emp −−• p(a) S a 7→ a and emp −−• p(a) S a 7→ u, via
the substitutions [a/x,a/y] and [a/x,u/y], respectively.
Lemma 38. Given an injective structure (s˙,h) and a context predicate atom∗ni=1qi(ui)−−•
p(t), we have (s˙,h) |=CS ∗ni=1qi(ui) −−• p(t) iff (s˙,h) |=CS ϕ, for some core unfolding∗ni=1qi(ui) −−• p(t) CS ϕ and some injective extension s˙ of s˙.
Proof : We assume w.l.o.g. a total well-founded order  on the set of terms T and, for a
set T ⊆ T, we denote by minT the minimal term from T with respect to this order. In
the following, let θ def= [t/x,u1/y1, . . . ,un/yn].
”⇒” If (s˙,h) |=CS ∗ni=1qi(ui) −−• p(t) then there exists a rule ∗ni=1qi(yi) −−• p(x) ⇐CS∃z . φ, where φ is quantifier-free, such that (s˙,h) |=CS ∃z . φθ. Let s be a (not necessarily
injective) z-associate of s˙ such that (s,h) |=CS φθ. We define a substitution τ, such that
dom(τ) def= trm(φθ) ⊆ dom(s) and for each x ∈ dom(τ):
– if x ∈ dom(s˙) then τ(x) def= x,
– else, if x < dom(s˙) and s(x) = s˙(y), for some y ∈ dom(s˙), then τ(x) def= min{z ∈
dom(s˙) | s˙(z) = s˙(y)},
– otherwise, if x < dom(s˙) and s(x) , s˙(y), for all y ∈ dom(s˙), then τ(x) def= min{y ∈
dom(s) | s(y) = s(x)}.
Let E def=
{{
y ∈ dom(s) | s(y) = s(x)} ∣∣∣ x ∈ dom(s)}; by construction, the sets in E are pair-
wise disjoint. Let s˙ be the restriction of s to the set dom(s˙)∪{minK | K ∈ E, K∩dom(s˙) = ∅}.
Because s˙ is injective, s˙ is easily shown to also be injective, thus it is an injective ex-
tension of s˙. Moreover, because (s,h) |=CS φθ and s agrees with s˙ ◦ τ on dom(s˙), we
deduce that (s˙,h) |=CS φ(τ ◦ θ). We conclude by noticing that (s˙,h) |=CS ϕ, for some
ϕ ∈ T (φ(τ◦ θ)), by an application of Lemma 35, because φ(τ◦ θ) is quantifier-free.
“⇐” If ∗ni=1qi(ui) −−• p(t) S ϕ, by Definition 37, we have ϕ ∈ T (φθ), for some rule∗ni=1qi(yi) −−• p(x)⇐CS ∃z . φ, where φ is quantifier-free, and some substitution θ =
[t/x,u1/y1, . . . ,un/yi]∪ ζ, where ζ ⊆ {(z, t) | z ∈ z, t ∈ t∪⋃ni=1 ui}. Since (s˙,h) |=CS ϕ and
φθ is quantifier-free, by Lemma 35, we obtain (s˙,h) |=CS φθ, hence (s˙,h) |=CS (∃z . φ)θ
and (s˙,h) |=CS ∗ni=1qi(ui) −−• p(t) follows. uunionsq
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Lemma 39. Given a bijective structure (s˙,h) and a context predicate atom∗ni=1qi(ui)−−•
p(t), we have (s˙,h) |=CS ∗ni=1qi(ui) −−• p(t) if and only if (s˙,h) |=CS ϕ, for some core un-
folding∗ni=1qi(ui) −−• p(t) CS ϕ.
Proof : “⇒” Let s˙′ be the restriction of s˙ to t∪⋃ni=1 ui. Clearly, we have (s˙′,h) |=CS∗ni=1qi(ui)−−• p(t). By Lemma 38, there exists a core unfolding∗ni=1qi(ui)−−• p(t) CS
φ and an injective extension s˙ of s˙′, such that (s˙,h) |=CS φ. Let τ be the substitution
defined by τ(t) = u if and only if s˙(t) = s˙(u), for all t ∈ trm(φ). Note that, since s˙ is
bijective, for each t ∈ dom(s˙), there exists a unique u ∈ T, such that s˙(t) = s˙(u), hence τ is
well-defined. Furthermore, since s˙ is injective, τ is also injective. We have (s˙,h) |=CS φτ
and we are left with proving that ∗ni=1qi(ui) −−• p(t) CS φτ is a core unfolding. By
Proposition 34 we have φτ ∈ T (ϕστ), hence the result. “⇐” This is a consequence of
Lemma 38, using the fact that s˙ is an injective extension of itself. uunionsq
The following property of core formulæ leads to a necessary and sufficient condition
for their satisfiability (Lemma 42). The idea is that the particular identity of locations
outside of the heap, assigned by the ∀¬h quantifier, is not important when considering a
model of a core formula.
Definition 40. For a set of locations L ⊆ L, we define s˙ ≈L s˙′ if and only if dom(s˙) =
dom(s˙′) and, for each term t ∈ dom(s˙), if {s˙(t), s˙′(t)}∩L , ∅ then s˙(t) = s˙′(t).
It is easy to check that ≈L is an equivalence relation, for each set L ⊆ L.
Lemma 41. Let s˙ and s˙′ be two injective stores and h be a heap, such that s˙ ≈loc(h) s˙′.
If S is progressing, then for every core formula ϕ, we have (s˙,h) |=CS ϕ if and only if
(s˙′,h) |=CS ϕ.
Proof : We assume that (s˙,h) |=CS ϕ and show that (s˙′,h) |=CS ϕ; the proof in the other
direction is identical since ≈loc(h) is symmetric. The proof is carried out by nested in-
duction on ||h|| and size(ϕ). We assume, w.l.o.g., that dom(s˙) = dom(s˙′) = fv(ϕ)∪C. This
is without loss of generality since the truth value of ϕ in (s˙,h) and (s˙′,h) depends only
on the restriction of s˙ (resp. s˙′) to fv(ϕ)∪C.
For the base case assume that ||h||= 0. By hypothesis, ϕ=∃hx∀¬hy .∗ni=1 (∗kij=1qij(uij) −−• pi(ti))∗∗mi=n+1xi 7→ (ti1, . . . , tiK) and since h = ∅, necessarily, x = ∅ and m = 0. Let s˙1 be an in-
jective y-associate of s˙, where for all y ∈ y, we have s˙1(y) ∈ L\ [s˙((fv(ϕ)∪y)∪C)]. Note
that such a store exists because L is infinite, wherease dom(s˙) and y are both finite.
By Lemma 27 we have (s˙1,∅) |=CS ∗ni=1 (∗kij=1qij(uij) −−• pi(ti)). Thus for i ∈ ~1 . . n we
have (s˙1,∅) |=CS ∗kij=1qij(uij) −−• pi(ti), and by Lemma 29, we deduce that ki = 1, qi1 = pi
and s˙1(ui1) = s˙1(ti). Since s˙1 is injective, we deduce that u
i
1 = ti, but this is impossible
because by hypothesis, the roots of a core formula are unique. Hence (s˙,h) 6|=CS ϕ and
the implication holds.
For the induction step assume that ||h|| > 0, we consider the following cases:
– ϕ = emp: since ||h|| > 0, we cannot have (s˙,h) |=CS emp.
– ϕ= t0 7→ (t1, . . . , tK): in this case h= {(s˙(t0), (s˙(t1), . . . , s˙(tK)))} and since s˙(t0), s˙(t1), . . . , s˙(tK) ∈
loc(h) and s˙≈loc(h) s˙′, we also have h= {(s˙′(t0), (s˙′(t1), . . . , s˙′(tK)))}, thus (s˙′,h) |= t0 7→
(t1, . . . , tK).
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– ϕ =∗ni=1qi(ui) −−• p(t): since ||h|| > 0, ϕ cannot be p(t) −−• p(t). Thus the first un-
folding step is an instance of a rule obtained from II. By Lemma 38, there exists an
injective extension s˙ of s˙ such that (s˙,h) |=CS ψ where ϕ CS ψ, and because S is
progressing, ψ is of the form t0 7→ (t1, . . . , tK)∗ψ′. Since the truth value of ψ in (s˙,h)
depends only on the restriction of s˙ to fv(ϕ)∪C, we assume, w.l.o.g., that dom(s˙)
is finite. The heap h can thus be decomposed into h0 unionmulti h′, where (s˙,h0) |=CS t0 7→
(t1, . . . , tK) and (s˙,h′) |=CS ψ′. Consider the store s1 def= {(x, s˙(x)) | x ∈ dom(s˙)\dom(s˙)∧
s˙(x) ∈ loc(h)} and let s˙1 def= s˙′∪ s1. Since dom(s˙) = dom(s˙′) by hypothesis, s˙1 is well-
defined. It is also injective because s˙′ and s˙ are both injective, and if s˙1(x) = s˙1(y),
where x ∈ dom(s˙′) and y ∈ dom(s1), then s˙1(y) = s˙(y) ∈ loc(h), hence we also have
s˙1(x) = s˙′(x) ∈ loc(h). By hypothesis s˙ ≈loc(h) s˙′, hence s˙′(x) = s˙(x) = s˙(x), so that
s˙(x) = s˙(y). Since s˙ is injective, we deduce that x = y. Now let s˙2 be an injection
from dom(s˙)\dom(s˙1) onto L\
(
img(s˙)∪ img(s˙′)∪ loc(h)
)
. Note that such an exten-
sion necessarily exists since dom(s˙), dom(s˙′) and loc(h) are all finite whereas L is
infinite. Let s˙′ def= s˙1 ∪ s˙2, it is straightforward to verify that s˙′ is injective and that
s˙ ≈loc(h) s˙′. By the inductive hypothesis we have (s˙′,h0) |=CS t0 7→ (t1, . . . , tK) and
(s˙′,h′) |=CS ψ′, and by Lemma 38 we deduce that (s˙′,h) |=CS ∗ni=1qi(ui) −−• p(t).
– ϕ = ∃hx . ψ: by Lemma 27, there exists an x-associate s of s˙, such that s(x) ∈
loc(h) \ s˙((fv(ψ) \ {x})∪C) and (s,h) |=CS ψ. We distinguish two cases.• If s(x) = s˙(y) for some y ∈ dom(s˙) then (s˙,h) |=CS ψ[y/x] and, by the induction
hypothesis, we have (s˙′,h) |=CS ψ[y/x]. Since s˙ ≈loc(h) s˙′ and s˙(y) ∈ loc(h), we
have s˙(y) = s˙′(y). Furthermore, since s(x) < s˙((fv(ψ) \ {x})∪C), necessarily y <
(fv(ψ) \ {x})∪C and, because s˙′ is injective, s˙′(y) < s˙′((fv(ψ) \ {x})∪C). Since
s˙′(y) = s(x) ∈ loc(h) and (s˙′,h) |=CS ψ[y/x], we deduce that (s˙′,h) |=CS ∃hx . ψ.• Otherwise we have s(x), s˙(y) for all y ∈ dom(s˙) and s is therefore injective. Let
s
′ def
= s˙′[x← s(x)]. Suppose that s(x) = s˙′(y), for some y ∈ dom(s˙′). Since s˙≈loc(h)
s˙′ we have dom(s˙′) = dom(s˙), hence y ∈ dom(s˙) and, since s˙(y) ∈ loc(h), we ob-
tain s˙(y) = s˙′(y) = s(x), in contradiction with the assumption of this case. Thus
s
′ is injective and, using the fact that s ≈loc(h) s′, we deduce that (s′,h) |=CS ψ by
the induction hypothesis. Since s′(x) = s(x) < dom(s˙) = dom(s˙′), we have s′(x) <
s˙′((fv(ψ) \ {x})∪C). Moreover, s′(x) = s(x) ∈ loc(h), thus (s˙′,h) |=CS ∃hx . ψ by
Lemma 27.
– ∀¬hx . ψ: By Lemma 27, (s˙,h) |= ∀¬hx . ψ iff (s˙[x← `] |= ψ holds for all locations ` ∈
L such that ` < loc(h)∪ s˙(fv(∀¬hx . ψ)). Let ` ∈ L \ [loc(h)∪ img(s˙)] be an arbitrary
location. Since L is infinite and loc(h)∪ img(s˙) is finite, such a location exists. By
definition of ∀¬h, we have (s˙[x← `],h) |=CS ψ. Now let `′ ∈ L \
[
loc(h)∪ img(s˙′)]
be an arbitrary location. Clearly s˙[x← `] and s˙′[x← `′] are injective stores and
s˙[x ← `] ≈loc(h) s˙′[x ← `′], since `,`′ < loc(h). By the induction hypothesis, we
have (s˙′[x← `′],h) |=CS ψ and, since the choice of `′ ∈ L \
[
img(s˙′)∪ loc(h)] = L \[
s˙′(fv(ϕ)∪C)∪ loc(h)] was arbitrary, (s˙′,h) |=CS ∀¬hx . ψ, by definition of ∀¬h. uunionsq
The following lemma gives an alternative condition for the satisfiability of core
formulæ. Intuitively, it is sufficient to instantiate the bounded universal quantifiers with
arbitrary locations that are not in the image of the store, nor in the range of the heap.
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Lemma 42. Given a core formula ϕ = ∃hx∀¬hy . ψ, where ψ is quantifier-free, and an
injective structure (s˙,h), such that dom(s˙) = fv(ϕ)∪C, we have (s˙,h) |=CS ϕ if and only
if (s˙,h) |=CS ψ, for some injective (x∪ y)-associate s˙ of s˙, such that s˙(x) ⊆ loc(h) and
s˙(y)∩ loc(h) = ∅.
Proof : “⇒” Since L is infinite and dom(s˙)∪ loc(h) is finite, there exists an injective
(x∪y)-associate s˙ of s˙, such that s˙(x) ⊆ loc(h), s˙(y)∩ loc(h) = ∅ and (s˙,h) |=CS ψ, by the
semantics of the bounded quantifiers ∃h and ∀¬h (see Lemma 27).
“⇐” Let x = {x1, . . . , xn}, y = {y1, . . . ,ym} and let `1, . . . , `n ∈ loc(h)\ s˙ ((fv(ψ) \ (x∪y))∪C)
and `n+1, . . . , `n+m ∈ L \ (loc(h)∪ s˙((fv(ψ) \y)∪C)) be arbitrary locations, since L is in-
finite and fv(ψ)∪C∪ loc(h) is finite, such locations necessarily exist. Let s˙ = s˙[x1 ←
`1, . . . , xn← `n]. Then s˙[y1← `n+1, . . . ,ym← `n+m] ≈loc(h) s˙, thus (s˙[y1← `n+1, . . . ,ym←
`n+m],h) |=CS ψ, by Lemma 41. Since the choice of `n+1, . . . , `n+m is arbitrary, we deduce
that (s˙[y1← `n+1, . . . ,ym← `n+m],h) |=CS ∀¬hy . ψ and that (s˙,h) |=CS ∃hx∀¬hy . ψ. uunionsq
We now define a equivalence relation, of finite index, on the set of injective struc-
tures. Intuitively, an equivalence class is defined by the set of core formulæ that are
satisfied by all structures in the class (with some additional conditions). First, we intro-
duce the overall set of core formulæ, over which these equivalence classes are defined:
Definition 43. LetVP def=V1P∪V2P, such thatV1P∩V2P = ∅ and ||ViP|| = width(P), for
i = 1,2 and denote by Core(P) the set of core formulæ ϕ such that roots(ϕ)∩ fv(ϕ)⊆V1P,
roots(ϕ) \ fv(ϕ) ⊆V2P∪C and no variable inV1P is bound in ϕ.
Note that Core(P) is a finite set, because bothVP and C are finite. Intuitively,V1P will
denote “local” variables introduced by unfolding the definitions on the left-hand sides
of the entailments, whereasV2P will denote existential variables occurring on the right-
hand sides. Second, we characterize an injective structure by the set of core formulæ it
satisfies:
Definition 44. For a core formula ϕ = ∃hx∀¬hy . ψ, we denote byWS(s˙,h,ϕ) the set of
stores s˙ that are injective (x∪y)-associates of s˙, and such that:(1) (s˙,h) |=CS ψ, (2) s˙(x)⊆
loc(h), and (3) s˙(y)∩ loc(h) = ∅. The elements of this set are called witnesses for (s˙,h)
and ϕ.
The core abstraction of an injective structure (s˙,h) is the set CP(s˙,h) of core formulæ
ϕ ∈ Core(P) for which there exists a witness s˙ ∈WS(s˙,h,ϕ) such that s˙(rootslhs(ϕ))∩
dom(h) = ∅.
An injective structure (s˙,h) satisfies each core formula ϕ ∈ CP(s˙,h)7, fact that is wit-
nessed by an extension of the store assigning the universally quantified variables ran-
dom locations outside of the heap. Further, any core formula ϕ such that (s˙,h) |= ϕ and
rootslhs(ϕ) = ∅ occurs in CP(s˙,h).
Our entailment checking algorithm relies on the definition of the profile of a sym-
bolic heap. Since each symbolic heap is equivalent to a finite disjunction of existential
core formulæ, when interpreted over injective normal structures, it is sufficient to con-
sider only profiles of core formulæ:
7 An easy consequence of Lemma 42.
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Definition 45. A profile for an entailment problemP= (S,Σ) is a relationF ⊆Core(P)×
2Core(P) such that, for any core formula φ ∈ Core(P) and any set of core formulæ
F ∈ 2Core(P), we have (φ,F) ∈ F iff F = CP(s˙,h), for some injective normal CS-model
(s˙,h) of φ, with dom(s˙) = fv(φ)∪C.
Assuming the existence of a profile, the effective construction of which will be given in
Section 8, the following lemma provides an algorithm that decides the validity of P:
Lemma 46. Let P = (S,Σ) be a normalized e-restricted entailment problem and F ⊆
Core(P)×2Core(P) be a profile forP. ThenP is valid iff, for each sequent φ `P ψ1, . . . ,ψn,
each core formula ϕ ∈ T (φ) and each pair (ϕ,F) ∈ F , we have F∩T (ψi) , ∅, for some
i ∈ ~1 . . n.
Proof : “⇒” Let φ `P ψ1, . . . ,ψn be a sequent and ϕ ∈ T (φ) be a core formula. Since φ
is quantifier-free and fv(φ) = ∅ (Definition 3), we deduce that ϕ is quantifier-free and
roots(ϕ) ⊆ trm(φ) ⊆ C, hence ϕ ∈ Core(P), by Definition 43. If there is no set of core
formulæ F ∈ 2Core(P) such that (ϕ,F) ∈ F , then there is nothing to prove. Otherwise,
let F ∈ 2Core(P) be a set of core formulæ, such that (ϕ,F) ∈ F . By Definition 45, there
exists an injective normal CS-model (s˙,h) of ϕ, such that F = CP(s˙,h). Since P is valid,
φ |=S ∨ni=1ψi, hence there exists i ∈ ~1 . . n, such that (s˙,h) |=S ψi. Since dom(s˙) = C =
fv(ψi)∪C, by Lemma 36, we obtain (s˙,h) |=CS ζ, for some ζ ∈ T (ψi). Since fv(ζ) ⊆
fv(ψi) = ∅, we also have that (s˙,h) |=S ζ. We show that ζ ∈ Core(P). First, all predicate
atoms in ζ are of the form emp −−• p(t), and if ζ contains two distinct occurrences
of atoms emp −−• p(t) and emp −−• q(s) with roots(p(t)) = roots(q(s)) then ζ cannot be
satisfiable, because the same location cannot be allocated in two disjoint parts of the
heap. Second, since P is normalized, all existential variables must occur in a predicate
or points-to atom. Thus all the conditions of Definition 31 are satisfied. Finally, since
||V2P|| = width(P) ≥ size(ψi), we may assume up to an α-renaming that all the bound
variables in ψi are in V2P, hence the same holds for ζ. Since any predicate atom that
occurs in a core formula in T (ψi) is of the form emp−−• p(t), we have rootslhs(ψiσ) = ∅.
By Definition 44, we have ζ ∈ CP(s˙,h) = F, thus F ∩T (ψi) , ∅.
”⇐” Let φ `P ψ1, . . . ,ψn be a sequent. Let (s˙,h) be an S-model of φ. Since fv(φ) =
fv(ψ1) = · · ·= fv(ψn) = ∅, we may assume, w.l.o.g., that dom(s) =C, and that s˙ is injective
(by Assumption 1 all constants are mapped to pairwise distinct locations). It is sufficient
to prove that (s˙,h) |=S ψi, for some i ∈ ~1 . . n, because in this case, we also have
(s,h) |=S ψi. By Lemma 26, it is sufficient to show that any injective normal S-model
of φ is an S-model of ψi, for some i ∈ ~1 . . n, so let us assume that (s˙,h) is also a
normal S-model of φ. Since fv(φ) = ∅, by Lemma 35, we have (s˙,h) |=CS ϕ, for some
ϕ ∈ T (φ). By Definition 45, we have (ϕ,CP(s˙,h)) ∈ F , hence CP(s˙,h)∩T (ψi) , ∅, for
some i ∈ ~1 . . n. Then there exists a core formula ζ ∈ T (ψi), such that (s˙,h) |=CS ζ, by
Definition 44 and, since dom(s˙) = C = fv(ψi)∪C, by Lemma 36, we obtain (s˙,h) |=S ψi.
Since the choice of (s˙,h) is arbitrary, each injective normal S-model of φσ is a model
of ψiσ, for some i ∈ ~1 . . n. uunionsq
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8 Construction of the Profile Function
8.1 Construction Rules
For a given normalized entailment problem P = (S,Σ), describe the construction of
a profile FP ⊆ Core(P)× 2Core(P), recursively on the structure of core formulæ. We
assume that the set of rules S is progressing, connected and e-restricted. The relation
FP is the least set satisfying the recursive constraints (10), (11), (12) and (13), given
in this section. Since these recursive definitions are monotonic, the least fixed point
exists and is unique. We shall prove later (Theorem 58) that the least fixed point can,
moreover, be attained in a finite number of steps by a standard Kleene iteration.
Points-to Atoms For a points-to atom t0 7→ (t1, . . . , tK), such that t0, . . . , tK ∈V1P∪C, we
have:
(t0 7→ (t1, . . . , tK), F) ∈ FP, iff F is the set containing t0 7→ (t1, . . . , tK) and all core formulæ
of the form ∀¬hz .∗ni=1 qi(ui) −−• p(t) ∈ Core(P), where z = (t∪u1∪ . . .∪un) \ ({t0, . . . , tK}∪C)
such that emp −−• p(t) CS t0 7→ (t1, . . . , tK)∗∗ni=1 emp −−• qi(ui) (10)
For instance, if S = {p(x)⇐∃y,z . x 7→ y∗q(y,z), q(x,y)⇐ x 7→ y}, withV1P = {u,v} and
V2P = {z}, thenFP contains the pair (u 7→ v,F) with F = {u 7→ v,emp−−• q(u,v),∀¬hz . q(v,z)−−•
p(u)}.
We prove that constraint (10) indeed defines the profile of a points-to atom:
Lemma 47. If S is progressing, then for all terms t0, . . . , tK ∈ V1P ∪C and all sets of
core formulæ F ∈ 2Core(P), we have (t0 7→ (t1, . . . , tK),F) ∈ FP if and only if F = CP(s˙,h),
for some injective S-model (s˙,h) of t0 7→ (t1, . . . , tK), such that dom(s˙) = {t0, . . . , tK}∪C.
Proof : Let (s˙,h) be an arbitrary injective model of t0 7→ (t1, . . . , tK) where dom(s˙) =
{t0, . . . , tK} ∪C and h = {(s˙(t0), (s˙(t1), . . . , s˙(tK)))}. We show F = CP(s˙,h) below, where F
is defined by (10):
“⊆” Let φ ∈ F and consider the following cases:
– If φ = t0 7→ (t1, . . . , tK) then (s˙,h) |= t0 7→ (t1, . . . , tK) and rootslhs(φ) = ∅, thus φ ∈
CP(s˙,h) (see Definition 44).
– Otherwise, φ = ∀¬hz . ∗ni=1qi(ui) −−• p(t), where z = (⋃ni=1 ui∪ t) \ ({t0, . . . , tK} ∪C)
and emp −−• p(t) CS t0 7→ (t1, . . . , tK) ∗∗ni=1emp −−• qi(ui). Note that by the pro-
gressivity condition, we have t0 = root(p(t)). By Definition 37, there exists a rule:
emp −−• p(x)⇐CS ∃v . ψ∗∗ni=1(emp −−• qi(yi)) (†)
such that t0 7→ (t1, . . . , tK) ∈ T (ψσ) and σ is an extension of [t/x,u1/y1, . . . ,yn/un]
with pairs (z, t), where z ∈ v and t ∈ t∪⋃ni=1 ui. By (II), the rule (†) occurs because
of the existence of a rule
p(x)⇐S ∃w . ϕ∗∗ni=1qi(zi) (††)
and a substitution τ : w⇀ x, such that ψ = ϕτ, v = w\dom(τ) and yi = τ(zi), for all
i ∈ ~1 . . n. Applying τ to (††), by (II), we obtain the rule:
∗ni=1qi(yi) −−• p(x)⇐CS ∃v . ψ∗∗ni=1(qi(yi) −−• qi(yi)) (‡)
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Let s˙ be an injective v-associate of s˙. Such an associate necessarily exists, for in-
stance if s˙ maps v into pairwise distinct locations, that are further distinct from
img(s˙); since L is infinite and dom(s˙) is assumed to be finite, such locations al-
ways exist. By α-renaming if necessary, we can assume that v∩ {t0, . . . , tK} = ∅,
thus s˙ and s˙ agree on {t0, . . . , tK} and we obtain (s˙,h) |= t0 7→ (t1, . . . , tK). Since
t0 7→ (t1, . . . , tK) ∈ T (ψσ), by Lemma 35, we have (s˙,h) |= ψσ. By Lemma 29,
we have (s˙,h) |=CS ψσ ∗∗ni=1(qi(ui) −−• qi(ui)) and, by rule (‡) we obtain (s˙,h) |=CS∗ni=1qi(ui) −−• p(t). There remains to prove that s˙ ∈WS(s˙,h,φ). Since there are no
existentially quantified variables in φ, it suffices to show that s˙(z)∩ loc(h) = s˙(z)∩
s˙({t0, . . . , tK}) = s˙(z∩ {t0, . . . , tK}) = ∅, because s˙ agrees with s˙ on {t0, . . . , tK}, s˙ is in-
jective and z∩{t0, . . . , tK} = ∅, by (10). Finally, we prove the condition of Definition
44, namely that s˙(rootslhs(∀¬hz .∗ni=1qi(ui) −−• p(t)))∩ dom(h) = {s˙(root(qi(ui))) |
i ∈ ~1 . . n} ∩ {s˙(t0)} = ∅. Suppose, for a contradiction, that this set is not empty,
thus s˙(t0) = s˙(root(qi(ui))), for some i ∈ ~1 . . n. Because s˙ is injective, we have
t0 = root(qi(ui)). However, this contradicts with the condition∗ni=1qi(ui) −−• p(t) ∈
Core(P), which by Definition 31, requires that root(p(t)) , root(qi(ui)), i.e., t0 ,
root(qi(ui)).
”⊇” Let φ = ∃hx∀¬hy . ψ ∈ CP(s˙,h) be a core formula, where ψ is quantifier-free. Note
that, since φ ∈ Core(P), we have (x∪ y)∩V1P = ∅ because no variable in V1P can be
bound in φ; thus, since {t0, . . . , tK} ⊆ V1P∪C by hypothesis, we have:
(x∪y)∩{t0, . . . , tK} = ∅ (†).
By Definition 44, we have (s˙,h) |=CS ψ, for some injective witness s˙ ∈WS(s˙,h,φ), such
that s˙(x) ⊆ loc(h) and s˙(y)∩ loc(h) = ∅. Since (s˙,h) |= t0 7→ (t1, . . . , tK), it must be the case
that ||h|| = 1, hence ψ must be of either one of the forms:
– v0 7→ (v1, . . . ,vK): in this case dom(h) = {s˙(v0)} and h(s˙(v0)) = (s˙(v1), . . . , s˙(vK)), thus
loc(h) = {s˙(v0), . . . , s˙(vK)}. By (†), s˙ and s˙ must agree over t0, . . . , tK, hence we have
s˙(ti) = s˙(ti), for all i ∈ ~0 . . K. Since (s˙,h) |= t0 7→ (t1, . . . , tK), we obtain dom(h) =
{s˙(t0)} = {s˙(t0)} and h(s˙(t0)) = (s˙(t1), . . . , s˙(tK)) = (s˙(t1), . . . , s˙(tK)). Since s˙ is injective,
we obtain vi = ti, for all i ∈ ~0 . . K. By Definition 31, we have x∪y ⊆ {t0, . . . , tK},
thus x = y = ∅, by (†). Then we obtain φ = t0 7→ (t1, . . . , tK) and φ ∈ F follows, by
(10).
– ∗ni=1qi(ui) −−• p(t): Since (s˙,h) |= t0 7→ (t1, . . . , tK), we have loc(h) = {s˙(t0), . . . , s˙(tK)}
. Since s˙, s˙ agree over {t0, . . . , tK}, we have loc(h) = {s˙(t0), . . . , s˙(tK)} and since s˙(x) ⊆
loc(h) and s˙ is injective, the only possibility is x = ∅, so that φ= ∀¬hy .∗ni=1qi(ui)−−•
p(t). Since ∀¬hy . ∗ni=1qi(ui) −−• p(t) is a core formula, by Definition 31, we have
y ⊆ t∪⋃ni=1 ui and therefore y ⊆ (t∪⋃ni=1 ui) \ ({t0, . . . , tK} ∪C). Since dom(s˙) =
{t0, . . . , tK}∪C and φ ∈CP(s˙,h), we have that fv(φ) = {t0, . . . , tK} and thus y =
(
t∪⋃ni=1 ui)\
({t0, . . . , tK} ∪C). Indeed, all variables y ∈ t∪⋃ni=1 ui not occurring in y necessarily
occur in dom(s˙) \y = dom(s˙). By (II), for each rule
p(x)⇐S ∃w . ψ∗∗mj=1 p j(z j) (††)
and each substitution τ : w ⇀ x∪⋃ni=1 yi, there exists a rule∗ni=1qi(yi) −−• p(x)⇐CS ∃v . ψτ∗∗mj=1γ j −−• p j(τ(z j)) (‡)
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where ∗mj=1γ j = ∗ni=1qi(yi) and v = w \ dom(τ). Assume w.l.o.g. that (s˙,h) |=CS∗ni=1qi(ui) −−• p(t) is a consequence of the above rule, i.e., that there exists a v-
associate s′ of s˙ such that (s′,h) |=CS ψτσ ∗∗mj=1γ jσ −−• p j(σ(τ(z j))), where σ def=
[t/x,u1/y1, . . . ,un/yn]. Since S is progressing, there is exactly one points-to atom
in ψ and, because ||h||= 1, it must be the case that (s′,h) |=ψτσ and (s′,∅) |=CS γ jσ−−•
p j(σ(τ(z j))), for each j ∈ ~1 . . m. To prove that φ ∈ F, it is sufficient to show the
existence of a core unfolding emp−−• p(t) CS t0 7→ (t1, . . . , tK)∗∗ni=1emp−−• qi(ui).
To this end, we first prove the two points of Definition 37:
(1) Since (s′,∅) |=CS γ jσ −−• p j(σ(τ(z j))), for each j ∈ ~1 . . m, by Lemma 29,
we obtain γ jσ = p j(w j), for a tuple of variables w j ∈ dom(s′), such that s′(w j) =
s′(σ(τ(z j))). Since, moreover∗mj=1γ jσ =∗ni=1qi(ui), we deduce that n = m and, for
each i ∈ ~1 . . n, we have qi = p ji , for some ji ∈ ~1 . . m. Then, by applying (II) to
the rule (††), using the substitution τ, we obtain the rule:
emp −−• p(x)⇐CS ∃v . ψτ∗∗ni=1emp −−• qi(τ(z ji )) (‡‡)
(2) Let µ be the extension of σ with the pairs (z,u) such that z ∈ v and one of the
following holds:
• if s′(z) = s˙(ti), for some i ∈ ~0 . . K, then u = ti,
• if s′(z) = s˙((ui)`), for some i ∈ ~1 . . n and ` ∈ ~1 . . #qi, then u = (ui)`,
• otherwise, u = min {v ∈ v | s′(v) = s′(z)}, where  is a total order on V.
Note that, since s˙ is injective, for each z ∈ v there exist at most one pair (z,u) ∈ µ
which is well-defined. Moreover, we have µ(τ(z ji )) = ui, because s′(σ(τ(z j))) =
s′(ui) = s˙(ui), for all i ∈ ~1 . . n. We now prove that
t0 7→ (t1, . . . , tK)∗∗ni=1emp −−• qi(ui) ∈ T (ψτµ∗∗ni=1emp −−• qi(µ(τ(z ji ))))
or, equivalently, that t0 7→ (t1, . . . , tK) ∈ T (ψτµ). By a case split on the form of the
atom α in ψτ, using the fact that (s′,h) |= ψτσ:
• α = u1 l u2: we have s′(σ(u1)) = s′(σ(u2)), hence µ(u1) = µ(u2), by definition
of µ and T (α) = {emp}.
• α = u1 6l u2: we have s′(σ(u1)) , s′(σ(u2)), hence µ(u1) , µ(u2), by definition
of µ and T (α) = {emp}.
• α = u0 7→ (u1, . . . ,uK): since S is progressing, α is the only points-to atom in ψ
and dom(h) = {s˙(t0)}= {s′(σ(u0)), h(s˙) = (s˙(t0), . . . , s˙(tK)) = (s′(σ(u1)), . . . ,s′(σ(uK))).
Then we obtain s˙(ti) = s′(σ(ui)), hence µ(ui) = ti, for all i ∈ ~0 . .K and T (α) =
{t0 7→ (t1, . . . , tK)}.
We obtain the core unfolding emp −−• p(t) CS t0 7→ (t1, . . . , tK) ∗∗ni=1 emp −−•
qi(ui) and we are left with proving that t0 < {root(qi(ui)) | i ∈ ~1 . . n}. By the
definition of µ, there exists a points-to atom u0 7→ (u1, . . . ,uK) in ψτ, such that
t0 = µ(u0). Because S is progressing, it must be the case that u0 = root(p(x)),
hence t0 = root(p(t)), by the definition of µ. Since φ is a core formula, by Def-
inition 31, we obtain root(p(t)) < {root(qi(ui)) | i ∈ ~1 . . n} and we conclude that
φ = ∀¬hy .∗ni=1qi(ui) −−• p(t) ∈ F, by (10). uunionsq
Predicate Atoms Since profiles involve only the core formulæ obtained by the syntactic
translation of a symbolic heap, the only predicate atoms that occur in the argument of a
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profile are of the form emp −−• p(t). We consider the constraint:
(emp −−• p(t), F) ∈ FP if (∃hy . ψ, F) ∈ FP,emp −−• p(t) CS ψ ∈ Core(P) and y = fv(ψ) \ t(11)
Separating Conjunctions Computing the profile of a separating conjunction is the
most technical point of the construction. To ease the presentation, we assume the exis-
tence of a binary operation called composition:
Definition 48. Given a set D ⊆ V1P ∪C, a binary operator ~D : 2Core(P) × 2Core(P) →
2Core(P) is a composition if CP(s˙,h1)~D CP(s˙,h2) = CP(s˙,h), for any injective struc-
ture (s˙,h), such that (i) dom(s˙) ⊆ V1P, (ii) h = h1 unionmulti h2, (iii) Fr(h1,h2) ⊆ s˙(V1P ∪ C),
(iv) Fr(h1,h2)∩dom(h) ⊆ s˙(D) ⊆ dom(h).
We recall that Fr(h1,h2) = loc(h1)∩ loc(h2). If S is a normalized set of rules, then for
any core formula φ whose only occurrences of predicate atoms are of the form emp −−•
p(t), we define allocCS (φ) as the homomorphic extension of allocCS (emp −−• p(t)) def=
allocS(p(t)) to φ (see Definition 9). Assuming that S is a normalized set of rules and
that a composition operation ~D (the construction of which will be described in §8.2,
see Lemma 56) exists, we define the profile of a separating conjunction:
(φ1 ∗φ2,add(X1,F1)~D add(X2,F2)) ∈ FP, if (φi,Fi) ∈ FP Xi def= fv(φ3−i) \ fv(φi), i = 1,2
allocCS (φ1)∩allocCS (φ2) = ∅, D def= allocCS (φ1 ∗φ2)∩ (fv(φ1)∩ fv(φ2)∪C) (12)
add(x,F) def= {∃hy∀¬hz . ψ | ∃hy∀¬hz∀¬h xˆ . ψ[xˆ/x] ∈ F}, add({x1, . . . , xn},F) def= add(x1, . . .add(xn,F))
The choice of the set D above ensures (together with the restriction to normal models)
that ~D is indeed a composition operator. Intuitively, since the considered models are
normal, every location in the frontier between the heaps corresponding to φ1 and φ2
will be associated with a variable, thus D denotes the set of allocated locations on the
frontier. Note that, because P is normalized, allocCS (φ1 ∗φ2) is well-defined. Because
the properties of the composition operation hold when the models of its operands share
the same store (Definition 48), we use the add(x,F) function that adds free variables
(mapped to locations outside of the heap) to each core formula in F.
We prove below that the definition of the D set in Equation 12 satisfies the condition
from Definition 48, for any normal S-companion of (φ1,φ2) (see Definition 19):
Lemma 49. If S is normalized, φ1,φ2 ∈ SHK are symbolic heaps and 〈(s˙,h1), (s˙,h2)〉 is
an injective normal S-companion for (φ1,φ2), then:
Fr(h1,h2)∩dom(h1unionmulti h2) ⊆ s˙ (allocS(φ1 ∗φ2)∩ (fv(φ1)∩ fv(φ2)∪C)) ⊆ dom(h1unionmulti h2).
Proof : Let ` ∈ Fr(h1,h2)∩dom(h1unionmultih2) be a location. By Lemma 21, since s˙ is injective
and C ⊆ dom(s˙), we have ` ∈ s˙ (fv(φ1)∩ fv(φ2)∪C). For i = 1,2, let φi ⇒∗S ∃xi . ψi be
the predicate-free unfolding and si be the xi-associate of s˙ that satisfy points (1) and
(2) of Definition 19. Assume that ` ∈ dom(h1) (the case ` ∈ dom(h2) is symmetric).
Because (s1,h1) |= ψ1, there exists a points-to atom t0 7→ (t1, . . . , tK) in ψ1, such that
s1(t0) = `. Since S is normalized, by Definition 9, the set allocS(φ1) is well-defined and
we distinguish two cases.
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– If t0 ∈ allocS(φ1), then ` ∈ s˙(allocS(φ1)), because s1 and s˙ agree over allocS(φ1).
– Otherwise, we must have t0 ∈ x1. Since ` ∈ Fr(h1,h2), we have ` ∈ loc(h2), thus
there exists a points-to atom u0 7→ (u1, . . . ,uK) in ψ2 such that ` = s2(ui), for some
i ∈ ~1 . . K. Note that ` = s2(u0) is impossible, because ` ∈ dom(h1). Suppose, for a
contradiction, that ` < s(C). Then ui ∈ fv(ψ2) must be the case, which contradicts the
condition s1(x1)∩ s2(fv(ψ2)) ⊆ s(C), required at point (2) of Definition 19. Hence
` ∈ s(C) must be the case. Since ` = s1(t0) either t0 ∈ C or t0 is an existentially
allocated variable. The second case cannot occur, because of the Condition (2c)
of Definition 8. Then we have t0 ∈ C and, moreover, we have t0 ∈ allocS(φ1), by
Definition 9, thus t0 ∈ allocS(φ1)∩C.
In each case we obtain ` ∈ s1(allocS(φ1))∪ s2(allocS(φ2)) ⊆ s˙(allocS(φ1 ∗φ2)), because
si agrees with s˙ over allocS(φi), for i = 1,2. We obtain:
` ∈ s˙(allocS(φ1 ∗φ2))∩ s˙ (fv(φ1)∩ fv(φ2)∪C)
= s˙ (allocS(φ1 ∗φ2)∩ (fv(φ1)∩ fv(φ2)∪C)) , because s˙ is injective .
The second inclusion follows trivially from the fact that s˙(allocS(φi)) ⊆ dom(hi), for
i = 1,2, which is an easy consequence of Definition 9. uunionsq
The following lemma is used to prove the correctness of the profile construction for
separating conjunctions, by stating the effect of this operation on structures:
Lemma 50. Given an injective structure (s˙,h), a variable x < dom(s˙) and a location
` < loc(h)∪ img(s˙), we have CP(s˙[x← `],h) = add(x,CP(s˙,h)).
Proof : “⊆” Let ϕ=∃hx∀¬hy .φ ∈CP(s˙[x← `],h) be a core formula, where φ is quantifier-
free. By Definition 44, there exists a witness s˙ ∈WS(s˙[x← `],h,ϕ), such that s˙(rootslhs(ϕ))∩
dom(h) = ∅. Let s˙′ be the store identical to s˙, except that x < dom(s˙′) and s˙′(xˆ) = s˙(x), for
some variable xˆ <V1P. Since ` < loc(h), we have s˙
′ ∈WS(s˙,h,∃hx∀¬hy∀¬h xˆ . φ[xˆ/x]),
because xˆ <V1P we have ∃hx∀¬hy∀¬h xˆ . φ[xˆ/x] ∈Core(P), hence ∃hx∀¬hy∀¬h xˆ . φ[xˆ/x] ∈CP(s˙,h), from which we deduce that ϕ ∈ add(x,CP(s˙,h)).
“⊇” Let ϕ = ∃hx∀¬hy . φ ∈ add(x,CP(s˙,h)), where φ is quantifier-free, and let ψ =
∃hx∀¬hy∀¬h xˆ .φ[xˆ/x]. By (12), we have ψ ∈ CP(s˙,h). By Definition 44, there exists
a witness s˙ ∈WS(s˙,h,ψ), such that s˙(rootslhs(ψ))∩dom(h) = ∅. W.l.o.g., by Lemma 41,
we can assume that s˙ is such that ` , s˙(y), for all y ∈ dom(s˙) such that s˙(y) < loc(h). With
this assumption, s˙[x← `] is injective. We prove that s˙[x← `] ∈WS(s˙[x← `],h,ϕ):
– Let s˙
′
be the store identical to s˙[x ← `] except that the images of x and xˆ are
switched. Since (s˙,h) |=CS φ[xˆ/x] we have (s˙
′
,h) |=CS φ. Since s˙(x), ` < loc(h) (as
s˙(x) = s˙(xˆ), by definition, and s˙(xˆ) < loc(h), by Condition (3) of Definition 44), we
have s˙
′ ≈loc(h) s˙[x← `] thus (s˙[xˆ← `],h) |=CS φ, by Lemma 41.
– Since x < x, we have s˙[x← `](x) = s˙(x) ⊆ loc(h).
– Since ` < loc(h) and s˙(y)∩ loc(h) = ∅, we have s˙[x← `](y)∩ loc(h) = ∅.
Since rootslhs(∃hx∀¬hy∀¬h xˆ . φ[xˆ/x]) = rootslhs(ϕ), we have s˙(rootslhs(ϕ))∩dom(h) = ∅,
thus s˙[x← `] ∈WS(s˙[x← `],h,ϕ), which implies ϕ ∈ CP(s˙[x← `],h). uunionsq
Existential Quantifiers Since profiles involve only core formulæ obtained by the syn-
tactic translation of a symbolic heap (Lemma 46), it is sufficient to consider only exis-
tentially quantified core formulæ, because the syntactic translation T (.) does not pro-
duce universal quantifiers. The profile of an existentially quantified core formula is
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given by the constraint:
(∃hx′ . φ[x′/x], rem(x,F)) ∈ FP, if x ∈ fv(φ), x′ ∈ V2P, x′ not bound in φ, (φ,F) ∈ FP, (13)
rem(x,F) def= {∃h xˆ . ψ[xˆ/x] | ψ ∈ F, x ∈ fv(ψ), xˆ not in ψ}∩Core(P)∪{ψ | ψ ∈ F, x < fv(ψ)}
rem({x1, . . . , xn},F) def= rem(x1, . . . rem(xn,F) . . .)
Note that xˆ is a fresh variable, which is not bound or free in ψ. In particular, if x ∈
roots(ψ), then we must have xˆ ∈ V2P, so that ∃h xˆ . ψ[xˆ/x] ∈ Core(P). Similarly the
variable x is replaced by a fresh variable x′ ∈ V2P in ∃hx′ . φ[x′/x] to ensure that∃hx′ . φ[x′/x] is a core formula.
The following lemma is used to prove the correctness of the profile construction for
bounded existential quantifiers, by stating the effect of the above function on structures:
Lemma 51. Given an injective structure (s˙,h) and a variable x ∈ dom(s˙)∩V1P such
that s˙(x) ∈ loc(h), we have CP(s˙′,h) = rem(x,CP(s˙,h)), where s˙′ is the restriction of s˙ to
dom(s˙) \ {x}.
Proof : First note that because s˙ is injective, s˙′ is necessarily injective, thus CP(s˙′,h) is
well defined. We prove both inclusions.
“⊆” Let ϕ = ∃hx∀¬hy . φ ∈ CP(s˙′,h) be a core formula, where φ is quantifier-free.
By Definition 44, there exists a witness s˙′ ∈ WS(s˙′,h,ϕ), such that s˙′(rootslhs(ϕ))∩
dom(h) = ∅. Since x < dom(s˙′) and (s˙′,h) |=CS ϕ, we have x < fv(ϕ). By α-renaming if
necessary, we can assume w.l.o.g. that x < x∪y (†). This is possible since x ∈V1P, hence
if x ∈ x∪y then by definition of Core(P) it cannot occur in roots(φ); it can therefore be
renamed by a variable not occurring inV1P. We distinguish the following cases.
– If s˙(x) , s˙′(x′) for all x′ ∈ x, then s˙′[x← s˙(x)] is an injective associate of s˙′: in-
deed, by hypothesis, s˙(x) ∈ loc(h) and s˙′(y)∩ loc(h) = ∅, thus s˙(x) < s˙′(y). Since
φ is quantifier-free and s˙′ agrees with s˙′[x ← s˙(x)] on fv(φ), we obtain (s˙′[x ←
s˙(x)],h) |=CS φ. We now prove that s˙′[x ← s˙(x)] ∈ WS(s˙,h,ϕ), which suffices to
show ϕ ∈ CP(s˙,h), by the definition of the latter set:
• s˙′[x← s˙(x)](x) ⊆ s˙′(x)∪ {s˙(x)} ⊆ loc(h), because s˙′ ∈ WS(s˙′,h,ϕ) and s˙(x) ∈
loc(h) by hypothesis.
• s˙′[x← s˙(x)](y) = s˙′(y) and s˙′(y)∩ loc(h) = ∅, because s˙′ ∈WS(s˙′,h,ϕ).
• s˙′[x← s˙(x)](rootslhs(ϕ)) = s˙′(rootslhs(ϕ)) because x < fv(φ), and s˙′(rootslhs(ϕ))∩
dom(h) = ∅ because s˙′ ∈WS(s˙′,h,ϕ).
Consequently we obtain ϕ ∈CP(s˙,h), and since x < fv(ϕ), we haveCP(s˙,h)⊆ rem(x,CP(s˙,h)),
hence the result.
– Otherwise, s˙(x) = s˙′(x′) for some x′ ∈ x, hence ϕ is of the form ∃hx′∃hx′∀¬hy . φ,
where x′ def= x \ {x′}. Clearly, the variable x′ must be unique, otherwise s˙′ would not
be injective. Let s˙ be the injective store obtained from s˙′[x← s˙(x)] by removing the
pair (x′, s˙(x)) from it. We prove that s˙ ∈WS(s˙,h,∃hx′∀¬hy . φ[x/x′]):
• (s˙,h) |=CS φ[x/x′], because s˙ agrees with s˙′[x← s˙(x)] on fv(φ[x/x′]).
• s˙(x′) = s˙′(x′) ⊆ loc(h), because s˙′ ∈WS(s˙′,h,ϕ).
• s˙(y) = s˙′(y), because x < y (†) and s˙′(y)∩ loc(h) = ∅, because s˙′ ∈WS(s˙′,h,ϕ).
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Furthermore, we have s˙′[x← s˙(x)](rootslhs(ϕ)) = s˙′(rootslhs(ϕ)) because x < fv(ϕ),
hence x < rootslhs(ϕ). Thus s˙(rootslhs(ϕ))⊆ s˙′(rootslhs(ϕ)) and, since s˙′(rootslhs(ϕ))∩
dom(h) = ∅ by Definition 44, we deduce that s˙(rootslhs(ϕ))∩ dom(h) = ∅. Still by
Definition 44, we obtain that ∃hx′∀¬hy . φ[x/x′] ∈CP(s˙,h) and thus ∃hx′∃hx′∀¬hy . φ ∈
rem(x,CP(s˙)) (with xˆ def= x′).
“⊇” Let ϕ = ∃hx∀¬hy .φ ∈ rem(x,CP(s˙,h)), for some quantifier-free formula φ. We dis-
tinguish the following cases.
– If ϕ ∈ CP(s˙,h) and x < fv(ϕ), then for any injective structure (s˙,h) meeting the con-
ditions of Definition 44, the structure (s˙′,h) is injective and trivially meets the con-
ditions of Definition 44, hence ϕ ∈ CP(s˙′,h).
– Otherwise, ϕ=∃h xˆ∃hx′∀¬hy .φ[xˆ/x], x ∈ fv(∃hx′∀¬hy .φ) and ∃hx′∀¬hy .φ ∈CP(s˙,h),
where x′ def= x\{x}. Let s˙ be an injective (x′∪y)-associate of s˙ meeting the conditions
from Definition 44. It is easy to check that (s˙ \ {(x, s˙(x)})∪{(xˆ, s˙(x))} ∈WS(s˙,h,ϕ),
thus ϕ ∈ CP(s˙′,h). uunionsq
The Profile Function Let FP be the least relation that satisfies the constraints (10),
(11), (12) and (13). We prove that FP is a valid profile for P, in the sense of Definition
45:
Lemma 52. Given a progressing and normalized entailment problem P = (S,Σ), a
symbolic heap ϕ ∈ SHK with fv(ϕ) ⊆ V1P, a core formula φ ∈ T (ϕ) and a set of core
formulæ F ⊆ Core(P), we have (φ,F) ∈ FP iff F = CP(s˙,h), for some injective normal
CS-model (s˙,h) of φ, with dom(s˙) = fv(ϕ)∪C.
Proof : By induction on the structure of FP, defined as the least set satisfying the con-
straints (10), (11), (12) and (13), we prove that (s˙,h) is an injective normal CS-model of
φ if and only if (φ, CP(s˙,h)) ∈ FP. Based on the structure of the core formula φ ∈ T (ϕ),
for some symbolic heap ϕ ∈ SHK, we distinguish the following cases:
– φ= t0 7→ (t1, . . . , tK): because S is progressing, by Lemma 47, we obtain that (φ,F) ∈
FP if and only if F = CP(s˙,h), for some injective S-model (s˙,h) of t0 7→ (t1, . . . , tK),
such that dom(s˙) = {t0, . . . , tK}∪C. Since any injectiveS-model (s˙,h) of t0 7→ (t1, . . . , tK)
is also normal, we conclude this case.
– φ= emp−−• p(t): “⇒” SinceFP is the least relation satisfying (11), (emp −−• p(t),F) ∈
FP if and only if (∃hy . ψ,F) ∈ FP, for some core unfolding emp −−• p(t) CS ψ,
where y = fv(ψ)\t. By the induction hypothesis, there exists an injective normal CS-
model (s˙,h) of ∃hy . ψ such that F = CP(s˙,h) and dom(s˙) = fv(∃hy . ψ)∪C. Since
P is normalized, by Condition 1b in Definition 8 we have fv(∃hy . ψ) = fv(φ). By
Lemma 38, (s˙,h) is an injective CS-model of emp −−• p(t). Because φ is quantifier-
free, (s˙,h) is also an injective normal CS-model of φ. “⇐” Let (s˙,h) be an injec-
tive normal CS-model of emp −−• p(t). By Lemma 38, there exists a core unfold-
ing emp −−• p(t) CS ψ and an injective extension s˙ of s˙, such that (s˙,h) is an
injective CS-model of ψ. Let y
def
= fv(ψ) \ t. Then every variable x ∈ y occurs in a
points-to or a predicate atom, by Definition 37. Since S is normalized, we obtain
that s˙(x) ∈ loc(h), by point (2a) of Definition 8, and therefore (s˙,h) is an injective
CS-model of ∃hy . ψ. Since ψ is satisfiable, it cannot contain two atoms with the
same root. We have fv(ψ) = fv(φ) ⊆ V1P. Furthermore, since ||V2P|| = width(P) and
size(ψ) ≤ width(P), we can assume w.l.o.g. that y ⊆ V2P, hence ∃hy . ψ is a core
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formula. By the induction hypothesis, we obtain that 〈∃hy . ψ, CP(s˙,h)〉 ∈ FP, thus
〈emp −−• p(t), CP(s˙,h)〉 ∈ FP follows, by (11).
– φ = φ1 ∗ φ2: “⇒” Since FP is the least set satisfying (12), (φ1 ∗ φ2,F) ∈ FP if
and only if (φi,Fi) ∈ FP and F = add(X1,F1)~D add(X2,F2), where Xi = fv(φi) \
fv(φ3−i), for i = 1,2, allocCS (φ1)∩allocCS (φ2) = ∅ and D = allocS(φ1 ∗φ2)∩(fv(φ1)∩
fv(φ2) ∪ C). Since fv(φi) ⊆ fv(φ) ⊆ V1P, by the inductive hypothesis, there exist
injective normal CS-models (s˙i,hi) of φi, such that Fi = CP(s˙i,hi), for i = 1,2.
By renaming locations if necessary, we assume w.l.o.g. that s˙1 and s˙2 agree over
trm(φ1)∩ trm(φ2) and that s˙i(fv(φi) \ fv(φ3−i))∩ (s˙3−i(fv(φ3−i) \ fv(φi))∪ loc(h3−i)) =
∅, for i = 1,2 (†). This is feasible since the truth value of formulæ does not depend
on the name of the locations. Let s˙ = s˙1∪ s˙2. It is easy to check that 〈(s˙,h1), (s˙,h2)〉
is an injective normal CS-companion for (φ1,φ2), by Definition 19. Moreover, by
Lemma 50, we have CP(s˙,hi) = add(Xi,Fi), for i = 1,2. Next, we prove that h1
and h2 are disjoint heaps. Suppose, for a contradiction, that dom(h1)∩ dom(h2) ,
∅. By assumption (†), there exists a variable x ∈ fv(φ1)∩ fv(φ2), such that s˙(x) ∈
dom(h1)∩ dom(h2). Since P is normalized, by Conditions (2b) and (2c) in Defini-
tion 8, the only variables that can be allocated by a model of a core formula φi are
allocCS (φi), we must have x ∈ allocCS (φ1)∩allocCS (φ2), which contradicts with the
condition that allocCS (φ1)∩ allocCS (φ2) = ∅. We conclude that h1 and h2 are dis-
joint and let h = h1 unionmulti h2. By Lemmas 21 and 49, we respectively have Fr(h1,h2) ⊆
s˙ (fv(φ1)∩ fv(φ2)∪C) ⊆ s˙(V1P ∪C) and Fr(h1,h2)∩ dom(h) ⊆ s˙(D) ⊆ dom(h). Thus
(s˙,h) is an injective normal CS-model of φ1 ∗ φ2 and, by Definition 48, we have
CP(s˙,h) = CP(s˙,h1)~DCP(s˙,h2) = add(X1,F1)~D add(X2,F2).
”⇐” Let (s˙,h) be an injective normal CS-model of φ1 ∗φ2. Note that since φ1 ∗φ2 is
satisfiable we must have allocCS (φ1)∩allocCS (φ2) = ∅. By Lemma 20, there exists
an injective CS-normal companion 〈(s˙1,h1), (s˙2,h2)〉 for (φ1,φ2), such that h = h1unionmulti
h2. Since (s˙i,hi) is an injective normal CS-model of φi, we have 〈φi,CP(s˙i,hi)〉 ∈ FP,
by the inductive hypothesis, for i = 1,2. We prove that s˙(Xi)∩ loc(hi) = ∅, where
Xi
def
= fv(φi) \ fv(φ3−i), for i = 1,2. Let i = 1, the case i = 2 being symmetric, and
suppose, for a contradiction, that s˙(x) ∈ loc(h1), for some x ∈ X1. Because S is nor-
malized, by point (2a) of Definition 8, we have s˙(x) ∈ loc(h2), thus s˙(x) ∈ Fr(h1,h2).
By Lemma 21, s˙(x) ⊆ s˙(fv(φ1)∩ fv(φ2)∪C and, since s˙ is injective, we deduce
that x ∈ fv(φ1)∩ fv(φ2)∪C, which contradicts the hypothesis that x ∈ X1. Hence
s˙(Xi) ∩ loc(hi) = ∅ and, by Lemma 50, we obtain CP(s˙,hi) = add(Xi,CP(s˙i,hi)),
for i = 1,2. Moreover, by Lemmas 21 and 49, we respectively have Fr(h1,h2) ⊆
s˙(V1P ∪C) and Fr(h1,h2)∩ dom(h) ⊆ s˙(D) ⊆ dom(h). By Definition 48, we haveCP(s˙,h) = add(X1,CP(s˙1,h1))~D add(X2,CP(s˙2,h2)), thus 〈φ1 ∗φ2,CP(s˙,h)〉 ∈ FP,
by (12).
– ∃hx′ .φ′1: By α-renaming if necessary, we assume that x′ ∈V2P. Note that this is pos-
sible because ||V2P|| ≥ size(φ′1). Furthermore, since we also have ||V1P|| ≥ size(φ′1),
we may assume that there exists a variable x ∈ V1P \ fv(φ′1). It is clear that φ1 =
φ′1[x/x
′] is a core formula. “⇒” Since FP is the least relation satisfying (13), we
have (∃hx′ . φ′1, F) ∈ FP only if there exists a set of core formulæ F1 ⊆ Core(P),
such that F = rem(x,F1) and (φ1,F1) ∈ FP. By the inductive hypothesis, there
exists an injective normal CS-model (s˙1,h) of φ1 such that F1 = CP(s˙1,h). By
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Lemma 51, we obtain F = CP(s˙,h), where s˙ is the restriction of s˙1 to dom(s˙1) \ {x}.
Since S is normalized and the only occurrences of predicate atoms in φ1 are of
the form emp −−• p(t), we have s˙1(x) ∈ loc(h). Thus we conclude by noticing that
(s˙,h) is an injective normal CS-model of ∃hx′ . φ′1. “⇐” Let (s˙,h) be an injec-
tive normal CS-model of ∃hx′ . φ′1, with dom(s˙) = (fv(φ1) \ {x}) ∪C. There ex-
ists ` ∈ loc(h) \ img(s˙) such that (s˙[x← `],h) is an injective normal CS-model of
φ1. Since s˙[x ← `] is an injective extension of s˙ and ` ∈ loc(h), by Lemma 51,
CP(s˙,h) = rem(x,CP(s˙[x← `],h)) and (∃hx′ . φ′1, F) ∈ FP follows, by the inductive
hypothesis. uunionsq
8.2 Construction of the Composition Operation
As stated by Definition 48, a composition operation combines the core abstractions
of two injective structures with disjoint heaps into a set of core formulæ that is the
actual core abstraction of the disjoint union of the two structures. Since there are in-
finitely many structures with the same core abstraction, this set cannot be computed
by enumerating the models of its operands and computing the core abstraction of their
compositions. For this reason, the construction works symbolically on core formulæ,
by saturating the separating conjunction of two core formulæ via a modus ponens-style
consequence operator.
Definition 53. Given formulæ φ,ψ, we write φ  ψ if φ = ϕ ∗ [α −−• p(t)] ∗ [(β ∗ p(t)) −−•
q(u)] and ψ = ϕ ∗ [(α ∗ β) −−• q(u)] (up to the commutativity of ∗ and the neutrality of
emp) for some formula ϕ, predicate atoms p(t) and q(u) and conjunctions of predicate
atoms α and β.
Example 54. Consider the structure (s,h) and the rules of Example 30. We have h =
h1 unionmulti h2, with (s[y← `3],h1) |=CS q(y) −−• p(x) and (s[y← `3],h2) |=S q(y), i.e., (s[y←
`3],h2) |=CS emp −−• q(y), thus (s[y← `3],h) |=CS q(y) −−• p(x) ∗ emp −−• q(y)  emp −−•
p(x). 
We prove below that  is a logical consequence relation:
Lemma 55. If φ ∗ ψ then φ |=CS ψ.
Proof : The proof is by induction on the length n ≥ 0 of the derivation sequence from
φ to ψ. If n = 0 then φ = ψ and there is nothing to prove. Assume n = 1, the case n > 1
follows immediately by the inductive hypothesis. We assume that φ = [α−−• p(t)]∗ [(β∗
p(t)) −−• q(u)] and ψ = (α∗β) −−• q(u), for some predicate atoms p(t) and q(u) and some
possibly empty conjunctions of predicate atoms α and β. Then there exist two disjoint
heaps h1 and h2, such that h = h1 unionmulti h2, (s,h1) |=CS α −−• p(t) and (s,h2) |=CS (β ∗ p(t)) −−•
q(u). We prove that (s,h) |= ψ by induction on ||h2||. If ||h2|| = 0 then β = emp and, by
Lemma 29, we obtain p = q and s(t) = s(u). Thus h = h1 and (s,h) |= (α ∗ β) −−• q(u)
follows trivially. If ||h2|| > 0, then there exists a rule
(δ∗ p(x)) −−• q(y)⇐CS ρ (14)
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and a substitution τ such that [(δ ∗ p(x)) −−• q(y)]τ = (β ∗ p(t)) −−• q(u) and (s′,h2) |= ρτ,
where s′ is an associate of s. Since ||h2|| > 0, by definition of CS, rule (14) must be
an instance of (II). Thus ρ is of the form ∃v . ψ′σ ∗∗mj=1(γ j −−• p j(σ(w j))) for some
substitution σ, where γ1, . . . ,γm are separating conjunctions of predicate atoms such
that δ∗ p(x) =∗mj=1γ j. Still because (14) is an instance of (II), there exists a rule
q(y)⇐S ∃z . ψ′ ∗∗mj=1 p j(w j) (15)
and we have v = z \dom(σ).
Since (s,h2) |=CS ∃v . ψ′στ ∗∗mj=1γ jτ −−• p j(τ(σ(w j))), there exists a v-associate
s of s such that (s,h2) |=CS ψ′στ ∗∗mj=1γ jτ −−• p j(τ(σ(w j))). Hence, there exist two
disjoint heaps h′2 and h
′′
2 such that h2 = h
′
2unionmultih′′2 , (s,h′2) |=ψ′στ and (s,h′′2 ) |=CS∗mj=1γ jτ−−•
p j(τ(σ(w j))). We deduce that
(s,h1unionmulti h′′2 ) |=CS [α −−• p(t)]∗ [∗mj=1γ jτ −−• p j(τ(σ(w j)))].
Since δ ∗ p(x) =∗mj=1γ j, we can assume w.l.o.g. that γ1 is of the form p(x) ∗ δ′, so that
γ1τ = p(t)∗δ′τ and
(s,h1unionmulti h′′2 ) |=CS [α −−• p(t)]∗ [p(t)∗δ′τ −−• p1(τ(σ(w1)))]∗ [∗mj=2γ jτ −−• p j(τ(σ(z j)))].
There therefore exist two disjoint heaps h3 and h4 such that h1 unionmulti h′′2 = h3 unionmulti h4 and the
following hold:
(s,h3) |=CS [α −−• p(t)]∗ [p(t)∗δ′τ −−• p1(τ(σ(z1)))],
(s,h4) |=CS ∗mj=2γ jτ −−• p j(τ(σ(w j))).
Because S is assumed to be progressing, ψ′ contains exactly one points-to atom, thus
||h′2|| = 1 and ||h3|| ≤ ||h1||+ ||h′′2 || < ||h1||+ ||h2|| = ||h||. By the inductive hypothesis, we
deduce that (s,h3) |=CS α∗δ′τ −−• p1(τ(σ(w1))). Putting it all together, we obtain
(s,h) |=CS ψ′στ∗ [α∗δ′τ −−• p1(τ(σ(w1)))]∗ [∗mj=2γ jτ −−• p j(τ(σ(w j)))], hence
(s,h) |=CS ∃v . ψ′στ∗ [α∗δ′τ −−• p1(τ(σ(w1)))]∗ [∗mj=2γ jτ −−• p j(τ(σ(w j)))].
Since δ = δ′ ∗∗mj=2γ j, rule (15) implies the existence of the following rule that is an
instance of (II):
(η∗δ) −−• q(y)⇐CS ∃v . ψ′σ∗ [η∗δ′ −−• p1(σ(w1))]∗ [∗mj=2γ j −−• p j(σ(w j))],
where η is a separating conjunction of predicate atoms, such that ητ= α. Thus we obtain
(s,h) |=CS (ητ∗δτ) −−• q(τ(y)) and (s,h) |=CS α∗β −−• q(u) follows. uunionsq
The composition operator is defined as follows. We define a relation on the set of
core formulæ Core(P), parameterized by a set D ⊆V1P∪C:
∃hx1∀¬hy1 . ψ1,∃hx2∀¬hy2 . ψ2 D ∃hx∀¬hy . ψ (16)
if ψ1 ∗ψ2 ∗ ψ,x1∩x2 = ∅,x = (x1∪x2)∩ fv(ψ),y = ((y1∪y2)∩ fv(ψ)) \x, rootslhs(ψ)∩D = ∅.
The composition operator is defined by lifting the  relation to sets of core formulæ:
F1~D F2
def
= {ψ | φ1 ∈ F1,φ2 ∈ F2,φ1,φ2 D ψ} (17)
We show that ~D is indeed a composition, in the sense of Definition 48:
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Lemma 56. LetS be a normalized, progressing, connected and e-restricted set of rules,
D ⊆V1P∪C be a set of terms and (s˙,h) be an injective structure, with dom(s˙) ⊆V1P∪C.
Let h1 and h2 be two disjoint heaps, such that:(1) h = h1unionmultih2, (2) Fr(h1,h2) ⊆ s˙(V1P∪C)
and (3) Fr(h1,h2)∩ dom(h) ⊆ s˙(D) ⊆ dom(h). Then, we have CP(s˙,h) = CP(s˙,h1) ~D
CP(s˙,h2).
Proof : “⊆” Let ψ ∈ CP(s˙,h) be a core formula. By equation (17), it is sufficient to show
the existence of core formulæ ψi ∈ CP(s˙,hi), for i = 1,2, such that ψ1 ∗ψ2 D ψ.
(A) First, we proceed under the following assumptions:
1. ψ is quantifier-free thus, by Definition 31, it is of the form:
ψ =∗ni=1 (∗kij=1qij(uij) −−• pi(ti))︸                      ︷︷                      ︸
def
=λi∈~1. .n
∗∗mi=n+1 xi 7→ (ti1, . . . , tiK)︸             ︷︷             ︸
def
=λi∈~n+1. .m
, for some 0 ≤ n ≤ m,
2. s˙ is bijective, i.e. img(s˙) = L;
3. (s˙,h) |=CS ψ and s˙(rootslhs(ψ))∩dom(h) = ∅ (†)
We show the existence of two quantifier-free core formulæ ψ1,ψ2 with ψ1,ψ2 D ψ,
s˙ ∈ WS(s˙,hi,ψi) and roots(ψi) ⊆ V1P ∪C∪ roots(ψ), for i = 1,2. By definition, there
exist m disjoint heaps h′1, . . . ,h
′
m, such that h = h1unionmultih2 =
⊎m
i=1 h
′
i and (s˙,h
′
i ) |=CS λi, for all
i ∈ ~1 . . m. First, we prove that:
rootslhs(ψ)∩D = ∅. (††)
Suppose, for a contradiction, that there exists a variable x ∈ rootslhs(ψ)∩D. Then s˙(x) ∈
s˙(rootslhs(ψ)), leading to s˙(x) < dom(h), by (†). But we also have s˙(x) ∈ s˙(D), hence
s˙(D) * dom(h), which contradicts the hypothesis s˙(D) ⊆ s˙(dom(h) from the statement of
the Lemma. Second, we build ψ1 and ψ2, distinguishing the following cases:
(A.1) If for all i ∈ ~1 . . m, either h′i ⊆ h1 or h′i ⊆ h2, then we let ψi
def
= ∗{λ j | j ∈
~1 . .m, h′j ⊆ hi}, for i = 1,2 (note that we may have ψi = emp, if hi is empty). It is clear
that the formula ψ can be written in the form ψ1 ∗ψ2, up the commutativity of ∗ and
neutrality of emp for ∗. Since rootslhs(ψ)∩D = ∅ by (††), we deduce that ψ1,ψ2 D ψ
(16) trivially, since ψ = ψ1 ∗ψ2.
(A.2) Otherwise, there exists i ∈ ~1 . .m such that h′i * h1 and h′i * h2. Thus, necessarily,||h′i || > 1. Furthermore, since ||h′j|| = 1 for all j ∈ ~n + 1 . . m, we must have i ∈ ~1 . . n.
For the sake of readability we drop all references to i and write λi =∗kj=1q j(u j)−−• p(t)
instead of λi =∗kij=1qij(uij) −−• pi(ti). Since s˙ is bijective by assumption, by Lemma 39,
there exists a core unfolding λi CS ϕi, such that (s˙,h) |=CS ϕi. Because ||h′i || > 1, entails
that ϕi , emp, the rule used to obtain this core unfolding (see Definition 37) must
have been generated by inference rule (II). Since S is progressing, we deduce that ϕi
is of the form t0 7→ (t1, . . . , tK)∗∗k′j=1(γ j −−• p′j(t j)), for some separating conjunctions of
predicate atoms γ1, . . . ,γk′ such that∗k′j=1γ j =∗kj=1q j(u j), and that t0 = root(p(t)). Then
s˙(t0) ∈ dom(h′i ) ⊆ dom(h) and assume that s˙(t0) ∈ dom(h1) (the case s˙(t0) ∈ dom(h2) is
symmetric). We construct a sequence of formulæ by applying the same process to each
occurrence of a subformula of the form α′ −−• p′(t′) such that s˙(root(p′(t′))) ∈ dom(h1),
leading to∗kj=1q j(u j) −−• p(t) ∗CS α∗∗hj=1δ j −−• r j(v j), where:
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– α is a separating conjunction of points-to atoms,
– δ1, . . . , δh are separating conjunctions of predicate atoms, such that∗hj=1δ j =∗kj=1q j(u j),
– (s˙,h′i ) |=CS α∗∗hj=1δ j −−• r j(v j),
– s˙(root(r j(v j))) ∈ dom(h2), for all j ∈ ~1 . . h.
Let λ1i,1
def
=∗hj=1r j(v j)−−• p(t). By definition h′i = h1i,1unionmultih′i,1, with (s˙,h1i,1) |=CS α and (s˙,h′i,1) |=CS∗hj=1δ j −−• r j(v j). Note that by construction h1i,1 ⊆ h1 (but we do not necessarily have
h′i,1 ⊆ h2). Furthermore, it is easy to check that α |=CS λ1i,1 (indeed, by construction,
α is obtained by starting from p(t) and repeatedly unfolding all atoms not occurring in∗hj=1r j(v j)), hence (s˙,h1i,1) |=CS λ1i,1. By Definition 53, we have λ1i,1∗(∗hj=1δ j −−• r j(v j))∗
λi. We now prove that:
root(r j(v j)) ∈ V1P∪C, for each j ∈ ~1 . . h. (?)
Since (s˙,h1i,1) |=CS λ1i,1, by Lemma 32, we have s˙(root(r j(v j))) ∈ loc(h1)∪ s˙(C). If s˙(root(r j(v j))) ∈
s˙(C), we obtain root(r j(v j)) ∈ C by injectivity of s˙. Otherwise s˙(root(r j(v j))) ∈ loc(h1),
and since s˙(root(r j(v j))) ∈ dom(h2)⊆ loc(h2) by construction, we obtain s˙(root(r j(v j))) ∈
Fr(h1,h2) ⊆ s˙(V1P∪C), by hypothesis (3) of the Lemma. Since s˙ is injective, we deduce
that root(r j(v j)) ∈ V1P∪C.
We repeat the entire process until we get a formula that satisfies Condition (A.1).
Note that the unfolding terminates because at each step we increase the number h of
separating conjunctions δ1, . . . , δh and∗hj=1δ j =∗kj=1q j(u j), where k ≥ h is fixed. If we
denote by s the number of unfolding steps, and by ψ(i) the formula obtained after step i,
we eventually obtain a sequence of formulæ ψ(s) ∗ . . . ∗ ψ(0) = ψ where ψ(s) satisfies
Condition (A.1), and (s˙,h) |= ψ(i), for all i = 0, . . . , s. By Point (A.1), we therefore obtain
formulæ ψ j such that (s˙,h j) |=CS ψ j, for j = 1,2 and ψ1 ∗ψ2 ∗ ψ, which, by (††), leads
to ψ1,ψ2 D ψ (16).
We prove that s˙(rootslhs(ψi))∩dom(hi) = ∅, for i = 1,2. Let i = 1 and x ∈ rootslhs(ψ1)
(the proof is identical for the case i = 2). If x ∈ rootslhs(ψ) then s˙(x) < dom(h), by (†).
Otherwise, x < rootslhs(ψ) was introduced during the unfolding, hence s˙(x) ∈ dom(h2),
by the construction of ψ1. In both cases, we have s˙(x) < dom(h1). Since (s˙,h1) |=CS ψ1
and ψ1 is quantifier-free, by construction, we have s˙ ∈WS(s˙,h1,ψ1), thus ψ1 ∈ CP(s˙,h1),
as required.
Next, we show that for i = 1,2, each root in ψi is contained in V1P ∪C∪ roots(ψ),
and that it occurs with multiplicity one. We give the proof when i = 1, the proof for
i = 2 is symmetric. First, each x ∈ roots(ψ1) is either a root of ψ or it is introduced by
the unfoldings described above. In the second case we have x ∈V1P∪C by (?). Second,
we show that all variables from roots(ψ1) occur with multiplicity one. Suppose, for a
contradiction, that x occurs twice as a root in ψ1. If both occurrences of x are in points-to
atoms x 7→ (t1, . . . , tK) or in a predicate atom δ −−• p(t) with x = root(p(t)), then since all
atoms are conjoined by separating conjunctions, φ1 is unsatisfiable, which contradicts
the fact that (s˙,h1) |=CS ψ1. If one occurrence of x occurs in rootslhs(ψ1) then we have
shown that s˙(x) < dom(h1), thus the other occurrence of x cannot occur in rootsrhs(ψ1),
which entails that it also occurs in rootslhs(ψ1). Finally, assume that both occurrences
of x occur in rootslhs(ψ1). Because ψ ∈ Core(P), it must be the case that at least one
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occurrence of x was introduced during the unfolding. This entails that s˙(x) ∈ dom(h)
thus x cannot occur in rootslhs(ψ), because ψ ∈ CP(s˙,h) (Definition 44), hence both
occurrences of x have been introduced during the unfolding. But each time a variable
x is introduced in rootslhs(ψ1), there is another occurrence of the same variable x that
is introduced in rootsrhs(ψ2), hence ψ2 is unsatisfiable, which contradicts the fact that
(s˙,h2) |=CS ψ2.
(B) Let ψ = ∃hx∀¬hy .ϕ, where ϕ is a quantifier-free core formula in Core(P) and
let s˙ be an injective store. Note that, since ψ ∈ Core(P) and dom(s˙) ⊆ V1P, we have
(x∪ y)∩ dom(s˙) = ∅. Because ψ ∈ CP(s˙,h), by Definition 44, there exists a witness
s˙ ∈WS(s˙,h,ψ), satisfying the three points of Definition 44, and such that:
s˙(rootslhs(ψ))∩dom(h) = ∅. (‡)
Note that s˙ is injective by Definition 44, and we can assume w.l.o.g. that it is bijective.
To this aim, we consider any bijection ` 7→ x` between L \ img(s˙) and V \ dom(s˙).
Such a bijection exists because both L \ img(s˙) and V \dom(s˙) are infinitely countable.
Let s˙′ be the extension of s˙ with the set of pairs {(x`, `) | ` 7→ x`}. It is easy to check that
s˙
′ is bijective.
Since (s˙,h) |=CS ϕ by point 1 of Definition 44 and ϕ is quantifier-free, we have
s˙ ∈WS(s˙,h,ϕ), hence ϕ ∈ CP(s˙,h), because rootslhs(ϕ) = rootslhs(ψ) and s˙(rootslhs(ϕ))∩
dom(h) = ∅ follows from (‡). By case (A), there exist quantifier-free core formulæ
ϕ1,ϕ2, such that ϕ1,ϕ2 D ϕ, s˙ ∈ WS(s˙,hi,ϕi) and roots(ϕi) ⊆ V1P ∪C∪ roots(ϕ), for
i = 1,2. Let s˙i be the restriction of s˙ to fv(ϕi)∪C and define the following sets, for
i = 1,2:
xi
def
=
{
x ∈ dom(s˙) \dom(s˙) | s˙(x) ∈ loc(hi)
}
yi
def
=
{
x ∈ dom(s˙i) \dom(s˙) | s˙(x) < loc(hi)
}
Note that we do not know at this point whether xi ⊆ dom(s˙i) (this will be established
later), while yi ⊆ dom(s˙i) holds by definition.
We prove that for all variables x ∈ xi, there exists a subformula δ occurring in ϕi
such that x ∈ fv(δ), and either δ is a points-to atom or δ = α −−• β with x ∈ fv(β) \ fv(α).
To this aim, we begin by proving that if some formula ϕ′ is obtained from the initial
formula ϕ by a sequence of unfoldings as defined in Part (A) and if x ∈ fv(ϕ′), then ϕ′
contains a formula of the form above. The proof is by induction on the length of the
unfolding:
– If ϕ = ϕ′, then by the hypothesis x < dom(s˙) and x ∈ fv(ϕ), thus x ∈ x∪ y. Since
s˙i(x) ∈ loc(hi) ⊆ loc(h), we have s˙(x) ∈ loc(h), hence by Condition (3) of Definition
44, necessarily x ∈ x. Then the proof follows immediately from Condition (ii) in
Definition 31.
– Otherwise, according to the construction above, ϕ′ is obtained from an unfold-
ing ϕ′′ of ϕ, by replacing some formula λi =∗kij=1qij(uij) −−• pi(ti) in ϕ′′ by λ1i,1 ∗(∗hj=1(δ j −−• r j(v j))), with λ1i,1 =∗hj=1 (r j(v j) −−• pi(ti)), and all atoms in δ j occur in∗kij=1qij(uij).
• If x occurs in ϕ′′, then by the induction hypothesis ϕ′′ contains a formula δ
satisfying the condition above. If δ is distinct from λi then δ occurs in ϕ′ and
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the proof is completed. Otherwise, we have δ = α −−• β with β = pi(ti), α =∗kij=1qij(uij) and x ∈ fv(β)\ fv(α). We distinguish two cases: If x ∈ fv(r j(v j)), for
some j ∈ ~1 . . h, then x ∈ fv(r j(v j))\ fv(δ j) (since x < fv(α) and fv(δ j) ⊆ fv(α)),
thus the formula∗hj=1δ j −−• r j(v j) fulfills the required property. Otherwise, x ∈
fv(pi(ti)) \ fv(∗hj=1r j(v j)) and λ1i,1 fulfills the property.• Now assume that x does not occur in ϕ′′. This necessarily entails that x ∈
fv(r j(v j)), for some j ∈ ~1 . . h, and that x < fv(δ j), thus x ∈ fv(r j(v j)) \ fv(δ j)
and the formula δ j −−• r j(v j) fulfills the required property.
We show that such a formula δ cannot occur in ϕ3−i, hence necessarily occurs in ϕi,
which entails that x ∈ dom(s˙i), and also that x1 ∩ x2 = ∅. This is the case because if
δ occurs in ϕ3−i, then there exists a subheap h′3−i of h3−i such that (s˙,h
′
3−i) |= δ. By
Lemma 33, since x ∈ fv(β)\ fv(α) when δ is of the form α−−• β, we have s˙(x) ∈ loc(h3−i).
Furthermore, by hypothesis x ∈ xi, hence s˙(x) ∈ loc(hi). Therefore s˙(x) ∈ Fr(h1,h2) ⊆
img(s˙) by the hypothesis (2) of the Lemma. Since s˙ is injective, this entails that x ∈
dom(s˙), which contradicts the definition of xi.
Let ψi
def
= ∃hxi∃hyi . ϕi, for i = 1,2. Due to the previous property, ψi satisfies Con-
dition (ii) of Definition 31. By definition of yi, we have yi ⊆ dom(si) and by defini-
tion of si, we have dom(si) ⊆ fv(ϕi)∪C, thus ψi also fulfills Condition (i) of the same
definition. By part (A) ϕi is a core formula, hence Condition (iii) is satisfied, which
entails that ψi is a core formula. Still by part (A) of the proof, (s˙,hi) |=CS ϕi, thus
we also have also (s˙i,hi) |=CS ϕi, by the definition of s˙i, for i = 1,2. By the definition
of xi and yi, we have s˙i ∈ WS(s˙,hi,ψi) and since s˙i(rootslhs(ϕi)) = s˙(rootslhs(ϕi)) and
s˙(rootslhs(ϕi))∩dom(hi) = ∅, we obtain ψi ∈ CP(s˙,hi), for i = 1,2.
Since ϕ1 ∗ϕ2 D ϕ and ϕ1,ϕ2 are quantifier-free, we have, by definition of D:
ψ1 ∗ψ2 D ∃hx′∀¬hy′ϕ, where x′ = (x1∪x2)∩ fv(ϕ) and y′ = ((y1∪y2)∩ fv(ϕ)) \x′.
To complete the proof, it is sufficient to show that x′ = x and that y = y′, so that
∃hx′∀¬hy′ϕ = ψ.
x′ = x “⊆” Let x ∈ x′. We have x ∈ xi, for some i = 1,2, and x ∈ fv(ϕ). By definition
of xi, this entails that x ∈ dom(s˙) \ dom(s˙) and that s˙(x) ∈ loc(hi) ⊆ loc(h). Since
x ∈ fv(ϕ) and x ∈ dom(s˙) \ dom(s˙), necessarily x ∈ x∪ y, and because of Condition
(3) in Definition 44, we have x < y. Hence x ∈ x.
“⊇” Let x ∈ x. We have x ∈ fv(ϕ) by Definition 31 (ii), and s˙(x) ∈ loc(h) by Definition
44 (1), thus s˙(x) ∈ loc(hi), for some i = 1,2, so that x ∈ xi. Consequently x ∈ x′.
y = y′ “⊆” Let y ∈ y′. By definition, we have y ∈ yi for some i = 1,2, y ∈ fv(ϕ), and
y < x = x′. Since y ∈ yi, we have y < dom(s˙), thus y < fv(ψ), hence y ∈ x∪ y. Since
y < x, we deduce that y ∈ y.
“⊇” Let y ∈ y. By definition, y < dom(s˙) and y < x, moreover y ∈ fv(ϕ), by Definition
31 (i). By Definition 44 (3), we have s˙(y) < loc(h). By definition of D, since y ∈
fv(ϕ), necessarily y ∈ fv(ϕi), for some i = 1,2. Since y < dom(s˙), we deduce that
y ∈ xi ∪ yi. Since s˙(y) < loc(h), we have s˙(y) < loc(hi), hence y ∈ yi. Consequently,
y ∈ y′.
“⊇” Let ψ ∈ CP(s˙,h1)~DCP(s˙,h2) be a core formula. By the definition of ~D (17), there
exists ψi ∈ CP(s˙,hi), for i = 1,2, such that ψ1,ψ2 D ψ. By the definition of D (16), we
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have ψi = ∃hxi∀¬hyi . φi, for i = 1,2, with x = (x1∪x2)∩ fv(φ), y = ((y1∪y2)∩ fv(φ))\x,
x1 ∩ x2 = ∅ and ψ = ∃hx∀¬hy . φ, where φ1, φ2 and φ are quantifier-free core formulæ
and rootslhs(φ)∩D = ∅. Since ψi ∈ CP(s˙,hi), by Definition 44, there exist witnesses
s˙i ∈WS(s˙,hi,∀¬hyi . φi), such that s˙i(xi) ⊆ loc(hi) and s˙i(rootslhs(φi))∩dom(hi) = ∅, for
i = 1,2. W.l.o.g. we can choose these witnesses such that dom(s˙i) = xi∪dom(s˙). Let s˙ be
any extension of s˙1∪ s˙2 such that y1∪y2 ⊆ dom(s˙) and s˙(y1) , s˙(y2) < loc(h)∪ img(s˙1)∪
img(s˙2), for all variables y1 , y2 ∈ y1 ∪y2. Note that such an extension exists, because
L is infinite and y1, y2 are finite. Moreover, s˙ is a well-defined store, because s˙1 and s˙2
both agree over dom(s˙) and x1∩x2 = ∅.
We prove that s˙ is injective. Suppose, for a contradiction, that s˙(x1) = s˙(x2), for some
variables x1 , x2 ∈ dom(s˙). By the definition of s˙, since s˙1 and s˙2 are injective, the only
possibility is xi ∈ dom(s˙i)\dom(s˙3−i), for i = 1,2 (hence xi < dom(s˙)). Then xi ∈ xi must
be the case, thus s˙i(xi) ∈ loc(hi), leading to s˙1(x1) ∈ Fr(h1,h2)⊆ img(s˙), by the hypothesis
of the Lemma, hence xi ∈ dom(s˙), by injectivity of s˙, which yields a contradiction.
We prove next that s˙ ∈WS(s˙,h,φ). Since s˙i ∈WS(s˙,hi,∀¬hyi . φi), we have (s˙i,hi) |=CS
∀¬hyi . φi, for i = 1,2. We show that s˙(yi)∩ loc(hi) = ∅ for i = 1,2. Suppose, for a contra-
diction, that i = 1 and s˙(x) ∈ loc(h1), for some x ∈ y1 (the proof when i = 2 is symmetric).
By definition of s˙, this is possible only if x ∈ x2, and this entails that s˙(x) ∈ loc(h2),thus
s˙(x) ∈ Fr(h1,h2) ⊆ s˙(V1P ∪C), by the hypothesis of the Lemma. By the injectivity of
store s˙, this entails that x ∈ dom(s˙), which contradicts the fact that x ∈ x2 (since, by defi-
nition of x2, we have x2∩dom(s˙) = ∅). Then s˙(yi)∩ loc(hi) = ∅, hence, (s˙,hi) |=CS φi, for
i = 1,2. Then (s˙,h) |=CS φ1 ∗φ2, leading to (s˙,h) |=CS φ, by Lemma 55, since φ1 ∗φ2 ∗ φ.
Moreover, s˙(x1∪x2) = s˙1(x1)∪ s˙2(x2) ⊆ loc(h1)∪ loc(h2) = loc(h) and s˙(yi)∩ loc(h) = ∅,
for i = 1,2, by the definition of s˙. Then s˙ ∈WS(s˙,h,φ), by Definition 44.
Finally, we prove that s˙(rootslhs(φ)) ∩ dom(h) = ∅. Suppose, for a contradiction,
that there exists x ∈ rootslhs(φ) such that s˙(x) ∈ dom(h). By Definition 53, we have
rootslhs(φ) ⊆ rootslhs(φ1)∪ rootslhs(φ2) and we assume that x ∈ rootslhs(φ1) (the case
x ∈ rootslhs(φ2) is symmetrical). Since (s˙,h1) |=CS φ1, we obtain s˙(x) ∈ loc(h1)∪ s˙(C),
by Lemma 32, and since x < C and s˙ is injective, we obtain s˙(x) ∈ loc(h1). More-
over, we have s˙1(x) < dom(h1), hence s˙1(x) ∈ dom(h2) ⊆ loc(h2). Thus s˙(x) ∈ Fr(h1,h2)∩
dom(h) ⊆ s˙(D), leading to x ∈ D, by the injectivity of s˙. This contradicts the hypothesis
rootslhs(φ)∩D = ∅ (16). We obtain that s˙(rootslhs(φ))∩dom(h) = ∅, thus φ ∈ CP(s˙,h).
uunionsq
9 Main Result
In this section, we state the main complexity result of the paper. As a prerequisite,
we prove that the size of the core formulæ needed to solve an entailment problem P
is polynomial in width(P) and the number of such formulæ is simply exponential in
width(P) + log(size(P)).
Lemma 57. Given an entailment problem P, for every formula φ ∈ Core(P), we have
size(φ) = O(width(P)2) and ||Core(P)|| = 2O(width(P)3×log(size(P))).
Proof : Let φ ∈ Core(P) be a core formula. Then φ can be viewed as a formula built
over atoms of the form p(t) and t0 7→ (t1, . . . , tK) using the connectives ∗, −−• and the
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quantifiers ∃h and ∀¬h. By Definition 31 (iii), φ contains at most ||VP|| occurrences of
such atoms. Since, by points (i) and (ii) of Definition 31, all the variables in φ necessary
occur in an atom, this entails that φ contains at most ||VP||×α (bound or free) variables,
where α = max({#p | p ∈ P}∪ {K+1}) denotes the maximal arity of the relation symbols
(including 7→) in φ. Since each atom is of size at most α+1 and since there is at most one
connective ∗ or−−• for each atom, we deduce that size(φ)≤ 2×||VP||×α+ ||VP||×(α+2).
By definition, we have α ≤ width(P), and VP is chosen is such a way that ||VP|| =
2×width(P), thus size(φ) = O(width(P)2). The symbols that may occur in the formula
include the set of free and bound variables, the predicate symbols and the symbols 7→, ∗,
−−• ∀¬h, ∃h, yielding at most (||VP||×α)+size(P)+5≤width(P)2 +size(P)+5 symbols.
Thus there are at most (width(P)2 +size(P)+5)O(width(P)2) = 2O(width(P)3×log(size(P))) core
formulæ in Core(P). uunionsq
Theorem 58. Checking the validity of progressing, connected and e-restricted entail-
ment problems is 2-EXPTIME-complete.
Proof : 2-EXPTIME-hardness follows from [6]; since the reduction in [6] involves
no (dis-)equality, the considered systems are trivially e-restricted. We now prove 2-
EXPTIME-membership. Let P be an e-restricted problem. By Lemma 11, we com-
pute, in time size(P) · 2O(width(P)2), an equivalent normalized e-restricted problem Pn
of size(Pn) = size(P)×2O(width(P)2) and width(Pn) = O(width(P)2). We fix an arbitrary
set of variables VPn =V1Pn unionmultiV2Pn with ||ViPn || = width(Pn), for i = 1,2 and we com-
pute the relation FPn , using a Kleene iteration, as explained in Section 8 (Lemma 52).
By Lemma 57, if ψ ∈ Core(Pn) then size(ψ) = O(width(P)2) and if (ψ,F) ∈ FPn then
||F|| = 2O(width(Pn)3×log(size(Pn))) = 2O(width(P)8×log(size(P))), hence FP can be computed in
22
O(width(P)8×log(size(P)))
steps. It thus suffices to check that each of these steps can be per-
formed in polynomial time w.r.t. Core(Pn) and size(Pn). This is straightforward for
points-to atoms, predicate atoms and existential formulæ, by iterating on the rules in
Pn and applying the construction rules (10), (11) and (13) respectively. For the dis-
joint composition, one has to compute the relation ∗, needed to build the operator ~D,
according to (16) and (17). We use again a Kleene iteration. It is easy to check that
φ  ψ⇒ size(ψ) ≤ size(φ), furthermore, one only needs to check relations of the form
φ1 ∗φ2  ψ with φ1,φ2,ψ ∈ Core(Pn). This entails that the number of iteration steps is
2O(width(P)8×log(size(P))) and, moreover, each step can be performed in time polynomial
w.r.t. Core(Pn). Finally, we apply Lemma 46 to check that all the entailments in Pn are
valid. This test can be performed in time polynomial w.r.t. ||FPn || and size(Pn). uunionsq
10 Conclusion and Future Work
We presented a class of SL formulæ built from a set of inductively defined predicates,
used to describe pointer-linked recursive data structures, whose entailment problem
is 2-EXPTIME-complete. This fragment, consisting of so-called e-restricted formulæ,
is a strict generalization of previous work defining three sufficient conditions for the
decidability of entailments between SL formulæ, namely progress, connectivity and
establishment [8,12,14]. On one hand, every progressing, connected and established
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entailment problem can be translated into an e-restricted problem. On the other hand,
the models of e-restricted formulæ form a strict superset of the models of established
formulæ. The proof for the 2-EXPTIME upper bound for e-restricted entailments lever-
ages from a novel technique used to prove the upper bound of established entailments
[12,14]. A natural question is whether the e-restrictedness condition can be dropped.
We conjecture that this is not the case, and that entailment is undecidable for progress-
ing, connected and non-e-restricted sets. Another issue is whether the generalization of
symbolic heaps to use guarded negation, magic wand and septraction from [15] is pos-
sible for e-restricted entailment problems. The proof of these conjectures is on-going
work.
Future work focuses on finding efficient ways to implement the algorithm in this
paper, such as relationships with SMT solving and the application of these techniques
to combinations of symbolic heaps with SMT-supported theories of data (integers, real
numbers, strings, sets, etc.). As evidenced by Example 4, non-e-restricted rules can
sometimes be transformed into e-restricted ones by replacing variables with constants
(and propagating these replacements into the rules). It would be interesting from a prac-
tical point of view to automate this transformation and identify syntactic conditions
ensuring that it is applicable.
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