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The work presented in this thesis is concerned with the propagation of acoustic waves
through phononic crystal systems and their ability to attenuate sound in the low fre-
quency regime. The plane wave expansion method and finite element method are utilised
to investigate the properties of conventional phononic crystal systems. The acoustic band
structure and transmission measurements of such systems are computed and verified ex-
perimentally. Good agreement between band gap locations for the investigative methods
detailed is found. The well known link between the frequency range a phononic crystal
can attenuate sound over and its lattice parameter is confirmed. This leads to a reduc-
tion in its usefulness as a viable noise barrier technology, due to the necessary increase
in overall crystal size. To overcome this restriction the concept of an acoustically reso-
nant phononic crystal system is proposed, which utilises acoustic resonances, similar to
Helmholtz resonance, to form additional band gaps that are decoupled from the lattice
periodicity of the phononic crystal system. An acoustically resonant phononic crystal
system is constructed and experimental transmission measurements carried out to ver-
ify the existence of separate attenuation mechanisms. Experimental attenuation levels
achieved by Bragg formation and resonance reach 25dB. The two separate attenuation
mechanisms present in the acoustically resonant phononic crystal, increase the efficiency
of its performance in the low frequency regime, whilst maintaining a reduced crystal size
for viable noise barrier technology. Methods to optimise acoustically resonant phononic
crystal systems and to increase their performance in the lower frequency regime are dis-
cussed, namely by introducing the Matryoshka acoustically resonant phononic crystal
system, where each scattering unit is composed of multiple concentric C-shape inclu-
sions.
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Motivation
The link between exposure to noise and hearing problems is well known and interna-
tionally accepted. There is good evidence of some damage to hearing from prolonged
exposure to noise at levels down to 85 dB and a residual risk down to 82 dB but the
magnitude of the hazard increases rapidly above 90 dB. Research estimates that over 1.1
million people are exposed to noise levels above 85 dB at work, with an estimated 170,000
people suffering deafness, tinnitus or other ear conditions as a result in the UK alone
[1]. It is evident that a reduction in noise level would give great health benefits and lead
to increased productivity since working in a quieter environment would reduce discom-
fort and annoyance. Noise barriers are used to reduce noise disturbance from industrial
plant, roads, railways, neighbouring rooms, aircraft operations etc. Traditionally out-
door noise barriers are constructed from solid structures (concrete walls etc.) which act
both to absorb the sound and also, by reflection, to deflect it away from the areas that
require protection. This latter scenario is frequently achieved by using angled barriers
which reflect the sound upwards away from the ground. For sound attenuation indoors,
porous materials are generally used in the construction of enclosures or partition walls.
They provide very good sound attenuation because of friction and viscous dissipation
occurring due to the motion of the air relative to the pore walls. Much of the sound
energy is transferred into heat in the pores which leads to its attenuation.
With current noise barrier technology constructed from conventional materials, as sound
waves propagate through the medium they are severely attenuated at high frequencies
but can easily propagate at low frequencies — a consequence of the mass density law.
Conventional barrier technology can be tailored to attenuate low frequency noise but
with a significant increase in mass/density, losing the cost to weight benefits attributed
to this existing technology. Therefore, for practical noise barriers, attenuation of envi-
ronmental noise in the lower frequency regime is very difficult. Whilst these traditional
methods can be very effective they generally suffer from the major disadvantage of
not only attenuating sound but also preventing the free flow of air and light through
the barrier. Recent years have seen a growing interest in the potential for the use of
phononic crystals as noise barriers, with sound attenuation up to 20 dB [2] and 25 dB
xiii
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[3]. They usually consist of periodic arrays of a high mechanical impedance material
(often as cylindrical rods) and are known to give high attenuation at selective but often
rather narrow frequency bands as a consequence of multiple scattering phenomena. An
advantage of phononic crystals is that, by varying the distance between the scatterers,
it is possible to attain peaks of attenuation in a selected range of frequencies. This
will be at the selected frequency and harmonics of this frequency. Further advantages
of a phononic crystal barrier in comparison with more traditional sound barriers, are
its ability to allow light to pass and, uniquely, that it does not present an obstruction
to the free flow of air. However, barriers using these ‘conventional’ phononic crystals
suffer from the major disadvantage of providing attenuation only over a rather narrow
frequency band and are therefore unsuitable as barriers to broad band sound.
The aim of this thesis is to investigate the effects of elastic wave propagation through
a new class of phononic crystal system — the acoustically resonant phononic crystal
— and investigate methods to optimise the performance of this new phononic crystal
system. The proposed noise barriers detailed within this thesis overcome the inherent
problem of the link between frequency and lattice parameter of a conventional phononic
crystal system forming broad attenuation levels in the lower frequency regime. Chap-
ter 1 of this thesis gives an overview of the fundamental principles of acoustics, and
provides the mathematical framework for the analysis of phononic crystals and their
related properties. Chapter 2 introduces the concept of electronic band gap formation
then relates to acoustic band gap formation in phononic crystals. We then implement
the plane wave expansion method in Chapter 3 to compute the acoustic band structure
of conventional phononic crystals. Chapter 4 details the finite element method, and its
application to calculating acoustic band structure and performing transmission based
simulations. Chapter 5 gives a brief review of existing experimental phononic crystal
studies, followed by a description of the apparatus and samples and gives an overview of
the experimental setup and experimental procedure. Chapter 6 of this thesis contains
the results and discussion for the conventional phononic crystal systems investigated
throughout. Chapter 7 introduces the concept of locally resonant phononic crystals and
leads to the step change in the field of using acoustically resonant phononic crystals.
The results and discussion of the acoustically resonant phononic crystal systems can be
found in Chapter 8. Chapter 9 gives a conclusion of results and an overview of potential
applications for acoustically resonant phononic crystal systems and their application to
viable noise control situations. Chapter 10 of this thesis gives an insight into the vibra-
tional modes of a single resonating unit included in the acoustically resonant phononic
crystals, introducing the concepts of modal analysis.
Chapter 1
Introduction
Chapter 1 of this thesis serves as an introduction to the fundamental principles of acous-
tics, and provides the mathematical framework for the analysis of phononic crystals and
their related properties. Phononic crystals are periodic structures, comprising two or
more materials with different mechanical properties, which can be used to control me-
chanical waves. Since the wavelengths of operation in all studies detailed herein are
of the order of centimetres, and in this range a propagating wave “sees” the phononic
crystal structure as a piecewise homogeneous medium away from band gap formation,
we present the wave equation for isotropic and homogeneous media together with its
solutions. We start by presenting the different mechanisms for wave propagation that
exist, dependent on the type of material (i.e. solid or fluid) within which the waves
propagate [4]. Mechanical waves propagating in solid materials are usually called elastic
waves while those propagating in fluid materials are called acoustic waves. This thesis
will concentrate on the propagation of acoustic waves through fluid materials, but, be-
cause phononic crystals are composed of solid scatterers, propagation in solids is also
described.
1.1 Elastic Waves in Homogeneous Materials
To investigate wave propagation through phononic crystals, the propagation of mechan-
ical waves in solid homogeneous materials must be considered. A homogeneous solid
material is often crystalline and comprises a precise periodic arrangement of atoms in
space. The atoms in the perfectly ordered crystal can be assumed to be located at their
equilibrium positions, see Figure 1.1 (a). When an elastic wave with wave vector k˜
propagates within a homogeneous crystalline material, atoms displace from their equi-
librium positions, see Figure 1.1 (b) & (c). The distance an atom is displaced from its
1
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equilibrium position, as a result of the disturbance caused by the elastic plane wave, is
represented by the displacement vector u˜(r˜, 푡). When the atoms move perpendicularly
to the direction of propagation of the wave (k˜), the displacement vector u˜(r˜, 푡) is perpen-
dicular to the direction of propagation and the elastic wave is called a transverse plane
wave, Figure 1.1 (b). Moreover, when atoms move along the direction of propagation of
the wave, the vector u˜(r˜, 푡) is parallel to the propagation direction and the elastic wave
is called a longitudinal plane wave, Figure 1.1 (c).
k
Propagation
Direction
k
Propagation
Direction
Oscillation of atom
Oscillation of atom
uT(r,t)
uL(r,t)
a)
b)
c)
Figure 1.1: The propagation of transverse and longitudinal elastic plane waves within
a two-dimensional crystalline solid material, the waves propagate horizontally with wave
vectors (k˜). a) Configuration of atoms in the homogeneous crystalline material. b)
Propagation of a transverse elastic wave. c) Propagation of a longitudinal elastic wave.
The transverse and longitudinal elastic plane waves propagate with different velocities,
and independently of each other, through the homogeneous solid material. The velocity
at which a transverse elastic wave propagates is denoted by 푐푇 , whilst the velocity
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of a longitudinal elastic plane wave is denoted by 푐퐿. The displacements due to the
transverse and longitudinal elastic plane waves propagating with frequency 휔 within a
homogeneous solid material are given by:
u˜푇 (r˜, 푡) = ℜ픢(u˜푇0푒
푖(k˜⋅˜r−휔푡)), (1.1)
u˜퐿(r˜, 푡) = ℜ픢(u˜퐿0푒
푖(k˜⋅˜r−휔푡)), (1.2)
where u˜푇 (r˜, 푡) and u˜퐿(r˜, 푡) are the instantaneous transverse and longitudinal displace-
ment vectors, which are perpendicular and parallel to the wave vector k˜ respectively.
Meanwhile, u˜푇0 and u˜퐿0 are the displacement amplitude vectors, which are complex
vectors that are constant in space and time.
The propagation of transverse and longitudinal elastic waves in a homogeneous solid
material are described by the elastic wave equations:
∇2u˜푇 = 1
푐2푇
∂2u˜푇
∂푡2
, (1.3)
∇2u˜퐿 = 1
푐2퐿
∂2u˜퐿
∂푡2
. (1.4)
By substituting the plane wave displacements, Equations (1.1) and (1.2), into the wave
equations, Equations (1.3) and (1.4), the relationship between the frequency 휔 and the
wave vector k˜ for transverse and longitudinal elastic plane waves can be obtained:
푘 =
∣∣∣k˜∣∣∣ = 휔
푐푇
for transverse elastic waves, (1.5)
푘 =
∣∣∣k˜∣∣∣ = 휔
푐퐿
for longitudinal elastic waves. (1.6)
These equations are the dispersion relations for elastic plane waves propagating within
a homogeneous solid material [5]. The velocities 푐푇 and 푐퐿 at which transverse and
longitudinal elastic waves propagate are determined by the mechanical properties of the
underlying solid material.
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1.2 Acoustic Waves in Homogeneous Fluid Materials
The propagation of acoustic waves in homogeneous fluid materials is different to the
propagation of elastic waves. This is due to the fact that fluid materials cannot support
shear deformations and therefore transverse mechanical waves cannot propagate through
them. Therefore, fluid materials only allow for the propagation of longitudinal mechan-
ical waves, which are called acoustic waves [6]. Acoustic waves can be classed as small
oscillations of pressure 푝(푥, 푡) in a compressible ideal fluid. These small oscillations in-
teract so that the energy is propagated through the acoustic medium. The propagation
of acoustic waves in a fluid can be modelled by the combination of an equation of mo-
tion (conservation of momentum), an equation of continuity (conservation of mass) and
an equation of state [7]. The governing equations for time-harmonic wave propagation
are derived from these fundamental laws for compressible fluids. The derivations are
detailed in Kinsler, Morse, Bruneau and Ilenburg [4, 8–10] and are summarised below
for convenience.
1.2.1 Conservation of Mass
Consider the flow of a fluid material with pressure 푝(푥, 푡), density 휌(푥, 푡) and particle
velocity v˜(푥, 푡). By defining 푉 to be a volume element of this fluid material with
boundaries ∂푉 , and the normal unit vector directed into the exterior of the volume
element, n˜(푥), 푥 ∈ ∂푉 (see Figure 1.2), we know that the total mass contained in this
volume 푉 is the integral of the density with respect to the volume of the fluid
∫
푉 휌푑푉 .
The law of conservation of mass states that the rate of mass leaving the volume 푉 must
equal the rate of change in mass in the volume [11].
v, ρ
n(x)
n(x)
n(x)
Figure 1.2: A volume element of a fluid material with definition of normal direction.
n˜(푥)
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Knowing that v˜(푥, 푡) ⋅ n˜(푥) is the velocity of normal flux through ∂푉 , the conservation
of mass in a unit time interval is expressed by the relation given by Morse [8]:
− ∂
∂푡
∫
푉
휌푑푉 =
∮
∂푉
휌 (v˜ ⋅ n˜) 푑푆. (1.7)
The surface integral on the right is transformed into a volume integral using Gauss’
theorem, ∮
∂푉
(휌v˜) ⋅ n˜푑푆 =
∫
푉
∇ ⋅ (휌v˜) 푑푉. (1.8)
This gives, ∫
푉
(
∂휌
∂푡
+∇ ⋅ (휌v˜)
)
푑푉 = 0, (1.9)
which leads to the continuity equation
∂휌
∂푡
+∇ ⋅ (휌v˜) = 0. (1.10)
1.2.2 Equation of Motion
Assume that the same volume element 푉 is now subjected to a hydrostatic pressure
푝(푥, 푡). The force along ∂푉 is now
퐹 = −
∮
푝n˜푑푆, (1.11)
where again n˜ denotes the outward unit normal vector along ∂푉 . Newton’s 2푛푑 law of
motion 퐹 = 푚푥¨ now gives [4]:
−
∮
∂푉
푝n˜푑푆 =
∫
푉
휌
푑v˜
푑푡
푑푉. (1.12)
The total differential in the integral on the right hand side is linearised as 푑퐶/푑푡 ≈ ∂v˜/∂푡,
where 퐶 is some constant.
From Gauss’ theorem it follows that∮
∂푉
푝n˜푑푆 =
∫
푉
∇푝푑푉 , (1.13)
where ∇ = {⋅, 푥, ⋅, 푦, ⋅, 푧} is the gradient in spatial cartesian coordinates. Replacing 휌
with 푝, Gives the Euler equation:
휌
∂v˜
∂푡
= −∇푝. (1.14)
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Using the time-harmonic assumption, the steady-state expression of the Euler equation
is obtained:
푖휔휌0v˜ = −∇푝. (1.15)
1.2.3 Equation of State
Linearising pressure 푝 as a function of 휌 for an adiabatic process gives:
푝 = 퐶휌, (1.16)
where 퐶 is some constant 퐶 = ∂푝∂휌 . In splitting the pressure and density into their mean
and total components we obtain:
푝− 푝0 =
(
∂푝
∂휌
)
(휌− 휌0) . (1.17)
The adiabatic bulk modulus for a fluid is defined as:
퐵 = 휌0
(
∂푝
∂휌
)
푎푑푖푎푏푎푡푖푐
, (1.18)
which leads to the result:
푝− 푝0 = 퐵휌− 휌0
휌0
. (1.19)
The change in density for a given ambient fluid density is called the condensation, 푠,
and is defined as:
푠 =
휌− 휌0
휌0
. (1.20)
Thus, for small values of 푠 the linearised equation of state becomes:
푝푡 = 퐵푠, (1.21)
where 푝푡 is the acoustic pressure (푝− 푝0) [8].
1.2.4 Wave Equation and Helmholtz Equation
Combining the linearised forms of the continuity equation, the Euler equation and the
equation of state results in a single differential equation with one dependent variable.
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This is achieved by first taking the divergence of the linearised Euler equation [9], re-
sulting in:
∇ ⋅
(
휌0
∂v˜
∂푡
)
= −∇2푝, (1.22)
where ∇ ⋅ ∇ = ∇2.
Secondly, the time derivative of the continuity equation, expanded in s, is taken, and
considering that space and time are independent and 휌0 is no more than a weak function
of time, we obtain:
휌0
∂2푠
∂푡2
+∇ ⋅
(
휌0
∂v˜
∂푡
)
= 0. (1.23)
Next, removing the divergence term between these two equations results in:
∇2푝 = 휌0∂
2푠
∂푡2
. (1.24)
Equation (1.21) can be rearranged to give 푠 = 푝/퐵, and with 퐵 being no more than a
weak function of time, Equation (1.24) becomes:
∇2푝 = 1
푐2
∂2푝
∂푡2
, (1.25)
where 푐 is the speed of sound defined by 푐2 = 퐵/휌0.
Equation (1.25), can be modified with the assumption of time-harmonic waves, to end
at the Helmholtz equation [4]:
∇2푝+ 푘2푝 = 0, (1.26)
where 푘 = 휔/푐.
1.2.5 Solutions of the Wave Equation
We can obtain solutions of the wave equation, Equation (1.25), if we assume that the
propagation of sound is spherically symmetric [9]. From this assumption the spatial
operator of the pressure in the wave equation can be rewritten as:
∇2푝 = 1
푟2
∂
∂푟
(
푟2
∂푝
∂푟
)
. (1.27)
Thus, the wave equation for spherically symmetric wave propagation is defined by:
1
푟2
∂
∂푟
(
푟2
∂푝
∂푟
)
− 1
푐2
∂2푝
∂푡2
= 0. (1.28)
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This spherical wave equation is now equivalent to that of the one-dimensional wave
equation, Equation (1.25), so in single space coordinates and one time coordinate, the
wave equation for the function 푝(푟, 푡) is simply:
∂2푝
∂푟2
=
∂2푝
∂푡2
. (1.29)
For convenience the units of space and time have been chosen so that 푐 is unity. So for
any function 푝(푟, 푡) the total differential of 푝 in terms of 푟 and 푡 is:
푑푝 =
∂푝
∂푟
푑푟 +
∂푝
∂푡
푑푡. (1.30)
Now, if we define new coordinates for 푢 = 푟+ 푡 and 푣 = 푟− 푡, we know that 푑푢 = 푑푟+푑푡
and 푑푣 = 푑푟 − 푑푡, so we can write this total differential as:
푑푝 =
∂푝
∂푢
푑푢+
∂푝
∂푣
푑푣 =
∂푝
∂푢
(푑푟 + 푑푡) +
∂푝
∂푣
(푑푟 − 푑푡)
=
(
∂푝
∂푢
+
∂푝
∂푣
)
푑푟 +
(
∂푝
∂푢
− ∂푝
∂푣
)
푑푡. (1.31)
By equating the coefficients of 푑푟 and 푑푡 in Equation (1.31) to those in Equation (1.30),
we find the general relationship between the differential operators:
∂
∂푟
=
∂
∂푢
+
∂
∂푣
∂
∂푡
=
∂
∂푢
− ∂
∂푣
. (1.32)
In knowing this, the wave equation can be written in terms of the new coordinates 푢, 푣
as: (
∂
∂푢
+
∂
∂푣
)2
푝 =
(
∂
∂푢
− ∂
∂푣
)2
푝. (1.33)
By expansion of the differential operators and cancelling terms, this reduces to:
∂2푝
∂푢∂푣
= 0. (1.34)
Since partial differentiation is commutative, this implies both the relations:
∂
∂푢
(
∂푝
∂푣
)
= 0, (1.35)
∂
∂푣
(
∂푝
∂푢
)
= 0. (1.36)
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Thus, the partial derivative of 푝 with respect to 푣 is independent of 푢, and the partial
derivative with respect to 푢 is independent of 푣. These are the necessary conditions in
order for a function of 푝(푢, 푣) to satisfy the wave equation. It follows that 푝 is of the
form 퐹 (푣) +퐺(푢) and thus:
푝 (푟, 푡) = 퐹 (푟 − 푡) +퐺 (푟 + 푡) , (1.37)
where 퐹 and 퐺 can be any function.
By analogy to the one-dimensional case, the first term in this equation represents pres-
sure fluctuations which travel outwards from the origin of the spherical coordinates,
whilst the second term represents pressure fluctuations which travel inwards to the ori-
gin.
1.2.6 Plane Waves
An important solution of the Helmholtz equation, Equation (1.26), is the plane wave
solution:
푝(푥) = 푒푖(푘⋅푥), (1.38)
with ∣k˜∣ = 푘. In 2D, k˜ = 푘 {cos휙, sin휙}, we obtain: 푝(푥) = 푒푖푘(푥1 cos휙+푥2 sin휙)
Describing a plane wave with wave number 푘 moving in direction 휙, then the wave front
is a plane through the point (푥1, 푥2) with normal n˜ = k˜ ⋅ 푘 = {cos휙, sin휙}. Along
an axis 푥 in direction k˜, plane waves are one dimensional waves 푒푖푘푥. A non-reflecting
boundary condition for a plane wave can be prescribed if its direction is known. In
general, this is not possible. Instead, one can define absorbing boundary conditions as
an approximation to non reflecting conditions [12], an approach which has been employed
later in this thesis. The impedance of a plane wave is constant over the wave front and
is equal to the characteristic impedance given by:
푧 = 휌푐. (1.39)
Impedance is defined as the ratio of the force amplitude to the particle velocity in the
normal direction.
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1.2.7 Complex number Notation
ωt
φ
φ
φ ω+ t
Figure 1.3: Schematic of a simple harmonic wave in polar form.
When working with the wave equation and its solutions, it is convenient to use the
complex number notation [13] because we are often interested in simple harmonic waves.
Even if the wave is not simple harmonic, the waveform may be expanded by means of a
Fourier series, which involves a series of sinusoidal terms. In addition, complex notation
provides information about both the magnitude of a quantity and its phase angle.
A complex number may be written in Cartesian form:
푝 = 푥+ 푖푦 = ℜ픢(푝) + 푖 ℑ픪(푝), (1.40)
where 푥 = ℜ픢(푝) = real and 푦 = ℑ픪(푝) = imaginary part of the complex quantity. The
complex quantity may also be written in polar form, see Figure 1.3, as:
푝 = ∣푝∣푒푖휙, (1.41)
where ∣푝∣ is the magnitude and 휙 is the phase.
Chapter 2
Phononic Crystals
Phononic crystals are periodic structures made of two elastic materials with different
mechanical properties. The basic property of phononic crystals is that mechanical (ei-
ther elastic or acoustic) waves, having frequencies within a specific range, are not able
to propagate within the periodic structure. This range of forbidden frequencies is called
a phononic band gap. This is analogous to electrons in a crystal, where classical waves
propagate in a structure with periodically modulated material parameters. In this situa-
tion there are band structures separated by gaps where propagating states are forbidden.
This chapter is split into two sections, the first of which recalls some fundamental no-
tations from the theory of crystalline solids, such as reciprocal vectors, lattice structure
and Brillouin zones. The chapter continues by applying these concepts to the principles
of phononic crystals. The second section of the chapter expands on the important phys-
ical concepts and principles developed in solid state physics; one of the most important
concepts is the band structure, which is derived from Bloch theorem in a periodic sys-
tem. The chapter introduces this basis framework initially in terms of electron waves
before expanding to acoustic waves and acoustic band gap formation.
2.1 Crystallography
An ideal crystal is constructed by the infinite repetition of identical structural units in
space. The structure of all crystals can be described in terms of a lattice, with a group
of atoms attached to every lattice point. This group of atoms is called the basis; when
repeated in space it forms the crystal structure. It is this idea that gives the name to
phononic crystals.
A lattice is a regular, periodic array of points in space. In two dimensions, it is defined by
two vectors 푎1, 푎2 and must satisfy the condition that, for some position r˜ in the crystal,
11
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Figure 2.1: A two dimensional triangular Bravais lattice is depicted with vector
notation for a primitive lattice.
the atomic arrangement looks exactly the same as when observed from a different point
such that r˜′ = r˜ + 푢1푎1 + 푢2푎2. The lattice comprises points r˜′ where 푢푖 are integers
between −∞ ≤ 푢푖 ≤ ∞. We can perform a translation operation on a crystal by
displacing it by amount T˜ where T˜ = 푢1푎1 +푢2푎2 making T˜ the vector distance between
two points. The primitive translation vectors, see Figure 2.1, define the smallest possible
area of a cell that can be used as a base pattern for the crystal structure [14].
a2
a1
γ
a2
a2
a2
a2
a1
a1
a1
a1
γ
γ
γ
γ
Square a  = a ˚1 2 γ = 90
Rectangular a a ˚1 2≠ γ = 90
Hexagonal a  = a ˚1 2 γ = 120
Centred Rectangular a a ˚1 2≠ γ = 90
Oblique a a ˚, 120˚1 2≠ γ 90≠
Figure 2.2: Plane lattice types for two dimensional Bravais lattices.
Some lattices are conventionally described in terms of a non-primitive unit cell. These
lattices have lattice points not only at the corners of the conventional unit cell but
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also at the centre of the cell. Non-primitive unit cells are chosen because they display
the full symmetry of the lattice and are more convenient for calculation [14]. For a
primitive cell or unit cell there is always at least one lattice point per unit cell. The
unit cell plays an important role in crystallography because it is the basic unit of a
lattice. We use this basic unit later in this thesis with regards to modelling infinite
phononic crystal systems, using periodic boundary conditions. The unit cell contains all
the crystallographic information about the structure, the lattice parameter defines the
distance to the nearest lattice point. The fraction of lattice points to area of unit cell
is known as the packing fraction which is important for phononic crystal optimisation.
In two dimensions there are five distinct Bravais lattices, these are shown with their
principle lattice vectors and angles, see Figure 2.2.
The first Brillouin zone is a uniquely defined primitive cell of the reciprocal lattice in
the frequency domain. The importance of the Brillouin zone stems from the Bloch wave
description of waves in a periodic medium, in which it is found that the solutions can
be completely characterised by their behaviour in a single Brillouin zone. Taking the
surfaces at the same distance from one element of the lattice and its neighbours, the
volume included is the first Brillouin zone. Another definition is the set of points in
푘-space that can be reached from the origin without crossing any Bragg plane.
Brillouin Zone
Figure 2.3: Schematic of the Brillouin zone. The first Brillouin zone is shaded with
the dots indicating reciprocal lattice points and the solid lines indicating Bragg planes.
The dispersion relation between the energy and momentum of electrons can best be
described in reciprocal space. It turns out that for crystalline structures, the dispersion
relation of the electrons is periodic, and the Brillouin zone is the smallest repeating space
within this periodic structure. For an infinitely large crystal, if the dispersion relation
for an electron is defined throughout the Brillouin zone, then it is defined throughout
the entire reciprocal space.
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2.2 Band Gap Formation
2.2.1 Electronic Band Structure of Solids
To understand how band gap formation occurs in phononic crystals, we will first con-
sider the analogous situation of the formation of electronic band structure in solids. In
certain materials, distinctive band gaps are found indicating that electrons at particular
forbidden energies cannot propagate through the material [14]. The mechanism for the
formation of band gaps is well known in solid state physics and has long been used to
explain electronic band structures. The Bragg scattering mechanism is best thought of
by analogy to the description of a nearly free electron system. The propagation of waves
in periodic structures was first analysed by Leon Brillouin who gives a comprehensive
text, Wave propagation in periodic structures [15], on this subject. The unique proper-
ties that arise from the interaction of a wave and a periodic structure, such as a crystal
lattice, are primarily manifested only when the wavelength of the wave is comparable
to the lattice spacing. In most naturally occurring crystals, the lattice spacing is of
the order of nanometers corresponding to the wavelength of an electron in a conduction
state [16]. Thus the well known band theory of electron conduction in solids was one
of the first applications of Brillouin’s work in more than one dimension. The discovery
that the solutions of a linear wave equation with a periodic potential are wave functions
with the same periodicity by Floquet [17]. Extension to the Bloch theorem stipulation,
that waves of a certain frequency can propagate through periodic media without scat-
tering, as in homogeneous media, whereas the propagation of waves at other frequencies
is strongly suppressed, the propagating waves can be described by an envelope function
of the same periodicity as the medium, multiplied by a plane wave. The frequencies
where wave propagation is permitted are known as bands and the ranges where wave
propagation is prohibited are called band gaps. A Bloch wave is the wavefunction of a
particle placed in a periodic potential. It consists of the product of a plane wave and a
periodic function 푢푛푘 (r˜), which has the same periodicity as the potential [18]:
휓푛푘 (r˜) = 푒
푖푘.˜r푢푛푘 (r˜) . (2.1)
A Bloch wave description generally applies to any wave-like phenomenon in a periodic
medium. For example, a periodic acoustic medium describes phononic crystals.
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2.2.2 Electron diffraction
If we assume electrons behave like waves then, in a crystalline structure, an electron
wave will diffract from the atoms just as an x-ray diffracts from atoms. Diffraction will
only occur if the electron wavelengths satisfy the Bragg condition, Equation 2.2. If we
consider an electron of wavenumber 푘 incident on a crystal lattice, with periodicity 푑 in
푥 and 푦 directions, see Figure 2.4, then Bragg diffraction occurs when [19]:
2푑 sin 휃 = 푛휆 = 푛
2휋
푘
Therefore 푘 sin 휃 =
푛휋
푑
, (2.2)
where 휃 is the incident beam angle, 휆 is the wavelength and 푛 is an integer. But
푘 sin 휃 = 푘푥. (2.3)
Bragg scattering occurs, when the wavevector 푘 of the lies on the boundary of the
Brillouin zone.
푘푥 =
푛휋
푑
. (2.4)
d
k
kx
Figure 2.4: Bragg diffraction of an electron.
The periodic potential is:
푣(푥+ 푑) = 푣(푥). (2.5)
Assuming a plane wave function for the electrons; 푘 can be modified: 푘 → 푘+ 2휋푑 , giving:
푒푖푘푑 → 푒푖(푘+ 2휋푑 )푑 = 푒푖푘푑푒푖2휋 = 푒푖푘푑, (2.6)
the resulting wavevector k˜ must also be periodic in reciprocal space, see Figure 2.5.
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Figure 2.5: Electron Energy vs. wavevector 푘 for free electrons in reciprocal space.
This leads to the reflection of the wave at certain sets of scatterers (atomic layers, lattice
points). The combination of incident and back scattered waves then results in standing
waves. Two types of standing wave, 푒푖푛휋푥/푑 (that concentrate in different regions of the
crystal and see different features of the core potential) are possible:
휓+ = 2푐표푠
(푛휋푥
푑
)
is maximal on top of the ion cores, (2.7)
휓− = 2푠푖푛
(푛휋푥
푑
)
is maximal in between the ion cores. (2.8)
The potential energy is proportional to the square of the wavefunction. The total energy
of the two standing waves will also be different, (see Figure 2.6):
Total Energy : 퐸 =
ℏ2푘2푥
2푚
+ Potential Energy. (2.9)
The kinetic energy is identical for the two standing waves as the wavevector is the same
whilst the potential energy term is different.
At the diffraction point, there are two distinct allowed values for the electron energy. As
a consequence, a gap forms in the electron dispersion relation at 푘 = ±푛휋푑 . This effect
of the crystal potential causes energy gap formation when electron diffraction occurs.
No electron states are available within these gaps and the gap width varies depending
on material properties.
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Figure 2.6: Variation of potential energy of a conduction electron in the field of the
ion cores of a linear lattice (top). Distribution of probability density in the lattice,
where the wavefunction 휓+ piles up charge on the cores of the positive ions and 휓−
piles up charge in the region between the ions. It is the differences in the potential
energy of these standing waves that is key to understanding the origin of an energy
band gap. After Kittel [19]
2.2.3 Dispersion Relation Construction
The band structure is usually represented in the form of a dispersion relation, which
describes the relationship between the angular frequency 휔 and the wave vector 푘. If
the periodicity of the medium is given by the primitive lattice vectors 푅푖, the envelope
function 푓 has the same periodicity, 푓(푥 + 푅푖) = 푓(푥). Such an envelope function can
be found for any wave vector 푘. Likewise, the solutions are also periodic in 푘. The
envelope for a wave vector 푘 is the same as for 푘 + 퐺푖, where 퐺푖 are the primitive
lattice vectors of the reciprocal lattice, defined by 푅푖 ⋅퐺푖 = 훿푖푗 . Due to this periodicity,
it is only necessary to compute the solutions for all 푘 within the primitive cell of this
reciprocal lattice, i.e. the first Brillouin zone. For example in a one dimensional system
of periodicity, 푎, the primitive reciprocal lattice vector is 퐺1 =
2휋
푎 . The first Brillouin
zone is then the region [−휋푎 ,
휋
푎 ]. All other wave vectors are equivalent to some point in
this zone under translation by a multiple of 퐺1. In a band diagram, the frequencies
related to these wave vectors are all plotted within the first Brillouin zone. In a one
dimension linear homogenous medium, see Figure 2.7, the dispersion relation is just a
linear function 휔 = 푐푘, where 푐 is the wave velocity. The 휔 corresponding to a wave
number 푘 = (2푛−1)휋+휅푎 , 휅 ∈ [0, 2휋푎 ], is plotted at 푘 = −휋푎 + 휅. The result is folding of the
bands into the first Brillouin zone.
In a medium with periodic variation of the wave velocity, the frequency associated
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Figure 2.7: Dispersion relation (frequency vs wavevector) for one dimensional linear
homogeneous medium. Note: The bands have been folded back to conform to the
reduced zone scheme.
with a wave vector depends on the location of the maximum of the envelope function
in the lattice. The effect is maximal for wave vectors on the border of the Brillouin
zone. i.e. for wavelengths of 휆 = 2푎푛 . For these wave vectors the envelope function has
the same periodicity or submultiple as the medium. If the periodic medium consists
of two different materials, of width 푎2 , it is possible that the maxima of the envelope
function are located either in the material with the higher sound velocity or in the
material with the lower sound velocity, see Figure 2.8. In the former case, the frequency
associated with 푘 is higher, i.e. for the same wave number, two different frequencies
are possible. This effect leads to a bending of the bands and to the opening of a gap.
The width of the gap depends on the difference between the wave velocities in the
two materials. In general one can say that the more the material properties differ in
a periodic medium, the wider the band gap. Also, the band gaps and consequently
- /api pi/a0
ω
Band Gap
Figure 2.8: Dispersion relation (frequency vs wavevector) for a two dimensional peri-
odic medium. Note: The bands have been folded back to conform to the reduced zone
scheme.
band width depend on direction since the periodicity of the medium is usually different
in different directions. The band structure for a two dimensional medium is therefore
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plotted in direction dependant diagrams. A complete band gap, a frequency band in
which wave propagation is prohibited in any direction, arises if the band gaps in the
different directions of periodicity overlap in frequency.
2.2.4 Phononic Band Gap Formation
In an ideal crystal free from defects, the atoms are never static, they are always moving
randomly around their equilibrium positions. The reason that the atoms in a solid cannot
move independently of each other is that they are connected by chemical bonds. When
an atom is displaced from its equilibrium position, it exerts a force on the neighbouring
atoms, which causes them to displace. These atoms then cause their neighbours to
move, and the end result is the creation of a phonon; the wave of lattice distortion
that propagates through the solid. We can create a novel class of artificially structured
materials, i.e. a phononic crystal that is analogous to a crystal lattice. A comparison
between electronic and phononic band structure related properties can be seen in Table
2.1.
Property Electronic Crystal Phononic Crystal
Materials Crystalline solid Constructed of ≥ 2 elastic materials
Parameters Atomic numbers 휌(r˜), 푐푙(r˜), 푐푡(r˜)
Lattice constant 1 – 5 A˚(microscopic) ≳ 휇 m (macroscopic)
Waves De Broglie (electrons) 휓 Vibrational or sound (phonons) u˜
Polarization Spin ↑, ↓ Shear-compressional (∇ ⋅ u˜ ∕= 0,∇× u˜ ∕= 0)
Diff. equation [−( ℏ2
2푚
)∇2 + 푉 (푟)]휓 = 푖ℏ∂푡휓 see Table caption †
Free particle limit 푊 = ℏ
2푘2
2푚
(parabolic) 휔 = 푐푙,푡푘 (linear)
Spectral region Radio waves, microwaves, x-rays 휔 ≲ GHz
Table 2.1: Band structure related properties of electronic vs. phononic periodic
structures. (†: −휌푐2푡∇×∇× u˜+∇[∇⋅ (휌푐2푡 u˜)]− (2∇⋅ u˜+ u˜ ⋅∇)∇(휌푐2푡 )+[∇(휌푐2푡 ) ⋅∇]u˜ =
휌∂2푡 u˜). After Sigalas et al. [20]
In solid-fluid phononic crystals it is assumed that mechanical waves propagate as acoustic
waves. This approximation is reasonable because, in these phononic crystals, it can be
considered that mechanical waves propagate mainly through the fluid region due to the
rigidity of the cylinders. The cylinders are aligned along the 푧 direction and the phononic
crystal extends infinitely in the 푥푦 plane. Therefore, the mechanical properties of the
phononic crystal vary periodically in the 푥푦 plane. Acoustic waves propagate within the
solid-fluid phononic crystals as Bloch waves, Equation (2.1), which are described by the
formula as detailed by Maldovan [5]:
푝푘 (r˜, 푡) = ℜ픢
[
푓푘 (r˜) 푒
푖(푘⋅˜r−휔(k˜)푡)
]
, (2.10)
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where 푓푘 (r˜) is a periodic scalar function, with the same spatial period as the underlying
phononic crystal, that depends on the particular value of the wave vector k˜. Once again,
it is useful to group the spatial and temporal dependencies and write the Bloch wave as:
푝푘 (r˜, 푡) = ℜ픢
[
푝푘 (r˜) 푒
−푖휔(k˜)푡
]
, (2.11)
where 푝푘 (r˜) = 푓푘 (r˜) 푒
푖k˜⋅˜r The propagation of these acoustic Bloch waves within the
phononic crystal is governed by the acoustic wave equation, Equation (1.25).
∇ ⋅
(
1
휌
∇푝
)
= − 1
휌푐2
(
휔
(
k˜
))2
푝, (2.12)
where 휌 = 휌 (r˜) is the density, 푐 = 푐 (r˜) is the longitudinal velocity of acoustic waves
within the phononic crystal, and 푝 = 푝푘 (r˜) is the spatial part of the pressure 푝푘 (r˜, 푡)
of an acoustic Bloch wave propagating with wavevector k˜ within the phononic crystal.
In particular, we consider two-dimensional phononic crystals and the wave equation
becomes:
∂
∂푥
(
1
휌
∂푝
∂푥
)
+
∂
∂푦
(
1
휌
∂푝
∂푦
)
= − 1
휌푐2
(
휔
(
k˜
))2
푝, (2.13)
where 휌 = 휌 (푥, 푦) and 푐 = 푐 (푥, 푦) are the mechanical properties of the two-dimensional
phononic crystal, and 푝 is the spatial pressure 푝푘 (푥, 푦).
The attenuation of sound transmission can be understood by considering a phononic
crystal as a two-dimensional orthogonal lattice. Thus, the phononic crystal will have
parameters 푎 and 푏 for the unit cell, the acoustic waves are incident upon the phononic
crystal such that the waves make an angle 휃 with the lattice rows in the 푎 direction.
Consider the scattering in the 휃′ direction with respect to the 푎 direction. If scattering is
to occur in the 휃′ direction, then the acoustic waves scattered in that direction from each
cylinder (assuming each cylinder can be thought of as a lattice point), must be exactly
in phase with that from every other lattice point. If the scattering is out of phase, then
the wave scattered from every lattice point will be out of phase by a different amount,
and the net sum over all lattice points, considering the phononic crystal to be infinite,
will consist of equal positive and negative contributions and thus will be zero [14].
The condition for constructive interference is simply the path difference between the
interfering waves must be equal to an integer multiple of their wavelength 휆. For two
waves 1 & 2, scattered by cylinders separated by 푎, to be in phase after scattering, the
path difference 푃퐷1 will be:
푃퐷1 = 푝− 푞 = 푎 cos 휃 − 푎 cos 휃′ = ℎ휆, (2.14)
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where ℎ is some integer. Similarly the path difference 푃퐷2 for waves 1 & 3 scattered by
atoms separated by 푏, must also be an integer number of wavelengths
푃퐷2 = 푟 + 푠 = 푏 sin 휃 + 푏 sin 휃
′ = 푘휆. (2.15)
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Figure 2.9: Path difference of Bragg scattered waves. According to the derivation,
the phase shift causes constructive or destructive interferences.
The formation of phononic band gaps in periodic elastic structures lies in the multi-
ple scattering of a mechanical wave at the interfaces between materials with different
mechanical properties. If a periodic structure possesses a phononic band gap, a conse-
quence of this property, when a mechanical wave with frequency within the phononic
band gap is incident on the surface of the phononic crystal, is that the mechanical wave
is totally reflected by the crystal. This is because the wave is not permitted to propa-
gate within the periodic structure. Moreover, if the mechanical wave is generated inside
the phononic crystal, its propagation is prohibited. Since the formation of phononic
band gaps is based on diffraction, the wavelengths of the mechanical waves that are
not permitted to propagate within the phononic crystal are of the order of the spatial
periodicity of the structure. Phononic crystals with periodicities on the order of metres
to centimetres will forbid the propagation of mechanical waves with frequencies in the
range 20 Hz – 20,000 Hz.
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2.3 Summary
To summarise band gap formation in phononic crystals, Bragg scattering occurs when
the wavevector 푘 of the incident wave points to the boundaries of a Brillouin zone.
Bragg scattering allows reflection of waves at certain sets of scatterers. The interaction
of incident and reflected waves enforces a splitting of the dispersion relation for acoustic
waves in a phononic crystal, which is a consequence of an interference effect, or the
interaction of waves with the same wave vectors propagating in opposite directions
forming standing waves 휓1 = 휓푖푛 + 휓푠푐푎푡푡 and 휓1 = 휓푖푛 − 휓푠푐푎푡푡. Standing waves have
vanishing group velocities 휈푔 = ∂휔/∂푘 = 0, which implies the existence of a horizontal
tangent to the dispersion curve at the Brillouin zone boundary (i.e. a band gap).
Chapter 3
Plane Wave Expansion Method
The interest in the propagation of acoustic and elastic waves in periodic media is re-
lated to the existence of spectral gaps in the band structure, analogous to the electronic
band gaps in solids. Several popular methods have been developed to compute the band
structure of phononic crystals, e.g. the plane wave expansion method and the multiple
scattering theory method are commonly utilised numerical techniques. The first numer-
ical investigation into phononic crystals was presented by M. Sigalas et al [21], in 1992.
Using the Plane Wave Expansion (PWE) method they found the band structure and
density of states for elastic and acoustic waves in periodic structures. These structures
consisted of identical spheres placed periodically in a host material. This seminal paper
reported that phononic band gaps can exist. Leading on from this paper one of the
first calculations of the acoustic structure for periodic, elastic composites (i.e. phononic
crystal) was performed by M. Sigalas and Economou [22] and M.S. Kushwaha et al. in
1993 [23]. The band structure here was only calculated for waves polarized perpendic-
ular to the propagation plane and the structure does not possess a band gap for waves
with polarization in the propagation plane. This phononic crystal could act as a polar-
ization filter, permitting the propagation of longitudinal waves and in-plane-polarized
transverse waves and reflecting transverse waves with polarization perpendicular to the
symmetry plane of the two dimensional system.
The earliest work on phononic crystals focused primarily on calculations of the band
structures for elastic waves in two dimensional phononic crystals. Investigations on
the influence of periodicity and parameters describing the acoustic impedance of host
and scatterers have been completed. Many papers have concentrated on numerically
calculating the acoustic band structure using different material parameters. Band gaps
were found to form when there exists a large density mismatch between the host medium
and scatterer [22, 24–28]. From this early work it is now well known that to maximise
23
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the band gap of a phononic crystal, a high density scatterer must be used in a low
density medium [22, 29]. Another critical factor in the formation of band gaps is the
packing fraction of the crystal. It has been highly investigated and thus found that an
increase in the packing fraction will lead to an overall increase in the width of the band
gap [2, 28–30].
The following section details the numerical method used in this thesis to provide the-
oretical band structures calculations. The numerical method introduced is the Plane
Wave Expansion method. Investigations on the effect of lattice parameter and packing
fraction of a phononic crystal structure are detailed, confirming the findings of previous
studies on the influence of phononic crystal parameters.
3.1 Plane Wave Expansion Method
The Plane Wave Expansion method is a commonly utilised numerical technique to calcu-
late the band structures for phononic crystals [21, 28, 31, 32]. The PWE method can be
applied to a phononic crystal with any shape of scatterer but only infinite arrays can be
modelled. With conventional PWE methods, there is a significant a large convergence
problem due to the large amount of plane waves needed to compute the band structures
[34], although numerical results within this thesis give good convergence. The main
technique of PWE is to expand the system parameter functions (density, speeds) and
wavefunctions by plane waves in the wave equation in Fourier series [35]. An infinite
periodic array of scatterers can be modelled by applying the Floquet-Bloch theorem to
the PWE.
The wave equation is:
∇ ⋅
[
1
휌(r˜)
∇푝(r˜)
]
+
휔2
휌(r˜)푐2(r˜)
푝(r˜) = 0, (3.1)
where 휌(r˜) and 푐(r˜) are the mass density and the sound speed respectively; both are
modulated by the periodic structures.
We can rewrite the wave equation with a definition of a scalar potential Φ(r˜, 푡) such that
휌u˜ = ∇Φ:
1
휌푐2푙
∂2Φ
∂푡2
= ∇ ⋅ (휌−1∇Φ), (3.2)
where 1
휌푐2푙
is the longitudinal elastic constant.
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According to Bloch’s theorem, the solution of the sound pressure field has the Bloch
form:
푝(r˜) = 푒푖(k˜)⋅(r˜)−휔푡
∑
(G˜)
휙k˜(G˜)푒
푖(G˜)⋅(r˜), (3.3)
where (k˜) is termed the Bloch wavevector, (G˜) is the reciprocal lattice vector. The
summation is made for all possible reciprocal vectors.
For periodic structures, both 휌−1 and (휌푐2)−1 in the wave equation can be expanded by
discrete plane waves as follows:
1
휌(r˜)
=
∑
(G˜)
휎(G˜)푒푖(G˜)⋅(r˜), (3.4)
1
휌(r˜)푐2(r˜)
푝(r˜) =
∑
(G˜)
휂(G˜)푒푖(G˜)⋅(r˜). (3.5)
As 휌(r˜) and 푐(r˜) are known parameters, both 휎(G˜) and 휂(G˜) can be determined from
an inverse Fourier transform.
Substituting the Bloch form and the expanded wave equation back into the initial wave
equation gives:
−
∑
(G˜)
[
휎((G˜)− (G˜′))((k˜) + (G˜)) ⋅ ((k˜) + (G˜′))− 휂((G˜)− (G˜′))휔2
]
휎(k˜)(G˜′) = 0. (3.6)
Using a finite number 푀 of Fourier components in the expansion, an appropriate 푀×푀
matrix equation, Γ can be solved:
∑
(G˜′)
Γ(G˜),(G˜′)휙k˜(G˜
′) = 0. (3.7)
The secular equation:
− det
[
Γ(G˜),(G˜′)
]
= det
[
휎((G˜)− (G˜′))((k˜) + (G˜))− 휂((G˜)− (G˜′))휔2
]
(G˜),(G˜′)
= 0.
(3.8)
gives the dispersion relation between the frequency 휔(푘) and the wavevector k˜ [35].
For a two-dimensional phononic crystal system with a square lattice geometry we have
to define some variable in the PWE method. For such a system the cylinder material
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has density 휌푎 and it occupies a fraction 푓 of the background material with density 휌푏.
Then:
휌(G˜) =
⎧⎨⎩휌−1푎 푓 + 휌
−1
푏 (1− 푓) ≡ 휌−1, G˜ = 0,
(휌−1푎 − 휌−1푏 )퐹 (G˜) ≡ Δ휌−1퐹 (G˜), G˜ ∕= 0,
(3.9)
푓(G˜) = 퐴푐
−1
∫
푑2푟푒(−푖G˜⋅푟). (3.10)
The system comprises elastic rods with circular cross-section embedded in air. Since the
system has circular scatterers the structure factor is defined in the PWE method as:
퐹 (G˜) = 2푓퐽1(퐺푟0)/(퐺푟0), (3.11)
where 퐽1 is the Bessel function of the first kind. The square lattice configuration has a
reciprocal lattice vector defined in the PWE method as:
G˜ =
(
2휋
푎
)
(푛푥푥+ 푛푦푦). (3.12)
A periodic lattice of steel cylinders in an air background is one of the most studied
phononic crystal configurations, so this is a good basis to start from. For such a system,
because the density contrast of steel and air 휌푠/휌푎 is very large, the shear stress and
transverse waves inside the steel cylinders will not make a significant contribution to the
scattering of the acoustic waves in the air background. consequently the scaler acoustic
wave equation is adequate to describe the scattering events of pressure waves at the steel
cylinder interfaces, therefore the PWE method is sufficient for this system.
The Eigenvalue problem is obtained by computing an acoustic wave equation, with pres-
sure instead of the displacement as prescribed in [36] to obtain the corresponding band
structure of this system. Compiled in MATLAB, the program, PWE.m (see Appendix
B), carries out the plane wave expansion of the system parameters. The integers 푛푥 and
푛푦 were permitted to take values between -10 and +10, providing 441 plane waves. This
resulted in a good convergence.
The band structure has been computed, solving for the first seven bands for a homoge-
neous solid material in a square lattice, with material parameters equal to that of air,
(휌 = 1.25 kgm−3 and 푐 = 343 ms−1 see Figure 3.1). It is evident that such a system
has a dispersion relation with an almost linear trend 푐 = 휔푘 , with phase velocity and
group velocity being equal. This structure does not exhibit any band gap properties.
The inset on Figure 3.1, is the representation of the first Brillouin zone, denoting the
primitive lattice directions.
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Figure 3.1: Plane wave expansion computed dispersion relation for a homogeneous
solid material. Inset: Brillouin zone. Γ푋 refers to the [1 0] direction, and Γ푀 the [1
1] direction, while 푋푀 refers to the wavevector varying from [1 0] to [1 1] on the side
of the Brillouin zone.
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3.2 Plane Wave Expansion Results
3.2.1 Conventional Phononic Crystal
A conventional phononic crystal system comprising circular steel cylinders embedded in
air, with lattice parameter 22 mm and a scatterer radius 6.5 mm is described in the
density and shape functions in the PWE method. The dispersion relation is obtained by
plotting frequency against the reduced wavevector. This will indicate any regions where
band gaps exist. The PWE material parameters are described in Table 3.1. When
coherent scattering occurs from equally spaced layers in a phononic crystal, the band
gap opens up close to the first branch folding, i.e. at the border of the first Brillouin
zone 푘퐵푍 =
휋
푎 . The dispersion in the vicinity of the band gap will be modified, but the
centre frequency of the band gap is approximately given by assuming linear dispersion
and using 푘퐵푍 [23]:
휔 = 푣푘퐵푍 = 푣
휋
푎
, (3.13)
which can be rearranged to give a simple relation to the centre frequency of a Bragg
band gap:
푓푐 =
푣
2푎
=
343
2× 0.022 = 7795± 20 Hz. (3.14)
Material Density kgm−3 Velocity of Sound ms−1
Steel 7800 6100
Air 1.2 343
Table 3.1: PWE material parameters for a phononic crystal system comprising of
steel scatterers embedded in air.
Figure 3.2 shows the band structure for a phononic crystal system with a filling fraction
of 푓 = 0.274. The red shading in the figure indicates areas where band gaps are present.
Inset on the figure is the first Brillouin zone. Γ푋 refers to the [1 0] direction, and Γ푀 the
[1 1] direction, while 푋푀 refers to the wavevector varying from [1 0] to [1 1] on the side
of the Brillouin zone. It can be seen that towards the edges of the Brillouin zone, that
the dispersion is no longer linear, with a curving of the bands and an opening of a band
gap in the Γ푋 direction, as discussed in Chapter 2, with the first band gap extending
from 5525 – 9125 Hz, centred at 7325 Hz. An acoustic band gap can be observed, due to
the low packing fraction, a complete acoustic band gap is not formed in all directions.
Four additional band gaps are present in the first ten Eigenvalues (bands), the second
spanning 12950 – 15000 Hz, centred at 13975 Hz, third spanning 16525 – 18500 Hz,
centred at 17513 Hz and lastly 20550 – 23250 Hz, centred at 21900 Hz.
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Figure 3.2: Plane wave expansion computed dispersion relation for a phononic crystal
consisting of steel scatterers embedded in air (푎 = 22 mm, 푟 = 6.5 mm). The red
shading indicates the location of a band gap. Inset: Brillouin zone. Γ푋 refers to the
[1 0] direction, and Γ푀 the [1 1] direction, while 푋푀 refers to the wavevector varying
from [1 0] to [1 1] on the side of the Brillouin zone.
3.2.2 Packing Fraction Investigation
Using the Plane Wave Expansion technique, an investigation into the enlargement of
acoustic band gaps with increasing packing fraction has been conducted. The phononic
crystal parameters are detailed in Table 3.2; the packing fraction was increased by
increasing the scatterer radius.
Cylinder Radius 푟 (mm) Lattice Parameter 푎 (mm) Packing Fraction 푓
3.0 22.0 0.058
5.0 22.0 0.162
7.0 22.0 0.318
9.0 22.0 0.526
Table 3.2: Phononic crystal parameters for a packing fraction investigation
It can be seen from the band structure obtained by using the PWE method, see Figure
3.3, that wave propagation in different directions is inhibited within different frequency
regimes. An indication of the absolute band gap can be observed when the packing
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Figure 3.3: PWE Investigation of packing fraction on band gap width. The band
structure has been computed for a phononic crystal composed of steel scatterers (푎
= 22 mm) in air with packing fractions 푓 = 0.058, 0.162, 0.318 and 0.526. The red
shading indicates the presence of a band gap.
fraction exceeds certain values [2]. For a system with a packing fraction of 푓 = 0.058,
there is evidence of a narrow band gap forming, limited to the Γ푋 direction, spanning
6970 – 8125 Hz, centred around 7548 Hz. Increasing the packing fraction to 푓 = 0.162,
the formation of a second band gap appears spanning 19800 – 21850 Hz, centred 20825
Hz, with the enlargement of the first band gap spanning 6120 – 8690 Hz, centred at 7405
Hz. Increasing the packing fraction further to 푓 = 0.318, four band gaps are present
for this structure. The first spanning 5350 – 9250 Hz, centred at 7300 Hz, the second
spanning 12750 – 15200 Hz, centred at 13975 Hz, the third spanning 16320 – 19100
Hz, centred 17710 Hz, and the fourth spanning 21250 – 24150 Hz, centred at 22700
Hz. It is evident that increasing the packing fraction, gives rise to the widening and
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formation of extra band gaps. When the packing fraction is increased to 푓 = 0.526, it
is clear that complete acoustic band gaps are allowed to form due to the overlapping
of frequency bands in different directions of periodicity. Two complete band gaps are
present in the first 10 bands, the first of which spans 7550 – 10100 Hz, limited by the
band gap edges in the Γ푀 and 푋푀 directions. There is a larger band gap present in the
Γ푋 direction which spans 4575 – 10100 Hz, centred at 7338 Hz. The second complete
acoustic band gap forms at 29500 – 31000 Hz, centred at 30250 Hz, a larger band gap
is present in the 푋푀 direction spanning 29500 – 31550 Hz. There is the formation of
three more band gaps, limited to the Γ푋 direction, spanning 12450 – 15450 Hz, centred
at 13950 Hz, 15750 – 19000 Hz, centred at 17375 Hz, 22900 – 24300 Hz, centred at
23800 Hz respectively. It is very evident that the enlargement of Bragg band gaps is
inherently related to a high packing fraction and that the performance of a phononic
crystal is enhanced in the Γ푋 direction. For this phononic crystal system, composed of
steel scatterers in air, the packing fraction has to have a value of 푓 = 0.382, before a
complete acoustic band gap is formed.
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3.2.3 Lattice Parameter Investigation
As reported the band gap opens up at the border of the first Brillouin zone so an
investigation into how the band gap location depends on the lattice parameter has been
performed in MATLAB, using PWE.m, see Appendix B. The scatterer radius was kept
constant at 푟 = 6.5 mm, whilst the lattice parameter was varied. It must be noted that
the packing fraction determines the width of the band gap.
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Figure 3.4: PWE Investigation on the relationship between lattice parameter on band
gap location. The band structure has been computed for a phononic crystal consisting
of steel scatterers (r = 6.5 mm) in air with lattice parameter 푎 = 16.0 mm, 20.0 mm,
24.0 mm and 28.0 mm. The red shading indicates the presence of a band gap.
For a phononic crystal system with a lattice parameter of 푎 = 16.0 mm, the first band
gap in the Γ푋 direction spans 6320 – 13800 Hz, centred 10060 Hz. When the lattice
parameter is increased to 푎 = 20.0 mm this same band gap is shifted in frequency,
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Cylinder Radius r (푚푚) Lattice Parameter a (푚푚) Packing Fraction 푓
6.5 28.0 0.169
6.5 24.0 0.230
6.5 20.0 0.332
6.5 16.0 0.518
Table 3.3: Phononic crystal parameters for a packing fraction investigation
spanning 5825 – 10250 Hz, centred 8038 Hz. Increasing the lattice parameter further
to 푎 = 28.0 mm, the band gap is located at a lower frequency spanning 4800 – 6550
Hz, centred 5825 Hz. From this investigation it is clear that low frequency noise is
attenuated when the lattice parameter is increased. A disadvantage is the inherent
increase in phononic crystal size.
3.2.4 Low Frequency Phononic Crystal
A low frequency phononic crystal system has been investigated, where Bragg formation is
located in the lower audible frequency range (<5000 Hz). The PWE material parameters
are described in Table 3.4. Numerical results are for an infinite phononic crystal system
with radius of scatterer 푟 = 26.5 mm, lattice parameter 푎 = 91.9 mm and filling fraction
푓 = 0.261.
Material Density kgm−3 Velocity of Sound ms−1
Sand 1500 280
Air 1.2 343
Table 3.4: Material parameters for low frequency scatterers composed of cardboard
composite tubes filled with sand embedded in air.
The computed PWE result, see Figure 3.5, shows the dispersion relation for a low
frequency phononic crystal system, composed of cardboard cylinders filled with sand, to
increase the acoustic impedance of the cylinders. In a similar manner to the previous
phononic crystal system, plotting frequency against the reduced wavevector allows any
acoustic band gaps that are present to be observed.
The computed band structure does not possess any absolute band gap due to the low
packing fraction of the phononic crystal. However, the Γ푋 direction indicates the pres-
ence of four acoustic band gaps opening up in the regions 1400 – 2200 Hz, centred at
1800 Hz, 3250 Hz – 3600 Hz, centred at 3425 Hz, 4100 – 4400 Hz, centred at 4250 Hz,
and finally 5000 – 5550 Hz, centred at 5275 Hz. It must be noted that no absolute
band gap is observed. It is clear that such a system could attenuate noise in the lower
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Figure 3.5: PWE computed band structure for a low frequency phononic crystal
system composed of cardboard composite tubes filled with sand embedded in air (푎 =
91.9 mm, 푟 = 26.5 mm). The red shading indicates the presence of a band gap.
frequency range for the first Bragg band gap. However the feasibility of constructing
noise barriers from such conventional phononic crystals is lost. The overall size of the
system, and the need for a large impedance mismatch, outweighs the cost to weight ratio
of these barriers, although such systems have been known to beat mass law comparisons.
Chapter 4
Finite Element Methods
The Finite Element Method (FEM) is an analytical technique that is able to obtain
solutions to differential equations that describe a wide range of physical problems. The
analytical techniques for calculating the band structure and transmission become im-
practical with phononic crystals of complex geometries. The complicated geometries are
difficult to express by means of elementary functions. Using FEM, unusual geometries
can easily be described and the continuous problem can be discretized. FEM can be
used to compute the pressure field behind the phononic crystal [33, 37].
The underlying premise of the finite element method is that a complicated domain can be
divided into a series of small regions in which the differential equations are approximately
solved. The set of equations for each region can be assembled to compute the behaviour
of the system over the entire domain. Each subdivision of the domain is referred to as
an element and the process of subdividing a domain into a finite number of elements
is referred to as discretization. These elements are connected at specific points, called
nodes, and the assembly process requires that the solution be continuous along common
boundaries of adjacent elements [38]. The solution is determined in terms of primary
field variables 휙 (e.g. displacements in 푥, 푦, 푧 directions) at the nodes. Figure 4.1, shows
a discretized domain composed of triangular elements.
The governing differential equation describing the system is now applied to the subdo-
main of each single element. The solution to the governing equation is replaced by a
continuous function approximating the distribution of the primary field variables, ex-
pressed at each nodal point of the element [39]. A system of equations in terms of each
node can be computed for each element and subsequently they are assembled to form a
piecewise approximation problem for the entire domain.
35
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Domain
D
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Figure 4.1: Discretization of a domain using triangular shape finite elements.
For acoustic finite element problems the pressure field (or displacement field) is dis-
cretized. The acoustic pressure-displacement relationship and the element properties are
defined by the fluid density and bulk modulus of the domain. Using a pressure based
formulation, the degree of freedom at each acoustic finite element node corresponds
to the acoustic pressure field variable, while excitation corresponds to the particle dis-
placement. The finite element matrix equation over the fluid domain can be derived
[40]:
[푀푎]
{
∂2푝
∂푡2
}
+ [퐾푎] {푝} −
∫∫
Γ푠
[푁 ]푇
{
∂2푢푛
∂푡2
}
푑푆 = 0, (4.1)
where [푁 ] is the approximation function, {푝} is the externally applied pressure at each
node and 푀푎 is the pressure based acoustic mass matrix, given by:
[푀푎] =
1
푘
∫∫∫
푉
[푁 ]푇 [푁 ] 푑푉, (4.2)
and 퐾푎 is the pressure based acoustic stiffness matrix:
[퐾푎] =
1
휌
∫∫∫
푉
[푁 ]푇 [푁 ] 푑푉. (4.3)
Since 푢푛 = n˜
푇 [푁푠] {푢}, where 푢푛 is the normal displacement, we can write:
[푀푎]
{
∂2푝
∂푡2
}
+ [퐾푎] {푝} − [푇 ]
{
∂2푢
∂푡2
}
= 0, (4.4)
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where:
[푇 ] =
∫∫
Γ푠
[푁 ]푇 n˜푇 [푁푠] 푑Γ. (4.5)
Over the rigid boundary the displacement is zero. On the interface boundary between a
fluid and an elastic structure, the displacement in the surface normal direction must be
continuous and thus, the acoustic pressure will appear on the surface of the structure.
Denoting 퐹 as the total external forces (apart from the acoustic pressure) acting on the
elastic structure, then the finite element matrix equation over the domain of the elastic
structure is:
[푀 ]
{
∂2푢
∂푡2
}
+ [퐾] {푢}+ [푇 ]푇 {푝} = 퐹. (4.6)
This equation can then be coupled with the equation over the fluid medium to give the
fluid-structure coupled finite element equation as demonstrated by Cook [38]:
[
[퐾] [푇 ]푇
[0] [퐾푎]
]
⋅
{
{푢}
{푝}
}
+
[
[푀 ] [0]
− [푇 ] [푀푎]
]
⋅
⎧⎨⎩
{
∂2푢
∂푡2
}{
∂2푝
∂푡2
} ⎫⎬⎭ =
{
{퐹}
{0}
}
,
which can then be solved numerically.
4.1 Acoustic Wave Propagation in Comsol Multiphysics
For theoretical comparison, a time harmonic analysis of the acoustic wave propagation is
performed using the acoustics package of the finite element software Comsol Multiphysics
v3.5a [41]. The equation used to represent sound waves is the wave equation. Thus, the
subdomain equation for acoustic wave propagation is given by:
1
휌0푐2
∂2푝
∂푡2
+∇ ⋅
(
− 1
휌0
∇푝
)
= 0. (4.7)
This reduces to a Helmholtz equation for a time harmonic pressure wave excitation,
푝 = 푝0푒
푖휔푡
∇ ⋅
(
− 1
휌0
∇푝0
)
− 휔
2푝0
휌0푐2
= 0, (4.8)
where 휔 = 2휋푓 is the angular frequency. By solving Equation (4.8), for a rectangular
domain, modelled as air, we obtain the resulting pressure field, see Figure 4.3. Using a
parametric solver, it is possible to construct a frequency spectrum.
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Point A Point B
Absorbing Radiation Boundary Conditions p = 0
Source - Radiation Boundary Condition p = 1
Scatterer -  Sound Hard Boundary Condition
a = 0.022m
r = 0.0065m
Figure 4.2: Comsol described geometry for a rectangular domain modelled as air and
an incoming plane wave source.
Figure 4.3: Comsol computed pressure map for a rectangular domain modelled as air
and an incoming plane wave source.
Radiation boundary conditions are applied to the edges of the domain, presenting a com-
pletely absorbing boundary and ensuring zero reflections. These boundary conditions
are defined as:
n˜ ⋅
(
− 1
휌0
∇푝0
)
+
(
푖푘
휌0
+
푅 (∣˜r∣)
휌0
)
푝0 =
푖푘 +푅 (∣˜r∣)− 푖
(
k˜ ⋅ n˜
)
푝0푒
−푖(k˜⋅˜r)
휌0
. (4.9)
The term on the right hand side represents an incoming pressure wave with amplitude
푝0 and direction given by the wave vector k˜ and normal vector n˜. By defining the
source location 푟0 = (푥0, 푦0, 푧0), the radiation condition is exactly correct for plane
waves when 푅(∣˜r∣) = 0. The scattering units in a phononic crystal are modelled as
fluid inclusions with a high stiffness and mass, the boundaries of which are defined using
impedance boundary conditions. Therefore, the high contrast between the scatterers and
air parameters gives rise to a high reflection coefficient, even though a small pressure
field is present inside the scatterers’ walls. These conditions are defined as:
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n˜ ⋅
(
− 1
휌0
∇푝0
)
− 푖휔푝0
푍
= 0, (4.10)
where 푍 = 휌푐 is the acoustic impedance of the surroundings.
4.2 FEM Computed Pressure Map Accuracy
Since solutions to acoustic problems are wave-like, the waves are characterized by a
wavelength 휆 in space, whose value depends on the frequency 푓 and the speed of sound
푐 in the medium according to 휆 = 푐/푓 . This wavelength has to be resolved by the
mesh. For the solution on the discrete grid to have any meaning there has to be at
least two degrees of freedom per wavelength in the direction of propagation, but such
a coarse mesh solution is useless in practice. In reality, the lower limit for a fully
reliable solution lies at about 10 – 12 degrees of freedom per wavelength [42]. Because
the direction of propagation is not generally known beforehand, it is good practice to
aim for an isotropic mesh with about 12 degrees of freedom per wavelength on average
independently of direction. In two dimensions this should be around 144 degrees of
freedom per wavelength squared or a maximum element size of 15
푡ℎ.
of a wavelength.
To determine the accuracy of the FEM, a convergence study is performed. A rectangular
domain is modelled; this geometry will act as the source and propagation area for many of
the FEM results detailed later. The left hand side boundary of the domain is designated
as the source, modelled with radiation boundary conditions. The remaining boundaries
are modelled with radiation conditions that are perfectly absorbing to plane waves, see
Figure 4.2. The computed pressure maps have been performed with different mesh
densities, see Table 4.1. If a generated mesh has an insufficient number of elements
to capture high-frequency (short wavelength) solutions, the solution will not converge
and the pressure map will not be resolved for these high frequencies, see Figure 4.5.
Computation times here are indicative for a control source, computed for six frequency
iterations from 1000 Hz to 11000 Hz.
Max. Element Size Number of Elements Deg. of Freedom Computation Time
1 8 23 0.874s
0.1 78 175 0.936s
0.05 302 641 1.341s
0.01 7704 15589 18.549s
0.00343 65646 131819 247.032s
Table 4.1: Mesh parameters for frequency convergence investigation.
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Figure 4.4: Comsol investigation of the maximum element size the subdomain is
discretized into, against frequency convergence. Note: Max element sizes 0.01 and
0.00343 have been offset, they give the same accuracy.
The accuracy of the FEM simulation can be determined by solving for a set mesh
density and comparing the computed frequency spectra. Figure 4.4, demonstrates the
convergence problem for high frequencies for an insufficient mesh density. It can be
seen to give good agreement for mesh densities that have maximum element sizes equal
to 0.01 and 0.00343. Computation times are increased for an inclusion of a phononic
crystal into the FEM domain.
The mesh density selected herein, will use a maximum element size of 0.00343. This is
due to the fact that this element size is five times smaller than the shorter wavelengths
of the audible frequency range i.e. 20000 Hz. The frequency spectrum for the highest
mesh density demonstrates that the plane wave source operates with a flat frequency
response. The number of frequency iterations is also crucial in determining computation
times for all subsequent simulations, the parametric frequency function steps in 50 Hz
iterations. It is highly important that the mesh density is well resolved to obtain accurate
results when using the finite element method. It is evident to see in Figure 4.5 that,
with low mesh densities, the computed pressure map is unresolved for higher frequency
ranges. As the mesh density is increased, it is clear that the pressure map resolution is
improved. Bearing this convergence study in mind, the maximum element size defined
during all subsequent finite element simulations is chosen to be 0.00343. This allows
good convergence throughout the frequency range of 20000 Hz. Where simulations are
extended to higher frequency ranges, the maximum element size is specified to be five
times smaller than the shortest wavelength simulated.
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4.3 Acoustic Band Structure Construction
Band structures can also be obtained using the FEM software, Comsol Multiphysics. The
advantage of this software is that it is well adapted to display the pressure distribution of
the phononic crystal for some selected modes. The unit cell, seen in Figure 4.6, is used as
a basis for the calculations. The structure is supposed to be infinite and periodic in the
two directions 푥 and 푦. 푎1 and 푎2 are the basis vectors for the doubly periodic structure.
According to the Floquet-Bloch theorem, the relation for the pressure distribution 푝 for
nodes lying on the boundary of the unit cell can be expressed as:
푝(푥+ 푎1 + 푎2) = 푝(푥) exp[푖(푘푥 + 푘푦)], (4.11)
where 푥 is the position vector in the unit cell and k˜ = (푘푥, 푘푦) is the Bloch wavevector.
p(y)
p(y) = p(y)e
iky
Figure 4.6: Single unit cell of an infinite phononic crystal system with periodic bound-
ary conditions.
Considering the periodic boundary conditions above allows the reduction of the model
to a single unit cell. First we apply sound-hard boundaries to the edges of the unit
cell, where a sound-hard boundary is one where the normal component of the particle
velocity vanishes. Because there is no acoustic drift velocity, this condition is equivalent
to the normal acceleration being equal to zero.
n˜[
1
휌0
(∇푝− q˜)] = 0. (4.12)
For a zero dipole source, this means that the normal derivative of the pressure at the
boundary vanishes.
∂푝
∂푛
= 0. (4.13)
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This boundary condition is of the Neumann type. It is required on boundaries where
pressure 푝 is controlled by a periodic boundary condition. Next a phase relation is ap-
plied in the boundary of the unit to define boundary conditions between adjacent units.
This phase relation is related to the wavenumber of the incident wave in the periodic
structure. The periodic boundary conditions are applied to truncate the two-dimensional
simulation plane in the 푥 and 푦 directions, by reducing the system to one unit cell. An
ideal crystal is infinitely periodic, hence the periodic boundary condition ensures that
the finite simulation space mimics an infinitely periodic crystal in the 푥 and 푦 directions.
The pressure components at all edges of the computational domain are relocated by the
periodic boundary conditions to the opposite edges of the domain. This enforces the
condition that a wave travelling into the top edge of the computational domain is relo-
cated and appears outside the computational domain in the bottom periodic boundary
condition. Similarly a wave travelling into the bottom edge of the domain is relocated
and appears outside the computational domain in the top periodic boundary condition
domain. Similarly this occurs for the left and right edges of the domain. By giving the
Bloch wavevector in the first Brillouin zone, for the Γ푋 direction, 푘푥 varied from 0 to
휋, keeping 푘푦 = 0; Γ푀 direction 푘푦 varied from 0 to 휋, keeping 푘푥 = 휋; and in the 푋푀
direction 푘푥 and 푘푦 varied from 0 to 휋. The analysis of the first ten Eigenfrequencies
and the corresponding Eigenvectors is computed. The Eigenvectors are related to the
pressure distribution of the mode.
Γ
Γ
Figure 4.7: Comsol (solid line) and PWE (markers) computed dispersion relation for
a homogeneous solid material.
Similar to the Plane Wave Expansion method detailed in Chapter 3, the band structure
has been computed in the first Brillouin zone for a homogeneous solid material. The
propagation of mechanical waves in a medium is described by the dispersion relation, see
Figure 4.7. The dispersion relation for waves in a homogeneous medium is very simple,
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resulting in a linear dispersion relation 휔 = 푐푘, where 푐 is the velocity of sound in the
medium. This expression represents the wave, or phase speed of waves, propagating
parallel to the wavevector. This velocity depends on the wavelength and hence the
wavenumber 푘. It is evident that this homogeneous medium possesses no band gaps, a
result which is in good agreement with that obtained using the plane wave expansion
method. If we limit our study to the Γ푋 high symmetry direction, then the velocity of
sound can be calculated using the simple linear dispersion relation.
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Figure 4.8: Comsol computed dispersion relation describing the first two Eigenbands
for a homogeneous solid material.
By determining the gradient of the first linear band from the computed band structure,
the velocity of sound can be calculated. For the homogeneous medium the velocity of
sound is calculated to be 339.3 ms−1, which is good agreement with the velocity of sound
in air 343 ms−1 of defined in the plane wave expansion method.
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4.4 Finite Element Band Structure Calculations
In this section, an infinite phononic crystal composed of steel cylinders in air, with lattice
parameter 푎 = 22 mm, radius of steel scatterer 푟 = 6.5 mm, and packing fraction 푓 = 0.27
is investigated using Comsol Multiphysics. This is a similar system to that investigated
by the Plane Wave Expansion method in Chapter 3. By applying periodic boundary
conditions to the edges of the domain and applying a phase shift the system can be
reduced to one unit cell, see Figure 4.9. This is achieved by giving the Bloch wavevector
p(y)
p(y) = p(y)e
iky
Figure 4.9: Single unit cell of an infinite phononic crystal system with periodic bound-
ary conditions.
in the first Brillouin zone, for the Γ푋 direction, 푘푥 varied from 0 to 휋, keeping 푘푦 = 0;
Γ푀 direction 푘푦 varied from 0 to 휋, keeping 푘푥 = 휋; and in the 푋푀 direction 푘푥 and 푘푦
varied from 0 to 휋. The analysis of the first ten Eigenfrequencies and the corresponding
Eigenvectors are computed; the Eigenvectors are related to the pressure distribution of
the mode. Figure 4.10 shows the first ten bands for steel cylinders in an air background.
The band structure is plotted in the three principal symmetry directions, letting 푘 scan
the periphery of the irreducible triangle of the first Brillouin zone.
The red shading in the figure indicates areas where band gaps are present. Inset on
the figure is a schematic depicting the first Brillouin zone. Included on the plot for
comparison is the corresponding band structure obtained using the plane wave expan-
sion method (markers). The dispersion remains isotropic in the low-frequency range,
following a linear trend 푐 = 휔푘 . The propagating wave cannot resolve the fine structure
of the cylinders in the long-wavelength limit. A phononic band gap opens between the
first two bands where it can be seen that towards the edges of the Brillouin zone, the
dispersion is no longer linear, with a curving of the bands where at the edge the bands
exhibit zero group velocity.
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Figure 4.10: Comsol computed band structure for a phononic crystal consisting of
steel scatterers embedded in air (푟 = 6.5 mm, 푎 = 22 mm). The red shading indicates
the presence of a band gap. Included on the plot is the corresponding computed band
structure from the PWE method (markers). Inset: Brillouin zone. Γ푋 refers to the [1
0] direction, and Γ푀 the [1 1] direction, while 푋푀 refers to the wavevector varying
from [1 0] to [1 1] on the side of the Brillouin zone.
Calculating the velocity of the propagating waves through the phononic crystal structure,
by determining the gradient (assuming linear dispersion) gives a value of 289.5 ms−1 (see
Figure 4.11). We can conclude that the refractive index of a phononic crystal system
is greater than that of air with a value of 푛 = 1.18, (see Appendix A for an overview
of methods to calculate the refractive index of phononic crystals). When an advancing
wavefront meets the steel scatterers the material has very high impedance and it will tend
to increase the phase velocity of the propagating wave through the medium. Likewise,
when the advancing wavefront meets the air host with low impedance, it will slow down.
The reduction of the sound velocity within the phononic crystal can be attributed to
the fact that, if an array of hard scatterers is rigidly fixed in an alternating pressure
field, the incident and scattered waves interfere so that the sound propagation speed is
reduced. This means that the flowing medium (in this case air) has increased inertia or
density. Since we are dealing with rigid cylinders in an oscillating fluid, we can make
an equivalent claim that a group of oscillating cylinders in air at rest should possess
the same physical properties [54]. The air around the oscillating cylinders impedes the
cylinders from vibrating freely, and this impedance affects the results with an effective
increase in the density of the medium [55]. For an array of circular scatterers the effective
speed of sound in the array can be calculated using the simple relation:
푐푒
푐
=
1√
1 + 푓
, (4.14)
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where 푐푒 is the effective speed of sound in the array, 푐 is the speed of sound, and 푓 is
the packing fraction of the array [56]. Substituting the equivalent values for the speed
of sound 푐 = 343 ms−1 and the packing fraction 푓 = 0.27 gives a value for the effective
speed of sound in the array of 304.4 ms−1. Overall the agreement is good between the
calculated effective speed of sound in the array calculated from the gradient of the first
band, the slight discrepancy may arise from the fact that it was assumed in the relation
that the compressibility of the fluid does not change when an array of acoustically hard
objects is introduced. The assumption of the first band having linear dispersion also
leads to the slight discrepancy in the calculated velocity of sound in the phononic crystal.
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Figure 4.11: Comsol computed band structure for a phononic crystal consisting of
steel scatterers embedded in air. The plot has been limited to the Γ푋 direction and to
the first two bands.
In the Comsol computed band structure, see Figure 4.10, an opening of a band gap in
the Γ푋 direction is observed, with the first band gap extending from 5525 – 9125 Hz,
centred around 7325 Hz. This acoustic band gap is limited to the Γ푋 direction. Due to
the low packing fraction, a complete acoustic band gap is not formed across all lattice
planes. Four additional band gaps are present in the first ten Eigenvalues (bands), the
second spanning 12950 – 15000 Hz, centred around 13975 Hz, the third spanning 16525
– 18500 Hz, centred around 17513 Hz and lastly the fourth spanning 20550 – 23250 Hz,
centred around 21900 Hz. The band structure and the locations and widths of the Bragg
band gap that this phononic crystal system possesses are in good agreement with those
predicted using the plane wave expansion technique.
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4.4.1 Packing Fraction Investigation
Similar to the plane wave expansion method detailed in Chapter 3, computing the band
structure for a phononic crystal system with increasing packing fraction is presented
for comparison and verification of both analytical methods; PWE and FEM. Using the
same phononic crystal geometry and system parameters as detailed previously, the FEM
is employed to determine the influence of the packing fraction on band gap formation.
!!Γ
Γ
(a) Packing Fraction = 0.058
!!Γ
Γ
(b) Packing Fraction = 0.162
!!Γ
Γ
(c) Packing Fraction = 0.318
Γ
Γ
(d) Packing Fraction = 0.526
Figure 4.12: Comsol computed band structure (solid lines) for a phononic crystal
system with increasing packing fractions. Included on the plot are the corresponding
computed band structures obtained by the PWE method (markers).
It can be seen from the band structure obtained by using the finite element method
(solid lines in Figure 4.12), that wave propagation in different directions is inhibited
within different frequency regimes. For a system with a packing fraction of 푓 = 0.058,
there is evidence of a narrow band gap forming, limited to the Γ푋 direction, spanning
6949 – 8114 Hz, centred around 7532 Hz. Increasing the packing fraction to 푓 = 0.162,
induces the formation of a second band gap spanning 20024 – 21789 Hz, centred at
20907 Hz, with the enlargement of the first band gap spanning 6104 – 8675 Hz, centred
at 7390 Hz. Increasing the packing fraction further to 푓 = 0.318, causes the formation
of four band gaps. The first spans 5334 – 9245 Hz, centred at 7290 Hz, the second spans
12954 – 15267 Hz, centred at 14111 Hz, the third spans 16292 – 19027 Hz, centred at
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17664 Hz, and the fourth spans 21201 – 24082 Hz, centred at 22642 Hz. It is evident
that increasing the packing fraction, gives rise to the widening and formation of extra
band gaps. When the packing fraction is increased to 푓 = 0.526, it is clear that complete
acoustic band gaps are allowed to form, this is due to the overlapping of frequency bands
in different directions of periodicity.
Two complete band gaps are present in the first ten bands, the first of which spans 7527 –
10059 Hz, limited by the band gap edges in the Γ푀 and 푋푀 directions. There is a larger
band gap present in the Γ푋 direction which spans 4562 – 10059 Hz, centred at 7311 Hz.
The second complete acoustic band gap forms at 29461 – 30647 Hz, centred at 30054
Hz, a larger band gap is present in the 푋푀 direction spanning 29461 – 31600 Hz. There
is the formation of three more band gaps, limited to the Γ푋 direction, spanning 12557
– 15412 Hz, centred at 13985 Hz, 15703 – 18780 Hz, centred at 17242 Hz, 22865 – 24244
Hz, centred at 23555 Hz respectively. It is very evident that the enlargement of Bragg
band gaps is inherently related to a high packing fraction and that the performance of
a phononic crystal is enhanced in the Γ푋 direction. The value of the packing fraction
can be utilised to estimate the velocity of sound inside each array using the relation for
the effective speed of sound introduced above, Equation (4.14). Figure 4.13 shows the
calculated effective speed of sound for an array with increasing packing fraction. It is
evident to see that, as the packing fraction is increased, the effective speed of sound
is reduced. This is due to the fact a larger packing fraction should result in a larger
effective density inside the phononic crystal array.
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Figure 4.13: The effective speed of sound within a phononic crystal array with in-
creasing packing fraction.
For this phononic crystal system (composed of steel scatterers in air) a packing fraction
of 푓 = 0.382 is required before a complete acoustic band gap is formed. The computed
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band structure obtained by finite element methods is in excellent agreement with that
obtained by the plane wave expansion method (markers in Figure 4.12). This leads
to the conclusion that both analytical methods for computing the band structure of
phononic crystals arrays are reliable. The finite element method, because of its ability
to model complex geometries, is used exclusively in the calculations described in the rest
of this thesis.
Chapter 5
Experimental Methods
The following chapter of this thesis gives a brief review of existing experimental phononic
crystal studies, followed by a description of the apparatus and samples of the two dimen-
sional phononic crystal structures investigated along with how they were assembled. The
final section gives an overview of the experimental setup and experimental procedure.
5.1 Review of Experimental Studies
Phononic crystals can be built from plates, cylinders, spheres or any other object with
elastic properties differing from those of the embedding medium. For example, phononic
crystals composed of solid inclusions in a fluid or polymers are good candidates to obtain
large band gaps. The elastic wave propagation in an object containing inclusions with
elastic properties different from those of the embedding medium, will be modified by (i)
constructive and destructive interferences provided that the dimensions of the objects
and the wavelength are of the same order and (ii) refraction due to differences between
the wave velocities of the objects and the surrounding medium. M. Sigalas et al. [43]
have summarised some of the experimental systems studied so far, see Figure 5.1. One
of the earliest experimental investigations was reported by Martinez-Sala et al. [44]
in the seminal Nature paper on the sound attenuation of a sculpture by the Spanish
artist Eusebio Sempere. The sculpture consists of square-periodically (100 mm period)
arranged hollow steel cylinders (29 mm diameter). A significant attenuation was found
around 1670 Hz. The ability of phononic crystals to attenuate road, aircraft or factory
noise was demonstrated in an outdoor experiment using a sculpture of hollow cylindrical
PVC rods (160 mm diameter) mounted in a triangular pattern [3]. The average sound
attenuation measured was between 10 and 20 dB for frequencies between 1000 – 4000 Hz.
A significant band gap was found for a square array (30 mm period) of hollow copper
51
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The parameters controlling existence, position and
width of absolute band gaps are the topology of the struc-
ture (symmetry and order), packing density (filling factor),
contrast in elastic constants, wave velocities and densities
of the objects building the phononic crystal as well as
their shape and internal structure.
The influence of the limited size of the phononic crys-
tal (the length of rods should be larger than the wave-
length to ensure 2D behavior), of container walls and the
supporting structure as well as of misalignments and size
variations of the building objects has to be controlled.
This is also true for the existence of inhomogeneities (air
bubbles in a liquid medium, pores and inclusions in solid
media etc.).
However, for almost all experiments reported in litera-
ture so far, the total number of scattering objects in the
studied phononic crystals was rather small. This is also
true for the ratio (diameter of the transducer)/(lattice para-
800 M. Sigalas, M. S. Kushwaha, E. N. Economou et al.
Table 3. 2D phononic crystals studied experimentally so far. In case of hollow (covered) cylinders or rods the wall (cover) thickness is given in
brackets.
Material of
the objects
Object cross section
[mm]
Periods of objects
[mm]
Host material Potential application reference
Air circular 60 honeycomb 210
hexagonal 140
marble Seismic wave shield
Meseguer et al. (1999): Ref. [205, 146]
Acrylic glass
(PMMA)
circular 20.4 square 110 air sonic shield
Miyashita (2002): Ref. [197]
Aluminum circular 40 (2) square 110
hexagonal 63.5
air acoustic interferometer
Sanchis et al. (2003): Ref. [200]
Aluminum circular 10, 20, 30, 40 hexagonal 63.5
Suzuki phase
air sound control
Caballero et al. (2001): Ref. [23];
Cervera et al. (2002): Ref. [148]
Aluminum
steel or wood
circular 10, 20, 30, 40 hexagonal 63.5, 12.7
and square 55, 110
air acoustic filter
Rubio et al. (1999): Ref. [195]
Sanchez-Perez et al. (1998): Ref. [22]
Copper circular hollow 28 (1) square 30 air sonic shield
Vasseur et al. (2002): Ref. [194]
Duralumin circular 16 square 20
rectangular 20  40
epoxy band gap
Vasseur et al. (1998): Ref. [142]
Electrical conduit circular hollow 23.4 square 37
hexagonal 37
air sound control
Robertson and Ruby (1998): Ref. [143]
Mercury, air or
baby oil
circular 2 square 2.73, 2.80 . . . aluminum band gap
Garcia-Pablos et al. (2000): Ref. [15];
Montero de Espinoza et al. (1998): Ref. [144];
Torres et al. (1999): Ref. [145]
Mercury circular 2 twinned square 28 aluminum wave splitting
Torres et al. (2001): Ref. [147]
PVC circular hollow 160 hexagonal 220 air sonic shield
Sanchez-Perez et al. (2002): Ref. [193]
Steel square hollow 30 (3) square 42.5 air sonic shield
Goffaux et al. (2003): Ref. [198]
Steel circular 2.5 square 3.0 water sonic shield
Khelif et al. (2003; 2004): Ref. [210]
Steel circular 4 hexagonal 6.023 epoxy waveguide
Vasseur et al. (2001): Ref. [17]
Steel circular 5 and rubber
coated circular 4 (1)
square 7 epoxy ultrasound filter
Zhang et al. (2003): Ref. [204]
Steel circular 1 Penrose tiling 1.7
triangular 1.5
water Sutter et al. (2004): Ref. [192]
Silica glass circular full and hollow
0.08 (0.01)
square 0.08 air acousto-optic devices
Russel et al. (2003): Ref. [213]
Silica glass spherical 1.12 square 2.63 polyester Frequency filters
Henderson et al. (2000): Ref. [184]
Steel spherical square, hexagonal
random
polyester Frequency filters
Kinra et al. (1998, 1999): Ref. [185, 186]
Silica glass
lead
steel
WC
spherical 0.56
0.6
0.585
0.245
square
square
square, hexagonal
square
polyester selective filters
Maslov et al. (1999, 2000): Ref. [188, 189];
Maslov and Kinra (1999): Ref. [187];
Torres et al. (1999): Ref. [145]
Figure 5.1: Examples of 2D phononic crystals studied experimentally. After Siglas
[43] and references therein.
cylinders (28 mm diameter, 1 mm wall thickness) in air [45]. For waves propagating
perpendicular to the [100] lattice plane, the gap ext nds fro 4000 – 6800 Hz. In oth r
experim s, st ong attenuation of sound wave was obtained employing periodic array
of steel cylinders [2], hollow copper cylinders [45], aluminum cylinders of two different
diameters [46], wood cylinders [2, 47], respectively, all in air. Miyashita [48] studied a
phononic crystal with acrylic cylinders (20.4 mm diameter) on a square grid (24 mm
period) in air. He found a complete gap between 6800 – 9500 Hz with a transmission
ratio smaller than 25 dB. Hollow steel rods with square cross section (50 cm length, 3 cm
side length, 3 mm wall thickness) were arranged on a square lattice (4.25 cm period),
40∘ rotated with respect to the lattice [49]. In the spectral range of 0 – 15,000 Hz
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studied , sound attenuation up to 30 dB from 2000 – 6000 Hz was observed. Bypassing
effects due to the rather small size of the phononic crystals led to a saturation of the
attenuation inside the gaps. The authors compared their results with the attenuation
which could be achieved by a homogenous slab of the same mass. Figure 5.2 gives a
summary of the experimental material parameters tested in phononic crystal systems.
A commonly investigated system is that of steel scatterers embedded in air, and these
are also investigated within this thesis. Other investigations from previous researchers
using a similar phononic crystal include [2, 45, 49–52].square packing of cylinders, hexagonal or cubic dense In not so far future theoretical modeling will probably
Material Mass density
[Mgmÿ3]
cl
[msÿ1]
ct
[msÿ1]
Reference
Acrylic glass
(PMMA)
1.180 2750 ÿ James et al. (1995): Ref. [181]
Air 0.0013 340 ÿ Caballero et al. (2001): Ref. [23]
Alluminum 2.73 6420 3040 Lide (2001): Ref. [214]
Copper 8.950 4330 2900 Vasseur et al. (2002): Ref. [194]
Duralumin 2.799 6342 3095 Vasseur et al. (1998): Ref. [142]
Epoxy R125 1.142 2569 1139 Vasseur et al. (1998): Ref. [142]
Lead 11.3 2210 860 Maslov et al. (2000): Ref. [189]
Marble 2.80 6000 3217 Messeguer et al. (1999): Ref. [205, 146]
Mercury 13.50 1450 ÿ Klironomos and Economou (1998): Ref.
[215]
Polyester 1.22 2490 1180 Maslov et al. (2000): Ref. [189]
Rubber, gum 0.92 1550 ÿ Lide (2001): Ref. [214]
Silica glass 2.49 5660 3300 Maslov et al. (2000): Ref. [189]
Steel 7.8 5940 3200 Maslov et al. (2000): Ref. [189]
Tungsten 19.25 5090 2800 Lide (2001): Ref. [214]
WC 15.6 6660 3980 Maslov et al. (2000): Ref. [189]
Water 1.0 1490 ÿ Yang et al. (2002): Ref. [149]
Table 5. Parameters of materials used for the
fabrication of phononic crystals studied ex-
perimentally so far. cl and ct are the respec-
tive compressional and shear sound wave
speeds.
Figure 5.2: Parameters of materials used for the fabrication of phononic crystals
studied experimentally so far. 푐푙 and 푐푡 are the respective compressional and shear
sound wave speeds. After Siglas [43] and references therein.
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5.2 Sample Fabrication
5.2.1 Conventional 2D Steel Cylinders in Air
To validate the finite element predictions, a wooden plate was designed and drilled to
provide a square array of holes with the lattice constant of 22 mm. The holes were
arranged in a 10 × 10 pattern. By inserting 300 mm long steel cylinders with a radius
of 6.5 mm into the periodically drilled plate, a two dimensional square phononic crystal
is constructed with steel cylinders in an air background. This array gives rise to a filling
factor of 푓 = 0.27. A schematic of this phononic crystal system can be seen in Figure
5.3.
Y
X
Γ
X
M
0
.0
2
2
m
Unit Cell
r = 0.0065m
Figure 5.3: Schematic for a 10 × 10 conventional phononic crystal system in a periodic
square lattice comprising steel scatterers embedded in air (푎 = 22 mm, 푟 = 6.5 mm.
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5.2.2 Low Frequency Phononic Crystal
A second two dimensional phononic crystal system was constructed with the aim of
attenuating sound in the lower frequency range. The array consists of 26.5 mm radius
cardboard tubes, filled with sand to increase their acoustic impedance. A LD18 foam
base with a square lattice structure supports 6 × 10 scatterers, 89 cm length. The
periodic spacing of the scatterers (i.e. the lattice constant of the phononic crystal), was
chosen to be 91.9 mm giving a packing fraction was 푓 = 0.34, see Figure 5.4.
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Figure 5.4: Schematic of a 6 × 10 low frequency phononic crystal, arranged in a
square lattice composed of cardboard composite, sand filled scatterers embedded in air
(푎 = 91.9 mm, 푟 = 26.5 mm).
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5.2.3 Acoustically Resonant Phononic Crystal
A phononic crystal in a square lattice configuration was manufactured from 100 × 300
mm long slotted steel cylinders in a rigid periodically perforated base. By machining a
longitudinal slot along each tube’s length they present an open cavity to incoming sound
waves, analogous to a Helmholtz resonator. The cylinders have an external radius 푟푒 =
6.5 mm and internal radius 푟푖 = 5 mm, and a slot width of 4 mm. The periodic spacing
푎 of the square lattice is 22 mm, resulting in a packing fraction of 0.27. Steel cylinders
embedded in air have a strong contrast in their densities and elastic constants which
ensures a high degree of reflection due to the large acoustic impedance difference. The
length of the scatterers was sufficiently greater than the relevant wavelength range being
tested, to ensure that the environment could be assumed to be quasi-two-dimensional,
see Figure 5.5.
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Figure 5.5: Schematic of a 10× 10 acoustically resonant phononic crystal arrangesd
in a square array composed of steel C-shaped scatterers embedded in air (푎 = 22 mm,
푟푒 = 6.5 mm, 푟푖 = 5 mm, 푠 = 4 mm).
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5.3 Acoustic Measurements
The measurements reported in this thesis were performed in an anechoic chamber util-
ising techniques widely performed on phononic crystals [2, 31, 32, 44, 45]. The anechoic
chamber provided the low noise, low reverberation environment necessary to make pre-
cise amplitude measurements at low source levels. The chamber is built as a double-shell
system. It is acoustically isolated from the rest of the building and from an adjacent
reverberation chamber by an air gap and is supported on vibration isolation mounts.
The inner room is mounted on VIBREX OMEGA springs.
Figure 5.6: Photograph of the inside of the anechoic chamber where experimental
measurements were performed.
The walls, ceiling and floor of the anechoic chamber, see Figure 5.6, are lined with
glass-fibre wedges (G+H ASONAD) that provide sound absorption at frequencies above
100 Hz and thus prevent sound reflection from the room boundaries, so that free-field
conditions hold. The effective dimensions are: 6.4 × 5.2 × 5.3 m and the acoustically
usable ‘free field’ range dimensions are: 4.7× 3.5× 3.6 m
5.3.1 Transmission and Phase Measurements
A Behringer C-2 Studio Condenser Microphone, (Mic A), was placed at the equatorial
plane of the phononic crystal sample and aligned with the centre of the array, see Figure
5.7. The microphone was used to acquire transmission data and was fixed at 0.5 m
in behind the phononic crystal system. A second measurement was taken with the
phononic crystal removed, giving a control recording. The microphone was connected
to a PC via an external sound card. A program SingleFT.m, see Appendix B, compiled
in MATLAB was used to compute a Fourier transform of this transmitted signal using
a standard software FFT algorithm. Using the control recording as a reference source,
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sound propagation in decibels can be calculated using:
푆푃퐿(푑퐵) = 20 log
Amplitude Control
Amplitude Mic A
(5.1)
50W Realistic Nova
800 Speaker
Behringer C-2 Studio
Condenser Microphone
Phononic Crystal
Sample
(a)
B&K Beat Frequency
Oscillator Type 1022
Frequency
Meter
B&K level recorder
Type 2305
External
Sound Card
PC with Data
Acquisition
Software
Anechoic Chamber
Behringer C-2 Studio
Condenser Microphone
50W Realistic Nova
800 speaker
(b)
Figure 5.7: Experimental data acquisition Setup, (a) Photograph and (b) Schematic.
Using the same configuration for transmission measurements, but with a white noise
generated sound source, the signal recorded by the microphone is directly proportional
to the pressure amplitude of the acoustic wave. The corresponding phase data can be
obtained and used to derive the phase velocity of the acoustic wave at each frequency and
hence determine the acoustic dispersion relation. The phase data can be used as a more
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sensitive marker of the presence of the band gap than the amplitude data, particularly
when the gap is small. This determination is accomplished by locating the frequency
intervals over which the phase data indicate anomalous dispersion. Another computer
program Phase.m, see Appendix B, compiled in MATLAB computes the relative phase
data from the transmission function obtained by dividing the complex Fourier transform
of the propagated wave by that of a reference. Thus, the phase of the complex trans-
mission function is the relative phase delay of the wave travelling through the phononic
crystal compared with the transmission through air.
5.4 Testing the Equipment
A 150 W Realistic Nova 800 speaker with a maximum frequency response of 20,000 Hz
was driven by a Bruel & Kjaer beat frequency oscillator Type 1022. Signals of fixed
known frequencies were transmitted to a Behringer C-2 Studio Condenser Microphone
placed at the equatorial plane of the speaker, and 1.2 m away from it. Each signal
was recorded and the Fourier transform calculated. This gives good evidence that the
Fourier transform code is accurate, as can be seen from the transforms shown in Figure
5.8.
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Figure 5.8: Frequency spectra obtained for 200, 400, 600, 800 Hz signals.
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It is clear from the Fourier spectra obtained at fixed frequencies, that the position of
the peaks are in very good agreement with that of the transmitted signal. A factor
that may affect the experimental results is the appearance of higher order harmonics in
the Fourier spectra, possibly attributed to overdriving the speaker and the effect on the
satisfaction of Bragg’s condition. This is primarily due to the fact that in the derivation
of Bragg’s law, a pure monochromatic wave source is assumed, where it is clear from
the Fourier spectra that this assumption is not wholly valid.
5.4.1 Source Generation
The Realistic Nova 800 speaker was separated 1 m away from the phononic crystal system
in order to have an approximately planar wave front at the surface of the sample. The
speaker was driven by the Bruel & Kjaer beat frequency oscillator Type 1022, which
in turn was driven by a Bruel & Kjaer level recorder Type 2305. This produced a six
second rising tone source ranging from 1 – 20,000 Hz, see Figure 5.9.
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Figure 5.9: Typical frequency spectrum for a control recording of a rising tone source.
It is clear from the frequency spectrum obtained for the source sample, that a flat
frequency response is not achieved. There is an increased transmission peak located
around 2000 – 3250 Hz, which could owe to the experimental equipment. After this
anomalous peak attenuation levels peak between ±5 dB. The close agreement between
repeated measurements, leads to confidence in the reproducibility of the rising tone
source despite the variations of amplitude with frequency.
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Figure 5.10: Typical phase dispersion for a control recording of a rising tone source.
The phase delay for the control source has a negative slope as expected, see Figure 5.10.
In contrast for the phononic crystals, for frequencies in the band gap where transmission
is forbidden, the phase is expected to exhibit anomalous dispersion with positive slope.
The anomalous dispersion serves as a clearer indicator of the presence of a band gap
than amplitude alone.
It is well known that any diverging wave approaches a plane wave at large distance
from the source. Using the plane wave approximation, acoustic variables have constant
amplitude and phase on any plane perpendicular to the direction of propagation. The
assumption that we achieve plane wave fronts at the crystal, see Figure 5.11, can be con-
sidered valid in our setup since at 1 m the loudspeaker is sufficiently far from the sample
for this approximation to be valid. This technique has been widely employed by previous
workers [2, 47, 53] and reported results have good agreement between experiments and
simulations based on this assumption.
Source
Spherical Wavefronts
Plane Wavefront Approximation
Increasing Distance
Figure 5.11: Plane wave approximation schematic showing that a diverging wave
approaches a plane wave at large propagation distances.
Chapter 6
Conventional Phononic Crystal
Results
6.1 Transmission Calculations
The finite element method has been utilised to calculate the pressure field behind a
phononic crystal and to generate a pressure map of the system at fixed frequency. A
two dimensional phononic crystal system in a square lattice has been described in Comsol
Multiphysics. This phononic crystal structure is commonly reported on in much of the
literature. Therefore, starting by investigating such a conventional phononic crystal
system and its related attenuation phenomena provides a good basis for understanding
the more complex phononic crystal systems examined later on. In the case of the rigid
Point A Point B
Absorbing Radiation Boundary Conditions p = 0
Source - Radiation Boundary Condition p = 1
Scatterer -  Sound Hard Boundary Condition
a = 0.022m
r = 0.0065m
Figure 6.1: Comsol described geometry for solid steel cylinders in air indicating points
where the corresponding plots were taken.
cylinders in the phononic crystal system, sound-hard boundary conditions have been
applied; i.e. the normal component of the velocity of the air particles is zero in the
walls of the cylinders. The radiation boundary conditions at the exterior edges of the
rectangular domain are considered to be perfectly absorbing. In the simulations, the
62
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rising tone noise source at the left edge of the domain is modelled as a radiation condition
with pressure source set to 1 Pa, see Figure 6.1. For the numerical simulation, we use
a triangular mesh of approximately 106 elements to solve the wave equation across the
domain. The computed pressure map for a phononic crystal system, lattice parameter
푎 = 22 mm, cylinder radius 푟 = 6.5 mm has been calculated, see Figure 6.3. Material
parameters for this system are 휌푠 = 7800 kgm
−3, 푐푠 = 6100 ms−1, 휌푎 = 1.25 kgm−3, 푐푎
= 343 ms−1.
By solving for a parametric sweep of frequency, a frequency spectrum displaying the
attenuation properties of the phononic crystal can be constructed, see Figure 6.2. The
two traces show the sound pressure level of acoustic waves before and after travelling
through the phononic crystal, at points A & B respectively. The frequency spectrum
taken at point A shows that from 2000 – 5500 Hz the sound pressure level remains
relatively constant with a sound pressure level of about 89 dB. Small oscillations can
be seen due to the Fabry-Perot effect caused by reflection of the propagating wave at
the interfaces of adjacent layers. Between 5500 – 9300 Hz Bragg band gap formation
occurs where the sound pressure level increases due to the reflected wave. After band
gap formation the sound pressure level reverts to its constant value. The trace for point
B clearly indicates the presence of a Bragg band gap. Regions of severe attenuation can
be seen spanning 5500 Hz – 9300 Hz, where levels are decreased, with a maximum sound
pressure attenuation level of 70 dB.
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Figure 6.2: Comsol computed frequency spectra for a conventional phononic crystal
composed of steel scylinders in air (푟 = 6.5 mm, 푎 = 22 mm).
The computed pressure maps have been taken at 4000 Hz (pre Bragg band gap forma-
tion), 8000 Hz (in the centre of the band gap) and 12000 Hz (after Bragg band gap
formation). The pressure map taken pre band gap formation clearly demonstrates that
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at low frequencies the phononic crystal system behaves as a homogeneous material and
acoustic wave propagation is unaffected by the periodic structure. This is due to the
lattice parameter being much smaller than the relevant wavelength. The pressure map
at 8000 Hz, in the centre of the band gap clearly shows band gap formation, with the
wavelength of the incoming acoustic wave comparable to the lattice parameter. The
acoustic wave is severely attenuated due to multiple scattering effects. Post band gap
formation at 12000 Hz, the wavelength of the acoustic wave is smaller than that of the
lattice parameter of the phononic crystal system. The wave is free to propagate through
the phononic crystal system, as the plane wave cannot resolve the individual scatterers.
The corresponding sound pressure level maps have been computed for the same frequen-
cies as the pressure maps. These plots are included to highlight any shadow regions
formed by the formation of a band gap. The sound pressure level plots clearly show
severe attenuation of the propagating plane wave during Bragg formation at 8000 Hz,
forming a large shadow region behind the phononic crystal. Away from Bragg band
gap formation (plots at 4000 Hz and 12000 Hz) a clear acoustic plane wave beam can
be seen to propagate through the crystal unaffected by the periodic structure. During
Bragg formation, when the incoming plane wave is completely reflected, the superposi-
tion of the incident and reflected amplitudes gives nodal points where the incident and
reflected amplitudes cancel each other out, and points of maximum displacement where
they reinforce giving pressure levels that are equal to twice the incident amplitude.
Extending the frequency range being studied, a comparison of the transmission spectrum
against the computed band structure can be performed. By limiting the study to the
Γ푋 direction and performing a parametric sweep from 0 – 30000 Hz, the graphs shown
in Figure 6.4 are generated. The finite element transmission experiments give band gaps
of larger width than those predicted by the band structure calculations. This difference
could be attributed to the finite number of scatterers used in the transmission simulations
and the subsequent diffraction effects around the edges of the phononic crystal structure.
The width of the Bragg peak increases for a phononic crystal system composed of a finite
number of scatterers. The overall position of the band gaps are in good agreement with
those of the band structure calculations. There is evidence of extra bands present in
the transmission spectra ay higher frequencies that are not found in the band structure
calculations, this extra attenuation band spans 23800 – 27000 Hz. The reason behind
the appearance of these additional peaks in the frequency spectrum will be discussed
later.
As Comsol Multiphysics works with complex notation it can provide information about
both the magnitude of a quantity and its phase. Figures 6.5(a) and 6.5(b) show the
phase spectra for positions before (A) and after (B) the phononic crystal, calculated by
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Γ
Sound Pressure Level / dBReduced Wavevector
Figure 6.4: A comparison of Comsol computed band structure in the Γ푋 direction
against the Comsol computed frequency spectra for sound pressure level for conventional
phononic crystal.
plotting: 휙 = arctan(ℑ픪 (푝)ℜ픢 (푝) ) where 휙 is the phase. The phase spectra serve as clearer
indicators for the presence of a band gap than the amplitude data alone. The phase data
calculated at point A indicate that, at frequencies which satisfy Bragg’s condition (6000
– 9100 Hz), the phase is constant, indicating the presence of the reflected Bragg wave.
The information provided by the phase data clearly shows the effects of constructive
interference due to the satisfaction of Bragg’s condition, as the region before the phononic
crystal indicates that the reflected wave is entirely in phase which is a consequence of
Bragg’s law. The phase data obtained at point B can be an indicator of the presence of a
band gap. It can be seen that the phase diverges from the linear relationship oscillating
with 2휋 in the vicinity of the acoustic band gap with a modification in the phase at
5600 Hz – 9200 Hz, where the phase data shows anomalous phase due to strong Bragg
scattering inside the band gap.
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(a) Comsol computed phase spectrum at point A.
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000
Frequency / Hz
P
h
a
s e
 /
 R
a
d
Point B
(b) Comsol computed phase spectrum at point B.
Figure 6.5: Comsol phase spectra computed at points before and after phononic crys-
tal sample for a conventional phononic crystal composed of steel scatterers embedded
in air (푟 = 6.5 mm, 푎 = 22 mm).
6.1.1 Experimental Results
To validate finite element predictions, zero order transmission experiments and phase
measurements have been performed on a similar phononic crystal system to that mod-
elled in Comsol Multiphysics. Further details of the sample preparation can be found
in Chapter 5: Experimental Methods. In the experimental system, due to the large
contrasts of the velocities and densities between the steel cylinders in air, the steel/air
interface can be assumed to be a hard boundary. Thus, to a good approximation the
acoustic waves do not penetrate the scatterers and hence the propagation is confined
to the air, so only longitudinal waves need to be considered [45, 57]. Figure 6.6 shows
frequency spectra for the conventional phononic crystal system with parameters 푎 = 22
mm, 푟 = 6.5 mm and for a control recording, where the crystal was not present.
The transmission spectrum of the square array exhibits a well defined reduction in sound
pressure level between 5400 Hz – 10200 Hz, reaching levels of attenuation of 35 dB.
The experimentally measured band gap is slightly wider than numerically calculated.
While generally the agreement is good, this small discrepancy may be attributed to
the following factors: firstly, the incident wave is not strictly a plane wave as it will
also contain an oblique component; secondly the tubes are not long enough to qualify
as a two dimensional problem for wavelengths greater than 1 m. If the length of the
scatterers is not sufficient then the edges may act as sound radiators as reported by
Maewaka [58]. Levels of attenuation in the finite element results are far greater than
those obtained experimentally, this is because of the imperfections in the experimental
system. The values of the sound pressure level where flat traces appear on the frequency
spectra are unphysical and are obtained by the fact that the expressions employed in
their calculations lose their validity since they are obtained using the approach of a
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Figure 6.6: Frequency spectrum for a conventional phononic crystal composed of steel
cylinders embedded in air (푟 = 6.5 mm, 푎 = 22 mm).
plane wave front along the direction normal to the surface sample. According to Bragg’s
law, the excitation of Bragg waves with 푛 = 0 starts around 휆 = 푎. Since microphones
measure only zero-order Bragg waves and there is no mechanism for sound absorption
in the phononic crystals, the non-zero values above such frequencies are mainly due to
diffraction effects.
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Band Structure FEM Transmission Exp Transmission
Figure 6.7: A comparison of Comsol computed band structure and transmission
measurements with experimental transmission experiments for a conventional phononic
crystal system.
Before we can compare the band structures calculations to those of the finite element
method and experimental transmission spectra, see Figure 6.7, it is important to include
some comments on the assumptions made in the derivation of Bragg’s law. In the
derivation it is assumed that the crystalline structure is perfect and that the incident
beam is composed of perfectly parallel plane waves. The condition for constructive
interference to occur (i.e. form a band gap), is that the waves involved must differ in
Chapter 6. Conventional Phononic Crystal Results 69
path length by exactly an integer number of wavelengths, in reality this is not the case.
If the path difference between the rays scattered by the first two planes differs slightly
from an integer number of wavelengths (see Figure 6.8), the plane wave will not cancel
from the next plane but will be exactly out of phase with a plane that lies deep within
the crystal sample. If the crystal sample is too small then this cancelling plane does not
exist, so the complete interference of all the scattered rays cannot occur.
Taking an example from Cullity [59], a crystal sample has a thickness 푡, measured in
a direction perpendicular to a particular set of reflecting planes. Let there be (푚 + 1)
planes in this set. We will regard the angle 휃 as a variable and call 휃퐵 the angle which
exactly satisfies the Bragg law for the particular values of 휆 and 푑 involved, or
휆 = 2푑 sin 휃퐵 (6.1)
In Figure 6.8, rays 퐴,퐷, . . . ,푀 make this angle 휃퐵 exactly with the reflecting planes.
Ray 퐷′, scattered by the first plane below the surface, is therefore one wavelength out
of phase with 퐴′; and ray 푀 ′, scattered by the 푚푡ℎ plane below the surface, is 푚
wavelengths out of phase with 퐴′.
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Figure 6.8: The effect of crystal size on diffraction.
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When we consider incident rays that make angles that vary slightly from 휃퐵, we find that
destructive interference is not complete. Ray 퐵, for example, makes a slightly larger
angle 휃1, such that ray 퐿
′ from the 푚푡ℎ plane below the surface is (푚+ 1) wavelengths
out of phase with 퐵′, the ray from the surface plane. This means that at the midsurface
of the crystal there is a plane that scatters a ray that is one-half wavelength out of phase
with ray 퐵′ from the surface plane. These rays cancel one another, and so do the other
rays from similar pairs of planes throughout the crystal, the overall effect being that
rays scattered by the top half of the crystal cancel those scattered by the bottom half.
The intensity of the beam diffracted at an angle 2휃1 is therefore zero. It is also zero
at an angle 2휃2 where 휃2 is such that ray 푁
′ from the 푚푡ℎ plane below the surface is
(푚− 1) wavelengths out of phase with ray 퐶 ′ from the surface plane. It follows that the
diffracted intensity at angles near 2휃퐵, but not greater than 2휃1 or less than 2휃2, is not
zero but has a value intermediate between zero and the maximum intensity of the beam
diffracted at an angle 2휃퐵. This leads to the effect of broadening the diffraction line.
We can use this analogy to explain the increased band gap widths obtained in the
transmission measurements. In these measurements, a finite phononic crystal size is
modelled and tested, composed of 10 × 10 scatterers. In the band structure calcula-
tions the phononic crystal system is modelled using the periodic boundary conditions
as an infinite system. As a consequence of this, the computed band structures possess
narrower attenuation bands than those found in the transmission experiments. The
slight discrepancy between the increased band gap width obtained experimentally, com-
pared with that from the finite element simulation, can be attributed by extending this
analogy to the plane wave front approximation. The sound wave generated using the
experimental setup is less likely to conform to a plane wavefront approximation than in
the finite element transmission simulations, where the source boundary is defined so as
to generate a plane wavefront impinging on the phononic crystal sample.
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6.2 Low Frequency Phononic Crystal
6.2.1 Band Structure Calculations
In order for a phononic crystal system to serve as a viable sound proofing technology,
it’s performance must be enhanced in the lower frequency regime. The human hearing
range is most sensitive in the region between 1000 – 6000 Hz [60], so optimising phononic
crystals structures to operate in this range would give the greatest benefits for noise
reduction. Since increasing the spacing between the periodic scatterers causes band
gap formation to occur at lower frequencies, when Bragg’s condition is satisfied, a low
frequency phononic crystal system is proposed. By defining a unit cell and applying
periodic boundary conditions, see Chapter 4, the acoustic band structure can be obtained
for this phononic crystal system. The dimensions of this system are, lattice parameter
푎 = 91.9 mm; scatterer radius 푟 = 26.5 mm.
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Figure 6.9: Comsol computed band structure for a low frequency phononic crystal.
The red shading indicates regions where band gaps are present. Inset: Brillouin zone.
Γ푋 refers to the [1 0] direction, and Γ푀 the [1 1] direction, while 푋푀 refers to the
wavevector varying from [1 0] to [1 1] on the side of the Brillouin zone.
It is evident from the computed band structure that Bragg formation occurs in a lower
frequency range than that of the phononic crystal system detailed in Section 6.2. This
low frequency phononic crystal system possesses four acoustic band gaps within the first
computed ten bands, limited to the high symmetry direction Γ푋. The first of these
spans 1310 – 2175 Hz, centred at 1744 Hz, while the other acoustic band gaps present
are located at 3181 – 3592 Hz, 3962 – 4348 Hz and finally 4845 – 5504 Hz. Assuming
linear dispersion, and plotting the angular frequency 휔 against the wavevector for the
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Figure 6.10: Comsol computed band structure for a low frequency phononic crystal
limited to the first band gap in the Γ푋 high symmetry direction.
first band, the velocity of the propagating wave through the low frequency system can be
obtained. The calculated value for the velocity of the propagating wave for this system is
286.6 ms−1. This value is comparable with that obtained for the conventional phononic
crystal system giving a value for the refractive index of this phononic crystal of 푛 =
1.20. The idea of altering the phononic crystal’s lattice parameter to attenuate in the
low frequency regime could lead to the development of an efficient sound attenuation
barrier as noise reduction in the low frequency audible range (up to few kHz) is of great
importance for better quality of life. A disadvantage of adjusting the lattice constant to
lower the band gap frequencies is that this leads to impractically sized structures, which
would reduce the benefit of such a phononic crystal system to serve as a viable noise
barrier solution.
6.2.2 Transmission Measurements
A phononic crystal system with a square lattice similar to the previous simulation but
with scatterer radius 푟 = 26.5 mm and lattice parameter 푎 = 91.9 mm has been described
in Comsol Multiphysics, see Figure 6.11. Material parameters for this system are 휌 =
1500 kgm−3, c = 280 ms−1.
This phononic crystal system has been specifically tailored to form the band gap in the
low frequency regime, this was achieved using the simple relation 푓푐 =
푐
2푎 , where 푐 is
the speed of sound in air and 푎 is the lattice parameter. As with the more conventional
two dimensional steel phononic crystal discussed above, Comsol Multiphysics has been
employed to calculate the properties of this system. Similar boundary conditions have
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Point A Point B
Absorbing Radiation Boundary Conditions p = 0
Source - Radiation Boundary Condition p = 1
Scatterer -  Sound Hard Boundary Condition
a = 0.0919m
r = 0.0065m
Figure 6.11: Comsol described geometry for low frequency phononic crystal in air
indicating points were the corresponding plots were taken.
been employed as with the previous investigation and mesh density. This phononic crys-
tal is designed to be lightweight, but still keep the large impedance mismatch between
the scatterers and the host material.
Using a parametric solver, a frequency spectrum has been computed for wave propaga-
tion through the phononic crystal system in the frequency range 1 – 4500 Hz. The sound
pressure level frequency spectrum, see Figure 6.12, clearly demonstrates the presence of
the two band gaps. The sound pressure level was taken at two points, A & B on Figure
6.11. It is clear to see the presence of the reflected wave where sound pressure levels are
increased in the region of the band gap for the trace taken at point A. Similar to the
previous phononic crystal system this spectrum possesses attenuation bands forming at
1300 Hz – 2300 Hz and 2800 Hz – 4500 Hz. Attenuation levels for this phononic crystal
system still achieve ∼50 dB in the centre of the primary Bragg band gap and 40 dB for
the secondary gap.
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Figure 6.12: Comsol computed frequency spectra for low frequency phononic crystal
(푟 = 26.5 mm, 푎 = 91.9 mm).
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Computed pressure maps have been taken at four frequencies, (see Figure 6.13), includ-
ing pre Bragg band gap formation at 1000 Hz. At this frequency, the wavelength of
the incoming sound is much larger than the lattice parameter of the phononic crystal,
so the acoustic plane wave cannot resolve each cylinder, but it propagates through the
phononic crystal as it were a homogenous medium. At 1750 Hz a clear shadow region
of attenuated sound can be seen behind the phononic crystal, indicating the presence of
a band gap. Similar to the previous phononic crystal system, at frequencies post Bragg
formation at 2500 Hz, it is clear that the acoustic wave is free to propagate through
the crystal. The pressure map taken at 3300 Hz again indicates the region of attenu-
ated sound, highlighting the presence of a second order Bragg band gap, where Bragg’s
condition 푛휆 = 푑 sin 휃 is satisfied for a second time, i.e. when 푛 = 2. It is clear that
during Bragg formation the acoustic wave is severely attenuated, while, at frequencies
away from Bragg’s condition the wave is free to propagate. If we extend the limit of
study up to 8000 Hz we can obtain a comparison with the computed band structure. It
is evident that acoustic band gaps in the band structure agree well with the regions of
attenuation present in the finite element computed frequency spectrum up to 5500 Hz.
Similar to that of the conventional phononic crystal system previously discussed, there
is evidence of additional attenuation bands in the computed frequency spectrum. Up to
the maximum frequency limit of 8000 Hz, two additional bands span from 5700 – 6450
Hz and 6950 – 7750 Hz.
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Reduced Wavevector Sound Pressure Level / dB
Figure 6.14: A comparison between Comsol computed band structure and Comsol
transmission simulation for a low frequency phononic crystal (푟 = 26.5 mm, 푎 = 91.9
mm).
Using complex notation and plotting for phase data, it is clear that the phononic crystal
behaves as a homogenous material; acoustic wave propagation is unaffected; and where
Bragg band gap formation occurs (see Figure 6.15. The information provided by the
phase spectra clearly show the effects of constructive interference due to the satisfaction
of Bragg’s condition, as the region before the phononic crystal indicated that the reflected
wave is entirely in phase which is a consequence of Bragg’s law. The phase spectra taken
at the two points, A & B, are not as clear as for the conventional steel phononic crystal
as previously discussed. It can be seen that regions indicating band gaps are present.
The phase data shows anomalous dispersion indicating the location of the edges of the
band gap. Two band gaps can be seen in the phase spectra, present in both pre and post
crystal positions. The first of these spans 1100 – 2400 Hz and the second spans 3100 –
4500 Hz. During band gap formation the trace taken at point A shows the presence of
the reflected wave where the phase has anomalous dispersion in this region.
Chapter 6. Conventional Phononic Crystal Results 77
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
0 500 1000 1500 2000 2500 3000 3500 4000 4500
Frequency / Hz
P
h
a
s e
 /
 R
a
d
Point A
(a) Comsol computed phase spectrum at point A.
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(b) Comsol computed phase spectrum at point B.
Figure 6.15: Comsol computed phase spectra at points before and after low frequency
phononic crystal sample (푟 = 26.5 mm, 푎 = 91.9 mm).
6.2.3 Experimental Results
To validate the finite element predictions for the low frequency phononic crystal system,
transmission measurements have been performed. Details of sample preparation for this
system can be found in Figure 5.4. Using the same experimental procedure as for the
conventional phononic crystal system, a frequency spectrum has been obtained and can
be seen in Figure 6.16. We focus our attention on the low frequency region (500 – 4500
Hz) of the audible spectrum, since for a phononic crystal to function as a noise barrier,
its usefulness depends on its performance in this region.
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Figure 6.16: Experimentally measured frequency spectrum for a low frequency
phononic crystal, (푟 = 26.5 mm, 푎 = 91.9 mm).
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Seen in the experimentally obtained frequency spectrum are clear regions of attenua-
tion, indicating the presence of the formation of Bragg band gaps. The first region of
attenuation spans 1000 – 2850 Hz and the second 3400 Hz until 4500 Hz, the end of the
measurement range. Levels of attenuation reach 25 dB for the first band gap and 20 dB
for the second. The locations of these band gaps are in reasonable agreement with those
obtained from the finite element transmission calculations.
10 5 0 -5 -10 -15 -20 -25100 90 80 70 60 50 40 30 20
Band Structure FEM Transmission Exp Transmission
Figure 6.17: A comparison of the Comsol computed band structure and transmis-
sion measurements with experimental transmission experiments for a low frequency
phononic crystal system.
Figure 6.17 compares the finite element method computed band structure and trans-
mission simulation with the frequency spectrum obtained using the experimental trans-
mission measurements. Good agreement can be seen between the different investigative
methods on the locations of the band gaps. Not present in the experimental frequency
spectrum is the presence of the band gap spanning 3200 – 3600 Hz. This could be
attributed to assumptions and limitations in the experimental methods and the rela-
tively small attenuation predicted in this range. Since we are working with periodic
structures, waves propagating along angles 휃푛 different to the incident 휃0 are possible
because of their scattering by planes of cylinders (Bragg planes) different to the specular
[61], described by:
sin(휃푛) = sin(휃0) +
2휋푛
푘푎
, (6.2)
where 푛 is an integer 푛 = 0,±1,±2 and 푎 is the lattice parameter. Taking 휃0 = 0 the
first diffracted mode appears when 푘푎 = 2휋 i.e. when 휆 = 푎, in such a manner that 휃푛
becomes a real number. This condition is know as the diffraction limit. For wavelengths
smaller than 푎 some energy will be scattered to angles different to the ballistic and will
cause the failure of the measurement method due to the non satisfied condition of plane
wave in the setup.
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6.3 Experimental Band Structure Construction
6.3.1 Phase Measurements
Phase information can be extracted from the Fourier transformed data to locate re-
gions of attenuation, where an anomalous phase delay is caused by the band gap. The
relative phase data from the transmission function are obtained by dividing the com-
plex Fourier transform of the propagated wave by that of a reference. Thus, the phase
of the complex transmission function is the relative phase delay of the wave travelling
through the phononic crystal compared with the transmission through air. After the
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Figure 6.18: Phase dispersion for low frequency phononic crystal system, r = 26.5
mm and a = 91.9 mm.
acoustic wave has propagated through the phononic crystal system, not only does the
amplitude decrease but also the phase changes. A phase spectrum for the low frequency
phononic crystal is shown in Figure 6.18 for a wave propagating the Γ푋 direction. At
low frequencies, the wavelength of sound is much larger than the lattice constant, and
the acoustic plane waves cannot resolve each individual cylinder. The propagating wave
sees the phononic crystal as an effective continuous medium and thus the phase is linear
with negative slope as expected. In the regions 1425 – 2690 Hz and 4000 Hz to 4500
Hz, the end of the measurement range, the phase diverges from the negatively sloped
linear relationship indicating the presence of an acoustic band gap, where the phase data
shows signs of plateau due to strong Bragg scattering inside the band gap.
The experimental data is less convincing than the theoretical methods introduced earlier
in this thesis. Several reasons may contribute to this. Amongst other prominent reasons,
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it may be due to the finite number of cylinders. In principle, the band gap from the
band structure calculation is obtained for an infinitely large number of cylinders. The
fact that there is only a small gap in this situation would imply that a larger number of
scatterers would be required to obtained more convincing phase data.
More importantly, the phase data can be used to determine the dispersion relation for
acoustic waves propagating through the array. The phase velocity of acoustic waves,
푐(푓), at each frequency, 푓 , can be recovered from the experimental phase data using
the relation [62]:
푐(푓) = 푐0
(
푐0휙
2휋푓퐿+ 1
)
(6.3)
where 푐0 is the speed of sound in air, 휙 is the phase delay, and 퐿 is the thickness of
the sample. Because the phase velocity is related to the angular frequency, 휔, and
wavevector, 푘, by: 푐(푓) = 휔푘 it is possible to determine the dispersion relation, 휔 versus
푘, for the acoustic waves.
Experimental 
y = 224.39
Figure 6.19: Experimental band structure constructed from phase data, limited to
the Γ푋 direction.
Figure 6.19 shows the constructed band structure, limited to the Γ푋 direction, using the
phase data extracted from the Fourier transformed pressure data and utilising Equation
(6.3). In computing the experimental band structure, we use the reduced zone scheme,
where the first band is folded back at the border of the first Brillouin zone, i.e. when
the wavevector 푘 is equal to 휋푎 = 34.2 m
−1. The region of anomalous phase indicated in
Figure 6.18, has been omitted from this plot, as in theory the value of 푘 should not be able
to be measured experimentally if we assume zero transmission in the band gap region.
In reality, as our experimental measurements are performed on a finite phononic crystal
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size, therefore we only achieve attenuation bands, not complete band gaps. Therefore,
we still measure unphysical values of 푘. It can be seen in the constructed experimental
band structure that the first band follows, almost linear dispersion as expected. Included
on the plot is the calculated effective speed of sound in the phononic crystal array. By
taking the gradient of the first band and assuming linear dispersion we obtain a value
of 224.4 ms−1. Evident in the band structure is an anomalous peak around 5000 Rad
s−1, this could be attributed to noise in the control recording and phononic crystal array
recordings as seen in Figure 6.16.
Experimental 
Comsol
y = 224.39
Figure 6.20: Experimental and Comsol band structure comparison, limited to the
Γ푋 direction.
Figure 6.20, presents a comparison of the first two bands of the computed band structure
those obtained using the experimental data. Overall the agreement in general is good,
considering the noise in the spectrum. The calculated effective speed of sound in the
phononic crystal is slightly lower in the experimental constructed band structure. It can
be seen that both experimental bands are located at lower frequencies than the finite
element computed bands.
Chapter 7
Locally Resonant Sonic Crystals
The general idea of a Bragg-scattering-type mechanism that leads to band gaps and
strongly modified dispersions has been extensively studied and it is the mechanism for
band gap formation in earlier work. Conventional phononic crystal systems are not
ideal for shielding low frequency noise due to the large size required for the crystal’s
structure, see Figure 7.1. Liu et al. [63] present a class of phononic crystals that exhibit
spectral gaps with lattice constants two orders of magnitude smaller than the relevant
acoustic wavelength. The locally resonant sonic materials proposed by Liu et al. are
based on the simple realisation that composites with locally resonant structural units
can exhibit effective negative elastic constants at certain frequency ranges. A 2 cm
slab of the locally resonant sonic material was shown to beat mass law comparisons
of sound attenuation by one or two orders of magnitude at 400 Hz. Other authors
detail locally resonant sonic materials, where local resonances have been found to form
band gaps [64, 66, 67]. A locally resonant sonic crystal is an interesting composite
material in which sound propagation is strongly modified by acoustic resonances. Due
to the periodicity, the single resonant frequency will extend to a stop band and the
advantage of using resonance to create the gap (in contrast to Bragg scattering) is that
the frequency of the gap is decoupled from the periodicity. An investigation into locally
resonant sonic shields is presented by Ho et al. [65] where they demonstrate a class
of sonic shield material that is based on the principle of resonant microstructures, as
proposed by Liu et al. [63]. Each local resonator is found to vibrate almost like an
independent unit, and two layers of the proposed locally resonant material can even be
regarded as a phononic crystal. By combining several locally resonant layers of units
with different resonant frequencies, a broadband (200 – 500 Hz) sound shield, with an
average transmission drop 11 dB lower than that dictated by mass law comparisons,
is obtained. The first use of acoustic resonators in a phononic crystal system was in
2005, when a class of resonant sonic crystals composed of two-dimensional Helmholtz
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resonators was presented by Xinhua Hu [68]. In the long-wave regime, these sonic
crystals have a both a high relative acoustic refractive index and at the same time, a
low relative acoustic impedance for airborne sound. An acoustic lens was constructed; it
was found that using a resonator system rather than solid cylinders gives an increase in
focus intensity in the resonators. This idea of using resonators to improve attenuation
and allow frequency selection has been investigated further. By Studying the resonant
behaviour of an array of resonators embedded in air [69]. It is shown that it is possible
to increase the attenuation band of a phononic crystal comprising scatterers embedded
in air by using mixed structures of rigid scatterers and resonators filled with gases that
have similar physical properties to those of air. These resonators allow a complete band
gap to be formed over the desired frequency ranges.
1Hz
Frequencies of Common Noise Sources
10Hz 100Hz 1000Hz 10000Hz
Vehicle Engines
Truck & Trains
Airport Noise
Heavy Machinery
Music
171.5m 17.15m 1.715m 17.5cm 1.75cm
Lattice Spacing of Conventional Sonic Crystal
Figure 7.1: Frequency range of typical noise complaints with phononic crystal lattice
parameter comparison.
Detailed within this chapter is an acoustically resonant phononic crystal, composed of
Helmholtz type resonators that exhibit local resonances which give band gap formation
in the lower frequency range, below the conventional Bragg band gap.
7.1 Helmholtz Resonator
It is well known that Helmholtz resonators can be used to control simple harmonic sound
fields that have narrow band spectrums. Since the time of the ancient Greeks [70], the
acoustic properties of Helmholtz resonators have been used to enhance or attenuate
sound fields and have found widespread use in a variety of applications; from sound
reduction in churches to mufflers in ducts and pipes [71] and many more places. A
Helmholtz resonator consists of a cavity of known volume with rigid walls and a neck
[72]. It is a good approximation to consider the fluid in the neck as incompressible, so
that this section of fluid serves as mass, while the cavity plays the role of a spring. Here
we consider an acoustic wave whose wavelength is much larger than the dimension of
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the entire resonator. Thus, the spatial dependence of the pressure within the cavity can
be neglected, leaving the spring constant of the system unchanged. When the pressure
outside the neck increases, the portion of fluid in the neck is pushed inward, causing
the pressure inside the cavity to increase. On the removal of the external pressure, the
higher pressure fluid in the cavity will expand, forcing the fluid in the neck outward.
However, eventually due to the inertia of the fluid, the cavity pressure becomes smaller
than the outside pressure. This results in the back flow of the neck fluid. Without
friction dissipation, this process will repeat itself periodically with a frequency 푓0.
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V-Sx 
P′ 
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Figure 7.2: Schematic of a Helmholtz resonator with a spring mass comparison model.
The mass in the neck is simply 푚 = 휌푆퐿 where 휌 is the density of the fluid, 푆 and 퐿 are
the cross-section area and length of the neck respectively. The acoustic vibrations are
essentially adiabatic compression and rarefaction of the fluid, since the changes happen
too fast for heat to flow. The pressure change 푝′ produced by a small change in volume
Δ푉 can be written as:
푝′
푝0
= −훾Δ푉
푉
, (7.1)
where 훾 is the thermodynamic ratio of specific heat and 푝0 is the fluid pressure in
equilibrium. In our case, Δ푉 = 푆푥, where 푥 is the distance travelled by the section of
the fluid in the neck.
푝′
푝0
= −훾푆푥
푉
(7.2)
The net force on the neck fluid is:
퐹 = 푝′푆 = −훾푆
2푥
푉
푝0 (7.3)
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Thus, utilising Newton’s 2nd law for the system, 퐹 = 푚푥¨ gives us:
푥¨ =
퐹
푚
= −훾 푆푝표
휌퐿푉
푥 (7.4)
With 푥 varying time-harmonically, the frequency of oscillation is given by:
푓0 =
1
2휋
√
훾푆푝0
휌푉 퐿
=
푐
2휋
√
푆
푉 퐿
(7.5)
where 푐 =
√
훾푝0
휌 is the speed of sound in the fluid.
When an incoming wave of frequency 푓 is incident upon the resonating unit with natural
frequency 푓0, then the linear response function, assuming no losses, is proportional to
1/(푓20 − 푓2).
 Away From Resonance              At Resonance
Pressure
Figure 7.3: Pressure map of a Helmholtz resonator at, and away from resonance,
regions of maximum pressure are indicated by red and minimum pressure by blue.
Figure 7.3, shows a pressure map computed using the acoustics package in Comsol Mul-
tiphysics of a Helmholtz resonator away from and at resonance. Pressure levels inside
the resonator are at maximum when the incoming acoustic wave frequency is equal to
that of the natural frequency of the resonator. Away from resonance, pressure levels
inside the resonator are comparable to pressure levels outside the resonator. The prin-
cipal advantage of the use of Helmholtz resonators in noise control systems lies in their
simplicity. External energy is not required to achieve the noise reduction effect. Fur-
thermore, they are usually easy to manufacture and install, and are often maintenance
free. Because the Helmholtz resonator does not use typical standing waves to create a
resonance, the dimension of each element can be made much smaller than the acoustic
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wavelength. This makes Helmholtz resonators an ideal candidate for inclusion in an
acoustically resonant phononic crystal.
7.2 Scattering from a Helmholtz Resonator
Consider the acoustic field produced by the incidence of a plane harmonic wave on the
mouth of a Helmholtz resonator; which we defined above as consisting of an enclosed
volume of air that communicates with its surroundings via a channel or neck. This is a
good example of scattering of an incident field by the presence of a localised region of
impedance which is very different from the characteristic impedance of the surrounding
fluid. At resonance, this localised region of impedance approaches zero, resulting in very
effective scattering and absorption of incident energy, with the internal resistance of the
resonator matching the radiation resistance experienced by the induced volumetric fluc-
tuation at the resonator mouth. In this scenario the resonator can present an absorption
cross section hundreds of times the cross section of the neck.
A properly tuned resonator can extract energy very efficiently from a sound field in
which it is located, apparently ‘sucking in’ energy from a surrounding region which
greatly exceeds its own physical dimensions. This is achieved through a process of
diffraction which can be vividly revealed by analysis of the instantaneous particle velocity
of the diffracted field. A finite element simulation has been performed displaying the
instantaneous particle velocity on an arrow plot, indicating the magnitude and direction
of the particle velocity, see Figure 7.4. It is clear that at resonance the energy of the
incident plane wave is drawn into the Helmholtz resonator, where the arrows show
the direction of the velocity, which align with the neck of the Helmholtz resonator at
resonance.
7.3 Resonance Gaps
Band gaps can form if the scattering objects constituting a phononic crystal have strong
resonance states in the frequency range of interest. Such phononic crystals are best
thought of as being analogous to a tight-binding system of single resonators [61]. The
identical resonators all have the same resonance frequencies 휔푟푒푠 if they are independent
of each other. If interactions are allowed we can expect a degenerate state to form
symmetrically around 휔푟푒푠. The width of the distribution should grow proportionally
with an interaction parameter, just as in the case of spring coupled pendulums. This
is almost exactly what happens in locally resonant phononic crystals. Only the matrix
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At Resonance
Away from Resonance
Figure 7.4: Instantaneous particle velocity vectors in the field of a plane wave nor-
mally incident on a Helmholtz resonator at and away from resonance frequency. Arrows
indicate magnitude and direction of velocity vector.
medium (which acts as a coupling medium) hosts additional wave states, which also
join the interaction process. The continuum band of the surrounding effective medium
interacts with resonance states by hybridization (mixtures of different wave states) [67].
In the dispersion relation, this interaction occurs at the intersection of the flat resonance
band with the linear continuum band at frequencies close to 휔푟푒푠. This frequency is
independent of the structure of the phononic crystal. The resonant frequencies are
mainly affected by the size and internal wave velocity of the scatterers. In general, the
two scattering regimes can overlap in a phononic crystal. Resonance scattering occurring
in the same frequency range as Bragg scattering favours the formation of broad (and
therefore more likely omnidirectional) band gaps.
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7.4 Acoustically Resonant Phononic Crystal
Detailed within this section is a novel class of locally resonant phononic crystal which
utilises Helmholtz type resonators as the periodic scattering unit. By using these type
of inclusions in a phononic crystal system, we aim to achieve an acoustically resonant
phononic crystal, in which two separate band gap mechanisms are present in a single
phononic crystal system. A slot is introduced into hollow conventional scatterers to form
a C-shaped resonating cavity. A two dimensional schematic of such a resonator can be
seen in Figure 7.5. Each C-shaped resonator within the acoustically resonant phononic
s
ri
re
Figure 7.5: A two dimensional schematic of a C-shaped resonating inclusion.
crystal acts similarly to an individual Helmholtz resonator, with a broad neck containing
a fixed volume of air. The broad neck induces the formation of broad band excitations
in the resonators. When a pressure variation, in the form of a sound wave, interacts
with the air in the neck, the pressure of the air inside increases. As the external force
is removed, the pressure equalizes and forces air back through the neck. Due to the
inertia of the air in the neck, a region of low pressure is created in the cavity, which in
turn causes air to be drawn back in. The air then continues to oscillate at frequency
휔0, which is dependent upon the characteristic dimensions of the resonator’s cavity
and neck, but is shape and material independent. When an incoming wave of angular
frequency 휔 is incident upon the resonating unit with natural frequency 휔0 attenuation
of the incoming wave occurs. At frequencies below Bragg’s condition and away from
resonance, the acoustically resonant phononic crystal systems present a homogeneous
structure to the sound waves. The resonant frequency 휔0 of the C-shaped resonating
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units may be tuned using Helmholtz’s equation for resonators:
휔0 = 푐
√
푆
퐿′푉
, (7.6)
where 푆 is the slot width per unit length and 푉 = 휋푟2푚 per unit length as we are
collapsing our problem to a two-dimensional scenario, 푟푚 is the mid-surface radius, 퐿 is
the wall thickness, 퐿′ = 퐿+1.7푎 and 푎 = 푆2 . For a constant slot width and wall thickness,
the resonant frequencies should decrease inversely proportionally to the diameter, see
Figure 7.6.
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Figure 7.6: Central location of band gap for an increasing diameter resonator, with
a slot width kept constant at 4 mm and wall thickness at 1.5 mm.
The idea of this system is that a separate resonance band, decoupled from the phononic
crystal lattice parameter, can be used to overcome the intrinsic problem of the lattice
parameter and Bragg’s condition that is commonly associated with getting phononic
crystals to attenuate low frequency noise.
Chapter 8
Acoustically Resonant Phononic
Crystal Results
8.1 Band Structure Calculations
An advantage of using Comsol Multiphysics to compute acoustic band structure is the
capability of modelling more complex scatterer geometries. Modelled here is an acousti-
cally resonant phononic crystal which is composed of C-shaped resonator. Similar to the
conventional phononic crystal system modelled previously, periodic boundary conditions
have been employed, see Figure 8.1.
Figure 8.1: Unit cell for an acoustically resonant phononic crystal with periodic
boundary conditions described.
Again, by varying the wavevector in the first Brillouin zone for the first ten Eigenvalues,
the band structure can be constructed, see Figure 8.2. The figure gives the computed
band structure of a two dimensional phononic crystal, comprising C-shaped scatterers
with inner radius 5 mm, external radius 6.5 mm and slot width 4 mm arranged in a
square lattice in air. The period is 22 mm.
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Figure 8.2: Comsol computed band structure for an acoustically resonant phononic
crystal. The red shading indicates the location of Bragg band gaps and the blue shading
indicates the presence of resonance band gaps. Inset: Brillouin zone. Γ푋 refers to the
[1 0] direction, and Γ푀 the [1 1] direction, while 푋푀 refers to the wavevector varying
from [1 0] to [1 1] on the side of the Brillouin zone.
We note the appearance of a flat band. Modes associated with a flat band should
have a group velocity equal or close to zero and exhibit strong spatial localisation.
In practice, such localised modes are often created by inserting a defect in a periodic
structure, i.e. creating a cavity. It is clear that the acoustic resonance owing to the C-
shaped inclusions leads to the appearance of this flat band, forming a complete acoustic
band gap that is induced by the local acoustic resonance of each individual scatterer.
The identical resonators all have the same resonance frequency, defined by Equation
(7.6), 푓푟푒푠 = 4840 Hz. The combined action of the resonators induces the degenerate
state to form symmetrically around 푓푟푒푠 spanning 4190 – 5190 Hz, centred at 4690 Hz.
Due to the periodicity of the acoustically resonant phononic crystal, this structure still
exhibits Bragg band gaps, the first of which spans 6410 – 8550 Hz. A further three
Bragg bands are present due to the fulfilment of the Bragg condition located at 12525
– 14135 Hz, 15400 – 17210 Hz and 21050 – 22140 Hz. The introduction of the extra,
flat resonance band could lead to the construction of viable acoustic barriers in the low
frequency regime, which offer sound attenuation in all crystal lattice planes. The flat
band (originating from the localised acoustic resonance seen in the band structure) is a
large anticrossing gap; this is generally referred to as a hybridization gap in the context
of phononic crystals.
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For comparison, Figure 8.3, shows the computed band structure for a phononic crystal
with the same geometric structure composed of solid steel cylinders with radius 6.5 mm.
From the figure it can be seen that within the first band gap, an extra band is present
for the acoustically resonant case, both in the Γ푋 direction and the Γ푀 direction. In
the case of the conventional phononic crystal, this band disappears, which demonstrates
that the presence of the extra band is due to the C-shaped resonator. At resonance,
Figure 8.3: Comsol computed band structure for an acoustically resonant phononic
crystal (left) and a conventional phononic crystal (right).
the incident plane wave at the resonant frequency of the C-shaped inclusions cannot
propagate through the phononic crystal. Similar to Bragg band gaps, if the wave cannot
propagate, an acoustic band gap is obtained. The aperture of the C-shaped inclusion
induces the formation of the extra band gap. The low band edge of this resonance gap is
very flat implying a high density of acoustic modes induced by the Helmholtz resonance.
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8.2 Transmission Calculations
The restriction on the range of frequecnies that can be effectively attenuated with con-
ventional phononic crystals gives rise to problems in attenuating low frequency noise. To
try to overcome these problems an acoustically resonant phononic crystal is considered.
Such a system utilises the inclusion of acoustically resonant scatterers. Finite Element
(FE) simulations modelling the acoustic wave propagation and scattering through the
acoustically resonant phononic crystal are implemented. A time harmonic analysis of
the acoustic wave propagation is performed using the acoustics package of the FE soft-
ware Comsol Multiphysics v3.5a [41]. The resonating units in the acoustically resonant
phononic crystal system consist of steel tubes that are modelled as fluid inclusions with
a high stiffness and mass embedded in air. Therefore, the high contrast between the
steel and air parameters gives rise to a high reflection coefficient, even though a small
pressure field may be present inside the resonator’s walls. Similar boundary conditions
have been applied as for the conventional phononic crystal investigation, see Figure 8.4.
Effectively this new system is a duplicate of the conventional phononic crystal system
detailed in Section 6, see Figure 6.1, but with the inclusion of a slot to create a resonant
cavity.
Point A Point B
Absorbing Radiation Boundary
Conditions p = 0
Source - Radiation Boundary Condition p = 1
Scatterer -  Sound Hard
Boundary Condition
a = 0.022m
r = 0.0065m
Figure 8.4: Comsol described geometry for acoustically resonant phononic crystal,
indicating points were the corresponding plots were taken.
Computed pressure maps, taken at five frequencies of interest, demonstrate the propaga-
tion of an acoustic plane wave through the acoustically resonant phononic crystal system.
Similar to the conventional phononic crystal, at frequencies below the active frequency
(3000 Hz) of the phononic crystal, the incoming wave propagates as if the system was
a homogenous medium. The computed pressure map taken at 4850 Hz clearly shows
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that the acoustically resonant phononic crystal attenuates the wave in this region. The
pressure map, see Figure 8.7, indicates that regions of maximum pressure are localised
to the inclusions, at the resonance frequency. In the higher frequency region, around
6500 Hz, the acoustic wave is free to propagate through the system. As we approach the
Bragg band gap frequency of 9000 Hz, it is clear again to see the appearance of band
gap type attenuation. Looking at the pressure maps it becomes apparent that the two
regions of attenuation appear to be controlled by two different mechanisms. The trans-
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Figure 8.5: Comsol computed frequency spectra for acoustically resonant phononic
crystal (푎 = 22 mm, 푟푒 = 6.5 mm, 푟푖 = 5 mm, 푠 = 4 m).
mitted acoustic frequency spectrum for the sound pressure level obtained from the finite
element simulation of the acoustically resonant phononic crystal taken at two points (A
& B) before and after the crystal, shows the appearance of two regions of attenuation,
see Figure 8.5. The lower frequency region of attenuation, spans 3900 – 5600 Hz and the
second spans 6800 – 9400 Hz. The lower region shows far greater levels of attenuation
than that of the second. As this phononic crystal system is identical in lattice structure
to that detailed in the conventional phononic crystal section, we know the second region
of attenuation is caused by Bragg band gap formation. This means that the first band
gap is formed due to local acoustic resonance of the individual scatterers. This is con-
firmed by the modified Helmholtz equation for resonators in two dimensions, Equation
(7.6), which predicts a resonant frequency of 4840 Hz. This is in good agreement with
the centre location of the resonance band gap, leading to the confirmation that this band
is due to the local resonance properties of the acoustically resonant phononic crystal.
The levels of attenuation reached in each of the band gaps varies dramatically; it is clear
that the resonance band gap is more dominant than the Bragg band gap. This is likely to
be due to the fact that multiple scattering effects will be negated as the local resonance
mechanism dissipates the required energy that is required for Bragg formation.
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It is possible to distinguish between the Bragg band gap and resonance band gap mech-
anisms through comparison with a spectrum obtained from a conventional phononic
crystal, as seen in Figure 8.6, of the same size but with non-resonating inclusions. This
structure forms a Bragg band gap but does not demonstrate any local resonance char-
acteristics and hence, no resonance band gap is formed. The Bragg band gap is located
at 8150 Hz, as predicted by Bragg’s law, and spans from 5600 – 9400 Hz. It can be seen
that the width of the Bragg band gaps is smaller for the acoustically resonant phononic
crystal spectrum than that obtained by the conventional phononic crystal. This differ-
ence is attributed to the orientation of the scatterer and the reduction in the amount
of scattering surface presented to the incoming acoustic wave. This will be discussed in
Section 8.4.
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Figure 8.6: Comsol computed frequency spectrum for a conventional phononic crystal
(red line) and the acoustically resonant phononic crystal (blue line).
Also computed are sound pressure level maps taken a five frequency snapshots in areas of
particular interest in understanding the properties of such a phononic crystal system. It
is evident to see at 4850 Hz a very strong shadow region is formed behind the acoustically
resonant phononic crystal. Also seen is a region of attenuation forming at 9000 Hz during
Bragg gap formation. Away from band gap formation it is clear that the incoming wave
propagates through the acoustically resonant phononic crystal system.
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Figure 8.7: Comsol computed pressure and sound pressure level maps for an acous-
tically resonant phononic crystal at five significant frequency snapshots.
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Extending the studied range to 25000 Hz allows a comparison with the acoustic band
structure calculated in Comsol, see Figure 8.8. In the extended transmission spectrum,
Reduced Wavevector Sound Pressure Level / dB
Figure 8.8: A comparison between Comsol computed band structure and Comsol
transmission simulation for an acoustically resonant phononic crystal.
additional attenuation peaks can be seen. If we compare the location of these peaks with
the computed band structure, the peaks appear to be attributed to anticrossing regions
present in the band structure. In general, such gaps originate from level repulsion,
when two bands of the same symmetry cross each other about the crossing point. The
appearance of these anticrossing regions are beyond the scope of this thesis, but should
be investigated further to enhance the performance of the acoustically resonant phononic
crystal. The reader is directed towards a seminal paper by Wu et al.[73] detailing this
phenomenological effect.
In order to clarify the physical origin of these anticrossing gaps, compared with those
induced by the acoustic resonance, Figure 8.9 shows two unhybridized gaps (dotted
lines), a flat band originating from the acoustic resonance of the C-shape scatterer (red
line) and the band corresponding to the anticrossing gaps (blue line) formed due to the
longitudinal displacement field in the homogeneous effective medium. The narrowness of
the anticrossing gaps indicate that they are much weaker. The hybridization discussed is
analogous to the well known s-d hybridization in the energy band structure of transition
metals, see for example Harrison [75].
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Figure 8.9: Schematic representation of a hybridization-induced gap. The dotted
lines show the hypothetical unhybridized bands. The solid lines (red and blue) show
the hybridised longitudinal bands formed due to acoustic resonances, and anticrossing
in band structure respectively. After Sainidou [74].
The phase spectra have been computed in Comsol using complex notation, see Figure
8.10. These again confirm the existence of a Bragg band gap (7200 – 9200 Hz), where
point A the region in front of the phononic crystal, shows a position of almost constant
phase, indicating that the interference mechanism is present for Bragg band gap forma-
tion to occur. An extra feature that is seen in the acoustically resonant phononic crystal
system is the formation of another resonance band (4000 – 5800 Hz), which confirms the
findings from the band structure and sound pressure level frequency spectrum. A region
of anomalous phase can be seen in the spectrum, induced by the resonance band gap,
which is in good agreement with the resonant frequency defined by Equation (7.6), 푓푟푒푠
= 4840 Hz. At frequencies away from band gap formation, it is clear that the simulated
plane waves propagate through the system as if it were a homogeneous medium.
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(a) Comsol computed phase spectrum at point A.
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(b) Comsol computed phase spectrum at point B.
Figure 8.10: Comsol computed phase spectra at points before and after acoustically
resonant phononic crystal system (푎 = 22 mm, 푟푒 = 6.5 mm, 푟푖 = 5.0 mm, 푠 = 4.0
mm).
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8.2.1 Experimental Results
In an acoustically resonant crystal, band gaps are introduced by two mechanisms. One
is due to the acoustic resonance of the C-shaped inclusion when the frequency of the
incident sound wave coincides with its air column Eigenmode frequency. The resonance
then blocks the forward transmission of the sound wave. The other band gap is due
to the Bragg reflection which occurs when the periodic spacing between neighbouring
scatters becomes a multiple of a half wavelength of the sound wave. The experimentally
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Figure 8.11: Experimentally measured frequency spectrum for an acoustically reso-
nant phononic crystal.
obtained frequency spectrum (Figure 8.11) indicates the presence of a band gap forming
at 4100 – 6100 Hz, centred at 5100 Hz. The results indicate that the C-shaped cavi-
ties act analogously to Helmholtz resonators, having a maximum response around their
excitation frequency, 휔0/2휋, of 4840 Hz, and forming a resonance band gap centred at
this frequency. The experimentally obtained spectrum confirms the appearance of the
typical Bragg band gap from 6900 – 10100 Hz. Attenuation achieved in the experimental
results reaches a maximum of about 25 dB for both the Bragg band gap and resonance
band gap.
From our point of view it is of great interest to know which physical mechanism, (absorp-
tion or Bragg reflection) controls the attenuation in acoustic barriers based on phononic
crystals. In common phononic crystals, the band structure and hence the sound attenu-
ation, depends mostly on the arrangement of the scatterers as discussed. The scatterer
geometry and material affect mainly the width and depth of the attenuation bands, but
these are of minor importance when compared with the frequency range over which the
band gaps appear. The lattice parameter of the phononic crystals defines the location
of the band gaps.
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Figure 8.12: Comsol computed frequency spectrum comparison for a conventional
phononic crystal and an acoustically resonant phononic crystal.
Figure 8.13 presents a comparison between the finite element computed band structure
and transmission spectrum and that obtained using the experimental methods. The
overall agreement is generally good; the two distinct regions of attenuation are present
in both spectra and correspond well to the computed band structure. The small increase
in Bragg band gap width in the experimentally measured transmission spectrum (Figure
8.12) is are most likely to be attributed to the finite crystal size effects as discussed earlier
for the conventional phononic crystal.
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Figure 8.13: Comparison of Comsol computed band structure and transmission mea-
surements with experimental transmission experiments for an acoustically resonant
phononic crystal system.
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8.3 Investigation on Number of Layers
The finite element method has been employed to investigate the effect on the transmis-
sion spectrum of varying the number of layers that make up an acoustically resonant
phononic crystal. Using the same crystal dimensions as above, and solving a parametric
sweep for frequency, the resultant frequency spectrum is obtained, see Figure 8.14. It
can be seen that the level of attenuation achieved by an acoustically resonant phononic
crystal increase as the number of periodic layers increases. Increasing the number of lay-
ers in the acoustically resonant phononic crystal system, broadens the resonance band
gap, in effect decreasing the quality factor of the resonating units.
20
40
60
80
100
120
S
o
u
n
d
 P
r e
s s
u
r e
 L
e v
e l
 /
 d
B
-100
-80
-60
-40
-20
0
S
o
u
n
d
 P
r e
s s
u
r e
 L
e v
e l
 /
 d
B
8 Layers
6 Layers
4 Layers
2 Layers
Control
2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000
Frequency / Hz
Figure 8.14: Comsol computed frequency spectrum for an acoustically resonant
phononic crystal with an increasing number of layers.
It can be seen that a phononic crystal comprising two layers is not sufficient to cause
Bragg formation. Increasing the number of layers increases the attenuation properties of
the phononic crystal. The number of layers should be carefully considered if a phononic
crystal system is to replace current noise barrier technology. The overall cost to weight
ratio must be maintained for it to be a viable option. The evanescent character of the
sound waves inside the gap should lead to strong attenuation. In theory, the attenuation
in decibels should increase linearly with the number of periodic layers, as seen with the
finite element simulations. However, both in reality and in experimental situations, it
should be noted that there is a saturation inside the gap versus the crystal thickness
as reported by other workers [3]. This saturation is primarily due to waves passing by
the sides of the sample. The source loudspeaker has a large extension and part of the
sound it emits passed around the sample due to the finite crystal size. In addition, the
waves propagating inside the structure are strongly scattered by the periodic set of rods.
Chapter 8. Acoustically Resonant Phononic Crystal Results 102
In particular, the lateral crystal edges diffract the sound waves out of the acoustically
resonant phononic crystal, limiting its band gap effect. As a consequence of these two
effects, the microphone located behind the phononic crystal still records a significant
pressure level, masking the expected strong wave decay in the gap for a large phononic
crystal thickness.
8.4 Orientation of Resonators
It has been reported that the band gap of a phononic crystal system can be tuned by
adjusting the orientation of the scatterers [76]. As the acoustically resonant phononic
crystal utilises C-shaped inclusions (which are not symmetrical), information about the
orientation of the scatterer can be obtained and the optimal configuration that results
in a maximum band gap can be identified. Transmission spectra for the acoustically
resonant phononic crystal with different scatterer rotation angles (from 0∘ to 180∘) are
presented in Figure 8.15. The rotation angle is defined according to the schematic inset
on the figure.
Figure 8.15: Comsol computed frequency spectrum in which orientation of scatterer
is considered.
When the rotation angle 휃 is set at 0∘ or 180∘, two distinct band gaps can be seen due
to the resonance; (spanning 3950 – 5550 Hz), and Bragg; (spanning 6950 – 9450 Hz),
mechanisms respectively. It is clear that these are the optimal orientations for obtaining
a maximum resonance band gap width and attenuation level, as the incoming plane
wave has a minimum grazing angle to the Helmholtz style resonators. Rotating the
inclusion to 45∘ or 135∘ causes a 40% increase in the Bragg band gap width spanning
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6250 – 9850 Hz, although the resonance band gap width is slightly decreased. Increasing
the rotation angle further to 90∘ it is evident that the Bragg and resonance band gaps
combine to form an enlarged acoustic band gap spanning 4500 – 10300 Hz, with increased
Bragg attenuation (although resonance levels are decreased to equal that of the Bragg).
It is clear that increasing the rotation angle 휃 increases the scattering surface area
present to the incoming plane wave, which inherently increases the efficiency of the
Bragg band gap mechanism However, the grazing angle to the C-shaped resonator is also
increased which reduces the efficiency of the resonance band gap mechanism. Dependant
on the use of an acoustically resonant phononic crystal, a trade off between levels of
resonance attenuation and a large combined band gap width must be considered. Where
two separate band gaps are present, the configuration would be suitable for selective
frequency filters. Where there is a single enlarged combined band gap, the configuration
would more likely suit noise barrier applications.
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8.5 Enlargement of Band Gap Width
8.5.1 Band Structure Calculations
For an acoustically resonant phononic crystal system to serve as a viable sound proofing
technology, its ability to be active over a large frequency range would offer significant
advantages in attenuating common sources of noise that have a broad frequency spec-
trum, i.e. loud music. To enlarge the wavelength range over which the acoustically
resonant phononic crystal is active, a multiple resonance band gap system is proposed
and simulated using several resonating inclusions of varying dimensions in a mixed array
configuration. In such an arrangement, several resonance band gaps are formed and, by
careful selection of the cavity dimensions, these individual gaps can be overlapped to
form a combined broader gap. Using Comsol Multiphysics a single unit cell is defined to
contain multiple sized scatterers, with dimensions 14 mm and 11 mm external diameter
with 1 mm wall thickness, and a 4 mm slot cut out to form the C-shaped resonating
inclusions. Periodic boundary conditions are applied to mimic an infinite array of the
scatterers. The acoustic band structure can be obtained by solving for the first ten
Eigenvalues, in all high symmetry directions, see Figure 8.16.
Figure 8.16: Comsol computed band structure for an array composed of two different
sized resonating inclusions. The red shading indicates the formation of a band gap.
Inset: Brillouin zone. Γ푋 refers to the [1 0] direction, and Γ푀 the [1 1] direction, while
푋푀 refers to the wavevector varying from [1 0] to [1 1] on the side of the Brillouin
zone.
The computed band structure for this mixed acoustically resonant phononic crystal is
much more complex than that for a single sized array. Many complete band gaps are
present spanning, 4520 – 4900 Hz, 4910 – 5980 Hz, a very narrow band spanning 6160 –
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6340 Hz and 6529 – 6970 Hz. Also appearing in the band structure are band gaps limited
to propagation in the Γ푋 direction, spanning 3820 – 4510 Hz. Due to the complexity of
the band structure at this point, it is unclear which attenuation mechanism is responsible
for each of the band gaps. In the band structure for the acoustically resonant phononic
crystal, it is clear that close degenerate states are formed. The band gaps extend through
all crystal lattice planes forming complete acoustic band gaps. Also present in the band
structure is the appearance of the characteristic Bragg band gap, a consequence of the
periodicity of the inclusions. The Bragg band gap is a complete band gap offering
attenuation in all high symmetry directions, spanning 8000 – 8300 Hz. If we limit our
focus to the Γ푋 direction the Bragg band gap is much larger and spans 8000 – 9000 Hz.
8.5.2 Transmission Calculations
The finite element method has been employed to calculate the transmission through a
mixed configuration of the two different sized C-shaped scatterers. A two dimensional
phononic crystal system in a centred rectangular lattice has been described in Comsol
Multiphysics, with a lattice spacing of 22 mm to the next inclusion of similar size. in
a simialr manner to previuosly, a parametric sweep for frequency was performed after
applying the appropriate radiation and absorbing boundary and subdomain conditions.
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Figure 8.17: Comsol computed frequency spectra for an acoustically resonant
phononic crystal system composed of two different sized resonant inclusions (green)
and owing to the 11 mm (blue) and 14 mm diameter resonators (red), as separate
inclusions.
The transmission spectrum, see Figure 8.17, shows the presence of resonance band gaps
owing to the 11 mm (blue) and 14 mm diameter resonators (red), as separate inclusions,
ranging from 5500 – 7500 Hz with 65 dB of attenuation at its peak and at 4800 – 6000 Hz
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with 60 dB of attenuation. A frequency spectrum obtained from a mixed acoustically
resonant phononic crystal with alternating layers shows the formation of a combined
band gap system enveloping the two individual resonance peaks, 5000 – 7500 Hz with
similar levels of attenuation. In effect, the width of the band gap is doubled using
two carefully selected resonator sizes. Furthermore, the resonance band gap can be
broadened with more than two resonator sizes in a single array, thus allowing band gaps
of a large width to be created. Here we have overlapped the two resonance band gaps,
but with careful selection a multiple frequency filter can be employed if the resonance
band gaps are not overlapped. It is worth noting that due to the periodic spacing
between the different sized inclusions, a small Bragg band gap is present, spanning 8000
– 9000 Hz, but it has a much smaller attenuation level than the induced resonances of
each inclusion. Due to the differences in the levels of attenuation archieved by the two
band gap formation mechanisms, it is clear that more emphasis should be placed on
optimising the resonance band gaps as they offer a better solution for achieving large
attenuation levels.
Γ
Figure 8.18: Comsol computed band structure in comparison to the simulated trans-
mission measurements.
Figure 8.18 presents a comparison between the computed band structure and the trans-
mission spectrum. It can be seen that the agreement between the location of the band
gaps is generally very good. It is evident that this structure possesses two band gaps
that are very close in frequency. Again, due to the finite size of the crystal simulated in
the transmission spectrum, the widths of the band gaps are slightly larger than those
obtained in the band structure. The two resonance band gaps are so close that they
actually merge to form a large combined band gap, without the need for altering the
system’s lattice parameter. In theory a mixed array of many different sized inclusions
could offer a viable phononic crystal system that operates over a very broad frequency
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spectrum, possibly to attenuate noise across the audible hearing range 20 – 20000 Hz.
Although much broader band gaps can be obtained using the mixed system, a major
disadvantage of such a configuration is the overall size of the array. The inclusion of
multiple sized resonating units leads to an increase in the number of layers require to
attenuate noise. This approach is clearly unsuitable for most commercial applications
for sound proofing.
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8.6 Matryoshka ‘Russian Doll’ Configuration
8.6.1 Band Structure Calculations
An alternative design to this basic mixed system is composed of an arrangement of
concentric resonators and is termed the Matryoshka (Russian doll) configuration. This
acoustically resonant phononic crystal system is made up of the same 11 mm and 14
mm outside diameter, 1 mm wall thickness and 4 mm slot, sized C-shaped resonators as
discussed in the mixed configuration. However, the geometry of this phononic crystal
system differs, with each resonator concentrically placed inside one another. By defining
a unit cell, depicted in Figure 8.19, in Comsol Multiphysics, and applying periodic
boundary conditions the acoustic band structure can be obtained.
Figure 8.19: A schematic depicting a unit cell of the Matryoshka acoustically resonant
phononic crystal system with periodic boundary conditions.
The Bloch wavevector in the first Brillouin zone is defined as follows, for the Γ푋 direc-
tion, 푘푥 varied from 0 to 휋, keeping 푘푦 = 0, for the Γ푀 direction 푘푦 varied from 0 to 휋,
keeping 푘푥 = 휋 and for the 푋푀 direction 푘푥 and 푘푦 are varied from 0 to 휋.
Figure 8.20 presents the computed band structure for the first ten Eigenfrequencies.
It is clear to see that this phononic crystal system possess multiple bands owing to
resonance and Bragg formation. The introduction of two resonating cavities has induced
the formation of a second very flat band, caused by the individual resonance of each
concentric inclusion. The first band present forms at 4350 – 4960 Hz and crosses all
high symmetry planes to give a complete acoustic band gap. The second resonance gap
present between 5800 – 6300 Hz. It is possible to distinguish between the resonance band
gap and the Bragg band gap because the resonance band gap is formed as a hybridization
band gap as discussed earlier. In the Γ푋 direction we can see that the periodicity of the
structure results in a Bragg band gap forming in the region 7080 – 9320 Hz.
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Figure 8.20: Comsol computed band structure for a double Matryoshka acoustically
resonant phononic crystal.
8.6.2 Transmission Measurements
A Matryoshka acoustically resonant phononic crystal in a square lattice with lattice
parameter 푎 = 22 mm, has been described in Comsol Multiphysics and acoustic wave
propagation through such a system has been modelled. The frequency spectrum for a
Matryoshka array composed of 11 mm and 14 mm diameter resonators contains two
individual resonance band gaps from 5600 – 6500 Hz and from 3500 – 5100 Hz re-
spectively, see Figure 8.21. The periodicity of this Matryoshka system results in the
formation of a Bragg band gap, which spans 6450 – 10000 Hz. The resonance band gaps
can again be overlapped, through careful selection of the resonator dimensions, allowing
acoustically resonant phononic crystal systems to be created in very broad frequency
ranges. The compactness of the Matryoshka configuration allows an acoustic barrier to
be constructed from a single layer of resonators, whilst still offering reasonable levels of
attenuation. It is clear from the computed frequency spectrum that attenuation levels
achieved by the formation of resonance band gaps is much greater than that caused by
Bragg band gaps. As resonance occurs in the system, the sound energy of the incoming
wave is severely reduced. With the resonances occurring at frequencies close to those
that satisfy the Bragg condition, the propagating wave may not have enough energy
to interfere with the scattered wave to induce the Bragg band gap as efficiently as the
resonance gap.
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Figure 8.21: Comsol computed pressure and sound pressure level maps for the Ma-
tryoshka system, taken at five significant frequency snapshots.
If we compare the computed band structure with the computed transmission spectrum,
(see Figure 8.22), we find good agreement in terms of the location of each band gap,
although the transmission band gaps are slightly wider than those in the band structure.
It is evident that by choosing two close resonances, an enlarged band gap could be
achieved. In the dispersion relation, an interaction occurs at the intersection of the flat
resonance band, associated with each individual resonance, with the linear continuum
band at frequencies close to 휔푟푒푠.
Γ
Reduced Wavevector Sound Pressure Level / dB
Figure 8.22: Comsol computed band structure in comparison to transmission mea-
surements for the Matryoshka system.
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8.7 Low Frequency Matryoshka System
The main aim of this thesis is to investigate the feasibility of using phononic crystal
systems for noise attenuation applications. With this in mind here we present an opti-
mised Matryoshka system for low frequency attenuation. A unit cell is defined with six
concentric C-shaped resonators, all tuned to frequencies that lie close to each other in
the low frequency regime, (see Figure 8.23).
Figure 8.23: Schematic of unit cell used in band structure calculations for a six
concentric Matryoshka system.
Applying periodic boundary conditions, to replicate an infinite array of these Matryoshka
inclusions in a square array with lattice parameter 푎 = 15.5 mm, the acoustic band
structure can be computed. The dimensions of each C-shaped resonator are designed
so that they can be placed concentrically inside each other. The smallest C-shaped
resonator has an, external diameter = 22.5 mm, and an internal diameter = 14.1 mm
with a slot width 11.3 mm. Meanwhile the largest of the nested resonators has an
external diameter = 13.2 mm, and an internal diameter = 10.9 mm with a slot width
3.1 mm. Figure 8.24 presents the Comsol computed band structure in all high symmetry
directions.
The band structure has been computed for the first ten Eigenvalues, by varying the wave
vector in the first Brillouin zone. It can be seen that an acoustically resonant phononic
crystal system, with many individual resonating units, induces the formation of multiple
band gaps. Due to the periodic nature of these inclusions, this phononic crystal system
possesses the characteristic Bragg band gaps, although it is hard to identify which bands
are due to the separate band gap formation mechanism. A conventional phononic crystal
system with a lattice parameter 푎 = 15.5 mm should possess a Bragg band gap. In the
computed band structure, this Bragg band gap forms around 1120 – 1360 Hz, therefore
the other band gaps present in the band structure must be caused by the acoustic
resonance of each C-shaped inclusion. It is can be seen that the induced resonance band
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gaps are complete acoustic band gaps, inhibiting wave propagation across all lattice
planes, without the need for a large packing fraction as found with the characteristic
Bragg band gap.
Γ
Γ
Figure 8.24: Comsol computed band structure for a six concentric Matryoshka sys-
tem.
For completeness, Comsol Multiphysics has been employed to obtain a transmission spec-
trum for this array. A 10 × 10 array of the Matryoshka inclusions (each containing six
concentric C-shaped resonators) is described in Comsol. Applying the usual boundary
conditions and material parameters to the acoustically resonant phononic crystal, and
by performing a parametric sweep for frequency, the transmission spectrum is obtained,
see Figure 8.25. The spectrum extends to 2000 Hz, and demonstrates the appearance of
multiple regions of attenuation, owing to the individual resonances of the six C-shaped
resonators as well as a Bragg band gap. The first attenuation band is caused by the
individual resonance of the largest diameter resonating inclusion, spanning 400 – 600
Hz. Five more regions of attenuation can be seen spanning, 600 – 740 Hz, 740 – 880
Hz, 880 – 1120 Hz, 1120 Hz – 1360 Hz and 1360 – 1500 Hz. Although the regions
of attenuation are in the form of individual peaks, if we consider all the experimental
results performed so far and the fact that, for practical soundproofing applications, the
crystal will have a finite size, the individual bands should increase in width, combin-
ing the resonances to form a very broad envelope of attenuation. Figure 8.26 presents
the corresponding pressure diagrams computed at the centre of the band gaps present
in the frequency spectrum. It can be seen that each individual resonator experiences
an increase in pressure inside the cavity, caused by the acoustic resonance of each C-
shaped inclusion. This allows us to confirm the band gap formation mechanism that is
responsible for each region of attenuation present in the frequency spectrum.
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Figure 8.25: Comsol computed transmission spectra for a six concentric Matryoshka
system.
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Figure 8.26: Comsol computed pressure distribution inside the six concentric Ma-
tryoshka system.
For comparison, Figure 8.27 shows both the Comsol computed band structure, limited
to the Γ푋 direction, and the computed frequency spectrum. The frequencies at which
the band gaps occur in the band structure are in good agreement with the regions of
attenuation present in the transmission spectrum. Again the widths of the attenuation
bands in the computed frequency spectrum are slightly wider than those in the band
structure. Due to the finite crystal sample defined in the transmission simulations.
A small attenuation band is present in the transmission at around 1700 Hz. At the
corresponding frequency in the band structure, an anticrossing region appears, induced
by the level repulsion effect. Since the resonances are very close in frequency, and close
to the frequency that satisfies the Bragg condition, the two band gap regimes appear to
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overlap in this Matryoshka phononic crystal. Resonance scattering occurring in the same
frequency range as Bragg scattering favors the formation of broad, and consequently
most likely omnidirectional, band gaps.
Γ 80 30 0 -30
Sound Pressure Level / dBReduced Wavevector
Figure 8.27: A comparison of the Comsol computed band structure with the com-
puted frequency spectrum for a six concentric Matryoshka system.
Chapter 9
Conclusion
The results obtained using the finite element method are in very good agreement with
those obtained by plane wave expansion calculations and from experimental transmis-
sion measurements. Although attenuation levels from the finite element computations
are much greater than those obtained by the experimental methods, the location of the
band gaps or regions of attenuation are in good agreement. The difference in the at-
tenuation levels achieved can be attributed to the assumptions and idealisation of the
finite element models. The assumptions that the steel scatterers are modelled as fluid
inclusions with high density, and the perfectly reflecting boundary conditions applied to
the simulations, all increase the attenuation levels achieved. The biggest contribution to
the increased levels of attenuation achieved in the finite element simulations is the elim-
ination of diffraction effects around the edges of the crystal. Experimental attenuation
levels match those obtained by current noise barrier technology, as the maximum attenu-
ation for airborne sound attenuation with conventional barriers is only about 20 dB [77].
Careful optimisation of the phononic crystal system should enable it to operate at lower
frequencies, as proposed by using the mixed or Matryoshka systems. The results for the
conventional phononic crystal system confirm that the frequency range of attenuation is
intrinsically linked to the lattice parameter, and that the band gap width is determined
by the packing fraction of the phononic crystal system. The low frequency phononic
crystal system demonstrates the feasibility of using conventional phononic crystal sys-
tems to attenuate low frequency noise, but at the expense of increased crystal size.
The proposed acoustically resonant phononic crystal, that utilises individual scattering
elements to attenuate sound in frequency ranges that are decoupled from the lattice
parameter of the system, offers a viable solution to overcome the common restrictions
experienced with conventional phononic crystals. It has been discovered that such sys-
tems can form resonance band gaps in the lower frequency region, below that of Bragg
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formation. These resonance bands can be combined to form broad regions of attenua-
tion, either by selecting close acoustic resonances or by tuning the structure to combine
the characteristic Bragg band gap with the resonance band gap. Levels of attenuation
of up to 40 dB have been achieved experimentally. This is an suitable level of attenua-
tion if such acoustically resonant phononic crystal systems are to be utilised as acoustic
barriers.
The selective sound attenuation features of the phononic crystal system suggest the
application to acoustic filters or sound attenuation shields for unwanted noise that occurs
in particular frequency ranges. This is often the case if the noise is generated artificially
e.g. machinery. Most engines primarily emit noise in the audible frequency range, which
make locally resonant phononic crystal systems particularly suitable for use as sound
attenuators. Although road traffic noise is essentially broad band in nature (due to a
large number of very different vehicles that move at different velocities), it often has a
defined maximum frequency. A study by Sandberg [78] found that a multi-coincidence
peak in the tyre-noise spectra is observed around 1000 Hz. Consequently, a Matryoshka
acoustically resonant phononic crystal could prove useful in the attenuation of road
noise. The simulation results obtained using a six shell concentric Matryoshka system
provides further evidence for this, as the active frequency range of this system spans
400 – 1600 Hz. Moreover, the experimental results provided for the single acoustically
resonant phononic crystal, offer decent levels of attenuation for application as a noise
attenuation solution. The Matryoshka system should offer similar levels of attenuation
but in the ‘optimal’ frequency range.
A very important and beneficial property of phononic crystals is the scalability of the
effects for frequencies from the Hertz range to Megahertz range, from seismic waves
to phonons. This means that any phenomenon appearing in a phononic crystal for a
certain range of frequencies and a given wavelength scale can basically be extrapolated
to other systems that are scaled up or down with respect to their frequencies and wave-
length scales. There are numerous potential engineering applications of phononic crystals
spanning many orders of magnitude, from thermal barriers, elastic/acoustic filters, vi-
brationless environments for high precision mechanical systems, improved transducers,
waveguide, acoustic lasers, acousto-optical devices, non absorbing mirrors to sound pro-
tection devices and earthquake shields. Currently earthquake and coastal protection by
phononic crystals are only feasible if the structures needed are significantly smaller than
the wavelengths, which are of the order of several hundred metres. Two recent papers
discuss the application of band gap structures to the attenuation of surface elastic waves.
In Spain, Messenger et al. [79], have studied the propagation of Rayleigh waves across a
two dimensional band gap structure created by drilling a periodic lattice of cylindrical
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holes in the surface of a marble quarry. The quarry presents a wide area of flat sur-
face, with the marble layer much thicker than the depth of penetration of the surface
waves. It therefore provides a good simulation of earthquake generated waves in the
earth’s surface. The lattice used consisted of 6.2 cm diameter holes in both hexagonal
and triangular arrays, with a lattice spacing of 14 cm. Surface waves were excited by
striking the surface with a 1.27 cm diameter steel ball. The excitation spectrum was
measured over a frequency range up to 20000 Hz. The recorded seismogram showed
the presence of both longitudinal and transverse waves followed by a sharp Rayleigh
peak. The attenuation spectrum showed sharp peaks at the expected Bragg frequencies
for this lattice spacing, and also showed broad attenuation regions at low frequencies.
The authors discussed using this kind of band gap structure as a barrier against seismic
waves.
T.S Jeans et al. [80] proposed the use of band gap structures for protection of coastal
areas against ocean waves. They measured the attenuation of water waves by both a
hexagonal and triangular two dimensional lattice, at frequencies up to 10 Hz. Attenua-
tion levels of 20 – 30 dB were observed over much of the frequency range, although the
authors say that a more extensive array would give rise to greater attenuation. They
propose that a hexagonal lattice spacing of 10 m, would provide protection against most
coastal waves and would be more eco-friendly than massive solid barriers.
Chapter 10
Further Work — Modal Analysis
It has been established that a phononic crystal system consisting of high density scat-
terers in a low density host exhibits phononic band gaps. It is true that the crystal
structure can be very important in the formation of absolute phononic gaps. Neverthe-
less, the physical origin of the widest of these gaps lies beyond the Bragg gap formation
at the Brillouin zone boundaries, as shown with the acoustically resonant phononic crys-
tal as introduced herein. So far in this thesis, enlargement of the acoustic band gaps
has been demonstrated by using acoustically resonant inclusions. In reality, there are
also relatively narrow bands that originate from the resonant elastic modes of the indi-
vidual scatterers and the weak coupling between neighbouring scatterers. These bands,
hybridise with the continuum bands corresponding to an almost free propagation in an
effective homogeneous medium [74, 81, 82].
Since this thesis details the inclusion of cylindrical scatterers embedded in air, the vi-
brational behaviour of hollow cylinders needs to be introduced. This area of structural
mechanics has been extensively studied; primarily due to the great importance that
hollow cylinders exhibit in the field of engineering. For practical applications of struc-
tures consisting of hollow cylinders, extensive investigations must be performed in order
to obtain the detailed dynamic response of a structure when subjected to forces. The
Eigenmodes and Eigenfrequencies of a structure have a physical significance because,
when approaching a resonant frequency in a harmonically driven problem, less and less
source strength is needed to maintain a given response level. The addition of a slot in a
cylinder, as in the case for the acoustically resonant phononic crystals, has an influence
upon these Eigenmodes and the overall vibrational behaviour. The only tube structures
to be thoroughly investigated are complete cylindrical tubes or tubes in which the slot
is either along the full length of the cylinder or is short [83]. Much of the research into
cylindrical shells with cutout has concentrated on the effects of stress distribution and
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loading [84]. Similar investigations involving cutouts have been predominantly confined
to the free vibration of plates. A finite element analysis of a clamped plate with different
cutout sizes, along with experiments using holographic interferometry, was carried out
by Monahan et al. [85]. The vibrational behaviour of a cylindrical shell with a single
rectangular cutout has been theoretically and experimentally verified [86], and it was
found that the cutout had very little influence on the natural frequencies except for
breather and transverse modes.
10.1 Vibration of Shells
A shell is a structure in which one dimension of the material from which it is made is
much smaller than its other dimensions, but which is not simply a plane plate. Thus,
simple shells may be hollow cylinders. Shells are clearly of great interest in architecture
and engineering, and a great deal of attention has been devoted to their static and
vibrational properties [83].
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Figure 10.1: Coordinate system for a cylindrical shell, where 푢 is the axial deforma-
tion, 푣 is the circumferential deformation and 푤 is the radial deformation.
10.1.1 Donnell Shell theory
For a cylindrical shell, see Figure 10.1, the midsurface deformations 푢, 푣, and 푤 produce
the following strains in the plane of the shell according to Donnell shell theory. This
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commonplace technique is summarised below, further detailed analysis can be found in
Leissa [83] or Kraus [87].
휖푥 =
∂푢
∂푥
− 푧 ∂
2푤
∂푥2
,
휖휃 =
1
푅
∂푣
∂휃
+
푤
푅
− 푧
푅2
∂2
∂휃2
,
휖푥휃 =
∂푣
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+
1
푅
∂푢
∂휃
− 2푧
푅
∂2푤
∂푥∂휃
,
휖푥푧 = 휖휃푧 = 휖푧푧 = 0,
where 푢 is the axial deformation of the midsurface, 푣 is the circumferential deformation
of the midsurface, and 푤 is the radial deformation of the midsurface. 푤 is positive for
deformations radially outward from the cylinder axis, 푣 is positive in the direction of
increasing 휃 and 푢 is positive in the direction of increasing 푥. 휖푥 is the longitudinal
strain, 휖휃 is the circumferential strain, and 휖푥휃 is the in-plane shear strain. The out-of-
plane shear strains are assumed to be zero. 푧 is a coordinate from the midsurface of
the shell, normal to the surface of the shell and directed outward from the cylinder axis.
푧 = 0 is the midsurface of the shell. 푅 is the radius of the shell midsurface. The stresses
in the shell are given by the following isotropic stress-strain relationships.
휎푥푥 =
퐸
1− 휈2 (휖푥 + 휈휖휃),
휎휃휃 =
퐸
1− 휈2 (휖휃 + 휈휖푥),
휎푥휃 = 휎휃푥 =
퐸
2(1 + 휈)
휖푥휃,
휎푥푧 = 휎휃푧 = 휎푧푧 = 0,
where 퐸 is Young’s modulus and 휈 is Poisson’s ration. 휎푥푥, 휎휃휃 and 휎푧푧 are normal
stresses acting on the 푥, 휃, and 푧 faces of the shell element, respectively. 휎푥푧, 휎휃푧 and
휎푥휃 are shear stresses. The first index is the face on which the stress acts; the second
index is the direction of the stress.
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Figure 10.2: Definition of shell element and stress resultants (N,M,Q).
The stress resultants in the shell, evaluated using Donnell shell theory [88].
푁푥 =
∫ ℎ
2
−ℎ
2
휎푥푥
(
1 +
푧
푅
)
푑푧 =
퐸ℎ
1− 휈2
(
∂푢
∂푥
+
휈
푅
∂푣
∂휃
+ 휈
푤
푅
)
,
푁휃 =
∫ ℎ
2
−ℎ
2
휎휃휃푑푧 =
퐸ℎ
1− 휈2
(
1
푅
∂푣
∂휃
+
푤
푅
+ 휈
∂푢
∂푥
)
,
푁푥휃 =
∫ ℎ
2
−ℎ
2
휎푥휃
(
1 +
푧
푅
)
푑푧 =
퐸ℎ
2(1− 휈)
(
∂푣
∂푥
+
1
푅
∂푢
∂휃
)
,
푁휃푥 =
∫ ℎ
2
−ℎ
2
휎휃푥푑푧 = 푁푥휃,
푀푥 = −
∫ ℎ
2
−ℎ
2
휎푥푥
(
1 +
푧
푅
)
푧푑푧 =
퐸ℎ3
12(1− 휈2)
(
∂2푤
∂푥2
+
휈
푅2
∂22
∂휃2
+ 휈
푤
푅
)
,
푀휃 = −
∫ ℎ
2
−ℎ
2
휎휃휃푧푑푧 =
퐸ℎ3
12(1− 휈2)
(
1
푅2
∂2푤
∂휃2
+ 휈
∂2푤
∂푥2
)
,
푀푥휃 = −
∫ ℎ
2
−ℎ
2
휎푥휃
(
1 +
푧
푅
)
푧푑푧 =
퐸ℎ3
12(1− 휈2)
1
푅
∂22
∂푥∂휃
,
푀푥휃 = −
∫ ℎ
2
−ℎ
2
휎휃푥푧푑푧 = 푀푥휃,
where ℎ is the thickness of the cylinders. 푁푥, 푁휃 and 푁푥휃 are resultant forces per unit
length of edge. 푀푥,푀휃 and 푀푥휃 are resultant moments per unit length of edge, see
Figure 10.2. Terms of order 푧푅 have been neglected in the evaluation of the integrals.
The transverse shear forces per unit length of edge in the cylindrical shell are the resul-
tant of the transverse shear stresses and can be related to the deformations of the shell
by:
푄푥 =
∫ ℎ
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,
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. (10.1)
These equations that describe the free vibrations of cylindrical shells admit the solutions
which are independent of the axial coordinate (푥) and have the form:
푢 = 퐴 cos 푖휃 cos휔푡, (10.2)
푣 = 퐵 sin 푖휃 cos휔푡, (10.3)
푤 = 퐶 cos 푖휃 cos휔푡 푖 = 0, 1, 2, 3... (10.4)
where 퐴,퐵,퐶 are constants with the units of length. 푖 is the number of circumferential
waves in the mode’s shape, 휔 is the circular frequency of vibration, and 푡 is time.
Substituting a solution of the form of equation (10.4) into the Donnell equations of
motion, the following matrix equation is generated [83].⎛⎜⎜⎝
(1−휈)
2 푖
2 − 휆2 0 0
0 푖2 − 휆2 푖
0 푖 1 + 푘푖4 − 휆2
⎞⎟⎟⎠
⎛⎜⎜⎝
퐴
퐵
퐶
⎞⎟⎟⎠ =
⎛⎜⎜⎝
0
0
0
⎞⎟⎟⎠
where
휆2 =
휌(1− 휈2)푅2휔2
퐸
, (10.5)
푘 =
ℎ2
12푅2
(10.6)
휌 is the density of the shell material, ℎ is the wall thickness, and 푅 is the radius of
the cylinder midsurface. 휆 is the dimensionless parameter which specifies the circular
natural frequencies, 휔 of the cylindrical shell. The determinant of the left hand matrix
is set to zero for non-trivial solutions to produce a sixth order polynomial in 휆. The
three real solutions of this polynomial define the natural frequencies and modes shapes.
When 퐵 = 퐶 = 0 axial modes are defined, where 휆2 = (1−휈)2 푖
2, 푖 = 1, 2, 3.. and when
퐴 = 0 and 퐵퐶 =
푖
휆2−푖2 , where 휆
2 = 12{(1 + 푖2 + 푘푖4)± [(1 + 푖2)2 + 2푘푖4(1− 푖2)]
1
2 }.
10.1.2 Inextensibility Condition
Love and Rayleigh laid the foundations of the study of the vibrations of shells and
identified two types of vibrational modes; extensional and inextensional (flexural). An
extensional mode, is where there is a first order change in the length of a line drawn
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on the shell’s surface, and the elastic forces associated with this extension provide a
significant restoring force. In an inextensional mode, there is no first order change in
the length of lines drawn on the shell surface, and the restoring forces are provided by
the flexural stiffness of the shell. The frequencies of the purely extensional modes of a
thin shell are independent of the thickness. In an inextensional mode however, the mass
is proportional to the shell thickness and the elastic stiffness to the cube of this quantity.
Modes can be classified in this way only for rather simple shapes. For a more complex
geometry, if the shell has thickness, ℎ, then the mode frequencies have the form:
푓푚,푛 = (퐴푚,푛 +퐵푚,푛ℎ
2)
1
2 , (10.7)
where 퐴푚,푛 and 퐵푚,푛 are constants. For a sufficiently thin shell, the modes of lowest
frequency are inextensional, implying that 퐴푚,푛 = 0. This implies that the zeroth order
term is set to zero, while the second order term is retained. This arises because the
elastic energy associated with extensional vibrations is large, relative to inextensional
vibrations, so they are inhibited. The coupling of the extensional and inextensional
deformations of the shell arises due to the curvature. The deformation of a shell can
vary from purely extensional to purely inextensional, see Figure 10.3.
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Figure 10.3: Variation in strain energy in a cylindrical shells with increasing number
of circumferential waves. After Arnold [89].
From experience with bells and rings [90], one expects that most of the modes, (at least
until high frequencies are reached), will be inextensional, in the sense that a neutral
circle in each plane normal to the symmetry axis remains unstretched throughout the
vibrational cycle. This means that the radial and transverse components of the motion
are related by:
푢+
∂푣
∂휃
= 0. (10.8)
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Thus, using the 휃 part of the modal functions known from group theoretical consider-
ations, we may write 푢 = 푚퐴 푠푖푛 (푚휃) and 푣 = 퐴 푐표푠 (푚휃) where 퐴 is an arbitrary
constant. So, as 푚 increases, the modes will have radial components whose amplitudes
become increasingly larger than their transverse ones.
10.2 The Symmetry Group of the Cylinder
If some operation (which need not necessarily be mechanically feasible) is applied to a
mechanical system that leaves it in a state indistinguishable from the original, the system
is said to exhibit symmetry. It is easy to show in any given case that the collection of all
symmetry operations of the system forms a mathematical group. This is the symmetry
group of the system. If a cylinder is stood on a horizontal plane and a vertical cross-
section is taken, the result is of the type shown in Figure 10.4, It can be seen that a
cylinder, is geometrically axially symmetric about 퐴퐷.
 
A 
B 
C 
D 
Figure 10.4: Vertical cross-section through a cylindrical shell.
If one assumes the density and elastic properties of the cylinder to be uniform then
the symmetry operations depend upon geometry alone. Clearly a rotation through any
angle 휙 about the axis 퐴퐷 is a symmetry operation. Let this be called 퐶(휙). Its
inverse is 퐶(−휙) and the case of 휙 = 0 is the identity operation, 퐸. Another symmetry
operation, usually denoted by 휎푣, is to take the mirror image of the system in any plane
containing the axis 퐴퐷. There are infinitely many of these 휎푣 operations. The infinite
group composed of 퐸,퐶(휙) and 휎푣 is well known in molecular vibration theory and is
denoted as 퐶∞푣 in the Schoenflies system. The character table is well known and can
be seen in Table 10.1.
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Irreducible Representation
Class Σ+ Σ− Π Δ Φ Γ . . .
E 1 1 2 2 2 2 . . .
2퐶(휙) 1 1 2 cos휙 2 cos 2휙 2 cos 3휙 2 cos 4휙 . . .
∞휎푣 1 -1 0 0 0 0 . . .
Table 10.1: Character table for the group 퐶∞푣.
There are infinitely many classes and irreducible representations. The number of mem-
bers of each class is denoted in the table by the number preceding the typical element.
The notation for the irreducible representations is borrowed from molecular vibration
theory. A well known theorem of group theory [91] states that the dimensionality of a
representation is equal to the character of the identity element in that representation,
Hence the Σ± are one dimensional and all other cases are two dimensional.
The modes of vibration can be classified according to their behaviour under the sym-
metry operations of the undistorted system. If one assumes that there are no accidental
degeneracies then the possible multiplicities in the cylinder’s vibration spectrum are
equal to the dimensions of the irreducible representations of 퐶∞푣. Examination of the
characters of the identity operation in Table 10.1 thus shows that any modes transform-
ing like Σ± are singlets while all others are doublets. The operations contained in 퐶∞푣
are such that their effects upon the distorted cylinder can be ascertained by looking
at the cross-section perpendicular to the axis of symmetry. Hence the classification of
the modes in terms of their behaviour under the elements of 퐶∞푣 will depend upon
the pattern of nodal meridians. Different numbers of nodal circles will be possessed by
different numbers of the same symmetry family. The singlet modes are easily identified
since, as can be seen from the character table, they are either symmetric or antisymmet-
ric under the elements of 퐶∞푣. Since these types include rotations through any angle
휙, (0 ≤ 휙 < 2휋), about the symmetry axis, the only possibilities are modes with no
modal meridians: i.e. with 푚 = 0. It follows that all modes with 푚 ≥ 1 are doublets.
The singlet modes divide into two families, Σ+ and Σ−, depending on whether they are
symmetric or antisymmetric under 휎푣.
10.2.1 Classification of Mode Types
Analysis for the natural frequencies and mode shapes of shells is generally much more
complex than analysis of beams and plates because the generality of the shell equations
permit a wide variety of mode shapes with vastly different character. For example, some
of the solutions which can be obtained from the equations describing cylindrical shells
are: the transverse vibration of tubular beams, the longitudinal vibration of tubular
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beams, the torsional vibration of tubular beams, the flexural in-plane vibration of rings,
extensional in-plane vibration of rings and vibrational modes unique to shells.
The behaviour of a typical cylinder with freely supported ends is shown schematically
in Figure 10.5, together with the first few of the other symmetry families. It has been
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Figure 10.5: Schematic of nodal patterns of a cylindrical shell.
established that all modes with 푚 ≥ 1 are doublets but it remains to complete their
classification in terms of the irreducible representations of 퐶∞푣 according to which they
transform. This can be done by considering their behaviour under the operation 퐶(휙)
for any 휙 in the range 0 ≤ 휙 < 2휋. The matrices corresponding to 퐶(휙) for the two-
dimensional irreducible representations of 퐶∞푣 can be written in the form:(
cos푚휙 − sin푚휙,
sin푚휙 cos푚휙
)
Chapter 10. Further Work — Modal Analysis 127
,
where 푚 = 1, 2, . . . correspond to Π,Δ, . . .. The degenerate pairs of modes which are
transformed under 퐶(휙) in the manner described by these matrices have 2푚 nodal
meridians, each nodal meridian of one member of the pair coinciding with the antinodal
meridian of the other.
10.2.2 Radiation of Sound from a Cylinder
The surface radial velocity of a wave propagating axially in a cylindrical shell of infinite
length may be represented as:
휈푛(푧, 휙, 푡) = 휈푛 cos푛휙푒
[푖(휔푡−푘푧푧)], (10.9)
for a cylindrical coordinate system, where 푛 = 0, 1, 2.... In a cylinder, the wavenumber
analogous to 푘푥 is the circumferential wavenumber 푘푠 =
푛
푎 where 푎 is the cylinder radius.
The cosinusodial variation with 휙 results from the interference between circumferential
wavenumber components travelling in opposite directions around the cylinder. Under
the conditions 푘푧 < 푘, 푘푠 =
푛
푎 > 푘 and 푘
2
푧 + 푘
2
푠 > 푘
2, which are not relevant to the
푚 = 0 mode, adjacent zones of positive and negative volume velocity are distributed
around the circumference, see Figure 10.6, do not completely cancel as an infinite plate
below the critical frequency. The 푚 = 0 breathing mode radiates as a line monopole,
the 푚 = 1 transverse mode radiates as a line dipole, the 푚 = 2 ovalling mode radiates
as a line quadrupole etc.
m = 1 m = 4m = 0 m = 2 m = 3
+ +
-
+ +
-
-
-
-
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Figure 10.6: Radiation nodal patterns of a cylindrical shell.
10.2.3 Clamped-Free Modes Classes
Similarly a cylinder with clamped-free ends has symmetry group 퐶∞푣 with the same
consequences for its normal modes as for any other system with this symmetry group
[90]. Because of the completeness requirement, one would expect to find modes of all
possible symmetry types amongst the predictions of mode types. In fact four main types
were found for the slender tubes that will be described in Section 10.4, and are listed
below:
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(a) Torsional modes (type Σ−) where the motion is angular rotation about the symmetry
axis. As expected they were all singlets.
(b) Longitudinal modes (type Σ+) where the tube is stretched in the axial direction
only. Again they were all singlets.
(c) Transverse modes (type 퐶1) where the tube behaves like a cantilever. As expected
these were in degenerate pairs with their directions of vibration at right angles to each
other. For these 푚 = 1 modes 푢 and 푣 are equal in amplitude.
(d) Oval modes (type 퐶2) again occurred in degenerate pairs but were much higher in
frequency than the modes of corresponding order of the above three types. From the
example shown in Figure 10.5, it can be seen that, as in bells [90], these modes exhibit
evanescent-type behaviour as one moves away from the open end. The oval appearance
in planes of fixed 푧 is due to the 푢 component’s amplitude now being twice that for 푣.
Modes of symmetry types 퐶푚 where 푚 > 2 were also found in degenerate pairs. Also
the region of evanescence moved ever closer to the open end as 푚 increased.
All the above types of modes are inextensional. The lowest frequency extensional modes
found were “breather” modes (also type Σ+ singlets). The modes were found at ex-
tremely high frequencies, so have been omitted from this study.
10.2.4 Symmetry Breaking
The presence of damage or deterioration in a structure causes changes in the natural
frequencies of the structure. The most useful damage location methods are probably
those using these changes in the resonant frequency, because frequency measurements
can be quickly conducted and are often reliable. If an unslotted tube is truly axisym-
metric then the doublets will be exactly degenerate and the absolute locations of the 푚
nodal lines will be indeterminate, being fixed in practice by the initial conditions. If the
symmetry is broken by some azimuthally localised small perturbation then, according to
Rayleigh’s principle [92], the doublets will split and the nodal lines become fixed. This
happens in such a way as to give pair members maximum and minimum frequency shifts
respectively from the original common value. If a point mass were to be the perturbation
then one member would have a nodal line running through it (minimum shift) and the
other an antinodal line (maximum shift). As the mass increased so would the splitting
while the modal forms would become more remote from the original forms although still
retaining nodal/antinodal lines at the azimuthal location of the mass.
If the perturbation were, instead, a narrow slit then the result would be similar, although
it is not immediately obvious whether the frequencies would fall or rise. The longer the
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Figure 10.7: Vertical cross-section through a cylindrical shells with increasing per-
turbation size.
slit, the greater the effect would be. It is known that an abnormal loss of stiffness
is inferred when measured natural frequencies are substantially lower than expected.
Frequencies higher than expected are indicative of structures stiffer than expected. The
existence of a slot in a section of a cylinder is equivalent to a reduction in the second
moment of area. This leads to a reduction in the local bending stiffness at that cross-
section. With regards to the symmetry of the system, once the slot (perturbation) is
introduced, the perturbation will possess its own symmetry group, 퐶1푣 which always has
a subgroup which is also a subgroup of 퐶∞푣 although this may consist of just the identity
퐸. It is this common subgroup which is the symmetry group of the complete cylinder
and which must be employed provided there are no accidental degeneracies, each set of
degenerate Eigenvectors of the dynamical matrix spans a vector space which transforms
according to an irreducible representation of the group of symmetry operation of the
system.
Irreducible Representation
퐶1푣 Σ
+ Σ−
E 1 1
휎푣 1 -1
Table 10.2: Character Table for the Group 퐶1푣.
At one limit, when the only common symmetry is 퐶1푣 since this has only a 1D irreducible
representation, all the ideal cylinder doublets are split into pairs of non-degenerate
singlets. If, however, the perturbation contains some of the symmetries of 퐶∞푣 in
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addition to 퐸, but not all of them, then intuitively one expects that some, but not
necessarily all, of the doublets will be split. The vibrational modes of the slotted tubes
can be understood as perturbations on the modes corresponding to the unslotted case.
This allows us to map the vibrational modes of a basic case tube onto the slotted case
allowing the modes to be identified.
10.3 Finite Element Methods
Comsol Multiphysics bases its implementation of the structural mechanics application
module on the equilibrium equations expressed in the global stress components.
10.3.1 Equilibrium Equation
The equilibrium equations expressed in the stresses for 3D are
− ∂휎푥
∂푥
− ∂휏푥푦
∂푦
− ∂휏푥푧
∂푧
= 퐹푥,
−∂휏푥푦
∂푥
− ∂휎푦
∂푦
− ∂휏푦푧
∂푧
= 퐹푦,
−∂휏푥푧
∂푥
− ∂휎푦푧
∂푦
− ∂휏푧
∂푧
= 퐹푧, (10.10)
where 퐹 denotes the volume forces. Using compact notation, you can write this rela-
tionship as
−∇ ⋅ 휎 = 퐹, (10.11)
where 휎 is the stress tensor. Substituting the stress-strain and strain-displacement re-
lationships in the above equation results in Navier’s equation expressed in terms of
displacement. Alternatively substitution of the stress-strain relationship and the strain-
displacement relationship into the static equilibrium equation produces Navier’s equation
of equilibrium expressed in the displacements. For static conditions, including temper-
ature, Navier’s equation reads
−∇ ⋅ (푐∇푢) = 퐹. (10.12)
For Eigenfrequency analysis the difference between this analysis type and the static
analysis is that it adds the mass. To solve for the Eigenfrequencies, the following equation
is used:
− 휆푑훼푢−∇ ⋅ 푐푠푡푎∇푢 = 0. (10.13)
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The Eigenfrequency 푓 relates to the Eigenvalue 휆 as
√
휆
2휋
. (10.14)
The density appears in the 푑훼 coefficient. For the purpose of this thesis we will use the
Eigenfrequencies.
10.3.2 Finite Element Accuracy
To determine the accuracy of the FEM, a convergence study has been performed. A
cylindrical shell geometry has been implemented in Comsol Multiphysics using the struc-
tural mechanics module and the first 30 Eigenfrequencies of the vibrational modes for
the shell have been computed with different mesh densities. If a generated mesh has an
insufficient number of elements to capture high-frequency (short wavelength) solutions,
the solution will not converge and the Eigenvalues and mode shapes will not be resolved
for these high frequencies, see Table 10.3.
Max Element Size Number of Elements Deg of Freedom Computation Time
0.3 3580 21114 8.562s
0.1 12403 74268 43.344s
0.01 29081 173985 156.375s
0.008 40098 240102 227.579s
0.006 97227 131819 247.032s
0.004 107584 582537 633.922s
0.002 141187 640506 737.406s
0.001 174291 1044726 1889.094s
Table 10.3: Mesh parameters for convergence investigation for Eigenfrequency anal-
ysis.
The accuracy of the FEM simulation can be determined by solving for a set mesh
density, and comparing the computed Eigenfrequencies. Figure 10.8 demonstrates the
convergence problem for high frequencies for an insufficient mesh density. We know
that each degenerate pair mode should occur at the same frequency so computing the
difference between members of a pair gives a good estimate of the accuracy of the results.
Computation times are increased for an inclusion of a perturbation into the cylindrical
shell. It can be seen that the computed Eigenfrequencies converge well for a maximum
element size of 0.001.
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Figure 10.8: FEM mesh convergence investigation graph.
10.4 Slender Tubes
The present study is designed to determine the effect of slot length on all families of
modal type. Two cylinder sizes are presented; a ‘slender’ tube, and a ‘broad’ tube. In
effect both cylinders possess the same symmetry group and, because of the completeness
requirement, one would expect to find modes of all possible symmetry types for both
cylinders. Therefore the effect of increasing the perturbation size on the mode shapes and
mode frequencies should follow a similar trend for both cylinders. The use of different
cylinder sizes allows the 푚 > 2 mode families to occur at lower frequencies, giving a
wider perspective to the full effect on the mode frequencies and shapes and giving a
greater accuracy when performing finite element calculations.
The first cylinder size presented in this study is that of the slender tubes. They were
made of steel and were 33 cm long with the first 3 cm slotted into a heavy base so that
they were effectively of 30 cm length with one end rigidly clamped and the other free.
They had external and internal diameters of 13 mm and 9.7 mm respectively. The slots,
when present, were of width 4 mm and were lengthwise symmetrical about the mid-point
of the unclamped part of the tube. The shortest slot was 4 mm long with the others
having lengths increasing in steps up to a maximum of 280 mm. The geometry of the
tube was, in each case, fed into the Comsol Multiphysics structural mechanics package
and the automatic element selection and meshing facilities employed. Standard elastic
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constants for steel were applied, (휌 = 7800 kgm−3, 휈 = 0.33, E = 200 GPa) and the
system treated as 30 cm long with one end clamped and the other free.
Figure 10.9: Photograph of the series of slender cylinders with increasing perturbation
size.
It was expected that the normal modes of the slotted tubes could be understood as
perturbations on the modes corresponding to the unslotted case. Modes were mapped
onto the previous slot size, making the task of identifying them easier. When the slot
length was short it was easy to follow mapping of a basic-case mode onto the slotted case.
This became increasingly difficult for high values of 푛. An example of mode mapping is
shown in Figure 10.10. The first transverse mode is mapped onto each cylinder size. It
can be seen that, for this fundamental mode, the mode shape is only slightly affected.
Also shown is the mode mapping for the 5th transverse mode, it is evident that the
mode shape becomes increasingly distorted for the larger perturbation sizes. Without
mapping the modes for large slot lengths and high 푛 values, mode classification becomes
near impossible.
Increasing slot length Increasing slot length
Figure 10.10: An example of mode mapping for the fundamental and 5th transverse
mode onto cylinders with increasing perturbation size.
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10.4.1 Results and Discussion
10.4.1.1 Transverse Modes
According to conventional cantilever theory for beams with arbitrary but constant cross-
section the modal frequencies are given by Kinsler [4] as
푓푛 =
휋푐휅
8퐿2
(1.1942, 2.9882, 52, 72, . . .), (10.15)
here 푐2 = 퐸휌 and 휅 is the area radius of gyration about the appropriate neutral plane
direction. Thus a graph of 푓푛 vs. (2푛 − 1)2 should be linear, except at low values of
푛. Figure 10.11 shows this to be reasonably well satisfied for FEM predictions. For the
complete tube, 휅 takes the same value for all possible azimuths so the frequencies are
the same for any direction in which the initial conditions launch the vibrations. The
degenerate pair arises because only two of these modes are linearly independent. Past
experiments [90] show that, as one would expect, imperfections in the tube have already
produced small breakings of the symmetry so the pairs are already slightly split and the
orientations of the nodal lines fixed.
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Figure 10.11: Transverse modes for the series of slender tubes with increasing per-
turbation size.
Once a small slot is introduced the value of 휅 becomes 휃-dependent in the slotted region.
Its value is reduced for all axis directions, but is now largest about the slot and least
at right angles to it. According to Rayleigh’s principle, it is the directions of maximum
and minimum 휅 at which the normal modes will align, with one having a nodal and the
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Figure 10.12: Transverse modes for an unslotted and 285 mm slotted cylinder.
other an antinodal line there. Thus the frequencies of both doublet members will fall,
but one much more than the other. As the length of the slot is increased the new values
of 휅 will apply to an increasing proportion of the tube’s length so the frequencies will
continue to fall and each doublet will become increasingly split. The FEM calculations
confirmed these ideas and were in good agreement with experiment in all cases. Re-
garding the nodal patterns, it was found experimentally that, due to the manufacturing
imperfections present in all the tubes; it was only when the slot became reasonably long
that the patterns became fully aligned to the slot direction. For shorter cases the basic
imperfections could swamp the orientation due to slot position.
10.4.1.2 Torsional Modes
The FEM results for these modes for the complete tube are included in Figure 10.13,
where they are seen to be in good agreement, with frequency increasing linearly with
푛, as one would expect. Since adding a small mass to the tube would certainly cause
the frequencies to fall, due to increased inertia, one might anticipate that a slot would
cause them to rise. However, according to thin shell theory [92], while the inertia is
proportional to thickness ℎ, the stiffness varies like ℎ3. Thus cutting metal away will
actually have the net effect of causing all the frequencies to drop. The longer the slit,
the greater the drop will be. As the slot is introduced the polar area moment of inertia
increases and the torsional constant of cross section decreases.
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Following Rayleigh [92] we can say that the wave speed for torsional waves is given by:
푐2 =
퐺
휌
(10.16)
where 퐺 is the rigidity modulus. So here
푓푛 =
2푛− 1
4퐿
√
퐺
휌
푛 = 1, 2, . . . (10.17)
We also note that, from Equations 10.16 and 10.17
푓푛(푡표푟푠푖표푛푎푙)
푓푛(푙표푛푔푖푡푢푑푖푛푎푙)
=
√
퐸
퐺
=
√
2(1 + 휎) (10.18)
where 휎 is Poisson’s ratio. Using 휎 = 0.33 gives 1.631:1 for this ratio, while the FEM
solutions give values in the range 1.632, for n = 1, down to 1.603 for n = 9.
Figure 10.13: Torsional modes for the series of slender tubes with increasing pertur-
bation size.
The FEM predictions for these modes for the complete tube are included in Figure
10.13 where they are seen to be in good agreement with Equation 10.18, the frequencies
increasing linearly with (2n-1). Since adding a small mass to the tube would certainly
cause the frequencies to fall, due to increased inertia, one might anticipate that a small
slot would cause them to rise. This was indeed the case but, as the slot became longer,
the frequencies all fell back to as little as one half of the unslotted values. Clearly the
slot reduces the overall torsional rigidity by an increasing amount as it gets longer. In
Figure 10.13 we show the results for all the slot lengths investigated. It is evident that,
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for each value of 푛, the frequencies increase more or less linearly with (2n-1). As one
might expect, the mode shapes become increasingly asymmetric as l increases. They also
show that the motion becomes increasingly restricted to the region upwards from about
the centre of the slot. It appears that the slot more or less “switches off” the torsional
rigidity along its length so that the motion is transmitted to only a very limited extent
into the lower region.
10.4.1.3 Longitudinal Modes
For completeness the longitudinal modes for the slender tube are included. The theory
for longitudinal vibrations of bars of arbitrary but uniform cross-sectional shape is well
known [4]. If the bar is fixed at one end and free at the other then the frequencies 푓푛 of
the normal modes are given by:
푓푛 =
2푛− 1
4퐿
√
퐸
휌
푛 = 1, 2, 3, . . . (10.19)
Here 퐿 is the length of the rod, while 퐸 and 휌 are respectively the Young’s modulus and
density of its material. No information about the cross-sectional geometry appears in
this equation. Since our unslotted tube is just a bar of unusual cross-sectional shape, a
graph of 푓푛 vs. (2n-1) should be linear with slope as indicated in Equation 10.19. Such
a plot is included in Figure 10.14.
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Figure 10.14: Longitudinal modes for the series of slender tubes with increasing
perturbation size.
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As Equation 10.19 applies to a bar of any constant cross-sectional shape, the results for
a tube with the slot running along its whole length should be identical to those for the
complete tube. Careful examination of the FEM results shows that, when the shortest
slot is introduced, and the constant cross-sectional requirement is slightly broken, all
the longitudinal mode frequencies rise slightly. As the slot length increases, and the
constancy violation increases, the frequencies continue to rise to a maximum of about
2% (when the slot extends along about a third the tube’s length) and then fall back
down again towards the original unslotted values. This is because Equation 10.19 applies
exactly only to the two extreme cases. In Figure 10.14, for clarity, we show only the
unslotted and maximum shift cases but agreement between FEM and experiment was
good in all cases.
10.4.1.4 Breather Modes
In the complete tube these 퐴1 singlet modes involve only radial motion. They are the
simplest of the “extensional” modes introduced above where it was anticipated that they
would be very much higher in frequency than the corresponding inextensional cases. The
FEM predicts frequencies which increase at least approximately linearly with n. With
such high frequencies the FEM results are likely to be unreliable and experimental
detection almost impossible.
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10.5 Broad Tube
In order to obtain 푚 > 2 families of modes a larger diameter to ratio cylinder is pre-
sented. Similarly the structural mechanics module of Comsol Multiphysics has been
employed to calculate the vibrational modes of the four cylindrical shell systems de-
scribed above. The geometry of each cylinder is described in Comsol. The series of
cylinders present in this study were made from 6063 Aluminium and were 0.5 m long
with one end being rigidly clamped and the other free. The external and internal di-
ameter of each shell measured 101.6 mm and 98.6 mm respectively. The slots, when
present were 10 mm in width and were lengthwise symmetrical about the mid point of
the shell. The shortest slot length was 10 mm while the others had lengths of increasing
size, 100 mm and 480 mm, see Figure 10.15. After describing the geometry in Comsol
Figure 10.15: Photograph of the series of cylinders with increasing perturbation size.
Multiphysics, a mesh was generated with 106 elements, and the standard elastic con-
stants for 6063 Aluminium were employed, (휌 = 2700 kgm−3, 휈 = 0.32, E = 70 GPa).
The Eigenfrequency analysis facility was then utilised to generate a large number of
frequencies and the corresponding modal forms for each shell. For this present study,
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the vibrational modes up to 5000 Hz are included. This was due to the difficulties in
interpreting the higher order modes, especially for the largest slot case.
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Figure 10.16: Vibrational modes calculated in Comsol for the full series of cylinders.
From the computed Eigenfrequencies and corresponding mode shapes, using the notation
method detailed above, see Figure 10.5, the modes were grouped into their corresponding
families. For the case with the complete cylindrical shell this was an easy task, by
mapping the series of modes onto the next cylinder with an increasing perturbation size
the mode families could be found, see Table 10.7.
It is evident to see that the longer the slot length, the greater the effect on the frequencies.
For all of the 푚 > 2 mode families investigated, a reduction in the natural frequencies
occurred when a slot was introduced into the system. The existence of a slot in a section
of a cylinder is equivalent to a reduction in the second moment of area. This leads to
a reduction in the local bending stiffness at that cross-section. These doublet modes
all split and the nodal patterns of the members line up with the slot’s location. Once
a small slot is introduced the value of radius of gyration becomes 휃-dependent in the
slotted region. Its value is reduced for all axis directions, but is now largest about the
slot and least at right angles to it.
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10.6 Electronic Speckle Pattern Interferometry
Electro-Speckle Pattern Interferometry (ESPI) is a noncontact, real time measurement
technique first proposed in 1971 [93] by Butters and Leendertz and other research groups
[95–98]. The major feature of ESPI is that it enables real-time correlation fringes to be
displayed directly upon a television monitor without the need for photographic process-
ing. The specific ESPI technique utilised is the subtraction method, first proposed to
reduce environmental noise in measurements [94]. A reference frame is recorded before
vibration has occurred; this image is continuously subtracted from the incoming frames
during vibration. The disadvantage of this is that the subtraction method is insufficient
for quantitative measurement [99]. However, in this investigation subtraction ESPI is
employed in order to visualise the Eigenmodes of each tube for comparison with FEM
predictions.
In the subtraction method, when the live camera signal is subtracted from the stored
image, those areas of the two images where the speckle pattern remains correlated will
give a resultant signal of zero, while uncorrelated areas will give non-zero signal. The
intensities of the correlated and uncorrelated speckle patterns are giving by:
퐶1 = 퐼1 + 퐼2 +
√
퐼1퐼2 cos휓, (10.20)
퐶2 = 퐼1 + 퐼2 +
√
퐼1퐼2 cos (휓 + Δ휙) , (10.21)
and if the output of camera signals 푉1 and 푉2 are proportional to the input image
intensities, then the subtracted signal is given by:
푉푠 = (푉1 − 푉2) ∝ (퐶1 − 퐶2) = 2
√
퐼1퐼2 [cos휓 − cos (휓 + Δ휙)] , (10.22)
= 4
√
퐼1퐼2 sin
(
휓 +
1
2
Δ휙
)
sin
1
2
Δ휙. (10.23)
The signal has negative and positive values. The monitor will display negative-going
signals as black. The brightness on the monitor is then proportional to ∣푉푠∣ so that we
have brightness at a given point on the monitor image:
퐵 = 4퐾
[
퐼1퐼2 sin
2
(
휓 +
1
2
Δ휙
)
sin2
1
2
Δ휙
] 1
2
, (10.24)
where 퐾 is a constant [100].
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10.6.1 Experimental Setup
The interferometer was made from discrete optical components mounted on a separate
actively isolated optical table, see Figure 10.17. The entire experimental arrangement,
with the exception of the laser, was contained within a 3×3.5×2 m room, which was tiled
with anechoic foam on all surfaces except for the portions of the floor that supported
the optical tables.
Frosted Glass 
Camera PC 
Laser 
Object 
Beam 
Mirror 
Lens 
Beam Splitter 
Reference 
Beam 
 
Vibrating System 
Figure 10.17: The Electronic Speckle Pattern Interferometer optical setup.
The laser used to illuminate the cylinder was a Coherent Verdi G5, frequency-doubled
Nd:YVO4 laser with a wavelength of 532nm and a maximum power of 5 W. It was
mounted outside of the anechoic room on an optical table with active pneumatic vibra-
tion isolation. The light entered the anechoic room through a small hole in the wall, see
Figure 10.18.
A commercial CCD camera with a 768× 494 pixel array and the standard 30 Hz frame
rate was used to record the images. The illuminating beam and the imaging system
were oriented perpendicular to the cylinders, so that cos 휃푖 and cos 휃푟 were both very
close to unity.
An image from the camera was digitally stored after the cylinder was set into harmonic
motion. Each subsequent frame was then digitally subtracted in real time from the
previous image. To obtain interferograms showing the deflection shapes of a cylinder,
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Figure 10.18: Photograph of the 5 W Coherent Verdi G5 laser setup mounted on an
optical table with active pneumatic vibration isolation.
 
Figure 10.19: Photograph of the Electronic Speckle Pattern Interferometer (ESPI).
the apparatus described above was used to study the cylinder’s response as it was driven
harmonically. The driving force was provided by a speaker placed approximately 1 m
from the cylinder. A high-quality function generator provided a sinusoidal signal, which
was subsequently amplified and sent to the speaker. Typical deflections of the cylinder
were less than a few wavelengths of the illuminating light (i.e., 0.12휇푚) and required
a sound intensity level on the order of 50 dB. In some cases an electromagnetic shaker
was used to drive the cylinder vibrations. The shaker was mounted on an adjustable
magnetic base so that the driving mechanism could impinge upon any desired part of
the cylinder.
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10.7 Interferograms
Example interferograms obtained by ESPI are shown in Figure 10.20. For comparison,
corresponding Comsol Mulitphysics results are also depicted in the figure. Mode shapes
for the larger perturbation cases clearly show the formation at modes at the “easiest”
place i.e. in the region of the slot. The introduction of a hole in the cylinder causes the
mode shapes to become aligned with the hole and localised alignment is more dominant
for larger slot sizes.
a) Unslotted Cylinder b) 10mm Hole Cylinder c) 100mm Slot Cylinder d) 480mm Slot Cylinder
1866.7Hz 1711.9Hz 1840.5Hz 1714.4Hz 1637.4Hz 1525.9Hz 1608.0Hz 1578.8Hz
e) 480mm Slot Cylinder Unusual Mode Shape
627.4Hz 586.2Hz 2045.2Hz 2050.8Hz
Figure 10.20: Examples of interferograms obtained by ESPI and FEM for (2,2) mode,
nodes are shown in white, dark lines represent lines of equal amplitude. The FE mode
shapes show areas of max displacement in red and min displacement (nodes) in blue.
More interestingly an unusual modal family has been predicted by the FE simulation
and observed by ESPI, which appears only in the presence of a slot of sufficient length
(퐿푡푢푏푒 >
1
3퐿푠푙표푡 cylinder length). The deformation is localised to the region immediately
adjacent to the slot, with no other movement being observed. Points of maximum and
minimum deflection occur along the straight edges of the slot. Examples are given in
Figure 10.20 e). These modes are much more dominant in the largest slot case. They
occur in a series with an increasing number of nodal “circles” whose frequencies increase
with “푛”. That is, they occur in situations with considerable symmetry breaking. It is
not surprising therefore that they are all singlets of no specific symmetry type. These
unusual mode shapes can be attributed to mode mixing, where two modal frequencies
that lie close to each other are both excited.
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10.8 Results and Discussion
The frequency predictions of the FE model and the corresponding ESPI modes for the
complete shell are shown in Figure 10.21, where families of modes at “fixed” 푛 are shown.
Modal frequencies were classified into their corresponding families by interpreting the
computed mode shapes. Comparison between FEM and ESPI shows that, overall the
agreement is very good. Past experience has shown that the natural frequencies of shells
do not fall in an ascending series with increasing values of the model index [101].
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Figure 10.21: Vibrational modes ESPI vs Comsol for the complete cylinder.
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Figure 10.22: Vibrational modes ESPI vs Comsol for cylinder with 10 mm hole
perturbation.
The complexity of the mode shapes increases with values of 푛 especially for the largest
slot length case. It is evident to see that the longer the slot length, the greater the effect
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Figure 10.23: Vibrational modes ESPI vs Comsol for cylinder with 100 mm slot.
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Figure 10.24: Vibrational modes ESPI vs Comsol for cylinder with 480 mm slot.
on the frequencies. For all of the 푚 > 2 mode families investigated, a reduction in the
natural frequencies occurred when a slot was introduced into the system. Overall the
finite element predicted mode frequencies and mode shapes are very similar to those
obtained using the experimental electronic speckle pattern interferometric technique.
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10.9 Laser Doppler Vibrometry
A vibrometer is generally a two beam laser interferometer that measures the frequency
(or phase) difference between an internal reference beam and a test beam. The most
common type of laser used in an Laser Doppler Vibrometry (LDV) is the helium-neon
laser. The test beam is directed at the target, and scattered light from the target is
collected and interfered with the reference beam on a photodetector, typically a photo-
diode. Most commercial vibrometers work in a heterodyne regime by adding a known
frequency shift (typically 30 – 40MHz) to one of the beams. This frequency shift is
usually generated by a Bragg cell, or acousto-optic modulator. A schematic of a typical
laser vibrometer is shown in Figure 10.25. The beam from the laser, which has a fre-
quency 푓표, is divided into a reference beam and a test beam with a beamsplitter. The
test beam then passes through the Bragg cell, which adds a frequency shift 푓푏. This
frequency shifted beam then is directed to the target. The motion of the target adds a
Doppler shift to the beam given by 푓푑 = 2 × 푣(푡) × cos(훼)휆 , where 푣(푡) is the velocity of
the target as a function of time, 훼 is the angle between the laser beam and the velocity
vector, and 휆 is the wavelength of the light.
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f0+ fb+ fd 
 f0 
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Figure 10.25: Schematic of Laser Doppler Vibrometer.
Light scatters from the target in all directions, but some portion of the light is collected
by the Laser Doppler Vibrometer and reflected by the beamsplitter to the photodetector.
This light has a frequency equal to 푓표 + 푓푏 + 푓푑. This scattered light is combined with
the reference beam at the photo-detector. The initial frequency of the laser is very
high (> 1014 Hz), which is higher than the response of the detector. The detector does
respond, however, to the beat frequency between the two beams, which is at 푓푏 + 푓푑
(typically in the tens of MHz range). The output of the photodetector is a standard
frequency modulated (FM) signal, with the Bragg cell frequency as the carrier frequency,
and the Doppler shift as the modulation frequency. This signal can be demodulated to
derive the velocity vs. time of the vibrating target.
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10.9.1 Laser Doppler Vibrometer Measurements
A Polytec Compact Laser Vibrometer was used to investigate the resonant vibrational
motion at selected places on the surface of the cylinders. The laser sampled an area of
about 4 mm2, so could be considered as taking a “point” measurement. The vibrometer
output was recorded on a PC and a Fourier transform, implemented using MATLAB,
performed to determine the frequencies present. The cylinders were excited by gentle
impact at various places. The resulting spectra were extremely detailed and showed
the resonant peaks all to be extremely sharp. A number of the peaks found did not
correspond to any of the modes detected in our earlier experiments.
Figure 10.26: Photograph of the Laser Doppler Vibrometer setup.
10.10 LDV Results
A frequency response function for each of the cylinders was obtained using laser doppler
vibrometry (LDV). The lowering in the natural frequency and splitting of the degenerate
pairs is in good agreement with the results obtained by FEM and ESPI. Seen in the
LDV spectra are dominant peaks associated with acoustically important modes. These
peaks correspond to the modes (2,0), (3,0) and (4,0) for the unslotted cylinder. As the
perturbation is increased, it can be seen that more mode frequencies become important
with increased amplitude levels. The modes should be considered if one were planning to
combine the natural resonances of the phononic crystal scatterers to hybridise with the
linear continuum bands in order to extend the active range of a phononic crystal. The
spectra shown in Figure 10.27, serve as a clearer indicator of the splitting of degenerate
pairs. The LDV spectra have enabled some mode frequencies to be experimentally
measured that were not detected using the ESPI techniques. This has enabled some
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gaps in our overall mode data to be filled, although the nodal patterns have had to be
inferred.
10.11 Conclusion
It has been shown that most of the normal modes of slotted straight circular tubes can be
thought of in terms of perturbations on the modes of the corresponding unslotted cases.
Although the spectrum is dominated over the first few kHz by longitudinal, torsional
and transverse modes, some other types, expected from group theory, were also found at
higher frequencies. Such modes as were still missing are expected to occur at frequencies
higher than we investigated. The doublet modes all split and the nodal patterns of the
members lined up, more or less as expected, with the slot’s location. When the slot
was short it was easy to follow the mapping of a given basic-case mode onto the slotted
cases. However this became increasingly difficult as the slot length increased, especially
at higher values of 푛. The variations in frequency with 푛 and with slot length could
be explained, at least qualitatively, in the cases of longitudinal, transverse and torsional
modes. Perhaps the most interesting aspect of the study was the identification of unusual
mode shapes owing to mode mixing. Deformation motion is restricted to parts of the
cylinder very close to the slot. These modes appear only when the slot is reasonably long.
The agreement between the finite element computed mode shapes and corresponding
mode frequency was found to be in excellent agreement with the experimental data
obtained by Electronic Speckle Pattern Interferometry and Laser Doppler Vibrometry
techniques. Further work is need to optimise the acoustically resonant phononic crystal
systems in order to extend the potential of widened and enhancing band gap formation.
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Appendix A
Calculation of Refractive Index
A.1 Reproduction of Published Results
Some authors have continued to use the phenomenon of band gaps in phononic crystals
to design acoustic filters [37, 102, 103]. The interest in the similarities between optical
and acoustical devices has increased in recent years since various authors demonstrated
that it is possible to construct these phononic crystal devices for airborne sound with
similar physical properties to analog optical systems. One example has been investigated
by Garcia et al. They modelled an acoustic analog of a Fresnel Biprism [37]. Obviously,
b S
S1
S2
d
s A′
A
∆y
α
Figure A.1: Optical Fresnel Biprism Schematic.
the analogy between the two devices cannot be total due to the differences between the
two fields and due to the fact that in optics the devices are formed by an infinite number
of scatterers (whereas sonic crystals have a finite number). As evidence that our finite
element simulations are an appropriate theoretical model, a comparison with Garcia’s
acoustic devices [37] has been made. This paper was deemed to be a good comparison
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in terms of theoretical predictions as Garcia et al. solved the wave equation using FEM,
detailing the mesh generation and explanation of boundary conditions, so the experiment
could easily be replicated. The theoretical simulations consisted of an interferometric
method based on an acoustical analog of an optical device called Fresnel’s Biprism. This
Sonic Fresnel Biprism was modelled in Comsol Multiphysics; a commercial FEM software
package, so it could be compared with the author’s results [37]. The geometry of the sonic
 
d S1           S2       S3 
 
α 
a 
Figure A.2: Sonic Fresnel Biprism Modelled in Comsol.
Fresnel Biprism was described in Comsol Multiphysics and boundary conditions were
introduced, see Figure A.2. For each frequency the pressure field from the sonic Fresnel
Biprism was found numerically using FEM. The pressure map and also a transversal
cut of the pressure distribution have been investigated. The interferometric pressure
 
 
 
Figure A.3: Interferometric pressure pattern for Sonic Fresnel Biprism from [37], Top:
1700 Hz, Bottom: 400 Hz.
pattern obtained with a sonic Fresnel Biprism made with triangular array along the Γ푋
direction has been obtained, along with calculated pressure maps at 400 Hz & 1700 Hz,
(see Figure A.4) as calculated by Garcia et al. [37]. It can be seen that the pressure map
produced by the sonic Fresnel Biprism is an interference sound pattern. Similar to when
a light wave impinges on a Fresnel Biprism, a part of the incident wave is refracted
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downward and another part upward, creating an interference region. This behaviour
is equivalent to considering two coherent virtual sources that let the wave from the
two images interfere. Below shows the theoretical pressure maps for the sonic Fresnel
Biprism modelled in Comsol. It can be seen that pressure maps are in agreement with
each other suggesting that the Comsol Multiphysics simulations obtained reliable.
 
 
 
 
Figure A.4: Interferometric pressure pattern obtained with Comsol. These show the
calculated pressure map at 400 Hz & 1700 Hz respectively
The refractive index can be calculated from the separation of fringes for a given wave-
length, at a given distance from the source.
푛 =
1
sin(훼2 )
[
sin
(
1
2
(
arctan
(
푠푐
△푦2푑푓
)
+ 훼
))]
, (A.1)
where 푐 is the speed of sound in air, 푓 is the frequency, 푑 is the distance from source to
prism vertex, 푠 is the distance from source for transversal cut, △푦 is the fringe separation
and 훼 is the prism angle. A transversal cut has been formed across the pressure map
obtained for 1700 Hz, similar to that computed by Garcia et al. [37].
A comparison of the transversal cuts of the pressure maps obtained in Comsol Multi-
physics and the Garcia et al. results can be seen in A.5. The cuts are in relatively good
agreement, considering differences in mesh density. It can be noted that from these
interference sound patterns, the separation of the fringes can be estimated and used to
calculate the refractive index of the sonic Fresnel Biprism. The calculated transversal
cuts of the pressure maps were considered at different frequencies and distances, see
Figure A.5, and the refractive indices at several distances away from the source, see
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Figure A.5: Calculated transversal cuts of the pressure maps obtained from Comsol
at 1700 Hz compared with Garcia et al.
Distance from Source m Fringe Separation m Refractive Index
2.455 0.233 1.354
3.000 0.400 1.266
3.600 0.657 1.200
Table A.1: Calculated Refractive Index for Garcia’s Fresnel Biprism system modelled
in Comsol Multiphysics calculated at 1700 Hz.
Table A.1. The calculated refractive indices (average n = 1.27) are in good compari-
son with Garcia et al. (n = 1.27). This suggests that using Comsol Multiphysics for
phononic crystal modelling provides a reliable method for predicting phononic crystal
transmission properties.
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A.2 Calculation of Refractive Index
A.2.1 Acoustic Fresnel Biprism
A similar method to that of Garcia et al. has been employed to calculate the refractive
index of the conventional phononic crystal described in Chapter 6. The geometry of the
phononic crystal is replicated as a Fresnel Biprism system of lattice parameter 22 mm,
cylinder radius 6.5 mm. The refractive index has been calculated at three distances from
the source similar to Garcia et al. [37], see Table A.2. The computed interferometric
Figure A.6: Interferometric pressure pattern obtained with Comsol Multiphysics at
5000 Hz
pressure map is obtained with a sonic Fresnel Biprism made with a triangular array.
This demonstrates the existence of an interference pattern taken at 5000 Hz.
Distance from Source m Fringe Separation m Refractive Index
0.84 0.08 1.299
1.04 0.191 1.287
1.24 0.12 1.296
Table A.2: Calculated Refractive Index for a Fresnel Biprism system with lattice
parameter 푎 = 22 mm modelled in Comsol Multiphysics calculated at 5000 Hz.
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Figure A.7: Calculated transversal cuts of the pressure maps obtained from Comsol
Multiphysics 5000 Hz
A.2.2 Acoustic Prism
There is an alternative method to visualise the refractive effect of a phononic crystal
system. An example of an acoustic prism that is able to change the propagation direction
of plane waves is detailed. The prism-like device is described in Comsol Multiphysics and
is created by adequately truncating a square periodic arrangement of 42 steel cylinders
in air into a prism-like structure, see Figure A.9. The lattice parameter is 22 mm and
cylinder radius is 6.5 mm.
D = 15°
A = 53°
i1
r1
r2 i2
Figure A.8: Refraction pressure maps for acoustic prism obtained from Comsol Mul-
tiphysics at 5000 Hz
The refractive index of the acoustic prism can be calculated by applying Snell’s law
twice at both sides of the prism, the angles 푖1, 푖2, 푟1, 푟2 therefore satisfy Snell’s law of
refraction, see Figure A.8. We can calculate the refractive index using:
푛 =
sin 푖1
sin 푟1
=
sin 푖2
sin 푟2
=
sin 푖1 + sin 푖2
sin 푟1 + sin 푟2
=
sin 푖1 − sin 푖2
sin 푟1 − sin 푟2 . (A.2)
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Figure A.9: Refraction pressure maps for acoustic prism obtained from Comsol Mul-
tiphysics at 5000 Hz
Also noting that A is the prism angle and D is the deviation of the acoustic wave then
simple geometry shows that 푟1 + 푟2 = 퐴, 푖1 + 푖2− 푟1− 푟2 = 퐷, 푖1 + 푖2 = 퐷+퐴. It follows
that:
푛 =
sin 12(퐷 +퐴) cos
1
2(푖1 − 푖2)
sin 12퐴 cos
1
2푟1 − 푟2
. (A.3)
When 푟1 = 푟2 =
1
2퐴 and 푖1 = 푖2, the acoustic wave passes symmetrically through the
prism as in our case then [104]:
푛 =
sin 12(퐷 +퐴)
sin 12퐴
. (A.4)
The average angle of the prism is 53∘ and the refractive effect of the prism on the incident
acoustic plane wave at 5000 Hz is considered with the refracted plane wave deviated by
an angle of 15∘. The refractive index has been calculated to be 푛 = 1.253. This is
in good agreement with that calculated by the acoustic Fresnel Biprism interferometric
method.
Appendix B
MATLAB Codes
B.1 PWE.m
Plane Wave Expansion script modified from codes obtained from Lance Simms [105].
%The indices of the reciprocal lattice are nx, ny
num_Eigenvals=10; %Number of Eigenvalues to keep
nmax=9;
n1=(-nmax:nmax); %G=(2pi/a)(nx x + ny y)
n2=(-floor((2*nmax+1)ˆ2/2):floor((2*nmax+1)ˆ2/2));
%Form the matrix indices gg’
% g=row index nx,ny
% g’=column index nx’,ny’
lat_a=.022; %Lattice spacing for frequency units
ro=.008 %Cylinder Radius
f=pi*roˆ2/lat_aˆ2; %filling fraction
%pa,pb are densities of materials
pa=7800; %kg/m3 Steel
pb=1.25; %kg/m3 Air
delp=(pb/pa-1)/(f*pb/pa+1-f);
%pcla,pCtb
va=6100; %m/s Steel
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vb=343; %m/s Air
pcla=(vaˆ2)*pa; %dyn/cm2 Steel
pclb=(vbˆ2)*pb; %dyn/cm2 Air
delt=(pclb/pcla-1)/(f*pclb/pcla+1-f);
nx_arr=repmat(n1,1,2*nmax+1);
ny_arr=round(n2/(2*nmax+1));
[nx,nxp]=meshgrid(nx_arr,nx_arr);
[ny,nyp]=meshgrid(ny_arr,ny_arr);
%Set up the G vectors for each nx,ny
%G=nx.ˆ2+ny.ˆ2;
%Gp=nxp.ˆ2+nyp.ˆ2;
%To deal with divide by zero, we can set up
fill=ones(1,length(nx_arr));
fillt=diag(fill);
%G_Gp=sqrt(4*pi*f*((nx-nxp).ˆ2+(ny-nyp).ˆ2))+fillt;
G_Gp=sqrt(4*pi*f*((nx-nxp).ˆ2+(ny-nyp).ˆ2))+fillt;
%fG=2*f*besselj(1,G)./G;
%fGp=2*f*besselj(1,Gp)./Gp;
fG_Gp=2*f*besselj(1,G_Gp)./G_Gp;
%fG_Gp=(2*pi*roˆ2/lat_aˆ2)*besselj(1,G_Gp)./G_Gp;
%Form wavevector kx,ky
mode=1;
%Mode=1 will calculate the band structure and plot it along the
%Gamma-M-directions
if mode==1
for kyind=1:3
onoff=1;
for kx=.05:.05:.5
if kyind==1
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kxt=kx;
kx=.55-kx;
ky=kx;
elseif kyind==2
kxt=kx;
ky=0;
elseif kyind==3
kxt=kx;
ky=.5;
end
mag_k_p_g=((kx+nx).ˆ2+(ky+ny).ˆ2);
k_p_g_dot_kp_p_g=(kx+nx).*(kx+nxp)+(ky+ny).*(ky+nyp);
kro_del_ggp=(nxp==nx) & (nyp==ny);
M=mag_k_p_g.*kro_del_ggp+delp.*fG_Gp.*k_p_g_dot_kp_p_g.*(1-kro_del_ggp);
N=kro_del_ggp+fG_Gp.*delt.*(1-kro_del_ggp);
A=Nˆ-1*M;
[a,b]=eig(A);
g=find(b˜=0);
eigs=(sort(b(g)));
eigs(1:num_Eigenvals);
k=repmat(kxt,1,num_Eigenvals);
min(b(g));
if onoff==1
omega=[((340)/lat_a)*real(sqrt(eigs(1:num_Eigenvals)))’];
karr=[k];
if kyind==1
omegafull=[((340)/lat_a)*real(sqrt(eigs(1:num_Eigenvals)))’];
karrfull=[k];
end
onoff=0;
else
omega=[omega,((340)/lat_a)*real(sqrt(eigs(1:num_Eigenvals)))’];
karr=[karr,k];
omegafull=cat(1,omegafull,...
((340)/lat_a)*real(sqrt(eigs(1:num_Eigenvals)))’);
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karrfull=cat(1,karrfull,k);
end
end
if kyind==1
myfig=figure;
ymax=20000;
subplot(1,3,1)
b1=plot(karr,omega,’*’);
ax1=gca;
po=get(gca,’position’);
set(gca,’YLim’,[0,ymax]);
set(gca,’XLim’,[0,.5]);
set(gca,’nextplot’,’add’);
left_side=po(1);
set(gca,’xtick’,[]);
width=po(3);
right_side=left_side+width;
set(gca,’xticklabel’,{});
ylabel(’Frequency (kHz)’);
elseif kyind==2
subplot(1,3,2)
b2=plot(karr,omega,’*’);
po=get(gca,’position’);
po(1)=right_side;
ax2=gca;
set(gca,’nextplot’,’add’);
set(gca,’position’,po);
set(gca,’YLim’,[0,ymax]);
set(gca,’XLim’,[0,.5]);
set(gca,’ytick’,[]);
left_side=po(1);
width=po(3);
right_side=left_side+width;
set(gca,’xticklabel’,{});
elseif kyind==3
subplot(1,3,3)
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b3=plot(karr,omega,’*’);
po=get(gca,’position’)
po(1)=right_side;
ax3=gca;
set(gca,’nextplot’,’add’);
set(gca,’position’,po);
set(gca,’ytick’,[]);
set(gca,’YLim’,[0,ymax]);
set(gca,’XLim’,[0,.5]);
left_side=po(1);
width=po(3);
right_side=left_side+width;
set(gca,’xticklabel’,{});
text(-1,-.05*ymax,’M’);
text(-.5,-.05*ymax,’\Gamma’);
text(0,-.05*ymax,’X’);
text(.5,-.05*ymax,’M’);
text(-.3,-.1*ymax,’Reduced Wave Vector’,
’HorizontalAlignment’,’center’);
text(-.3,1.075*ymax,[’Dispersion Relation for Square Lattice of
Rubber Cylinders in Air’],...
’HorizontalAlignment’,’Center’);
text(-.3,1.025*ymax,[’f=’,num2str(f),’ a=’,num2str(lat_a), ’m
r_{o}=’,...
num2str(ro)],...
’HorizontalAlignment’,’center’);
%Plot the Bandgaps
for evals=2:num_Eigenvals
if min(real(omegafull(:,evals)))-.025*ymax >
max(real(omegafull(:,evals-1)))
top=min(omegafull(:,evals))-.01*ymax;
bottom=max(omegafull(:,evals-1))+.01*ymax;
xband=[0 0 .5 .5 0];
yband=[bottom top top bottom bottom];
bg1=area(xband,yband);
bg2=area(xband,yband,’Parent’,ax2);
bg3=area(xband,yband,’Parent’,ax1);
bottom;
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top;
end
end
end
end
B.2 SingleFT.m
R1=input(’Enter filename 1: ’)
[z1,Fs1,bits1]=wavread(R1);
c=length(z1)
[y1,Fs1,bits1]=wavread(R1,[1,c]);
X1=fft(y1);
Fn1=Fs1/2
Xp1=abs(X1(1:c/2))/10;
for h=1:c/2,
Xp(h)=0.33*(Xp1(h));
end;
w2=linspace(0,Fn1,c/2);
figure(1)
i=find(w2<15000);
plot(w2(i),Xp(i))
axis([100 15000 0 1])
xlabel(’Frequency’)
ylabel(’Amplitude’)
title(’First Set Average’)
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B.3 Phase.m
R1=input(’Enter filename 1: ’)
[z1,Fs1,bits1]=wavread(R1);
R2=input(’Enter filename 2: ’)
[z2,Fs2,bits2]=wavread(R2);
c=length(z1);
d=length(z2);
[y1,Fs1,bits1]=wavread(R1,[1,c]);
[y2,Fs2,bits2]=wavread(R2,[1,d]);
X1=fft(y1);
Fn1=Fs1/2;
Xp1=abs(X1(1:c/2));
p = (angle(X1));
X2=fft(y2);
Fn2=Fs2/2;
Yp1=abs(X2(1:c/2));
q = (angle(X2));
for h=1:c/2,
Xp(h)=0.33*(Xp1(h));
p(h)=(p(h));
Yp(h)=0.33*(Yp1(h));
q(h)=(q(h));
end;
w2=linspace(0,Fn1,c/2);
w1=linspace(0,Fn2,d/2);
figure(1)
i=find(w2<12000);
j=find(w1<12000);
r(i)=q(i)-p(i);
subplot(3,1,1)
plot(w2(i),q(i))
xlabel(’frequency’)
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ylabel(’Amplitude’)
title(’First Set Average’)
subplot(3,1,2)
plot(w2(i),(p(i)))
ylabel(’Phase [Rad]’), grid on
xlabel(’Frequency [Hertz]’)
subplot(3,1,3)
plot(w2(i),(r(i)))
ylabel(’Phase [Rad]’), grid on
xlabel(’Frequency [Hertz]’)
dlmwrite(’omega.txt’, w2(i))
dlmwrite(’phi.txt’, p(i))
dlmwrite(’phi2.txt’, q(j))
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