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A fototriangulaçâo por feixes de raios é um método 
fotogramétrico analítico para determinar as coordenadas de 
pontos do espaço-objeto e suas respectivas precisões, a partir 
de observações realizadas no espaço- imagem (fotografias). Este 
método, geralmente, envolve um grande número de observações e 
parâmetros. Raramente, na prática, as fototriangulações sâo 
realizadas sem que informações indesejáveis (erros grosseiros) 
perturbem a solução, £ necessário, portanto, estabelecer um 
sistema para controlar automaticamente a qualidade da solução, 
que seja capaz de detectar e eliminar erros grosseiros. Apesar 
do adiantado estágio em que se encontra a detecção de erros 
grosseiros, a Sociedade Internacional de Fotogramétria e Sen 
soreamento Remoto recomenda a continuidade das pesquisas.
A inferência bayesiana, aliada è técnica da filtragem 
progressiva, permite viBlumbrar uma possibilidade para aumen 
tar a eficiência e a confiabilidade da fototriangulaçâo, me­
lhorar a estimativa de parâmetros, proporcionar um controle 
efetivo das informações (observações), melhorar a detecção e 
eliminação de erros grosseiros e fortalecer a rigidez do bloco 
para aumentar a economia com relação a pontos-de-controle. Os 
objetivos desta tese s3o a verificação destas possibilidades.
A metodologia para atingir os objetivos propoBtos 
consiste na simulaçSo de uma rede de 25 pontos-objeto, a par­
tir dos quais é gerado um bloco de fotografias aéreas. As fo- 
tocoordenadas süo alteradas para conter erros randõmicos e
poBteriormente até dez erroB groBBeiros. 0 ajustamento de ob 
servaçQeB por mfnimos quadrados, baseado no conceito da infe­
rência bayesiana, é realizado. 0 método de Pope é usado para 
detectar e eliminar erros grosseiros.
Os experimentos e respectí v o b resultados s3o apresen­




The bundle method is an analytical photogrammetric 
approach to determine coordinates of the object points and 
their precision, from observations made on image space (pho­
tos). Generally, this method involves a great number of ob­
servations and parameters. Rarely, in practice, the work is 
done without undesirable gross errors in the data, which dis­
turb the solution. Therefore, it is necessary to set up auto­
matic quality control of solution, which is able to detect and 
eliminate those blunders. In spite of the developed stage of 
gross error detection techniques, the International Society 
of Photogrammetry and Remote Sensing recommends to continue 
the researches.
The Dayesian inference along with the step by-step 
technique allows to foresee a possibility to increase the ef­
ficiency and reliability of phototriangu1 ation, to improve the 
parameters estimation, and to provide an effective control of 
data. It also appears to improve the gross error detection and 
elimination, and strengthen the block, in order to increase 
the economy, with respect to control points. The objectives of 
thiB thesis are the verification of those possibilities.
The used methodology to reach the proposed objectives 
consists on simulation of a 25 object points mesh, from which 
a block of aerial photOB is generated. Ideal photocoordinates 
are computed, then they are changed to envoive random errors, 
and in a subsequent step up to ten gross errors are introduced
x i i
to them. The least squares adjustment of observations, based 
on concept of Bayesian inference, iB made. The Pope's method 
is used to detect and eliminate gross errors.
The experiments and corresponding results are pre­
sented, analysed and discussed, in order to draw conclusions 
and recommendations.
x i i i
1 INTRODUÇXO
A fototriangulação por feixes de raios é um método 
fotogramétrico analítico para determinar coordenadas de pontos 
do espaço-objeto e suas respectivas precisões, a partir de o b ­
servações realizadas no espaço-imagem (fotografias). Geralmen­
te, a quantidade de observações é elevada e não raro algumas 
são afetadas por erros grosseiros. A necessidade de estimar 
uma certa quantidade de parâmetros requer uma quantidade maior 
de equações. Isto conduz ao campo da inferência estatística. 
Seja através da inferência estatística clássica ou da inferên­
cia bayesiana, a qualidade das estimativas (imparciais e de 
variância mínima) dos parâmetros depende da confiabilidade do 
sistema de fototriangu 1 ação. Através da detecção e localização 
automática de erros grosseiros, espera-se obter melhoria da 
confiabilidade e consequentemente estimativas imparciais e de 
variância mínima dos parâmetros, que são as duas qualidades 
principais requeridas para os estimadores.
A questão DLAEG (detecção e localização automática de 
erros grosseiros) em fototriangu 1 ação preocupa a comunidade 
fotogramétrica a nível internacional. A "ISPRS" (International 
Society for Photogrammetry and Remote Sensing), em 1980, ins­
tituiu um grupo de trabalho (WG-II1/1) com a finalidade de in­
centivar a pesquisa para melhorar a confiabilidade dos siste­
mas de fototriangulação, através da DLAEG. Os resultados obti­
dos através de um programa experimental, conduzido pelo refe­
rido grupo de trabalho, sugerem a continuidade dos esforços 
(ACKERMANNI 21).
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1.1 Problema* com erro* grosseiros
Erro grosseiro (eg), neste contexto, 6 considerado 
como uma observação que provavelmente não pertence a uma dada 
população, segundo a distribuição postulada, t fácil exempli­
ficar a ocorrência de um eg em problemas uni variados: na d e ­
terminação do comprimento de uma base, o simples ordenamento 
(estatística de ordem) dos valores observados indica, em uma 
inspeção visual, de quanto os valores extremos diferem da m e ­
diana (eBtimador robuBto). Por outro lado, em fototriangula- 
ção, um caso de problema mu 11ivariado, a ilustração é comple­
xa. Considerando-se um bloco de fotografiaB com superposição 
longitudinal e lateral, um ponto-objeto terá imagens em pelo 
menos duas fotografias. Um eg cometido na medição de fotocoor- 
denadaB tem Bua influência propagada Bobre os parâmetros de 
posição e orientação das fotos, bem como sobre as coordenadas 
de pontos do espaço-objeto. Na solução de mínimos quadrados, a 
presença de erros grosseiros afeta as estimativas de valores 
mais prováveis dos parâmetros, tornando-as tendenciosas, isto 
é, E(x)^x. Esta tendencios idade está intimamente relacionada 
ao conceito de precisão externa.
A aproximação ocorrida, quando da linearização das 
equaçBes de colinearidade pelo uso da série de Taylor, requer 
iteraçdes para solucionar o problema do ajustamento. Esta so­
lução é alcançada quando os valores atuais dos parâmetros di­
ferem doB anteriores de uma quantidade inferior a uma quanti­
dade arbitrada. Na presença de eg, a convergência pode ser im­
pedida, dependendo das condiçSes em que eventualmente o(s) eg(
s) venha(m) ocorrer. De modo geral, a n3o-converg©ncia da so­
lução, para um dado número de iterações permitidas, pode acon­
tecer quando houver eg de grande magnitude (p.ex., troca do 
pontos, erro de milímetros nas fotocoordenadas) ou quando hou­
ver grande quantidade de eg (mais de 5%) nas observações. En­
tretanto, na maior parte dos casoe, as soluções de convergên­
cia s3o obtidas e, daí, recai-se no problema da tendenciosida- 
de dos parâmetros, mencionado no parágrafo anterior.
Em problemas de aerotriangulaçâo analítica, geralmen­
te a quantidade de observações e parâmetros é elevada. A medi­
da que aumentam as dimensões de um bloco de fotografias, au­
mentam os graus de liberdade (n-u, isto é, número de observa­
ções menos o número de parâmetros). 0 crescimento dos graus de 
liberdade (n-u) faz com que a forma da distribuição de X2 ten­
da à forma da distribuição normal. Dependendo da magnitude do 
eg, da geometria do problema e do número de graus de liberda­
de, os efeitos dos eg espalham-se mais ou menos entre observa­
ções e parâmetros. A variância da unidade de peso (VUP) "a 
posteriori", embora inf1 acionada, pode nâo ser rejeitada no 
teste de hipóteses para a igualdade entre variâncias "a prio- 
ri" e "a posteriori". Resultados práticos têm alertado para 
esta possibilidade. Em outras palavras, o teste de x * para a 
VUP, nâo tem sensibilidade para todos os tipos de eg.
Relembrando, a igualdade entre as mencionadas VUP 's ó 
postulada na forma de uma hipótese básica, que pode ser rejei- 
tada em um teste estatístico, baseado na distribuição X (tes­
te de X2). As causas da falha do teste de x2 podem ser:
(a) os resíduos v's nâo seguem a distribuição normal,
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(b) o modelo matemático está incorreto,
(c) presença de erros sistemáticos nas observações (por isto 
diz-se que o modelo matemático funcional está incompleto ou 
incorreto),
(d) incorreta atribuição de pesos (ou da matriz variância-co- 
variância) às observações e/ou
(e) presença de eg nas observações.
A rejeição da hipótese Ho remete o investigador à 
avaliação dos itens (b), (c) e (d). No caso da fototriangu 1a- 
çâo por feixes de raios, nâo há dúvida que a equação de coli- 
nearidade é o modelo funcional adequado. Um pró-refinamento 
apropriado minimiza satisfatoriamente os erros sistemáticos e, 
usando a sua experiência, o investigador consegue ponderar 
adequadamente as observações em função dos métodos e equipa­
mentos utilizados na redução dos dados. Feitas estas conside­
rações, quando o teste falha, isto é, indica rejeição de Ho, 
por exclusão, admite-se que os resíduos nâo seguem a distri­
buição normal, provavelmente, pela presença de possíveis eg 
nas observações. Entretanto, a rejeição da Ho apenas indica 
que há eg nas observações (detecção), mas nâo aponta onde está 
(localizaçâo).
Em suma, o teste de x2 em questão tem poder limitado 
de detectar a presença de eg nas observações, mas nâo tem po­
der de localizá-los.
Por estas razões, outros testes estatísticos especí­
ficos para detectar e localizar erros grosseiros foram desen­
volvidos, dentre os quais destacam-se: o "data snooping”, tam­
bém conhecido como método de Baarda, o qual originalmente foi 
proposto para ser aplicado apóB a falha do teste de , para a 
igualdade das VUP "a priori" e "a posteriori"; atualmente, em 
fototriangulação, este método é empregado independente da rea- 
lização do teste de X f ° método de Pope, o qual pode ser con­
siderado como uma versão simplificada do método de Baarda e o 
"danish method", referido também como método de Krarup, o qual 
associa pesos menores a observações que apresentam resíduos 
maiores. Todos estes métodos pressupõem a convergência da so­
lução de ajustamento.
Ainda que considerável avanço tenha Bido conseguido, 
à custa do esforço da comunidade fotogramétrica, a questão 
DLAEG parece não eBtar suficientemente resolvida. Os debates 
havidos nos últimos simpésios e congressos (ACKERMANN I 21,1 
31, EL-HAKIM 1141, FORSTNER 1171, KRARUP & KUB1K 1331) evi­
denciam a atualidade do tema, bem como a necessidade de pros­
seguir na busca de aprimoramentos ou mesmo novoB procedimentos 
para melhorar a confiabilidade da fototriangulação.
1.2 Inferência bayesiana
Em geral, os parâmetros a serem determinadoB em foto­
tri angul ação são considerados previamente desconhecidos. Em 
outras palavras, os parâmetros são variáveis algébricas com 
flutuações probabi1fsticas dependentes das observações e dos 




y = A« + i  , p = o* . i
x = -(A'PA)_1.A'P1 (1.1)
a (1.1) representa a solução para o vetor de parâmetroB ><. 
Neste caso, foi declarado implfeita e previamente, que nada se 
conhecia sobre os parâmetros da distribuição do vetor x. Ou 
seja, antes da realização do ajustamento, o estado de informa­
ção a respeito dos parâmetros era de ignorância abBoluta.
Por outro lado, admitir completa ignorância sobre o 
estado de parâmetros é, de certo modo, um desperdfcio. 0 in­
vestigador dispõe ao menos de uma vaga noçSo sobre seus in­
tervalos de existência. 0 processo pelo qual este conhecimento 
prévio é introduzido na solução de estimativas de parâmetros é 
estudado pela inferência bayesiana. A estimativa bayesiana 
conduz a uma nova distribuição dos parâmetros, ainda que de 
mesma natureza, partindo de uma distribuição prévia e conside­
rando a ocorrência de um dado evento. Este enfoque é devido a 
Thomas Bayes, que, em 1763, apresentou um teorema, hoje consa­
grado como Teorema de Bayes, cuja formula é a seguinte;
p  ( x  I 1_) = C p ( i l > s ) A p ( x ) D  / T. [ p ( j . l x  . ) * p ( x  .)D  , ( 1.2 )
i  1 1
onde p(xll) é a probabilidade condicional de ocorrer >< (parâ­
metros), tendo ocorrido o evento 1 (observações). pi») é a 
probabilidade prévia do vetor u» denotando o conhecimento pré­
vio do estado do vetor £, antes que seja realizada a inferên­
cia. p(llx) é a probabilidade condicional das observaç&es as­
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sociada à expectativa do resultado do experimento (BEKMAN ê 
COSTA HETO I 51, BOSSLER I 71). O denominador da fórmula é um 
somatório de probabilidades condicionadas, representando, por­
tanto, apenas um fator de normalização.
Assume-se que represente a matriz doB pesos dos 
parâmetros e que p(x) relaciona-se aos elementos da diagonal 
principal de P . Desde que esta matriz seja definida a partir 
da MVC dos parâmetros, sabe-se que a um valor de variância me­
nor asBOcia-se um valor de probabilidade maior e, portanto, um 
peso maior. Observar que p(j<> ó distinta de P^ .
A atribuição de valores a P^ é a questão fundamental 
do teorema. Aqui se dividem os estatísticos. P^ = 0 implica
ignorar o estado prévio dos parâmetros. Isto significa que o 
valor ajustado dos parâmetros depende apenas de informaçSes 
objetivas, caracterizando a ausência do sujeito-pesquisador
(Estatística clássica - Escola de Neyman-Pearson). Se P * 0,x
o pesquisador interfere no processo estatístico da inferência 
escudado na sua experiência (Estatística bayesiana - Escola de 
Dayes). A primeira viBta, esta interferência é condenável.
Entretanto, veja-se a seguinte situação: seja um blo­
co de fotografias verticais. Na realidade admitem-se pequenas 
rotaçóes aos ângulos to e ij> , até no máximo 3° . Sendo assim,
por quê nâo admitir que tais ângulos de todas as fotografias, 
”a priori", têm média 0 o e desvio-padrâo de cerca de 2 o ? Ou 
ainda, aBsumir uma distribuição uniforme ou retangular (fig. 
1.1), tal que
se ângulo = 12o I => Px (âng) = k 
se ângulo > I2o I => Px (ing) -> O
a
onde P^(âng) é o peso da variável aleatória ângulo e ”k” um 
valor arbitrário.
Fig. l.ls Distribuição uniforme ou retangular
Outra situação comum para respaldar a aceitação das 
teses bayesianas, refere-se ás coordenadas de pontos-objeto do 
bloco acima. Os próprios valores aproximados necessários para 
dar partida à solução iterativa do ajustamento da fototriangu- 
1açâo podem ser ponderados. Isto é, podem ser considerados 
dentro de um intervalo de existência, porque pressupBem "algum 
tipo de observação" para obtenção de tais valores aproximados.
t sabido que o critério de minimizaçâo da soma dos 
resíduos quadrados para estimar parâmetros nâo requer o conhe­
cimento ou a postulação de uma distribuição de probabilidades 
para as variáveis. Já o Teorema de Bayes exige o conhecimento 
ou a suposição de uma função de diBtribuiçâo tp(JLl?<>D. Entre­
tanto, é demonstrada a coincidência prática da solução baye- 
siana com a solução generalizada do ajustamento de observa- 
çóes, evidenciando, portanto, a atualidade do tema.
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1.3 Objetivo» da tese
1.3.1 Analisar a contribuição da inferência bayesiana em
fototriangu 1 ação. Dois aspectos serão estudados: a questão
DLAEG e a suspensão temporária dos pontoB de controle. Para 
que este objetivo seja alcançado será necessário elaborar um 
programa computacional de fototriangu1 ação por feixes de 
ra i os.
1.3.2 Investigar a aplicação do método de Pope na questão 
DLAEG, baseada na ausência temporária de pontos de controle.
1.3.3 Estudar a utilização de informações prévias relevan­
tes a respeito dos parâmetros, em situações de mfnima quanti­
dade de pontos de controle, como contribuição à rigidez geomé­
trica da rede.
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2 A DETECÇXO E A LOCALIZAÇXO DE ERROS GROSSEIROS
A questão DLAEG há alguns anos vem tomando a atenção 
da comunidade fotogramétrica. A grande quantidade de dadoB 
processados em fotogramétria analítica requer um conjunto de 
algoritmos capaz de depurar os dados o mais rápido possível. 
Da eficiência destes algoritmos, no sentido da capacidade de 
detectar e localizar eg, depende a confiabilidade. As pesqui­
sas realizadas recomendam a técnica da filtragem progressiva, 
a qual pode ser entendida como uma sequência de algoritmos que 
vão se capacitando mais para detectar e localizar eg cada vez 
menores, à medida que vão se sucedendo as etapas de depuração.
2.1 Erros grosseiros
Geralmente, os eg são associados a valores extremos 
de uma distribuição ordenada. Recusar as duas observações e x ­
tremas (a menor e a maior) intuitivamente significaria uma 
proteção contra observaçõeB possivelmente inconsistentes. Ou­
tra opção seria recusar apenas a observação mais afastada em 
relação à mediana. Aproveitando ainda a idéia, outra possibi­
lidade seria calcular a média aritmética simples e eliminar a 
obBervação que apresentar o maior reBÍduo em valor absoluto. 
Embora, este ültimo caso não represente um caso de distribui­
ção ordenada, a rejeição da observação associada ao maior mó­
dulo de resíduo significa rejeitar o extremo da distribuição. 
Estatisticamente, diz-se que os eg correspondem a observações
qu© não podem ser consideradas pertencentes à população da 
distribuição em questão.
Os eg em fototriangu 1 ação repercutem naB coordenadas 
de pontoB-imagem (fotocoordenadas) ou nas coordenadas de pon- 
tos-objeto (pontos de controle) em diferentes intensidades. Os 
eg n as coordenadas do espaço-imagem resultam da troca de nume­
ração (rotulação) de pontos ou da troca de dfgitos na descri­
ção do valor da coordenada ou ainda devido a dificuldades na 
identificação do ponto-imagem, resultando em erro de pontaria. 
Quanto aos pontos de controle, a rotulação indevida e também a 
permutação de dfgitos nas coordenadas produzem os eg. Ocasio­
nalmente, pode haver pontos sem rótulos e vice-versa. Estas 
falhas nos dados também podem repercutir nas coordenadas, seja 
de pontos-iimagem, seja de pontos-objeto.
Em termos de fotocoordenadas, quantificar o tamanho 
do eg é algo a que poucos se arriscam, porque os modelos teó- 
ricoB (estatÍBticos) para eg respondem variavelmente em função 
dos parâmetros do projeto. Na prática, entretanto, erros supe­
riores a 6(7 (seis desvios-padrões) podem ser identificados co­
mo eg. Em relação aos pontos de controle, a quantificação e a 
identificação de eg são mais complicadas (ACKERMANN I 31). 
FORSTNER 1181 estabelece que grandes eg são superiores a uma 
fotobase ("b"), médios eg estão compreendidos entre 2 0 a  e lb, 
inclusive, e pequenos eg eBtão entre 4 a  e 20 a , inclusive.
Para que a depuração dos dados (observações e infor­
mações adicionais) Beja a mais rápida possfvel e do maior para 
o menor eg, há vários meios que podem ser empregados, taiB co­
mo i leituras repetidas, verificação da consistência, pontaria
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cuidadosa, regiBtro automático; verificação periódica da "per­
formance" do equipamento; aplicação de algoritmoB algébricoB 
e/ou geométricos simp1ificadoB; finalmente, a análise automá­
tica de resíduos, após o ajustamento das observações, e a in­
dispensável análise crítica do investigador.
0 resultado de uma fototriangu 1 ação depurado por es­
tes meios goza de maior confiabilidade.
J?
2.2 Confiabilidade
0 termo confiabilidade relaciona-se à qualidade do 
ajustamento com respeito à detecção de erroB. Tais erros podem 
ser grosseiros ou sistemáticos. Os erros sistemáticos estão 
diretamente relacionados à adequação do modelo funcional. Isto 
é, o modelo funcional "ideal” compenBa totalmente os erroB 
sistemáticos do conjunto. A presença de erros sistemáticos 
significa, então, que o modelo funcional não tem capacidade 
para representar a realidade. Ou, em outras palavras, a apro­
ximação é insuficiente. Assim, confiabilidade é entendida como 
a habilidade em eliminar eg das observações, quando estimando 
parâmetroB incógnitos, com a ajuda de um teste estatístico. 
Neste contexto, é designada como confiabilidade interna. Uma 
medida da confiabilidade interna 6 dada pelo eg^ a ser detec­
tado pelo teste estatístico na observação 1 ̂ . A confiabilidade 
externa é descrita pela influência de erros não detectáveis 
sobre as coordenadaB-obJeto. Assume-se que um teste estatísti­
co tenha sido aplicado e todos os resíduos padronizados si-
tuem-se abaixo d© um valor crítico, o qual depende do nível de 
significância do teste (FORSTNER 1161, GRUN 1221, KOCH 1301).
Atualmente, confiabilidade é usada, principalmente, 
com respeito à DLAEG, desde que um sofisticado modelo de auto- 
calibração proporcione a compensação de erros sistemáticos e 
as estimativas de pesos sejam adequadas (GRUN 1231). No pre­
sente trabalho, é dispensável o modelo de refinamento de auto- 
calibração, porque as fotocoordenadas, consideradas indepen­
dentes, foram geradas para conter apenas erros randõmicos nor­
malmente distribuídos e sob variância conhecida, o que afasta 
dúvidas quanto à estimativa dos pesos.
A utilidade de ambos os conceitos de confiabilidade 
(interna e externa) é perceptível, quando há mais de um ©g no 
conjunto das obBervações. Se Ho fôr falsa e o teste estatísti­
co falhar, isto é, ocorrer o erro tipo II, o significado é 
que, embora o ajustamento tenha um certo grau de confiabilida­
de interna (o valor crítico), pelo menos um eg não detectado 
está presente nas observações. Neste caso, a investigação da 
confiabilidade externa indica o efeito deBte eg sobre as coor­
denadas de pontos-objeto.
2.3 Filtragem progressiva
Atualmente, esta é a técnica recomendada para a DLAEG 
em fototriangu 1 ação. Desconsiderando algumas pequenas varia­
ções, a filtragem progressiva reBume-B© nos seguintes passos:
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(a) transformação afim daB coordenadaB de máquina para o sis­
tema fiducial*. verifica-se a consistência das observações no 
âmbito da fotografia;
(b) transformação ortogonal entre duas fotoB adjacenteB na 
faixa; verifica-se a consistência dos dados (rotulação e coor­
denadas) de pontos homólogos;
(c) formação analítica de faixas, concatenando sequencialmente 
os modelos: verifica-se a consistência das fotocoordenadas-y a 
cada modelo concatenado; o procedimento alternativo é a forma­
ção da faixa a partir de triplas: verifica-se a consistência 
das fotocoordenadas-x e y a cada tripla;
(d) transformação de similaridade entre duas faixas adjacentes 
formadas analiticamente em (c): verifica-se a consistência dos 
dados de pontos de enlace;
(e> transformação de similaridade da faixa para o eBpaço-obje- 
to: verifica-se a consistência dos dados de pontos de contro­
le; este procedimento depende da distribuição dos pontos de 
controle. ± possível também a transformação de um bloco (for­
mado em (d), p. ex.) e
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(f) ajustamento simultâneo do bloco de feixes, com algoritmo 
detector de eg baseado em teste estatÍBtico.
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2.4 Métodos estatísticos para DLAEC
Após a filtragem progressiva, é razoável supor que os 
posBÍveis eg remanescentes sejam de menores magnitudes. A cada 
passo deste proceBso a confiabilidade do sistema aumenta, por­
que aumenta a capacidade de detectar e eliminar eg cada vez 
menores. Abaixo de um certo valor, os eg b<5 podem ser locali­
zados mediante testes estatísticoB em um certo nível de signi- 
ficância. Portanto, há uma probabilidade de falha do teste, 
mas é o ültimo recurso para a depuração automática no sistema.
2.4.1 Teste do resíduo padronizado
Realizado o ajustamento por mínimos quadrados, após a 
filtragem progressiva, os resíduos estão disponfveiB para a 
análise estatística. Considerando que o resíduo mostra apenas 
uma parte do erro da observação, proporcional à redundância 
geométrica no ponto, uma palavra deve Ber dita sobre o rela­
cionamento entre o vetor de resíduoB (y) e o vetor de observa­
ções (i) .
Demonstra-se que (cf. APÊNDICE A)
0 eg^ na observação 1̂ provoca uma variação dv^ no 
resíduo v^
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(v + dv)^ = (Q^v .P)̂  . (1 + e)^ (2.2)
Os elementos diagonais do produto matricial Q .P s«5o 
denominados números de redundância r̂  (i denotando o i-ésimo 
elemento diagonal), cujos valores existem entre 0 e 1, inclu­
sive os extremos.
(v + dv^ = q  . <1 + e)i 0 * r '£ 1 (2.3)
Percebe-se, entâo, que se r^= 0 o erro e^ nâo será 
mostrado pelo resíduo e se r^= 1 todo o erro ê  estará 
presente no resíduo v̂  . IBto é explicado através da matriz Qyv*
Qyv = Qn  " AN'V (2.4)
0 termo AN *A ' é interpretado como a contribuição geo­
métrica para a dispersão dos resíduos. O desvio-padrâo ( )
i
do resíduo v^ é estimado por
ãv = Ca?*qi) /z 
i
ol , a variância de referência e q^ , o i-ésimo elemento diago­
nal de Qvv. 0 resíduo padronizado correspondente é
wi = lvi l/dv (2.5)
o qual é testado contra um valor calculado "c", tal que
l/ic = t =[(F „.„)).n , a i , n , ot
O teste é bi-caudal e o resíduo é rejeitado se w^> c. 
A rejeição do resíduo estende a rejeiçSo à observação.
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0 resíduo padronizado recebe a influência global 
do ajustamento, quando ao é estimada "a posteriori"! recebe 
também a influência da precisão da observaçSo (a? em Q ^ >  e a 
influência da geometria da rede (q^>. Por isto, nem sempre o 
maior resíduo I I , em valor absoluto, corresponde a uma ob­
servação inconsistente.
2.4.2 Teste do resíduo padronizado aproximado
0 cálculo do desvio-padrSo ã do resíduo v. é uma
V i
tarefa computaciona 1 mente dispendiosa, a qual tem sido siste­
maticamente evitada pelos programas computacionais de foto- 
triangulaçSo a nível de produçSo. Um procedimento visando o 
cálculo do desvio-padrcío aproximado 5^ do resíduo v̂  é apre­
sentado (POPE 1441).
Seja o modelo linearizado y = Ax + 1
X = -<A'PA)-1A'P1 , N=A'PA
v = j - a n" V pj = <i - a n" V p ).j
y = (I - G . P ) . J , G=AN-1A ' (2.6)
V = M . 1 , M= I -G.P (2.7)
Aplicando a propagação de covariâncias à (2.6), ob-
tém-se.-
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cv = Ci - a? . AM4 A ' (2.8)
Supondo que seja diagonal 
Cx = a20. P'1
Cv = a o ■ (P4 - AN“1 A ') = ag.íP“1- G) (2.9)
Adaptando a (2.9) à forma alg4brica, a partir da su­
põe iç3o d© independência estatística, obtém-Be
5V.= (ao/Pi).U - êi-Pi) = (^o/pi).mi (2.10)
Coneiderando-ee que as variâncias, os pesos p^ e os 
elementos diagonais g^ s3o valores nâo-negativos, pode-se con­
cluir que qualquer elemento m^ da diagonal principal de M 
existe no intervalo 0 - m - 1.
0 resíduo padronizado aproximado correspondente à ob­
servação 1 .4 w. = lv.l/õ , o qual tamb4m 4 testado contrai i i ^
um valor calculado ”c". 0 valor de ”c” agora é obtido da dis­
tribuição tau, porque as estimativas do resíduo (m4dia) © do
desvio-padrâo õ nâo sâo independentes, como requer a distri-
i
buiçâo t de Student; ambas as estimativas sâo realizadas a 
partir da mesma amostra, o que caracteriza dependência esta­
tística.
A distribuição tau relaciona-se à distribuição t pela
expressão
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t * = v*tJ_1/Cv-l+t^_1) ; v = graus de liberdade
A observação correspondente a é rejeitada Be >
c, tal que c=x .v
A aproximação do teste está na adoção do valor médio
dos m. , para calcular ã . Conforme conclUBSo de POPE, após
i
investigar as propriedades da matriz C , a média dos m. év 1
m = (n-u)/n.
As observações doB pontos-imagem, quando realizadas 
com métodos e equipamentos adequados, produzem fotocoordenadas 
de igual confiança, ou, equivalentemente, de mesmo peso. Daí, 
justifica-se a adoç3o de um ünico valor "p" para exprimir a 
confiança "a priori" nas observações.
Portanto, o desvio-padrSo do resíduo v. é estimadoi
por
_ 1 /
ov = o o•(m/p) 2 (2.11)
e o resíduo padronizado aproximado correspondente é estimado 
por
= I vj_ I / õy . (2.12)
0 presente teste estatístico aproximado tem, sobre os 
testes estatísticos rigorosos (cf. 2.4.1), a vantagem de ser
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fácil de implementar e ter baixo cuBto computacional. Apesar 
da simplificação ou aproximação, a localização de pelo menoB 
um eg é confiável, ao nível de significância de a X . Aliás, 
esta confiança existe também para o b  teBtes rigorosoB, mas 
quando houver apenar um eg. Do "teste de Pope" espera-se a ca­
pacidade de detectar e localizar automaticamente eg de pequena 
ou média magnitude (cf. 2.1), durante a realização dos cálcu­
los de ajustamento, pressupondo-se que a filtragem progressiva 
tenha sido realizada. A ressalva mais importante a ser feita é 
que todos os pontos têm igual tratamento, quanto à redundância 
geométrica e, por extensão, quanto à estimativa do desvio-pa- 
drão do resíduo, a qual passa a ser ünica (valor médio) para 
todos os resíduos de observações. Isto talvez possa ser inter­
pretado como uma tentativa de adequar-se a "redundância da re­
de" ao critério de rejeição do teste estatístico, estabelecen­
do, ambos, uma marca, acima da qual todos os resíduos (obser­
vações) são rejeitados.
2.5 Combinação de métodos
Considerando a filtragem progressiva, tal como apre­
sentada em 2.3, nota-se que os passos antecedentes ao ajusta­
mento do bloco (f) referem-Be apenas a transformações de espa­
ços. Estas podem ser feitas diretamente, arbitrando-se os pa­
râmetros, ou simultaneamente, determinando-se os parâmetros da 
transformação em conjunto com as novas coordenadas. No primei­
ro caso, da transformação direta, as diBcrepâncias entre valo-
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res observados (esperados) e valores transformados são anali­
sadas, de modo a conduzir à detecção de possíveis eg. No outro 
caso, da transformação simultânea, os reBÍduos obtidos nos 
ajustamentos de cada passo são analisados para detectar possí­
veis eg nas observações. Em ambos os casos, as análises são 
visuais, isto é, o investigador necessita de interromper o 
processo entre os passos para realizar a inspeção dos resulta­
dos .
Uma maneira de agilizar este processo e aumentar a 
confiabilidade é através da automatização das análises. Em ou­
tras palavras, combinando-se a técnica da filtragem progressi­
va com as técnicas estatísticas, a eficiência da depuração po­
de ser melhorada. Assim, a cada passo da filtragem progressiva 
um teste estatístico deve ser usado, a fim de auxiliar a 
PLAEG, principalmente a partir do passo (c). Neste, pode ser 
ütil o método de Baarda ("data snooping") com a variante de 
manipulação dos pesos (métodos robustos). Nos passoB (d) e (e) 
o método de Krarup (JUHL 1291) parece adequar-se. Nos passos
(a) e (b) espera-se a detecção de grandes eg e por isto é 
desnecessário um teste estatístico (EL-HAKIM & ZIEMANN 1151, 
JACOBSEN 1271, LUGNANI & M1TISHITA 1371,1381).
2.6 A situação-problema e a contribuição desta pesquisa
Durante os anos 60, com o advento dos computadores 
digitaiB, iniciou-se a arrancada em direção è modernização dos 
processos de produção. Era o que faltava para a fototriangula-
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çcio analítica, até então inibida pela alta demanda computacio­
nal. 0 desafio imediato era o de proporcionar uma Bolução com­
putacional mente eficiente para a maior quantidade de dados no 
menor tempo possível. Desenvolveram-Be poiB alguns métodos 
computacionais para otimizar a solução de grandes sistemas de 
equaçSes lineares.
Consolidada a solução computacional para a fototrian- 
gulação, passou-se a pesquisar a melhoria da modelagem matemá­
tica. 0 equacionamento da realidade física, quanto ò represen­
tação do espaço-objeto, e a adequação do modelo estocástico 
desafiaram os fotogrametristas até meados dos anos 70.
Ao relatar as atividades da Comissão III durante o 
período 1972-76, ACKERMANN 1011 mencionou que o problema da 
detecção e localização automática de erros grosseiros (DLAEC) 
começava a despertar a atenção da comunidade fotogramétrica. 
Enaltecia ele que este problema tinha relação direta com a 
qualidade e economia da triangulação. A referida comissão 
atribuiu ao assunto importância primária.
Realmente, desde então, assistiu-se ao grande esforço 
de vários fotogramétristas para vencer o desafio estabelecido 
pela presença de eg nos dados, qual Beja o de melhorar a qua­
lidade e aumentar a economia da fototriangu 1 ação.
Os recursos atuais geralmente empregados para a depu­
ração da fototriangu 1 ação, quanto à presença de eg, são:
(a) a filtragem progressiva (cf. 2.3)
(b) o método de Baarda ou "data snooping” (cf. 2.4.1)
(c) o método de Krarup ou "danish method" (cf. 5.1)
(d) a combinação dos métodos (cf. 2.5)
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Até o presente, todo o esforço relativamente bem su­
cedido na questão DLAEG limita-se às observações do espaço-i- 
magem (fotocoordenadas). Considerando o controle convencional, 
quando os eg estão presentes nos pontos de controle, os danos 
causados aos resultados da fototriangu 1 ação são maiores, por­
que a definição do referencial é realizada de modo "grosseira­
mente" errada. í unanimemente reconhecida a dificuldade de Be 
identificar eg noB pontos de controle (ACKERMANN I03I,M ITISHI- 
TA 1421). 0 passo "e" da filtragem progressiva é uma boa op­
ção, mas a eficiência da detecção depende da distribuição e 
densidade destes pontos e também do tamanho do possível eg.
Durante os cálculos do ajustamento da fototriangu 1 ação, a 
identificação de eg em ponto(s) de controle(s) é extremamente 
difíci1.
Diante desta situação, a inferência bayesiana <cf. 3) 
surge como uma possibilidade de ajustar a fototriangu 1 ação sem 
a necessidade de recorrer ao controle convencional. Os resí­
duos de fotocoordenadas podem ser analisados estatisticamente 
sem a influência de possíveiB eg nos pontos de controle.
A presente pesquisa aborda a questão DLAEG, de uma
maneira um tanto inusitada, ao restringir a liberdade dos pa­
râmetros. Tal restrição deve-se a algum conhecimento prévio a 
respeito de suas distribuições. Contudo, a utilização da esti­
mativa bayeBiana isoladamente é impotente para enfrentar o 
problema (cf. 5.1), aliás como qualquer outra estimativa. En­
tretanto, a combinação da estimativa bayesiana com outros re­
cursos existentes sugere a possibilidade de melhorar a confia­
bilidade da fototriangu 1 ação. Neste trabalho é estudado o em­
24
prego combinado da inferência bayesiana com o método de Pope, 
após a hipotética realização da filtragem progressiva, baseado 
na suspensSo temporária dos pontos de controle. Esta é a con­
tribuição maior que a presente peBquisa se propBe a oferecer à 
soluçcfo deste importante assunto.
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3 A INFERÊNCIA BAYESIANA E 0 AJUSTAMENTO GENERALIZADO
As estimativas de parâmetros através da inferência 
bayesiana ou do ajustamento generalizado sâo formalmente seme­
lhantes. As diferenciaçSes sâo basicamente conceituais, nâo 
interferindo na operacionalizaçâo das soluç&es. Ambos os méto­
dos sâo considerados, quando se dispBe de algum conhecimento 
prévio a respeito dos parâmetros. Este conhecimento "a priori" 
pode ser aplicado em situaçóes de substituição ou complementa - 
ç cio de controle convencional das fototri angul açÇSee, permitindo 
uma solução de ajustamento e posterior análise dos resíduos de 
fotocoordenadas, sem a influência de erros grosseiros nos pon­
tos de controle, possivelmente existentes apés a filtragem 
progress iva.
3.1 Fundamentos da inferência bayesiana
Definições (BEKMAN ô COSTA NETO I 51)
3.1.1 Epp3CP_aiDPetr3l (S) ; conjunto de todos os possíveis 
resultados de um experimento aleatório.
3.1.2 Eventos .mutqamente .excl.viBi.yps (EME): sâo os que nâo 
podem ocorrer simultaneamente em uma mesma realização do expe- 
r i mento.
3.1.3 Prqbafei.l.idade (p) ; nümero real associado a um evento 
(F.) tal que:
(a) 0 - p(E) - 1 para todo evento E,
(b) p(S> = 1
(c.) Se Fj, F-2 , En s3o EME e exaustivoB, entSo
p(Ex) U p(E2) U ... U p<En> = p(E1) i p(E2> * ... ' P(r:n>
= p(S) .
3.1.4 PrpbsbjJjd?d©.CODdicieoal Cp(EIA)]; a probabilidade 
de ocorrer o evento E tendo ocorrido o evento A ; ou a probabí • 
1 idade de E condicionada a A. Lê-se p(E) dado A.
p(EI A> = p(EOA) / p(A> ; p (A) > 0 .
Ana 1ogamente
p(AIE) = p(AílE) / p(E) 5 p(E) > 0 .
p(EílA) = p(AílE) = p(EIA) . p< A) = p(AIE).p(E) (3.1)
expressSo conhecida como a Regra do Produto.
Da expressão acima, obtém-se; 
p(EIA) = [p(AIE).p(E)D / p(A) .
Para EME e exaustivos;
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p ^ l A )  = CpíAIE^ ) .p(Ei )D / p(A)
77
Mae p (A) = I p(EinA> = £ p(A I E .) .p(E . > (3.2)
i i
expressão do Teorema ou Fórmula de Bayes (cf. (1.2)) . 
Adaptando a notação;
p (X 1 1.) = t p (1. I x ) . p (x ) 3 / j; p(l.lx^).p(x J
Generalizando o Teorema de Bayes:
r (j< I J ) = Cf (1 I*) .f (*)!) / £ f ( 1 lx. ) .f (x. ) .dx (3.3)
i  ’ 1 1
formalmente análoga ao Teorema de Bayes, porém de significado 
mais abrangente:
f(*ll.) • Função densidade de probabilidade dos parâmetros pos­
terior à realização do experimento,
f(x) -- Função densidade de probabilidade prévia dos parâme­
tros .
f(l.lx) - Função de verossimilhança do resultado experimental 
1..
Sendo o denominador um fator de normalização, a (3.3) 
pode ser reescrita simplificadamente:
f(xll) oc fdlx).f(x) (3.4)
onde oc significa "proporcional a”.
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0 processo da inferência estatística visa estimar pa 
râmetros (particularmente médias e variâncias), a partir de 
dados experimentais. No caso da inferência bayesiana ocorre a 
estimativa do novo estado dos parâmetros, em função do conhe­
cimento adquirido (realização do experimento) e a partir do 
conhecimento do estado inicial dos parâmetros. Trata-se, por 
tanto, de uma revisão de estimativas decorrente de um novo e s ­
tado da informação.
Na fig. 3.1, CXo,Co3 e CX1,C13 representam o mesmo 
vetor de parâmetros e respectivas matrizes de covariâncias, 
apenas em estados distintos, isto é, com estimativas anterio 
res e posteriores, respectivamente, à realização do experimen­
to (1.).
CXq ,C03 estado inicial dos parâmetros (com f (>ç >)
estado 
final
[Teorema de Gayes3 ------------ ► [X^,C^3 dos
parâmetros 
f (Xlj.)
C.1 , 3 novas informaçSes (observaçSes; com f(Jlx)
Figura 3.1: Ilustração do conceito de inferência bayesiana.
A estimativa dos parâmetros na inferência bayesiana
requer uma função de perda associada ao problema, a qual deve
ser minimizada.
Seja q(x,u) uma função de perda quadrática;
q ( X , u ) = ( x - u ) ' ( * q )  (3.5)
= x 'x 2x 'u + m 'u = mínimo 
d[q(x,u))/d* = 2x - 2u = 0 
>S = vj 
F.(x) = E(q> = u
E(x) = q (3.6)
Usando a (3.6), a definição da matriz variância cova
riância do vetor x 4:
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C = E( (x-F(x>) . (x--E(x)) '>
A
C = F.íxx') 2.X.EÍX'} + E( x ) . E( x ' )x '
Cx = Fíxx') - 2.E(x).E( x ') + EíxJ.EÍ*')
Cx = E(xx'> E(«}.E(x'J (3.7)
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A expressão (3.6) mostra que a média da distribuição 
de probabilidade é a estimativa que minimiza a função de perda 
quadrática. A igualdade lá afirmada prova que a média Et#) é 
um estimador imparcial da média populacional y. A matriz va 
riância-covariância C*, da expressão (3.7), tem a propriedade 
do traço mínimo (GEMAEL 1211), o que representa uma perda es 
perada mínima. Então, através da função de perda quadrática, a 
inferência bayesiana também proporciona estimadores imparciais 
e de variância mínima.
Tomando-se como exemplo a função densidade de proba 
bilidade normal posterior, as suas estimativas bayesianas se 
guem três situações distintas;
(a) média desconhecida e variância conhecida
(b) média conhecida e variância desconhecida
(c) média desconhecida e variância desconhecida
No primeiro caso, as expressões dos estimadores são 
apresentadas em abundância na literatura especializada. Citam- 
se, por exemplo, as referências 1051, 1071, 1261, 1561. BEKMAN
& COSTA NETO 1051 apresentam a solução para a situação (b). E 
para o ültimo caso, aquele que mais se aproxima da realidade 
dos dados fotogramétricos, citam-se as referências 1051 e 
1071 .
P05SLER 1071 deduziu as expressões das estimativas 
bayesianas para o modelo 1inear(izado) clássico e também para 
o caso em que há informação prévia relevante, baseado em dis­
tribuições normais mu 11ivariadas, as quais seguem abaixo.
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Para o modelo 1inear(izado) clássico:
a = (A 'PA)"1 . A 'Pl.
Cx= o* (A 'PA)"1 (3.0)
<?o = y 'Py / (n-u -2)
Para o modelo 1inear(izado) com informação prévia re
1evante:
*  = ■ ( A ' P A  -f R . ) " 1. (A 'P1 + Pv L  )
a X A
C = Oz0 (A 'PA H PY f (3.3)
A
(y 'Pv ' <n-2)
2a0 comum a ambos os conjuntos de dados.
A perda de dois graus de liberdade, na estimativa da 
VUP posterior, justifica-se por causa dos dois parâmetros in­
cógnitos da função densidade de probabilidade normal multiva- 
riada postulada previamente, a saber, o vetor de médias e a 
matriz variância-covariância. Observe-se que na estimativa 
clássica, adotando-se o critério de mfnimos quadrados, nâo há 
necessidade de postular-se ou adotar-se uma função densidade 
de probabilidade, razão porque os graus de liberdade expressam
3?
apenas a diferença entre a quantidade de equaçóes e incógni­
tas. Obviamente, para um nümero elevado de graus de liberdade, 
a diferença não é significativa.
Ainda para o modelo 1inear(izado) com informação pró 
via relevante, mas com VUP's distintas e incógnitas para cada
conjunto de dados .-
*  = ( A ' P A / a o  + Px / ° x  )_1. ( A ' P L / a ^  + PX 1 >
C = (A 'PA/ ol + PY /aY >-1 (3.10)
A A A
<?o= v'Py/(n-u) ,• = yx'Px vx /(n-u>
As expressSes de , <?o e <?x s3o apenas aproximadas.
A solução rigorosamente exata n<So é posBÍvel (VANICEK &
KRAKIWSKY 1531), porque obtóm-se um sistema de equaçóes compa­
tível, mas indeterminado (uma equação a duas incógnitas) para 
as estimativas das VUP's.
3.2 Fundamentos do ajustamento generalizado
Usualmente, as variáveis submetidas a um modelo mate­
mático de ajustamento sâo separadas em observaçóes e parâme­
tros incógnitoB. Ho caso específico de fototriangulaçSo por 
feixes de raios, por exemplo, as fotocoordenadas e pontos de
controle s3o observações © a orientação exterior das fotos e 
as coordenadaB-objeto doB pontOB de passagem s3o incógnitas 
(parâmetros) independentes entre si e relacionadas às observa­
ções através do modelo matemático funcional (equações de coli- 
nearidade). 0 ajustamento das observaçõeB, geralmente, é r e a ­
lizado pelo método paramétrico com injunções de peso (informa 
çâo de referencial) aos pontos de controle.
O estágio tecnológico atual proporciona métodos e 
equipamentos especialmente desenvolvidos para determinar a p o ­
sição e orientação do sensor no espaço. Estes métodos e equi­
pamentos reunidos constituem os sistemas de posicionamento do 
sensor. Geralmente, a posição e a orientação de um sensor (ae- 
ro ou espaço-transportado) sâo incógnitas, na concepção clás­
sica das fototriangu 1 ações, conforme mencionado no parágrafo 
anterior. O emprego de sistemas de posicionamento do sensor em 
projetos fotogramétricos visa essencialmente a substituição do 
controle convencional (pontos de controle). Embora esta meta 
ainda nâo esteja atingida em níveiB satisfatórios de acurácia, 
muito se tem feito nesta direção, permitindo antever, em um 
futuro próximo, a realização de fototriangu 1 ações sem controle 
convencional. Assim, os pontos de controle (atualmente, neces­
sários e indispensáveis) poderão continuar sendo informaçõe-s 
relevantes, ainda que facultativas.
Simbolicamente, as expressões matemáticas utilizadas 
em fototriangu 1 ações por feixes de raios, podem ser escritas 
da forma geral Beguinte:
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x = Fx (f ,cú ,<p »K ,Xc, Yc,Zc,X, Y,Z)
(3.11)
y = Fy (f ,w ,<p ,k ,Xc,Yc,Zc,X,Y,Z)
onde
f i distância focal calibrada da câmara
x,y : coordenadas fotogramétricas de pontos-imagem (observa
ç5es)
X ,Y ,Z : coordenadas de pontos-objeto (incógnitas)
e os demais elementos foram definidos no parágrafo anterior.
Considerando a possibilidade de medir e registrar os 
parâmetros, ou um grupo deles,.medi ante o uso de sistemas de 
posicionamento da câmara (̂  , 4> ,< , Xc , Yc , Zc) e considerando, tam 
bóm, que a realização da filtragem progressiva proporciona 
boas aproximações (quase observações) para as coordenadas-ob- 
jeto (X,Y,Z) dos pontos a serem triangu 1 ados, as variáveis 
mencionadas podem ser admitidas como "observaçóes" nas expres- 
80es (3.11).
A observação de parâmetros por meio de equipamentos 
especiais nem sempre propicia redundância de observações para 
a mesma variável (parâmetro). Na falta de redundância, isto é, 
ünica observação, a variância da observação do parâmetro pode 
ser assumida proporcional à precisão nominal do instrumento.
EBta é uma das maneiras pelas quais é possível a atribuição de
pesos aos parâmetros. Entâo, a capacidade resolutiva do equi
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pamento propicia um grau d© conhecimento prévio, o qual é as­
similado como variância, a menos de um fator, e esta é trans­
formada em peso do parâmetro. Por outro lado, a dispersão das 
coordenadas-objeto doB pontoB dê passagem pode ser obtida da 
filtragem progressiva e a correspondente matriz dos pesos o b ­
tida da MVC inversa, multiplicada por um escalar.
Lançando mâo de um conhecimento prévio a respeito dos 
parâmetros, torna-se cômodo tratar todas as variáveis do mode­
lo matemático como observações, embora de origens distintas, 
porque é possível associar a elas uma matriz de dispersão (ma 
triz variãncia-covariância). Esta consideração conduz a um 
ajustamento pelo método das equaçõeB de condição (correi atos), 
uma vez que apenas "observações" participam do modelo (SCHMID 
& SCHMID 1471). Sob este aspecto o vetor de "resíduos" v é a 
incógnita do problema e a solução é (cf. APÊNDICE 8):
v = - P'1 .B^BP^B')"1«
sendo w o vetor erro de fechamento (discrepância do modelo ma­
temático funcional). A matriz (BP_1B') tem dimensões (2m,2m), 
sendo "m” a quantidade de pontos imagem observados. No caso, 
"?m” coincide com o total de fotocoordenadas observadas.
Por outro lado, a incorporação do conhecimento prévio 
dos parâmetros na forma de injunções relativas (ou de peso) 
conduz a um ajustamento com todos os parâmetros ponderados 




* = • (A'PA + P >"Í(A'PJL f P 1 )X X X
P = ol .c;1 ; P = a2C -1ü l X 0 X
Tal procedimento é mais conveniente do ponto do vista 
computacional, uma vez que a ordem da matriz de coeficientes 
das equações normais 6 (u,u), consideravelmente menor do que a 
anterior <2m,2m), sendo "u" a quantidade de parâmetros do pro­
blema. A matriz P (peso dos parâmetros) adiciona informaçõesX
a respeito da qualidade dos parâmetros medidos diretamente com 
emprego de equipamentos apropriados, no caso da posição e 
orientação do sensor, ou das coordenadas-objeto dos pontos de 
terreno submetidos à filtragem progressiva.
Se P ••••> 0 ==> variável livreX
Se P --> oo ==> constante
A
A estimativa da VUP "a posteriori", quando incógnita 
e comum a ambos os conjuntos de variáveis, é dada pela expres­
são
<?0 = <V'PY + V 3 C ^ >  / (n+i_u)
onde "i” é a quantidade de parâmetros observados introduzidos 
na forma de injunções de peso.
Em suma, o conjunto das expressões abaixo representa 
a solução do ajustamento generalizado.
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* = - (A'PA + P >-1. <A'P] *- P 1 )X X X
C = o2o (A 'PA + P )_1x u x
(3.12)
= (v'Py <■ y'P v ) / (nM -u)u * X x “x
onde
No caso em que há duas VUP 's distintas, a solução 
através do ajustamento generalizado coincide com aquela dada 
pela inferência bayesiana (3.10), lembrando seu caráter apro • 
x i mado.
3.3 0 problema do controles inferência bayesiana e ajus­
tamento generalizado
Na fototriangulação clássica, a determinação de coor­
denadas do pontos no espaço-objeto depende das observaçSes de 
fotocoordenadas e dos pontos de controle. Destes, é importante 
destacar o seu papel, qual seja, o de realizar o referencial 
para a triangulação. Erros grosseiros podem ocorrer nos dois 
tipos de dados (fotocoordenadas e pontos de controle). Consi­
derando ausência de eg nos dados de pontos imagem, se as in- 
formaçSes referentes aos pontos de controle estiverem corre­
tas, a rede de pontos de referência estará bem determinada e a 
triangulação seguirá sem problemas. Entretanto, informaçSes dê 
controle erradas implicarão em má realização do referencial,
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tendo como consequência prática fotocoordenadas "aparentemen­
te" erradas (ou suspeitas) e baixa precisão externa daB coor­
denadas estimadas para os pontos-objeto. Este interessante as­
sunto está sendo pesquisado por Henrique Firkowski, para a sua 
dissertação de mestrado (Curso de Põs-Graduação em Ciências 
Geodésicas da Universidade Federal do Paraná), cujo objetivo é 
estudar as consequências da introdução de eg nos pontos de 
controle, tomando por base o programa BLUH. LUGNANI & MITISHI- 
TA (1371, 1381) recentemente estudaram a detecção de eg em
pontos de controle, tendo por base a filtragem progressiva 
(cf. também 1421).
Uma outra maneira de abordar o problema do controle é 
efetuar a fototriangu 1 ação sem pontos de controle. Neste caso, 
a realização do referencial deve ser feita de outro modo; por 
exemplo, lançando mão de um conhecimento prévio dos parâme­
tros. Este conhecimento pode ser subjetivo ou objetivo. Se 
subjetivo, baseado na experiência do investigador, os funda­
mentos pertencem ao campo da inferência bayeBiana. Se objeti­
vo, baseado na evidência de um experimento, os fundamentos 
pertencem à estatística clássica.
Recorrendo às expressSes (3.10) e lembrando que re­
presentam as soluç5es coincidentes do ponto de vista bayesiaao 
e do ajustamento generalizado, para estimativa do vetor x, ve­
rifica-se que a informação prévia a respeito dos parâmetros é
introduzida pela matriz P , a qual pode até mesmo ser numeri-X
camente igual nos dois casos. A diferença é, portanto, absolu­
tamente conceituai, dependendo se P^ expressa conhecimento 
prévio subjetivo ou objetivo.
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A adição da informação prévia relevante a respeito 
dos parâmetros elimina a singularidade da matriz das equaçóes 
normais, possibilitando Bolucionar o vetor £ sem o cálculo da 
pseudo-inversa. A origem, orientação e escala do referencial 
são estabelecidas implicitamente pelas coordenadas ponderadas 
dos pontos envolvidos (centros perBpectivos e pontos-objeto).
± interessante analisar as consequências da atribui­
ção de pesos aos parâmetros ("quase-observaçSes"). Veja-se a 
tabela 3.1: as situaçSes A e D são corretas e desejáveis. A 
situação B é apenas indesejável, uma vez que pode ser inter­
pretada como a omissão de uma observação em um conjunto supe­
rabundante. Por outro lado, a situação C é indesejável e into­
lerável, porque aparenta a inclusão de um eg em uma "quase-ob- 
servação".
"quase- iqualidade
 sbsenyaclQ”! .feea .l .roá
I grande I A I C
pesol I I
I pequeno I B I D
Tabela 3.1: "Quase-observação" - peso versus qualidade.
EBta análise desperta para o cuidado que se deve ter 
na ponderação generalizada dos parâmetros. Bem por isto, pare­
ce adequado aplicá-la após a filtragem progressiva, quando o 
grau de conhecimento a respeito dos parâmetros é suficiente 
para uma ponderação coerente.
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4 METODOLOGIA EXPERIMENTAL
A fototriangu 1 ação é uma tarefa assentada em uma teo­
ria que possibilita trabalhar com um modelo funcional relati­
vamente simples. Entretanto, o modelo estocástico associado às 
variáveis aleatórias do modelo funcional não é desenvolvido 
para operar com observações afetadas por eg. A prática das fo­
totr i angu 1 ações ensina que informações indesejáveis (erros 
grosseiros) não raro estão presentes nos dados. Por isto, ge­
ralmente, a fototriangu 1ação é uma tarefa complexa. É possível 
solucionar o vetor de incógnitas de um bloco de feixes de 
raios, sob o princípio da máxima verossimilhança, sem a pre­
sença de pontos de controle, baseado no conceito da inferência 
bayesiana. A subsequente análise dos resíduos é realizada pelo 
método de Pope. Para verificação desta tese, a parte experi­
mental do trabalho requereu a elaboração de um programa de 
cálculo computacional de ajustamento de observações, baseado 
no método de fototriangu 1 ação por feixes de raios. A solução 
bayesiana, coincidente com a do ajustamento generalizado, foi 
adotada. 0 teste estatístico aplicado aos resíduos é baseado 
no método de Pope.
4.1 Elaboração e teste do programa computacional
0 programa computacional contém três rotinas princi­
pais, a saber; entrada, processamento e saída. Programado em
linguagem FORTRAN, eBtá instalado no sistema DEC-10 do Centro
de Computação Eletrônica da Universidade Federal do Paraná.
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A rotina de entrada acessa cinco arquivos em disco, 
contendo os dados a serem processados. 0 primeiro arquivo con­
tém os nomes doB demais arquivos de dados e os números de con­
trole, tais como, quantidade de pontos e fotos, critério de 
convergência, etc. Os outros quatro arquivos são de fotocoor- 
denadas, de orientação exterior das fotos, de coordenadas 
aproximadas dos pontos-objeto e de coordenadas corretas dos 
pontos-objeto.
0 processamento dos dados flui através de um algorit­
mo iterativo, uma vez que o modelo matemático funcional (equa­
ções de colinearidade) é linearizado adotando-se os dois pri­
meiros termos da série de Taylor. As equações de colinearidade
são consideradas sem parâmetros adicionais, porque as fotoco- 
ordenadas foram geradas sem erros sistemáticos (cf. 4.2). 0
programa aceita ponderação dos elementos de orientação exte­
rior das fotos e de coordenadas de pontos-objeto.
Através da rotina de saída, o resultado pode ser lis­
tado em impressoras ou armazenado em disco.
4.2 Simulação de um bloco de feixes
Inicialmente, foi definida uma malha de 25 pontos-ob­
jeto idealizados sobre um terreno pouco movimentado e obede­
cendo a uma distribuição aproximadamente regular (fig. 4.1). 
Dez fotografias aéreas foram idealizadas na escala aproximada 
1:10000, de modo a garantir superposição longitudinal e trans­
versal de cerca de 60X x 30X, respectivamente. Em algumas fo-
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tos foram admitidos movimentos angulares inferiores a 2 sexa- 
gesimais. Há 4 fotos com 6 pontoB-imagem e 6 fotos com 9 pon­







I» Hl II tul,’,l l/.l (■) |V|
Figura 4.1; Esquema dos pontos-objeto e do nadir da fotos.
Há, portanto, 2.(6.4+9.6) = 156 equações de ob- 
servaçSo e 6.10+3.25 = 135 parâmetros a determinar, perfazen­
do um Bistema de 21 equações superabundantes. Se todos os pa­
râmetros forem ponderados, Justificados por um conhecimento 
prévio, chega-se a um sistema com 156 graus de liberdade, exa­




Ab fotocoordenadas calculadas sob a suposição de co- 
linearidade rigorosa, isto é, ausência de erros sistemáticos, 
representam valores ideaiB. A esses foram adicionados erros 
randõmicoB não superiores a três desvios-padrões. Um desvio- 
padrão ( o ) foi feito igual a 5 ym.
Os pontos-imagem assinalados na figura 4.2 represen­
tam os locais e componentes x,y de ocorrência de eg, cujas 
quantidades foram: 2 eg (ponto n£ 3), 6 eg (n2s 1, 3 e 5) e 10 
eg <1 a 5). Em termos percentuais, 2 eg equivalem a cerca de 
1,3%, 6 eg a cerca de 3,8% e 10 eg a aproximadamente 6,4% do
total de observações. Admite-se que o percentual de 1,3% r e ­
presente uma pequena quantidade de eg, os 3,8% representem um 





Figura 4.2; Ocorrência de eg naB componentes daB fotocoords.
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4.3 Solução bayesiana
Foi apresentada no capítulo anterior a coincidência 
das soluções bayesiana e do ajustamento generalizado, quando 
se admitiu que havia duas VUP distintas; uma (ao) para o grupo 
das observações (fotocoordenadas) e outra (a2) para o grupo de 
"quase-observaçõeB" (parâmetros ponderados). A solução imple­
mentada no programa computacional é o conjunto das equações 
(3.10). O critério de convergência adotado foi baseado nas co- 
ordenadas-objeto, cuja diferença entre duas iterações consecu­
tivas deveria ser inferior a 0,1 m. A variância prévia dos pa­
râmetros foi de 10 m 2 e 100 m 2. Quando de 10 m 2, os valores 
aproximados dos parâmetros estavam fora da verdadeira posição 
em até, no máximo, 5 m. Quando de 100 m 2, em até, no máximo, 
15 m. Variâncias menores conferem à geometria do bloco maior 
rigidez e vice-versa.
4.4 Teste estatístico para erros grosseiros
0 teBte estatístico para a DLAEG implementado no pro­
grama computacional é baseado no método de Pope (cf. 2.4.2). 0 
teste é realizado da seguinte maneira;
i) Após a convergência (pressuposta por causa da prévia
e hipotética realização da filtragem progressiva) da solução 
bayesiana, geralmente em três iterações, todos os resíduos pa­
dronizados, referentes às fotocoordenadas, são testados ao ní­
vel de significância de IX, contra o critério de rejeição (c),
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sondo rejeitadas as observações (fotocoordenadas) correspon­
dentes aos resíduos que suplantarem este valor. A "rejeição" é 
feita atribuindo às observações um peso muito pequeno (10 10>. 
Evidentemente, se nenhuma observação fõr considerada suspeita 
de conter eg, passa-se a i i i.
A: Entrada dos dados
B: Filtragem progressiva hipoteticamente realizada 
C: Solução bayesiana até convergência numérica dos parâmetros 
D: Teste estatístico para a DLAEG (método de Pope)
E; Adição dos pontos de controle e solução bayesiana final até 
convergência numérica dos parâmetros 
G; Saída dos resultados 
H; Atualização dos parâmetros
J: Teste para saber se eg sâo os mesmos da fase anterior;
válido para fase - 2 
Fi Fim.
Fig. 4.3; Fluxograma abreviado dos principais passos
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ii) Nova solução é calculada e após a convergência (ago­
ra, geralmente, em 2 iteraçCes) novamente é aplicado o teste 
sobre os resíduos... Este procedimento é repetido até que n e ­
nhuma das observaç&es remanescentes seja rejeitada, 
iii) £ calculada a solução definitiva com a inclusão dos
pontos de controle, sem a presença das observaçSes considera­
das suspeitas de conter eg.
4.5 Erro médio quadrático e desvio-padrão estimado
ü erro médio quadrático (EMQ) expressa claramente a 
precisão externa da solução, enquanto que o desvio-padrão es­
timado (DPE) exprime a precisão interna. Os EMQ são os valores 
médios dados pela expressão
1 / 2
EMQ = (I D? /(n-1))1 1
onde "D^” é a diferença entre o valor estimado e o valor ver­
dadeiro das coordenadas e "n" é a quantidade de coordenadas 
(tamanho da amostra), no caso, 21. Os DPE são valores médioB 
obtidos pela expressão
1/2
DPE = (I S?/(n-l>>
1 1
onde é a variância estimada para a i-ésima coordenada con­
tida na diagonal principal da matriz variância covariância dos 
parâmetros ajustados, C = (A'PA + P )_1 , com a ressalva que as
A A
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VUP's "a posteriori" sâo feitas iguaiB a 1. A justificativa 
para esta igualdade seria tranquila, se a realização do teste 
de X2 » para as VUP's (Oq e o£) fornecesse evidência para nSo 
rejeitar a hipótese básica da igualdade entre as VUP's "a 
priori" e "a posteriori", sendo que as VUP's "a priori" foram 
arbitrariamente escolhidas iguais a 1. Entretanto, dado o ca­
ráter aproximado das expressóes C , Go e a* , em (3.10), o ri-
A X
gor do teste estatístico ó incompatível com a solução aproxi­
mada, porque aumentam-se os riscos de ocorrência dos erros ti­
pos 1 e 11, referentes à hipótese básica. Em outras palavras, 
os limites para o intervalo de existência do parâmetro esta­
tístico variância s3o desconhecidos e, por extenBâo, os riscos 
mencionados também sSSo incógnitos. Desta maneira, é feita a 
imposição de que ambas as VUP 'b "a posteriori" sejam iguais a 
1.
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5 RESULTADOS E DISCUSSXO
Esta seção apresenta e discute os experimentoB e os 
resultados obtidos na parte experimental do trabalho. São mos­
trados apenas os experimentos considerados finais, para efeito 
de análise, em função dos objetivos propostos. Entretanto, uma 
palavra deve ser dita a respeito dos experimentos prelimina­
res .
Os experimentos realizados, considerados significati­
vos para a presente discussão, são mostrados na fig. 5.1, on­
de VEG é "valor do eg” introduzido nas fotocoordenadas, VPP é 
a "variância prévia dos parimetroB" atribuída aos elementos de 
posicionamento da câmara e aos pontos-objeto e QEG é a "quan­
tidade de eg” nas fotocoordenadas.
XV
10
Figura 5.1: Esquema das características dos experimentos rea- 
1izados
Da figura acima, vê-se que foram realizados doze ex­
perimentos, variando-se as características VEG, VPP e QEG. 
Além destes, doiB outros foram realizados, sem a ocorrência de 
eg, alterando-se apenas as variâncias dos parâmetroB.
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Evidentemente, apresentar e diBcutir cada um deles 
pareceria monótono e poderia prejudicar a análise do desempe­
nho do método proposto para a DLAEG. Por esta razSo, optou-se 
pela apresentação das características e dos resultados de to­
dos os experimentos em conjunto.
5.1 Experimentos preliminares
Os experimentos iniciais basearam-se na hipótese de 
que os ângulos de rotação (orientação) da câmara (to,<J>,k ) deve­
riam ser de no máximo I3o I em módulo, de acordo com as especi- 
ficaçóes para aerolevantamentos fotogramótricos, geralmente 
recomendadas. Assim, para um bloco de fotos aéreas verticais, 
média de 0o e desvio-padrâo de 2o, para os ângulos, pareciam 
ser uma diBtribuiç^o adequada para estas variáveis aleatórias. 
A idéia de incorporar estas informaçóes ao ajustamento das ob- 
servaçóes do bloco, na forma de "um conhecimento prévio a res­
peito dos parâmetros" era atrativa, no sentido de aumentar a 
rigidez geométrica do bloco e melhorar a DLAEG, isto é, a con­
fiabilidade da solução. A idéia sugeria que a influência dos 
possíveis eg deveria restringir-se às imediaçóes do local de 
ocorrência. Em outras palavras, os eg ou n3o deveriam propa­
gar-se para outros parâmetros e observaçóes que nâo se vincu­
lassem diretamente com a observação errada, ou a propagação se 
ria atenuada. Os experimentos, entâo, foram realizados, com eg 
presentes nas fotocoordenadas e sob suave ponderação das coor­
denadas dos centros perspectivos (posição) da câmara. Os re-
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sultados, quanto à DLAEG, foram insatisfatórios © decepcionan­
tes .
Novos experimentos foram esboçados, com a ponderação 
das coordenadas dos centros perspectivos aumentada em relação 
à ponderação dos ângulos de rotação. Os resultados mostraram 
alguma melhoria, quanto à restrição da propagação dos eg, o 
que permitiu concluir que o conhecimento prévio dos parâmetros 
de posição da câmara estava beneficiando de algum modo. Contu­
do, os resultados não possibilitaram a localização dos eg, uma 
vez que as suas influências foram apenas levemente atenuadas.
Baseado nestes resultados, pode-se dizer que os parâ­
metros de translação da câmara são dominantes em relação aos 
de rotação. Assim, surge uma primeira discussão sobre a espe­
cialização dos sistemas de posicionamento de câmaras aéreas: 
parece maiB indicado o sentido de tranBlação em vez de orien­
tação da câmara.
Outras tentativas foram feitas, como, por exemplo, a 
manipulação de pesos de fotocoordenadas e de parâmetros, sepa­
rada ou conjuntamente. Os resultados foram desanimadores, isto 
é, os eg intencionalmente introduzidos raramente foram locali­
zados .
A manipulação dos pesos é vista como um método robus­
to para a DLAEG. Por método robusto entende-se aquele que for­
nece estimativas de parâmetros que pouco ou nenhuma influência 
recebem de observações inconsistentes. Este método tem sido 
utilizado com relativo sucesso em alguns programas de foto- 
triangulação. Basicamente, estabelece-se uma função analítica 
de peso para as observações, p = f(v), tal que f(v) calcula
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pesos (p) menores para módulos de resfduos (tvl) maiores e vi­
ce-versa. Após a convergência da solução, novos peBos são cal­
culados; grandes resfduos correspondem a pesos pequenos e isto 
praticamente exclui a contribuição da observação na reavalia­
ção da próxima estimativa. 0 procedimento é repetido ató nova 
convergência e novos pesos são calculados e, assim, sucessiva­
mente. Novamente deve-se notar que a convergência da solução é 
requerida e iBto, efetivamente, em fototriangu 1 ação, tem sido 
possfvel após a filtragem progressiva. 0 baixo custo computa­
cional e a facilidade de programação e de implementação são os 
fatores mais favoráveis à adoção deste método. Entretanto, por 
razões já comentadas (cf. 2.4.1), a redundância geométrica do 
ponto não é considerada, sendo este o fator mais desfavorável. 
São possfveis, sob um alto risco, a exclusão (rejeição) de um 
grande nümero de observações corretas e a não-rejeição de ob­
servações erradas. Além disto, o método é muito dependente da 
estabilidade geométrica da rede, isto é, requer boa distribui - 
ção e densificação dos pontos de controle (JUHL 1291).
Contrariamente a esta exigência (cf. 2.6 e 3), a pre­
sente tese visa substituir ou complementar o controle conven­
cional, lançando mão de um conhecimento (subjetivo ou objeti­
vo) prévio dos parâmetros. Talvez por isto, aB tentativas rea­
lizadas no sentido de manipular os pesos das fotocoordenadas, 
inicialmente, não Batisfizeram à expectativa, quanto à DLAEC. 
Em seguida, foi tentada a manipulação conjunta dos pesos das 
observações e dos parâmetros e, por ültimo, a manipulação dos 
pesos dos parâmetros isoladamente, com o algoritmo de Pope pa­
ra as fotocoordenadaB. Todas estas tentativas proporcionaram
resultados desanimadores e, às vezes, até incompreensíveis. As 
prováveis causas do insucesso, em termos de resultados, podem 
ser a reduzida quantidade (intencional) de pontos de controle 
e/ou inadequada ponderação relativa entre as variáveis. Daí, a 
necessidade de melhorar o modelo estocástico, obtendo soluções 
de melhor aproximação.
5.2 Da DLAEO em fotocoordenadaa
A tabela 5.1 sintetiza os resultados referentes aos 
quatorze experimentos realizados, os quais foram separados em 
sinco grupos, conforme mostrado na coluna 1. As colunas enca- 
seçadas por DLAEG representam C detecções corretas, E detec­
ções erradas e F falhas ou omissões, isto é, nem deteccõo cor­
reta, nem detecção errada. A ocorrência de E pode ser compara­
da ao "erro tipo I" da teoria dos testes de hipóteses estatís­
ticas e F ao "erro tipo 11". As colunas B e  9 representam, 
respectivamente, o número de graus de liberdade e a VUP (va­
riância da unidade de peso) "a posteriori" referente às foto- 
coordenadas (cf. (3.10)). A décima coluna mostra o valor abso­
luto do maior resíduo entre os remanescentes, isto é, todos 
os resíduos menores do que este valor referem-se às observa­
ções nâo rejeitadas pelo teste estatístico, o que efetivamente 
é um indicador de confiabilidade. A última coluna mostra o nú­
mero de iterações (NI) até o final da detecção dos eg mais ( + )
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Tabela 5.1: Síntese dos
_______ ESTAIíSIIQA____
GL I VUP I máx VI NI
_______________ (8)i__(9i_i_(10i_i_(111
- I 21 I 1,891 9,4 I 3+2 
z____ z___ z__ L_2i_i 3j.êêl âo.8_i 3+2
2 0 0 I 19 I 2,511 7,4 I 5+2
3 1 3 I 17 I 3,311 7,3 I 11+2
 1____ 0___ 9__i_20_i_l 1 J_22i_16J.8_i__5+2
2 0 0 I 19 I 1,271 7,3 I 7+2
3 0 3 I 18 I 4,201 9,0 I 9+2
 1 ___0____9__i_20_i_10J.98i_16J.4_i__5+2
2 0 0 I 19 I 1,321 7,4 I 5+2
5 5 1 I 11 I 1,241 4,8 I 17+2
5____ 0___ 5__i_16_i_12JL01i_20J.l_i_ll+2
2 0 0 I 19 I 1,271 7,4 I 5+2
4 3 2 I 14 I 2,111 7,5 I 13+2
5 0 5 I 16 I 11,871 20,1 I 11+3
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resultados dos experimentos realizados
Os grupos de testes G1 e G2 apresentam a ocorrência 
de pequenos eg (6a =30 ym) e G3 e G4 eg considerados médios 
(18 a=90 ym). Esta magnitude para médioB eg representa aproxi­
madamente o limite inferior da capacidade de detecçSo da fil­
tragem progressiva, hipoteticamente realizada. 0s grupos G1 e 
G3 e o teste GOA representam a situação de maior rigidez geo­
métrica do bloco, comparada à situação dos grupos G2 e G4 e o 
teste G0B, por conta da VPP. Em todos os grupos, de G1 a G4, 
os eg estâo em pequena, média e grande quantidade.
5.2.1 Resultados sem erros grosseiros
As duas primeiras linhas da tabela apresentam as ca­
racterísticas e os resultados dos experimentos sem eg, em si- 
tuaçSes distintas de conhecimento prévio dos parâmetros. A di­
ferença marcante é o resultado da VUP, a qual praticamente do­
bra quando a VPP aumenta de dez vezes. Em outras palavras, a 
VUP varia inversamente à rigidez geométrica do b-loco.
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5.2.2 Resultados com erros grosseiros
Os três experimentos realizados dentro de cada grupo 
com eg confirmam que a DLAEG piora com o aumento da QEG. C u ­
rioso é que para média QEG o número de iteraçSes é superior 
àquele correspondente à grande QEG. Uma possfvel explicaçào 
para isto é que uma grande QEG, distribuída ao longo do blo­
co, acarreta um espalhamento mais regular de resíduos afetados 
por eg. Pelas expressSes (2.11) e (2.12) observa-se que ”ã " é 
aumentado por causa de ”o o" e "w^" pode ser diminuído, Be • 
nào aumentar na proporçào de " 5 .  A diminuiçSo de " para 
níveis inferioreB ao critério de rejeiçSo ”c" faz com que a 
observação nào seja rejeitada. Estas nào-rejeições em grando 
número permitem uma rápida convergência, ainda que sobre fal­
sos valores. Deve ser lembrado que a convergência, neste caso, 
n3o é apenas referente ao aspecto numérico e sim em termos da 
necessidade de repetir o algoritmo de detecçSo (cf. fig. 4.3). 
Enquanto isto, diante de média QEG o teste estatÍBtico perma­
nece sensível, eliminando correta ou erroneamente (ou falhan­
do), o que faz aumentar as iteraçSes.
5.2.2.1 Com VEG pequeno (6o) e aumento da VPP
A análise dos resultados do grupo G1 em relaçào ao 
grupo G2 mostra que, para pequena QEG, a VUP diminui, porque 
as fotocoordenadas passam a ser mais importantes na hierarquia 
dos pesos. Quando a QEG é média, o algoritmo fica um pouco 
prejudicado, detectando mais (certo ou errado). Neste caso, o
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aumento da VPP torna a detecção menos confiável, embora a VUP 
seja maior. Quando há grande QEG, os reBultadoB perdem a con­
fiabilidade; as VUPs sâo grandes e praticamente iguais, inde­
pendentes do rigor geométrico do bloco. No grupo G1 há melhor 
equilíbrio entre os pesos de fotocoordenadas e de parâmetros 
conhecidos "a priori". No grupo G2 há dominância dos pesos das 
fotocoordenadaB em relação aos dos parâmetros, fato que expli­
ca NI maior, pois há uma tendência do sistema de "empurrar” os 
erros (correções) para as variáveis de menor peso.
5.2.2.2 Com VEG médio (18a) e aumento da VPP
A análise dos grupos G3 e G4 revela que, para a QEG=6 
(média quantidade), quando há maior equilíbrio (G3) entre os 
pesos de fotocoordenadas e de parâmetros, as detecções corre­
tas (C) e erradas (E) sâo em maior número. Também prevalece a 
característica do maior NI. Há maiB falhas (F) quando as foto­
coordenadas têm maior peso relativo (G4). Nota-se que em G3B 
foram eliminadas dez observações (cinco indevidamente). Isto 
fez com que a VUP se tornasse menor, em comparação à do G4B, 
com sete eliminações (três indevidas). Deve-se notar que, em­
bora haja falhas, isto é, observações com eg nâo rejeitadas, 
suas influências s3o atenuadas através da eliminação de obser­
vações corretas (erro tipo 1). Estas eliminações e o maior NI 
fazem com que a forma quadrática doB resíduos seja diminuída e 
consequentemente a VUP também diminua. Claramente, os resulta­
dos da VUP de G3B e G4B são enganosos, porque induzem a não 
rejeitar üma hipótese falsa (erro tipo II). Quando a QEG é pe­
56
quena ou grande, os resultados se equivalem, quanto à DLAEC, 
sendo satisfatórios para QEG=2 e de baixa eficiência quando 
QEG=10.
5.2.2.3 Com VPP pequena e aumento do VEG
0 grupo G3, quando comparado ao G1, indica melhor 
eficiência do método DLAEG, uma vez que aumenta o número da 
eliminações corretas (C) e diminui o número de falhas (F) , pa­
ra médias e grandes QEG. Quando a QEG=2, a VUP referente ao 
G3A é quase metade da VUP do G1A, sendo que o máximo resíduo 
absoluto, o número de iterações e as eliminações corretas (C) 
são iguais. (Talvez, ajexplicação para este fato Beja que um 
eg pequeno (6ó), antes de ser localizado, distribua seus efei­
tos sobre outras observações, enquanto que um eg de tamanho 
médio (18a), mais fácil de ser localizado, tenha seus efeitos 
bloqueados pela ação do teste estatístico para a DLAEG.) Quan­
do os eg são de médio VEG, mesmo na presença de grande QEG, o 
algoritmo de detecção trabalha melhor; é o que mostra a compa­
ração dos experimentos G1C e G3C. Em suma, mantendo-se a rigi­
dez geométrica do bloco, a DLAEG funciona melhor se os eg fo­
rem de tamanho médio.
5.2.2.4 Com VPP grande e aumento do VEG
A comparação dos resultados do G4 em relação ao G2, 
no geral, indica melhor eficiência da DLAEG, semelhante à aná­
lise dos grupos 1 e 3. Confirma também, através do número de
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Iterações, a dificuldade de se localizar pequenos eg (G2A e 
G2B) em comparação a médios eg (G4A e G4B). Quando há grande 
QEG, a convergência é rápida, porém, se dá sobre pontos fal­
sos, conforme Já comentado. Embora, no grupo 4, o valor do eg 
seja maior, a VUP é menor em G4B, em relação a G2B, porque 
houve um número maior de acertos (C) e menor número de falhas 
(F) na DLAEG. Além disto, três observações corretas foram eli­
minadas. Estas ocorrências conduzem a uma forma quadrática me­
nor .
5.2.3 Resumo da discussão
0 presente método de remoção de observações provavel­
mente inconsistentes (cf. fig. 4.3) pode ser interpretado como 
a automatização da idéia de rejeitar a observação associada ao 
maior resíduo em um processo repetitivo até que, a critério do 
investigador, a solução pareça satisfatória. Entretanto, quan­
do da automatização, há possibilidade de que mais de uma ob­
servação suspeita seja eliminada simultaneamente. Mais impor­
tante ainda é o fato de o critério de rejeição substituir o 
investigador na decisão sobre os valores considerados satisfa­
tórios, para terminar a busca de possíveis eg. Deve-se acres­
centar que a sequência dos passos da aplicação do teste esta­
tístico, conforme está, representa a melhor maneira que foi 
conseguida para a DLAEG (cf. 5.1).
Quando a QEG aumenta, piora a DLAEG. £ possível con­
cluir que o método de Pope, empregado após a solução bayesia- 
na, funciona quando a QEG é pequena, funciona parcialmente 
quando a QEG 6 média e não funciona quando a QEG é grande.
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Quando a VPP diminui, implica em aumentar o grau de 
conhecimento prévio dos parâmetros e melhorar a DLAEG. Contu­
do, é preciso estar atento para as situações B e/ou C da tabe­
la 3.1, isto é, a situação B é indesejável porque representa a 
omissão de uma observação em um conjunto superabundante; a si­
tuação C é indesejável e intolerável porque representa a in­
clusão de um eg em uma "quase-observação".
0 aumento do VEG no sentido de sair do limite de re­
solução dos sistemas de DLAEG para regiões de sensibilidade 
dos testes estatísticos é benéfico, pois melhora a detecção. 
Por outro lado, a ocorrência de eg com valor muito grande é 
prejudicial para os testes estatísticos. Daí, a necessidade da 
filtragem progressiva.
5.3 Da precisão externa das coordenadas de pontos-objeto
As tabelas seguintes apresentam os resultados dos ex­
perimentos referentes às coordenadas de pontos-objeto. A tabe­
la 5.2 sintetiza os resultados, baseado no conceito de "errò 
médio quadratico" (EMQ) e de "desvio-padrão estimado" (DPE) 
(cf. 4.5).
A primeira coluna de ambas as tabelas 5.2 e 5.3 ape­
nas identifica os experimentos, cujas características são as 
mesmas da tabela 5.1. As colunas 8, 9 e 10 da tabela
5.2 exprimem os valores da razão "EMQ/DPE", cujo significa­
do é o fator de deterioração, ou conservação, da precisão ex­
terna em relação à precisão interna. Por conservação entende-
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se o valor da razão menor do que 1. Isto talvez seja conse­
quência do caráter aproximado da estimativa de CY . Outra causa
A
adicional pode ser devida ao fato de se negligenciar a corre­
lação estatística dos parâmetros.
A tabela 5.3 apresenta os EMQ-X e Y em unidades de 
desvio-padrão (tf) das fotocoordenadas, lembrando que o = 5 ym. 
0 EMQ-Z, nesta tabela, é apresentado em unidades por mil me­
tros (X.) da altura de vôo (Hv).
5.3.1 Resultados sem erros grosBelros
Novamente, as duas primeiras linhas das tabelas apre­
sentam os resultados dos experimentos sem eg, alterando-se o 
grau de conhecimento prévio dos parâmetros. Os valores de EMQ 
e DPE referentes às coordenadas "planimétricaB" (cf. tab. 5.2) 
são praticamente equivalentes. Entretanto, em Z, os valores de 
EMQ e DPE, além de diferirem entre si, são significativamente 
maiores do que ob "p1animétricos", aliás como era de se espe­
rar. A mencionada diferença é mais acentuada quando a compara­
ção é feita entre os EMQ e os DPE dos experimentos. Neste ca­
so, o fator de deterioração da precisão externa é 3,1 e da 
precisão interna é 2,9, aproximadamente, quando a VPP é aumen­
tada em dez vezes. A tabela 5.3 confirma esta verificação.
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1—• - — Tl _EHQ_íbi2 1 _BEE_ln)2 i_EHQ/QEE___G 1 X l X l Z 1 X 1 Y 1 Z 1 X l Y 1 z
.(121__<2)_ í__<3)_! __Í4)_ 1_<5>_ i__IZ2 _ Í_ÍS2_! _<92_i (10)GOA 1 0,11 1 0,10 1 0,70 1 0,10 1 0,11 1 0,55 1 1 , 1 1 0,9 1 1,3
gQBI. QxlQ..l-Oj.10 1_ 2 j . 1 6 _ i_Qj.l0_l_Qxll_i_ix56_ .0,9 1 .1,4GÍAI 0,11 1 0,12 1 0,60 1 0, 10 1 0,11 1 0, 55 1 1 , 1 1 1,1 1 1 , 1GIBI 0,07 1 0,11 1 0,60 1 0,10 1 0,12 1 0, 55 1 0,7 1 0,9 1 1,1G1Ç 1. 0 l14_ i _ o x i o _ i _0j.82_i„Qx!Q_ l_Qxii_i-Qj.55 i_ix4_i _Q,9_i ..1x5G2ÃI 0,11 1 0,12 1 1 ,38 1 0, 10 1 0,11 1 1 , 59 1 1 , 1 1 1,0 1 0,9
G2BI 0, 10 1 0,12 1 1 ,39 1 0,10 1 0,12 1 1 ,59 1 1,0 1 1,1 1 0,9_Q,14_ 1-Qj.l 1_!_2x§8_ !_QxIQ_!_QxIi_i i_lx4_i ixQ_i_Ix2G3AI 0,11 1 0,12 1 0,60 1 0,10 1 0,11 1 0, 55 1 1 , 1 1 1,1 1 1,1G3BI 0,21 1 0,69 1 0,51 1 0,24 1 0,72 1 0,60 1 0,9 1 1,0 1 0,9
G3Ç 1._Q,.1.6 .l_.Qj.21_i_0X68_l_QxiQ_ l_Qx!l_i _Qx55_ i_l j l 6 _ Í „1x2G4ÀI 0,11 1 0,12 1 1 ,38 1 0,10 1 0,11 1 1 ,59 1 1,1 1 1,0 1 0,9
C4BI 0, 14 1 2,26 1 1 ,32 1 0,11 1 2,24 1 1 ,60 1 1,21 1,0 1 0,8
G4CI 0,16 1 0,23 1 1,41 1 0, 10 1 0,12 1 1 , 59 1 1,6 1 2,0 1 0,9
Tab. 5.2: Síntese dos EMQ e DPE das coordenadas de pontos-ob- 
jeto.
1 EMQ em un i da- 1
1 deg de Q 1 EMQ em
Gcupei ___»___ ___ y___ i_%j__Hv
(l) l (3) 1 (4)
GOA 1 2,3 1,9 1 0,7
_G0B_i__2x2____ 1x9__ i___2x2_
G1A 1 2,1 2 , 5 1 0,6
G1B 1 1,5 2,1 1 0,6
G1Ç_!__2j.8__1__lj.9__1___Oj.8
G2A 1 2,1 2,4 1 1,4
G2B 1 2,0 2,4 1 1,4
G2Ç_i 2j.Z i 2j_2 i 2j_9
G3A 1 2,1 2,5 1 0,6
G3B 1 4,3 13,8 1 0,5
_G3Ç_1 3 u2 ___4j.2_ i_ 0x7
G4A 1 2,1 2,4 1 1.4
G4B 1 2,8 45,3 1 1,3
G4C 1 3,2 4,5 1 1,4













Figura 5.2; Discrepâncias ■ 
a; ... quando VPP 
b ; ... quando VPP










Z nos 25 pontos-objeto 
10 m2 .
100 id2 .
Ab figuras 5.2 mostram as discrepâncias em Z em cada 
ponto-objeto em função da alteração da VPP. Percebe-se que sob 
maior rigidez geométrica do bloco as discrepâncias sâo meno­
res. Percebe-se também que a propagação dos erroB (discrepân­
ci as) é no sentido transversal às faixas de fotos, aliás como 
esperado. Isto Be dá porque há somente quatro pontos de con­
trole a 11imétricos. Entretanto, a rigidez geométrica estabele­
cida através da VPP pode controlar parcialmente a propagação.
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5.3.2 Resultados com erros grosseiros
Em geral, quando a VPP é menor, a tend§ncia de con­
servar as precisSes externa e interna é percebida na tabela 
5.2, considerando apenas as coordenadas "altimétricas". Quanto 
às "planimétricas", os resultados indicam que a alteração do 
estado de conhecimento prévio dos parâmetros é indiferente pa­
ra a precisão externa ou interna. Evidentemente, há exceçóes
(G3B, G3C, G4B e G4C) perceptíveis nas tabelas 5.2 e 5.3, que
nâo por acaso ocorrem com VEG médio (18 >.
A razão EMQ/DPE é estudada sob as influências de VEG, 
VPP e QEG. As figuras 5.3, 5.4 e 5.5 apresentam gráficos, cu­
jas ordenadas sâo a razâo EMQ/DPE e abscissas referem-se às 
características que estâo sendo estudadas. Cada eixo coordena­
do X,Y,Z é analisado separadamente.
5.3.2.1 A razâo EMQ/DPE em funçSo da QEG
A figura 5.3a representa a dependência da razão EMQ/ 
DPE da QEG em X. Para pequena QEG, a razâo é constante e pró­
xima de 1. Para média QEG, a razão ora diminui (G1 e G3>, ora
se mantém constante (G2), ora cresce (G4). Os grupos 1 e 3 têm 
em comum a VPP pequena e os grupoB 2 e 4 a VPP maior. En Cl e 
G2 o VEG é pequeno e em G3 e G4 o VEG é médio. Vê-se quo o fa­
tor tende a crescer se VPP e VEG crescem. Para grande QEG, a 
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A figura 5.3b tem a mesma função da anterior, conBi- 
derado o eixo Y. Para pequena e média QEG, a razâo é pratica­
mente constante e próxima de 1. Isto pode significar que a ra­
zão no eixo Y é menos suscetível às variaçóes VEG e VPP. Para 
grande QEG, quando VPP ó pequena a razão é conservada e quando 
VPP aumenta a razão cresce. Claramente, percebe-se a importân­
cia da rigidez do bloco, para atenuar a deterioração da razão 
EMQ/DPE, devido à QEG.
A figura 5.3c, analogamente, considera o eixo Z. Para 
pequena e média QEG, a razão é distribuída próxima de 1. Para 
grande QEG, a razào cresce no sentido de G4 -> G3 -> G1 -> G2, 
confundindo a interpretação, provavelmente devido à convergên­
cia sobre falsos valores.
Na tabela 5.2, percebe-se uma discrepância dos resul­
tados de EHQ em G3B, G3C, G4B e G4C. Elas ocorrem quando VEG é 
médio e QEG é média ou grande, apenas para as coordenadas 
"p1animétricas”. Quanto ao DPE, chamam a atenção G3B e G4B. Em 
ambos, QEG é média. Estas ocorrências evidenciam que eg de 
proporçóes consideráveis <18a > nâo eliminados pioram a preci­
são externa e também a precisão interna. Daí nâo ser possível 
visualizá-los nas figuras, pois s3o assimilados na razâío EHQ/ 
DPE. As colunas 2 e 3 da tabela 5.3 contribuem para esta veri­
ficação, interceptando-as com as linhas correspondentes a G3B, 
G3C, G4B e G4C.
Em resumo, a deterioração da precisão externa aumen­
ta, à medida que VEG, QEG e VPP aumentam.
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5.3.2.2 A razão EMQ/DPE em função do VEG
As figuras 5.4 representam a dependência da razão 
EMQ/DPE do VEG. As figuras superiores referem-se è VPP menor 
(10 m2) e as inferiores à VPP maior (100 m2) .
À primeira vista, quando a QEG é pequena, seja maior 
ou menor a rigidez geométrica do bloco e considerando todos os 
eixos, o fator de deterioração é aproximadamente constante e 
em torno de 1. Portanto, o aumento do VEG não influenciou a 
razão EMQ/DPE, porque houve sucesso na DLAEG em todas as si- 
tuaçSes, quando QEG=2.
Quando a QEG é média, a razão no eixo Y é estável pa­
ra aumento no VEG. Se houver maior rigidez geométrica, a razão 
no eixo X cresce pouco, enquanto que no eixo Z decresce pouco. 
A causa, provavelmente, é a correlação ou dependência funcio­
nal existente entre os eixos X e Z. Ainda, diante de média QEG 
e menor rigidez geométrica, a razão praticamente se mantém 
constante e em torno de 1. 0 aumento do VEG pouco influi no 
fator quando QEG=6.
Entretanto, quando há grande QEG, o incremento no VEG 
faz crescer a razão EMQ/DPE das coordenadas X-Y, em qualquer 
situação de rigidez do bloco, enquanto que, no eixo Z, o fator 
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Repetindo, a razão EHQ/DPE assimila parcialmente os 
danos causados por eg não eliminados, porque estes afetam si­
multaneamente a precisão externa e a precisão interna. Então, 
o testemunho efetivo dos prejuízos é dado pela comparação dos 
resultados dos EMQ e DPE dos grupos G1/G3 e G2/G4. Vê-se que 
os experimentos G3B, G3C, G4B e G4C, Já mencionados, eviden­
ciam que a um aumento no VEG, corresponde um resultado pior da 
precisão externa e interna, sob qualquer situação de rigidez 
geométrica, desde que o algoritmo para DLAEG apresente falhas. 
Novamente, a tabela 5.3 comprova estas constatações.
5.3.2.3 A razão EHQ/DPE em função da VPP
As figuras 5.5 representam a dependência da razão 
EMQ/DPE da VPP. As figuras superiores referem-se ao VEG=6a e 
as inferiores ao VEG=18a.
Analogamente à subseção anterior, quando QEG é peque­
na, seja pequeno ou médio o VEG e considerando os eixos X e Y, 
o fator de deterioração é aproximadamente constante e em torno 
de 1. No eixo Z o fator decresce pouco. Portanto, a variação 
da rigidez geométrica do bloco praticamente não influiu na ra­
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Quando a QEG é média, a razão no eixo Y é quase está­
vel para a variação da rigidez geométrica. Se o VEG é pequeno, 
no eixo X o fator cresce quase 40X, enquanto que no eixo Z de­
cresce cerca de 20X. A correlação existente entre os eixos X e 
Z pode ser evocada novamente para explicar. Ainda diante de 
média QEG e médio VEG, o fator cresce em X e permanece cons­
tante em Z.
Quando a QEG é grande, não se verificam variações
significativas na razão EMQ/DPE em X e Y . Em Z, o fator se de­
teriora (aumenta) em quase 30X, se VEG fôr pequeno, e diminui 
cerca de 30X, se VEG fôr médio. Em geral, o valor da razão é 
maior do que nos outros casos.
A influência maiór da variação da geometria do bloco
recai nas precisôes da coordenada Z. Ambas, externa e interna, 
são melhores à medida que a VPP é menor, isto é, a geometria 
do bloco é mais rígida. Isto pode ser visto claramente nas ta­
belas 5.2 e 5.3, pela comparação dos grupos G1/G2 e G3/G4. 
Neste particular, o VEG pouco influi no eixo Z, mas perturba
sensivelmente as estimativas das coordenadas X e Y, conforme 
mostram G3B e G3C em comparação a G1B e G1C.
5.3.3 Resumo da discussão
A razão EMQ/DPE é um fator de deterioração da preci­
são externa em relação à precisão interna. Se menor do que 1, 
a precisão externa é melhor do que a interna, se igual a 1, se 
equivalem e se maior do que 1, é pior.
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Cm geral, o aumento da QEG de 2 para 6, isto é, de 
pequena para média quantidade, acarreta leve decréscimo da ra­
zão EMQ/DPE no eixo-Y e espalha a razão em torno (acima e 
abaixo) de 1, segundo os eixos X e Z. Para grande QEG, em ge­
ral, o fator tende a crescer, exceto no eixo Y, quando o VEG 
fôr pequeno.
0 aumento do VEG, em geral, faz aumentar o fator em 
Y, principalmente quando a QEG é grande. 0 fator aumenta no 
eixo-X e diminui no eixo-Z, provavelmente devido à correi ação 
ex i stente.
Quando a VPP aumenta, isto é, a rigidez geométrica do 
bloco diminui, a razão tende a crescer em X, se a QEG fôr mé­
dia. No eixo Y a razão tende a ser constante. Em relação a Z, 
o fator diminui, exceto quando a quantidade de pequenos eg fôr 
grande.
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6 CONCLUSBES E RECOMENDAÇÕES
A questão DLAEG preocupa a comunidade fotogramétr j ca 
internacional. A busca de estimativas imparciais e de variân­
cia mfnima dos parâmetros e a melhoria da confiabilidade do 
sistema de fototriangulaçâo, através da DLAEG, combinada com 
outros recursos (cf. 2.5), sâo os objetivos desta tese. A ta­
refa de detectar, localizar e eliminar os erros grosBeiros, em 
ambiente de fototriangu 1açâo, deve ser conduzida sequencial­
mente, do maior para o menor. Um conjunto de algoritmos apli­
cados aos dados, que atenda a esta recomendação, recebe o nome 
de filtragem progressiva (cf. 2.3).
A inferência bayesiana apresenta-se como uma ferra­
menta para solucionar a fototriangulaçâo, baseando-se em um 
certo grau de conhecimento prévio dos parâmetros, geralmente 
disponível após a filtragem progressiva. A coincidência práti­
ca das soluções bayesiana e do ajustamento generalizado é mos­
trada. A diferenciação é meramente conceituai; a inferência 
bayesiana assenta-se em conhecimento subjetivo e o ajustamento 
generalizado em conhecimento objetivo.
0 método de Pope é aplicado aos resíduos, após solu­
ção bayesiana, para a DLAEG. Trata-se de um teste estatÍBtico 
aproximado, pois opera com valores médios.
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6.1 ConclusBes
Com base nas investigaçSes realizadas, conclui-se
que:
6.1.1 A inferência bayesiana permite suspender temporaria­
mente a necessidade dos pontos-de-contro1e . 0 benefício maior 
desta possibilidade é a análise dos resíduos de fotocoordena- 
das sem a influência dos pontos-de-controle e seus prováveis 
erros grosseiros.
6.1.2 Sob a ocorrênca de mínima quantidade de pontos de 
controle, a inferência bayesiana contribui para estabelecer a 
rigidez geométrica da rede e controlar parcialmente os erros 
das estimativas de coordenadas-Z de pontos-objeto.
6.1.3 Os parâmetros de posição do centro perspectivo da câ­
mara (foto) sâo dominantes em relação aos de orientação. Isto 
significa que pode haver maior eficiência na solução bayesia­
na, se as coordenadas Xc,Yc,Zc dos centros perspectivos tive­
rem melhor conhecimento prévio.
6.1.4 0 método de Pope é eficiente na DLAEG, se a quantida­
de de erros grosseiros fôr pequena (cerca de 1,3%). A maneira 
que o método de Pope foi implementado neste trabalho, repre­
senta a automatização da idéia de rejeitar a observação asso­
ciada ao maior resíduo, em um processo repetitivo.
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6.1.5 As precisSes externa (EMQ) e interna (DPE) sâo pio­
res, à medida que aumentam, principalmente, a QEG e a VPP. Es­
tes acréscimos podem influenciar a razâo EMQ/DPE, quando as 
precisSes variarem diferentemente. Daí, a confiabilidade da 
fototriangu 1açâo sob a inferência bayesiana ser principalmente 
influenciadas pelas características QEG e VPP.
6.1.6 Embora a solução da fototriangu 1açâo possa indicar 
alta confiabilidade interna (maior resíduo remanescente de 1 a 
2 o ), se o algoritmo de detecção falhar, esta será uma falsa 
informação.
6.1.7 As precisSes externa e interna referentes à "altime­
tria” tendem a se conservarem, se a rigidez geométrica do blo­
co fôr maior, isto é, VPP menor, independente da QEG e VEG. 0 
mesmo vale na ausência de erros grosseiros.
6.2 Recomendações
Com base nas investigaçSes realizadas, recomenda-se:
6.2.1 Recorrer à utilização da inferência bayesiana, quando
houver algum conhecimento prévio relevante a respeito dos pa­
râmetros .
6.2.2 Sempre que possível, ponderar os parâmetros de posi­
ção (translação) do centro perspectivo da câmara.
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6.2.3 Empregar a inferência bayesiana após a filtragem pro­
gressiva e em conjunto com um método para DLAEG de fotocoorde- 
nadas (p.ex. método de Pope).
6.2.4 Investigar a aplicação da inferência bayesiana em
conjunto com o algoritmo de Pope e estimativa robusta, para a 
DLAEG, tal que av = f<P^> © P^=
6.2.5 Estudar a variação da VUP "a priori" dos parâmetros,
2<?x , para compatibilizar a relação entre os pesos de parâmetros
2e de fotocoordenadas. Idem para cr o .
6.2.6 Melhorar as soluçSes aproximadas para as estimativas 




Demonstraç3o da expressõo (2.1):
Seja o modelo funcional nâo-linear
1 = F(x >
~a ~a
tal que, após a linearização, torna-se
Y = Ag t' 1 (Al)
Impondo a condiçâo de mínimos quadrados v'Pv -> mín, 
a solução é
= - N'k'Pl , P = a§CA"£ (A2>
(A2) -> (Al) ; y = 1 - AN_1A'P1 = (I - AN_1A'P)1 (A3)
Sabendo-se que 1 = 1  - X, => C„ = C., = C (A4)^ o b S, í,b
De (A2) C = cr o P-1 (A5)
(A4) -> (A3) com a Lei de Propagação de Covariâncias
Cy = (1 - AN_1A'P) .C. (1 - AN'VP)'
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( A6 ) -
Desenvolvendo, chega-se a
Cv = (I - AN-1A'P).C 
C .C“1 = (I - AN_1A 'P)
V
> (A3) : V = C .C_1.l , C-1= P/al
V u
y = C . (P/ao ) .1 , Q = C /aI
V VV V
V - «w-p-i





( 2 . 1)
(2 . 2 )
APÊNDICE B
ei
Demonstração das soluçóes do ajustamento generalizado 
(SCHMID & SCHMID 1471), cf. 3.2:
Inicialmente, sob a consideraçSo de que "todas as va­
riáveis scio observaçSes".
Seja o modelo funcional n3o-linear
F<la> = 0 (Bl)
tal que, após linearizado, torna-se
B.y + y = 0 (B2)
Impondo a condiç%o de mfnimos quadrados v'Py -> mfn. 
e usando os multiplicadores de Lagrange
F = y'Py - 2fc'(By + «) -> mfn. P = a\ .C"1 (B3)X
F/ y = 2Pv - 2B'k = 0 -> Pv - B'k = O (B4)
F/ k'= By + v = 0 (B5)
De (B4) obtém-se : v = P'rB'k (B6>
(B6> -> (B5) BiF^B'fc) + y = 0 -> k = - (BP^B') y (B7)
(B7) -> (B6> ; y = - P_1B ' (BP_1B ' )_1y (B8)
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Solução sob a condição de que "dispSe-se de um conhe­
cimento prévio a respeito dos parâmetros”, o qual é incorpora­
do na forma de injunçSes de peso.
Seja o modelo funcional nâo-linear
1 = F(» ) e G<s ) = 0 (B9)a a a
tal que, após linearizado, torna-se
(B10)
Impondo a condiçSo de mínimos quadrados v 'Pv -> mín.
e usando os multiplicadores de Lagrange
P = v 'Pv + v'P v - 2k'(Ax + 1 - v) - 2k' (x + 1 - v) -> mín.-  -  TC x —x  _ _ _ _  T c  “  “ X  - x
P = a g . C -  Px -a?.Cx-J
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9 F/ y =
9 F/ y = x
9 F/ k' = 





2Pv + 2k = 0 -> Pv f k = 0 (Bll)
2P v + 2k = 0 -> P y k = 0 (B12)x~x x x x x
A g i l  - v = 0 -> y = Ax + I (B13)
x i - v = 0 -> v = g + i
X ~X  X >
(B14)
-2A 'k -2^ = 0  -> A'k + hx - 0 (B15)
© (B12), respectivament©
v = - P*1̂  (B16)
v = - P _1.k (B17)a x °x
(BI7) -> (B13) © (B14), respectivamente 
- P_1k = Ax + i -> k = - P(Ax + i) (B18)
P 1. k = g + 1 -> k = - P (g + 1 ) (B19)
X X ~X  X X X
(B19) -> (B15) ; A'P(Ag 1> «• P (g + 1 > = 0x x
A'PA» + P . »  + A'Pl + P . l  = 0x x x
(A'PA + P >g = -(A'PI < P .1 )X X X
x = - (A'PA ♦ P >"\ (A'P]_ + P .1 )x x x
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