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We study the dynamics of dipolar bosons in an external harmonic trap. We monitor the time
evolution of the occupation in the natural orbitals and normalized first- and second-order Glauber’s
correlation functions. We focus in particular on the relaxation dynamics of the Shannon entropy.
Comparison with the corresponding results for contact interactions is presented. We observe signif-
icant effects coming from the presence of the non-local repulsive part of the interaction. The relax-
ation process is very fast for dipolar bosons with a clear signature of a truly saturated maximum
entropy state. We also discuss the connection between the entropy production and the occurrence of
correlations and loss of coherence in the system. We identify the long-time relaxed state as a many-
body state retaining only diagonal correlations in the first-order correlation function and building
up anti-bunching effect in the second-order correlation function.
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I. INTRODUCTION
The investigation of non-equilibrium quantum dynam-
ics has been stimulated by the remarkable progress in
experimental techniques. Ultracold atomic gases and
trapped ions are a test-bed for such studies as they of-
fer a very good isolation from the environment [1–9]. A
forefront research in this direction aims at characterizing
the dynamical properties of isolated quantum many-body
systems [9–14]. In this context, the onset of thermaliza-
tion in isolated quantum systems caused by the inter-
particle interaction has received great interest [15–20].
The necessary condition for the thermalization is the sta-
tistical relaxation of the isolated system to equilibrium.
In some recent studies [21–30] the viability of thermal-
ization has been associated with the onset of quantum
chaos. The latter in systems of interacting Fermi or Bose
particles implies a pseudorandomness depending mainly
on the strength of the interparticle interaction. In the
recent study of interacting spin 12 system, the delocaliza-
tion of the eigenstates in the energy shell approach was
investigated [12, 13]. The eigenstate thermalization hy-
pothesis (ETH) [31] predicts that the expectation value
of few-body observable should correspond to the predic-
tion of microcanonical ensemble [32–34]. Although a
vast amount of works exist to characterize the delocal-
ized eigenstates and its connection with the statistical
relaxation, many open questions which still are studied :
a) How and in which timescale the system relaxes?
b) How the time evolution of the entropy and the onset
of statistical relaxation are connected?
c) What is the link between the production of entropy
and both the build up of correlations and the loss of co-
herence?
d) What is the effect of long-range interactions?
The last question d) is motivated by the fact that many
investigations have focused on contact/short-range in-
vestigations. In this respect it would be interesting to
compare results for long-range interactions with short-
range findings and with recent results for quantum sys-
tems with long-range couplings [35–45]. Ultracold atoms
with dipole-dipole interactions are a popular setup to in-
vestigate the effect of non-local interactions [46]. Dipolar
atoms in quasi-one-dimensional traps can be experimen-
tally realized and provide a tool to explore a rich many-
body physics [47, 48]. It is important to point out that
one can realize also several coupled one-dimensional sys-
tems, with a tunable couplings [49].
In this paper, we focus on the role of dipolar inter-
action in the relaxation dynamics of interacting bosons
in a 1D harmonic oscillator (HO) trap. The comparison
between the short-range contact interactions and long-
range dipolar ones is also presented. Ultracold dilute
Bose gases are very often well described by the contact
interaction, defined as
Vˆ (xi − xj) = λδ(xi − xj), (1)
where the dimensionless parameter λ is the strength of
the 1D contact interaction [50]. For dipolar interaction,
in quasi-1D geometries, the effective non-local two-body
interaction term V can be obtained by integrating over
the transverse directions [51]. Here we consider dipolar
interaction of the form
Vˆ (xi − xj) = gd|xi − xj |3 + α, (2)
2where the dimensionless parameter gd is the strength of
interaction and α is the short-scale cut-off to regular-
ize the divergence at xi = xj . We solve the N body
Schro¨dinger equation with very high level of accuracy
using the multiconfigurational time-dependent Hartree
method for bosons (MCTDHB) [52–56], with the many-
body ansatz being the sum of the different configurations
of N particles distributed over M orbitals.
In our present setup, we consider N dipolar bosons
in 1D HO trap. We are going to consider few particles,
such as N = 4, even though we checked that the obtained
results are consistent with findings for higher number of
particles, such N ∼ 6. Our procedure corresponds to
have the non-interacting system and then at time t =
0 perform a quantum quench from gd = 0 to a finite,
possibly large, value of gd. Quantum quenches of the
1D Bose gas with contact interactions have been deeply
investigated in the literature [57–68].
We are going to obtain the results obtained with the
dipolar interactions to those obtained by quenching the
contact interaction parameter λ from zero to a finite
value. The relaxation is studied by analyzing the time
evolution of Shannon information entropy and as well the
normalized first- and second-order Glauber’s correlation
functions. The contrast between contact and dipolar in-
teractions is demonstrated by the timescale of relaxation
process. We observe interesting many-body properties in
the time evolution of first- and second-order correlation
functions in the case of dipolar interactions. We also
demonstrate that the observed relaxation is associated
with the loss of coherence in the first-order correlation
function and the occurrence of an anti-bunching effect
in the second-order correlation function. The effect of
long-range repulsive tail of the dipolar interaction makes
the dynamics very interesting. The corresponding en-
tropy evolution shows sharp linear increasement at very
short time and then saturation. The first-order correla-
tion is quickly lost as well as a clear anti-bunching effect
is quickly developed for the dipolar interaction.
Since the high resolution image technique allows to
probe the spatial correlation functions [69, 70], the obser-
vations made in the present manuscript could be verified
in future experiments.
The paper is organized as follows. In Section II, we
give a brief description of Hamiltonian and the used nu-
merical method. In Section III, we introduce the key
quantities that are subsequently analyzed. In Section IV
we presents our results for the post-quench dynamics.
Section V provides a summary and discussion of our re-
sults.
II. THE MODEL
The time-dependent Schro¨dinger equation (TDSE) for
N interacting bosons is given by
i∂t|Ψ〉 = Hˆ|Ψ〉 (3)
(with ~ = 1). The Hamiltonian Hˆ is
Hˆ(x1, x2, ..., xN ) =
N∑
i=1
hˆ(xi)+Θ(t)
N∑
i<j=1
Vˆ (xi−xj). (4)
hˆ(x) is the one-body Hamiltonian containing the external
trapping potential and the kinetic energy. We set the ex-
ternal trap as harmonic oscillator trap [Vext(xi) =
1
2x
2
i ].
V (xi−xj) is the two-body interaction which is chosen ei-
ther as dipolar or - for comparison - contact, respectively
Eq. (2) and Eq. (1). The Hamiltonian is in dimension-
less units - obtained by dividing the dimensionful Hamil-
tonian by ~
2
mL2
(m is the mass of the bosons, L is an
harmonic oscillator length). Θ(t) is the Heaviside step
function of time t, so to have an interaction quench, the
dipolar interaction being abruptly turned on at t = 0.
To solve the TDSE (3) we expand the many-body wave
function in a complete set of time-dependent permanents
with M orbitals. Thus the ansatz for the many-body
wavefunction in the MCTDHB approach is
|Ψ(t)〉 =
∑
n¯
Cn¯(t)|n¯; t〉, (5)
where |n¯; t〉 are the permanents which are the sym-
metrized bosonic states considering all configurations
of N particles in M orbitals. The sum in Eq. (5)
runs on all possible configurations determined as Nconf=(
N +M − 1
N
)
. In the second quantized representation
the permanents are given as
|n¯; t〉 = |n1, ...nM ; t〉 =
M∏
i=1


(
b
†
i (t)
)ni
√
ni!

 |vac〉, (6)
where b†k(t) is the bosonic creation operator creating a
boson in the time-dependent single particle state called
orbital φk(x, t). n¯ = (n1, n2, ...nM ) represent the occu-
pations in the orbitals and preserve the total number of
particles n1 + n2 + ... + nM = N . It is to be empha-
sized that in the ansatz of the many-body wave-function,
both the expansion coefficients {Cn¯(t);
∑
i ni = N} and
the orbitals {φi(x, t)}Mi=1 that build up the permanents
are time-dependent and variationally optimized quan-
tities. The efficiency of the MCTDHB method comes
from the variationally optimized and time-adaptive ba-
sis [54, 55, 71–73]. In the computation, we limit the size
of the Hilbert space. However as the evolution follows
from the time-dependent variational principle [74], the
error resulting from the truncation of the Hilbert space
is minimized by the basis at any given time. In the Sec-
tion IV we show that with the considered number of par-
ticles several natural orbitals may have a significant and
comparable occupation.
3III. SHANNON ENTROPY AND
CORRELATION FUNCTIONS
The Shannon information entropy (SIE) of the one-
body density in position space is defined as Sx(t) =
− ∫ dxρ(x, t)ln[ρ(x, t)] and similarly in the momentum
space as Sk(t) = −
∫
dkρ(k, t)ln[ρ(k, t)] where ρ(x) and
ρ(k) are the density of the system in coordinate space
and in momentum space respectively. The two SIEs as
defined above are two independent key quantities in the
calculation of quantum information in many-body sys-
tem, as they measure the delocalization of the corre-
sponding distributions. However, since SIE is based on
the one-body density, one can not infer the presence of
correlation in the many-body state. We therefore provide
an alternative definition of the SIE calculated from the
time-dependent coefficients as
Sinfo(t) = −
∑
n¯
|Cn¯(t)|2 ln |Cn¯(t)|2. (7)
The many-body measure of the information entropy can
be explicitly made by writing the coefficients as an ex-
pectation value in terms of M creation and annihilation
operators [75].
We observe that in the Gross-Pitaesvkii [76] and mul-
tiorbital mean-field theory [77], since just a single coeffi-
cient contributes, Sinfo(t) is always zero. Thus the infor-
mation entropy measure using MCTDHB basis qualifies
when and how well or not a given many-body state can
be captured by mean-field theory. We are also inter-
ested in the calculation of normalized first- and second-
order Glauber’s correlation functions at many-body level.
They indeed may provide additional tools to study the
pathway of the occupation of the different natural or-
bitals. We will see how these correlation functions effec-
tively describe the relaxation of the system in terms of
the loss of first-order coherence and emergence of anti-
bunching effect in the second-order coherence.
The normalized p-th order correlation function is de-
fined as
g(p)(x′1, ..., x
′
p, x1, ..., xp; t) = (8)
ρ(p)(x1, ..., xp|x′1, ..., x′p; t)√∏p
i=1 ρ
(1)(xi|xi; t)ρ(1)(x′i|x′i; t)
.
It is the key quantity to define the spatial p-th order co-
herence. Here, ρ(p)(x1, ..., xp|x′1, ..., x′p; t) is the p-th or-
der reduced density matrix of the state |Ψ〉 [78]. In the
case of |g(p)(x1..., xp, x1..., xp; t)| > 1 (< 1), the detection
probabilities of p particles at positions x1, ..., xp are re-
ferred to as (anti-)correlated. Although it is possible to
define the p-th order correlation function in momentum
space and one can define the detection probabilities, how-
ever for the present work we report results only for the
spatial coherence. The normalized first-order coherence
is directly related to the fringe visibility in interference
experiments and it is defined as
g(1)(x′1, x1; t) =
ρ(1)(x′1|x1; t)√
ρ(x′1; t)ρ(x1; t)
. (9)
g(1)(x′1, x1; t) < 1 means the visibility of interference
fringes in the experiment is less than 100%, which
is referred to as loss of coherence. At variance,
g(1)(x′1, x1; t) = 1 corresponds to maximal fringe visibil-
ity and is referred to as full coherence.
The corresponding second-order correlation function
g(2)(x1, x2; t) is calculated as
g(2)(x1, x2; t) =
ρ(2)(x1, x2; t)
ρ(x1; t)ρ(x2; t)
, (10)
where ρ(2) is the diagonal part of the two-body reduced
density matrix. When g(2) < 1, we refer to it as the
anti-bunching effect, while the case g(2) > 1 is termed
as bunching. g(2) = 1 signifies that the measures of two
particles at positions x1 and x2 are stochastically inde-
pendent.
IV. RESULTS
To compare the results of dipolar interaction with the
contact one, we fix the interaction strength gd and λ re-
quiring the effective interaction∫
1
x3 + α
dx =
∫
δ(x)dx = 1, (11)
so that the integral of Vˆ is the same with λ = gd in
our units. Eq. (11) fixes as well the cut-off parameter
α. Throughout the computation we keep a number M
of orbitals which are sufficient to get convergence in the
measured quantities (for N = 4 it is enough M = 12).
The convergence is further guaranteed when the occu-
pation in the last orbital is negligible. We prepared the
ground state of the non-interacting Hamiltonian using
the R-MCTDHB package [55, 79–81]. The interactions
are then abruptly turned on at t = 0.
In Fig. 1 we plot the natural occupations ni as a func-
tion of time. The left panel is for contact interaction
and right panel is for dipolar interaction. We choose
gd = λ = 5, and we found qualitatively very similar re-
sults for other values of λ we tried. Initially at t = 0,
only the first natural orbital contributes. When the time
goes on, the occupation of the higher orbitals start to
contribute. However we get a clear difference with time
between the contact and the dipolar interactions. For
contact interaction, mostly one natural occupation, n1,
dominates throughout the time evolution and other oc-
cupations remain comparatively small. At variance, for
dipolar interaction, again initially at time t = 0 only
n1 contributes, but at short time n1 sharply decreases
and other orbitals start to populate. For the rest of evo-
lution we find that several other orbitals almost equally
4contribute as n1 (we checked that the obtained results do
not depend on the chosen value ofM). However, with the
considered number of particles our present computation
is unable to present the full-blown N -fold occupation of
natural orbitals which can be achieved when the system
is quenched to very large values of gd, that correspond to
crystal-like states [82, 83].
Fig. 2 reports the dynamics of many-body SIE for
dipolar as well as for contact interactions. The statis-
tical relaxation is manifested by the long-time dynamics
when Sinfo(t) saturates to a maximum entropy state.
At very short time we observe linear increase in Sinfo(t)
fitted with the analytical formula S = Γt lnP , where Γ
is determined by the decay probability to stay in the
initial ground state and P is the number of many-body
states [84]. However the difference in Sinfo(t) for contact
and dipolar interactions can be identified from the corre-
sponding Γ values. For contact interaction the linear in-
crease is determined with a Γc significantly smaller than
the corresponding Γd for dipolar interaction. The very
sharp linear increase in the information entropy for dipo-
lar interaction implies the number of principal compo-
nents participating in the many-body dynamics increases
exponentially very fast – exhibiting very quick relaxation
process. At long times, the system relaxes to the maxi-
mum entropy state. For contact interaction, Sinfo(t) also
has a tendency to achieve a saturation value or maximum
entropy value, however the process of relaxation is very
slow which is also quantified by the small value of Γc. The
saturation value or maximum entropy value achieved by
the system for contact interaction is smaller than that
for the dipolar interaction.
Fig. 3 presents the time evolution of the first-order cor-
relation function |g(1)(x1, x′1; t)|2 as a function of its two
spatial variables x1 and x
′
1 for various time t and fixed
interaction strength quench. For contact interaction,
|g(1)(x1, x′1; t)|2 remains close to unity for all (x1, x′1) for
a comparatively long time. This implies that the system
remains coherent. At longer time the off-diagonal corre-
lation is gradually lost and finally at time t = 1.0 only
the diagonal correlation is maintained. The strong inter-
particle repulsion leads to the loss of coherence which is
further maintained at larger timescale when the system
reaches to its relaxed state. It is also in good agreement
with the relaxation process when Sinfo(t) saturates to
maximum entropy state. In contrast, for dipolar inter-
action we observe very quick loss of off-diagonal correla-
tion. |g(1)(x1, x′1; t)|2 is close to unity almost exclusively
for x1 = x
′
1, away from the diagonal (x1 6= x′1) is close to
zero. This is the effect of long-range repulsive tail of the
dipolar interaction. Thus the relaxed state can be de-
scribed as a many-body state with many natural orbitals
occupied, maximum entropy and persistence of diagonal
first-order correlation.
In Fig. 4, we plot the corresponding two-body correla-
tion function g(2)(x1, x2; t) for the same parameters as re-
ported in Fig. 3. At small time for almost all (x1, x2), the
second-order coherence is maintained for contact interac-
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FIG. 1. Eigenvalues of the reduced density matrix (i.e., the
natural occupations) as a function of time. Panel(a): Con-
tact interaction. Panel(b): Dipolar interaction. All quantities
shown are dimensionless and gd = λ = 5 (the same values of
gd and λ are used for the next figures).
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FIG. 2. Dynamics of the many-body SIE Sinfo(t). The sta-
tistical relaxation is seen by the convergence of Sinfo(t) to the
maximum entropy value. One has Γc = 0.34 and Γd = 43.2.
The insets present the sharp linear increase fitted with the
analytical formula (see text) for small times.
tion. Whereas the diagonal coherence starts to deplete
for dipolar interaction. For larger times (such t = 1),
g(2)(x1, x2; t) ≈ 1 at the off-diagonal (x1 6= x2) for con-
tact interaction, whereas the diagonal is almost vanish-
ing. It means that there is a finite probability of detect-
ing two particles for all (x1, x2), except for the narrow
band around the diagonal. The vanishing diagonal part
of g(2)(x1, x2; t) is corresponding to the anti-bunching ef-
fect, as the probability of finding a double occupation
along the diagonal is almost zero. Complete vanishing
of the diagonal coherence is maintained at larger times.
For dipolar interaction, the anti-bunching effect appears
at very short times such t ≈ 0.01. With further increase-
ment in time, the anti-bunching band spreads.The quick
development of the anti-bunching effect for dipolar inter-
action is also in good agreement with our previous obser-
vation [75] when Sinfo(t) quickly attains the saturation
value.
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FIG. 3. Coherence in the quench dynamics measured with
first-order correlation function |g(1)(x1, x
′
1; t)|
2. The left col-
umn depicts |g(1)|2 for contact interaction for the times t =
0.01, 0.1, 1.0 and 8.0 respectively. The right column shows the
same for dipolar interaction for time t = 0.01, 0.05, 0.1 and 0.2
respectively. For the dipolar interaction |g(1)|2 becomes close
to zero almost everywhere except the diagonal at very short
time, in good agreement with the quick and large production
of the many-body SIE.
We conclude that by observing very quick loss of first-
order coherence and the setup of the anti-bunching effect
in second-order coherence may be considered as charac-
terizing the many-body state with maximum entropy.
Since with further increase in time we do not observe
any change in entropy production, first- and second-order
correlation functions, we may define the state as a re-
laxed state. As the different orders of coherence can be
measured experimentally the above relation between the
entropy production and coherence can be directly veri-
fied in the experiment to test the process of statistical
relaxation.
Our present calculation is done for a finite system
of few particles. The natural question is to verify our
present observation for larger bosonic systems. In our
previous work [75], we have already reported the quench
dynamics with contact interaction for a larger number of
bosons, however only the first-order correlation dynam-
ics and its link with the production of entropy have been
discussed. In the context of our present computation
we redid the simulation for N = 10 bosons with con-
tact interaction and observed the similar physics in the
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FIG. 4. Coherence in the quench dynamics measured with
second-order correlation function g(2)(x1, x2; t). The left
column depicts g(2) for contact interaction for time t =
0.01, 0.1, 1.0 and 8.0 respectively. T he right column shows
the same for dipolar interaction for time t = 0.01, 0.05, 0.1
and 0.2 respectively. For dipolar interaction the diagonal part
of g2 is extinguished quickly due to the repulsive long-range
tail and the anti-bunching effect develops in correspondence
of the behaviour of the SIE.
second-order correlation dynamics as observed for N = 4
bosons. However we are unable to extend our simulation
for N = 10 bosons with dipolar interaction due to seri-
ous convergence problem. Increasing the particle number
the size of the Hilbert space rapidly increases (for N = 4
bosons distributed over M = 12 orbitals the size of the
Hilbert space is Nconf = 1365 and the same for N = 10
bosons is 352716). However for 10 bosons, with dipolar
interaction M = 12 orbitals are not sufficient to achieve
convergence. So we checked our present observations for
N = 6 bosons distributed in M = 15 orbitals and the
general conclusion drawn for N = 4 dipolar bosons re-
main unchanged.
V. CONCLUSION
In this paper, we considered few dipolar bosons
in a 1D harmonic trap. We studied the statistical
relaxation of dipolar bosons and its comparison with
that for contact interaction. We solved the quantum
many-body dynamics by MCTDHB and the relaxation
6is presented through the time evolution of natural
occupation, entropy production, normalized first- and
second-order Glauber’s correlation functions. In the
long time dynamics, the system relaxes to its maximum
entropy state. The effect of the long-range repulsive tail
of dipolar interaction in the dynamics is clearly visible.
The relaxation process for dipolar interaction is quicker
than that for contact interaction. We also presented a
link between the production of entropy and the first- and
second-order coherences. We observed that at the time
when the many-body system occupied many natural or-
bitals, then at the same time the off-diagonal coherence
in first-order correlation function is completely lost, and
the anti-bunching effect is exhibited in the two-body
correlation. Thus in our present work we redefine the
relaxed state as the many-body state with maximum
entropy retaining only the diagonal correlation in g(1)
and developing the anti-bunching effect in g(2). Two
remaining and natural open questions are to study
the connection of these results with the behaviour of
collective modes and to consider the broader class of
long-range interactions with smaller power of interaction,
especially when its value is smaller than the dimension
of the considered system.
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