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ASYMPTOTIC INDEPENDENCE OF BIVARIATE ORDER
STATISTICS
MICHAEL FALK AND FLORIAN WISHECKEL
Abstract. It is well known that an extreme order statistic and a central order
statistic (os) as well as an intermediate os and a central os from a sample of iid
univariate random variables get asymptotically independent as the sample size
increases. We extend this result to bivariate random variables, where the os are
taken componentwise. An explicit representation of the conditional distribution
of bivariate os turns out to be a powerful tool.
1. Introduction
Let U1, . . . , Un be independent copies of a univariate random variable (rv) U and
denote by U1:n ≤ U2:n ≤ · · · ≤ Un:n the pertaining order statistics (os). It follows
from Theorem 1.3 in Falk and Reiss (1988) that there exists a universal constant
such that for 1 ≤ r ≤ n− k + 1 ≤ n and n ∈ N
sup
x,y∈R
|P (Ur:n ≤ x, Un−k+1:n ≤ y)− P (Ur:n ≤ x)P (Un−k+1:n ≤ y)|(1)
≤ const
(
rk
n(n− r − k + 1)
)1/2
.
This upper bound converges to 0 if we consider a sequence r = r(n) that satisfies
r/n →n→∞ λ ∈ (0, 1) together with k = k(n) →n→∞ ∞, k/n →n→∞ 0. Then
(Ur:n) is a sequence of central os, (Un−k+1:n) a sequence of intermediate os and the
limiting 0 shows that they become asymptotically independent. The same holds for
an intermediate sequence r = r(n) together with fixed k, i.e., extreme os.
Starting with the work by Gumbel (1946) on extremes, the asymptotic indepen-
dence of order statistics has been investigated in quite a few articles. For detailed
references we refer to Galambos (1987, p. 150) and to Falk and Kohne (1986).
By the quantile transformation theorem (see, e.g. Reiss (1989, Lemma 1.2.4)) we
can assume without loss of generality in the preceding result (1) that U follows the
uniform distribution on (0, 1).
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Let (U1, V1), . . . , (Un, Vn) be independent copies of the bivariate rv (U, V ) that
follows a copula, C say, i.e., U and V are both uniformly distributed on (0, 1).
Choose r, k ∈ {1, . . . , n} and consider the vector (Ur:n, Vk:n) of componentwise os,
called bivariate os. In this paper we investigate the problem, whether asymptotic
independence also holds for (Ur:n, Vk:n) with proper sequences r = r(n), k = k(n).
Note that, for example, Ur:n and Un−r+1:n with r fixed get by inequality (1)
asymptotically independent, but Ur:n and Vn−r+1:n might not. Consider (U, V ) :=
(U, 1−U). Then the joint distribution of (U, V ) is a copula as well but Vn−r+1:n =
1− Ur:n.
For r = k = n, the asymptotic joint distribution of (Ur:n, Vk:n) is provided
by multivariate extreme value theory. Precisely, if n(Ur:n − 1, Vk:n − 1) has a non
degenerate limit distribution G, say, then this limit has the representation
G(x, y) = exp (−‖(x, y)‖D) , x, y ≤ 0,
where ‖·‖D is a particular norm on R2, called D-norm, see, e.g., Falk et al. (2011,
Section 4.4). Current articles include Aulbach et al. (2014), Aulbach et al. (2015)
and Falk (2015).
The limit distribution of n(Un−i+1:n − 1, Vn−j+1:n − 1) with fixed i, j was es-
tablished by Galambos (1975). The set of limiting distributions in the interme-
diate case (Un−k:n, Vn−r:n) with k = k(n), r = r(n) both converging to infinity
as n increases, but (k + r)/n →n→∞ 0, was identified by Cheng et al. (1997).
If in particular n(Un:n − 1, Vn:n − 1) converges in distribution to G as above,
then (n/
√
k) (Un−k:n − (n− k)/(n+ 1), Vn−k:n − (n− k)/(n+ 1)) follows asymp-
totically the bivariate normal distribution with mean vector 0 ∈ R2 and covariance
matrix
(
1 2−‖(1,1)‖
D
2−‖(1,1)‖
D
1
)
as shown by Falk and Wisheckel (2016). Asymptotic
normality of (Ur:n, Vk:n) in the central case, where r/n→n→∞ λ1, k/n→n→∞ λ2,
0 < λ1, λ2 < 1, is established in Reiss (1989).
In this paper we establish
sup
x,y∈R
|P (Ur:n ≤ x, Vk:n ≤ y)− P (Ur:n ≤ x)P (Vk:n ≤ y)| →n→∞ 0,
for various choices of r = r(n) and k = k(n). It turns out that for such sequences
asymptotic independence holds with no further assumptions on the copula C. The
main tool will be Lemma 2.2, in which the conditional distribution function (df)
P (Ur:n ≤ x | Vk:n = y) is derived for arbitrary r, k ∈ {1, . . . , n}. This powerful tool
should be of interest of its own.
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2. Conditional Expectation of Bivariate OS
In this section we compute as a major tool P (Um:n ≤ x | Vk:n = y) for arbi-
trary m, k ∈ {1, . . . , n}. For the formulation of Lemma 2.2 and its proof it is quite
convenient to explicitly quote Theorem 2.2.7 in Nelsen (2006).
Theorem 2.1 (Nelsen (2006)). Let C be an arbitrary bivariate copula. For any
x ∈ [0, 1], the partial derivative ∂∂yC(x, y) exists for almost all y, and for such x
and y
(2) 0 ≤ ∂
∂y
C(x, y) ≤ 1.
Furthermore, the function x 7→ ∂∂yC(x, y) is defined and nondecreasing almost ev-
erywhere on [0, 1].
Now we are ready to state our major tool: we show that the conditional dis-
tribution P (Um:n ≤ x | Vk:n = y) is the linear combination of two probabilities
concerning sums of independent Bernoulli rv. We set, as usual, U0:n = V0:n = 0 and
Un+1:n = Vn+1:n = 1
Lemma 2.2. Let (U1, V1), . . . , (Un, Vn), n ∈ N, be independent copies of a rv (U, V )
that follows a copula C. Then we obtain for 1 ≤ k,m ≤ n and for almost every
x, y ∈ [0, 1]
P (Um:n ≤ x | Vk:n = y)
= P
(
k−1∑
i=1
1[0,x]
(
U
(1)
i
)
+
n−k∑
i=1
1[0,x]
(
U
(2)
i
)
≥ m
)
+
∂
∂y
C(x, y)P
(
k−1∑
i=1
1[0,x]
(
U
(1)
i
)
+
n−k∑
i=1
1[0,x]
(
U
(2)
i
)
= m− 1
)
(3)
where U
(1)
1 , . . . , U
(1)
k , U
(2)
1 , . . . , U
(2)
n−k are independent rv with
P
(
U
(1)
i ≤ u
)
= P (U ≤ u | V ≤ y) = C(u, y)
y
and
P
(
U
(2)
i ≤ u
)
= P (U ≤ u | V > y) = u− C(u, y)
1− y , 0 ≤ u ≤ 1.
If we choose, for example, m = k = n, then we obtain from the preceding result
the representation
P (Un:n ≤ x | Vn:n = y) = ∂
∂y
C(x, y)P
(
n−1∑
i=1
1[0,x]
(
U
(1)
i
)
= n− 1
)
=
∂
∂y
C(x, y)
C(x, y)n−1
yn−1
.
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Proof of Lemma 2.2. We have
P (Um:n ≤ x | Vk:n = y)
= lim
ε↓0
P (Um:n ≤ x, Vk:n ∈ [y, y + ε])
P (Vk:n ∈ [y, y + ε])
= lim
ε↓0
P (Um:n ≤ x, Vk:n ≤ y + ε)− P (Um:n ≤ x, Vk:n ≤ y)
ε
ε
P (Vk:n ∈ [y, y + ε]) ,
where the second term on the right hand side above converges to 1/gk,n(y) as ε ↓ 0,
where gk,n(·) is the Lebesgue-density of Vk:n, see, e.g., Reiss (1989, Theorem 1.3.2).
In the next step we will break the set {Um:n ≤ x, Vk:n ≤ y} into disjoint subsets.
By T , S we denote in what follows arbitrary subsets of {1, . . . , n} and by |T |, |S|
their cardinalities, i.e., the numbers of their elements. Precisely, we have
P (Um:n ≤ x, Vk:n ≤ y)
= P
(
n∑
i=1
1[0,x](Ui) ≥ m,
n∑
i=1
1[0,y](Vi) ≥ k
)
= P
(( ∑
|T |≥m
{
Ui ≤ x, i ∈ T ; Ui > x, i ∈ T ∁
})
∩
( ∑
|S|≥k
{
Vi ≤ y, i ∈ S; Vi > y, i ∈ S∁
}))
=
∑
|T |≥m
∑
|S|≥k
P
({
Ui ≤ x, i ∈ T ; Ui > x, i ∈ T ∁
}
∩
{
Vi ≤ y, i ∈ S; Vi > y, i ∈ S∁
})
=
∑
|T |≥m
∑
|S|≥k
P (Ui ≤ x, Vi ≤ y, i ∈ T ∩ S)P
(
Ui ≤ x, Vi > y, i ∈ T ∩ S∁
)
× P
(
Ui > x, Vi ≤ y, i ∈ T ∁ ∩ S
)
P
(
Ui > x, Vi > y, i ∈ T ∁ ∩ S∁
)
=
∑
|T |≥m
∑
|S|≥k
P (U ≤ x, V ≤ y)|T∩S|P (U ≤ x, V > y)|T∩S∁|
× P (U > x, V ≤ y)|T∁∩S|P (U > x, V > y)|T∁∩S∁|.
As a consequence and by writing x = exp(log(x)) for x ≥ 0 we obtain
P (Um:n ≤ x, Vk:n ≤ y + ε)− P (Um:n ≤ x, Vk:n ≤ y)
=
∑
|T |≥m
∑
|S|≥k
{
exp
(
|T ∩ S| log(P (U ≤ x, V ≤ y + ε))
+
∣∣∣T ∩ S∁∣∣∣ log(P (U ≤ x, V > y + ε))
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+
∣∣∣T ∁ ∩ S∣∣∣ log(P (U > x, V ≤ y + ε))
+
∣∣∣T ∁ ∩ S∁∣∣∣ log(P (U > x, V > y + ε))
)
− exp
(
|T ∩ S| log(P (U ≤ x, V ≤ y)
+
∣∣∣T ∩ S∁∣∣∣ log(P (U ≤ x, V > y))
+
∣∣∣T ∁ ∩ S∣∣∣ log(P (U > x, V ≤ y))
+
∣∣∣T ∁ ∩ S∁∣∣∣ log(P (U > x, V > y))
}
=
∑
|T |≥m
∑
|S|≥k
{
exp
(
|T ∩ S| log
(
1 +
P (U ≤ x, V ≤ y + ε)− P (U ≤ x, V ≤ y)
P (U ≤ x, V ≤ y)
)
+
∣∣∣T ∩ S∁∣∣∣ log(1 + P (U ≤ x, V > y + ε)− P (U ≤ x, V > y)
P (U ≤ x, V > y)
)
+
∣∣∣T ∁ ∩ S∣∣∣ log(1 + P (U > x, V ≤ y + ε)− P (U > x, V ≤ y)
P (U > x, V ≤ y)
)
+
∣∣∣T ∁ ∩ S∁∣∣∣ log(1 + P (U > x, V > y + ε)− P (U > x, V > y)
P (U > x, V > y)
))
− 1
}
× P (U ≤ x, V ≤ y)|T∩S|P (U ≤ x, V > y)|T∩S∁|
× P (U > x, V ≤ y)|T∁∩S|P (U > x, V > y)|T∁∩S∁|
We have for ε ↓ 0 the expansions
P (U ≤ x, V ≤ y + ε)− P (U ≤ x, V ≤ y) = ∂
∂y
C(x, y)ε+ o(ε),
P (U ≤ x, V > y + ε)− P (U ≤ x, V > y) = − ∂
∂y
C(x, y)ε + o(ε),
P (U > x, V ≤ y + ε)− P (U > x, V ≤ y) =
(
1− ∂
∂y
C(x, y)
)
ε+ o(ε),
P (U > x, V > y + ε)− P (U > x, V > y) =
(
∂
∂y
C(x, y)− 1
)
ε+ o(ε).
From the Taylor expansions log(1 + x) = x+ o(x) and exp(x)− 1 = x+ o(x) as
x→ 0 we, thus, obtain from the preceding equations
P (Um:n ≤ x, Vk:n ≤ y + ε)− P (Um:n ≤ x, Vk:n ≤ y)
ε
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→ε↓0
∑
|T |≥m
∑
|S|≥k
{
|T ∩ S|
∂
∂yC(x, y)
p1
−
∣∣∣T ∩ S∁∣∣∣ ∂∂yC(x, y)
p2
+
∣∣∣T ∁ ∩ S∣∣∣ 1− ∂∂yC(x, y)
p3
+
∣∣∣T ∁ ∩ S∁∣∣∣ ∂∂yC(x, y)− 1
p4
}
× p|T∩S|1 p
|T∩S∁|
2 p
|T∁∩S|
3 p
|T∁∩S∁|
4
=: f(x, y)
with
p1 := P ((U, V ) ∈ A1) := P (U ≤ x, V ≤ y), p2 := P ((U, V ) ∈ A2) := P (U ≤ x, V > y),
p3 := P ((U, V ) ∈ A3) := P (U > x, V ≤ y), p4 := P ((U, V ) ∈ A4) := P (U > x, V > y).
Note that p1 + p2 + p3 + p4 = 1. Set
nj :=
n∑
i=1
1Aj (Ui, Vi), 1 ≤ j ≤ 4.
Then we obtain
f(x, y) = E
({
∂
∂yC(x, y)
p1
n1 −
∂
∂yC(x, y)
p2
n2
+
1− ∂∂yC(x, y)
p3
n3 +
∂
∂yC(x, y) − 1
p4
n4
}
× 1(n1 + n2 ≥ m,n1 + n3 ≥ k)
)
.
Put, for notational convenience, ξj := (Uj , Vj), 1 ≤ j ≤ n. We have
E(n11(n1 + n2 ≥ m,n1 + n3 ≥ k))
=
n∑
j=1
P
(
{ξj ∈ A1} ∩
{
n∑
i=1
1A1∪A2(ξi) ≥ m,
n∑
i=1
1A1∪A3(ξi) ≥ k
})
= np1P
(
n−1∑
i=1
1A1∪A2(ξi) ≥ m− 1,
n−1∑
i=1
1A1∪A3(ξi) ≥ k − 1
)
= np1P
(
n−1∑
i=1
1[0,x](Ui) ≥ m− 1,
n−1∑
i=1
1[0,y](Vi) ≥ k − 1
)
,
INDEPENDENCE OF BIVARIATE ORDER STATISTICS 7
as well as
E(n21(n1 + n2 ≥ m,n1 + n3 ≥ k))
= np2P
(
n−1∑
i=1
1A1∪A2(ξi) ≥ m− 1,
n−1∑
i=1
1A1∪A3(ξi) ≥ k
)
= np2P
(
n−1∑
i=1
1[0,x](Ui) ≥ m− 1,
n−1∑
i=1
1[0,y](Vi) ≥ k
)
,
E(n31(n1 + n2 ≥ m,n1 + n3 ≥ k))
= np3P
(
n−1∑
i=1
1A1∪A2(ξi) ≥ m,
n−1∑
i=1
1A1∪A3(ξi) ≥ k − 1
)
= np3P
(
n−1∑
i=1
1[0,x](Ui) ≥ m,
n−1∑
i=1
1[0,y](Vi) ≥ k − 1
)
,
and, finally,
E(n41(n1 + n2 ≥ m,n1 + n3 ≥ k))
= np4P
(
n−1∑
i=1
1A1∪A2(ξi) ≥ m,
n−1∑
i=1
1A1∪A3(ξi) ≥ k
)
= np4P
(
n−1∑
i=1
1[0,x](Ui) ≥ m,
n−1∑
i=1
1[0,y](Vi) ≥ k
)
.
Altogether we obtain from the preceding equations
f(x, y) = n
∂
∂y
C(x, y)P (Um−1:n−1 ≤ x, Vk−1:n−1 ≤ y)
− n ∂
∂y
C(x, y)P (Um−1:n−1 ≤ x, Vk:n−1 ≤ y)
+ n
(
1− ∂
∂y
C(x, y)
)
P (Um:n−1 ≤ x, Vk−1:n−1 ≤ y)
− n
(
1− ∂
∂y
C(x, y)
)
P (Um:n−1 ≤ x, Vk:n−1 ≤ y)
= n
∂
∂y
C(x, y)
(
P (Um−1:n−1 ≤ x, Vk−1:n−1 ≤ y)
− P (Um−1:n−1 ≤ x, Vk:n−1 ≤ y)
)
+ n
(
1− ∂
∂y
C(x, y)
)(
P (Um:n−1 ≤ x, Vk−1:n−1 ≤ y)
− P (Um:n−1 ≤ x, Vk:n−1 ≤ y)
)
,
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We, thus, have established so far
P (Um:n ≤ x | Vk:n = y)
=
n
gk,n(y)
{
∂
∂y
C(x, y)P
(
Um−1:n−1 ≤ x,
n−1∑
i=1
1(0,y](Vi) = k − 1
)
+
(
1− ∂
∂y
C(x, y)
)
P
(
Um:n−1 ≤ x,
n−1∑
i=1
1(0,y](Vi) = k − 1
)}
=
n
gk,n(y)
{
P
(
n−1∑
i=1
1[0,x](Ui) ≥ m,
n−1∑
i=1
1(0,y](Vi) = k − 1
)
+
∂
∂y
C(x, y)P
(
n−1∑
i=1
1[0,x](Ui) = m− 1,
n−1∑
i=1
1(0,y](Vi) = k − 1
)}
.
From the fact that
P
(
n−1∑
i=1
1[0,y](Vi) = k − 1
)
=
gk,n(y)
n
we, thus, obtain the representation
P (Um:n ≤ x | Vk:n = y)
= P
(
n−1∑
i=1
1[0,x](Ui) ≥ m
∣∣∣ n−1∑
i=1
1[0,y](Vi) = k − 1
)
+
∂
∂y
C(x, y)P
(
n−1∑
i=1
1[0,x](Ui) = m− 1
∣∣∣ n−1∑
i=1
1[0,y](Vi) = k − 1
)
.
We know from the theory of point processes (see, e.g. Reiss (1993, E.18)) that
P
(
n−1∑
i=1
1[0,x](Ui) ≥ m
∣∣∣ n−1∑
i=1
1[0,y](Vi) = k − 1
)
= P
(
n−1∑
i=1
1[0,x](Ui) ≥ m
∣∣∣ n−1∑
i=1
1[0,y](Vi) = k − 1,
n−1∑
i=1
1(y,1](Vi) = n− k
)
= P
(
k−1∑
i=1
1[0,x]
(
U
(1)
i
)
+
n−k∑
i=1
1[0,x]
(
U
(2)
i
)
≥ m
)
,
where U
(1)
1 , . . . , U
(1)
k−1, U
(2)
1 , . . . , U
(2)
n−k are independent rv with
P
(
U
(1)
i ≤ u
)
= P (U ≤ u | V ≤ y) = C(u, y)
y
and
P
(
U
(2)
i ≤ u
)
= P (U ≤ u | V > y) = u− C(u, y)
1− y , 0 ≤ u ≤ 1,
which completes the proof of Lemma 2.2. 
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3. Asymptotic Independence of Order Statistics
Throughout this section, (Ur:n, Vk:n) denotes a rv of componentwise taken os
pertaining to independent copies (U1, V1), . . . , (Un, Vn) of a rv (U, V ), which follows
a copula C. By X,Y, ηj we denote independent rv, where X and Y are standard
normal distributed and ηj has df Gj(x) = exp(x)
∑j−1
i=0 (−x)i/i!, x ≤ 0. The follow-
ing main result establishes asymptotic independence of Ur:n and Vk:n for various
sequences r = r(n), k = k(n), n ∈ N.
Theorem 3.1. Let k = k(n), j = j(n) ∈ {1, . . . , n}, n ∈ N.
(i) If k satisfies k→n→∞ ∞, k/n→n→∞ 0, then, for fixed j ∈ N,(
n√
k
(
Un−k+1:n − n− k + 1
n+ 1
)
, n(Vn−j+1:n − 1)
)
→D (X, ηj).
(ii) With k and j as in (i),(
n√
k
(
Uk:n − k
n+ 1
)
, n(Vn−j+1:n − 1)
)
→D (X, ηj).
(iii) If k satisfies k/n→n→∞ λ ∈ (0, 1) and j ∈ N is fixed, then(√
n
(
Uk:n − k
n+ 1
)
, n(Vn−j+1:n − 1)
)
→D
(
(λ(1 − λ))1/2X, ηj
)
.
(iv) With k is chosen as in (iii) and j →n→∞ ∞, j/n→n→∞ 0(√
n
(
Uk:n − k
n+ 1
)
,
n√
j
(
Vn−j+1:n − n− j + 1
n+ 1
))
→D
(
(λ(1 − λ))1/2X,Y
)
.
(v) With k as chosen in (i), j chosen as in (iv) and, in addition, j/
√
k →n→∞ 0,(
n√
k
(
Un−k+1:n − n− k + 1
n+ 1
)
,
n√
j
(
Vn−j+1:n − n− j + 1
n+ 1
))
→D (X,Y ).
More results can immediately be deduced from the preceding result by noting
that (1−Ur:n, 1−Vk:n) =
(
U¯n−r+1:n, V¯n−k+1:n
)
, which are os pertaining to the iid
sequence (U¯1, V¯1), . . . , (U¯n, V¯n) = (1−U1, 1− V1), . . . , (1−Un, 1− Vn) with copula
C¯(u, v) = P (1− U ≤ u, 1− V ≤ v).
Proof. We prove only assertion (i). The remaining parts can be shown in complete
analogy. By P ∗ X we denote in what follows the distribution of a rv X , i.e.,
(P ∗X)(B) = P (X ∈ B) for any B in the Borel-σ-field of R. We have with µn :=
(n− k + 1)/(n+ 1) and x ∈ R, y < 0 by (3) the representation
P
(
n√
k
(Un−k+1:n − µn) ≤ x, n(Vn−j+1:n − 1) ≤ y
)
=
∫ y
−n
P
(
n√
k
(Un−k+1:n − µn) ≤ x | n(Vn−j+1:n − 1) = z
)
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(P ∗ n(Vn−j+1:n − 1))(dz)
=
∫ y
−n
P
(
Un−k+1:n ≤
√
k
n
x+ µn | Vn−j+1:n = 1 + z
n
)
(P ∗ n(Vn−j+1:n − 1))(dz)
=
∫ y
−n
P
(
n−j∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(1)
i
)
+
j−1∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(2)
i
)
≥ n− k + 1
)
+
∂
∂y
C(x, 1 +
z
n
)
× P
(
n−j∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(1)
i
)
+
j−1∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(2)
i
)
= n− k
)
(P ∗ n(Vn−j+1:n − 1))(dz).
(4)
It is well known that n(Vn−j+1:n− 1)→D Gj , see, e.g. equation (5.1.28) in Reiss
(1989).
We claim that
P
(
n−j∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(1)
i
)
+
j−1∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(2)
i
)
≥ n− k + 1
)
→n→∞ Φ(x),
where Φ(·) denotes the df of the standard normal distribution.
Note that
pn := P
(
U
(1)
i ≤
√
k
n
x+ µn
)
=
C
(√
k
n x+ µn, 1 +
z
n
)
1 + zn
→n→∞ 1
and
1− pn =
1 + zn − C
(√
k
n x+ µn, 1 +
z
n
)
1 + zn
=
1 + zn −
√
k
n x− µn +
(√
k
n x+ µn − C
(√
k
n x+ µn, 1 +
z
n
))
1 + zn
=
z
n −
√
k
n x+
k
n+1 +
∫ 1
1+z/n
∂
∂vC
(√
k
n x+ µn, v
)
dv
1 + zn
=
−
√
k
n x+
k
n+1 +O
(
z
n
)
1 + zn
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by Theorem 2.1. We obtain that (n− j)pn(1− pn) is of order k(n) as n→∞ and,
thus, the central limit theorem for arrays of Binomial distributions implies
∑n−j
i=1
(
1[
0,
√
k
n
x+µn
]
(
U
(1)
i
)
− pn
)
((n− j)pn(1− pn))1/2
→D N(0, 1).
As a consequence we obtain
P
(
n−j∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(1)
i
)
+
j−1∑
i=1
1[
0,
√
k
n
x+µn
]
(
U
(2)
i
)
≥ n− k + 1
)
= P


∑n−j
i=1
(
1[
0,
√
k
n
x+µn
]
(
U
(1)
i
)
− pn
)
((n− j)pn(1 − pn))1/2
+ o(1) ≥ n− k + 1− (n− j)pn
((n− j)pn(1 − pn))1/2


→n→∞ 1− Φ(−x) = Φ(x),
since
n− k + 1− (n− j)pn
((n− j)pn(1− pn))1/2
=
n(1− pn)− k +O(1)√
k(1 + o(1))
= −x+ o(1).
This implies that the integrand in representation (4) converges to Φ(x). The asser-
tion now follows from the dominated convergence theorem. 
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