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SOME INTERIOR REGULARITY ESTIMATES FOR SOLUTIONS OF
COMPLEX MONGE-AMPE`RE EQUATIONS ON A BALL
CHAO LI, JIAYU LI, AND XI ZHANG
Abstract. In this paper, we consider the Dirichlet problem of a complex Monge-Ampe`re
equation on a ball in Cn. With C1,α (resp. C0,α) data, we prove an interior C1,α (resp.
C0,α) estimate for the solution. These estimates are generalized versions of the Bedford-
Taylor interior C1,1 estimate.
1. Introduction
The complex Monge-Ampe`re equation has many significant applications in complex analysis
and complex geometry. In 1970s, Yau ([31]) proved the Calabi conjecture by solving a com-
plex complex Monge-Ampe`re equation on a compact Ka¨hler manifold. Since then the complex
Monge-Ampe`re equation is always a subjuct of intensive studies. Benefiting from the devel-
opment of theories about the complex Monge-Ampe`re equation, many problem in complex
geometry are solved (see e.g. [1, 8, 20, 15, 25, 26, 27, 28, 22, 23]).
Existence and regularity of solutions are basic objects in the study of the complex Monge-
Ampe`re equation. Many people contributed a lot to related study (see e.q. [2, 3, 4, 6, 24, 12,
16, 14, 17, 5, 10, 7, 30, 29]). In [2], Bedford and Taylor developed the theory of weak solutions
and studied the Dirichlet problem of on a strictly pseudoconvex bounded domain. They proved
Theorem 1.1 ([2], Theorem D). Let Ω be a pseudoconvex bounded domain in Cn. If 0 ≤ f ∈
C(Ω¯) and ϕ ∈ C(∂Ω), then there exist a unique weak solution u ∈ PSH(Ω)∩(Ω¯) to the Dirichlet
problem {
det(uij¯) = f, in Ω,
u = ϕ, on ∂Ω.
(1.1)
Furthermore, if ∂Ω ∈ C2, ϕ ∈ Ci,α(∂Ω) and f 1n ∈ C0, i+α2 (Ω) with i = 0, 1 and α ∈ (0, 1], then
u ∈ C0, i+α2 (Ω¯).
Bedford and Taylor pointed out that, in the secont part of Theorem 1.1, the result u ∈
C0, i+α2 (Ω¯) is optimal according to the Ho¨lder exponent. Even if we assume ϕ ∈ Ci,α(∂Ω) and
f
1
n is smooth, generally u doesn’t have better global regularity. However, they proved an
interior C1,1 estimate to the solution when Ω is the unit ball.
Theorem 1.2 ([2], Theorem C). Let B be the unit ball in Cn. If u ∈ PSH(B) ∩ C(B¯) is the
weak solution of the Dirichlet problem{
det(uij¯) = f, in B,
u = ϕ, on ∂B,
(1.2)
where ϕ ∈ C1,1(∂B) and 0 ≤ f 1n ∈ C1,1(B¯). Then u ∈ C1,1(B).
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The Bedford-Taylor interior C1,1 estimate has some significant applications. It can be used to
study the higher regularity of solutions to the complex Monge-Ampe`re equation. For example,
In Theorem 1.2, if in additionally 0 < f ∈ C∞(Ω), then based on the interior C1,1 estimate, we
can prove u ∈ C∞(Ω).
Bedford and Taylor didn’t establish analogous interor C1,α or C0,α estimates. In the past for
a long period of time, it was hard to study local higher regularity of a C1,α or C0,α solution to
a complex Monge-Ampe`re equation. This might be a reason why the Bedford-Taylor interior
C1,1 estimate was not generalized to C1,α or C0,α version.
Recently, in [19], the authors considered the complex Monge-Ampe`re equation on a bounded
domain Ω in Cn
det(uij¯) = f, (1.3)
where 0 < f ∈ Cα(Ω) (α ∈ (0, 1)). By using Bedford-Taylor interior C1,1 estimate ([2])
and Caffarelli- Kohn-Nirenberg-Spruck’s result ([6]), they proved, if u ∈ C1,β(Ω) with β ∈
(β0(n, α), 1), where β0(n, α) > 0 depend only on n and α, then u ∈ C2,α(Ω). According to this
result, we think it is interesting to generalize the Bedford-Taylor interior C1,1 estimate to the
C1,α case. In fact, we can prove
Theorem 1.3. Let Br(0) be a ball in C
n. If u ∈ PSH(Br(0))∩C(B¯r(0)) is the solution to the
Dirichlet problem {
det(uij¯) = f, in Br(0),
u = ϕ, on ∂Br(0),
(1.4)
where ϕ ∈ C1,α(∂Br(0)), f ≥ 0 and f 1n ∈ C1,α(B¯r(0)), α ∈ (0, 1). Then u ∈ C1,α(Br(0)).
Furthermore, for any t ∈ (0, 1), we have
[u]1,α;B(1−t)r(0) ≤ C(n, α, t)([ϕ]1,α;∂Br(0) + r1−α|f
1
n |′1,α;Br(0)), (1.5)
where the constant C(n, α, t) depend only on n, α and t.
In order to prove Theorem 1.3, we follow the work of Bedford and Taylor’s method and
prove the solution satisfies a second-order difference type inequality (Lemma 3.1), then use this
property to prove the solution is locally C1,α continuous (by Lemma 3.2).
For the C0,α (α ∈ (0, 1]) case, we also have the following result
Theorem 1.4. Let Br(0) be a ball in C
n. If u ∈ PSH(Br(0))∩C(B¯r(0)) is the solution to the
Dirichlet problem {
det(uij¯) = f, in Br(0),
u = ϕ, on ∂Br(0),
(1.6)
where ϕ ∈ C0,α(∂Br(0)), f ≥ 0 and f 1n ∈ C0,α(B¯r(0)), α ∈ (0, 1]. Then u ∈ C0,α(Br(0)).
Furthermore, for any t ∈ (0, 1), we have
[u]0,α;B(1−t)r(0) ≤ C(n, t)([ϕ]0,α;∂Br(0) + r2−α|f
1
n |′0,α;Br(0)), (1.7)
where the constant C(n, t) depend only on n and t.
The Bedford-Taylor interior C1,1 estimate can be generalized to some special pseudoconvex
domain, e.g. polydisks (see [5]). Similarly, Theorem 1.3 and 1.4 can be generalized to these
domains. In this paper, we don’t go into details.
Now we give an overview of this paper. In Section 2, we introduce some notations for
Ho¨ler (semi-)norms of functions and review the Schauder interior C1,α estimate for Poisson
equations. In Section 3 and Section 4, we give proof to Theorem 1.3 and 1.4 respectively. In
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the last section, we introduce some analogous results for complex Monge-Ampe`re equations on
Hermitian manifolds.
2. Preliminary
2.1. Notations for Ho¨lder norms and semi-norms of functions. For convenience, we
first introduce some notations used in [11].
Let Ω ⊂ Rn be a bounded open domain. For any x, y ∈ Ω, we set
dx = dist(x, ∂Ω), dx,y = min{dx, dy}.
For any u ∈ Ck(Ω) or u ∈ Ck,α(Ω) (α ∈ (0, 1]), we define the following quantities:
|u|0;Ω = sup
x∈Ω
|u(x)|,
[u]k,0;Ω = [u]k;Ω = sup
x∈Ω
|∇ku(x)|,
[u]k,α;x = sup
y∈Ω
y 6=x
|∇ku(y)−∇ku(x)|
|y − x|α ,
[u]k,α;Ω = sup
x∈Ω
[u]k,α;x = sup
x,y∈Ω
x 6=y
|∇ku(x)−∇ku(y)|
|x− y|α ,
(2.1)
and
[u]∗k,0;Ω = [u]
∗
k;Ω = sup
x∈Ω
dkx|∇ku(x)|,
|u|∗k,0;Ω = |u|∗k;Ω =
k∑
i=0
[u]∗i;Ω,
[u]∗k,α;Ω = sup
x,y∈Ω
x 6=y
dk+αx,y
|∇ku(x)−∇ku(y)|
|x− y|α ,
|u|∗k,α;Ω = |u|∗k;Ω + [u]∗k,α;Ω.
(2.2)
By the definitions, we see that
|u|0;Ω = [u]0;Ω = |u|∗0;Ω, (2.3)
and
[u]∗k−1,1;Ω ≤ C(n, k)([u]∗k−1;Ω + [u]∗k;Ω), [u]∗k;Ω ≤ C(n, k)[u]∗k−1,1;Ω, (2.4)
for k ≥ 1. When Ω is convex, we also have
[u]k−1,1;Ω ≤ C(n, k)[u]k;Ω, [u]k;Br ≤ C(n, k)[u]k−1,1;Ω, (2.5)
for k ≥ 1.
When Ω = Br is a ball of radius r, we also use the following notations
|u|′k,0;Ω = |u|′k;Ω =
k∑
i=0
ri[u]i;Ω,
|u|′k,α;Ω = |u|′k;Ω + rk+α[u]k,α;Ω.
(2.6)
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For any f ∈ C(Ω) or f ∈ Cα(Ω) (α ∈ (0, 1]), we define
|f |(k)0,;Ω = sup
x∈Ω
dkx|f(x)|, (2.7)
|f |(k)0,α;Ω = sup
x∈Ω
dkx|f(x)| + sup
x,y∈Ω
x 6=y
dk+αx,y
|f(x)− f(y)|
|x− y|α . (2.8)
In this paper we will consider the Dirichlet problem on a ball, so we also introduce some
notations for Ho¨lder norms and semi-norms of functions defined on sphere.
Let Br be a balll of radius r in R
n. For ϕ ∈ Ck,α(∂Br) with k = 0, 1 and α ∈ [0, 1], we define
|ϕ|0;∂Br = sup
x∈∂Br
|ϕ(x)|,
[ϕ]0,α;∂Br = sup
x,y∈∂Br
x 6=y
|ϕ(x) − ϕ(y)|
|x− y|α , α > 0,
[ϕ]1,α;∂Br = inf{[Φ]1,α;Br |Φ ∈ C1,α(B¯r) and Φ|∂Br = ϕ}.
(2.9)
For any α ∈ (0, 1], let Φ ∈ C1,α(B¯r) with α ∈ (0, 1]. It is easy to check that
[Φ]1;Br ≤ r−1|Φ|0;∂Br + 2rα[Φ]1,α;Br , (2.10)
|Φ|0;Br ≤ 2(|Φ|0;∂Br + r1+α[Φ]1,α;Br). (2.11)
Given any ϕ ∈ C1,α(∂Br), we can find {Φk}∞k=1 ⊂ C1,α(Br) such that
Φk|∂Br = ϕ, lim
k→∞
[Φk]1,α;B = [ϕ]1,α;∂Br . (2.12)
Then {Φk}∞k=1 is bounded in C1,α(B¯r). Consequently {Φk}∞k=1 has a sub-sequence which con-
verges uniformly to some Φ∞ ∈ C1,α(B¯), which satisfies
Φ∞|∂Br = ϕ, [Φ∞]1,α;Br = [ϕ]1,α;∂Br . (2.13)
So any ϕ ∈ C1,α(∂Br) can be extended to some Φ ∈ C1,α(B¯r) with [Φ]1,α;Br = [ϕ]1,α;∂Br .
2.2. The Schauder C1,α estimate. The following theorem is well-known
Theorem 2.1 ([11], Theorem 3.9). Let Ω be an open set in Rn, and let u ∈ C2(Ω) and f ∈ C(Ω)
satisfy the Poisson equation ∆u = f on Ω. Then for any α ∈ (0, 1), we have
|u|∗1,α;Ω ≤ C(n, α)(|u|0;Ω + |f |(2)0;Ω). (2.14)
We need a refined version of Theorem 2.1, which can be seen as a combination of Theorem
2.1 and Lemma 6.32 of [11].
Proposition 2.2. Let Ω be an open set in Rn, and let u ∈ C2(Ω) and f ∈ C(Ω) satisfy the
Poisson ∆u = f equation on Ω. Then for any α ∈ (0, 1) and µ ∈ (0, 1], we have
[u]∗1;Ω ≤ C(n)(µ−1|u|0;Ω + µ|f |(2)0;Ω), (2.15)
[u]∗1,α;Ω ≤ C(n, α)(µ−1−α|u|0;Ω + µ1−α|f |(2)0;Ω). (2.16)
Proof. First we estimate [u]∗0,1;Ω. Let x, y be two distinct poits in Ω.
a). |x− y| > 14µdx,y. We have
dx,y
|u(x)− u(y)|
|x− y| ≤ 4µ
−1(|u(x)|+ |u(y)|) ≤ 8µ−1|u|0;Ω. (2.17)
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b). |x− y| ≤ 14µdx,y. Set D = B 12µdx,y(x). For any z ∈ D, we have
dist(z, ∂D) ≤ 12µdx,y, dz ≥ dx − |x− z| ≥ 12dx,y (2.18)
consequently
dist(z, ∂D) ≤ µdz. (2.19)
By the definitions of |f |(2)0;D and |f |(2)0;Ω, we have
|f |(2)0;D ≤ µ2|f |(2)0;Ω. (2.20)
Apply Theorem 2.1 on D
[u]∗1;D ≤ C(n)(|u|0;D + |f |(2)0;D) ≤ C(n)(|u|0;Ω + µ2|f |(2)0;Ω). (2.21)
By the relation between [u]∗1;D and [u]
∗
0,1;D, we have
[u]∗0,1;D ≤ C(|u|0;D + |f |(2)0;D). (2.22)
By the definition of [u]∗0,1;D, we have
min{dist(x, ∂D), dist(y, ∂D)} |u(x)− u(y)||x− y| ≤ [u]
∗
0,1;D, (2.23)
where
min{dist(x, ∂D), dist(y, ∂D)} = 12µdx,y − |x− y| ≥ 14µdx,y. (2.24)
Then we obtained
dx,y
|u(x)− u(y)|
|x− y| ≤ C(n)(µ
−1|u|0;Ω + µ|f |(2)0;Ω). (2.25)
Combine a) and b), we have
[u]∗0,1;Ω ≤ C(n)(µ−1|u|0;Ω + µ|f |(2)0;Ω), (2.26)
Since [u]∗1;Ω ≤ [u]∗0,1;Ω, we complete the proof of (2.15).
By similar discussion, we can obtain
[u]∗1,α;Ω ≤ C(n, α)(µ−1−α|u|0;Ω + µ−α[u]∗1;Ω + µ1−α|f |(2)0;Ω). (2.27)
Substitute (2.15) into this inequlity, then we obtain (2.16).
3. Proof of Theorem 1.3
In this section we denote Br = Br(0) ⊂ Cn and B = B1.
3.1. Some tricks to simplify the proof. We need the following three usual tricks to simplify
the proof of our interior C1,α estimate.
First, when proving Theorem 1.3, we can consider the case r = 1 only. For the case r 6= 1,
we can consider u˜(z) = r2u
(
z
r
)
instead.
Second, when proving Theorem 1.3, we can assume ϕ ∈ C1,α(B¯r) and satisfies
|ϕ|0;Br ≤ r1+α[ϕ]1,α;∂Br , [ϕ]1;Br ≤ rα[ϕ]1,α;∂Br , [ϕ]1,α;Br = [ϕ]1,α;∂Br . (3.1)
In section 2, We have pointed out that ϕ can be extended to some Φ ∈ C1,α(B¯r) with [Φ]1,α;Br =
[ϕ]1,α;∂Br . To show this trick is reasonable, we only need to transform the equation. We set
ϕ˜(x) = Φ(x) − Φ(0)− 〈∇Φ(0), x〉, (3.2)
u˜(x) = u(x)− Φ(0)− 〈∇Φ(0), x〉, (3.3)
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where ∇Φ(0) and x ∈ Br are treated as real vector of dimension 2n, 〈∇Φ(0), x〉 is their inner
product. Then u˜ ∈ PSH(Br) ∩ C(B¯r) and satisfies{
det(u˜ij¯) = f, in B,
u˜ = ϕ˜, on ∂B,
(3.4)
Applying Taylor expansion, it is easy to check that
|ϕ˜|0;Br ≤ r1+α[ϕ]1,α;∂Br , [ϕ˜]1;Br ≤ rα[ϕ]1,α;∂Br , [ϕ˜]1,α;Br = [ϕ]1,α;∂Br . (3.5)
u˜ differs from u by only a linear function, so their have same regularity. Furthermore, for any
relative compact open subset D in Br, if either u˜ or u is in C1,α(D¯), then
[u]1,α;D = [u˜]1,α;D. (3.6)
By these conclusion, the second trick really works.
At the other hand, for the mentioned u˜, we have
u(x+ h) + u(x− h)− 2u(x) = u˜(x + h) + u˜(x− h)− 2u˜(x), (3.7)
whenever the two second-order differences is well defined. So the second trick can be used when
we try to estimate such a second-order difference, i.e. to prove Lemma 3.1.
Third, when proving the inequalities in Theorem 1.3 and Lemma 3.1, we can assume u is C2.
Assume r = 1 and ϕ ∈ C1,α(B¯) by expanding. For small ε > 0, we define following functions
on B¯
ϕε(x) =
∫
Cn
ρε(y)ϕ ((1 − ε)(x− y)) , (3.8)
fε
1
n (x) =
∫
Cn
ρε(y)f
1
n ((1 − ε)(x− y)) . (3.9)
Then ϕε, fε
1
n ∈ C∞(B¯) and
[ϕε]1,α;B ≤ [ϕ]1,α;B , [fε
1
n ]1,α;B ≤ [f 1n ]1,α;B. (3.10)
Let uε ∈ PSH(B) ∩ C(B¯) solve {
det((uε)ij¯) = fε, in B,
uε = ϕε, on ∂B,
(3.11)
Then u is smooth by [6]. When ε→ 0, ϕε and fε converge uniformly to ϕ and f respectively, by
the comparison principle one can easily prove that uε converges uniformly to u. If the interior
estimate in Theorem 1.3 (or Lemma 3.1) is true for all uε, then it is also true for u. By this
approximation of smooth solutions, we can assume u itself is smooth.
One can try to compute in the language of currents. In this way, the condition that u is
continuous is enough, but some formulas will become quite complicated.
3.2. A second-order difference type inequality. We have the following lemma
Lemma 3.1. If u ∈ PSH(B) ∩ C(B¯) is the solution of the equation{
det(uij¯) = f, in B,
u = ϕ, on ∂B,
(3.12)
where, ϕ ∈ C1,α(∂B), f ≥ 0 and f 1n ∈ C1,α(B¯), α ∈ (0, 1]. Then for any t ∈ (0, 1], x ∈
B1−t, h ∈ B 1
2 t
, we have
u(x+ h) + u(x− h)− 2u(x) ≤ C(n, t)([ϕ]1,α;∂B + |f 1n |′1,α;B)|h|1+α. (3.13)
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Lemma 3.1 is a generalization of Proposition 6.6 of [2]. Our proof is also similar to the origin
one.
We need to use some automorphism of B. For any a ∈ B, let v(a) =
√
1− |a|2. We define
Ta ∈ Auto(B) as follow
Ta(z) = Γa
z − a
1− a∗z , a 6= 0,
T0(z) = z,
(3.14)
where
Γa =
aa∗
1− v(a) − v(a)I. (3.15)
We treat a and z as n× 1 matrices, the upper index ∗ refer to the transposed conjugation, so
Γa is an n× n matrix.
It is easy to verify that T : B × B¯ → B¯
T (a, z) = Ta(z)
is a smooth map. Furthermore
Ta(a) = 0, Ta(0) = −a. (3.16)
Proof of Lemma 3.1. By the second trick mentioned in 3.1, we can assume ϕ ∈ C1,α(B¯) and
|ϕ|0;B ≤ [ϕ]1,α;∂B, [ϕ]1;B ≤ [ϕ]1,α;∂B , [ϕ]1,α;B = [ϕ]1,α;∂B. (3.17)
Consider the following functions defined on B × B¯
U(x, z) = ux(z) = u(T−x(z)), (3.18)
F (x, z) = fx(z) = f(T−x(z))| detJT−x(z)|2, (3.19)
Φ(x, z) = ϕx(z) = ϕ(T−x(z)), (3.20)
where JTa (a ∈ B) is the complex Jacobian matrix of the holomorphic map Ta. For any fixed
x ∈ B, ux is in PSH(B) ∩ C(B¯) and satisfies{
det((ux)ij¯) = fx, in B,
ux = ϕx, on ∂B.
Furthermore
U(x, 0) = ux(0) = u(x).
Since ϕ ∈ C1,α(B¯), Φ ∈ C1,α(B¯1− 12 t × B¯). At the same time, for any z ∈ B¯, we have the
following uniform estimates
[Φ(·, z)]1,α;B
1− 1
2
t
≤ C(n, t)([ϕ]1;B + [ϕ]1,α;B). (3.21)
Similarly, F
1
n ∈ C1,α(B¯1− 12 t × B¯). For any z ∈ B¯, we have the following uniform estimates
[F
1
n (·, z)]1,α;B
1− 1
2
t
≤ C(n, t)(|f 1n |0;B + [f 1n ]1;B + [f 1n ]1,α;B). (3.22)
For any fixed x ∈ B1−t, h ∈ B 1
2 t
, by the Taylor expansion we can obtain
Φ(x+ h, z) + Φ(x− h, z)− 2Φ(x, z) ≤ 2[Φ(·, z)]1,α;B
1− 1
2
t
|h|1+α, (3.23)
F
1
n (x + h, z) + F
1
n (x− h, z)− 2F 1n (x, z) ≥ 2[F 1n (·, z)]1,α;B
1− 1
2
t
|h|1+α. (3.24)
When z ∈ ∂B, U(·, z) = Φ(·, z), so we have
(ux+h + ux−h − 2ux)|∂B ≤ 2[Φ(·, z)]1,α;B
1− 1
2
t
|h|1+α. (3.25)
8 CHAO LI, JIAYU LI, AND XI ZHANG
Consider
W (z) = ux+h(z) + ux−h(z) + |h|1+α(−A1 +A2(|z|2 − 1)), (3.26)
where
A1 = 2[Φ(·, z)]1,α;B
1− 1
2
t
, A2 = 2[F
1
n (·, z)]1,α;B
1− 1
2
t
, (3.27)
Then W ∈ PSH(B) ∩ C(B¯), and
W |∂B = (ux+h + ux−h)|∂B −A1|h|1+α ≤ 2ux|∂B (3.28)
Furthermore, on B
det(Wij¯)
1
n = det((ux+h)ij¯ + (ux−h)ij¯ +A2|h|1+αδij)
1
n
≥ det((ux+h)ij¯)
1
n + det((ux−h)ij¯)
1
n +A2|h|1+α
= f
1
n
x+h + f
1
n
x−h +A2|h|1+α
≥ 2f
1
n
x = det((2ux)ij¯)
1
n .
(3.29)
By the comparison principle ([2], Theorem A), W ≤ 2ux. Consequently
u(x+ h) + u(x− h)− 2u(x) = W (0)− 2ux(0) + (A1 +A2)|h|1+α ≤ (A1 +A2)|h|1+α, (3.30)
By the expression of A1 and A2, we conclude the proof of Lemma 3.1.
3.3. Mean value inequality and Ho¨lder continuity. Let Ω be a bounded open set in Rn.
If v ∈ C1,α(Ω), then for any x ∈ Ω and any positive h ≤ 12dx, we have∣∣∣∣∣−
∫
∂Bh(x)
v(y)dσy − v(x)
∣∣∣∣∣ ≤ Cxh1+α, (3.31)
where we can take the constant Cx to be [u]1,α;B 1
2
dx
(x).
Inversely, let v ∈ C(Ω) and Cx (treated as a function of x ∈ Ω) be locally bounded. If (3.31)
holds for any x ∈ Ω and any positive h ≤ 12dx, then v ∈ C1,α(Ω). This result is a corollary of
the following Lemma
Lemma 3.2. Let r ≥ t > 0, Br+t(0) be a ball in Rn, and v ∈ C(Bt+r(0)). If there exist a
constant A such that∣∣∣∣∣−
∫
∂Bh(0)
v(x+ y)dσy − v(x)
∣∣∣∣∣ ≤ Ah1+α, ∀x ∈ Br, h ∈ (0, t]. (3.32)
Then v ∈ C1,α(Br(0)). Furthermore
[v]∗1,α;Br ≤ C(n, α)(r1+αt−1−α|v|0;Br+t(0) +Ar1+α). (3.33)
Proof. Let ρ be a radially symmetrical function on Rn satisfying
1). ρ ≥ 0 and supp ρ ⊂ B1(0);
2).
∫
B1(0)
ρ = 1.
By choosing proper ρ, sup |∇kρ| (k = 0, 1, · · · ) can be seen as constants depending only on n
and k.
For any ε > 0, we define
ρε(x) = ε
−nρ
(x
ε
)
. (3.34)
For any h ∈ (0, t], we set
vh = ρh ∗ v. (3.35)
Then vh ∈ C∞(Br+t−h(0)).
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For any x ∈ Br(0), we have
∆vh(x) =
∫
Bh(0)
(∆ρh)(y)v(x − y)dy =
∫ h
0
ds
∫
∂Bs(0)
(∆ρh)(y)v(x − y)dσy. (3.36)
By the definition of ρh, ∆ρh is a radially symmetric function, we can treat it as a function of
the radius
(∆ρh)(x) = (∆ρh)(|x|), (3.37)
Furthermore, we have
|∆ρh| ≤ C(n)h−n−2. (3.38)
At the same time
0 =
∫
Bh(0)
(∆ρh)(y)v(x)dy =
∫ h
0
ds
∫
∂Bs(0)
(∆ρh)(y)v(x)dσy , (3.39)
consequently
∆vh(x) =
∫ h
0
(∆ρh)(s)ds
∫
∂Bs(0)
(v(x − y)− v(x))dσy
=
∫ h
0
(∆ρh)(s)|∂Bs(0)|
(
−
∫
∂Bs(0)
v(x− y)dσy − v(x)
)
ds.
(3.40)
Combine this equality with (3.32), we have
|∆vh(x)| ≤
∫ h
0
C(n)h−n−2sn−1As1+αds ≤ C(n)Ahα−1. (3.41)
By similar discussion, we can obtain
|vh(x)− v(x)| ≤ C(n)Ah1+α. (3.42)
Then we have
|vh − v|0;Br(0) ≤ C(n)Ah1+α, |∆vh|0;Br(0) ≤ C(n)Ahα−1. (3.43)
For k = 0, 1, 2, · · · , we denote hk = 2−kt and define
wk = vhk+1 − vhk , (3.44)
then we have
|wk|0;Br(0) ≤ C(n)Ah1+αk , |∆wk|0;Br(0) ≤ C(n)Ahα−1k . (3.45)
By Proposition 2.2, for any γ ∈ (0, 1)and µ ∈ (0, 1], we have
[∇wk]∗1;Br(0) ≤ C(n)(µ−1|wk|0;Br(0) + µ|∆wk|
(2)
0;Br(0)
), (3.46)
|wk|∗1,γ;Br(0) ≤ C(n, γ)(µ−1−γ |wk|0;Br(0) + µ1−γ |∆wk|
(2)
0;Br(0)
), (3.47)
St µ = 2−k t
r
, then we have
[wk]
∗
1;Br(0)
≤ C(n)Artα2−αk, (3.48)
[wk]
∗
1,γ;Br(0)
≤ C(n, γ)Ar1+γ tα−γ2(γ−α)k. (3.49)
First , we need to show that for any β ∈ (0, α), v ∈ C1,β(Br(0)). By (3.43), (3.48) and (3.49),
we have
|wk|∗1,β;Br(0) ≤ C(n, β)Ar1+β tα−β2−(α−β)k. (3.50)
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Notice that vhk = vt +
k−1∑
i=0
wi, so we have
|vhk |∗1,β;Br(0) ≤ |vt|∗1,β;Br(0) +
k−1∑
i=0
|wi|∗1,β;Br(0)
≤ |vt|∗1,β;Br(0) + C(n, β)Ar1+β tα−β
k−1∑
i=0
2−(α−β)i
≤ |vt|∗1,β;Br(0) + C(n, α, β)Ar1+β tα−β .
(3.51)
This implies |vhk |∗1,β;Br(0) is uniformly bounded. Furthermore, by (3.43), when k → ∞, vhk
uniformmaly converges to v. So v ∈ C1,β(Br(0)), and |v|∗1,β;Br(0) is bounded.
Next, we need to estimate [vhk − v]∗1;Br(0) and [vhk ]1,γ;Br(0), where γ ∈ (α, 1). Clearly
v − vhk =
∞∑
i=k
wi and vhk = vt +
k−1∑
i=0
wi. By (3.48) and (3.49), we obtained
[v − vhk ]∗1;Br(0) ≤
∞∑
i=k
[wi]1;Br(0) ≤ C(n)Artα
∞∑
i=k
2−αi
≤ C(n, α)Artα2−αk,
(3.52)
and
[vhk ]
∗
1,γ;Br(0)
≤ [vt]∗1,γ;Br(0) +
k−1∑
i=0
[wi]
∗
1,γ;Br(0)
≤ [vt]∗1,γ;Br(0) + C(n, γ)Ar1+γ tα−γ
k−1∑
i=0
2(γ−α)i
≤ [vt]∗1,γ;Br(0) + C(n, γ, α)Ar1+γ tα−γ2(γ−α)k.
(3.53)
At last, we start to estimate [v]∗1,α;Br(0). Let x, y be any two distinct points in Br(0), denote
dx = dist(x, ∂Br(0)), dy = dist(y, ∂Br(0)), dx,y = min{dx, dy}. (3.54)
a). |x− y| ≥ t
r
dx,y. In this case
d1+αx,y
|∇v(x) −∇v(y)|
|x− y|α ≤
( |x− y|
dx,y
)α
(dx|∇v(x)| + dy |∇v(y)|)
≤ 2rαt−α[v]∗1;Br(0).
(3.55)
on the other hand
[v]∗1;Br(0) ≤ [vt]∗1;Br(0) + [v−vt]∗1;Br(0) ≤ [vt]∗1;Br(0) + C(n, α)Artα, (3.56)
so we have
d1+αx,y
|∇v(x) −∇v(y)|
|x− y|α ≤ 2r
αt−α[vt]
∗
1;Br(0)
+ C(n, α)Ar1+α. (3.57)
b). |x− y| < t
r
dx,y. We choose integer k ≥ 1 such that
2−k
t
r
≤ |x− y|
dx,y
< 2−k+1
t
r
. (3.58)
SOME INTERIOR REGULARITY ESTIMATES FOR SOLUTIONS OF COMPLEX MONGE-AMPE`RE EQUATIONS ON A BALL11
Useing (3.52) and (3.53), we obtain
dx|∇v(x) −∇vhk(x)| ≤ C(n)Artα2−αk, (3.59)
dy|∇v(y)−∇vhk(y)| ≤ C(n)Artα2−αk, (3.60)
and
d1+γx,y
|∇vhk(x)−∇vhk(y)|
|x− y|γ ≤ [vt]
∗
1,γ;Br(0)
+ C(n, γ, α)Ar1+γ tα−γ2(γ−α)k. (3.61)
Furthermore, we have
d1+αx,y |∇v(x) −∇v(y)| ≤ d1+αx,y (|∇v(x) −∇vhk(x)| + |∇v(y)−∇vhk(y)|
+ |∇vhk(x) −∇vhk(y)|)
≤ dαx,y(dx|∇v(x) −∇vhk(x)|+ dy|∇v(y)−∇vhk(y)|)
+ d1+αx,y |∇vhk(x)−∇vhk(y)|,
(3.62)
consequently
d1+αx,y
|∇v(x) −∇v(y)|
|x− y|α
≤
( |x− y|
dx,y
)γ−α
([vt]
∗
1,γ;Br(0)
+ C(n, γ, α)Ar1+γ tα−γ2(γ−α)k)
+ C(n, γ, α)Artα
( |x− y|
dx,y
)−α
2−αk
≤ 2rα−γtγ−α[vt]∗1,γ;Br(0) + C(n, γ, α)Ar1+α.
(3.63)
Combine a) and b), we have
d1+αx,y
|∇v(x) −∇v(y)|
|x− y|α ≤ 2r
αt−α[vt]
∗
1;Br(0)
+ 2rα−γtγ−α[vt]
∗
1,γ;Br(0)
+ C(n, γ, α)Ar1+α. (3.64)
By the definition of [v]∗1,α;Br(0), we have
[v]∗1,α;Br(0) ≤ 2rαt−α[vt]∗1;Br(0) + 2rα−γtγ−α[vt]∗1,γ;Br(0) + C(n, γ, α)Ar1+α. (3.65)
For vt, by |vt|0;Br(0) ≤ |v|0;Br+t(0) and |∆vt|0;Br(0) ≤ C(n)Atα−1, we have the following estimate
[vt]
∗
1;Br(0)
≤ C(n)(rt−1|v|0;Br+t(0) +Artα), (3.66)
[vt]
∗
1,γ;Br(0)
≤ C(n, γ)(r1+γ t−1−γ |v|0;Br+t(0) +Ar1+γtα−γ), (3.67)
Substitute these estimates into (3.65) and set γ = 1+α2 , we obtain
[v]∗1,α;Br(0) ≤ C(n, α)(r1+αt−1−α|v|0;Br+t(0) +Ar1+α).
This concludes the proof of Lemma 3.2.
3.4. Proof of Theorem 1.3. Using Lemma 3.1, Lemma 3.2 and the fact that u is plurisub-
harmonic, we can easily prove Theorem 1.3.
Proof. We only need to consider the case r = 1. We assume ϕ ∈ C1,α(B¯) and
|ϕ|0;B ≤ [ϕ]1,α;∂B, [ϕ]1;B ≤ [ϕ]1,α;∂B , [ϕ]1,α;B = [ϕ]1,α;∂B. (3.68)
By comparison principle we can easily obtain a estimate for [u]0;B
|u|0,α;B ≤ |ϕ|0;B + |f 1n |0;B ≤ [ϕ]1,α;∂B + |f 1n |0;B. (3.69)
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By Lemma 3.1, for any x ∈ B1− 12 t, h ∈ B 14 t, we have
u(x+ h) + u(x− h)− 2u(x) ≤ A|h|1+α. (3.70)
where
A = C(n, t)([ϕ]1,α;∂B + |f 1n |′1,α;B). (3.71)
For any fixed x ∈ B1− 12 t, h ∈ (0,
1
4 t), obviously
−
∫
∂Bh(x)
u(x+ y)dσy = −
∫
∂Bh(x)
u(x− y)dσy , (3.72)
so we have
−
∫
∂Bh(x)
u(x+ y)dσy − u(x) = 1
2
−
∫
∂Bh(x)
(u(x+ y) + u(x− y)− 2u(x))dσy . (3.73)
u is plurisubharmonic, so it is subharmonic. By this property, (3.70) and (3.73), we have
0 ≤ −
∫
∂Bh
u(x+ y)dσy − u(x) ≤ 1
2
Ah1+α, ∀x ∈ B1− 12 t, h ∈ (0,
1
4 t). (3.74)
By Lemma 3.2, u ∈ C1,α(B1− 12 t). Furthermore
|u|∗1,α;B
1− 1
2
t
≤ C(n, α, t)(|u|0;B +A). (3.75)
Combine (3.69) and (3.71), we obtain
[u]1,α;B1−t ≤ C(n, α, t)([ϕ]1,α;∂B + |f
1
n |′1,α;B). (3.76)
This completes the proof of Theorem 1.3.
4. Proof of Theorem 1.4
The proof of Theorem 1.4 is similar to the proof of Lemma 3.1 and simpler. In consideration
of the integrity of this paper, we will give the whole proof. The readers can skip this section.
We only need to consider the case r = 1. Namely we need to prove
Lemma 4.1. If u ∈ PSH(B) ∩ C(B¯) is the solution of the equation{
det(uij¯) = f, in B,
u = ϕ, on ∂B,
(4.1)
where, ϕ ∈ C0,α(∂B), f ≥ 0 and f 1n ∈ C0,α(B¯), α ∈ (0, 1]. Then for any t ∈ (0, 1], x1, x2 ∈
B1−t, we have
|u(x1)− u(x2)| ≤ C(n, t)([ϕ]0,α;∂B + |f 1n |′0,α;B)|x1 − x2|α. (4.2)
Proof. Like in the proof of Lemma 3.1, we consider the following functions defined on B × B¯
U(x, z) = ux(z) = u(T−x(z)),
F (x, z) = fx(z) = f(T−x(z))| detJT−x(z)|2,
and the the following function defined on B × ∂B
Φ(x, z) = ϕx(z) = ϕ(T−x(z)).
For any fixed x ∈ B, we also have ux ∈ PSH(B) ∩ C(B¯) and satisfies{
det((ux)ij¯) = fx, in B,
ux = ϕx, on ∂B.
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and
ux(0) = u(x).
Since ϕ ∈ Cα(∂B) and f 1n ∈ Cα(B¯), Φ ∈ Cα(B¯1−t×∂B) and F 1n ∈ Cα(B¯1−t× B¯). Moreover,
we have
[Φ(·, z)]0,α;B1−t ≤ C(n, t)[ϕ]0,α;∂B , (4.3)
for any z ∈ ∂B, and
[F
1
n (·, z)]0,α;B1−t ≤ C(n, t)|f
1
n |′0,α;B, (4.4)
for any z ∈ B¯. Since x1, x2 ∈ B¯1−t, we have
|ϕx1(z)− ϕx2(z)| = |Φ(x1, z)− Φ(x2, z)| ≤ C(n, t)[ϕ]0,α;∂B |x1 − x2|α, (4.5)
for any z ∈ ∂B, and
|f
1
n
x1(z)− f
1
n
x2(z)| = |F
1
n (x1, z)− F 1n (x2, z)| ≤ C(n, t)|f 1n |′0,α;B|x1 − x2|α, (4.6)
for any z ∈ B¯.
Consider W = ux1 + |x1 − x2|α(−A1 +A2(|z|2 − 1)), where
A1 = C(n, t)[ϕ]0,α;∂B , A2 = C(n, t)|f 1n |′0,α;B. (4.7)
Then W ∈ PSH(B) ∩ C(B¯). On ∂B, we have
W = ux1 −A1|x1 − x2|α ≤ ux2 . (4.8)
In B, we have
det(Wij¯)
1
n = det((ux1)ij¯ +A2|x1 − x2|αδij)
1
n
≥ f
1
n
x1 +A2|x1 − x2|α
≥ f
1
n
x2 = det((ux2)ij¯)
1
n .
(4.9)
By the comparison principle, we have W ≤ ux2 . Consequently
u(x1)− u(x2) =W (0)− ux2(0) + (A1 +A2)|x1 − x2|α ≤ (A1 +A2)|x1 − x2|α. (4.10)
Similarly we have
u(x2)− u(x1) ≤ (A1 +A2)|x1 − x2|α. (4.11)
This completes the proof of Lemma 4.1.
5. A short discussion about equations on Hermitian manifolds
Recently, along with the study of Hermitian manifolds, theories about the complex Monge-
Ampe`re equation on Hermitian manifolds are greatly developed. S.Dinew, S.Kolodziej and
N.C.Nugyen ([9, 18, 21]) developed the thoeory of weak sotution and established L∞ and Ho¨lder
estimate for the solustion when the right hand side is a nonpositive Lp (p > 1) functions; B.Guan
and Q.Li ([13]) obtained some results about the existence of smooth solutions to the Dirichlet
problem with smooth data; X. Zhang and X.W.Zhang ([32]) established a Bedford-Taylor C1,1
estimate and an interior Calabi C3 estimate; etc.
Our Ck,α (i = 0, 1, α ∈ (0, 1]) estimate can also be generalized to the Hermitian case. In
fact we have
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Theorem 5.1. Let Br(0) be a ball in C
n, ω is a Hermitian form on B¯r(0). Let i = 0, 1,
α ∈ (0, 1], ϕ ∈ Ci,α(∂Br(0)) and 0 ≤ f 1n ∈ Ci,α(B¯r(0)). If u ∈ PSH(Br(0), ω) ∩ C(B¯r(0)) is a
weak solution of {
(ω +
√−1∂∂¯u)n = n!fdV, in Br(0),
u = ϕ, on ∂Br(0).
(5.1)
Then u ∈ Ci,α(B¯r(0)). Furher more , for any t ∈ (0, 1), we have
[u]i,α;B(1−t)r(0) ≤ C(n, t)([ϕ]i,α;∂Br (0) + r2−i−α|f
1
n |′i,α;Br(0) + r2−i−α|ω|′i,α;Br(0)). (5.2)
The case i = α = 0 is already known in [21]; the case i = α = 1 is already konwn in [32].
Like in [32], one can adapt the proof of Lemma 3.1 to the Hermitian case and prove Theorem
5.1 easily. We omit the proof.
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