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Abstract
Let XðtÞ be a positive recurrent diffusion process corresponding to an operator L on a
domain DDRd with oblique reﬂection at @D if DaRd : For each xAD; we deﬁne a volume-
preserving norm that depends on the diffusion matrix aðxÞ: We calculate the asymptotic
behavior as e-0 of the expected hitting time of the e-ball centered at x and of the principal
eigenvalue for L in the exterior domain formed by deleting the ball, with the oblique derivative
boundary condition at @D and the Dirichlet boundary condition on the boundary of the ball.
This operator is non-self-adjoint in general. The behavior is described in terms of the invariant
probability density at x and DetðaðxÞÞ: In the case of normally reﬂected Brownian motion, the
results become isoperimetric-type equalities.
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Let DDRd ; dX2; be a domain. If DcRd ; assume that D has a smooth boundary
and let n : @D-Sd be smooth and satisfy nðxÞ  nðxÞ40 for all xA@D; where nðxÞ
denotes the inward unit normal to D at xA@D: We will call n a reflection vector. Let
XðtÞ be the diffusion process in D with n-reﬂection at @D (if DcRd), and
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corresponding to the operator
L ¼ 12r  arþ b  r;
where a ¼ fai;jgdi;j¼1AC2;alocðRdÞ is positive deﬁnite and b ¼ ðb1;y; bdÞAC1;alocðRdÞ; for
some aAð0; 1	: The smoothness assumptions have been made in order to ensure that
the adjoint operator has Ca-coefﬁcients which then guarantees that invariant
densities, which are solutions to the adjoint equation, are classical solutions. But this
can be relaxed considerably since all we use is the existence of a continuous invariant
density. In the case that the coefﬁcients ai;j;
@ai;j
@xk
; and bi are bounded, the existence
and uniqueness in law of such a diffusion process follows from [15] via the
submartingale problem. In the case that the coefﬁcients are not necessarily bounded,
there exists a unique solution to the generalized submartingale problem up to a
possibly ﬁnite explosion time (see [9] for the passage from the martingale problem to
the generalized martingale problem in the case of diffusions on Rd ; the passage from
the submartingale problem to the generalized submartingale problem for reﬂected
diffusions is treated similarly). Let Px denote the probability measure corresponding
to the diffusion starting from xA %D:
We investigate the asymptotic behavior of the expected hitting time of a small ball
starting from outside the ball and of the principal eigenvalue for L in the punctured
domain obtained by deleting the small ball and placing the Dirichlet boundary
condition on the resulting boundary. Note that the operator in question is in general
non-self-adjoint because of the oblique derivative boundary condition as well as
because of the drift term b: We will assume throughout the paper that the diffusion
process is positive recurrent, which of course is always true if D is bounded. Indeed,
the expected hitting time is ﬁnite if and only if the process is positive recurrent; that
is, if and only if there exists an invariant probability density m (see [9, Theorem 4.9.6]
for a proof of the equivalence in the case Rd ¼ D). For the investigation of the
principal eigenvalue, we will need an additional assumption which also always holds
if D is bounded.
The original motivation for this investigation was a recent paper [2] in which it was
shown that if Tðx; eÞ is the ﬁrst hitting time of the disc of radius e for Brownian
motion on the two-dimensional unit torus T ; then lime-0 supxAT2
Tðx;eÞ
jlog ej2 ¼ 2p a.s. A
basic ﬁrst step was to obtain estimates on the asymptotic behavior as e-0 of the
expected value of Tðx; eÞ starting from points yAT  fxg:
For a positive deﬁnite d  d matrix G; deﬁne the norm
jjvjjG ¼ v;
G
Det
1
dðGÞ
v
0
@
1
A
1
2
for vARd :
Note that this norm preserves the Euclidean volume but distorts directions. For xAD
and r40; let BGr ðxÞ ¼ fyARd : jjy  xjjGorg denote the open ball of radius r in the
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G-norm and centered at x; and deﬁne tBGr ðxÞ ¼ infftX0 : XðtÞA %BGr ðxÞg: In the case of
the standard Euclidean norm, when G is a scalar multiple of I ; we will use the
notation jvj and BrðxÞ in place of jjvjjI and BIr ðxÞ: Let od denote the volume of the
unit ball in Rd :
Let ainvðxÞ denote the inverse matrix to aðxÞ: Here is the main result with regard to
expected hitting times.
Theorem 1. Let XðtÞ be a positive recurrent diffusion in a domain DDRd with
n-reflection at @D (if DcRdÞ and corresponding to an operator of the form L as above.
Let m denote the invariant probability density. Let xAD and yA %D  fxg:
(i) If d ¼ 2; then
lim
e-0
Eyt
B
ainvðxÞ
e ðxÞ
log e ¼
1
pDet
1
2ðaðxÞÞmðxÞ
; ð1:1iÞ
(ii) If dX3; then
lim
e-0
Eyt
B
ainvðxÞ
e ðxÞ
e2d
¼ 2
dðd  2ÞodDet
1
dðaðxÞÞmðxÞ
: ð1:1iiÞ
Remark. In the case that the diffusion process is reversible, the invariant density can
be given explicitly. The diffusion is reversible if and only if the drift vector b is of the
form b ¼ arQ; for some function Q; and the reﬂection vector n is in the conormal
direction; that is, nðxÞ ¼ cðxÞaðxÞnðxÞ; where cðxÞ is the normalizing scalar so
that nASd : In this case, positive recurrence is equivalent to the conditionR
D
expð2QðyÞÞ dyoN; and we have
mðxÞ ¼ expð2QðxÞÞR
D
expð2QðyÞÞ dy :
Thus, in the reversible case, the right-hand side of (1.1) is given explicitly in terms of
the coefﬁcients of L:
If XðtÞ is normally reﬂected Brownian motion, then X ðtÞ is positive recurrent
if and only if D has ﬁnite volume, in which case the invariant probability density
is 1
VolðDÞ: In this case, Theorem 1 becomes an asymptotic isoperimetric-type
equality.
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Corollary 1. Let XðtÞ be normally reflected Brownian motion in a domain DCRd of
finite volume. Let xAD and yA %D  fxg:
(i) If d ¼ 2; then
lim
e-0
EytBeðxÞ
log e ¼
VolðDÞ
p
;
(ii) If dX3; then
lim
e-0
EytBeðxÞ
e2d
¼ 2VolðDÞ
dðd  2Þod :
The above results are asymptotic ones. In the case of Brownian motion with
oblique reﬂection, we can give an exact calculation for the hitting time of a ball of
ﬁxed radius from distinguished starting points. Let xAD and let 0oRol be such
that %BlðxÞCD: Then there exists a point zl;RA@BlðxÞ for which Ezl;RtBRðxÞ can be
calculated explicitly. Before stating the result, we recall a few facts about positive
recurrent obliquely reﬂected Brownian motion. As noted above, the process is
reversible if and only if n ¼ n and, if it is reversible, it is positive recurrent if and only
if VolðDÞoN; in which case the invariant density is 1
VolðDÞ: When the process is not
reversible, this simple condition for positive recurrence fails. If D is bounded, then
the process is always positive recurrent; however, if D is unbounded, then the
question of positive recurrence is highly non-trivial. We can write nðxÞ ¼ cðxÞnðxÞ 
TðxÞ; where cAð0; 1	 and Tc0 is a tangent vector ﬁeld on @D: The density m of an
invariant measure must satisfy the adjoint equation: 1
2
Dm ¼ 0 in D and rm  n þr 
ðT
c
mÞ ¼ 0 on @D: In particular, Lebesgue measure will be invariant only if r  T
c
 0
on @D; which is in fact impossible if d is odd and @D is compact. It is not hard to give
examples where VolðDÞoN but the process is not positive recurrent, as well as
examples where VolðDÞ ¼N but the process is positive recurrent.
Theorem 2. Let XðtÞ be n-reflected Brownian motion in a domain DCRd : Assume that
the process is positive recurrent and let m denote the invariant probability density. Let
xAD and let l40 be such that %BlðxÞCD: For each RAð0; lÞ; there exists a zl;RA@BlðxÞ
such that
(i) if d ¼ 2; then
Ezl;RtBRðxÞ ¼
1
mðBRðxÞÞ R
2 log
l
R
 1
2
ðl2  R2Þ; ð1:2iÞ
(ii) if dX3; then
Ezl;RtBRðxÞ ¼
2Rd
dðd  2ÞmðBRðxÞÞ ðR
2d  l2dÞ  1
d
ðl2  R2Þ: ð1:2iiÞ
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Remark. Consider Theorem 2 when the reﬂection vector is normal, in which case we
assume that VolðDÞoN and we have mðBRðxÞÞ ¼ od RdVolðDÞ: Then the theorem indicates
that for xAD and for 0oRol such that %BlðxÞCD; one can ﬁnd a point zl;R such that
Ezl;RtBRðxÞ is equal to the common value that one obtains for the expected value of
tBRðxÞ starting from any point on @BlðxÞ in the case that the domain is a ball of the
same volume centered at x:
We note that Theorem 1 can also be thought of as giving a formula for
the invariant density in terms of the asymptotic behavior of expected hitting
times of small balls. Green’s function and potential theory afﬁcianados might
want to represent this as follows: let G
B
ainvðxÞ
e ðxÞ
ð; Þ denote the Green’s function
for L in D  %BainvðxÞe ðxÞ with the oblique derivative boundary condition in the
direction n ¼ cn  T at @D (if DcRd) and the Dirichlet boundary condition
at @B
ainvðxÞ
e ðxÞ: (The probabilistic representation is given by G
B
ainvðxÞ
e ðxÞ
ðz; AÞ ¼
Ez
R t
B
ainvðxÞðxÞ
e
0 1fAgðX ðtÞÞ dt; where GBainvðxÞe ðxÞðz; AÞ ¼
R
A
G
B
ainvðxÞ
e ðxÞ
ðz; yÞ dy:) Then
Ezt
B
ainvðxÞ
e ðxÞ
¼
Z
DBainvðxÞe ðxÞ
G
B
ainvðxÞ
e ðxÞ
ðz; yÞ dy
for zAD  BainvðxÞe ðxÞ; thus, the unique solution m40 to the adjoint equation L˜m ¼ 0
in D and rm  n þr  ðT
c
mÞ ¼ 0 on @D; where L˜ ¼ 1
2
r  ar b  r  r  b; is given
by
mðxÞ ¼ lim
e-0
log e
pDet
1
2ðaðxÞÞ R
DBainvðxÞe ðxÞ
G
B
ainvðxÞ
e ðxÞ
ðz; yÞ dy
; if d ¼ 2 ð1:3iÞ
and
mðxÞ ¼ lim
e-0
2e2d
dðd  2ÞodDet
1
dðaðxÞÞ R
DBainvðxÞe ðxÞ
G
B
ainvðxÞ
e ðxÞ
ðz; yÞ dy
; if dX3 ð1:3iiÞ
for any zAD  fxg:
In fact, (1.3) along with a slightly modiﬁed version of it will be used to prove our
result concerning the asymptotic behavior of the principal eigenvalue, which we now
consider. First consider the case that D is bounded. Of course, the principal
eigenvalue for the operator L in D with the oblique derivative boundary condition
in the direction n on @D is 0 and the corresponding eigenvector is constant. For xAD;
let leðxÞ denote the classical principal eigenvalue for L in D  %BainvðxÞðxÞ with the
oblique derivative boundary condition in the direction n on @D and the Dirichlet
boundary condition on @Ba
invðxÞðxÞ: Since the domain is bounded, the operator in
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question has a compact resolvent and it follows from the Krein–Rutman theorem
that leðxÞ40 (see [7] and also [9, Chapter 3] which treats the case of Dirichlet
boundary rather than oblique reﬂection). If D is unbounded, then we need to deﬁne
the principal eigenvalue leðxÞ carefully and we need to make the assumption that it is
in fact strictly positive. We deﬁne the generalized principal eigenvalue as follows: let
fDkg be an increasing sequence of bounded domains with smooth boundaries
satisfying ,Nk¼1 %Dk ¼ %D and consider the operator L on Dk  %Ba
invðxÞ
e ðxÞ with the
oblique derivative boundary condition in the direction n on the relative interior of
@Dk-@D in @Dk and with the Dirichlet boundary condition on the relative interior
of @Dk  @D in @Dk and on @Ba
invðxÞ
e ðxÞ: No boundary condition is imposed on the
relative boundary of @Dk in @D: A principal eigenvalue l
ðkÞ
e ðxÞ exists for this problem
[7] and is positive and monotone non-increasing. The generalized principal
eigenvalue is deﬁned as leðxÞ ¼ limk-N lðkÞe ðxÞ:
We will need the following hypothesis.
Hypothesis 1. For some e040 and some %l40;
sup
yA %DBainvðxÞe0 ðxÞ
Ey exp %lt
B
ainvðxÞ
e0
ðxÞ
 
oN:
Lemma 1. (i) Hypothesis 1 always holds if D is bounded.
(ii) If
Ey exp %lt
B
ainvðxÞ
e0
ðxÞ
 
oN for yA %D  BainvðxÞe0 ðxÞ
for some e040 and some %l40; then leðxÞ40 for all e40:
From Lemma 1 it follows in particular that leðxÞ40 for e40 whenever
Hypothesis 1 is in effect.
We can now state the theorem.
Theorem 3. Let xAD and let leðxÞ denote the (generalized) principal eigenvalue for
L in D  %BainvðxÞe ðxÞ with the oblique derivative boundary condition at @D (if DcRd )
and the Dirichlet boundary condition at @B
ainvðxÞ
e ðxÞ: If D is unbounded, assume that
Hypothesis 1 holds.
(i) If d ¼ 2; then
lim
e-0
ðlog eÞleðxÞ ¼ pDet
1
2ðaðxÞÞmðxÞ; ð1:4iÞ
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(ii) If dX3; then
lim
e-0
e2dleðxÞ ¼ dðd  2ÞodDet
1
dðaðxÞÞmðxÞ
2
: ð1:4iiÞ
Remark 1. Note that Theorems 1 and 3 show that Ext
B
ainvðxÞ
e ðxÞ
and leðxÞ have
reciprocal asymptotic behavior. This is not surprising because if t
B
ainvðxÞ
e ðxÞ
had an
exact exponential distribution, then its expectation and the asymptotic rate
of decay of its tail probabilities would be reciprocals, and this latter quantity is
essentially leðxÞ:
Remark 2. From the remark following Theorem 1, it follows that in the reversible
case, the right-hand side of (1.4) is given explicitly in terms of the coefﬁcients of L:
Remark 3. A corresponding formula in the case that the operator is D and the
Dirichlet boundary condition is placed on @D was obtained in [6], which actually
treated all the eigenvalues, not just the principal one. A similar result in the case of a
closed manifold was obtained in [1]. Note that this problem is self-adjoint.
Remark 4. In another paper, the technique used in the proof of Theorem 1 is used
along with other techniques to obtain the asymptotic behavior of the principal
eigenvalue in regions with many small holes in the case of the Laplacian with the
Neumann boundary condition [10]. For other papers concerning the shift of the
principal eigenvalue in regions with many holes, see for example [4,11,12] as well as
the exposition in [14, Chapter 22].
Consider the case of Brownian motion with normal reﬂection in a domain D of
ﬁnite volume. By Lemma 1(i), if the domain is bounded then Hypothesis 1 is always
satisﬁed. An interesting question is whether Hypothesis 1 is ever satisﬁed (or whether
leðxÞ is ever positive) when D is unbounded. As evidence that leðxÞ ¼ 0 whenever D
is unbounded, consider the case that D is horn shaped of the form D ¼ fz ¼
ðs; wÞAR  Rd1 : jwjoHðjsjÞg; where H is a positive, continuous function satisfyingRN
0 H
d1ðsÞ dsoN: Then DCRd has ﬁnite volume. Look now at the punctured
domain D  %Beð0Þ; for small e40: The operator  12 D in this domain with the
Neumann boundary condition at @D and the Dirichlet boundary condition at @Beð0Þ
is self-adjoint; thus, an upper estimate on the principal eigenvalue can be obtained
via the Rayliegh–Ritz quotient [13]. For d40; deﬁne the test function fdðzÞ ¼
sin pdðs  eÞ for sAðe; 1dþ eÞ; fdðzÞ ¼ 0 for sA½0; e	 and sX1dþ e; and fd extended to
negative values of s as an even function. Then fd vanishes on @Beð0Þ and
1
2
R
DBeð0Þ
jrfdðzÞj2 dzR
DBeð0Þ
f 2d ðzÞ dz
pp22 d2: Thus, by the Rayliegh–Ritz formula, leð0Þ ¼ 0; and by
Lemma 1 it also follows that Hypothesis 1 is not satisﬁed.
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Analogous to Corollary 1, we have the following corollary, which in light of the
above discussion, might be vacuous if D is unbounded.
Corollary 2. Let XðtÞ be normally reflected Brownian motion in a domain
DCRd of finite volume. If D is unbounded, assume that Hypothesis 1 holds. Let xAD:
(i) If d ¼ 2; then
lim
e-0
log eleðxÞ ¼ p
VolðDÞ;
(ii) If dX3; then
lim
e-0
e2dleðxÞ ¼ dðd  2Þod
2VolðDÞ :
We will prove Theorem 2 in Section 2, Theorem 1 in Section 3, and Theorem 3 and
Lemma 1 in Section 4.
2. Proof of Theorem 2
Let x; R and l be as in the statement of the theorem. Deﬁne inductively stopping
times s1 ¼ infftX0 : XðtÞA@BlðxÞg; Zn ¼ infftXsn :X ðtÞA@BRðxÞg; and snþ1 ¼
infftXZn : XðtÞA@BlðxÞg; n ¼ 1; 2;y : Note that under Pz with zA@BlðxÞ; we
have Z1 ¼ infftX0 : X ðtÞA@BRðxÞg: Under Pz; with zA@BRðxÞ,@BlðxÞ; the
sequence X ðs1Þ; XðZ1Þ; Xðs2Þ; X ðZ2Þ;y is a Markov process on a compact space
and consequently possesses an invariant probability measure. Thus, there exist
probability measures m1 and m2 on @BRðxÞ and @BlðxÞ; respectively, such that
Pm1ðXðs1ÞAÞ ¼ m2ðÞ and Pm2ðXðZ1ÞAÞ ¼ m1ðÞ:
We now use Hasminski’s construction of the invariant measure for a recurrent
diffusion process. (See [3] where the construction is carried out in the case of an
unrestricted diffusion on all of space; the same construction works for any Feller
process.) With an abuse of notation, we let m denote the invariant probability
measure as well as its density. By Hasminskii’s construction
mðAÞ ¼ Em1
R Z1
0 1AðXðtÞÞ dt
Em1Z1
for AC %D: ð2:1Þ
We now express Em2tBRðxÞ as the sum of two terms.
Em2tBRðxÞ ¼ Em2
Z Z1
0
1DBlðxÞðXðtÞÞ dt þ Em2
Z Z1
0
1BlðxÞBRðxÞðX ðtÞÞ dt: ð2:2Þ
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Using (2.1) and the invariance property of m2; we write the ﬁrst term on the right-
hand side of (2.2) as
Em2
Z Z1
0
1DBlðxÞðXðtÞÞ dt ¼Em1
Z Z1
0
1DBlðxÞðXðtÞÞ dt
¼ mðD  BlðxÞÞEm1Z1 ð2:3Þ
and the second term on the right-hand side of (2.2) as
Em2
Z Z1
0
1Bl ðxÞBRðxÞðXðtÞÞ dt
¼ Em1
Z Z1
0
1Bl ðxÞBRðxÞðXðtÞÞ dt  Em1
Z s1
0
1Bl ðxÞBRðxÞðXðtÞÞ dt
¼ mðBlðxÞ  BRðxÞÞEm1Z1  Em1
Z s1
0
1Bl ðxÞBRðxÞðX ðtÞÞ dt: ð2:4Þ
Setting A ¼ BRðxÞ in (2.1), we have
Em1Z1 ¼
Em1
R Z1
0 1BRðxÞðXðtÞÞ dt
mðBRðxÞÞ
¼Em1
R s1
0 1BRðxÞðX ðtÞÞ dt
mðBRðxÞÞ : ð2:5Þ
From (2.2)–(2.5), we obtain
Em2tBRðxÞ ¼
1 mðBRÞ
mðBRÞ Em1
Z s1
0
1BRðxÞðX ðtÞÞ dt
 Em1
Z s1
0
1BlðxÞBRðxÞðXðtÞÞ dt: ð2:6Þ
Note that the two expectations on the right-hand side of (2.6) are actually
independent of the particular measure m1 because of symmetry considerations.
Let vR;lðrÞ denote the solution to
1
2
v00ðrÞ þ d  1
2r
v0ðrÞ ¼ 1½0;R	ðrÞ; rAð0; lÞ;
v0ð0Þ ¼ 0; vðlÞ ¼ 0: ð2:7Þ
Then, as is well known,
Em1
Z s1
0
1BRðxÞðXðtÞÞ dt ¼ vR;lðRÞ: ð2:8Þ
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Solving the differential equation in (2.7) separately on ½0; R	 and ½R; l	; and matching
the solutions and their ﬁrst derivatives at r ¼ R; we obtain
Em1
Z s1
0
1BRðxÞðX ðtÞÞ dt ¼ vR;lðRÞ ¼
R2 log l
R
if d ¼ 2;
2Rd
dðd2ÞðR2d  l2dÞ if dX3:
(
ð2:9Þ
Similarly, let uR;lðrÞ denote the solution to
1
2
u00 þ d  1
2r
u0 ¼ 1; rAð0; lÞ;
u0ð0Þ ¼ 0; uðlÞ ¼ 0: ð2:10Þ
Then Em1s1 ¼ uR;lðRÞ and consequently,
Em1
Z s1
0
1BlðxÞBRðxÞðX ðtÞÞ dt ¼ uR;lðRÞ  vR;lðRÞ: ð2:11Þ
Solving (2.10) for uR;l and using (2.11), we obtain
Em1
Z s1
0
1BlðxÞBRðxÞðXðtÞÞ dt ¼ 1d ðl2  R2Þ  vR;RðRÞ for all dX2: ð2:12Þ
Now (1.2) follows from (2.6), (2.9), (2.12) and the fact that EztBRðxÞ is continuous
in z: &
3. Proof of Theorem 1
Let xAD: Deﬁne stopping times sn and Zn and identify probability measures m1
and m2 in the same way as at the beginning of the proof of Theorem 2, except this
time instead of using the domains BRðxÞ and BlðxÞ; use the domains Ba
invðxÞ
e ðxÞ and
BlðxÞ; where l satisﬁes %BlðxÞCD and e is sufﬁciently small so that %Ba
invðxÞ
e ðxÞCBlðxÞ:
As the notation is awkward, in the sequel we will write Ba
invðxÞ
 for B
ainvðxÞ
 ðxÞ: The
calculations from (2.1) to (2.6) hold in the present context. Substituting B
ainvðxÞ
e for
BRðxÞ in (2.6), we have
Em2tBainvðxÞe
¼
1 m BainvðxÞe

 
m Ba
invðxÞ
e

  Em1
Z s1
0
1
B
ainvðxÞ
e
ðXðtÞÞ dt
 Em1
Z s1
0
1
BlðxÞBa
invðxÞ
e
ðXðtÞÞ dt: ð3:1Þ
The second term on the right-hand side of (3.1) remains bounded when e-0; thus
the asymptotic behavior of the left-hand side of (3.1) coincides with the asymptotic
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behavior of the ﬁrst term on the right-hand side of (3.1) as e-0: Let GðlÞðx; yÞ denote
the Green’s function corresponding to the diffusion process in BlðxÞ which is killed
upon hitting @BlðxÞ: The expected value appearing in the ﬁrst term on the right-hand
side of (3.1) can be rewritten in terms of GðlÞ as follows:
Em1
Z s1
0
1
B
ainvðxÞ
e
ðXðtÞÞ dt ¼
Z
@B
ainvðxÞ
e
Z
B
ainvðxÞ
e
GðlÞðz; yÞ dy m1ðdzÞ: ð3:2Þ
The Green’s function exhibits the following behavior at its pole:
GðlÞðz; yÞ ¼  1
2pDet
1
2ðaðzÞÞ
logððy  zÞ; ainvðzÞðy  zÞÞ
þ lower order terms; as y-z if d ¼ 2;
GðlÞðz; yÞ ¼ 2
dðd  2ÞodDet
1
2ðaðzÞÞ
ððy  zÞ; ainvðzÞðy  zÞÞ2d2
þ lower order terms; as y-z if dX3: ð3:3Þ
(See [5, p. 17] and note that in this reference od is the surface area of the unit ball
rather than the volume.) Since aðzÞ is continuous, it follows that as e-0; the leading
term in the asymptotics for the right-hand side of (3.2) is the same as what one would
get with GðlÞðz; yÞ replaced by the explicit term on the right-hand side of (3.3), but
with aðzÞ and ainvðzÞ replaced by aðxÞ and ainvðxÞ: Letting ðainvÞ12ðxÞ denote the
positive deﬁnite square root of ainvðxÞ and making the change of variables
ðainvÞ12ðxÞ
Det
1
2dðainvðxÞÞ
ðy  zÞ ¼ u; we calculate for dX3;
1
Det
1
2ðaðxÞÞ
Z
B
ainvðxÞ
e
ððy  zÞ; ainvðxÞðy  zÞÞ2d2 dy
¼ 1
Det
1
dðaðxÞÞ
Z
juþ ða
invÞ
1
2ðxÞ
Det
1
2d ðainvðxÞÞ
ðzxÞjoe
juj2d du: ð3:4Þ
Since zA@Ba
invðxÞ
e ; it follows that
ðainvÞ
1
2ðxÞ
Det
1
2d ðainvðxÞÞ
ðz  xÞ

 ¼ e; and thus the integral on the
right-hand side of (3.4) is independent of zA@Ba
invðxÞ
e : This is imperative because we
have no control over the probability measure m1ðdzÞ on @Ba
invðxÞ
e : We conclude
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then that
2
dðd  2ÞodDet
1
2ðaðxÞÞ
Z
@B
ainvðxÞ
e
Z
B
ainvðxÞ
e
ððy  zÞ; ainvðxÞðy  zÞÞ2d2 dy m1ðdzÞ
¼ 2
dðd  2ÞodDet
1
2ðaðxÞÞ
Z
juþwejoe
juj2d du; for any we satisfying jwej ¼ e:
ð3:5Þ
We have now established that the leading term in the asymptotics for
Em1
R s1
0 1Ba
invðxÞ
e
ðX ðtÞÞ dt ¼ R
@B
ainvðxÞ
e
R
B
ainvðxÞ
e
GðlÞðz; yÞ dy m1ðdzÞ coincides with the lead-
ing term in the asymptotics for the right-hand side of (3.5). Note that when L ¼ 1
2
D;
in which case aðxÞ ¼ I ; an exact expression for Em1
R s1
0 1BeðxÞðX ðtÞÞ dt has already
been given in (2.9) (with R replaced by e). Comparing (2.9) with (3.5) then allows us
to deduce that Z
juþwejoe
juj2d du ¼ ode2 þ oðe2Þ; as e-0: ð3:6Þ
From (3.5) and (3.6) we conclude thatZ
@B
ainvðxÞ
e
Z
B
ainvðxÞ
e
GðlÞðz; yÞ dy m1ðdzÞB 2e
2
dðd  2ÞDet1dðaðxÞÞ
;
as e-0 if dX3: ð3:7Þ
The same argument in the case d ¼ 2 leads toZ
@B
ainvðxÞ
e
Z
B
ainvðxÞ
e
GðlÞðz; yÞ dy m1ðdzÞB e
2 log e
Det
1
2ðaðxÞÞ
as e-0 if d ¼ 2: ð3:8Þ
From (3.1), (3.2), (3.7), (3.8) and the fact that VolðBainvðxÞe Þ ¼ VolðBeðxÞÞ ¼ oded ; we
conclude that
lim
e-0
Em2tBainvðxÞe
log e ¼
1
pDet
1
2ðaðxÞÞmðxÞ
if d ¼ 2 ð3:9iÞ
and
lim
e-0
Em2tBainvðxÞe
e2d
¼ 2
dðd  2ÞodDet
1
dðaðxÞÞmðxÞ
if dX3: ð3:9iiÞ
Recall that m2 is a certain probability measure on BlðxÞ; where l has been chosen
so that %BlðxÞCD: Thus, in light of (3.9), to complete the proof of Theorem 1 it is
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enough to show that
lim
e-0
Ey1tBainvðxÞe
Ey2tBainvðxÞe
¼ 1; uniformly for y1; y2 in compact subsets of %D  fxg: ð3:10Þ
Let B1 and B2 be balls centered at x and satisfying %B1CB2CD: Redeﬁne the stopping
times sn and Zn and the probability measures m1 and m2; deﬁned at the beginning of
the proof in terms of the domains B
ainvðxÞ
e and BlðxÞ; in terms of the domains B1 and
B2: For yA %D  B2; we have for e sufﬁciently small
Eyt
B
ainvðxÞ
e
¼ Eys1 þ
Z
@B2
Ezt
B
ainvðxÞ
e
PyðX ðs1ÞA dzÞ: ð3:11Þ
Since Eys1 is bounded for y in a compact subset of %D; it follows from (3.11) that in
order to prove (3.10) for an arbitrary compact subset of %D  fxg; it is enough to
prove (3.10) for the compact subset @B2:
We now set out to prove (3.10) in this particular case. By Harnack’s inequality, it
follows that there exists a C40 such that
1
C
Py1ðXðZ1ÞAÞpPy2ðX ðZ1ÞAÞpCPy1ðX ðZ1ÞAÞ for all y1; y2A@B2: ð3:12Þ
(See, for example, [9, Theorem 7.4.5] which treats the case of diffusions that are
killed rather than reﬂected at the boundary; however, the boundary is irrelevant
since the interior Harnack inequality is used.) Thus, writing
EyitBainvðxÞe
¼ EyiZ1 þ
Z
@B1
Ewt
B
ainvðxÞ
e
PyiðX ðZ1ÞAdwÞ for yiA@B2;
it follows that
1
C
p lim inf
e-0
Ey1tBainvðxÞe
Ey2tBainvðxÞe
p lim sup
e-0
Ey1tBainvðxÞe
Ey2tBainvðxÞe
pC for all y1; y2A@B2: ð3:13Þ
Now (3.12) continues to hold with y1 replaced by m2: Since Pm2ðX ðZ1ÞAÞ ¼ m1ðÞ;
we conclude in particular that
PyðX ðZ1ÞAÞX
1
C
m1ðÞ for yA@B2: ð3:14Þ
Using (3.14), we can make a Doeblin-type coupling argument to conclude
that
PyðXðsnÞAÞ ¼ an1m2ðÞ þ ð1 an1Þmy;nðÞ for all yA@B2; n ¼ 2; 3;y; ð3:15Þ
where my;nðÞ is a probability measure on @B2; and an is deﬁned recursively by
a1 ¼ 1C; anþ1 ¼ an þ 1Cð1 anÞ for nX1: In particular, limn-Nan ¼ 1: The coupling
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is achieved as follows. Start the process from yA@B2 at time t ¼ 0 ¼ s1 and wait
until time t ¼ Z1: By (3.14), the measure PyðX ðZ1ÞAÞ dominates 1C m1: Since
Pm1ðXðs1ÞAÞ ¼ m2ðÞ; it follows that the measure PyðXðs2ÞAÞ dominates 1C m2:
Thus, by time t ¼ s2; the process is running from equilibrium with probability 1C:
With probability 1 1
C
it is running from some arbitrary distribution, but applying
the same reasoning again on another circuit shows that by time t ¼ s3; the process is
running from equilibrium with probability 1
C
þ 1
C
ð1 1
C
Þ: Continuing like this gives
the coupling as above. (For more details, see for example [8, pp. 6–8].) Using (3.15),
we have
Eyt
B
ainvðxÞ
e
¼Eysn4t
B
ainvðxÞ
e
þ an1Py t
B
ainvðxÞ
e
4sn

 
Em2tBainvðxÞe
þ ð1 an1ÞPy t
B
ainvðxÞ
e
4sn

 
Emy;ntBainvðxÞe
for yA@B2;
n ¼ 1; 2;y : ð3:16Þ
The ﬁrst term on the right-hand side of (3.16) remains bounded when e-0: Also,
note that Py t
B
ainvðxÞ
e
4sn

 
as function of yA@B2 is increasing pointwise to 1 as
e-0: Thus, by Dini’s Theorem, the convergence is uniform. By (3.13),
Emy;ntBainvðxÞe
pCEm2tBainvðxÞe : Using these facts along with (3.16) and the fact that
limn-N an ¼ 1; (3.10) now follows for y1; y2A@B2: This completes the proof
of (3.10). &
4. Proof of Theorem 3 and Lemma 1
We ﬁrst prove Theorem 3 and then Lemma 1, although the proof of Theorem 3
uses Lemma 1.
Proof of Theorem 3. Recall the deﬁnition of G
B
ainvðxÞ
e
before (1.3). We prove the
theorem by using a slight variation of (1.3) along with (1.3) and some ideas from
criticality theory for elliptic operators. Let fDngNn¼1 be a sequence of bounded
domains satisfying %DnCDnþ1 and
SN
n¼1 Dn ¼ D: The variant of (1.3) that we need is
this:
mðxÞ ¼ lim
n-N;d-0
lim
e-0
log e
pDet
1
2ðaðxÞÞ R
DnBdðxÞ GBainvðxÞe
ðz; yÞ dy
if d ¼ 2 ð4:1iÞ
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and
mðxÞ ¼ lim
n-N;d-0
lim
e-0
2e2d
dðd  2ÞodDet
1
dðaðxÞÞ R
DnBdðxÞ GBainvðxÞe
ðz; yÞ dy
if dX3; ð4:1iiÞ
for any zAD  fxg: To prove (4.1), let BlðxÞ; Ba
invðxÞ
e ; sn and Zn be as deﬁned at the
beginning of Section 3. Consider e40; dAð0; lÞ and n such that %BainvðxÞe CBdðxÞ and
%BlðxÞCDn: Using (2.1), we make a calculation very similar to (2.2)–(2.6). We have
Em2
Z Z1
0
1DnBdðxÞðXðtÞÞ dt ¼Em2
Z Z1
0
1DnBlðxÞðXðtÞÞ dt
þ Em2
Z Z1
0
1BlðxÞBdðxÞðXðtÞÞ dt: ð4:2Þ
Using (2.1) and the invariance property of m2; we write the ﬁrst term on the right-
hand side of (4.2) as
Em2
Z Z1
0
1DnBlðxÞðXðtÞÞ dt ¼Em1
Z Z1
0
1DnBlðxÞðXðtÞÞ dt
¼ mðDn  BlðxÞÞEm1Z1 ð4:3Þ
and the second term on the right-hand side of (4.2) as
Em2
Z Z1
0
1BlðxÞBdðxÞðXðtÞÞ dt
¼ Em1
Z Z1
0
1BlðxÞBdðxÞðXðtÞÞ dt  Em1
Z s1
0
1Bl ðxÞBdðxÞðX ðtÞÞ dt
¼ mðBlðxÞ  BdðxÞÞEm1Z1  Em1
Z s1
0
1BlðxÞBdðxÞðX ðtÞÞ dt: ð4:4Þ
Setting A ¼ BainvðxÞe in (2.1), we have
Em1Z1 ¼
Em1
R Z1
0 1Ba
invðxÞ
e
ðX ðtÞÞ dt
m Ba
invðxÞ
e

 
¼
Em1
R s1
0 1Ba
invðxÞ
e
ðXðtÞÞ dt
m Ba
invðxÞ
e

  : ð4:5Þ
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From (4.2)–(4.5), we obtain
Em2
Z Z1
0
1DnBdðxÞðX ðtÞÞ dt ¼
mðDn  BdðxÞÞ
m Ba
invðxÞ
e

  Em1
Z s1
0
1
B
ainvðxÞ
e
ðXðtÞÞ dt
 Em1
Z s1
0
1BlðxÞBdðxÞðXðtÞÞ dt: ð4:6Þ
If we replace (3.1) with (4.6) and continue with the argument in Section 3, we obtain
instead of (1.1)
lim
e-0
Ey
R t
B
ainvðxÞ
e
0 1DnBdðxÞðXðtÞÞ dt
log e ¼
mðDn  BdðxÞÞ
pDet
1
2ðaðxÞÞmðxÞ
if d ¼ 2; ð4:7iÞ
lim
e-0
Ey
R t
B
ainvðxÞ
e
0 1DnBdðxÞðXðtÞÞ dt
e2d
¼ 2mðDn  BdðxÞÞ
dðd  2ÞodDet
1
dðaðxÞÞmðxÞ
if dX3: ð4:7iiÞ
Now just as (1.3) is the analytical equivalent of (1.1), (4.1) without the term
limn-N;d-0 is the analytical equivalent of (4.7). Thus, (4.1) follows by noting that
limn-N;d-0 mðDn  BdðxÞÞ ¼ 1:
The rest of the proof uses some ideas from criticality theory for elliptic
operators—see [7,9, Chapter 4]. (We will give references from [9], which treats the
case that the entire boundary is given the Dirichlet boundary condition implicitly.)
We say ‘‘implicitly’’, because in fact no boundary condition is given in [9], but when
the boundary is smooth, this is equivalent to the Dirichlet boundary condition. The
results carry over to the case at hand as can be seen from [7]. Note, however, that our
eigenvalue corresponds to the operator L; while in [9] the operator in question is
L:) The eigenvalue leðxÞ is monotone non-decreasing in e; let l0ðxÞ ¼ lime-0 leðxÞ:
Then it follows that l0ðxÞ is the generalized principal eigenvalue for L on D  fxg
with the oblique derivative boundary condition in the direction n [9, Theorem 4.4.1].
Since we have assumed that the diffusion corresponding to L on D with n-reﬂection
at @D is recurrent, and since the point x is polar for the L diffusion, the diffusion
corresponding to L on D  fxg with n-reﬂection at @D and absorption at fxg is
also recurrent. Equivalently, in the language of criticality theory, L on D  fxg
with the oblique derivative boundary condition in the direction n is a critical operator
[9, Theorem 4.3.3]. From this we conclude that l0ðxÞ ¼ 0 [9, Theorem 4.3.2] and
that the cone of positive harmonic functions for L þ l0ðxÞ ¼ L on D  fxg which
satisfy the oblique derivative boundary condition in the direction n is one dimen-
sional [9, Theorem 4.3.4]; thus the only such harmonic functions are the
constants.
We now show that for small e40; the operator L þ leðxÞ on D  %Ba
invðxÞ
e with the
oblique derivative boundary condition in the direction n is also critical. By
Lemma 1 and Hypothesis 1 we have leðxÞ40 for e40: Fix e140: Since leðxÞ is
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monotone non-decreasing in e and since lime-0 leðxÞ ¼ 0; it follows that
leðxÞole1ðxÞ for sufﬁciently small e40: The criticality now follows from
[9, Theorem 4.7.2].
By the criticality, it follows again from [9, Theorem 4.3.4] that up to constant multiples,
there exists a unique positive ðL þ leðxÞÞ-harmonic function fe on D  Ba
invðxÞ
e which
satisﬁes nrfe ¼ 0 on @D: Because the boundary @Ba
invðxÞ
e is smooth, we have fe ¼ 0 on
@B
ainvðxÞ
e : Fixing some z0AD with z0ax and considering e40 sufﬁciently small so that
z0e %B
ainvðxÞ
e ; we normalize fe by requiring feðz0Þ ¼ 1: By standard Schauder estimates
and Harnack’s inequality, it follows that ffeg is precompact in the C2locð %DÞ-norm, that the
convergence along a subsequence to a limiting function is uniform on compact subsets of
%D  fxg; and that any limiting function f is positive and satisﬁes Lf ¼ 0 in D  fxg and
nrf ¼ 0 on @D: By the above proved uniqueness of L harmonic functions on D  fxg
satisfying the oblique derivative boundary condition in the direction n; and by the
normalization, we conclude that
lim
e-0
feðyÞ ¼ 1 for all yA %D  fxg
and the convergence is uniform on compact subsets of %D  fxg: ð4:8Þ
We now show that
feðzÞ ¼
Z
DBainvðxÞe
G
B
ainvðxÞ
e
ðz; yÞleðxÞfeðyÞ dy: ð4:9Þ
To see this, we note that if there exists a positive solution to Lu ¼ leðxÞfe in
D  %BainvðxÞe with the oblique derivative boundary condition in the direction n on @D;
then the right-hand side of (4.9) is the smallest such solution (this is a slight
generalization of [9, Theorem 4.3.8]). Since fe is a positive solution, it follows that
the right-hand side of (4.9), which we will denote by ue; is also a solution and feXue:
Deﬁne we ¼ fe  ue: Then weX0; Lwe ¼ 0 and nrwe ¼ 0 on @D: By the above
proved uniqueness, it follows that we ¼ ce for some non-negative constant. How-
ever, fe ¼ 0 on @Ba
invðxÞ
e which allows us to conclude that ce ¼ 0; hence ue ¼ fe;
proving (4.9).
Recalling that feðz0Þ ¼ 1; we can use (4.9) to represent the eigenvalue as
leðxÞ ¼ 1R
DBainvðxÞe
G
B
ainvðxÞ
e
ðz0; yÞfeðyÞ dy
: ð4:10Þ
We will show below that
lim sup
e-0
sup
yADBainvðxÞe
jfeðyÞjoN: ð4:11Þ
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The theorem is now an immediate consequence of (1.3), (4.1), (4.8), (4.10) and (4.11).
It remains to prove (4.11). It follows from (4.8) that it is enough to show that
jfeðyÞj remains uniformly bounded as e-0 for y close to x and for y outside a ﬁxed
neighborhood of x: Choose r040 so that B2r0ðxÞCD: Let %l40 denote the principal
eigenvalue of L on B2r0ðxÞ: (As in [9], we impose no boundary condition, but
implicitly, the eigenvalue in question is the one corresponding to the Dirichlet
boundary condition on @B2r0ðxÞ:) Consider e40 sufﬁciently small so that leðxÞo12 %l:
Since L þ 1
2
%l on B2r0ðxÞ is subcritical, we can ﬁnd a positive solution u to
L þ 1
2
%l
 
u ¼ 0 in B2r0ðxÞ:
We now show that for some c40:
feðyÞpc sup
zABr0 ðxÞ
uðzÞ for yABr0ðxÞ  Ba
invðxÞ
e : ð4:12Þ
Deﬁne the h-transformed operator ðL þ leðxÞÞu of L þ leðxÞ (via the function u) by
ðL þ leðxÞÞuf  1uðL þ leðxÞÞðfuÞ so that ðL þ leðxÞÞu ¼ L þ aruu  r þ ðleðxÞ  12 %lÞ:
Note that since u is bounded away from 0 in Br0ðxÞ; the coefﬁcient aruu is bounded in
Br0ðxÞ: We have ðL þ leðxÞÞuðfeu Þ ¼ 0 in Br0ðxÞ: Since the zeroth order term, leðxÞ 
1
2
%l; of the operator ðL þ leðxÞÞu is negative, it follows from the maximum principal
that supyABr0 ðxÞ
fe
u
ðyÞ ¼ supyA@Br0 ðxÞ
fe
u
ðyÞ: Thus
sup
yABr0 ðxÞ
feðyÞp sup
yABr0 ðxÞ
uðyÞ sup
yA@Br0 ðxÞ
feðyÞ
u
: ð4:13Þ
By (4.8), fe is bounded on @Br0ðxÞ; uniformly as e-0: Thus, (4.12) follows from
(4.13).
Now ﬁx e0 and %l as in Hypothesis 1. By the Feynman–Kac formula,
vðyÞ  Ey expð%lt
B
ainvðxÞ
e0
Þ; yA %D  %BainvðxÞe0 ð4:14Þ
is a positive solution to ðL þ %lÞu ¼ 0 in D  %BainvðxÞe0 satisfying nrv ¼ 0 on @D:
Consider eoe0 sufﬁciently small so that leðxÞo%l: We now show that for some c40;
fepcv on D  %Ba
invðxÞ
e0 : ð4:15Þ
Since the operator L þ leðxÞ on D  %Ba
invðxÞ
e with the oblique derivative boundary
condition in the direction n at @D is critical, the generalized eigenfunction fe
corresponding to leðxÞ is called a ‘‘ground state’’ and is a positive solution of
minimal growth at inﬁnity for L þ leðxÞ: (See [9 section 7.3 in general and Theorem
7.3.8 in particular].) This means in particular that the following maximum principal
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holds in D  BainvðxÞe0 : if w40 satisﬁes ðL þ leðxÞÞwp0 in D  Ba
invðxÞ
e0 ; nrw ¼ 0
on @D and fepw on @Ba
invðxÞ
e0 ; then fepw in D  Ba
invðxÞ
e0 : We apply this with
w ¼
sup
yA@B
ainvðxÞ
e0
feðyÞ
inf
yA@B
ainvðxÞ
e0
vðyÞ v: Note that ðL þ leðxÞÞwo0 because ðL þ leðxÞÞv ¼ ðleðxÞ 
%lÞvo0: Thus, we conclude that
feðzÞp
sup
yA@Ba
invðxÞ
e0
feðyÞ
inf
yA@Ba
invðxÞ
e0
vðyÞ vðzÞ for zAD  B
ainvðxÞ
e0 : ð4:16Þ
By (4.8), fe is bounded on @B
ainvðxÞ
e0 ; uniformly as e-0: Thus, (4.15) follows from
(4.16). By Hypothesis 1 and (4.14), v is bounded on D  %BainvðxÞe0 : Using this fact along
with (4.8), (4.12) and (4.15) gives us (4.11). &
Proof of Lemma 1. (i) Fix any e040 such that %B
ainvðxÞ
e0 CD: Let r ¼
sup
yA %DBainvðxÞe0
Py t
B
ainvðxÞ
e0
X1
 
: Since %D is compact, ro1: An application of the
strong Markov property then shows that Pyðt
B
ainvðxÞ
e0
XnÞprn for all yA %D  BainvðxÞe0 :
Thus,
sup
yA %DBainvðxÞe0
Ey expð%lt
B
ainvðxÞ
e0
Þp
XN
n¼0
expð%lðn þ 1ÞÞrnoN
for %lo log r:
(ii) Let e0 be as in the statement of the lemma and let eAð0; e0Þ: We will show below
that
Ey exp %let
B
ainvðxÞ
e

 
oN for yA %D  BainvðxÞe and for some %le40: ð4:17Þ
This is enough to prove the lemma. Indeed, let
vðyÞ ¼ Ey expð%let
B
ainvðxÞ
e
Þ for yA %D  %BainvðxÞe :
Then by the Feynman–Kac formula, v is a positive solution to ðL þ %leÞv ¼ 0 in
%D  %BainvðxÞe with nrv ¼ 0 on @D: Thus, leðxÞX%le40: We now prove (4.17).
Choose e14e0 such that B
ainvðxÞ
e1 CD: For dAð0; e1	; let t@BainvðxÞd ¼
inf tX0 : XðtÞA@BainvðxÞd
n o
: Deﬁne re ¼ supyA@BainvðxÞe0 Py t@BainvðxÞe1 ot@BainvðxÞe
 
: Of
course, reo1: Let %l be as in the statement of the lemma and choose %leAð0; %lÞ
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sufﬁciently small so that sup
yA@Ba
invðxÞ
e0
Ey exp %let
@B
ainvðxÞ
e1
 
jt
@B
ainvðxÞ
e1
ot
@B
ainvðxÞ
e
 
pr
1
2
e ;
sup
yA@Ba
invðxÞ
e0
Eyðexp %let
@B
ainvðxÞ
e

 
jt
@B
ainvðxÞ
e
ot
@B
ainvðxÞ
e1
Þor
1
2
e ; and
Ey exp %let
@B
ainvðxÞ
e0
 
oN for yABainvðxÞe0 : ð4:18Þ
An application of the strong Markov property then shows that
Ey exp %let
B
ainvðxÞ
e

 
p
Ey exp %let
B
ainvðxÞ
e0
 PN
n¼0 r
n
e r
1
2
e
 nþ1
for yA %D  BainvðxÞe0 ;
Ey exp %let
@B
ainvðxÞ
e0
 PN
n¼0 r
n
e r
1
2
e
 nþ1
for yABa
invðxÞ
e0 :
8>>><
>>:
ð4:19Þ
The upper expression on the right-hand side of (4.19) is ﬁnite by the assumption in
the lemma while the lower one is ﬁnite by (4.18). &
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