We study the viscous limit problem for a general system of conservation laws. We prove that if the solution of the underlying inviscid problem is piecewise smooth with finitely many noninteracting shocks satisfying the entropy condition, then there exist solutions to the corresponding viscous system which converge to the inviscid solutions away from shock discontinuities at a rate of ε 1 as the viscosity coefficient ε vanishes.
Introduction
We consider the relation between the solutions, u ε , of the system of viscous conservation laws u ε t f u ε x ε B u ε u ε x x , u ε ∈ R n , x ∈ R, t ≥ 0, ε > 0, 1.1 and the distributional solution, u, of the corresponding system of conservation laws without viscosity u t f u x 0, u ∈ R n , x ∈ R, t > 0.
1.2
We assume that 1.2 is strictly hyperbolic, then by normalization, we have the decomposition 2 ISRN Mathematical Physics where Λ diag λ 1 , λ 2 , . . . , λ n with λ 1 < λ 2 < · · · < λ n , L l 1 , . . . , l n t is a matrix whose rows are left eigenvectors of A, and R r 1 , . . . , r n is a matrix whose columns are right eigenvectors of A.
For the zero dissipation limit problem, there are many significant works. When the Euler flow contains a single shock, Hoff and Liu 1 studied the isentropic case, they established the limit process from the solutions of the compressible Navier-Stokes equations to the single shock-wave solution of the corresponding compressible Euler system so-called p-system . They show that the solutions to the isentropic Navier-Stokes equations with shock data exist and converge to the inviscid shocks as the viscosity vanishes, uniformly away from the shocks. Ignoring the initial layers, Goodman and Xin 2 gave a very detailed description of the asymptotic behavior of solutions for the general viscous systems as the viscosity tends to zero, via a method of matching asymptotics. This method can be applied to the Navier-Stokes equations 1.1 , such as 3-5 . Later, Yu 6 revealed the rich structure of nonlinear wave interactions due to the presence of shocks and initial layers by a detailed pointwise analysis. As far as rarefaction wave is concerned, Xin in 7 has obtained that the solutions for the isentropic Navier-Stokes equations with weak centered rarefaction wave data exist for all time and converge to the weak centered rarefaction wave solution of the corresponding Euler system, as the viscosity tends to zero, uniformly away from the initial discontinuity. Moreover, in the case that either the initial layers are ignored or the rarefaction waves are smooth, he also obtains a rate of convergence which is valid uniformly for all time. Recently, Jiang et al. 8 improve the first part with weak centered srarefaction waves data and Zeng 9 improve the other results, respectively, in 7 to the full compressible Navier-Stokes equations, provided that the viscosity and heat-conductivity coefficients are in the same order. Furthermore, by a spectral analysis and Evans function method, Kevin Zumbrun and his collaborators have obtained many important results even for large amplitude and multidimensional case 10-14 , and so forth. The case that the solutions to the Euler system containing contact discontinuity is much more subtle, there are few results in this respect 15-17 . In this paper, motivated by Goodman and Xin's work 2 , we establish that the piecewise smooth solutions, u, of 1.2 , with finitely many noninteracting shocks satisfying the entropy condition, are strong limits as ε → 0 of solutions, u ε , of 1.1 when the matrix LBR is positive definite.
For simplicity of presentation, we only consider the case in which u is a single-shock solution. i u x, t is a distributional solution of the hyperbolic system 1.2 in the region R 1 × 0, T ;
ii there is a smooth curve, the shock, x s t , 0 ≤ t ≤ T , so that u x, t is sufficiently smooth at any point x / s t ;
iii the limits
1.4 exist and are finite for t ≤ T and 0 ≤ k ≤ 5; ISRN Mathematical Physics 3 iv the Lax geometrical entropy condition 18 is satisfied at x s t , that is,
λ p u s t 0, t < · · · < λ n u s t 0, t .
1.5
The main results of this paper are as follows.
Theorem 1.2. Suppose that the system 1.2 is strictly hyperbolic and that the pth characteristic family is genuinely nonlinear. There exist positive constants, μ 0 and ε 0 , such that if u x, t is a singleshock solution up to time T with
Moreover, for any given η ∈ 0, 1 ,
where C η is a positive constant depending only on η.
Notation. In this paper, we use H l l ≥ 1 to denote the usual Sobolev space with the norm · l , and · · 0 denotes the usual L 2 -norm. We also use O 1 to denote any positive bounded function which is independent of ε.
Construction of the Approximate Solution
In this section, following the method of Goodman and Xin, in 2 , we construct the approximate solution v ε through different scaling and asymptotic expansions in the region near and away from the shock respectively, such that v ε approximate the piecewise smooth inviscid solution u away from the shock and has a sharp change near the shock.
2.19
As ξ → ∞,
2.20
Solutions of the Outer and Inner Problems
Now we construct u j and U j order by order. The leading order outer function, u 0 , is the single-shock solution of the theorem. For any fixed t, the leading order inner solution U 0 ξ, t is exactly the viscous shock profile with u l t ≡ u s t − 0, t , u r t ≡ u s t 0, t , and σ ṡ t . So U 0 ξ, t φ ξ, u l t ,ṡ t .
2.21
Here we take the shift to be zero since it can be absorbed into δ 0 t . Next we determine u 1 , U 1 , and δ 0 t together. Substituting 2.21 into 2.9 gives
By the matching condition 2.12 , we expect that
2.23
So we set
where D 1 ξ, t is a smooth function satisfying 
where c t ∈ R n are integration constants to be determined later. We express V 1 in terms of the basis, r 1 φ , r 2 φ , . . . , r n φ , of the right eigenvectors of f φ . We write
γ j± t r j u 0 s t ± 0, t .
2.29
Here the β j− are for u 1 s t − 0, t and the β j are for u 1 s t 0, t , and so forth. Then the matching conditions 2.12 are transformed into lim ξ → ±∞ α j ξ, t β j± t − δ 0 t γ j± t , j 1, . . . , n.
2.30
Define σ j φ ≡ l j φ B φ r j φ > 0. Multiplying 2.28 by l j φ , and using 2.29 , we obtain
2.31
and then we have the following result.
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Lemma 2.1. There is a smooth solution, α ξ, t , to 2.31 with the following property:
2.32
for j 1, . . . , n, where G ± lim ξ → ±∞ G ξ, t , and α 0 is a positive constant.
Proof. We use the standard iteration argument. Define α 0 ξ, t ≡ 0, and
2.33
Set
2.34
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Then from the lax entropy condition 1.5 , we can obtain
where c is independent of μ. And then for suitably small μ, we have
and α k ξ, t converges uniformly to a smooth bounded function, α ξ, t , which is a solution to 2.31 . The asymptotic behavior of the solution, α ξ, t , follows from the formulas 2.33 . With Lemma 2.1 and the matching condition 2.30 at hand, we can determine, completely the same as in 2 , β ± t , δ 0 t , and c t , which guarantees the existence of U 1 ξ, t and u 1 x, t . We give the sketch of this process. First, we use Lemma 2.1 and 2.30 for incoming indices to get a system of n 1 equations for n 1 unknowns, that is,
2.39
Then we can solve forδ 0 u r c t from 2.37 -2.38 . Substituting the resulting expression into 2.39 , by writing β in β p − , β p 1 − , . . . , β n − , β 1 , . . . , β p , we arrive at an ordinary differential equation for δ 0 :δ 0
2.40 provided that μ is suitably small. Here E 1 t , E 2 t , and G 1 t are smooth known functions, and E 1 t and E 2 t remain bounded even as μ → 0 . Solving for δ 0 from 2.37 up to a constant, we obtain c t uniquely in terms of β in . Then substitute the expression of δ 0 and c t into the equation of the matching condition for outgoing indices to yield the linear relations
. . , β n , and F t ∈ R n−1 is a smooth known function, E t is a smooth n − 1 × n 1 matrix and remains bounded even as μ → 0 . Then the theory of linear hyperbolic equations 19, 20 shows that the problem 2.3 , 2.41 has a solution smooth up to the shock provided that the initial value, u 1 x, 0 , is chosen to satisfy the appropriate compatibility conditions at x s 0 . Thus u 1 x, t is completely determined, which in turn gives δ 0 and c t by 2.37 -2.38 , and therefore U 1 ξ, t . Now we summarize the above discussion to achieve the following. Proposition 2.2. If μ is suitably small, then u 1 x, t , U 1 ξ, t and δ 0 can be established such that i u 1 x, t and its derivatives are uniformly continuous up to x s t , and
ii U 1 ξ, t and δ 0 are smooth functions, and there are an α > 0, such that
The above constructions can be carried out to any order. In particular, we can determine u i , U i and δ i−1 i 2, 3 simultaneously and similar results as in Proposition 2.2 hold for them.
Approximate Solutions
Now we can construct an approximate solution to 1.1 by patching the truncated outer and inner solutions in the previous discussion as in 2 . Define
2.44
Let
2.45
Let γ ∈ 5/7, 1 be a constant. Then we define the approximate solution to 1.1 as
where d x, t is a higher-order correction term to be determined. Using the structures of the various orders of inner and outer solutions, we compute that
In view of our construction, we have
where we have used the estimates ∂ l
We now choose d x, t to satisfy
Since B is smooth and positive definite, by the standard energy estimates for the linear parabolic system and Sobolev's inequalities, we have the following results. Lemma 2.3. Let d x, t be the solution of 2.52 . Then the following estimates hold for all t ∈ 0, T :
2.54
Then for q 4 , we have
And by our construction, we obtain the following.
2.56
Stability Analysis
We now show that there exists an exact solution to 1.1 in a neighborhood of the approximate solution v ε x, t , and that the asymptotic behavior of the viscous solution is given by v ε for small viscosity ε.
Suppose that u ε x, t is the exact solution to 1.1 with the initial data u ε x, 0 v ε x, 0 . We decompose the solution as
Then using the relation 2.53 for v ε , we compute that
Set w x, t w x x, t in 3.2 and integrate the resulting equation with respect to x to give
by making the following scalings,
w y, 0 0.
3.5
Then we only need to show that for suitably small ε, 3.5 has a unique "small" smooth solution up to τ T/ε. By the standard existence and uniqueness theory, and the continuous induction argument for parabolic equations 21 , this will follow from the following a priori estimate.
Proposition 3.1. Suppose that the Cauchy problem 3.5 has a solution w ∈ C 1 0, τ 0 : H 3 R 1 for some τ 0 ∈ 0, T/ε . Then there exist positive constants μ 1 , ε 1 and C, which are independent of ε and τ 0 , such that if
where γ is defined in Section 2.4.
The proof of the proposition occupies the rest of this section. We separate it into several parts. First we diagonalize the system 3.5 . Define θ y, τ L v ε w y, τ , 
3.9
Using the identity 3.9 , we can rewrite 3.5 as
3.10
In what follows, we use c to denote any positive constant which is independent of ε, y, and τ;c to denote any positive constant which is independent of ε and μ. And we set ε ≤ 1. Now we do the following estimates on transversal waves. 
3.11
provided that θ ·, τ L ∞ is bounded.
Proof. Using 3.10 , we compute that for k / p,
3.12
We now estimate J i 1 ≤ j ≤ 12 separately as follows:
3.13
By Lemma 2.4,
3.14 For the second term I 2 , since 
3.17
Consequently, we obtain
3.19
Notice that the facts
we arrive at
≤ cμ cε γ m ∂ y λ p φ |θ| 2 dy cε θ ·, τ 2 ,
3.22
where we have used the estimate |N y, τ | ≤ O 1 ε. From Lemma 2.3,
3.23
Using Lemma 2.4 again, we have
3.24
Then it follows from Lemma 2.3 and 3.16 that
3.25
In view of 3.16 -3.21 ,
3.26
Same bounds hold for J 9 and J 10 . Applying Cauchy inequality and 3.21 , J 11 can be estimated as
3.27
Lemma 2.4 yields, 
3.29
Thus, combining the above two inequality together, we obtain
3.30
Finally,
3.31
Summing all the inequalities for k / p, we arrive at
3.32
provided that θ ·, τ L ∞ is bounded. We complete the proof of Lemma 3.2. for all τ ∈ 0, τ 0 , where c is independent of τ 0 and ε.
20
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Proof. Multiplying 3.10 on the left by θ t and integrating over R 1 , we obtain after integration by parts that
3.34
Next we estimate each term on the right hand side above. First, it follows from 3.16 that
cμ cε γ m ∂ y λ p φ |θ| 2 dy cε θ ·, τ 2 .
3.35
Here C 0 > 0 is the minimum of the eigenvalues, valued at u 0 and φ, of 1/2 LBR LBR t and 1/2 B B t . And
3.36
By virtue of 3.16 -3.21 , one finds 
3.37
Now the remaining terms on the right hand side of 3.34 can be estimated in a similar way to that in the proof of Lemma 3.2. We list them below:
Lemma 2.3 leads to
− θ t ΛLd dy ≤ ε θ ·, τ 2 cε −1 d 2 dy ≤ ε θ ·, τ 2 cε 7γ−2 .
3.39
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Continuing, we compute that
3.40
Same bounds hold for θ t L v ε B v ε R v ε −Mθ y M 2 θ dy. As before, using Lemma 2.4 and 3.16 -3.20 , we obtain
3.41
In view of 2.55 , ε θ t L v ε q 4 dy ≤ ε θ ·, τ 2 cε q 4 2 dy ≤ ε θ ·, τ 2 cε 7γ−2 .
3.42
Collecting all the estimates previously we have achieved, we get
3.43
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Insert 3.11 into 3.43 to arrive at
3.44 which gives
3.45
Differentiating 3.5 with respect to y, multiplying the resulting equation by ∂ y w t on the left and integrating over R 1 , we obtain after integration by parts that
3.46
Using Sobolev's inequality, we have
and so
3.48
Lemma 2.3 gives
The last term can be estimated as
cμ cε γ θ y ·, τ 2 cμ 2 cε γ m ∂ y λ p φ |θ| 2 dy cε θ ·, τ 2 .
3.50
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By taking w 2 to be sufficiently small, we get
3.51
Denote the constant c 1 μ 4 1 in this inequality by c 1 . Insert 3.11 into 3.51 to give
3.52
Multiplying suitably small constants to 3.11 and 3.52 , respectively, then adding the resulting inequalities to 3.45 and taking θ L ∞ , μ and ε sufficiently small, we can obtain the following inequality:
3.53
Integrating the above inequality to give
3.54
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Take μ suitably small to yield
3.55
It follows from the Gronwall's inequality that
3.56
In particular, 
with the constant c independent of τ 0 and ε.
Proof. Applying ∂ l y to 3.5 , multiplying on the left of the resulting equation by ∂ l y w t , and integrating over R 1 , we compute that
3.60
In the case l 1, this gives
3.61
Using Cauchy inequality, we obtain Similarly, for the case l 2, we can obtain
3.67
This finishes the proof of Lemma 3.4.
Combining the results of Lemmas 3.3-3.4, we complete the proof of Proposition 3.1.
Proof of Theorem 1.2
Using Proposition 3.1 and the standard continuous induction argument, we conclude the following.
Proposition 4.1. There exist positive constants η 0 , μ 0 , and C, which are independent of ε such that if 0 < ε < ε 0 , and 0 ≤ μ ≤ μ 0 , then the Cauchy problem 3.5 has a unique solution w ∈ C 1 0, T/ε : 
which gives 1.8 . Finally, u ε − v ε ·, t L ∞ w y ·, t L ∞ ≤ c w y ·, t 1/2 ∂ 2 y w ·, t 1/2 ≤ cε 7γ−3 /2 ≤ cε.
4.5
This yields 1.9 by using Lemma 2.4 again. We complete the proof of Theorem 1.2.
