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In this paper, we are principally concerned with certain systems of dif- 
ferential equations, Voltera integral equations of convolution type and 
functional differential equations that admit continuous mean periodic 
solutions. 
The theory of continuous complex-valued mean periodic functions of a 
single real variable is mainly due to Schwartz [15] and they have also been 
considered by Kahane [9, lo]. Any such functionf, may be characterized as a 
continuous function satisfying an equation pEL* f = 0, i.e., 
I 
f(t - Y) d/c(r) = 0 for all real t, 
where p is a nonzero measure with a compact support. Then f is the limit, 
uniformly on all compact sets of reals, of a sequence of exponential poly- 
nomials {fn}, where p * fn = 0 for n = 1,2,.... Here, the expression “expo- 
nential polynomial” refers to a finite linear combination of terms u,e, where 
u e * t -+ tneat, n is any non-negative integer and a is any complex number. 12 a* 
In Section 2, we show that if A(t) is a continuous periodic matrix, then for 
certain mean periodic vector functions, f, all solutions to the system of 
equations x = A(t) x + f are mean periodic. 
Section 3 includes a discussion of the mean periodicity of the solutions of 
the system of linear differential difference equations 
2 [Ajx’(t - Wj) + B,x(t - Wj)] = f (t), 
j=O 
(1.1) 
where Aj , By (j = 0, l,..., n) are constant n x n matrices, A, = I and f 
is continuous, and of the system of functional-differential equations 
xj’+ 1 Pjk*xXk=fj (j = 1,2 ,..., n), 
k=l 
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or 
~‘+lA*~=f, V-2) 
where [p] = {pjlc} denotes a n x n matrix whose elements are measures with 
compact supports and f is continuous. 
For systems (1.1) of linear differential-difference equations with constant 
coefficients, Bellman and Cooke [l] have shown, by use of Laplace transform 
techniques, that certain solutions are limits of certain sequences of expo- 
nential polynomials, and along with existence and uniqueness theorems, have 
discussed the stability and asymptotic behaviour of the solutions to (1.1). 
We shall see how the use of mean periodic functions enables one to show that 
certain solutions to the system (1.1) are limits of sequences of exponential 
polynomials, even when a suitable initial condition is imposed. 
Systems of functional-differential equations resembling (1.2) have been 
discussed by Hale [6] and it is shown here that the system (1.2) has mean 
periodic solutions when f is mean periodic. 
Section 4 concerns the system of integral equations 
Such systems of “renewal” equations have also been discussed by Bellman 
and Cooke [I, Chapt. 81. When fj , gj, (1 <<i, K < n) are continuous and 
mean periodic, we prove the existence of a unique continuous mean periodic 
solution. 
In Section 5, we give examples of equations that do not admit nontrivial 
mean periodic solutions and give new properties of a transform of a mean 
periodic function that is similar to a transform introduced by Kahane [9]. 
To conclude this introduction, we settle some matters of notation and give 
some facts that will be used later. The term “measure” will always denote a 
measure of compact support. We use S, to use the Dirac measure placed at 
w and 6 to denote the Dirac measure placed at the origin. The set of all 
measures or the set of all distributions with a compact support, each with 
the operation of addition and convolution (*), form integral domains having 
identity 6. For these, and other details of measures and distributions see, for 
example, [3] or [5]. 
The Fourier-Laplace transform of a measure p is defined as 
@(z) = J eczt tip(t) 
and is an entire function of exponential type that is bounded on the imaginary 
axis. We note that &*A)” = F . i and also that $ = 0, if and only if p = 0. 
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By an “X” matrix (or an “X” vector), we will mean a matrix whose 
elements (or a vector whose components) each share a specified property X. 
C(R) is used to denote the set of all continuous complex-valued functions 
of a single real variable, and C(R+) will denote the set of all continuous 
complex-valued functions defined on R, = [0, co). The term locally uniform 
convergence on a set S means convergence uniform on all compact subsets 
of S. The truncated convolution product of two continuous functions x and y 
is a continuous function defined by 
s 
t x @y: t--t x(t - y) Y(Y) dr* 
0 
With addition and this product, C(R) is a commutative ring and an algebra 
(see [4] for details for C(R+) that apply to C(R)). 
It has been shown by the author [12] that: the set of functions mean periodic 
in C(R) is a subalgebra of C(R); if f is mean periodic in C(R) and g is any 
exponential polynomial, then fg is mean periodic; if f, g are continuous, if 
f # 0 and if f, f @g are mean periodic, then g is mean periodic. Also, for the 
system of differential equations 
xf + Ax = y, 
wherey is a continuous n-vector and A is a constant n x n matrix, a necessary 
and sufficient condition for all solutions to be mean periodic is that y be mean 
periodic. 
2. AN ORDINARY DIFFERENTIAL EQUATION 
THEOREM 1. Let A(t) be a continuous periodic n x n matrix of period 7. 
Let f be an n-vector whose ith component is of the form bigi (i = 1, 2,..., n), 
where bi is a continuous periodic function of period 7t where each Ti is commen- 
surable with 7 and ga is any exponential polynomial. Then all solutions of the 
system of equations 
x’(t) = A(t) x(t) + f (t) (2.1) 
are mean periodic. 
Proof. An example is given in Section 5 that shows some restriction 
additional to f being mean periodic must be made to ensure that x is mean 
periodic. Let Y(t) be a fundamental matrix for the system x’ = A(t) x. 
By Floquet’s Theorem, Y(t) = P(t) etL where P(t) and P-l(t) are continuous 
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periodic matrices of period r and L is a constant matrix. Then any solution 
of (2.1) may be written as 
x(t) = P(t) et4 + P(t) etL lot e-SLP-l(s)f(s) ds, 
where c is a constant vector and the elements of the matrices etL and e+L are 
exponential polynomials (see, for example, [2, pp. 45-471). 
Hence each component xi of x is of the form 
Xi = C C Pi&&k + 11 C 1 Pdjk Jot htilg,wzfm 9 
j k j k lm 
where pij , g,, are continuous periodic functions of period r and g,, , hkl 
are exponential polynomials. Now a periodic function is mean periodic, the 
product of a mean periodic function with an exponential polynomial is mean 
periodic and a finite linear combination of mean periodic functions is mean 
periodic. Thus each xi is mean periodic when the terms pip si h,,gl,fm 
have been shown to be mean periodic. We now use fm = b,g, where 6, is a 
continuous periodic function of period T, , where 7, is commensurable with 
r and g, is an exponential polynomial. Let w be the Ieast common muItiple of 
79 71 , 72 ,.“, Tn . Then each function pij Ji hklglmfm is mean periodic, if for 
n = 0, 1, 2 ,..., the functions 
F,,: t + p(t) 1 t rnea’q(r) dr 
0 
are mean periodic when p and q are complex-valued continuous periodic 
functions of period w. 
To show that F, is mean periodic, we start by observing that 
F,(t - w) = p(t) jmt ea@+q(s) ds 
so that 
where 
F,(t) - eauFo(t - w) = A,p(t), 
A, = low e”+q(r) dr. 
This may be written as h *F, = A,p where h is the nonzero measure 
6 - eaW&, . With F, defined as above, 
F,(t) - e”wF,(t - co) = A,&(t) - i YZ~(--W)~F,-~(~), 
j=l 
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or 
X “F, = A,p - i “C3(-w)jF,+, 
j=l 
where A, is some constant. 
With 6, *p =p, X *p = (1 - eQw)p. Thus 
X*h*F,=B,pfB,F,+...B,,F,_,, 
where B, , B, ,..., B,-, are constants. Continuing in this manner, we find 
that h*(“+l) *F, = Cp where C is another constant. If 
/Ln = A*(n+l) * (6 - S,), 
then pn is a nonzero measure and pn *F, = 0, showing that F, is mean 
periodic. 
Remark. A special case of the above theorem is as follows. Let A(t) 
be a continuous periodic n x 71 matrix of period w and letf be a continuous 
periodic n-vector valued function of period w. Then all solutions of the system 
of equations (2.1) are mean periodic. 
3. DIFFERENTIAL-DIFFERENCE AND FUNCTIONAL-DIFFERENTIAL SYSTEMS 
In this section, our results will include a proof of 
THEOREM 2. For the system of differential-dg$Ference equations 
where 
f [A,x’(t - wi) + B,x(t - TV)] =f(t), 
j=O 
(3.1) 
(i) f is a continuous n-vector function on R, and 
(ii) for j = 0, I,..., m, Aj , Bj are n x n matrices of complex numbers, 
A,, = I (the unit matrix), 0 = w. < w1 < ‘.. <w, and T,, , 71 ,..., 7, are 
any real numbers. Or, 
for the system of functionaM@rential equations 
x’(t) + [PI * x(t) = f PI 
where 
(3.2) 
(i) f is a continuous n-vector function on R 
(ii) [p] is a n x n matrix whose elements are any measures with compact 
supports, 
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then for either system of Equations (3.1) or (3.2) 
(a) ;ff = 0, th ere is at least one nontrivial solution, 
(b) if f is mean periodic, all continuous solutions valid on R are mean 
periodic, and 
(c) ;f there exists a continuously dajjkentiable mean periodic solution valid 
on R, then f is mean periodic. 
Systems of linear differential-difference equations resembling (3.1) have 
been considered by Bellman and Cooke [I, Chapt. 61 who showed that for 
the system 
2 [A,x’(t - Wj) + B,x(t - Wj)] = f (t), (3.3) 
j=O 
where 0 = w. < w, < ... < w, , A, = I, when suitable initial conditions 
along with conditions on f are imposed, there exists a unique continuously 
differentiable function x satisfying (3.3) on (writ , co). 
Bellman and Cooke [l] have shown, moreover, by use of Laplace transform 
techniques, for the system with f = 0 and other restrictions, then on 
l nw, , co), the solution is the locally uniform limit of linear combination of 
terms e”rtp,(t) and s, is the zero of the characteristic equation of (3.3), namely 
det H(z) = 0 where 
H(x) = f (Ap + Bj) ePjz. (3.4) 
j=o 
We shall consider the system (3.3) where initial conditions are imposed 
later in this section. 
The system of functional-differential equations (3.2) include the linear 
systems of equations with constant coefficients of the form 
x’(t) = j-” [d#‘)l x(t + 0) 
-T 
discussed by Hale [6]. Here [v(e)] is an n x n matrix whose elements are 
functions of bounded variation defined on [-r, 0] and r > 0. As well, Hale 
and Meyer [7] have considered more general systems of neutral functional- 
differential equations, including those equivalent to the form 
x’(t) = [A] * x’ + b] * x + f(t). (3.5) 
Here [X] and b] are n x n matrices whose elements are measures with 
compact support lying in [0, co) but, in order to exclude equations of advanced 
type, the matrix [A] is required by Hale and Meyer [7, p. 61 to satisfy a 
“uniformly nonatomic at zero” condition. 
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It would be possible to consider the two systems, (3.1) and (3.2), as special 
cases of the system (3.5) that satisfies the above mentioned uniformly non- 
atomic at zero condition. An extension of our Theorem 2 is given in a thesis 
of the author [13]; since it requires some detail, it is omitted here. 
The system of differential-difference equations (3.1) may be written as 
T*x =f where 
T = ID6 + f AjD6,, + 5 B& . 
i=l i-0 
Here T is an II x n matrix whose elements are distributions. Now let H(z) 
denote the matrix whose elements are the Fourier-Laplace transforms of the 
elements of T, i.e., 
H(z) = Iz + 5 Aj~e-g’Z + ‘f Bjemsi2. 
j=l j=o 
Then det H(z) = 0 is the characteristic equation of the system (3.1). On 
examination, the expansion of det H(z) is equal to &, zpg,(z) where each 
g, is a linear combination of exponentials. In particular 
. 
Hence 
g,(z) = 1 + 5 ckeCdkz, 
k=l 
say, where dl , d, ,..., d, are positive and so g, is not identically zero. 
We now show that h(z) = det H(z) has at least one zero but is not identi- 
cally zero. If we suppose that h(z) has no zeros, then as h(z) is an entire 
function of exponential type, h(z) = aebZ for some complex numbers a, b 
where a # 0. Thus 
F. @g,(z) = aebz for all complex 2. (3.6) 
But this is contradictory since g,(z) is not identically zero and the left side of 
(3.6) is a &rite linear combination of exponential monomials that are linearly 
independent. Hence h(z) has at least one zero. If, however, we suppose that 
h(z) is identically zero, then a similar contradiction results from (3.6) with 
a = 0. 
Turning now to the system (3.2) of functional differential equations, if 
T = IDS - b], an n x n matrix of distributions, then the system (3.2) may 
be written as T x x = f. Now let H(z) and M(z), respectively, denote the 
matrices whom elements are the Fourier-Laplace transforms of the elements 
of T and [p]. Then H(z) = Ix - M(z). 
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As the elements of M(x) are entire functions of exponential type, 
h(x) = det H( z is also an entire function of exponential type. Moreover, ) 
an examination of the terms of this determinant show that 
h(z) = P + f zFkp&), 
k=l 
where the terms p, , p, ,..., p, are combinations of products of elements of 
M(z) (incidentally, p,(z) = - t race M(Z) and pn(z) = (- 1)” det M(z)). 
We now show that h(x) has at least one zero and that A(z) is not identically 
zero. If h(z) has no zeros, then h(z) = a@” where a, b are complex and 
a # 0. Then 
I z In 6 I Zn-pl I + **- I ~n--~p~ I + ... Ip, I + I aeb* I (3.7) 
and as 1 &($)I is bounded for all real values of y and k = 1, 2,..., n, we have 
a contradiction when the real part of biy is nonpositive and y is sufficiently 
large. Hence h(x) has at least one zero. If, however, we assume that h(z) is 
identically zero, then a similar contradiction results from (3.7) with a = 0. 
We have now shown that each of the systems (3.1), (3.2), are equivalent 
to the system T c x =f where T is an 71 x n matrix whose elements are 
distributions, and if H(s) denotes the matrix whose elements are the Fourier- 
Laplace transform of the elements of T, then h(z) = det H(z) has at least one 
zero but is not identically zero. 
For part (a), with T c x = 0, choose c so that h(c) = 0. If x = dect, 
T * x(t) = eCtH(c) d. As det H(c) = 0, a nonzero constant vector d may be 
found so that H(c) d = 0 and so T * x = 0 has a nonzero solution x = dect. 
For part (b), if f is mean periodic with p + f = 0, where p is a nonzero 
measure, put y = p * x where x is any continuous solution to either of the 
systems (3.1), (3.2). Theny is continuous, and from T * x = f, 
We now make use of the fact that the set of distributions with the operations 
of addition and convolution is a commutative ring and employ certain matrix 
concepts and operations (as in [8, p. 561). 
Let il!iki denote the co-factor of Tki in the matrix T so that CL, Mk. * T, is 
equal to det T for k = j and zero for k # j. From 
and so (det T) * yi = 0 for j = 1,2 ,..., 7t. 
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Now 
det T = c w uTl,w * T20(2) * **- * T,,(,) , 
where u ranges over all permutations on (1, 2,..., n}. Thus 
(det T)^ (z) = c sgn oFrOu) . paO(s) a.* pn,,cn, = det H(z) = h(z). 
Since h(z) is not identically zero, det T is nonzero and soy is mean periodic. 
Hence x is mean periodic. 
For part (c), let x be any continuously differentiable mean periodic solution 
to either of the systems (3.1) (3.2), with v * x = 0 where v is a nonzero 
measure. Then v * x’ = 0 and so v * f = 0 showing that f is mean periodic. 
We now consider linear differential-difference equations with constant 
coefficients that admit a unique continuously differentiable solution valid 
on half-line. Conditions for the existence of such a solution have been given 
by Bellman and Cooke [I, Theorems 6.1 and 6.21. Here, the mean periodic 
functions on a half-line introduced by Koosis [l l] are relevant. 
If fe C(R+), then f is said to be mean periodic in C(R+) if there exists a 
nonzero measure TV such that p and TV *f have supports lying in [--a, 0] for 
some pi > 0. Then, on ( 01, co), f is the locally uniform limit of a sequence of 
exponential polynomials {fn} where TV * fn = 0 for n = 1, 2,.... 
THEOREM 3. For the system of differential-dtyerence equations 
where 
i. LAjx’lt - wj> + Bjx(t - %>I = f Ct) (3.3) 
(a) f is a continuous n-vector function on R, , 
(b) Aj , Bi are n x n matrices of complex numbers for j = 0, l,..., n and 
A,,=& 
(c) 0 = w. < w1 < w, = a, and 
(d) there exists a unique continuously d~&&rentiable function x on R+ 
that satisfies (3.3) on (ol, co), 
then a necessary and su@ient condition that x be mean periodic on a half-line 
is that f be mean periodic on a half-line. 
Proof. It is no restriction to assume that x and f are defined on R and 
zero on (- oc), 0). Equation (4) may be written as 
f [A,x’(t + 01 - wj) + B,x(t + Oi- wj)] zf(t + a) for t > 0 (3.8) 
j=O 
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Scx=6-,*f. 
Here S is the n x n matrix 
f (-WL+u+ + BA,+wJ, 
j=O 
whose elements are distributions with supports lying in (- co, 01. When x is 
continuously differentiable and mean periodic on a half-line, then x’ is mean 
periodic on a half-line. Thus each of the functions on the left side of (3.8) 
are mean periodic on a half-line. So 6-, * f and then f are mean periodic on a 
half-line. 
Conversely, if f is mean periodic on a half-line with p, a nonzero measure 
such that p and p c f have compact supports lying in (-co, 0), so also do 
p + &, *f = TV * S * x. If p is any nonzero indefinitely differentiable function 
with a compact support in (-co, 01, so also are the elements of P = p * p x S. 
Now if 4 = det P, then zj = (p *p)*” * det S. As in the proof of 
Theorem 2, det S is nonzero and so 4 # 0. From P * x being zero on R, , 
it follows that I/I * x is zero on R+ whence x is mean periodic on a half-line. 
COROLLARY. When f is zero, the solution x to the system (3.3) is uniformly 
approximable on all compact subintervals of (nol, co) byJinite linear combinations 
of exponential monomials u,e, where the characteristic equation of (3.3), h(x) -= 0 
has a zero of order exceeding n at z = a. 
Proof. From the proof of Theorem 3, p*n t det S * x = 0 on (0, co) 
when f = 0. As p can be chosen support contained in an interval of arbitrarily 
small length, and det S has support lying in [-na, 01, x can be uniformly 
approximated on (nLy, co) by linear combinations of exponential monomials, 
u,e, , where det S * u,e, = 0. 
The characteristic equation to (3.3) is h(z) = 0 where h(z) = det H(z) is 
defined by (3.4). 
Using (det S)” (z) = enazh(z), the statement of the corollary follows. 
4. SYSTEMS OF INTEGRAL EQUATIONS 
Before giving Theorem 4 of this section, we note some properties of the 
truncated convolution product of continuous functions in addition to the 
fact that C(R) (+, 0) is a commutative ring. 
416 P. G. LAIRD 
If F = {fij} and G = (gij} are continuous it x n matrices, and if 
then F @ G is a continuous matrix. The set of all n x 11 continuous martices 
with the operation of addition and truncated convolution forms a ring and 
each such matrix has a “determinant”. 
It is known (see [4, pp 43-451, for applicable details) that iffE C(R) and if 
f@’ =f,f@” =f@t+l) @f for n = 2, 3,..., thenfan -+ 0 locally uniformly 
as n-+ co. Also, if {fn}, (gn} are sequence of continuous functions that 
converge, locally uniformly as 71 --f co, to f, g, then fn @g, -+ f @ g locally 
uniformly as 71-+ co. 
These facts extend to the following. 
A. Let G = (gii} be a continuous II x n matrix and let 1 be a positive 
constant. If c is another constant with 1 gii(t)l < c for 1 t / < 1 and 1 < i, 
j < n, and if Gr = G, G,+r = G @ G, = {g,+r,ij}, then 
I .iT?n,l,ij (t)l < c(cn 1 t p/m! < c(cnZ)~/m! (4.1) 
when I t / < E. 
Thus G, + 0 locally uniformly as m + co in the sense that each element 
of G, tends to zero locally uniformly as m -+ 03. 
B. Let {F,] and {H,} b e se q uences of 1 x m and m x n continuous 
matrices that converge, locally uniformly as p -+ co, to F, H. Then 
FD @ H, -+ F @ H locally uniformly as p -+ co. 
It follows from A and B that if z = G @ z where G is an n x n continuous 
matrix and z is a continuous n-vector, then z = 0. For if z = G @ z, then 
x=G@(G@z) so that z = G, @x for all positive integers n whence 
z = 0. 
THEOREM 4. Let f be a continuous n-vector and let G be a continuous 
n x n matrix. Then the system of equations 
x-G@x=f (4.2) 
is satisfied by a unique continuous n-vector x. Moreover, when f and G are mean 
periodic, this solution, x, is mean periodic. 
Proof. Set Gr = G, G,,, = G @ G, and put 
xg =f+ G,Of+ .*.&Of forp, q = 1, 2 ,.... 
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If x,~ denotes the ith component of x, , then from (4.1) it is apparent that 
(xqi}yX1 is a Cauchy sequence in C(R), and so, has a limit, say xi in C(R) for 
i = 1, 2 ,..., tl. From 
x,-GOx,=f--G,,,Of, 
it follows that x - G @ x = f. 
If z is the difference between any two continuous solutions, then z = G @ z 
and so z = 0. 
NOW suppose that f and G are mean periodic. Let e: t -+ 1 and 
(e @fh = e @fi so that as e is mean periodic, e @f is mean periodic. 
From (4.2), we obtain 
H@x=e@f, 
where H is a mean periodic matrix with 
Hii=e-e@gii and Hij = -e @gij , i # j. 
Let Hij denote the “co-factor” of hij in the matrix H. Each such co-factor, 
along with det H, the “determinant” of H is mean periodic. Moreover, 
det H is nonzero. For an examination of the expansion of det H shows that 
det H = e@‘Z - e@” @ h where h is a combination of products of elements 
of G. Since eOn # 0, it follows from the remarks preceeding this theorem 
that det H # 0. 
From H @ x = e @f, it follows that 
(det H) @xi = f Hj+ @ e @ fi 
i=l 
forj = 1, 2 ,..., n. 
As each xi is continuous, det H # 0 and both det H and det H @ xj are 
mean periodic, xj is mean periodic forj = 1, 2,..., 1~. 
5. OTHER REMARKS 
In this last section, we include examples of differential and differential- 
difference equations that do not admit nonzero mean periodic solutions. To 
discuss these examples, use will be made of a transform of a mean periodic 
function similar to one introduced by Kahane [9]. 
Throughout this section, we will assume that f is a mean periodic function 
satisfying p * f = 0 where TV is a nonzero measure. If f + denotes the function 
equal to f on R, and zero on (-co, 0), then v = TV * f + along with p have 
compact supports. 
409/47/=13 
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Set K(f) (4 = +)I&( z w > h ere C(a) = JR o(t) e-*t dt. We shall call K(f) 
the Kahane transform off although if M(f) denotes the actual transform off 
introduced by Kahane [9], then K(f) (a) = --M(f) (k). K(f) is a mer- 
morphic function that is independent of the choice of nonzero measure p 
satisfying p * f = 0. Moreover, if K(f) is an entire function, then f is zero. 
As well, if f +(t) eEt is bounded for all real t, then the Laplace transform 
L(f) = Jrf (t) e-zt dt is defined, analytic, and coincides with K(f) (z) 
on the half plane x > --01 when z = x + iy. 
The spectral set, S, , is defined to be the set of all poles of its Kahane 
transform K( f ). The spectrum, (1, , if f is the set of pairs (a,~) where 
a E S, and p is the order of the pole of K(f) (z) at x = a. 
Thus, if rl, = (ak , pk) and TV *f = 0, p(x) has a zero of orderp, at x = p, . 
As $ is an entire function of exponential type that is bounded on the imaginary 
axis, 
(a) Cpk I ak lm2 < ~0, and (5.1) 
(b) if S is any section of the plane that contains the imaginary axis, 
~P~Iu~I-~<co where a,$S. (5-4 
The Kahane transform of a mean periodic function also has certain 
properties resembling those of the Laplace transform. 
THEOREM 5. If f, g are mean periodic functions, if a, b are complex and if a 
is real, then 
(a) af + bg, f @g, Df (when it is continuous) e,f, T,f, and uf are mean 
periodic, and 
lb) K(af + bg) = aK(f) + bK(g), 
K(f 0 g) = K(f) K(g), 
K(Df) (x) = zK( f) (z) - f (0), when Df is continilotis, 
K(e,f) (4 = K(f) (2 - a), 
K( T, f) (z) = e-ZuK( f) (2) + H(z), where H is entire, 
and 
Wf) (4 = -(d/4 K(f) (4. 
Proof. Let CL, h be nonzero measures such that p *f = 0, X *g = 0. 
Then 
whence 
p * h * (af + bg)+)^ = a&, *f +)^ + b/l(h * g+)^ 
K(af + bg) = aK(f) + bK(g). 





(P * h * (f 0 g)+)* = (P * f’Y . (A * s+>^, 
it folIows that 
Wf 0 d = K(f) m)* 
If e: t + 1, it may be shown that K(e) (x) = l/a. If Df is continuous, then 
p * Df = 0 and as f = f (0) e + e @ Df, it follows that 
WDf) (4 = zK( f) (4 - f (0). 
With p * f = 0, (cap) * (e, f) = 0 where (cap) (g) = p(e,g) and 
ecLg: t---f eatg(t) for each continuous g. As 
(ed4 * (e,f )+ = ea(p * f +) 
we see that 
and (ed4” (4 = F(z - 4, 
-Gkf) (4 = K(f) (z - 4. 
Also, (Tap) *f = 0, where (Ta) (g) = p(T,g) for each continuous g 
and ,J c T,f = 0. From (T, f)+ = T,( f +) + h, where h is a function with 
compact support, and 
( ToId A (4 = e-?W, 
K(T,f) (4 = (P * (T,f)+)^ (4 PC4 = @K(f) (4 + W4 
Here, H(z) = &z), being the Fourier-Laplace transform of a function with a 
compact support, is an entire function. 
The proof that uf is mean periodic and K(uf) (z) = --(d/h) K(f) (z) 
is a consequence of TV * p * (uf) = 0 and, not being required for the following 
examples, is omitted. 
We are now able to indirectly show that several differential equations do not 
have nonzero mean periodic solutions. 
Our first example complements Theorem 1. 
EXAMPLE A. Let g be a continuous periodic function of period 27~//3. 
Let g(n) (the nth, Fourier coefficient of g) be nonzero for n = 1,2,..., and 
let /3 be irrational. Then there are no mean periodic solutions to the equation 
x’(t) = eitx(t) + g(t). (5.3) 
420 P. G. LAIRD 
Clearly x = 0 is not a solution of (5.3). If we suppose that (5.3) has a non- 
zero periodic solution X, then on taking Kahane Transforms, we obtain, with 
44 = J+) (4 
zh(z) - x(0) = h(z - i) + K(g) (z). (5.4) 
Since g(n) # 0, K(g) (x) has a pole at x = in /3 so K(g) (in /I) is infinite for 
n = 1, 2 ,.... From (5.4), we see that at least one of h(in /I) and h(in /I - i) is 
infinite. If h(in ,k?) is infinite, with in /3 # i and K(g) (in /3 + i) finite 
h(in /3 + i) is infinite. Continuing in this manner, and using in /3 + im # ip 
for any integer p, we conclude that h(in p + im) is infinite for m = 0, 1,2,.... 
Thus, h(z) has poles at points including 
(.z = nj3i + c,im: m, n = 1, 2,...f 
where E, = il. Since 
we see, by (5.1), that h(z) = K( x z cannot be the Kahane Transform of ) ( ) 
any mean periodic function, X. 
EXAMPLE B. When a(t) is any one of the exponential polynomials 2t, 
et or 01 cos olt + /3 cos j3t (where a//3 is irrational) any nonzero solution to the 
equation x’(t) = a(t) x(t) is not mean periodic. 
If a(t) = 2t and x’(t) = a(t) x(t), then x(t) = cet2. That et’ is not mean 
periodic has been noted by Schwartz [15]. 
If x’(t) = e%(t), suppose that x is mean periodic. Taking the Kahane 
transform of this equation, from Proposition 1.2, we obtain with 
Q> = K(x) (4, 
&i(z) - x(0) = h(x - 1). 
If x # 0 and x is mean periodic, then the spectral set S, of x contains at 
least one point, say a, and so h(u) is infinite. Then (u + 1) h(u + 1) is infinite 
and so h(u + 1) is i&mite. Thus h(u + n) is infinite and so a + n E S, for 
all n E N. Since Cc=‘=, 1 a + n 1-l = co, S, cannot be the spectral set of a 
mean periodic function. Hence x’(t) = e%(t) has no nonzero mean periodic 
solutions. 
Now if x’(t) = (a cos art + fi cos fit) x(t), then x(t) = c . esinrrt *esinst for 
some constant c. As esinat , esrnst are two periodic functions with nonzero 
Fourier coefficients of respective periods 2rr/ar, 2~~113 and as LX//I is irrational, 
the product of these two functions is not mean periodic [12]. Hence if c # 0, 
x is not mean periodic. 
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EXAMPLE C. The solutions to the equation x’(t) = 1 - x2(t) are not 
mean periodic. 
For a solution to this equation is x(t) = tanh(t + c). Since 
x’(t) = sech2(t + c) 
is an absolutely integrable function, it is not mean periodic and so x(t) is not 
mean periodic. 
Before giving examples of differential difference equations that admit 
nonmean periodic solutions, we may observe that the equation x’(t) = a(t) x(t) 
may have all solutions mean periodic but a(t) is not mean periodic. Two 
simple examples are 
(i) a(t) = b + n/t ( n a nonnegative integer), a function that is dis- 
continuous at the origin with x(t) = ctnebt, an exponential polynomial, and 
(ii) u(t) = tanh t, a nonmean periodic function with x(t) = cash t, 
an exponential polynomial. 
EXAMPLE D. The equation 
x’(t) = -x(t/k) with k>l (5.5) 
has no nonzero mean periodic solutions. 
This equation has been considered by Morris, et al, [14]. On (0, co) it is 
seen to be a differential difference equation of retarded type as it may be 
written as 
x’(t) = -x(t - T(t)), where I = t(k - 1)/k > 0. 
Suppose that Eq. (5.5) h as a nonzero mean periodic solution x. Then the 
Kahane transform of this equation, with h(z) = K(X) (a) is 
zh(z) - x(0) = -kh(kz). (5.6) 
Now as x is supposed mean periodic, the spectral set, S, , of x is non empty. 
Moreover, S, # (0) since there is no constant solution to (5.5). So there 
exists an a # 0 with a E S, . From (5.6) ‘t I is clear that la(z) has a pole at 
z = b if, and only if, h(x) has a pole at .a = kb. Thus ukn E S, for all integers n. 
Since Cries 1 akn 1-Z = co, S, cannot be the spectral set of a mean periodic 
function. Thus we have a contradiction and so Eq. (5.5) has no nonzero mean 
periodic solutions. 
EXAMPLE E. For the differential-difference equation 
x’(t) = p(t) x(t - W) 
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where p is a continuous periodic function of period w and srp(r) dr = 0, 
there is precisely one family of periodic solutions. 
x(t) = c exp (Jbt p(r) dr) (c constant) 
and all other solutions are nonmean periodic. 
To show this, we use the terminology and a Theorem of Stokes [16]. 
With s: p(r) dr = 0, c exp( Sip(r) d r ) is clearly a solution of (5.6), is periodic, 
and is the only solution of (5.6) that also satisfies x(t + zu) = xx(t) where z 
is any complex number. 
Thus, the period map T mapping the Banach space X = C([-U, 01) 
into X defined by TX(r) = X(QJ + r) (-w < r < 0) is a completely continu- 
ous operator that has only one nonzero eigenvalue. If E is the corresponding 
eigen manifold and if P is the projection of X onto E, then by Theorem 1, 
Stokes [ 161 if $ is any function in X, if R(+) = 4 - P(4) and if y is the solution 
agreeing with R($) on [-W, 01, we have eat jl y j/ + 0 as t + co. 
To complete the proof, it is only necessary to show that such a function 
cannot be mean periodic when it is nonzero. Suppose that y is nonzero and 
mean periodic, then, for each real 01, there exists a positive Ma such that 
1 y(t)1 < Mae-at for t 3 0. 
In the half plane Re(z) > --a, the Laplace transform of y exists, is analytic 
and coincides with the transform of Kahane. As OL is any real number, it is 
clear that the transform of Kahane is an entire function and soy must be zero. 
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