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Introduction
Among the peculiar features of the quantum description of reality, entanglement stands
out for its deep implications, recognised by Schrödinger [1] as “the characteristic trait
of quantum mechanics”. It implies that two parts of a system can be correlated such
that acting on one may affect instantaneously the outcome of subsequent measurements
on the other. These correlations have no classical analogue and have been the basis of
discussion on foundations of quantum mechanics since the work of EPR [2], which used
it as an argument against quantum mechanics, proposing that it was to be completed
as a theory with local hidden variables. Bell’s theorem [3] states that no such theory
can reproduce all the predictions of quantum mechanics, which ultimately led to the
experiments by Aspect et al. [4], establishing entanglement as a confirmed phenomenon.
Entanglement has been essential to the development of quantum information the-
ory and possible technological applications, since it is necessary for protocols such as
quantum teleportation and responsible for the efficiency of quantum algorithms, most
famously Shor’s algorithm. The emerging role of entanglement as a resource led to the
need to quantify it. Measures of entanglement were developed with applications to dif-
ferent situations, with the common features of an ordering with respect to operations
that cannot increase it, namely local operations and classical communication (LOCC).
In the space of bipartite pure states, such an ordering exists, and the entanglement
entropy is such a measure.
The interest in entanglement has risen in the past decades in various disconnected
scientific communities, and the study of its measures grew to be the meeting point of
apparently unrelated fields. In the context of black hole physics, entanglement across the
horizon was studied to investigate effects such as Hawking radiation. It was discovered
that the entanglement entropy is related to the Bekenstein-Hawking entropy, and in
many situations it obeys an area law, namely it is proportional to the area separating
the two subsystems [5]. These studies led to more general considerations of entanglement
entropy in QFT, overlapping with the study of spin chains. This allowed interactions
between high energy physics, quantum information, statistical and condensed matter
physics, with the use of field theoretical techniques to study entanglement in many-
body, extended systems. The study of entanglement helps to characterise the ground
state of strongly correlated systems, which is in general hard to determine. This has
implications in the study of the efficiency of numerical techniques, notably the DMRG.
The entanglement entropy has been used to study critical behaviour, particularly in
low-dimensional systems: it is known to characterise some topological phase transitions,
for which a classical description with a local order parameter is not adequate, and
quantum criticality in one-dimensional systems, which is the line of research this Thesis
focuses on. A quite general feature of these systems is the logarithmic divergence of the
v
Contents
entanglement entropy, both with systems size and approaching criticality. Conformal
Field Theory gives universal predictions for the coefficient of the logarithm, which has
a role similar to a critical exponent.
The first chapter of this Thesis reviews the motivations to study entanglement mea-
sures, considering the entropy for bipartite pure states and the negativity for mixed
states, focusing on one-dimensional systems such as spin chains. Relevance is given to
critical behaviour, characterised by large correlation lengths, where powerful field theo-
retical techniques can be used. To this end, the basics of (1+1)-dimensional Conformal
Field Theory are presented in the second chapter, along with applications to compute
entanglement entropy and negativity in one-dimensional systems, following Calabrese
and Cardy [6] and including a derivation of the formula, widely found in the literature,
S = c3 log(`/a).
Boundary CFT and the free boson theory, describing a critical Luttinger liquid, are intro-
duced. The third chapter collects some results on how the presence of defects (point-like
interfaces) affects the entanglement in critical harmonic and spin chains; renormalisation
group considerations are important to this end. This includes the introduction of QFT
on star graphs, modelling multi-terminal quantum wire junctions, as in [7].
The fourth chapter is devoted to the use of CFT techniques to study a family of de-
fects in the free compactified boson theory [8], including original considerations. These
defects are scale invariant and are characterised by a single parameter, the transmis-
sion amplitude across the defect. The fifth chapter collects original numerical results,
studying entanglement entropy and negativity across junctions of harmonic chains. The
entanglement between the edges of a two-terminal junction as a function of the trans-
mission amplitude is compared to theoretical predictions. The result is generalised to
bipartitions of multi-terminal junctions, for which the entanglement entropy depends, in
the same way, on the total transmission amplitude. In order to study the entanglement
between two edges of a multi-terminal junction, the negativity is considered; however
a characterisation becomes harder, due to the interplay between a higher number of
parameters, and lack of theoretical predictions.
vi
1 Entanglement and many-body
physics
1.1 Quantum entanglement
Quantum physics is a very successful framework for the description of nature. Since its
introduction in the early 20th century, not only was it the foundation for the develop-
ment of modern physics and disciplines such as quantum chemistry, electronics, material
science and structural biology; it also was the basis for technological achievements which
shaped our history and society. The description of nature provided by quantum mechan-
ics differs deeply from the one given by classical mechanics, correctly predicting a wealth
of unexpected and counter-intuitive phenomena, such as the uncertainty principle and
interference of particles. Among these, entanglement stands out as one of the most
profound and unexpected.
Entanglement is a feature of quantum mechanics involving correlations which have
no classical analogue; it implies that the measurement of an observable on a part of a
system can instantaneously affect the whole system and the outcome on measurements on
other parts of it, even at a spatial distance. It was first described in 1935, in a famous
paper by Albert Einstein, Boris Podolsky and Nathan Rosen [2], and it is the basis
for their critique against quantum mechanics (at least in the conventional Copenhagen
interpretation), known as the EPR paradox; soon after, Erwin Schrödinger recognised
it as “not one but rather the characteristic trait of quantum mechanics, the one that
forces its entire departure from classical lines of thought” [1].
EPR proposed the idea that quantum mechanics is incomplete, and a complete de-
scription of the system could be obtained in some extended theory, with hidden variables
explaining entanglement without a spooky action at a distance. In 1964 John Stewart
Bell carried forward the EPR analysis, proving that no theory of local hidden vari-
ables can reproduce all of the predictions of quantum mechanics [3]. Bell derived an
inequality on correlations between measurements which must be satisfied by any theory
with hidden variables, and is violated by quantum mechanics. The violation of this and
other related inequalities has been measured (the first experiments of this kind were per-
formed by Alain Aspect and collaborators in the early 80s [4, 9]), making entanglement
a well-established and experimentally confirmed phenomenon.
With the growing interest following its experimental confirmation, it was also realised
that was not only important for understanding the foundations of quantum mechanics,
but also a key concept in quantum information theory, opening the way to possible
technological applications. It is in fact considered a necessary resource in quantum
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information processing, for protocols such as Shor’s algorithm, for quantum teleportation
and quantum cryptography.
States of a quantum system
Associated with a quantum system is a complex Hilbert space H. In Dirac’s bra-ket
notation[10], a vector v is indicated as ∣v⟩ ∈ H, its dual is ⟨v∣ ∈ H∗ ≅ H, the scalar
product (∣a⟩ , ∣b⟩)↦ ⟨a∣b⟩. A state of the system of which one has complete knowledge, a
pure state, is associated to a vector ∣Ψ⟩ ∈ H of unit norm. This is uniquely determined up
to a phase factor, and the state corresponds to the associated unit ray {eiφ ∣Ψ⟩ , φ ∈R}.
The simplest example of a Hilbert space associated to a quantum system is a two
dimensional space H = span (∣0⟩ , ∣1⟩) ≅ C2. Physical realisations of this include the
spin degrees of freedom of a spin-12 particle, the polarisation of a photon, and two-level
systems with a ground and an excited state. Although very simple, this kind of system
is of fundamental importance in the context of quantum information where it describes
the elementary carrier of information, on which operations are performed, and is called
a qubit (quantum bit). While a classical bit is in either of two states (0 or 1), a qubit
can be in any coherent superposition α ∣0⟩ + β ∣1⟩, ∣α∣2 + ∣β∣2 = 1. If the qubit is part of a
larger system, or we want our description to account for the idea of partial information
about states, vectors in H do not provide a sufficient description. To be able to describe
mixed states we use the formalism of density operators.
A density operator is an operator ρ ∶ H → H which is hermitian, ρ = ρ†, positive-
semidefinite, and with Trρ = 1. This definition carries on to Hilbert spaces of any
dimensionality; in the case of infinite dimensional spaces, we additionally require ρ to be
a bounded and self-adjoint operator. Any operator satisfying these properties describes
a state of the system, in which the expectation value of an observable O is given by⟨O⟩ = Tr (ρO). In a basis ∣bi⟩, the operator is represented by a density matrix %, with
elements %mn = ⟨bm∣ρ ∣bn⟩. In the following the terms density matrix and density operator
will be used interchangeably unless in cases where this may cause confusion. If ρ2 = ρ,
then it is a projector: ρ = ∣Ψ⟩ ⟨Ψ∣ for some ∣Ψ⟩ ∈ H and Tr (ρO) = ⟨Ψ∣O ∣Ψ⟩; that is, ρ
describes a pure state. In any other case ρ describes a mixed state and can be written
ρ =∑
i∈I pi ∣ψi⟩ ⟨ψi∣ , (1.1)
which is interpreted as a classical, incoherent superposition of states ψi. Self-adjointness
of ρ ensures that the pi ∈ R, semi-positiveness that pi ≥ 0, and ∑i∈I pi = Trρ = 1. These
properties support the interpretation of pi as probabilities. Expectation values take the
form ⟨O⟩ = Tr (ρO) =∑
i∈I pi ⟨ψi∣O ∣ψi⟩ . (1.2)
This formalism can be used to describe various physically relevant situations. The state
(1.1) can be prepared by having several procedures to prepare pure states ∣ψi⟩ and
randomly selecting which to use with classical probabilities pi, ignoring which one is
actually used. Density matrices also describe quantum ensembles, such as unpolarised
2
1.1 Quantum entanglement
beams of spin-12 particles ρ = 12 (∣↑⟩ ⟨↑∣ + ⟨↓∣ ∣↓⟩), and are basic tools in quantum statistical
mechanics.
Spooky action at a distance
The typical set-up used to define entanglement is a quantum system with degrees of
freedom partitioned into two subsystems A and B, and two experimenters traditionally
called Alice and Bob, each one having access only to one subsystem. The Hilbert space
of the system can be written as the tensor product of the Hilbert spaces of the two
subsystems, H = HA⊗HB; Alice and Bob only have access to observables acting trivially
the other experimenter’s subsystem, OA = O˜A ⊗ IB, OB = IA ⊗ O˜B. Some states in H
can then be written as the tensor product of one vector in HA and one in HB; if the
Hamiltonian can be written as a tensor product too, then Alice and Bob can each work
on their own system and forget everything else. In general the state ∣Ψ⟩ ∈ H is expressed
by a linear combination of such products; if more than one coefficient of this combination
is not zero, the state is said to be entangled. This mathematically trivial fact has deep
physical implications; the correlations introduced preparing the system in such a state
prevent Alice from describing the state of her part of the system simply as a vector inHA, even if the Hamiltonian factorises, requiring the reduced density matrix formalism
first introduced by Paul Dirac [11].
The reduced density matrix for A is obtained from the density matrix ρ = ∣Ψ⟩ ⟨Ψ∣ by
tracing out the degrees of freedom in B, ρA = TrB ρ. Expectation values of observables in
A are then given by ⟨Ψ∣OA ∣Ψ⟩ = Tr (ρOA) = TrA (ρAO˜A). Even though Bob has no access
to subsystem A, by performing a measure of O˜B on B he causes the state to collapse to an
eigenstate of OB, changing ρA and thus affecting the following measurements performed
by Alice. This introduces action at a distance, since A and B can be arbitrarily far
apart in space and the effect of Bob’s action on the whole system is instantaneous.
The simplest example of this is the spin part of a two electrons state, each spin
representing a subsystem. This corresponds to a two qubit system (e.g. identifying∣1⟩ = ∣↑⟩, ∣0⟩ = ∣↓⟩). Let the system be in the singlet state ∣ψ⟩ = 1√2 (∣↑↓⟩ − ∣↓↑⟩). Alice’s
reduced density matrix is ρA = TrB ∣Ψ⟩ ⟨Ψ∣ = 12 (∣↑⟩ ⟨↑∣ + ∣↓⟩ ⟨↓∣) If Alice measured the spin
of her electron in this state σzA, she would have a 0.5 probability to measure either up
or down, ± h̵2 . If before Alice’s measurement Bob measured the spin of his electron to be− h̵2 , the state would immediately collapse to ∣↑↓⟩ and Alice would have probability 1 to
find her electron in the spin up ∣↑⟩ state in any subsequent measure.
1.1.1 Quantifying entanglement
Decomposability of the global state as a tensor product gives a clear-cut criterion to
determine whether entanglement is present in the bipartition considered. Given the
relevance of entanglement as a resource for quantum information processing, it is natural
to ask how one can quantify it. Only product states lead to pure reduced density
matrices: this suggest that a measure of their mixedness can be helpful in quantifying
entanglement. In the simple case of one qubit out of two, the reduced density matrix is
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two dimensional; taking the constraints into account, it only has one real independent
parameter. It can be chosen to be the smallest eigenvalue, which get larger as the state
gets more mixed. Any monotonic function [0,1/2]→ [0,1] can then be used to quantify
entanglement.
However, there is no short answer to the question of how to quantify entanglement
in general, and the problem is broad enough that it gave rise to a very active field of
research on its own. Many quantities, collectively known as entanglement measures have
been proposed and are used to different ends. These quantities do not always have a clear
physical meaning. They are usually found as functions satisfying certain “reasonable”
properties, which depend on the problem at hand; a common requirement is that they
are entanglement monotones, meaning that they should not increase under
local operations: acting or performing measurements on a subsystem can not increase
its entanglement with the rest of the system;
classical communication: Alice communicating with Bob, while a necessary ingredient
in many quantum information processing protocols, does not introduce quantum
correlations between the subsystems.
Many comprehensive reviews of entanglement measures can be found in the literature,
including the ones given in References [12–14]. In the following we will restrict ourselves
to the entropy of entanglement and the (logarithmic) negativity, which are the most
common measures associated to the bipartite entanglement of pure and mixed states
respectively. Interest in these quantities arises in various fields of physics and they also
give useful information on the less well-understood multipartite entanglement.
The Schmidt decomposition
Larger Hilbert spaces will lead to reduced density matrices with more parameters; to
deal with them, the previous basic idea has to be extended. Given two basis {∣ai⟩},{∣bi⟩} of HA and HB, any state can be written in the tensor product basis as
∣Ψ⟩ =∑
mn
Dmn ∣am⟩ ∣bn⟩ , (1.3)
where D is a dimHA×dimHB rectangular matrix. A well known result in linear algebra
states that any matrix M ∈Mm×n can be factorised in the form
M = UΣV† (1.4)
known as the singular value decomposition, where U ∈ U(m), V ∈ U(n) and Σ ∈Mm×n
is a diagonal rectangular matrix. The singular value decomposition of the matrix D
suggests a change of basis leading to the expression
∣Ψ⟩ = dm∑
i=1αi ∣φi⟩A ∣ψi⟩B (1.5)
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with dm = min(dimHA,dimHB). This is known as the Schmidt decomposition. The
coefficients αi can be chosen to be real and positive, and ∑iα2i = 1. ∣φ⟩ and ∣ψ⟩ are
eigenvectors of the corresponding reduced density matrices, with eigenvalues α2i
ρA =∑
i
α2i ∣φi⟩A ⟨φi∣ ρB =∑
i
α2i ∣φi⟩B ⟨φi∣ . (1.6)
This shows that for a bipartition of a pure state, ρA and ρB share the same non-zero
eigenvalues; in this case, we can then take the Schmidt decomposition and use a suitable
function of this entanglement spectrum [15] to quantify the entanglement. Factorised
states, which are not entangled, are characterised by the corresponding reduced density
matrices being projectors with only one non zero eigenvalue, αi = δi1; on the other hand,
we intuitively expect the states to be maximally entangled when the corresponding
entanglement spectrum is the “most random”, with αi = 1dm ∀i.
Entanglement entropy
The entropy of entanglement is defined as the Von Neumann entropy of the reduced
density matrix
SA = −TrρA lnρA, (1.7)
which is the Shannon entropy of the entanglement spectrum; the previous discussion
ensures that for pure states SA = SB. This is the unique measure that is
• invariant under local unitary operators (it is a function of the αi only);
• continuous;
• additive with respect to uncorrelated systems, i.e.
S[∣φ⟩⊗ ∣ψ⟩] = S[∣φ⟩] + S[∣ψ⟩]. (1.8)
It is useful, both because it gives additional information and as a technical tool, to
consider also the Rényi entropies with index α ∈ R+ ∖ {1}
S
(α)
A = 11 − α ln TrραA (1.9)
which also satisfy S(α)A = S(α)B for pure states. One can show that limα→1 S(α) = S.
Logarithmic negativity
If a system is in a mixed state or, equivalently, we consider two subsystems not forming
a bipartition, the entanglement entropy is no longer a good measure of entanglement.
Many measures have been proposed to quantify the entanglement in this case; most
of them are hard to calculate analytically because their definition relies on algorithms,
rather than explicit expressions. A measures which solves this problem and has attracted
much interest is the entanglement negativity, introduced by Vidal and Werner [16] and
defined as follows. Consider a system, and a partition A1, A2, B; H = H1 ⊗H2 ⊗HB.
5
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Starting with the reduced density matrix ρA = ρA1∪A2 , we define its partial transpose as
the matrix obtained by transposing on A2 only; in any tensor product base
⟨e(1)i e(2)j ∣ρT2 ∣e(1)k e(2)l ⟩ = ⟨e(1)i e(2)l ∣ρA∣e(1)k e(2)j ⟩. (1.10)
The negativity is N = Tr ∣ρT2 ∣ − 12 ; (1.11)
however we will focus on the logarithmic negativity
E = log Tr ∣ρT2 ∣ = log(2N + 1). (1.12)
This is motivated by the fact that it is the logarithmic negativity which is in many
respects analogous to the entanglement entropy, including the fact that it is additive. For
bipartition of pure states, the logarithmic negativity reduces to the Rényi-1/2 entropy,E = S1/2.
1.2 Entanglement in extended systems
Quantum information theory is not the only field in which entanglement measures have
been investigated, which on the contrary attracted interested from various areas of
physics, acting as a meeting point for previously disconnected scientific communities.
The identification of entanglement as a topic of interest in high-energy physics was initi-
ated in the context of black hole physics, where the peculiar causal structure of spacetime
pose additional questions in the study of quantum effects. In particular, entanglement
across the event horizon was suggested to be important for the properties of Hawking
radiation. The corresponding entanglement entropy was discovered to be related to the
Bekenstein-Hawking entropy, important for black hole thermodynamics, which is pro-
portional to the area of the event horizon; it was discovered that here and in many other
cases, the entanglement entropy follows a similar area law [5, 17].
The area law can intuitively be justified as follows: in a system with short range cor-
relations, contributions to the entanglement come from degrees of freedom located in a
thin shell around the boundary between the two subsystem, their number being propor-
tional to the area of the boundary. This explanation accounts for the fact that many
gapped systems obey the area law, while it is usually violated in gapless systems, where
the contribution from degrees of freedom further away from the boundary originates the
well known logarithmic corrections. This is only a heuristic explanation, however a more
precise study of this has recently been undertaken [18].
The entanglement entropy was later studied more in general in the context of QFT,
with overlapping interest from high-energy and many-body physics, which at this point
has strong relations with quantum information theory, since many-body systems, such as
spin chains, provide many physical implementations of quantum information processing
protocols. In particular, extended systems corresponding by statistical models close
to criticality can be studied with powerful techniques from QFT. For reviews on how
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entanglement measures enter various areas of research in extended quantum systems,
see the special issue [19], which is devoted to this topic.
This thesis focuses on the line of research in which entanglement entropy and negativ-
ity are used to characterise quantum criticality in one-dimensional systems, particularly
through the techniques of CFT. The most famous result in this context is the Calabrese-
Cardy formula
S = c3 lnL + const. (1.13)
derived from CFT [6] and describing the entanglement entropy between a block of length
L and the rest of a one-dimensional critical system. This is a universal result (up to
an additive constant), and the coefficient c/3 plays a role similar to that of a critical
exponent. This is presented in some depth in Chapter 2. The entanglement entropy for
a block thus provides a single quantity which identifies the critical point by exhibiting a
logarithmic behaviour, and gives the central charge c of the underlying conformal field
theory, which is a very useful piece of information.
As an example, consider the XX chain in a transverse field, a chain with a spin-1/2
particle at each site, with nearest-neighbour interaction in the x-y plane and a magnetic
field in the z direction. The Hamiltonian is
HXX = −12 N−1∑l=0 (σxl σxl+1 + σyl σyl+1) + 12λN−1∑l=0 σzl , (1.14)
it is diagonalised by a Jordan-Wigner transformation, followed by a Fourier transform
and is known to show a quantum phase transition [20]. This procedure shows that it is
equivalent to a system of free fermions. It is also possible to calculate the block entangle-
ment entropy explicitly [21]; the result shows a logarithmic behaviour in correspondence
of the quantum phase transition,
S = 13 lnL + const. (1.15)
showing that the CFT describing the continuum limit at the critical point has central
charge c = 1. This is because the free fermion theory is equivalent, via bosonisation,
to the conformal field theory of a free compactified boson, described in Section 2.3.
The entanglement entropy is also usually easy to extract from numerical simulations,
meaning that it can be used to identify critical points, and give information about the
corresponding CFT when an analytic description is not available.
Another related successful use of the entanglement entropy is to characterise topo-
logical phase transitions. Topologically ordered systems are two-dimensional systems
with a mass gap and degenerate ground states, where the degeneracy can not be lifted
by local perturbations and depend on the topology of the space. They have attracted
much interest in recent years, because of their properties as an exotic state of matter
and possible applications in fault-tolerant quantum computation [22]. Topological order
escapes the usual description of critical phenomena, in that the can not be any local
order parameter. The entanglement entropy between a disc of circumference L and the
7
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rest of the system was shown to obey for large L
S = αL − γ + ..., (1.16)
where α is not universal, but the sub-leading term −γ is a universal additive constant,
called topological entanglement entropy and encoding properties related to topological
order [23].
The study of entanglement entropy is also very important for the efficient classical
simulation of quantum systems. Since the size of the Hilbert space grows exponentially
with the number of degrees of freedom, naïvely simulating many-particle systems quickly
becomes impractical. Knowing the entanglement content of a state before determining
can prove very helpful to find efficient algorithms; knowing that the ground state obeys
an area law, in contrast to the “bulk law” obeyed by generic systems can suggest how
to truncate expansions in order to keep the dimension of the simulation space low. An
example of this it the following: the density matrix renormalization group (DMRG) is
based on matrix product states, a class of states defined by square matrices of fixed
dimension χ. The amount of entanglement entropy that can be encoded in these states
scales like lnχ, implying that to have an accurate description of the quantum state, one
must use matrices with χ∝ eSM , the exponential of the maximum entanglement entropy
of any subsystem. For one-dimensional systems of size L, this means at most χ ∝ L,
while in higher dimension χ grows exponentially with the system size; this explains why
the DMRG is efficient in 1D, while it fails for higher dimensionality. Understanding the
entanglement of many-body systems has allowed the selection of new classes of states
with control over the size of the matrices needed to encode the required amount of
entanglement, creating more efficient algorithms for simulations.
8
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When the correlation length ξ of a system is very large, it can be effectively described by
a quantum field theory with mass m∝ ξ−1. At the critical point, the correlation length
diverges and the corresponding field theory is massless, and thus scale invariant. In
systems with local interactions, invariant under rotations and translations, the symmetry
is enhanced to conformal transformations [24]. Conformal field theory are the particular
class of quantum field theory which enjoy conformal invariance, allow the calculation
of critical exponents and are at the basis of the concept of universality. They describe
fixed points of the renormalisation group flow, where the beta functions of a quantum
field theory vanish and as such they are important also in high energy physics.
The first part of this chapter presents the basic results of CFTs in two-spacetime
dimension, which arise in the description of one-dimensional quantum systems, repre-
senting the main focus here, but play a key role also in the study of two-dimensional
statistical models and in the formulation of string theory. The “standard” reference for
this topic is the book by Di Francesco et al. [25]. Conformal field theory in the presence
of boundaries is then briefly discussed, and the theory of a free massless bosonic field
is introduced. The last section presents the application of CFT techniques to compute
entanglement measures in one-dimensional quantum critical systems, following the work
of Calabrese and Cardy [6, 26].
2.1 Conformal Invariance in QFT
A conformal transformation is an invertible mapping of the coordinates x → x′ that
preserves all the angles. Equivalently, it is a transformation under which the metric
changes only by a local scale factor
g′µν(x′) = eΩ(x)gµν(x) (2.1)
The set of conformal transformations is a group, including the Poincaré group as a sub-
group, since transformations under which the metric is invariant are obviously conformal.
The easiest way to understand the structure of the conformal group is to consider the
related infinitesimal transformations x′µ = xµ+µ(x) to first order in . The infinitesimal
version of (2.1) is
∂µν + ∂νµ = f(x)ηµν (2.2)
and its trace relates  and f , f(x) = 2d∂µµ; d is the dimension of spacetime. Further
manipulations lead to (2 − d)∂µ∂νf(x) = ηµν∂2f(x). (2.3)
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d>2
Taking the trace of (2.3) one finds (d − 1)∂2f = 0, which implies that  is at most a
quadratic function of x
µ = aµ + bµνxν + cµνρxνxρ (2.4)
with the following additional constraints derived from the previous equations:
• aµ is free of constraints and corresponds to an infinitesimal translation;
• b is the sum of a trace (infinitesimal dilation) and an antisymmetric part (in-
finitesimal rotation) bµν = ληµν +mµν ;
• the quadratic part gives rise to the infinitesimal transformation parametrised by a
vector b, x′µ = xµ + 2(x ⋅ b)xµ − bµx2; its global version is the special conformal
transformation
x′µ = xµ − bµx21 − 2(b ⋅ x) + b2x2 (2.5)
By working out the form of the generators of the conformal group it is possible to
show, through the corresponding Lie Algebra, that the d-dimensional conformal group
with Euclidean spacetime is isomorphic to the higher dimensional proper Lorentz group
SO(d + 1,1); for Minkowski spacetime it is isomorphic to SO(d,2).
2.1.1 d=2
The previous discussion ignores a subtlety that becomes relevant if the spacetime is two-
dimensional. In this case equation (2.3) is satisfied by any harmonic function f , so there
is locally an infinite variety of conformal transformation. Some of this, which can be
extended to the whole spacetime, generate the 6-parameters group of global conformal
group, while the others are not the infinitesimal version of any global mapping of the
plane onto itself. However, in a local field theory it is not necessary for symmetry
transformations to be globally defined. It is local conformal invariance that gives the
powerful tools we will use to treat two-dimensional conformal field theories.
The condition (2.3) for a transformation xµ → x′µ(x) to be conformal is equivalent to
∂x′2
∂x1
= σ∂x′1
∂x2
,
∂x′1
∂x1
= −σ∂x′2
∂x2
(2.6)
with σ = ±1, which can be recognised as the Cauchy-Riemann equations for holomorphic
or anti-holomorphic functions. This suggests to switch to complex coordinates
z = x1 + ix2 z¯ = x1 − ix2; (2.7)
the new variables should be regarded as independent variables, and not related by com-
plex conjugation. This amounts to extend the original coordinates of the theory to the
extended plane and work in the resulting theory on C2. Physical properties are obtained
on the real surface, the two-dimensional submanifold defined by z∗ = z¯.
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In complex variables the infinitesimal transformation, taking Cauchy-Riemann con-
straints into account, is specified by the meromorphic  and anti-meromorphic ¯ functions
z → z + (z) = z +∑
n∈Z cnzn+1 z¯ → z¯ + ¯(z¯) =∑n∈Z c¯nz¯n+1 (2.8)
A basis of generators for the algebra of infinitesimal conformal transformations, and the
related algebra given by the direct sum of two copies of the Witt algebra, is:
`n = −zn+1∂z ¯`n = −z¯n+1∂z¯[`n, `m] = (n −m)`n+m[¯`n, ¯`m] = (n −m)¯`n+m (2.9)[`n, ¯`m] = 0
It is worth noting that, with the space given by the compactified complex plane S2 =
C ∪ ∞, `n is well defined at z = 0 only if n ≥ −1, and at z = ∞ if n ≤ 1. The global
conformal group is generated by the subalgebra {`n, ¯`n∣n = −1,0,1}.
From now on we will always work in a two-dimensional field theory. Even though this
is not necessary, we adopt the familiar lagrangian perspective: the starting point is a
classically conformal invariant theory defined by an action S[φ]. The basic objects of
the theory are the fields Oi(x), defining the main quantities of interest of the theory,
the n−points correlation functions
⟨O1(x1) . . .On(xn)⟩ = 1
Z ∫ [dφ] e−S[φ]O1(x1) . . .On(xn) (2.10)
The fields Oi can be any local expression built on the φ fields which appear in the action
and the path integral measure. The terminology is different than in other QFT situa-
tions, where by “fields of the theory” one means the latter only. It is customary to write
equations involving the fields, such as Ward identities or the operator product expan-
sion, as operator equations in the quantum theory, holding when inserted in correlation
functions/path integral as above.
2.1.2 Energy-momentum tensor and central charge
Because of conformal symmetry, the energy-momentum tensor is traceless and conserved.
In complex coordinates the corresponding conditions read
Tzz¯ = Tz¯z = 0 ∂z¯Tzz = 0 = ∂zTz¯z¯ (2.11)
and allows us to consider only the two chiral components
T (z) = Tzz(z) T¯ (z¯) = Tz¯z¯(z¯). (2.12)
An important tool in investigating conformal field theories is the mode expansion of
the energy-momentum tensor:
T (z) =∑
n∈Z z−n−2Ln T¯ (z¯) =∑n∈Z z¯−n−2L¯n. (2.13)
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Commutation relations for the mode operators Ln, L¯n can be derived, showing that
they provide two commuting copies of the Virasoro algebra
[Ln, Lm] = (n −m)Ln+m + c12n(n2 − 1)δn+m,0. (2.14)
This is a central extension of the Witt algebra (2.9), which replaces it at the quantum
level. The number c is a characteristic of the theory and is called the central charge.1
The central charge has various physical interpretations and it is ubiquitous in CFT
formulas. It characterises the trace anomaly on curved backgrounds, determining the
critical dimension in string theory, it roughly counts the degrees of freedom of the system
and is important in renormalisation group considerations (Zamolodchikov’s C-theorem),
and as shown in the following it is enough to determine the universal contribution to
the entanglement entropy and negativity in the simplest cases. Note that the algebra of
L0, L±1, which generate the global conformal group, is not changed.
Operator Product Expansion
In the formalism employed so far, n-point correlation functions are given by functions of
2n complex variables, meromorphic in n of them and anti-meromorphic in the remaining
n, i.e. (anti-)analytic everywhere except for a finite number of singular points. The
Operator Product Expansion allows to extract the singular behaviour when the positions
of two fields approach each other. It is a representation of the product of two fields at
positions z and w, by a linear combination of fields (each well defined as z → w with
coefficients which depend on z and w, and encode the possible divergences:
Oi(z, z¯)Oj(w, w¯) =∑
k
Ckij(z −w, z¯ − w¯)Ok(w, w¯) (2.15)
OPEs are intended as equations holding inside correlation functions and up to terms
regular as z → w. This is sometimes acknowledged explicitly in the notation as in (2.16).
The equal sign is used loosely and sometimes replaced by a ∼; it is worth noting however
that in a two-dimensional CFT the OPE holds as an exact expression, with radius of
convergence the distance to the next field insertion in the correlation function at hand.
From (2.13) the OPE for energy-momentum tensor with itself can be computed
T (z)T (w) = c/2(z −w)4 + 2T (w)(z −w)2 + ∂wT (w)z −w + ... (2.16)
2.1.3 Primary fields
Definitions:
• if under a complex dilation z ↦ λz a field transforms as φ(z, z¯)↦ λ−hλ¯−h¯φ(z, z¯) it
has (holomorphic and antiholomorphic) conformal dimension (h, h¯);
1It is possible for a theory to have two different values c ≠ c¯ for the left- and right-moving sectors; such
theories, which violate parity invariance, are not considered here.
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• a field φ is a quasi-primary field if under a global conformal map z ↦ w(z),
z¯ ↦ ¯w(z¯) transforms as
φ(z, z¯)↦ φ′(w, w¯) = w′−hw¯′−h¯φ(z, z¯) (2.17)
• a primary field satisfies (2.17) for any local conformal transformation. Its in-
finitesimal variation is
δ,¯φ = − (hφ∂z + ∂zφ) − (h¯φ∂z¯ ¯ + ¯∂z¯φ) (2.18)
In particular primary fields transforms like this under local transformations that can be
extended to global ones; any primary field is also quasi-primary, but the reverse is not
true and quasi-primary fields which are not primary occur in CFTs; a notable example
is the energy-momentum tensor, which is quasi-primary with dimension h = 2 but not
primary, as apparent from (2.16).
It follows from (2.17) that under a global scale transformation z ↦ az, z¯ ↦ az¯ for any
fixed a ∈ R,
φ(az, az¯) = a−(h+h¯)φ(z, z¯) (2.19)
which justifies the expression for the scaling dimension ∆ = h + h¯; similarly the be-
haviour under rotations z ↦ eiθ z, z¯ ↦ e−iθ z¯
φ(eiθ z, e−iθ z¯) = e−iθ(h−h¯) φ(z, z¯) (2.20)
is characterised by the conformal spin s = h− h¯. The term scalar field usually refers to
fields with s = 0, which are scalar under rotations, not to fields that transform trivially
(conformal dimension zero) under the full conformal group.
Correlation functions
The vacuum of a CFT is invariant under globally defined conformal transformations.
As a consequence, correlation functions of quasi-primary fields must transform under a
mapping z ↦ w(z) in a way which is determined directly by how the fields transform. In
the following a CFT with primary fields {φi} of dimensions (hi, h¯i) is considered. With
the notation wj = w(zj), w′j = dw/dz(zj), n-point correlation functions of primary fields
satisfy
⟨φ1(w1, w¯1) . . . φn(wn, w¯n)⟩ = n∏
j=1w
′−hj
j w¯
′−h¯j
j ⟨φ1(z1, z¯1) . . . φn(zn, z¯n)⟩. (2.21)
This relation is very powerful as it allows to fix the form of two- and three-point functions.
• The one point function of a field must vanish, unless it has dimensions h = h¯ = 0.
In that case the field has trivial spatial dependence and is, up to normalisation,
the identity operator 1.
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• The two-point function ⟨φiφj⟩ can depend only on differences of coordinates be-
cause of translation invariance, and its behaviour under rigid scale transformations
and rotations is derived directly from that of the fields, via (2.21). The two-point
function is then fixed up to an dimensionless constant factor
⟨φi(z1, z¯1)φj(z2, z¯2)⟩ = δhihjδh¯ih¯jCij(z1 − z2)2h(z¯1 − z¯2)2h¯ . (2.22)
It vanishes if the fields do not have the same conformal dimensions hi = hj = h,
h¯i = h¯j = h¯. There is some freedom in the choice of the constants Cij, corresponding
to the choice of a normalisation for the fields.
• The three point function is similarly fixed
⟨φi(z1, z¯1)φj(z2, z¯2)φk(z3, z¯3)⟩ = Cijk
zh1+h2−h312 zh2+h3−h123 zh3+h1−h213× 1
z¯h1+h2−h312 z¯h2+h3−h123 z¯h3+h1−h213 (2.23)
where the structure constants Cijk are related to OPEs and can be thought of as
part of the definition of the theory.
Higher n-point functions still satisfy (2.21), but it is no longer enough to fix their
form, because it is possible to build dimensionless combinations out of four points,
and correlation functions can depend arbitrarily on these anharmonic ratios. In two
dimensions there is one independent combination of four points, η = (z12z34)/(z13z24); a
four-point function has the form
⟨φ1(z1, z¯1)φ2(z2, z¯2)φ3(z3, z¯3)φ4(z4, z¯4) = f(η, η¯)∏
i<j z
h/3−hi−hj
ij z¯
h¯/3−h¯i−h¯j
ij (2.24)
where f is an dimensionless function and h = ∑i hi, h¯ = ∑i h¯i. Correlation functions of
n > 3 fields depend in general on n − 3 independent anharmonic ratios.
The derivation of constraints on the correlation functions is based only on their trans-
formation property under global conformal transformations; as a consequence, the results
hold also for quasi-primary fields. Similar constraints also hold in higher dimension.
2.1.4 Ward-Takahashi identities
Peculiar to two-dimensional theories is the possibility to write the Ward-Takahashi iden-
tities using complex coordinates, and in a particularly neat manner via Stoke’s theorem.
The current associated to a conformal transformation z → z + (z), z¯ → z¯ + ¯(z¯) is the
energy-momentum tensor. The variation of a product of fields O1 . . .On is
δ,¯O1(w1, w¯1) . . .On(wn, w¯n) =− 12pii ∮C dz(z)T (z)O1 . . .On + 12pii ∮C dz¯¯(z¯)T¯ (z¯)O1 . . .On. (2.25)
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The equation is intended to be inserted in correlation functions, with C a counter-
clockwise contour including the positions {(wi, w¯i)} of all the fields; it can be reduced
to a sum of single field equations by taking , ¯ to have support in a region containing a
single pair (wj, w¯j).
A first important application of the identity is to derive the OPE of a primary field
with the energy-momentum tensor. The left hand side of equation (2.25) for a single
primary field is already known from (2.18). It can be compared to the right side using
the residual integrals following from expanding (z) around w
(w)∂wφ =∮
C
dz
2pii
(z)
z −w∂wφ (2.26)
φ∂w(w) =∮
C
dz
2pii
(z)(z −w)2φ (2.27)
from which the OPE is read off
T (z)φ(w, w¯) = [ h(z −w)2 + 1z −w∂w]φ(w, w¯) + (reg.) (2.28)
T¯ (z¯)φ(w, w¯) = [ h¯(z¯ − w¯)2 + 1z¯ − w¯∂w¯]φ(w, w¯) + (reg.). (2.29)
These OPEs give relations, which are sometimes called Ward identities themselves, in
which correlation functions with an insertion of T are expressed as the application of
some differential operator on the correlation function with the same fields except T . An
example of this will be used in the following, see eq. (2.76).
From the OPE (2.16) and the Ward-Takahashi identity a formula that will be cru-
cial in the following can be derived, which expresses how the energy-momentum tensor
transforms under conformal transformations:
T (w) = ( dzdw)2 T (z) + c12{z,w}, (2.30)
where {z,w} = (z′′′z′ − 3/2z′′2)/z′2 is the Schwarzian derivative.
2.2 Boundary CFT
To account for a boundary, one must deal with boundary conditions for the fields, which
may in general, break conformal invariance. Boundary conformal field theory (BCFT)
deals with conformal invariant boundary conditions, and provides a more general manner
to define them, independently of a particular set of fundamental fields and a Lagrangian,
in the spirit of CFT. The simplest two-dimensional system with a boundary is a half-
plane, with a straight line as boundary. This was studied by Cardy in the seminal paper
of Boundary CFT [27], in which the formalism of conformal field theory is developed
on the complex upper half-plane, with the real axis as a boundary. While originally
intended for the application to critical points of two-dimensional statistical systems, it
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Figure 2.1: (a): The upper half-plane. (b): Integration contours for the Ward-Takahashi
identity (2.32).
has other important applications, describing open strings in string theory and quantum(1+1)-dimensional systems with boundaries or impurities. We are interested in the latter
application, for which the usual complex number notation is used for the coordinates,
but with time running along the real line (which is the worldline of the boundary), and
the spatial coordinate along the positive imaginary axis (fig. 2.1a).
2.2.1 CFT on the upper half-plane
The presence of a boundary necessarily restricts the transformations under which the
theory is invariant, by imposing the additional constraint that the boundary must be
preserved. In the case of CFT on the upper half-plane, with the usual complex coordinate
language, the requirement that the real line be mapped to itself restricts the analytic
function defining the map to be real on the real axis. This effectively halves the symmetry
enjoyed by the theory, which is now encoded in a single copy of the Virasoro algebra.
The Ward-Takahashi identity (2.25) still holds and encodes the effect of local confor-
mal transformations, with the additional constraint on  and that C must lie in the UHP.
However the holomorphic and anti-holomorphic sectors no longer decouple as in (2.28)
for the theory on the whole plane. To apply the machinery of CFT, the anti-holomorphic
part must be mapped to the lower complex plane via a parity transformation. Instead
of right- and left- movers on the half-plane, the theory then contains right-movers only,
but on the whole plane. This is obtained regarding the dependence on w, w¯ as w,w∗
(complex conjugate), and the energy-momentum tensor on the lower half-plane given by
T (z) = T¯ (z∗). (2.31)
In this shifted perspective the Ward-Takahashi identity takes the form
δO(wi,w∗i ) = −∮
C
dz
2pii(z)T (z)O(wi,w∗i ) − ∮C¯ dz2pii(z)T (z)O(wi,w∗i ), (2.32)
16
2.2 Boundary CFT
where C and C¯ are complex-conjugate contours (both taken counter-clockwise) contain-
ing all the wi and w∗i respectively, as in fig. 2.1b.
The straight portions of C and C¯ cancel each other because
T (z) = T¯ (z) z ∈ R (2.33)
which expresses the fact that the energy flow across the boundary is zero. The parity
transformation takes the anti-holomorphic part of a primary field to the lower half-
plane, making it a holomorphic field with holomorphic dimension h¯. The OPE obtained
in analogy with (2.28) is
T (z)φ(w,w∗) =
[ h(z −w)2 + 1z −w∂w + h¯(z −w∗)2 + 1z −w∗∂w∗]φ(w,w∗). (2.34)
This shows that a n-point correlation function on the upper half-plane is related to the
corresponding 2n-point holomorphic correlation function on the infinite plane, in that
they satisfy the same differential equations. This is enough in many cases to imply that
they have the same functional form, up to a normalisation. One can see in fact that the
operation of going from the half-plane to the plane correlator does not commute with a
renormalisation φ→ const.φ.
2.2.2 Boundary states
Considerations about the partition functions provide insight into BCFT and the concept
of boundary state will be very helpful in the following. Consider a system of length
L, with boundary conditions labelled a and b at the endpoints; the time evolution is
generated by a Hamiltonian which accounts for the boundary conditions, Hab, and the
finite temperature partition function is given by the “periodic imaginary time” evolution
Z = Tr e−βHab . (2.35)
The same partition function can be built by taking the imaginary time to run perpendic-
ular to the boundary. These two pictures are called open and closed channel respectively2
(fig. 2.2). In the closed channel, the system has periodic boundary conditions and the
partition function
Z = ⟨Ba∣ e−LH ∣Bb⟩ . (2.36)
is given by a amplitude between two boundary states, which are states in the Hilbert
space of the bulk theory, evolved with the bulk Hamiltonian H (in which the β depen-
dence is hidden). The boundary states must be constructed (and possibly interpreted in
terms of “standard” boundary conditions) for each theory; they must satisfy a condition
derived from (2.33), (Ln − L¯−n) ∣B⟩ = 0 (2.37)
and they are not normalised to 1, but completely determined by (2.36). The norm is
usually calculated by requiring modular invariance of the theory.
2This terminology comes from string theory.
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Figure 2.2: Open and closed channels.
2.3 Free compactified boson
2.3.1 Free massless boson
The simplest (1+1)-dimensional CFT to formulate from a canonical or path integral
point of view is that of a free massless real bosonic field, with action
S[ϕ] = g2 ∫ d2x (∂tϕ)2 − (∂xϕ)2 (2.38)
where g is a normalisation for which there is no single standard choice in the literature;
for applications considered in the following [8, 28, 29], the usual choice is g = 1pi .
The field obeys a massless Klein-Gordon equation, for which the 2-d Green function
is a logarithm. The propagator can be written in complex coordinates
⟨ϕ(z, z¯)ϕ(w, w¯)⟩ = − 14pig [log(z −w) + log(z¯ − w¯)] + const. (2.39)
from which it is clear that ϕ is not a quasi-primary field. Solutions to the wave equation
can be written as the sum of a right-moving and a left moving function; here they corre-
spond respectively to a holomorphic and anti-holomorphic field, which are conveniently
treated as separated considering the fields
∂ϕ(z) = ∂zϕ(z, z¯), ∂¯ϕ(z¯) = ∂z¯ϕ(z, z¯). (2.40)
The two-point function of the holomorphic field is
⟨∂ϕ(z)∂ϕ(w)⟩ = −14pig(z −w)2 (2.41)
from which the bosonic nature of the field appears. To better understand the nature of
this field, the OPE with the energy-momentum tensor can be calculated, to obtain
T (z)∂ϕ(w) = ∂ϕ(w)(z −w)2 + ∂w∂ϕ(w)(z −w) . (2.42)
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This shows that ∂ϕ is a primary field of dimension h = 1; similarly, ∂¯ϕ is a primary of
dimension h¯ = 1. The central charge can be derived from the T − T OPE and is c = 1.
It is useful to consider the canonical quantisation of the theory with finite spatial
extension and periodic boundary conditions, i.e. on a cylinder of length L. The field
can then be expanded in modes
ϕ(x, t) = ϕ0 + 1
gL
pi0t + i√4pig ∑n≠0 1n (αn e2piin(x−t)/L −α¯−n e2piin(x+t)/L) (2.43)
where ϕ0, pi0 are the canonical conjugated operators for the zero mode, αn and α¯n are
mode operators for the right- and left-moving part respectively. In this contest they
are chosen differently than in standard QFT; αn and α−n are annihilation and creation
operators for the same mode n > 0, with α†n = α−n and commutators[αn, αm] = nδn+m = [α¯n, α¯m], [αn, α¯m] = 0. (2.44)
It is common to go over to Euclidean spacetime, t→ −iτ , and use the conformal complex
coordinates
z = e2pi(τ−ix)/L z = e2pi(τ+ix)/L, (2.45)
in which the mode expansions take the form (with α0 = α¯0 = pi0√4pig )
ϕ(z, z¯) = ϕ0 − i4pigpi0 log(zz¯) + i√4pig ∑n≠0 1n (αnz−n + α¯nz¯−n) (2.46)
∂ϕ(z) = −i√
4pig ∑n∈Zαnz−n−1. (2.47)
The Virasoro generators can be written in terms of the mode operators
L0 = 12α20 + ∞∑n=1α−nαn, ; Ln = 12 ∑m∈Zαn−mαm (2.48)
(similar expressions hold for the anti-holomorphic part); the resulting Hamiltonian is3
H = 2pi
L
(L0 + L¯0 − 112) . (2.49)
2.3.2 Compactified Free Boson
The Lagrangian (2.38) is invariant under ϕ → ϕ + const.. This can be used to define
theories with the same equation of motion but different target space. The compactified
boson is such a theory, with ϕ restricted to a circle of radius R, i.e. the identification
ϕ = ϕ + 2piR. The periodic boundary conditions are replaced by the more general
ϕ(x +L, t) = ϕ(x, t) + 2pimR m ∈ Z, (2.50)
3There are subtleties related to the ordering of non-commuting mode operators [30]. A divergent
contribution to the Hamiltonian is treated by zeta function regularisation, ∑∞n=1 n → ζ(−1) = 1/12.
The constant in H is sometimes re-absorbed in the definition of L0, L¯0.
19
2 Conformal Field Theory
representing a configuration in which ϕ “winds” m times around the cylinder.4 As a
consequence the zero mode momentum is quantised to multiples of 1/R and a winding
number operator w is introduced. With the zero modes redefined as
α0 = pi0√4pig +√pigRw α¯0 = pi0√4pig −√pigRw (2.51)
the expressions for the primary chiral fields, the Virasoro generators and the Hamiltonian
are not changed, while the field mode expansion is
ϕ(x, t) = ϕ0 + 1
gL
pi0t + 2piRw
L
x + i√
4pig ∑n≠0 1n (αne− 2piL in(t−x) + α¯ne− 2piL in(t+x)) (2.52)
ϕ(z, z¯) = ϕ0 − iα0√4pig log(z) − iα¯0√4pig log(z¯) + i√4pig ∑n≠0 1n (αnz−n + α¯nz¯−n) . (2.53)
In the non compactified theory the Hilbert space is built acting with creation operators
on a one-parameter family of vacua, the continuous parameter being the eigenvalue of
α0 = α¯0. In the compact theory the vacua can be labelled by two integers, corresponding
to the zero mode momentum and winding number
pi0 ∣n,m⟩ = n
R
∣n,m⟩ w ∣n,m⟩ =m ∣n,m⟩ . (2.54)
4A classical configuration of ϕ is a curve in the target space, m represents its homotopy class.
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2.4 Entanglement in CFT
Given the definition (1.7), the most straightforward approach to compute the entan-
glement entropy appears to be to construct the reduced density matrix, extract its
spectrum {λi} and calculate the sum SA = −∑i λi lnλi. This has been done for several
statistical models with a finite number of degrees of freedom, for which one may be able
to use analytic methods to find the exact reduced density matrix, or numerical proce-
dures to find the eigenvalues such as the density-matrix renormalization group. When
dealing with (possibly interacting) quantum field theories this direct approach becomes
hopeless, since calculating the reduced density matrix is then a quite formidable task.
This section contains a presentation of a different approach, which allows to perform
calculations for the entanglement entropy and negativity in several field theoretical situ-
ation. The basic idea was introduced by Holzey, Larsen and Wilczek [31], and was later
refined and put in a systematic framework by Calabrese and Cardy [6, 26]; the most
famous result is the Calabrese-Cardy formula
SA = c3 ln ` + c′1 (2.55)
for the entanglement entropy between an interval of length ` and the rest of the system
in a (1+1)-dimensional CFT with central charge c, which is the focus of the following
presentation, although the validity of the approach is more general.
2.4.1 Replicas and partition functions
The starting point is the following, called the replica trick in analogy with a similar
technique used in disordered systems.
The eigenvalues of the reduced density matrix satisfy λi ∈ [0,1] ∀i, and ∑λi = 1. Thus
the sum ∑i λni is absolutely convergent for n ∈ R, n ≥ 1, and defines a complex analytic
function f(n) = TrρnA on {n ∈ C∣Ren > 1}. Analyticity implies that, if the entanglement
entropy is finite,
SA = − lim
n→1 ddn TrρnA = limn→1S(n)A . (2.56)
Calculating TrρnA for a generic n is not any more practical than the direct approach. The
imaginary time formalism used in thermal quantum field theory allows, for integer n, to
reduce the calculation to that of a partition function on a complicated Riemann surface.
The complication can then be moved from the base space to the target space, and finally
to some specific fields of the theory, called twist fields, the correlation functions of which
are shown to be equivalent to the original partition functions. The idea is then the
following: instead of computing the Entanglement Entropy directly, one can compute
TrρnA (equivalently, the Rényi entropies) for all n ∈ N, analytically continue it to complex
values and use (2.56) to extract the entanglement entropy.
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Reduced density matrix and Riemann surfaces
To develop in a sound manner the program sketched above, let us work in a quantum
theory on a 1-dimensional lattice. The (1+1)-dimensional CFT description emerging
near a critical point of the model allows to calculate the universal contribution to the
entanglement entropy. The result is found in general to depend on a cut-off in the
regularised theory; for example in (2.55)  is a regulator related to the lattice spacing,
and c′1 is a model dependent contribution. If the cut-off is removed, the entanglement
entropy is found to be a non-local, divergent quantity, even for a free theory; the universal
result is the coefficient of the logarithmic divergence. Working from the statistical physics
perspective this is not a problem, since the lattice spacing gives a physical regulator,
and the CFT arises as an effective theory.
In principle the entanglement entropy can be defined for any bipartition of the system.
Here the case of A composed by m disjoint intervals (u1, v1) . . . (um, vm) is considered.
This is by far the setup which attracts the most interest in the literature, and is suited
for field theoretical calculations.
In the following, x is a discrete variable labelling lattice sites, a the lattice spacing,
Φˆ = {φˆx} denotes a complete set of local commuting observables and ∣ϕ⟩ = ⊗x ∣ϕx⟩,
ϕ = ∏xϕx their eigenstates and corresponding eigenvalues. The observables can for
example be a component of the spin at each site for spin models, or the bosonic operators
for harmonic chains. A thermal density matrix at temperature β−1 is formally equivalent
to a time evolution operator in imaginary time τ = iβ, ρ ∝ e−βH = e−iτH . The density
matrix element between two states is equivalent in this picture to transmission amplitude
between the two states at time τ :
ρ[ϕ,ϕ′] = ⟨ϕ∣ρ ∣ϕ′⟩ = Z(β)−1 ⟨ϕ∣ e−βH ∣ϕ′⟩ . (2.57)
It is a standard technique of statistical physics/thermal quantum field theory to exploit
this equivalence to represent the density matrix elements via the path integral formula-
tion of the corresponding Wick-rotated euclidean theory:
ρ[ϕ,ϕ′] = Z(β)−1∫ [dφ(x, τ)]δ[φ(x,0) − ϕ′(x)]δ[φ(x,β) − ϕ(x)] e−SE . (2.58)
The functional integration variable φ(x, τ) takes values on the strip given by the product
of the lattice (which can be taken to be a finite length segment, line, half-line) and
the time interval [0, β]. The functional delta functions set the boundary conditions at
τ = 0, β, labelling the rows and columns of ρ; SE = ∫ β0 L dτ is the Euclidean action.
The normalisation is given by the partition function Z(β) = Tr e−βH , which is com-
puted with a further integration over the not normalised diagonal elements, i.e. the
integrals appearing in (2.58), with ϕ′ = ϕ
Z(β) = ∫ [dϕ(x)]∫ [dφ(x, τ)]δ[φ(x,0) − ϕ(x)]δ[φ(x,β) − ϕ(x)] e−SE= ∫ [dφ(x, τ)]δ[φ(x,β) − φ(x,0)] e−SE . (2.59)
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Figure 2.3: examples of Riemann surfaces R3,2 (left) and M3,2 (right).
This corresponds to periodic boundary conditions along the time interval; the partition
function at temperature β−1 is computed on a cylinder of circumference β.
Drawing on this standard technique it is possible to construct the reduced density
matrix ρA, choosing periodic boundary conditions for x ∉ A only. The fixed conditions
for x ∈ A label a reduced set of rows and columns, reflecting the fact that ρA is an
operator on the Hilbert space of A only. Its path integral representation is given by the
same cylinder as for Z, but with m cuts left open where the intervals of A are located. In
the limit β →∞, this gives a representation of the reduced density matrix of the ground
state, ρA = TrB ∣0⟩ ⟨0∣ as a path integral on the plane R2 with m cuts at τ = 0.
It is then possible to compute ρnA and by taking n identical copies of the above construc-
tion for ρA and sewing them together along the cuts, integrating along the conditions
on each cut. Taking the trace amounts to joining the m-th copy back to the first one.
The result is the partition function for n identical independent copies of the original
model (the replicas that give the approach its name), which do not interact except for
the cyclical conditions ϕ(x,0−; j) = ϕ(x,0+; j+1) if x ∈ A; j ∈ Zn labels the replicas. This
partition function is denoted by Zn(A); each sheet brings a normalisation Z−1 which is
A-independent, so that
TrρnA = Zn(A)Zn . (2.60)
In the continuum limit a → 0 the index x assumes real values, φ(x, τ) denotes a
quantum field (or more than one, depending on the model) and the path integral becomes
that of a conformal field theory with action SE[φ] = ∫ Ldxdτ . In CFT language setting
the construction for TrρnA becomes the partition function of the theory computed on a
Riemann surface Rn,m with n sheets joined cyclically by m branch cuts (see fig. 2.3).
Branch-point twist fields
The computation of CFT partition functions on nontrivial Riemann surfaces may be
performed directly in some simple cases, but is a difficult task in general. In the case
at hand, the complication can be moved from the base space to the target space. This
means reformulating the simple theory on the surface Rn,m as a theory on R2, with n
copies ϕi of the original fields which do not interact, the Lagrangian density being the
sum of n single copies densitiesL(n)[{ϕi}](x, τ) =∑
i
L[ϕi](x, τ), (2.61)
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but with nontrivial boundary conditions (again the copy indices are taken modulo n)
ϕi(x,0+) = ϕi+1(x,0−), x ∈ A. (2.62)
From a path integral perspective this amounts to rewriting
ZR = ∫ [dϕ]R exp [−∫R dxdτL[ϕ](x, τ)] (2.63)
as
ZR = ∫CA[dϕ1 . . .dϕn]R2 exp [−∫R2 dxdτL(n)[{ϕi}](x, τ)] (2.64)
where the subscript CA means that the integration is constrained by the conditions
(2.62). The Riemann surface Rn,m has curvature zero, except at a finite number of
singular points, the Lagrangian density is local and so does not depend on the surface.
This means that the partition function can be expressed as a function of the endpoints
of intervals of A, {ui, vi}i=1...m; it is expected that it is possible to rewrite it in terms of
certain fields (in the most general field theoretical sense) located at the singular points.
More in general correlation functions on R can be expressed as correlation functions on
R2 with an additional dependence on the endpoints. The path integral (2.64) defines
(up to normalisation) these so-called branch-point twist fields Tn, T̃n, since it gives all
their correlation functions on R2 as
ZRn,m ∝ ⟨Tn(u1,0)T̃n(v1,0) . . .Tn(um,0)T̃n(vm,0)⟩R2 (2.65)⟨O(x, τ ; i) . . . ⟩Rn,m = Z−1Rn,m⟨Tn(u1,0)T̃n(v1,0) . . .Tn(um,0)T̃n(vm,0)Oi(x, τ) . . . ⟩R2
The fields introduced in this way are local primary fields of the CFT (for a detailed
introduction, including a discussion of locality see Refs. [32, 33]). The problem of com-
puting the universal contribution to the entanglement entropy is then reduced to the
computation of correlation functions of these primary fields for each n.
In some situation it is also useful to consider the linear combinations
ϕ˜k = n∑
j=1 e2pii
kj
n ϕj. (2.66)
This is a change of basis in the replica space, resulting in fields that diagonalise the
twist, i.e. the boundary conditions (2.62) decouple for different k as
ϕ˜k(x,0+) = e2pii kn ϕ˜k(x,0−). (2.67)
If the the fields are completely decoupled for different k the partition function can be
written as a product of the partition functions for each k and the twist fields decomposed
in Tn = n∏
k=0Tn,k, T̃n = n∏k=0 T̃n,k (2.68)
with Tn,k, T̃n,k acting as twist fields in the k-th theory and as the identity in the others.
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Entanglement negativity
The replica approach can be used also to calculate the entanglement negativity [34,
35]. The modification introduced by the partial transposition change the structure
of the Riemann surface, but twist fields can still be successfully used to express the
complicated partition functions arising. For concreteness the case of A composed of two
disjoint intervals A1 = [u1, v1], A2 = [u2, v2] will be considered. The formalism can in
principle be used for more complicated cases, with A1 and A2 each composed of several
disjoint intervals.
The “new ingredient” needed to compute the negativity is the partial transposed den-
sity matrix ρT2A . As discussed before ρA can be expressed in the path integral formalism
as the path integral on R2 with two cuts at A1 and A2, the boundary conditions at the
cuts θ1(x), θ2(x) and θ′1(x), θ′2(x) labelling the “rows and columns” respectively. Partial
transposition T2 amounts to exchanging θ2 and θ′2
ρT2A [θ1, θ2, θ′1, θ′2] = ρA[θ1, θ′2, θ′1, θ2]. (2.69)
If n copies are joined cyclically, to find Tr [(ρT2A )n] a surface Mn,2 is obtained similar toRn,2, but with row and column indices reversed on A2. Figure 2.3 shows the difference
between the two surfaces with n = 3, m = 2. As in the entropy case one can then express
the partition function as a path integral on R2 of n copies of the fields with appropriate
boundary conditions, and use it to define new fields sitting at u2, v2.
A smarter way to proceed is to consider the reversed partial transpose, obtained from
the partial transpose by reversing the order of the indices on A2. With C the operator
reversing the order (an exchange matrix in finite dimension), it is written
ρC2A = CρT2A C. (2.70)
Since C2 = 1, it is clear that
Tr (ρC2A )n = Tr (ρT2A )n = ZMn,2Zn . (2.71)
With this ordering of the row and column indices it becomes clear that the partition
function is actually given by correlation functions of the same twist fields as for the
entanglement entropy, with twist and anti-twist fields swapped at the second interval,
ZMn,2 ∝ ⟨Tn(u1,0)T̃n(v1,0)T̃n(u2,0)Tn(v2,0)⟩. (2.72)
2.4.2 Results: Entanglement Entropy
Twist field dimension and entropy for a single interval
For the case of a single interval A = [u, v] of length ` in an infinite 1D quantum system in
the ground state (fig. 2.4a), the computation of the entanglement entropy only involves
two-point correlation functions of twist fields
⟨Tn(u)T̃n(v)⟩ (2.73)
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for any integer n > 1. Due to conformal invariance the correlation functions are de-
termined, up to normalisation, only by the conformal dimensions of the fields. The
normalisation ambiguity was already present in the definition of the twist fields via the
path integral, and as we will see it does not contribute to the universal part of the
results.
To find the dimension of the twist fields, the first step is to find a conformal map fromRn,1, with complex coordinates (w = x+iτ, w¯) to the plane C with (z, z¯). The conformal
transformation w ↦ (w −u)/(w − v) maps to a n-sheeted surface with the branch cut on
the negative real axis, and the branch points to 0 and ∞. The sheets are then mapped
to a single plane by the n−th rooth, i.e. the mapping required is given by
w ↦ z = (w − u
w − v )
1
n
, w¯ ↦ z¯ = (w¯ − u
w¯ − v )
1
n
. (2.74)
Conformal invariance relates the energy-momentum tensor on Rn,1 to the one on C.
For the holomorphic components the relation is (2.30), and its expectation value, using⟨T (z)⟩C = 0, ⟨T (w)⟩Rn,1 = c24 (1 − 1n2) `2(w − u)2(w − v)2 (2.75)
This is a particular case of (2.65), with the energy-momentum tensor on a particular
sheet as inserted operator. The energy-momentum tensor of the n fields model gets n
identical contributions, one from each field, so5
⟨Tn(u)T̃n(v)T (n)(w)⟩⟨Tn(u)T̃n(v)⟩ = c24 (n − 1n) `2(w − u)2(w − v)2 . (2.76)
This can be compared to a relation given by the holomorphic conformal Ward identity
⟨Tn(u)T̃n(v)T (n)(w)⟩ = ( ∂u
w − u + hn(w − u)2 + ∂vw − v + hn¯(w − v)2) ⟨Tn(u)T̃n(v)⟩. (2.77)
The fields have the same conformal dimension hn = hn¯, which can be read off (2.76) and
(2.77), using ⟨Tn(u)T̃n(v)⟩ = `−2hn , to be hn = c/12(n − n−1).
The anti-holomorphic dimensions h¯n = h¯n¯ = hn are obtained in the same way from
the anti-holomorphic correlation functions, so the twist fields have no spin and scaling
dimension
dn = c12 (n − 1n) . (2.78)
This finally gives the behaviour of the Rényi entropies; with a non universal normalisa-
tion cn and regularisation ,
ZRn,1
Zn
∝ `−2dn ∝ TrρnA = cn (`)−
c
6 (n−n−1)
. (2.79)
5From here on correlation functions are understood to be taken on C, with the twist fields at τ = 0
and only the holomorphic part is considered.
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Figure 2.4: Configurations considered for the entanglement entropy.
Analytic continuation leads to
S
(n)
A = c6 (1 + 1n) ln ` + c′n (2.80)
SA = c3 ln ` + c′1. (2.81)
The constants c′n = (ln cn)/(1 − n) are not universal and must be computed for each
model. The analytic continuation holds for n > 0, and not only for n ≥ 1. In particular
the expression (2.80) holds for S(1/2), to which the entanglement negativity reduces on
bipartitions of pure states.
The single interval results presented here are the most immediate product of the replica
approach. In order to calculate the entanglement entropy for for complicated cases, i.e.
for A composed of two (m) intervals, one needs to work out four-point (2m−point)
correlation functions of twist fields. This is much more complicated, since arbitrary
functions of the four-point ratio
x = (u1 − v1)(u2 − v2)(u1 − u2)(v1 − v2) (2.82)
can appear in the correlation functions, multiplying the dimensional part fixed by con-
formal invariance. The entanglement entropy depends on the full operator content of
the theory and no longer on the central charge only; the correlation functions must be
worked out for each universality class. This has been done for some cases [36–38]; these
results are quite cumbersome and the analytic continuation becomes very hard.
Finite temperature and finite length
The expression of TrρnA as correlation functions allows the immediate generalisation of
the CFT results to more complicated geometries. Under a conformal mapping z ↦ w(z),
two-point functions transform as⟨Tn(z1, z¯1)T̃n(z2, z¯2)⟩ = (w′1w′2)hn(w¯′1w¯′2)h¯n⟨Tn(w1, w¯1)T̃n(w2, w¯2)⟩. (2.83)
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The simplest applications of this are to account for the finite size of the system and
to study finite temperature states instead of the ground state.
Finite size Consider w(z) = iL2pi log z. This maps the infinite plane to a cylinder of
circumference L. The time τ runs along the axis of the cylinder, the system at τ = 0
is mapped to a circle. This describes a finite size L system with periodic boundary
conditions (fig. 2.4d). Correlation functions are obtained substituting `→ L sin(pi`/L)/pi
and the analytic continuation goes through
TrρnA = cn ( Lpi sin pi`L )−
c
6 (n−n−1)
SA = c3 ln( Lpi sin pi`L ) + c′1 (2.84)
S
(n)
A = c6 (1 + 1n) ln( Lpi sin pi`L ) + c′n (2.85)
This result is particularly useful when studying the results of numerical simulations,
which are usually done for finite size systems. It holds under the additional condition
L − ` ≫ a and it is manifestly symmetric under ` → L − ` and the infinite size result is
recovered as expected for small `/L. The results of HLW [31] are (2.81) and (2.85).
In real experiments and some numerical simulations one may want to account for
systems with boundaries. Fixed or open boundary conditions complicate the CFT cal-
culations because new length scales are introduced (distances from the boundaries), as
opposed to the periodic case. To this end one must rely on Boundary CFT.
Consider the system to be the half-line [0,∞), and A = [0, `] (fig. 2.4b). The system
is described by the BCFT on the half-plane, and TrρnA is found to be proportional to
the one-point function of the twist field on the half-plane. The one-point function is
equivalent to the holomorphic part of a two-point function on the whole plane; the
analytic continuation goes through again, so that
⟨Tn(`)⟩HP =∝ TrρnA = c˜n (2` )−
c
12 (n−n−1)
(2.86)
SA = c6 ln(`) + c˜′1 S(n)A = c6 (1 + 1n) ln(`) + c˜′n. (2.87)
The half plane can be further mapped to a strip, giving the entanglement entropy in a
system of length L, between A = [0, `] and B = [`,L] (fig. 2.4c)
SA = c6 ln(2Lpi sin pi`L ) + c˜′1. (2.88)
The study of the entanglement entropy for an interval in the half-line with endpoints
in a generic position A = [u,u+`], u ≠ 0 involves the two-point function on the half-plane⟨Tn(u)T̃n(u + `)⟩HP (2.89)
which is equivalent to the holomorphic part of a four-point function on the plane, thus
introducing the same complications as for A composed of disjoint intervals in an infinite
system.
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Finite temperature Finite temperature partition functions can be computed in quan-
tum field theory, as discussed before, as partition functions on a cylinder, in which the
compact dimension is the Euclidean time, with circumference β. This is obtained sim-
ilarly to the finite size periodic case, with the mapping w(z) = β2pi log z. This still maps
the Riemann surface to a cylinder, but with the space direction (and the cut) parallel
to the axis.
Correlation functions are obtained substituting `→ β sinh(pi`/β)/pi, and we obtain
TrρnA = cn ( βpi sinh pi`β )−
c
6 (n−n−1)
(2.90)
SA = c3 ln( βpi sinh pi`β ) + c′1 S(n)A = c6 (1 + 1n) ln( βpi sinh pi`β ) + c′n (2.91)
In the finite temperature case the entanglement entropy is no longer a good entan-
glement measure, since the system is not in a pure state. One can see that the results
interpolates between the ground state result for `≪ β and the extensive Gibbs thermal
entropy result for `≫ β.
The case with both finite periodic size and non-zero temperature involves correlation
functions of twist fields on a torus. It is known that even the two-point function in this
case depends on the full operator content of the theory and brings complications similar
to the disjoint intervals case.
The half plane result can also be mapped to finite temperature, obtaining
SA = c6 ln( βpi sinh 2pi`β ) + c˜′1. (2.92)
2.4.3 Results: Negativity
Single interval
The single interval case for the entanglement negativity can be recovered from (2.72) by
letting v1 → u2 and v2 → u1, obtaining (` = v2 − u2)
Tr [(ρT2A )]n ∝ ⟨T 2n (u2)T̃ 2n (v2)⟩. (2.93)
This is qualitatively different depending on the parity of n, because T 2n connects the
j-th sheet with the (j + 2)-th one. If n is even the Riemann surface decouples into two
independent (n/2)-sheeted Riemann surfaces, while for n odd the n-th sheet is connected
back to the second, so the surface is the same as Rn,1, with the sheets reshuﬄed (fig. 2.5).
The two cases provide two classes of results with two different analytic continuation:
Tr(ρT2A )ne ∝ ⟨Tne/2(u2)T̃ne/2(v2)⟩2 = Tr(ρne/2A2 )2 = c2ne/2 (`)−
c
3 (ne/2−2/ne)
Tr(ρT2A )no ∝ ⟨Tno(u2)T̃no(v2)⟩ = Tr(ρA2)no = cno (`)−
c
6 (no−1/no)
. (2.94)
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Figure 2.5: Effect of T 2n for even and odd n.
This gives the dimension of the “squared” twist fields, the expression for which depends
on the parity:
∆T 2ne = c6 (ne2 − 2ne) , ∆T 2no = c12 (no − 1no) = dno . (2.95)
The results are originally derived with ne even and no odd, but is then analytically
continued for both cases, to any ne and no. The two provide two different results;
although for this simple case they were already known, it is useful to illustrate how they
are found in this formalism.
The analytic continuation from the even branch gives
E = ln ∥ρT2A ∥ = ln limne→1 Tr(ρT2A )ne = c2 ln ` + 2 ln c1/2 (2.96)
which tells again that E = S(1/2) for a bipartition of a pure state. The analytic continu-
ation from the odd branch gives the normalisation TrρT2A = 1.
Two intervals
In the case of two disjoint intervals, the entanglement entropy for u2 → v1 reduces to
that of a single interval. The negativity is instead non-trivial in this adjacent intervals
configuration (fig. 2.6b), and is described by the 3-point functions, the form of which is
constrained by conformal symmetry6
⟨Tn(−`1)T 2n (0)Tn(`2)⟩ = c2nCTnT̃ 2n Tn(`1`2)∆T 2n (`1 + `2)2∆Tn−∆T 2n (2.97)
up to a normalisation which factorises in the same non-universal constants appearing in
the entanglement entropy and a universal structure constant CTnT̃ 2n Tn .
Using the dimensions (2.95), for ne even
Tr(ρT2A )ne ∝ (`1`2)−c/6(ne/2−2/ne)(`1 + `2)−c/6(ne/2+1/ne) (2.98)
6With u1 = −`1, u2 = v1 = 0, v2 = `2; from now on lengths are measured in units of the cutoff .
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Figure 2.6: Configurations considered for the entanglement negativity.
and the analytic continuation gives
E = c4 ln `1`2`1 + `2 + const. (2.99)
Again the continuation from odd n gives the normalisation TrρT2A = 1.
The study of the negativity for two disjoint intervals (fig. 2.6a) involves four point
functions of twist fields and brings the associated complications. They must be computed
for each universality class as nontrivial extensions of the entanglement entropy case [35,
39].
Finite size
The two- and three-point function results can be extended to finite system size L with
periodic boundary conditions (fig. 2.6d) in the same way as for the entropy, performing
the substitution `→ L sin(pi`/L)/pi.
For the single interval
Tr (ρT2A )ne = c2ne/2 ( Lpi sin pi`L )−
c
3 (ne/2−2/ne) E = c2 ln( Lpi sin pi`L ) + 2 ln c1/2. (2.100)
In the two adjacent intervals case every length must be substituted,
Tr(ρT2A )ne ∝ (L2pi2 sin pi`1L sin pi`2L )−c/6(ne/2−2/ne) (Lpi sin pi(`1 + `2)L )−c/6(ne/2+1/ne) (2.101)
E = c4 [Lpi sin(pi`1/L) sin(pi`2/L)sin(pi(`1 + `2)/L) ] + const. (2.102)
Results for systems with boundaries are again obtained from BCFT. The simplest
case of A1 = [0, `], A2 = [`,∞) on the half line reproduces the result for S1/2
E = c4 ln 2` + 2 ln c˜1/2 (2.103)
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and is mapped to finite system of size L with the same boundary conditions on both
ends, E = c4 ln [2Lpi sin pi`L ] + 2 ln c˜1/2. (2.104)
Other configurations on the half line correspond to (at least) two-point correlation
functions on the half plane, thus to four-point functions in the full plane. Even the case
of two adjacent intervals A1 = [0, `1], A2 = [`1, `1 + `2] involves
⟨T̃ 2n (z1)Tn(z2)⟩HP = fn(y)(z1 − z∗1)−∆T 2n (z2 − z∗2)−∆Tn , (2.105)
where f is some scale invariant function of the dimensionless ratio built with z1 = i`1,
z2 = i(`1 + `2) and their complex conjugates. Nevertheless it is possible to extract some
insights for special cases. If the two intervals have the same size ` (fig. 2.6c), the value
of the ratio is fixed to y = 1/9; plugging in the field dimensions, one finds
Tr(ρT2A )ne ∝ `−c/12(ne−1/ne)−c/6(ne/2−2/ne) Tr(ρT2A )no ∝ `−c/6(no−1/no). (2.106)
Analytic continuations provide the usual normalisation and
E = c4 ln ` + const. (2.107)
Note that this can not provide any relation between the constant here and the non-
universal constants cn. Mapping this to a system of finite size L invalidates the argument,
unless L is considered to scale with ` to keep y fixed.
32
3 Defects and junctions
Defects in a statistical model are points, such as sites in a lattice, at which the otherwise
homogeneous parameters assume a value different than in the rest of the system. They
are an ubiquitous feature of physical systems, due to the way they are formed (random-
ness, imperfections in laboratory production). Their effect are often very important, for
example they are the origin of Anderson localisation. From a statistical point of view,
defects introduce modification to the phase diagram of a system. Consider a system
at a critical point, described by a conformal field theory. Introducing a defect will in
general introduce also a scale in the system. In a renormalisation group perspective, the
fixed point is perturbed; depending on the nature of the defect, it can be a relevant,
irrelevant, or marginal perturbation and can induce a RG flow.
Classifying defects in various models, determining to which kind of perturbation they
correspond and studying how the entanglement properties of systems with defects de-
pend on the defect at various length scales is a very broad and difficult problem, and
an active field of research (see [40, 41] for some recent results). We will focus on one-
dimensional critical systems, with scale invariant defects, corresponding to marginal
perturbations. Interfaces are a more general concept, being the point of contact be-
tween two systems, through which for example energy and momentum can flow. Defects
are interfaces between two copies of the same model. The second part of this chapter
introduces a way to describe junctions, where more than two copies of a system are
joined.
3.1 Harmonic chain with critical defect
This section presents the construction of a scale-invariant defect in the harmonic chain,
and calculations of the entanglement entropy across it, following [42].
3.1.1 Setting and reduced density matrix
A quantum harmonic chain is a one-dimensional lattice of harmonic oscillators, with a
quadratic interaction between first neighbours; a homogeneous open chain with L sites
has Hamiltonian
H = L∑
i=1
p2i
2m + 12mΩ20x2i + K2 L−1∑i=1 (xi+1 − xi)2 (3.1)
which is the lattice version of a free Klein-Gordon field of mass Ω0. When Ω0 = 0,
the theory is critical and its continuum limit is the conformal free boson described in
section 2.3, with central charge c = 1.
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A chain of length 2L with a critical bound defect in the middle can be realised by
taking two chains of length L with different parameters and joining them with a properly
chosen coupling. The form of the Hamiltonian is
H = 2L∑
i=1 ( p2i2mi + 12miΩ20x2i) + 12 2L−1∑i=1 Di(xi+1 − xi)2 (3.2)
and the appropriate choice of masses and couplings, in term of a free adimensional
parameter η is
mi = ⎧⎪⎪⎨⎪⎪⎩K1 = e
η, i ≤ L
K2 = e−η, i > L. Di =
⎧⎪⎪⎨⎪⎪⎩mi, i ≠ LK0 = 1/ cosh η, i = L. (3.3)
A neater expression for the Hamiltonian is obtained with the rescaling xj →√mjxj,
H = 2L∑
i=1 (p2i2 + 12Ω20x2i) + 12∑i≠L(xi+1 − xi)2 + 12 cosh η (eη/2 xL+1 − e−η/2 xL)2 . (3.4)
The defect is completely characterised by η ∈ R+ (it can be taken positive because
a change of sign correspond to exchanging the two subchains). For η = 0 the chain
is homogeneous, while for very large values it is effectively cut in two non-interacting
halves. In fact, the transmission amplitude across the defect is s = 1/ cosh η; note that
it does not depend on the momentum, as it should for the defect to be scale-free. The
criticality breaking term Ω0 was included to avoid a zero mode, which is otherwise present
with open (Neumann) or periodic boundary conditions, and introduces divergences in
the calculation. It is intended as a cutoff to regularise them, and will eventually taken
to be small.
21 L L+1 2L
t
Figure 3.1: Quantum chain with a bond defect.
The technique used here to determine the entanglement Rényi and von Neumann
entanglement entropies across the defect is based on the following result, discussed in
Ref. [43]. For free-particle systems in the ground state, the reduced density matrix for
a subsystem can be written formally as a thermal density matrix
ρA = 1
ZA
e−HA , (3.5)
where HA = ∑k 2ωka†kak is again a free-particle Hamiltonian. It is important to note
that it is not the Hamiltonian of the subsystem, but only an effective one, and eq. (3.5)
does not describe in general the subsystem as coupled to a thermal bath given by its
complement.
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The single-particle eigenvalues of HA, denoted 2ωk, determine the von Neumann en-
tanglement entropy
S = ±∑
k
ln(1 ± e−2ωk) +∑
k
2ωk
e2ωk ±1 (3.6)
and the Rényi entanglement entropies
Sn = 11 − n [±∑k ln(1 ± e−2nωk) ∓ n∑k ln(1 ± e−2ωk)] (3.7)
where the upper and lower signs refer to fermions and bosons respectively. This result
is very general; to proceed further it must be specialised to the present case. To study
how the defect affects the entanglement, we will find a relation between the ωk and their
defect-free counterparts, denoted k.
The correlation matrices X,P, with elements
Xij = ⟨xixj⟩ Pij = ⟨pipj⟩, (3.8)
are combined in the covariance matrix C = 2XP, which can be related to the reduced
overlap matrix
Amn = L∑
l=1 φm(l)φn(l) (3.9)
with the eigenvalues Ω2m and eigenfunctions φm(i) of the dynamical matrix
Cij = 2L−1∑
m,n=0
Ωn
Ωm
Amnφm(i)φn(j). (3.10)
Without the defect the 2L × 2L dynamical matrix can be diagonalised, finding
Ωm = √Ω20 + 2(1 − cos mpi2L ), m = 0, . . . ,2L − 1 (3.11)
and
φm(i) = √ 1
L
cos (i − 1/2)mpi2L (3.12)
for m ≠ 0, while φ0(i) = √1/2L. For m,n ≠ 0
Amn = 14L [ sin pi2 (m − n)sin pi4L(m − n) + sin
pi
2 (m + n)
sin pi4L(m + n)] , (3.13)
while
Am0 = A0m = 1√22L sin pi2msin pi4Lm, A00 = 1/2 (3.14)
If m − n is non-zero and even, Amn vanishes, while the diagonal elements are all equal
Amm = 1/2, and it is useful to decompose C in the sum
Cij = 12δij +Dij (3.15)
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Figure 3.2: Relation (3.18) for the single-particle eigenvalues of H for several values of
the defect strength, with some numerical values (from [42]).
where Dij is the piece of (3.10) with the sum restricted to m − n odd.
Since the defect was constructed to be critical, we expect the spectrum to be the same
as (3.11); with the construction of the Hamiltonian in mind, a sensible ansatz for the
eigenvectors is to multiply (3.12) with different coefficients in the two subsystems. This
leads to the relation between the reduced overlap matrices
A′mn = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Amn
√
1 − tanh η, m − n odd
Amn(1 + tanh η), m = n even
Amn(1 − tanh η), m = n odd. (3.16)
The prime symbol indicates quantities in the presence of the defect. From this the
relation between covariance matrices is obtained,
C′ = (1 − tanh2 η)C + I tanh2 η. (3.17)
The same relation is obeyed by their eigenvalues, which are known as symplectic eigen-
values and are coth2 ωk and coth2 k, leading finally to the simple relation
sinhωk = 1
s
sinh k. (3.18)
This relation shows that the defect does not induce a gap in the effective HamiltonianHA (see fig. 3.2). It interpolates between ωk ≈ k/s in the lower part of the spectrum
and ωk ≈ k − ln s in the upper part.
3.1.2 Entanglement entropies
Asymptotic results for the entanglement entropy and Rényi entropies can be obtained
starting from equations (3.6) and (3.7); for large L, k can be taken as a continuous
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variable and the sums substituted for integrals. In the homogeneous case the formula
k = pi2lnLk (3.19)
holds as an asymptotic relation, suggesting an obvious change of variable in the integrals,
from which the characteristic logarithmic divergence arises. The coefficient is found
calculating the integrals, giving the asymptotic entanglement entropy
S = 16 lnL, (3.20)
which as expected recovers the CFT result (2.88) for c = 1, and similar for the Rényi
entropies. Note that the correct prediction comes from the finite-size strip result, which
reduces to the Calabrese-Cardy formula with one boundary point for ` = L/2.
The defect case can be studied in the same way; the integrals giving the coefficients
are changed, but the logarithmic divergence is not,
Sn = κn lnL. (3.21)
From eq. (3.6) we obtain that the coefficient for the von Neumann entanglement entropy
is k = I/pi2, with
I = ∫ ∞
0
d(− ln(1 − e−2ω()) + 2ω()e2ω() −1) (3.22)
implicitly depending on s, following from eq. (3.18)
ω() = arcsinh(sinh()
s
) = log⎛⎝1s sinh() +
√
1 + 1
s2
sinh()2⎞⎠ . (3.23)
The integral can be computed by deriving twice with respect to the parameter s,
performing the integral in x = sinh 
I ′′(s) = ∫ ∞
0
dx
xarcsinh (xs)√(x2 + 1)3(x2 + s2) = ln s1 − s2 , (3.24)
which can then be integrated twice in s to find
κ(s) = 1 + 2s12 + 12pi2 [(1 + s) ln(1 + s) ln(s) + (s − 1)Li2(1 − s) + (1 + s)Li2(−s)] . (3.25)
Despite the complicated analytic expression, the plot (dashed line in fig. 3.3) shows a
very regular, smooth monotonic function interpolating between zero and 1/6. This was
expected since for s = 0 the two chains are disconnected, increasing the transmission
amplitude increases the entanglement and for s = 1 the homogeneous result is recovered.
In a similar way, equation (3.7) can be used to determine the coefficients κn of the
Rényi entropies with integer indices. The integral of interest is
K(s) = pi2(1 − n)κ(s) = −∫ ∞
0
d [ln(2 sinhnω) − n ln(2 sinhω)] ; (3.26)
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the first term can expanded using the hyperbolic relations corresponding to the trigono-
metric ones found in (1.391) of [44], depending on the parity of n. For odd n
sinh(nx) = n sinh(x) (n−1)/2∏
k=1 [1 + sinh(x)2s¯2k ] , s¯k = sin(pikn) . (3.27)
Using this in (3.26) and taking the derivative, the integral in x = sinh  can be performed
K ′n(s) = − (n−1)/2∑
k=1 2ss¯2k ∫ ∞0 dx√x2 + 1 1x2 + s2s¯2k
= − (n−1)/2∑
k=1
2s¯k√
1 − s2s¯2k arcsin(
√
1 − s2s¯2k) (3.28)
which can be integrated in s. The result for the coefficient is
κn(s) = 1
pi2
1
n − 1 (n−1)/2∑k=1 [pi24 − arccos2(sck)] , ck = cos(pi2k − 12n ) . (3.29)
The case of even n can be treated in the same way, to find
κn(s) = 1
pi2
1
n − 1 ⎧⎪⎪⎨⎪⎪⎩12 [pi
2
4 − arccos2(s)] + (n−2)/2∑k=1 [pi24 − arccos2(sc¯k)]
⎫⎪⎪⎬⎪⎪⎭ , (3.30)
with c¯k = cos(pik/n). As for the von Neumann entropy, the coefficients vanish for s = 0,
while for s = 1 they assume the homogeneous value
κn(1) = 112 (1 + 1n) . (3.31)
As can be seen in fig. 3.3, the coefficients are all smooth, monotonic, negatively curved
functions of s; increasing n, the curves become flatter (negative curvature closer to zero).
The same method can be applied to the limit n→∞, resulting in the simpler expres-
sion for the derivative
κ′∞(s) = ln(1 + s)pi2s . (3.32)
After integration, it is found that the coefficient, which describes the scaling of the
largest eigenvalue of the reduced density matrix, is given by a dilogarithm
κ∞(s) = − 1
pi2
Li2(−s). (3.33)
The expressions (3.29) and (3.29) involve n as the number of terms in a sum, not
entering the arguments of functions. For this reason, finding the analytical continuation
is very hard, and proceeding in a way similar to the replica trick impractical. This is
not a problem for the entanglement entropy, since it was already determined; however
the problem of finding Rényi entropies of arbitrary real order is still open.
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Figure 3.3: Coefficients κn(s). From top to bottom, n = 1/2,1,2,5,10,∞.
The Rényi entropy of order 1/2 is interesting, because the entanglement negativity
reduces to it for bipartitions of pure states. While not discussed for bosons in the
original work [42], its coefficient can be derived similarly to the others. With n = 1/2,
the integral to be computed is
κ1/2(s) = − 2
pi2 ∫ ∞0 d [ln(2 sinh ω2 ) − 12 ln(2 sinhω)] ; (3.34)
taking the derivative with respect to s and substituting x = sinh 
κ′1/2(s) = 1pi2 ∫ ∞0 dx√1 + x2√s2 + x2 = 1pi2sK ⎛⎝
√
1 − 1
s2
⎞⎠ , (3.35)
where K is the complete elliptic integral of the first kind. The coefficient is finally found
as the integral
κ1/2(s) = 1
pi2 ∫ ∞0 dtt K ⎛⎝
√
1 − 1
t2
⎞⎠ , (3.36)
which can be expressed in closed form using the rather exotic Meijer G-function [44]
κ1/2(s) = G3 23 3 ⎛⎝12 12 10 0 0RRRRRRRRRRR 1s2⎞⎠ . (3.37)
The functions κ1/2 and κ∞ are also plotted in fig. 3.3 and obey the previous observations.
3.1.3 Further results
Fermionic results Entanglement across defects in the transverse field Ising chain is also
studied in [42], which can be mapped to free fermions via Jordan-Wigner and Bogoliubov
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transformations. This model has a critical point, described by a fermionic CFT with
central charge c = 1/2. A bond defect is obtained changing the coupling between the
two sites at the center from 1 to t. The transmission amplitude is s = 2/(t + 1/t), and
the relation between the eigenvalues of the reduced density matrices is
cosh(ωk) = 1
s
cosh(k) (3.38)
The results are similar to the bosonic ones, with the coefficients modified as follows.
κF (s) = − 12pi2{[(1 + s) ln(1 + s) + (1 − s) ln(1 − s)] ln s++ (1 + s)Li2(−s) + (1 − s)Li2(s)}= s4 − κ(s) (3.39)
κFn (s) = 1pi2(n − 1) ⎧⎪⎪⎨⎪⎪⎩∑
n/2
k=1 arcsin(ssk)2, n even∑(n−1)/2k=1 arcsin(ss¯k)2, n odd (3.40)
κF∞ = 12pi2 [Li2(s) + Li2(−s)] (3.41)
κF1/2 = 12pi2 arcsin s (pi − arcsin s) (3.42)
In (3.40) sk = sin(pi k−1/2n ), s¯k = sin(pik/n).
Non-critical chains The relation between single-particle eigenvalue of reduced density
matrices (3.18) is valid for arbitrary oscillator frequency Ω0. If it does not vanish, the
model is off-critical, while the defect is still scale-free. If the correlation length ξ ∝ Ω−10
is much larger than the lattice spacing (scaling limit) but not much larger than L, it
becomes the relevant length scale of the system. An asymptotic form for the k is known
also in this case, leading to results which are very similar to the critical case, with ξ
replacing L,
Sn = κn(s) ln ξ. (3.43)
40
3.2 Quantum star graphs
3.2 Quantum star graphs
In this context, graphs are a mathematical abstraction used to describe one-dimensional
systems joined at common endpoints (vertices). A star graph Γ is a graph with a
single vertex V , joining m identical edges {Ei} with coordinates (x; i) identifying the
distance from the vertex and the leg respectively. We take all the edges to have the
same length L, interested in asymptotic results in the limit L → ∞. In order to define
canonical quantum mechanics or quantum field theory on such a system, one needs to
define a self-adjoint Hamiltonian operator. This request is a very physical one, since it
is equivalent to unitarity of the time evolution.1
3.2.1 Self-adjoint Laplace operator
The task of finding a self-adjoint Hamiltonian is non trivial and has physical conse-
quences; in the following it is discussed how the Laplace operator can be extended to a
self-adjoint operator on the graph and how this constrains and parametrises the allowed
boundary conditions at the edge. The relevant mathematical results were first derived
in Ref. [46], while the physical discussion here follows [7, 47], focusing on scale invariant
defects and entanglement.
The natural starting point is to consider the Hilbert space consisting of collections of
wave functions on each edge,
H = m⊕
i=1 Hi = m⊕i=1 L2 ([0, L]) , (3.44)
with elements ψ = {ψi}i=1...m. Consider the Laplace operator ∆0 defined as
∆0ψ = (d2ψ1
dx2
, . . . ,
d2ψm
dx2
) (3.45)
with domain
D = {ψ ∈ H ∣ ψi ∈W 2,2(0, L), ψi(0) = ψ′i(0) = 0 ∀i} , (3.46)
meaning that each component of ψ must be twice differentiable, with square-integrable
first and second derivative. The operator is closed and symmetric; it can be proven
that it has deficiency indices n+ = n− = m [46], from which it follows that it is not
self-adjoint, but it admits a family of self-adjoint extensions, which can be parametrised
by the unitary group U(m) [48]. Boundary conditions have the form Aψ(0)+B∂xψ(0),
with A,B ∈Mm(C), and correspond to self-adjoint extensions if the augmented matrix(A∣B) has rank m and AB† is Hermitian; in this case they can be written with a matrix
U ∈ U(m) as
λ (I −U)ψ(0, t) − i (I +U)∂xψ(0, t) = 0, (3.47)
1Stone’s theorem on one-parameter unitary groups [45] establishes a correspondence between self-
adjoint operators and strongly continuous one-parameter families of unitary operators.
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Figure 3.4: A quantum wire junction with m edges, modelled as a star graph with scat-
tering matrix S at the vertex.
where λ is an arbitrary real parameter of mass dimension 1, acting as a renormalisation
group scale.
To fully specify the problem, boundary condition must be chosen also at the other
endpoints. Since at x = L different edges are not joined, boundary conditions can not
mix them, and the most general choice is
∂xψi(L, t) = µiψi(L, t), (3.48)
known as Robin boundary conditions (3.47), specified by m dimensionful parameters µi.
Since we are interested in the L → ∞ limit, these boundary conditions must not affect
the results; it will be useful in the following to have the same condition on all edges,
µi = µ ∀i. (3.49)
3.2.2 Scattering Matrix and the edge space
While the discussion of self-adjointness domains may appear as a mathematical techni-
cality, it led to the derivation of boundary conditions having, as they often do, a clear
physical impact. In this case, they introduce an interaction between the edges, which is
localised at the vertex, and is encoded in a scattering matrix S, the elements of which
are transmission amplitudes between the edges corresponding to the row and column
(diagonal elements being reflection amplitudes). The scattering matrix at momentum k
can be written in terms of the parameters in (3.47):2
S(k) = −[λ(I −U) + k(I +U)][λ(I −U) − k(I +U)] . (3.50)
Note that with the choice U = ±I (3.47) reduces to Neumann or Dirichlet boundary
conditions on each edge, implying total reflection at the vertex. The edges are decoupled
and the scattering matrix is scale independent and trivial, S(k) = ±I. The scattering
2The “fraction between matrices” notation is not ambiguous because the factors commute.
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matrix and its analytical structure encode all the vertex physics, including conservation
laws (quantum Kirchhoff’s rule) and possible bound states.
A generic scattering matrix satisfies the following properties:
S(k)S(k)† = S(k)†S(k) = I (3.51)
S(k)† = S(−k) (3.52)
S(λ) = U. (3.53)
The last property shows that the unitary matrix U is the scattering matrix at the scale
λ. Some algebra proves that λ is indeed an arbitrary parameter, not a physical property
of the system, and it is possible to reabsorb the change λ ↦ λ′ with no change in the
physics. Since the scattering matrix is unitary, U′ = S(λ′) is a constant unitary matrix.
The scattering matrix S′ defined by (λ′,U′) is identical to that of (λ,U)
S(k) = S′(k) ∀k. (3.54)
Having defined the system in terms of matrices, it is natural to try and simplify
its study by diagonalising the boundary conditions. To this end, consider a unitary
transformation in the “edge space” Cm, implemented by the matrix U ∈ U(m), which
defines the non-physical, delocalised fields
ϕi(t, x) = m∑
j=1Uijψj(t, x) . (3.55)
The transformation can be chosen to diagonalise the matrix U,
U UU † = Ud = diag (e−2iα1 , e−2iα2 , ..., e−2iαM ) , −pi2 < αi ≤ pi2 . (3.56)
In terms of the non-physical fields the boundary conditions decouple
∂xϕi(t,0) = ηiϕi(t,0) , ηi = λ tanαi (3.57)
∂xϕi(t,L) = µϕi(t,L) . (3.58)
The independent Robin conditions lead to total reflection on every edge, with diagonal
scattering matrix
Sd(k) = U †S(k)U = diag (k + iη1
k − iη1 , k + iη2k − iη2 , ..., k + iηmk − iηm) , (3.59)
Scale invariance
For the defect to be scale-invariant, it is required that each of the dimensionful param-
eters ηi ∝ λ and µ be either 0 or ∞. The choice corresponds to either Neumann or
Dirichlet boundary conditions at the vertex on each non-physical edge, and at x = L
respectively. The complete sets of orthonormal eigenfunctions of the Laplacian on a
non-physical edge, corresponding to the four possible choice are listed in Table 3.1.
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µ = 0 µ =∞
ηi = 0
√
2
L
cos [(n − 1)pi x
L
] (NN) √ 2
L
cos [(n − 12)pi xL] (ND)
ηi =∞
√
2
L
sin [(n − 12)pi xL] (DN)
√
2
L
sin(npi x
L
) (DD)
Table 3.1: Eigenfunctions of d2dx2 with various boundary conditions. n = 1,2, . . .
A scale-invariant scattering matrix is a constant matrix, not depending on the mo-
mentum. From (3.52) then follows that S is Hermitian and S2 = 1; the reflection ampli-
tudes (diagonal elements) are real, however the transmission amplitudes may not be. If
they are not, S is not symmetric and time reversal invariance is broken by the defect.
From (3.53) S = U; the conditions ηi = 0,∞ correspond to the possible corresponding
eigenvalues e−2iαi = ±1.
Summing up, a critical defect can be characterised by the number p of +1 eigenvalues
of S, corresponding to the non-physical scattering matrix
Sd = ( Ip 00 −Im−p ) . (3.60)
Any critical scattering matrix can be obtained as the orbit of some Sd under the adjoint
action of U(m)
S = U Sd U †. (3.61)
The cases p = 0 and p =m correspond to Dirichlet and Neumann conditions on all edges
are trivial, since the only element of the orbit is S = ±I, and the physical edges are also
decoupled.
For m = 2, in the invariant non-trivial case p = 1 time reversal invariant scattering
matrices depend on one real parameter, sometimes taken in the literature to be  ∈ R,
or an angle θ ∈ [0, pi/2]
S = 11 + 2 ( 2 − 1 22 1 − 2 ) = ( cos 2θ sin 2θsin 2θ − cos 2θ ) . (3.62)
3.2.3 Entanglement entropy of quantum wire junctions
The quantum star graph formalism was used in [7] to study a gas with a finite number
N of non-relativistic spinless fermions on a junction. The ground state of such system
is a Fermi sea, above which particle-hole excitations can be created. The entanglement
and Rényi entropies between one edge and the rest of the system were studied, finding
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a logarithmic dependence on N ,
S
(α)
i = Cα(Ti) lnN + const. (3.63)
with the coefficient given by a function of the total transmission amplitude for the
considered edge Ti only, and not from other parameters of the scattering matrix. The
coefficients do not depend on the number of edges, and the calculation shows that they
are the same as the ones for the junction of two spin chains (3.40),
Cα(T ) = κFα (t). (3.64)
Finally, note that assuming constant density, N ∝ L, the result becomes the familiar
S
(α)
i = κFα (Ti) lnL + const. (3.65)
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4 Entanglement Entropy across defects
in the compactified free boson CFT
This chapter presents how interfaces between conformal field theories (including defects)
can be implemented, building on the boundary state formalism. Calculations and results
for the entanglement entropy by Sakai and Satoh [8] are are discussed, analysing some
unsatisfactory features. An attempt is made to systematise them in the spirit of [6].
4.1 Interface operator
A key object in the following discussion is the interface operator. It is a linear operator
mapping the Hilbert space of the theory on one side of the interface to that of the other.
While this formalism can be used for more general interfaces, we will focus on defects,
that is when the theory on both sides of the interface is the same. The interface operator
can then be inserted in the path integral of the homogeneous theory to implement the
boundary conditions and the scattering at the defect, similarly to the boundary states
introduced in Section 2.2.2. This is not a coincidence, as boundary states are the main
ingredient in the construction of the operator.
In the spirit of Section 3.2, we want to describe the defect as a two-legged quantum star
graph; the critical defects of interest are obtained starting with disjoint, non-physical
fields, one with Dirichlet and one with Neumann boundary conditions at x = 0, and
a rotation with angle θ in the edge space gives the scattering matrix (3.62) for the
physical fields. Such a rotation can be implemented on the corresponding boundary
states, obtaining a highly non trivial physical boundary state in the tensor product
theory. The unfolding procedure maps state vectors of one theory to their duals (kets
to bras), so that boundary states are mapped to operators from the Hilbert space of the
unfolded theory to the other’s.
4.1.1 Boundary states
The abstract way in which boundary states implement boundary conditions provides a
powerful tool and a general way to characterise CIBCs, but it makes the construction of
the state corresponding to a particular choice of boundary conditions difficult. However,
one can find and classify all the possible boundary states, linking them to the “standard”
choices, in the present case Neumann and Dirichlet conditions. Boundary states must
satisfy eq. (2.37), enforcing conformal invariance. In a general CFT a solution to this
equation is given in terms of basis of representations of the Virasoro algebra, mixing in
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a non-trivial way the left- and right-moving sectors, by the Ishibashi states∣h⟫ =∑
n
∣h,n⟩⊗ ∣h,n⟩ . (4.1)
Physical states must additionally satisfy Cardy’s conditions, which is derived from the
request that the open and closed channels be equivalent. To satisfy this condition,
appropriate linear combinations of Ishibashi states must be selected.
In the free compactified boson CFT a boundary state will satisfy (2.37) if it satisfies
for every n either of the stronger conditions(αn ± α¯−n) ∣B⟫ = 0. (4.2)
The two possible signs correspond to total reflection with or without sign flipping, that is
to Dirichlet or Neumann boundary conditions respectively. The negative sign (Dirichlet)
condition is solved by ∣B⟫ = exp [− ∑
n∈N∗
1
n
α−nα¯−n] ∣k,0⟩ , (4.3)
built on the ground state with momentum kR and winding number zero. The physical
states are given by an appropriate linear combination of such states, with coefficients
fixed by Cardy’s condition (including the normalisation) [28]
∣Dφ0⟫ = 1√2R ∑k∈N e−ikφ0/R exp [− ∑n∈N∗ 1nα−nα¯−n] ∣k,0⟩ . (4.4)
This is a one-parameter family of states, the parameter being the zero mode eigenvalue
ϕ(0) ∣Dφ0⟫ = φ0 ∣Dφ0⟫ , (4.5)
which can be taken to be zero because of target space translation invariance. States cor-
responding to Neumann boundary conditions can be built similarly as solutions to (4.2)
with the positive sign. Such states are in the zero-momentum sector, and the linear
combination is given by a sum over winding numbers
∣Nφ˜0⟫ = √R∑
w∈N e−2iRwφ˜0 exp [∑n∈N∗ 1nα−nα¯−n] ∣0,w⟩ . (4.6)
The parameter here has less direct meaning, since for any value the corresponding con-
dition is
∂ϕ(0) ∣Nφ˜0⟫ = 0. (4.7)
Neumann boundary conditions can be expressed equivalently as Dirichlet conditions on
the dual field; φ˜0 is the parameter for the corresponding Dirichlet state.
The next step for building the defect is to consider two non-physical fields, with modes
βin, β¯
i
n, i = 1,2, and enforce Neumann and Dirichlet conditions. The total boundary state,
allowing for different compactification radii is the tensor product
∣Bnp⟫ = √ R22R1 ∑k,w e−ikh1/R1−2iR2h2w exp [∑n∈N∗ 1n (−β1−nβ¯1−n + β2−nβ¯2−n)] ∣0, k⟩1 ⊗ ∣w,0⟩2 .
(4.8)
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Following section 3.2, for any conformal invariant defect, the physical real scalar fields
are obtained with a rotation in the target space,
αin = ∑
j=1,2Oijβjn (4.9)
where O ∈ SO(2) is simply the rotation matrix for some angle θ, giving rise to the
scattering matrix (3.62), which can be parametrised by the transmission amplitude at
the defect s = sin 2θ. Orthogonal matrices are used instead of unitary ones because the
field is real; from (3.61) it follows that rotation (special orthogonal) matrices are enough
to generate any scattering matrix, as it is easy to show that including reflections does
not change the orbits under conjugation. From a target space point of view, boundary
conditions define a curve, which for the non-physical fields is a circle at constant value
of the Dirichlet field. The transformation (4.9) can be interpreted as a rotation of
this curve (Fig. 4.1). Some of the research in this context is inspired by string theory,
where extended objects in the target space related to boundary conditions are called
D-branes, and studied in much more depth. This terminology is often used in the CFT
literature, and other kind of interfaces are build following such ideas; however their
physical relevance is not clear, and we focus on the case described so far.
Due to the torus geometry, the angle θ must be chosen so that, after winding k1, k2 ∈ Z
times around the two directions, the line closes; the corresponding consistency condition
tan θ = k2R2
k1R1
(4.10)
shows that only angles which tangent is commensurate with the ration R2/R1 can be
chosen. As well as acting on the modes, the rotation affects the winding and momentum
numbers of the states, and their normalisation. Overall, the rotated state is
∣B(θ)⟫ = √ k1k2sin 2θ ∑N,M eiNα−iMβ exp [− ∑n∈N∗ 1nSijαi−nα¯j−n] ∣k2N,k1M⟩1 ⊗ ∣−k1N,k2M⟩2 .
(4.11)
The normalisation involves the length ` of the curve and the volume V of the torus,
g = √k21R21 + k22R222R1R2 = `√2V =
√
k1k2
sin 2θ , (4.12)
and justifies the consistency condition (4.10).
4.1.2 Unfolding
The boundary state (4.11) describes the most general scale invariant boundary condi-
tions for two fields on the half-line. A procedure called unfolding relates this to an
interface between two single-field, half-line systems. Note that the construction of the
boundary state can easily be generalised to a higher number of edges. It is the unfolding
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Figure 4.1: Folding maps the defect to a boundary (left). Geometrical interpretation of
the rotation (4.9) in target space (right). From [49].
procedure which becomes problematic, and prevents the exploitation of CFT techniques
to determine entanglement measures between two of the edges, such as the entanglement
negativity.
The half-line spacetime can be thought of as obtained from the complex plane by
folding one half, x ≤ 0, along the interface. The interface operator in the original
system is then obtained by reversing this operation, unfolding one of the fields, and
transforming the boundary state accordingly. The choice of which field to unfold does
not affect the final results, as swapping the two half, or inverting the sign of x should
not affect the physics, more so in the case of defects, on which we focus. From the mode
expansion (2.52), it can be seen that unfolding corresponds to hermitian conjugation
followed by the exchange of left and right-movers:
Nˆ → −Nˆ , αn↔ −α¯−n. (4.13)
Similarly, ground state kets are mapped to bras with flipped momentum; finally, the
interface operator reads
I(θ) = g +∞∏
n=1 e
1
n
(−cα1−nα¯1−n+sα1−nα2n+s α¯1−nα¯2n+cα2nα¯2n) ∑
N,M∈Z ∣k2N,k1M⟩ ⟨k1N,k2M ∣ . (4.14)
Here α and β are taken to be zero, which corresponds strictly to the boundary conditions
considered in Chapter 3; it will be clear in the following that their value does not affect
the results; c = cos 2θ = 1 − s2 is the reflection amplitude at the defect, and g the
normalisation in (4.12). The notation is somewhat peculiar: here and in the following
calculations, it is understood that for n > 0, αi−n operators act from the left on the kets
in the sum, while αin act from the right on the bras.
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w z
Figure 4.2: The initial cylinder (left) and the surface after the transformation for n = 2
(right). Red lines represent interfaces, blue lines the cut.
4.2 Partition functions with interfaces
The main result of Ref. [8] is a CFT derivation of the coefficient (3.25) which will be
briefly presented here. This is based on the earlier by Holzhey, Larsen and Wilczek [31];
some criticalities and unclear points of this will be discussed in the following.
The setup considered is that of two segments of finite, large length L, joined at both
ends with interfaces with the same parameter θ, represented by I(θ) at one end, and
to I(θ)† at the other. The corresponding single-sheeted Riemann surface is the cylinder
on the left of fig. 4.2, with a cut along one of the two halves. The effect of the mapping
z = logw on the n-sheeted surface is shown on the right of fig. 4.2: introducing cutoffs at∣w∣ = L and ∣w∣ =  = 1/L, it is mapped to a rectangle with periodic boundary conditions
(cylinder), of size (log(L/),2pin). Interfaces are mapped to lines parallel to the real
axis, Im z = (2m − 1)pi/2, m = 1 . . .2n.
Following [31], periodic boundary conditions are imposed on the other direction as well.
The partition function is then that a torus partition function with modular parameter
npi/2 logL and 2n interfaces inserted. Using the form of the Hamiltonian on the cylinder,
modular invariance and the interface operators, the operator evolving from one sheet to
the next (theory 1 to theory 1) can be written
J = I(θ)qL20+L¯20I(θ)†qL10+L¯10 , (4.15)
where q = e−2pit, t = pi/2 logL is the length of one slice. The zero-mode Virasoro operators
are those on the cylinder (differing by 1/12 from those on the plane) and they come from
the form of the Hamiltonian. The partition function is then expressed as the trace
Zn = Tr1 (Jn) . (4.16)
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A very important trick needed to manipulate expression containing the interface oper-
ator (4.14) is based on the following identity, holding when A1,A2,B1,B2 are commuting
operators:
eA⃗⋅B⃗ = ∫ d2z⃗pi2 e−z⃗⋅⃗¯z−z⃗⋅A⃗−⃗¯z⋅B⃗ . (4.17)
This allows to write mode operators explicitly on the correct side of the states; using it
introduces an infinite number of integrals, however they are essentially a bookkeeping
device. Using the commutation relations for the modes, from which eαn qL0 = qL0 eqnαn ,
the operator can be written
J =∏
n
∫ d2z⃗npi2 ∫ d2w⃗npi2 e−z⃗n⋅⃗¯zn−w⃗n⋅ ⃗¯wn eqnzn2(cw¯n1+sw¯n2)+qn(sz¯n1+cz¯n2)wn1× ∏
n
e− 1n zn1α1−n+(cz¯n1−sz¯n2)α¯1−nG∏
n
e− 1nwn2qnα¯1n+(−sw¯n1+cw¯n2)qnα1n , (4.18)
where G contains the information about the normalisation and zero-mode structure,
G = g2 ∑
N,M
q
g2[ N22R1R2 +M22R1R2]− 16 ∣k2N,k1M⟩ ⟨k2N,k1M ∣ . (4.19)
Taking the n-th power of J and then the trace, it is possible to act explicitly on G
with the mode operators, after commuting them, and to compute half of the integrals.
The result has the following structure
Zn = Tr1 Jn = g2n ∑
N,M∈Z q
ng2[ N22R1R2 +M22R1R2]q−n/6 ∞∏
k=1Pk. (4.20)
The explicit form of the Pk is not shown here because it is rather cumbersome and does
not add much insight; however note that it contains only Gaussian integrals, and is a
complex function of s and q.
Since each Pk can be expressed as a 4n-variate Gaussian integral, it is computed as the
determinant of a 4n × 4n matrix Mn; since the calculation is cyclic in the n copies and
each copy is only coupled to the previous and the next one, it takes the block circulant
matrix form (a and b are functions of q, s)
Mn =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
14 C ⋯ CT
CT 14 C ⋯
CT 14 C ⋯⋱ ⋱
C CT 14
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
C = ( a(12 − σ2) 0
b ⋅ 12 a(12 + σ2) ) . (4.21)
The determinant of block circulant matrix is found in terms of the roots unity ωj = e2piij/n
detMn = n∏
j=1 det(1 + ωjC + ω−jCT ) (4.22)(1 − c2q2k)−2n n∏
j=1 [1 − cos(2piνj)q2k + q4k]2 . (4.23)
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The final form of the partition function is expressed using the Jacobi ϑ3 and ϑ1 functions
coming respectively from the zero-mode and oscillator parts, and the Dedekind η function
Zn = g2n∣s∣n−1nϑ3(0∣ itnk222R21 sin2 θ)ϑ3(0∣2itnk21R21cos2 θ )ηn−3(2it) n−1∏k=1 ϑ−11 (piνk∣2it) (4.24)
The quantities νk, characterised by
sin(piνk) = 1
s
sin(pik
n
) , (4.25)
first appear here; their importance was not quite understood and will be discussed in
the following.
The interesting result is an asymptotic one, for large L, corresponding to small mod-
ular parameter t = pi/(2 logL). It is useful to use modular invariance and expand the
partition function after the transformation t→ −1/t:
Zn = (g2s)n
k1k2
exp [ pi2t n−1∑k=1 (12 − νk)2 − (n − 3)pi24t ] +⋯ (4.26)
It is worth stressing that to obtain a relatively simple expression, the θ3 functions
in (4.24) were expanded for large s2 logL, meaning that for small s one needs to take L
extremely large in order to see a good agreement with the following asymptotic results.
We then normalise (4.26) to obtain, after some manipulations
Zn
Zn1
= (k1k2)n−1 exp [− pi2t n−1∑k=1 νk(1 − νk)] , (4.27)
from which the Rényi entropies are derived (note that pi/(2t) = logL)
Sn = 11 − n log ZnZn1 = − 11 − n n−1∑k=1 νk(1 − νk) logL + (n − 1) log(k1k2). (4.28)
This expression can not be found in [8], but the sum appears as eq. (52) in [43], in the
context of the harmonic chain.
The von Neumann entanglement entropy is computed using the slightly different ex-
pression, involving the analytic continuation of Zn which however is not found explicitly,
S = (1 − ddn)Zn∣n=1, (4.29)
to find
S = σ(s) logL − log(k1k2), (4.30)
where σ(s) = 2κ(s) is exactly twice the coefficient of (3.25), written somewhat differently
as
σ(s) = s2 − 2pi2 ∫ ∞0 u (√1 + (s/ sinhu)2 − 1)du (4.31)= 16 + s3 + 1pi2 [(s + 1) log(s + 1) log s + (s − 1)Li2(1 − s) + (s + 1)Li2(−s)]. (4.32)
Note that the leading term depends only on s and does not depend on other details of
the theory, such as the compactification radii (whether they are the same or not), and
the winding numbers ki.
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4.3 Twist fields
The treatment just presented has various shortcomings. A surprising feature is that
the result does not depend on the compactification radius, and does not apparently
distinguish between compactified and non-compactified bosonic fields. This is at odds
with the results of chapter 3, which show a difference between the coefficient for fermionic
(Ising, XX) models and bosonic ones (harmonic chains). The former are described after
bosonisation by a free compactified boson at particular values of the radius, while the
harmonic chain is the lattice version of the non-compactified boson. Remarkably, the
result (4.31) is the correct one for the latter model. As shown in (3.39), the two are
related but different. As the difference between the boundary states of the two CFTs is in
the structure of the ground states, this suggests that the treatment correctly deals with
the oscillator part of the calculation, but does not account for some subtle modification
introduced by the quantised momentum and winding number.
The sub-leading term in (4.31) was interpreted as a topological contribution, since
it involves the winding numbers; however, it is still unclear whether it has a physical
interpretation.
Despite the straightforward interpretation of the coefficient 3σ(s) as replacing the
central charge c = 1 in entanglement formulas, the way it is derived does not allow
to deal with other geometric configurations. The obvious interpretation of the factor
two between σ and κ as arising from having two contact points instead of one is not
supported, strictly speaking, by a CFT description of the single-interface, non periodic
system.
In order to derive a satisfying description, one would have to re-organise ideas from this
calculations in the twist field framework, in a way similar to how the early calculations
of HWL [31] were systematised by Cardy and Calabrese. The problem is to find, if a
twist field description is possible, how they are changed by the defect. Although this was
not achieved, some insight was gained and will be discussed in the following, together
with some of the difficulties in moving forward.
In the twist fields framework, the quantities which are calculated first are the Rényi
entropies, from which the entanglement entropy is derived via analytic continuation. It
is then plausible that an understanding of the effect of the defect should come from
studying eq. (4.28), and its main ingredients, the νk defined by (4.25). It is clear that
for s→ 1,
νk → k
n
. (4.33)
The sum appearing in Sn then reduces to
n−1∑
k=1
k
n
(1 − k
n
) = (n + 1)(n − 1)6n , (4.34)
which is ultimately the source of the standard results (2.80).
This sum did not appear explicitly in the derivation of the defect-free results in Chap-
ter 2, so here it could look like an uninteresting algebraic manipulation. It is not so, its
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origin can be explained in the twist fields framework, giving insight into the system with
defect. To do this, recall the introduction of ϕ˜k diagonalising the twist, decomposition
of the twist fields as products of of fields Tn,k (2.68). Each of these fields acts in a
non-trivial way on only one of the ϕ˜k, implementing the monodromyTn,kϕ˜k = e2ipi kn ϕ˜k. (4.35)
Conformal fields with such a monodromy and the corresponding twist fields were studied
in the context of string theory by Dixon et al. [50]; the relevant result here is that theTn,k have dimension
∆n,k = 12 kn (1 − kn) . (4.36)
Since the νk reduce to k/n without the defect, and they appear as the sum ∑νk(1− νk),
it is reasonable to believe that the defect changes the dimension of the twist fields to
∆sn,k = 12νk (1 − νk) . (4.37)
At this point, this is only a conjecture, as we were not able to prove it. In the literature
the treatment can be found for a somewhat similar situation, namely the study of the
entanglement entropy in some excited states of conformal field theories. In CFTs the
one-to-one state operator correspondence holds, and any state can be expressed as
∣φ⟩ = lim
z,z¯→0φ(z, z¯) ∣0⟩ . (4.38)
a particular class of excited states is formed by those created by a primary field Υ.
The entanglement entropy for bipartition of such states was initially studied in [51] by
computing the partition function with Υ inserted, in the style of HLW, similarly to what
was presented here for the interface operator. Note that in this case they correspond to
correlation functions of local, primary fields. The same authors later refined the work
in [52], calculating the same quantities as corrections to the twist fields results for the
ground state.
The calculation involves the mapping from the cylinder to the plane, followed by a
uniformizing transformation
w → ζ = sin pi(w−u)L
sin pi(w−v)L → z = ζ 1n . (4.39)
The correlation function of primary fields which give corrections to the Rényi and en-
tanglement entropy have good transformation properties under these. On the other end,
one can see (fig. 4.3) that the worldline of the defect is mapped to a circumference in
the plane, which is further distorted by the uniformizing transformation. The interface
operator is highly non-local, and is constructed for a specific geometry, thus depending
strongly on the fact that the defect worldline is a straight line. This is a major problem
when trying to study our setting drawing inspiration from [52], and prevents the success
of this strategy.
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Figure 4.3: From [52]: mapping from the cylinder to the complex plane on a sheet fol-
lowed by uniformizing transformation. Straight lines forming the grid on the
cylinder are mapped to circumferences.
In another attempt to prove (4.37), we considered the following alternative, equivalent
point of view in describing the defect [47]. The theory with the defect can be obtained,
starting with the free field theory on the homogeneous line, decomposing the field in
left- and right-moving parts, and replacing the left-movers with1
Li = SijRj. (4.40)
However, writing continuity conditions for the multi-sheeted surface which are simple in
this setting leads either to inconsistencies, or to the construction of a surface which is
different than the one we are interested in.
Another possible approach would be to treat the boundary problem in a more direct
way, without resorting to boundary state, by adding to the Hamiltonian a boundary
part, which becomes a defect Hamiltonian upon unfolding,
H =Hfree +Hdef(s). (4.41)
The problem with this is that we do not know the form of the Hamiltonian. The ex-
pression found for it in [47], for a general defect, becomes singular in the scale-invariant
case. The treatment for a similar problem in [40] shows that even knowing the Hamil-
tonian, calculations are problematic and corrections to the coefficient of logL arise as
regularised divergent integrals, bringing back some unclear features of HLW.
In the defect free case, the twist is represented in replica space as the n × n circulant
matrix ⎛⎜⎜⎜⎜⎜⎜⎝
0 1 0 ⋯ 0
0 1 ⋯ 0⋮ ⋱ ⋱ ⋮
1
1 ⋯ 0
⎞⎟⎟⎟⎟⎟⎟⎠
, (4.42)
1The relation is only sketched here to give an idea of the technique. For actual calculations the details
of the dependence on x ± t are very important.
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which is then diagonalised to find the monodromies and, ultimately the dimension of
the Tn,k twist fields. With this in mind, one can try to exploit the flexibility of CFT,
and use radial quantisation, together with the interface operator technique, to find how
the defect changes the twist matrix. The calculation performed is that of
J−αJ+ (4.43)
where J+ = J is the Wick-rotated, euclidean evolution with interfaces of eq. (4.15) and
J− is obtained by taking the Hermitian conjugate before the Wick rotation. α stands for
all the mode operators, left- and right-movers, with positive or negative index, having
in principle four different transformation rules. The result obtained is
J−αlJ+ = 1
s2
(−c2αl + cα¯−l + q2lαl − cq−2lα¯−l) (4.44)
J−α¯lJ+ = 1
s2
(−c2α¯l + cα−l + q2lα¯l − cq−2lα−l) . (4.45)
At present, the interpretation of this result and whether it can be useful in proving (4.37)
is not known, as the expected interpretation of q2lαl as the mode operator on the next
sheet leads to several inconsistencies in the theory.
The form (4.37) of the twist field dimension does not only (if proved) put on more
solid ground the CFT results for the entanglement entropy across the defect, and allow
to generalise them to various situation as in Chapter 2. Knowing the dimension of
the twist fields also offer a link to the description of the non-equilibrium physics of
the corresponding systems. While the computation presented here is only valid for the
ground state of the system, in [53] Calabrese and Cardy studied the evolution of the
entanglement entropy following a local quench, that is taking two disconnected half-line
systems, joining them at the endpoint at t = 0 and letting it evolve with the homogeneous
Hamiltonian. The result is remarkably similar to the ground state, finite length one,
S(t) = c3 log t + const. (4.46)
The similarity is due to the common origin as correlation functions of twist fields. Note
that the coefficient is twice that for the ground state entropy since only one contact
point is considered. In the same way, if the defect changes the dimension of the twist
fields as conjectured, its presence predicts that the time evolution after a local quench
across the defect in the harmonic chain described in Chapter 3 is
S(t) = σ(s) log t + const. (4.47)
Note again that σ(s) = 2κ(s) is twice the equilibrium coefficient. A calculation of the
dimension of the twist fields could also offer the chance to correctly take into account the
zero mode of the compactified boson, giving a CFT prediction for the fermionic results
in [43]. Eisler and Peschel also found [54] a non-equilibrium fermionic result for a local
quench across the defect of the form
S(t) = 2κF (s) log(t) + const. (4.48)
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The identification of the twist fields dimensions with the defect would provide a con-
formal field theoretical proof of this, making it a universal result, which would be very
interesting for the study of non-equilibrium dynamics of systems beyond free fermions
or bosons.
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In this chapter some numerical results about the entanglement of junctions of harmonic
chains are presented. In every case considered, it was confirmed that the entanglement
entropy between one edge and the others, and the logarithmic negativity between two
edges have a logarithmic dependence on the length of the chains,
S,E ∝ lnL. (5.1)
The CFT predictions of Chapter 4 are checked against numerical results, along with
their counterparts of Chapter 3.
5.1 Correlation functions and entanglement measures
We will use the quantum star graph formalism of Section 3.2 to define the system, find the
correlation functions, and extract from them the entanglement entropy and negativity
numerically. The Hamiltonian for the harmonic chain was presented in Section 3.1. Here
we consider M independent copies of a chain of length L + 1, which has L degrees of
freedom, as it is composed of L + 2 sites, two of which are used to impose boundary
conditions and are not dynamical. The site r of the i-th non-physical edge has canonical
momentum and position p¯i(r), q¯i(r). The first p edges have Neumann conditions at
r = 0, the remaining M − p have Dirichlet conditions. Dirichlet conditions were imposed
at the other endpoint for all the edges, so that the presence of zero-modes, arising with
Neumann-Neumann conditions, is avoided. This choice is in principle not important for
the physics, since we are interested in asymptotic results for large L; however it simplifies
the calculations, since it avoids the divergences introduced by zero-modes.
The Hamiltonian is a quadratic form in p¯, q¯, and is diagonalised by finding the spec-
trum and eigenvalues of the correspondingM×M dynamical matrix, via discrete Fourier
transforms. The correlation functions are expressed, for Neumann-Dirichlet (ND) and
Dirichlet-Dirichlet (DD) boundary conditions as
QND/DD(r, s) = L∑
k=1
1
2ω±k φ
±
k(r)φ±k(s) (5.2)
PND/DD(r, s) = L∑
k=1
ω±k
2 φ
±
k(r)φ±k(s), (5.3)
in terms of the eigenvalues
ω+k = sin(pi(k − 12)2L + 1 ) , ω−k = sin( pik2L + 2) , (5.4)
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and eigenvectors (see Table 3.1)
φ+k(r) = √ 2L + 12 cos(pi(k −
1
2)(r − 12)
L + 12 ) , φ−k(r) =
√
2
L + 1 sin( pikrL + 1) . (5.5)
The physical variables are obtained as usual with a rotation in the edge space
qi(r) = M∑
j=1Oij q¯j(r), pi(r) = M∑j=1Oij p¯j(r), (5.6)
leading to the physical correlation functions
Qij(r, s) =⟨qi(r)qj(s)⟩ = QND(r, s) p∑
k=1OikOTkj +QDD(r, s) M∑k=p+1OikOTkj (5.7)
Pij(r, s) =⟨pi(r)pj(s)⟩ = PND(r, s) p∑
k=1OikOTkj + PDD(r, s) M∑k=p+1OikOTkj. (5.8)
It is possible to obtain the entanglement entropy and negativity exploiting the “ther-
mal” form (3.5), of the reduced density matrix, ρA = exp(−∑k εkb†kbk), and imposing that
the correlation functions defined by it be compatible with the ones calculated directly
by diagonalisation. The result relates the spectrum {µ2k} of the product of reduced cor-
relation matrices QA ⋅PA to the single-particle eigenvalues of the effective Hamiltonian
εk as [55]
µk = 12 coth εk2 . (5.9)
Using this it is possible to extract from the correlation functions the Rényi entropies
Tr [(ρA)n] = L∏
k=1 [(µk + 12)n − (µk − 12)n]
−1
, (5.10)
and the entanglement entropy
S = L∑
k=1 [(µj + 12) ln(µj + 12) − (µj − 12) ln(µj − 12)] . (5.11)
A similar technique applied to the partially transposed reduced density matrix leads to
the analogous result for the negativity. It was shown [35, 56] that the PTRDM also has
a “thermal” form ρT2A = exp(−∑k ε˜kb†kbk), and generates correlation functions which are
obtained from (5.7) by flipping the sign of momenta in subsystem A2, i.e. replacing
P→ PT2 = RPR, (5.12)
with R = IA¯2 ⊕ −IA2 . The spectrum {νk} of QA ⋅PT2A is given by
νk = 12 coth ε˜k2 , (5.13)
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from which
Tr [(ρT2A )n] = 2L∏
k=1 [(νk + 12)n − (νk − 12)n]
−1
, (5.14)
and the logarithmic negativity is
E = log ∣∣ρT2A ∣∣ = log 2L∏
k=1 max [1, 12νk ] . (5.15)
Note that the entanglement entropy between one edge and the rest is based on the L×L
reduced matrices for the edge, while the negativity between two edges involves 2L × 2L
reduced matrices, the subsystem A being formed by both the edges.
Summarising, the procedure is as follows:
• For a particular edge space rotation O ∈ SO(M), construct the correlation matrices
using (5.2) and (5.7), and their reduced counterparts by erasing rows and columns
corresponding to subsystem B;
• flip the signs of momenta in A2 to construct PT2A (5.12);
• calculate the spectra of QA ⋅PA, and QA ⋅PT2A ;
• calculate the trace of powers of RDM and PTRDM, the entanglement entropy and
negativity using (5.10-5.15).
5.2 Numerical results
Based on formulas from the previous section, it is possible to build numerically the
correlation matrices, and extract the entanglement measures from them. This was done
for various situations, some of which provide checks of the CFT predictions.
Since we are mainly interested in the function of s expressing the coefficient of the
logarithmic dependence we proceed as follows:
• select a set of sample values of s;
• for each value of s, calculate numerically the entanglement entropy or negativity,
for some values of L;
• fit the points found with a function
a lnL + b + c
L
; (5.16)
• plot the best fit of a for the values of s considered, comparing it to the correspond-
ing analytic result, if there is one.
The form of the function to fit was chosen according to the Calabrese-Cardy formula,
plus a 1/L term, which is known to be present as a finite size correction in many models
with fixed or open boundary conditions [57, 58]. The goodness of the fits shows the
logarithmic behaviour of the entropy and negativity; note however that to have a very
good fit, the sample of values of L should span many orders of magnitude, to effectively
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distinguish between the non-universal constant b and a very flat curve ∝ lnL. This
problem is particularly evident when the prefactor of the logarithm is small. For this
reason the agreement between the analytic and numerical results presented in the fol-
lowing is generally good for larger values of s, and consistently gets worse for smaller
values, due to the lower quality of the fits.
5.2.1 Defect (M=2)
We first consider the case of two edges, corresponding to a chain of length 2L, with
a defect in the middle studied in Section 3.1. Its continuum limit is the free boson
CFT with a defect, and assuming the twist field dimension conjectured in (4.37), both
calculations predict the asymptotic behaviour
S = κ(s) lnL + const. = σ(s)2 lnL + const. (5.17)
Figure 5.1 shows a good agreement between theory and numerics for values of s not too
small. This is to be expected, since as stressed in Section 4.2, the results are obtained
via an expansion for large s2 logL, increasing the minimum value of L that one should
consider and thus restricting the range of order of magnitudes spanned by the sample set,
which was chosen to lie in (100,400). Figure 5.2 shows the goodness of the corresponding
fits for a few values of s. The fitted values get only slightly closer to the analytic line
upon adding the point at L = 800, confirming that much larger values are needed to have
good agreement.
The entanglement negativity between the two edges is equal to the Rényi entropy
with index 1/2, since the system is bipartite and in a pure state. The coefficient of the
logarithm is then κ1/2, expressed in (3.37) using the Meijer G function. This is plotted
in Fig. 5.3 and 5.4. The logarithmic behaviour is apparent for any value of s, while the
agreement of the coefficients is good for s ≳ 0.3.
In this setting we also considered the entanglement negativity for other partitions of
the chain, such as A1 = [0, L], A2 = [L+ 1, L+ `], B = [L+ `+ 1,2L]. The results are not
shown here.
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Figure 5.1: Prefactor of the logarithm for the entanglement entropy in a chain with
a defect, as a function of the transmission amplitude s. The asymptotic
analytic results from (3.25,4.31) are checked against the best fit for a function
of the form of the form a lnL + b + c/L. Notice that the agreement between
analytic and fit results gets worse for small s; this is due to the low quality
of the fit when the prefactor of the logarithm is small. The analytic result is
valid for large s2 lnL.
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Figure 5.2: Entanglement entropy across a defect in a chain as a function of the half-
length L, for some values of the transmission amplitude s. Lines show the
best fit of the form a lnL + b + c/L.
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Figure 5.3: Prefactor of the logarithm for the entanglement negativity (Rényi-12 entropy)
in a chain with a defect, as a function of the transmission amplitude s. The
asymptotic analytic result from (3.37) is checked against the best fit for a
function of the form of the form a lnL + b + c/L. Notice that the agreement
between analytic and fit results gets worse for small s; this is due to the low
quality of the fit when the prefactor of the logarithm is small.
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Figure 5.4: Entanglement negativity across a defect in a chain as a function of the half-
length L, for some values of the transmission amplitude s. Lines show the
best fit of the form a lnL + b + c/L.
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5.2.2 Junction (M>2)
The study of junctions with more than two edges presents many cases, since the scat-
tering matrix has more degrees of freedom, corresponding, after the discrete choice of
p, to selecting a matrix in SO(M). The visualisation of complete data becomes more
complicated, as in principle the coefficients can be functions of many parameters. It
is then necessary to choose what to plot, depending on what specific feature we want
to test. A useful strategy is to consider various families of scattering matrices depend-
ing on a single parameter, which can be obtained either from one-parameter families
in SO(M) or parametrising the scattering matrix directly. The latter choice allows to
choose scattering matrices satisfying additional physical properties.
As for the fermionic case in [7], the entanglement entropy between one edge and the
others is expected to show the usual logarithmic behaviour, with a coefficient depending
on the total transmission amplitude between the edge and the rest of the junction. We
checked that this is indeed the case. Furthermore, the coefficient is expected to be given
by the same function κ as for the M = 2 case. This was explicitly checked for various
one-parameter families and randomly generated scattering matrices. Figures 5.5 and 5.6
show the results for a particular family, withM = 3, p = 1, generated by rotations around
the vector (1,1,1). Here s = √1 − S211 is the total transmission amplitude from the first
edge. Note that the agreement with the analytic value of κ is as good as for the M = 2
case; in fact the fitted values of the parameter are indistinguishable. The corresponding
family with p = 2 gives the same results, as shown in Figure 5.7.
With more than two edges, it is also very interesting to study the entanglement be-
tween two of the edges i and j. Since edges i and j are in general also entangled with the
rest of the junction, they are not described by a pure state, and the entanglement and
Rényi entropies are not a good measure of entanglement. It is thus interesting to con-
sider the negativity between two edges, for which analytic results have not been found.
As described in Chapter 2, the negativity can be in principle calculated in CFT with
the same information as that needed for the entanglement entropy, i.e. the dimension
of the twist fields. It is also easy to generalise the construction of the boundary state of
Section 2.2.2 toM > 2, but it is not known how to then go on to generalise the unfolding
procedure. This prevents the exploitation of the power of CFT, and the derivation of
results for the negativity from the proposed twist field dimension (4.37).
The negativity is still expected to show a logarithmic behaviour,E = kN lnL + const. (5.18)
and this was checked in a large number of cases, a few of which are shown in Figure 5.8.
There is no reason to believe that the coefficient should depend on the transmission
amplitude between i and j only; it is reasonable to expect that it depends additionally on
the transmission amplitudes Ti and Tj, with three parameters in total. A one-parameter
family of scattering matrices appearing in the literature is given by
S(t) = ⎛⎜⎜⎝
t − 1 t √2t(t − 1)
t t − 1 √2t(t − 1)√
2t(t − 1) √2t(t − 1) 1 − 2t
⎞⎟⎟⎠ . (5.19)
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The particular scattering matrix is invariant under the exchange of the first two edges,
and the parameter t is the transmission amplitude between them. Coefficients for the
entanglement and Rényi-12 entropies, which are included despite that they only provide
upper bounds and not good measures of the entanglement, and the negativity are shown
in Figure 5.9. The transmission amplitude between from the first to the third edge,
S13 = S23 = √2t(1 − t) is invariant under the exchange t → (1 − t). Calculating the
negativity between them thus offers a way to test the fact that the prefactor of the
logarithm depends on more than one parameter. Figure 5.10 presents the result of this
calculation, showing, in fact, that to every value of S13 correspond two values of the
prefactor, which is thus not a function of that transmission amplitude only.
The physics behind this can be interpreted by noting that it is possible to identify two
curves in the plot, one with larger values of the prefactor, corresponding to t > 1/2, and
the other with smaller values, corresponding to t < 1/2. While the value of S13 is not
sensitive to this, edges 1 and 3 are more correlated for t > 1/2 because of the presence of
the second edge, and the transmission amplitude S12 = t is larger in this case. Perhaps
counter-intuitively, the maximum prefactor is not in correspondence of the maximum of
S13, at t = 1/2, but at a slightly larger values.
As previously pointed out, no analytic expression is known at present for the prefactor,
and the task of finding one is made harder by the dependence on multiple parameters.
Further numerical calculations, with different parametrisations of the scattering matrix,
could be helpful in this direction, by providing insight in the properties of the prefactor
as a function of the various transmission amplitudes.
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Figure 5.5: Prefactor of the logarithm for the entanglement entropy between one edge
and the other two in a junction of three chains (M = 3, p = 1), as a function
of the total transmission amplitude s. The analytic form (3.25) is checked
against the best fit for a function of the form of the form a lnL+b+c/L. The
goodness of the agreement is the same as that of the two-edges case, shown
in Fig. 5.1.
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Figure 5.6: Entanglement entropy between one edge and the other two in a M = 3, p = 1
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Conclusions
In this work we studied the entanglement properties of one-dimensional critical systems
with a defect. A generic defect introduces a scale and represents a perturbation in
the renormalisation group sense, which can induce a flow; we considered scale-invariant
defects, corresponding to marginal perturbations.
Physical examples include bond defects in the transverse Ising and XX chains, equiva-
lent to free fermions, at the critical point, and in the harmonic chain. We also considered
junctions of an arbitrary number of copies of the models, which describe junctions of
quantum wires, modelled as quantum star graphs. For junctions of two leads, this offers
a different but equivalent way to construct the defect. In the continuum limit these
models are described by conformal field theory, and the defects can be implemented
using the boundary state formalism.
The quantities of interest were the entanglement entropy, Rényi entropies and nega-
tivity across the defect, between the two halves of the system, and its scaling with the
system size L. The entanglement and Rényi entropies were known to have the general
form
S = k(s) lnL, (5.20)
exhibiting logarithmic behaviour, with a coefficient which is a monotonic function, de-
pending on the model, of the transmission amplitude across the defect, interpolating
between two disconnected halves, κ(0) = 0, and the homogeneous result for s = 1 [7, 43].
We analysed the calculations of [8], which presents a similar result derived from con-
formal field theory, in a slightly different setting, with the coefficient given in (4.31).
While a re-derivation of this result in the spirit of [6] was not reached, we found strong
hints that it can be obtained by proving the conjecture that the defect effectively changes
the dimension of the twist fields as
∆n = 12 n−1∑k=1 kn (1 − kn)→∆sn = 12 n−1∑k=1 νk (1 − νk) , (5.21)
where the νk encode the defect as
sin(piνk) = 1
s
sin(pik
n
) . (5.22)
Proving this would give a stronger basis to the result, as well as allowing to generalise it to
finite temperature, and other geometries such as that of a finite size system with a defect,
explaining the agreement with the results for the harmonic chain in [43]. Combined with
the results in [53], it would also offer insight in the out-of-equilibrium dynamics for local
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quenches at the defect, not only of the harmonic chain, but also of other systems beyond
free bosons and fermions, by giving universal results.
We checked the analytic predictions against numerical calculations based on harmonic
chains. This includes showing the logarithmic behaviour of the entanglement entropy
between one edge and all the others in a multi-lead junction, with a coefficient given by
a function of the total transmission amplitude, which is the same as that for the defect.
This result was expected, but proved in the literature for fermions only.
Another interesting quantity considered is the entanglement negativity, for which an-
alytic results in the presence of defects are not available except for the simpler case of
bipartitions of a pure system, in which it reduces to the Rényi-12 entropy. In particular,
it is interesting to study the negativity between two edges in a multi-lead junction. It
was expected to exhibit the usual logarithmic behaviour, with an unknown coefficient.
We showed that this is true via numerical calculations, and that the prefactor depends
on the transmission amplitude between the two edges as well as those from each edge to
the rest of the junction. This is in contrast to the entanglement entropy for a bipartition,
for which the prefactor depends on a single parameter.
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