Middle latitude forcing of a model tropical atmosphere with horizontally nonuniform basic states by Wilson, Jeffrey David
MIDDLE LATITUDE FORCING OF A MODEL TROPICAL 

ATMOSPHERE WITH HORIZONTALLY NONUNIFORM BASIC STATES 

BY 
JEFFREY DAVID WILSON 

B.S., Bowling Green State University, 1976 

M.S., University of Illinois, 1978 

THESIS 

Submitted in partial fulfillment of the requirements 

for the degree of Doctor of Philosophy in Physics 

in the Graduate College of the 

University of Illinois at Urbana-Champaign, 1983 

Urbana, Illinois 

---
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN 
THE GRADUATE COLLEGE 
FEBRUARY 1983 
--- ..._--­
WE HEREBY RECOMMEND THAT THE THESIS BY 

JEFFREY DAVID WILSON 

....._-_....._--_......_-- --­
ENTITLED__MIDDL~ LATITUJ)E FORCI~~?!__~ MODEL TROPICAL ATMOSPHERE 
WITH HORIZONTALLY NONUNIFORM BASIC STATES 
BE ACCEPTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR 
THE DEGREE OF__DgCTO_R O~ PHILOSOPHY 
__--_ .... ._.... -------­
Head of Department 
Chairman 
t Required for doctor's degree but not for master's. 
iii 
MIDDLE LATITUDE FORCING OF A MODEL TROPICAL 
ATMOSPHERE WITH HORIZONTALLY NONUNIFORM BASIC STATES 
Jeffrey David Wilson, Ph.D. 

Department of Physics 

University of Illinois at Urbana-Champaign, 1983 

A model of the tropical atmosphere, based on the primitive 
equations with beta-plane geometry and a latitudinally and 
longitudinally varying basic state is used to simulate the response of 
the tropics to middle latitude forcing. The equations of motion are 
linearized about a seasonally dependent basic state flow corresponding 
to the observed wind field in the upper troposphere. The dynamical 
steady state responses of the model atmosphere to planetary wave modes, 
each with a prescribed azimuthal wavenumber, meridional wavenumber, 
equivalent depth, and period at a middle latitude boundary are 
determined. 
The quasi-linear interactions between a forcing mode and the 
longitudinally varying part of the basic state flow give rise to a 
family of tropical modes with azimuthal wavenumbers different from that 
of the forcing. The behavior of each mode is governed by its refractive 
index which depends on the parameters of the wave mode and the basic 
state. It is shown that under certain parametric conditions the 
refractive index associated with a non-forcing mode can be such that a 
quasi-resonant response is possible. The horizontal structure of these 
quasi-resonances resemble that of the observed mixed Rossby-gravity 
waves with meridional velocity maxima and zonal velocity minima near the 
equator. The quasi-resonances of significant amplitude occur only with 
azimuthal wavenumbers four, five, and six corresponding to observations. 
iv 
In the winter and summer seasons, the amplitudes of the responses are 
stronger for forcings from the boundary with weaker basic state zonal 
flow. For a given aZimuthal wavenumber, the quasi-resonant period is 
smallest in summer and largest in winter. 
One of the major limitations of the model is the height 
independence of the basic state flow which requires non-forcing modes to 
have the same height dependence as the forcing mode. The only 
quasi-resonances that can be excited by meridionally propagating middle 
latitude waves are modes with a large vertical length scale and small 
horizontal divergence. Thus the periods of these modes are somewhat 
smaller than those of the observed mixed Rossby-gravity modes. 
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CHAPTER I 
INTRODUCTION 
A) Motivation 
The purpose of this thesis is to ascertain the effect of the basic 
state flow (time-averaged wind field) on the dynamical steady state 
response of a model tropical atmosphere to equatorward propagating 
planetary waves from the middle latitudes. The goal is to better 
understand the possible influences of a latitudinally and longitudinally 
nonuniform basic state flow on the scale selectivity of responses in a 
tropical atmosphere due to middle latitude planetary forcing 
characterised by wave modes of different wave periods, horizontal 
wavelengths, and vertical scales. In particular, the role of the basic 
state in the lateral forcing of the mixed Rossby-gravity wave mode is 
examined. 
Observed planetary waves are large scale slow oscillations 
manifested in all the meteorological variables, including wind velocity, 
geopotential, temperature, and precipitation. These waves have a 
maximum amplitude in the upper troposphere (at a pressure level of about 
200 mb, approximately 12 km above the surface). The horizontal 
wavelengths are on the order of the radius of the earth, the periods are 
on the order of days to weeks, and the phase speeds are generally less 
than 1000 km per day. It is well known that the zonal (east-west) 
2 
propagation of the planetary waves is important in steering the movement 
of surface weather patterns (e. g., Bjerknes and Holmboe, 1944; 
Cressman, 1948). These waves are considerably stronger in the middle 
and higher latitudes than in the tropics and most of the observational 
and theoretical studies of planetary waves have only considered the 
zonal propagation of the waves. However considerable observational 
eVidence exists that suggests meridional (north-south) propagation of 
the waves is also important and that the middle latitude waves 
significantly influence the atmospheric motions in the tropics and the 
opposite hemisphere (e. g., Tucker, 1965; Newell, et al., 1972; Riehl, 
1977). 
It is believed that propagation of energy from the middle latitudes 
is an important energy source for a westward propagating tropical wave 
mode in the upper troposphere and stratosphere known as the mixed 
Rossby-gravity wave mode. (The troposphere is the lowest layer of the 
atmosphere, extending to about 12 km above the surface and the 
stratosphere is the second lowest layer of the atmosphere, extending to 
about 50 km above the surface.) This wave mode, which was first 
detected in the wind data by Yanai and Maruyama (1966) in the western 
Pacific tropical stratosphere, has a wave period of 4-5 days and a zonal 
wavelength of about 10,000 km, corresponding approximately to an 
azimuthal wavenumber of m = 4 or 5, i.e., four or five wavelengths 
around the equator. The observed horizontal velocity amplitudes are 
-12-3 ms • The observed meridional structure of this mode corresponds to 
one of the free oscillations in an idealized tropical model with a 
shallow incompressible fluid layer and with the spherical geometry 
3 
approximated by a plane surface (Matsuno, 1966). As shown in Fig. 1.1, 
the meridional velocity is maximum at the equator and symmetric about 
it, while the zonal velocity is minimum at the equator and 
antisymmetric. 
The mixed Rossby-gravity wave mode is strongly coupled with cloud 
clusters and precipitation in the tropical troposphere (Wallace, 1971; 
Zangvil and Yanai, 1981) and also propagates energy and momentum 
upward from the troposphere into the stratosphere (Maruyama, 1969). It 
is believed to be a significant energy source for an important 
stratospheric phenomenon, the quasibienniel oscillation (Hayashi,1970; 
Lindzen,1970). Thus a better understanding of the spatial and temporal 
variation of the mixed Rossby-gravity wave mode and its energy source is 
crucial for a better understanding of the general circulation of the 
troposphere and stratosphere. 
B) Background 
There have been several theoretical attempts to explain the 
generation of the observed mixed Rossby-gravity waves. Mak (1969) 
suggested that lateral forcing from middle latitudes could be an 
important energy source for the mixed Rossby-gravity wave. With his 
2-level stochastic-dynamical tropical model, he prescribed the observed 
velocity perturbation statistics at 300 N and 300 S. A peak response in 
the model occurred at azimuthal wavenumber m = 4 and at a period T = 4 
days, characteristic of the observed mixed Rossby-gravity wave. Studies 
4 
• 
Fig. 1.1 Geopotentia1 and velocity field distribution of mixed Rossby­
gravity wave about equator (Matsuno, 1966, p. 33). 
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such as that of Holton (1972a) suggest that the release of condensational 
heat in the tropical troposphere is also an important energy source for 
the mixed Rossby-gravity wave. A further possible energy source for the 
generation of the mixed Rossby-gravity wave is the instability of the 
Walker circulation (a thermally driven east-west circulation in the 
tropics over the Pacific Ocean) when the basic state zonal flow is weak 
easterly (Sasamori, 1982). 
EVidence from numerical experiments with a general circulation 
model by Hayashi and Golder (1978) suggested that both middle latitude 
forcing and condensational heating effects are important. They found 
that mixed Rossby-gravity waves could exist solely due to condensational 
heating in the absence of middle latitude perturbations, but with middle 
latitude perturbations included in the model, the amplitude of the mixed 
Rossby-gravity waves was significantly enhanced. 
Observations also indicate that middle latitude forcing is an 
important energy source for the mixed Rossby-gravity wave. A study by 
Zangvil and Yanai (1980) based on wind data at the 200 mb level for the 
period June-August 1967 shows that westward moving waves of azimuthal 
wavenumber m = 4 and periods near 5 days accompany a peak in the 
equatorward wave energy flux, suggesting the origin of the observed 
mixed Rossby-gravity waves. 
Although theoretically a large range of wavelengths and periods for 
the mixed Rossby-gravity wave mode are possible and there is a large 
range of wavelengths and periods for middle latitude waves, the mode is 
only observed to have an azimuthal wavenumber of about 4 or 5 and a 
6 
period of 4-5 days. Why it only has these particular values is not well 
understood. 
Perhaps the selectivity is due to the spatial variation of the 
basic state. The basic state zonal wind has a strong meridional shear 
with strong westerlies (eastward wind) in the middle latitudes and weak 
easterlies in the equatorial region (Fig. 1.2). There are distinct 
seasonal differences with the stronger westerlies in the Northern 
Hemisphere middle latitudes in winter and in the Southern Hemisphere in 
summer. The basic state zonal wind is approximately symmetric about the 
equator in spring and autumn. The basic state meridional wind is 
typically an order of magnitude smaller (diagram omitted). 
It is known that the basic state zonal flow has a strong influence 
upon the meridional propagation of waves. Charney (1969) theorized that 
waves with eastward phase speeds with respect to the basic state and 
waves with fast westward phase speeds with respect to the basic state 
could not propagate meridionally. These results were confirmed by 
Bennett and Young (1971) with a simple shallow incompressible fluid 
model with planar geometry. They showed that waves could not propagate 
meridionally beyond a "critical latitude ", that is a latitude where the 
zonal phase speed of the wave is equal to the basic state zonal wind. 
Hoskins and Karoly (1981) used a linearized steady-state five-level 
hemispheric model to study the high latitude response to low latitude 
localized thermal and orographic forcing of zero frequency. The basic 
state was that of the zonal-averaged Northern Hemisphere winter 
Circulation, which has a strong meridional shear in the upper 
troposphere with a maximum westerly jet at about 40o N. The basic state 
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flow is much weaker in the lower troposphere. In the lower tropospheret 
they found that the model response was essentially confined to the 
neighborhood of the forcing. In the upper troposphere t strong 
meridional propagation for waves with long zonal wavelengths occurred. 
However, waves with short zonal wavelengths did not propagate 
meridionally north of the poleward flank of the middle latitude jet. 
The results in the upper troposphere were very similar to those obtained 
in an earlier study (Grose and Hoskins t 1979) made with a simpler 
barotropic (height-independentt nondivergent) model with the basic state 
that of the 300 mb Northern Hemisphere zonally-averaged flow. 
With a ten-level model of the tropical atmospheret Murakami (1973) 
studied the response of the tropics to middle latitude waves of zero 
frequency. In the absence of meridional shear of the zonally-averaged 
basic state, he found that waves with a large vertical scale could 
propagate into the tropics while waves with a small vertical scale could 
not. With meridional sheart the zero frequency forcing waves could not 
propagate into the tropics regardless of the vertical scale. 
In addition to the latitudinal variation, the observed basic state 
also varies with longitude (Fig. 1.2). In the equatorial region t there 
are relatively strong easterlies in the Eastern Hemisphere and weak 
westerlies or weak easterlies in the Western Hemisphere. The Eastern 
Hemisphere easterlies are particularly strong in the summer. The only 
pertinent study is that of Webster and Holton (1982) who used a 
non-linear initial value numerical model based on the shallow water 
equations to show that a stationarYt localized energy source in the 
middle latitudes can propagate into the opposite hemisphere through a 
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longitudinal sector of the equatorial region where the basic flow is 
locally westerly. But the fundamental nature of the interaction of a 
meridionally propagating wave with a longitudinally nonuniform basic 
state flow is poorly understood. 
c) Preview 
In this study, the dynamical steady state response of a model 
tropical atmosphere with a latitudinally and longitudinally varying 
basic state is examined. The responses to individual modes of forcing 
is studied to determine the effect of the longitudinal and latitudinal 
variation of the basic state on the selectivity of the tropical response 
to middle latitude forcing. By employing a dynamical steady state model 
instead of an initial value model, the average response representative 
of a climatological average over a season can be estimated. In an 
initial value approach, the response is dependent on the initial 
conditions and since there is an infinite variety of possible initial 
values it is difficult to determine if a response is representative of a 
particular basic state. 
In a strictly linear model, with no wave-wave interactions, the 
response to a forcing must have the same azimuthal wavenumber and period 
as that of the forcing mode. In the model of this thesis, by specifying 
a basic state which is longitudinally nonuniform, the quasi-linear 
interactions between a boundary forcing perturbation and the interior 
basic state can give rise to tropical modes with azimuthal wavenumbers 
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other than that of the forcing mode. In such a problem of wave 
propagation, the extent of transmission and reflection is governed by 
the refractive index. Depending upon the various parameters of a wave 
perturbation and the basic state, it is conceivable to have a refractive 
index such that a quasi-resonance could be possible for that wave. This 
mechanism could have a strong bearing on the question of wave 
selectivity in the tropical response under consideration. The results 
of the model will be studied to determine if significant responses in 
non-forcing modes can be excited by this mechanism. In particular, the 
possible role of the interaction between the forcing wave and the basic 
state in the generation of the mixed Rossby-gravity wave will be 
examined. 
In the next chapter, the details of the general model used in this 
study are described. Chapter III describes a special case of this model 
in which the perturbations are assumed to be nondivergent. Most of the 
calculations in this study are performed with this nondivergent model 
and are presented in the three sections of Chapter IV. Section A of 
Chapter IV presents the results of the simplest version of the model 
with no basic state. In Section B, the basic state is latitudinally 
varying and in Section C, it varies both latitudinally and 
longitudinally. Chapter V presents the results of the general model 
with a latitudinally and longitudinally varying basic state. Finally, 
the summary and conclusions are presented in Chapter VI. 
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CHAPTER II 
GENERAL MODEL 
A) Governing Equations 
For accurate modeling of large scale motions in the atmosphere, the 
governing equations are usually written in spherical coordinates 
(Holton, 1975, p 29). However, in this tropical model with a meridional 
domain from 300 N to 30°3 latitude, the geometric effect of the earth's 
curvature is relatively unimportant compared with the dynamical effect 
of the rotation of the earth represented by the variation of the 
Coriolis parameter with latitude. Thus the geometry is approximated 
with a generalized beta plane (Matsuno, 1966) where the surface of the 
global tropics is assumed a plane, but the latitudinal variation of the 
Coriolis parameter is retained. 
Then the approximate equations governing large scale motions in a 
dry, hydrostatic, adiabatic atmosphere in isobaric coordinates (pressure 
as the vertical coordinate) are (Haltiner, 1971, p 8) 
au au au auu -- v- - w- + fv - ~- bu (2.1)
at ax ay ap ax 
ov ov ov ov 
- u ax- v- - w- - fu - ~- bv (2.2)at 3y 3p 3y 
3u + 3v 3w (2.3)3x 3y - 3p 
13 
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-
R T (2.4)= ­
ap p 
aT aT v
- u -- aT + s w - j T (2.5)at ax ay 
with 
x : eastward coordinate, x = a(A - A ), where a is the radius of the 
o 
earth, A is the longitude and A is a reference longitude;
o 

y northward coordinate, y = a8 ,where 8 is latitude; 

p pressure; 
t time; 

dx

u(x,y,p,t) zonal or eastward component of wind velocity, dt 
~v(x,y,p,t) meridional or northward component of wind velocity, dt 

w(x,y,p,t) vertical component of wind velocity, ~ ; 

¢(x,y,p,t) geopotential, the gravitational potential per unit mass; 

T(x,y,p,t) temperature; 

fey) : Coriolis parameter, f = 2 n sine Y ), with n = angular speed of 

a 
rotation of the earth; 
b Rayleigh friction coefficient; 
j Newtonian cooling coefficient; 
R ideal gas constant; 
RT dTS(p) : static stability parameter, S = ~ - dp' with T = basic state 
p 
temperature, c p = specific heat of air at constant pressure. 
In equation (2.1) , the zonal momentum equation of motion, the 
partial derivative of u with respect to t represents the local rate of 
change of the zonal wind at a fixed point in space. The first three 
terms on the right hand side are called the advection terms and 
14 
represent the contribution to the local zonal velocity rate of change 
due to the transport of momentum by the air motion. The fv term 
represents the Coriolis force, an apparent force due to the rotation of 
the earth. It acts perpendicularly to the motion to the right in the 
Northern Hemisphere and to the left in the Southern Hemisphere. A 
geopotential gradient in pressure coordinates is analogous to a pressure 
gradient in geometric height coordinates so the - ~! term represents the 
pressure gradient force. The simple parametric representation of the 
frictional dissipation, -bu, is known as Rayleigh friction. Except in 
the lowest kilometer of the atmosphere, the frictional dissipation is 
generally an order of magnitude smaller than the other forces in the 
momentum equations and is often neglected. However it is included in 
this model so as to have an energy sink in conjunction with the energy 
source due to the forcing. Equation (2.2) is the analogous momentum 
equation for the meridional velocity. 
The third equation is the continuity equation and is a statement of 
the conservation of mass. This particularly simple form of the equation 
is due to the choice of pressure as the vertical coordinate. The left 
hand side is the horizontal divergence of the velocity field. Often, 
the right hand side can be neglected and we have a so-called 
nondivergent atmosphere. This special case will be treated in the next 
chapter. 
Equation (2.4) is the hydrostatic approximation for the vertical 
equation of motion. To a high degree of accuracy the vertical 
acceleration and the vertical component of the Coriolis force are 
negligible with respect to the vertical pressure gradient force and the 
15 
gravity force. Thus this equation states that the pressure at any point 
is equal to the weight of a unit cross-section column of air above the 
point. The ideal gas law has been used to eliminate density as a 
dependent variable. 
The thermodynamic equation, (2.5), states that the local rate of 
change of temperature is due to the temperature advection plus the 
pressure work done on the air as it moves vertically. For example, 
sinking air is compressed by the increasing pressure it encounters and 
warms. The assumption has been made that the model atmosphere is 
adiabatiC, that is there is no heat exchange between the air and the 
external environment. This is a good approximation in the free 
atmosphere where there is no solid or liquid surface to give off or 
remove heat and the amount of energy absorbed from the sun's rays or 
lost by radiation is relatively insignificant for the class of 
atmospheric motions to be considered (Byers, 1974, p 78). Further it is 
assumed that the atmosphere is dry with no latent heat release due to 
condensation of water vapor. The static stability parameter S is always 
positive in this model implying that the atmosphere is stable with 
respect to vertical displacements. The -jT term is the Newtonian 
cooling term, which represents damping due to radiative cooling. Later 
in this chapter, it will be assumed that the value of the Newtonian 
cooling coefficient is equal to the value of the Rayleigh friction 
coefficient so that the horizontal and vertical dependence of the 
perturbation equations can be separated. 
l6 
B) Basic State 
In studying the dynamics of atmospheric wave motions that have long 
wavelength, it is justifiable to approximate the advection terms in the 
momentum equations of motion and the thermodynamic equation by their 
linearized versions (Holton, 1975, p 28). In the linearization 
approXimation, the flow field at a point in space is divided into a time 
averaged part, designated the basic state, plus a perturbation from that 
average. Each of the dependent variables can thus be written 
~(x.y,P.t) = ~(x.y,p) + ~'(x,y.P,t) (2.6) 
where ~ (x,y,p) is the time-independent basic state, and ~'(x,y,p,t) is 
the perturbation. It is assumed that the perturbations are sufficiently 
small so that the terms involving products of perturbations may be 
neglected compared to the linear terms. In addition, the basic state 
remains independent of time in spite of possible interaction with the 
perturbation. Further, the basic state variables must themselves 
satisfy the governing equations. 
Although the basic state velocity field of the tropical troposphere 
has some vertical variation (Newell, et al., 1972), in this study the 
focus is on the horizontal rather than the vertical propagation of 
planetary waves, so the basic state flow is specified to be height 
independent. In the model, the basic state approximates that at the 200 
mb level because at this height the amplitude of transient tropical 
- -
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waves is a maximum (Yanai &Murakami, 1970). According to Oort and 
Rasmusson (1971) the fluxes of wave energy and momentum at 200 mb are 
more representative of the troposphere and lower stratosphere than at 
any other level. 
Having chosen the basic state velocity field to be height 
independent, the continuity equation for the basic state variables 
indicates that w must be independent of height and equal to zero 
because of the surface boundary condition, w= O. Thus the basic state 
flow is nondlvergent. Furthermore, for the thermodynamic equation to be 
satisfied, the basic state temperature must be independent of x and y. 
Because the basiC state flow is nondivergent, a streamfunction 
- a'¥ - a'¥W(x,y) can be defined such that U(x,y)= - ay and V(x,y) = ~ Inax 
this model, the basic state stream function is specifically chosen to be 
of the form 
" W(x,y) = '¥(y) + '¥(x,y) (2.7) 
where '¥ 
"-
represents the zonally-averaged (average around a latitude 
circle) basic state stream function and ~ represents a stationary wave 
of azimuthal wavenumber one. Then 
U(x,y) = 
(2.8) 
" 
= U(y) + U(x,y) 
18 
and 
ao/V(x,y) = ax = V(x,y) (2.9) 
As noted in Chapter I, the zonally-averaged basic state has a 
strong seasonal dependence. Fig. 2.1 (modified from Newell, et al., 
1972) shows the observed zonally-averaged basic state zonal flow for the 
annual mean (representative of spring and autumn), winter, and summer 
seasons at 200 mb. Fig. 2.2 shows the zonally-averaged basic state 
zonal flow for the three seasons that will be used in this model. In 
"­
the tropics, the model annual mean U is symmetric about the equator and 
parabolic in the equatorial region with a value of -3 ms -1 at the 
A 
equator, indicating a weak easterly (westward) flow. The annual mean U 
is strong and westerly at the middle latitude boundaries with a value of 
-127 ms. The zonally-averaged basic state zonal flow for the other 
" -1 
seasons is asymetric about the equator with the winter U equal to 38 ms 
-1 "-1
at 300 N and 22 ms at 300 S and the summer U equal to 11 ms at 300 N and 
30 ms -1 at 300 S. The winter U has a very weak easterly region near the 
" equator while the summer U has a strong easterly region from 22°N to 
12° S. 
Most of the longitudinal variation of the observed basic state can 
be represented by a stationary wave of azimuthal wavenumber one (Zangvil 
and Yanai, 1980). The stationary wave part of the model basic state 
stream function, ~ , is assumed to be independent of season and is 
chosen so that both U and V approach zero at the boundaries and Uhas a 
maximum of 8 ms -1 at the equator: 
19 
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(8) (Newell et a1., 1972, pp. 50-51). 
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for annual mean (A), winter (W), and summer (8). 
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If' = A cos (Kx) (2.10) 
with 
2 -(~)
A = -8y e y2 (2.11) 
6 1 -7 -1
where Y = 3.335 x 10 m corresponds to 30 0 N and K = = 1.57 x 10 m 
a 
corresponds to azimuthal wavenumber one. Then 
U = 8(1 cos (Kx) (2.12) 
and 
2 -(~)
v = - 8Ky e y2 sin (Kx) (2.13) 
The y-dependent amplitudes of U and V are shown in Fig. 2.3. 
-The total model basic state U of equation (2.8) is shown in Fig. 
2.4. The basic state V is an order of magnitude smaller and is not 
shown. The model annual mean basic state zonal flow (Fig. 2.4a) is 
symmetric about the equator with strong westerlies near the lateral 
boundaries with moderate easterlies in the equatorial Eastern Hemisphere 
and weak westerlies in the equatorial Western Hemisphere, comparable to 
that of the observed spring (Fig. 1.1b) and observed autumn (Fig. 1.1d) 
basiC states. The model winter basic state zonal flow (Fig. 2.4b) has 
strong westerlies near 300 N and moderate westerlies near 300 S with 
moderate easterlies in the equatorial Eastern Hemisphere and moderate 
22 
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Fig. 2.3 The y-dependent ampli!ude of the zonal velocity (U) and 
meridional velocity (V) of the model basic state wave. 
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westerlies in the equatorial Western Hemisphere, comparable to the 
observed winter basic state (Fig. 1.1a). Finally, the model summer 
basic state zonal flow (Fig. 2.4c) has moderate westerlies near 30 0 N and 
strong westerlies near 300 S with strong easterlies in the equatorial 
Eastern Hemisphere and weak easterlies in the equatorial Western 
Hemisphere, comparable to the observed summer basic state (Fig. 1.1c). 
c) Perturbation Equations 
To obtain the governing equations for the perturbation variables, 
equation (2.6) is substituted into the equations of motion and the 
corresponding equations for the basic state variables are subtracted. 
The terms that are products of perturbation quantities are dropped. 
This gives 
dU ' + u- dU' + dU '+ V- dU ' + dU v' f' + ~ + ' o (2.14)dt ax dX u dY dY - v dX bu 
dV' + u- dV' + dV u' + dV '+ v- dV' + fu' + ~ + bv' = 0 (2.15)~ dX dX dY v dY dY 
dU' dV' dW'
-+-+- = 0 (2.16)dX dY dP 
~ + R T' = 0 (2.17)dP P 
~T' - dT' - dT' (2.18)
_0_ + U -- + V -- - S WI + j T' = 0 
dt dX dY 
27 
with 
A 1 dA (iKx -iKx)u = U (2.19)
- 2' dy e + e 
and 
(2.20)v = 
It can be readily shown that the perturbation equations can be 
satisfied only if u, v, and ¢ have the same vertical structure and also 
if T, ¢ ,and W have the same meridional structure. Although the 
equations are linearized, the presence of a basic state wave in the 
advection terms will give rise to modes other than that of the forcing. 
A forcing mode of azimuthal wavenumber M will interact with the basic 
state wave to produce modes M + 1 and M - 1 which will in turn interact 
with the basic state wave to produce modes M + 2 and M - 2, ad 
infinitum. The dependent variables are expanded spectrally, 
00 
¢ (y»)ei(kmx+Ot)} (2.21)(u,v,¢) = Re {G(p) I [u (y),iv (y),m m m 
m=-oo 
00 i(k +ot)}(T,w,¢) = Re {[e(p), W(p),G(p») I ¢m(y) e m (2.22) 

m=-oo 

where 0 is the angular frequency and k is the zonal wavenumber for 
m 
each mode with positive m and km representing a wave mode with a 
westward phase propagation. It has been assumed that the system has 
reached a dynamical steady state equilibrium with the spectral 
28 
amplitudes and basic state amplitude independent of time. Equations 
(2.19), (2.20), (2.21), and (2.22) are substituted into the perturbation 
equations and spectral terms are collected for each mode. 
Then equation (2.14) gives 
IdA k _ 1:. dA K + 1:. A K ~)(
- 2 dy m-l 2 dy 2 dy um_l 
A 
+ (0 - ib + Uk ) U 
m m 
IdA IdA I d
+ (- - - k + - - K - - A K -) u + (2.23)2 dy m+l 2 dy 2 dy m l 
(_ 1:. d 2 A) A v+ v I + (-f + :~)m- m2 dl 

2
I d A+ (- --) v I + (k ) <Pm = a m+ m2 dy2 
equation (2.15) gives 
A 
+ (- 0 + ib - Uk) v 
m m (2.24) 
+ 
29 
equation (2.16) gives 
dv (y) 
ik u (y)G(p) + i m G(p) + cjl (y) dH(p) o (2.25)
m m dy m dp 
equation (2.17) gives 
dG(p) + R 8(p) = 0 (2.26)dp p 
and with the assumption that the Newtonian cooling coefficient is equal 
to the Rayleigh friction coefficient, equation (2.18) gives 
(- 1 ik dA + 1 i K A~) cjlm-l(y) 8(p)2 m-l dy 2 dy 
"­
+ (icr + b + i Uk ) cjl (y) 8(p)
m m 
(2.27) 
+ (- 1 ik dA - l i K~) cjlm+l(Y) 8(p)2 m+l dy 2 dy 
+ (-s) cjl (y) W(p) = 0 
m 
where 
RT dTs (2.28)
c p - dp 
p 
30 
Equations (2.25), (2.26), and (2.27) can be combined to give 
c p 2 
J.::.. [3. dG(I2) + i d G~p)] / G(p) R dpRT dp 
dv (y) 
Am 1 dA 
= (k u (y) + ] / [(-o+b) ¢ (y) - Uk ¢ (y) + 2~ 1 ¢m-l (y)mm dy m m m y km­
1 d¢m_l (y) d¢m+l (y)
+ 1. dA k +1.A¢m+l (y) --AK K dy ]2 dy m+l 2 dy 2 
(2.29) 
The variables are separated by setting each side of equation (2.29) 
1
equal to - gh where g is the acceleration of gravity and h is a 
separation constant called the equivalent depth. The name of this 
separation constant arises from the Laplace Tidal Equations (e.g. 
Longuet-Higgins, 1968) which are the governing equations for a thin 
layer of incompressible fluid on a rotating sphere. In the Laplace 
Tidal Equations, the equivalent depth is the mean thickness of the fluid 
layer. However, in a stratified atmosphere, the equivalent depth has a 
different interpretation which will be discussed later in this section 
in conjunction with the vertical structure equation. Setting the 
right-hand-side of equation (2.29) equal to - ~ givesgh 
d 1 dk u +-v +J:... (_ 1: dA k +-AK-)

mm dy m gh 2 dy m-l 2 dy ¢m-l 

1 1A 1 dA k+- (0 - ib + Uk ) ¢ +J:... ( --A K ~) 0gh m m gh - 2 dy m+l 2 dy ¢m+l 
(2.30 ) 
31 
1
and setting the left-hand-side of equation (2.29) equal to - gh gives 
o 

The final result is two decoup1ed sets of equations for the 
horizontal and the vertical structure: 
Horizontal Structure Equations 
_ 1 dA k 1 dA 1 d( 2 dy m-l - 2 dy K + 2 A K dy) um_1 
+ (0 - ib + Uk ) u 
m m 
(2.23)+ (_ 1 dA k + 1 dA K _ 1 A K ~) u2 dy m+1 2 dy 2 dy m+1 
2 
+ (_ 1 d A) (-f + dU)v 1 + v m- dy m2 dy2 
2 
+ (_ 1 d A) +1 + (k ) = 0v <Pm m m2 dy2 
+ (1 dA k _ 1 dA K _ 1 A K ~) (2.24) 
2 dy m-1 2 dy 2 dy vm_1 
u
m-1 
+ (d) 0,f>Oy 'I'm 
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(k ) u + (..i..) v + 1:... (- .!. dA k + .!. A K ..i..) ¢ 
In m dy m gh 2 dy m-l 2 dy m-l 
o 
(2.30) 
Vertical Structure Equations 
dG + B:. 0 = 0 (2.26)dp P 
o 
(2.32) 
The vertical structure equations are more readily interpretable in 
geometric height coordinates, where by making use of the hydrostatic 
approximation 
dp = _.&£. dz 
RT 
with z the geometric height, it can be shown that equation (2.31) is 
equivalent to 
(2.34) 
33 
with 
and 
2 q = 
2Thus when q is positive, the wave mode is vertically propagating and 
2
when q is negative the mode is vertically evanescent. For an 
isothermal atmosphere of T = 2500 C, the wave mode is vertically 
propagating if 0 < h < 8400 m and vertically evanescent if h > 8400 m. 
For a stratified atmosphere, h can also have negative values (Lindzen, 
1966) and from equation (2.36) a mode with negative equivalent depth is 
vertically evanescent. 
This study is concerned only with the horizontal propagation of the 
waves, so the solutions to the vertical structure equations will not be 
considered further. 
D) Boundary Conditions 
The purpose of this model is to study the response of the tropics 
to various middle latitude forcing modes. For each forcing mode, the 
azimuthal wavenumber, frequency, and equivalent depth are specified to 
have the same values throughout the tropics as at the middle latitude 
34 
boundary. The meridional wavenumber at the boundary is determined from 
the middle latitude dispersion relation, and is a variable quantity in 
the tropical domain, depending on the variation of the Coriolis 
parameter and the basic state zonally-averaged basic state zonal flow 
with latitude. 
In the model, the basic state wave has been chosen so that its 
amplitude approaches zero at the middle latitude boundaries. Then at 
the boundaries, each mode is independent of the other modes. Also the 
"­
meridional shear of U has been chosen to approach zero at the boundaries 
and it is assumed that there is no dissipation at the boundaries. The 
horizontal structure equations at the northern boundary (which will here 
be considered to be the forcing boundary) for each mode then reduces to 
the simple wave equation 
2 

d v*m 

+ Q,2 v = o
*m *mdy2 
with 
(2.38) 
where U* and f* are the values of U and f at the northern boundary, 
y = +Y (30 0 N), S* = ~~ (y=+Y) is the Rossby parameter, and Q,*m is the 
meridional wavenumber at +Y for mode m. (for notational clarity, the 
35 
value of any quantity at the northern boundary (y = +y) and the southern 
boundary (y = -Y) is denoted by subscripts "*,, and "**", respectively.) 
The general solution to equation (2.37) for a mode with positive 
is 
v = (2.39) 
m 
Then with the zonal and time dependence of equation (2.21), the 
meridional velocity for a single mode at the northern boundary is 
· B i(k x+t* y+at)
= 1 
*m e m m (2.40) 
i(k x-t* y+at)C+ i *m e m m 
(The notation has been simplified by normalizing G(p) to 1.0 and by 
assuming that the real part of the complex quantity is the solution of 
interest.) 
Equation (2.38) is the middle latitude beta plane dispersion 
equation (e.g., Lindzen, 1967) and gives the relationship between the 
wavenumbers and frequency for the so-called Rossby wave. The meridional 
wavenumber plays the role of refractive index and if the zonal 
wavenumber, frequency, equivalent depth, and basic state zonal flow are 
such that t: is negative, the solution is exponential in y and therem 
will be no meridional propagation of wave energy. Only cases in which 
is positive for the forcing mode are relevant for consideration. 
36 
Then the solution represents a meridionally propagating wave and the 
direction of energy propagation is that of the group velocity. For the 
first term in equation (2.40), the meridional component of the group 
veloCity is 
A 229-* k gh(O+U*k )dO m m m (2.41)
= 2 2 /', 3A
- d9-*m 6*k gh + S*(O+U*k) - 2k (o+U*k ) m m m m 
and for the second term in equation (2.40) the meridional component of 
• dOthe group velocity ~s+ -ar . For the sake of argument, let us consider 
*m A dO 
a case in which 9-*m , k , h, 0 , and U* are such that-ar-- is m 
*m 
positive. Then the B*m in equation (2.40) is the amplitude of the part 
of the wave mode propagating energy away from the tropics (reflecting) 
and the C*m is the amplitude of the part of the wave mode propagating 
energy into the tropics (transmitting). Without loss of generality, the 
transmitting part of the meridional velocity of the forcing mode (m = M) 
at the northern boundary is specified to have unit amplitude: 
(2.42) 

The amplitude of the reflecting part of the forcing mode is to be 
determined as part of the solution due to the reflection from the 
tropics. Through interaction of the forcing mode with the basic state 
wave in the tropical domain, modes other than that of the forcing mode 
exist with the same frequency and equivalent depth, but with different 
azimuthal and meridional wavenumbers. For these non-forcing modes there 
37 
is no energy source at the boundary, so the Somerfeld radiation 
condition (e.g., Eliassen and Palm, 1960) is utilized at +Y, that is 
C*m = 0 and B*m is determined from reflection within the tropical 
domain. (A non-forcing mode at the northern boundary may have a 
2
negative £* ,in which case the solution to equation (2.31) is 
Ill, 
exponential and decays to zero as y approaches + 00.) 
At the southern boundary (non-forcing boundary) the wave equation 
for each mode is 
o (2.43) 
with 
(2.44) 
A A 
where U** and f** are the values of U and f at the southern boundary, 
and £** is the meridional 
Ill, 
wavenumber at -Yo For all modes, there is no energy source at the 
southern boundary so the solution at -Y must propagate energy only in 
the southward direction. Then the meridional velocity at the southern 
boundary for each mode is 
i D i(k x-£*~ Y+Ot)
**m e Ill, "Ill, (2.45) 
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2 
where D**m for each mode is determined by the degree of propagation 
from the tropics. (If a mode at the southern boundary has a negative 
t** ,the solution to equation (2.43) is exponential and decays to zero 
m 
as y approaches _ 00.) 
At the boundaries, the zonal velocity field and geopotential field 
are proportional to the meridional velocity field for each mode (The 
2following equations are written for a positive t at the boundary. 
m 
For negative t;m ' t*m is replaced by i\l-t;m and for negative 
t;*m ' t**m is replaced by i V-t;*m .): 
At +Y: 
i(k x+O't) (2.46)i eV* = v*m m 
with i = i B it* y + i -it Y v*m *me m C*m e *m o(m-M) 
i(k x+O't) (2.47)= e m 
with u*m = a B eit* Y + a C -it* y ~( )I,m *m m 2,m *m e m v m-M 
~* = ~ i(k x+O't) (2.48)
'" "'*m e m 
it* y -it y
a B* e m + a C*m e *m o(m-M)3,m m 4,m 
39 
where the M in the delta function refers to the forcing mode, which is 
the only mode that has an equatorward propagation of energy at the 
forcing boundary. 
At -Y: 
i(k X+0t) (2.49)i v**m e m 
= i D -i2**with i 
v**m **m e m 
i(k X+0t)
e m (2.50)u** U = **m 
D -i2**Ctwith 
u**m = 5,m **m e m 
¢ i(k X+0t} (2.51)¢** **m e m 
D -iJ(,**with ¢** Ct **m e mm 6,m 
where 
iQ,* f* + f3 - k 0 m * mCt = (2.52)I,m i2 0- kmf**m 
-i~* f* + S* - k 0m mCt = (2.53)2,m -i~ 0 - k f
*m m * 
f*0Ct = (2.54)
-kCtlm+k3,m 
m' m 
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(J f* CX = 
- k cx2 m + k (2.55)4,m 
m' m 

-is/'**mf ** + 6** - k (J 
mCX = • (2.56)5,m -is/' (J- k f****m m 

(J f**
(1 
--cx +-- (2.57)6,m k 5,m k 
m m 
Finally, in terms of vm ' ~ , and ¢m ' there are two independent 
boundary conditions for each mode at both boundaries. 
At +Y: equations (2.46) and (2.47) give 
-CX v* + u*m = i(CXl - ) o(m-M) (2.58),m ,m,m 
and equations (2.46) and (2.48) give 
l m u 2 
= i(U - (14 ) o(m-M) (2.59)3 ,m ,m 

And at -Y: equations (2.49) and (2.50) give 

o (2.60) 
and equations (2.49) and (2.51) give 
o (2.61) 
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As will be shown in the next section, it will only be necessary to 
utilize three of these four boundary conditions. 
E) Method of Solution 
The equations (2.23), (2.24), and (2.30) that describe the 
meridional structure of the zonal velocity, meridional velocity, and 
geopotential fields comprise an infinite set of coupled linear first 
order ordinary differential equations with latitudinally varying 
coefficients. Fortunately, in cases of relatively high forcing 
frequencies and low forcing wavenumbers, almost all the energy of the 
response to the forcing will be in the forcing mode and modes with 
azimuthal wavenumbers close to that of the forcing mode. A convergent 
solution can then be obtained by truncating the equations to a finite 
number of modes. In this model, the equations are truncated to eight 
modes centering about the forcing azimuthal wavenumber M: m =M-3, M-2, 
••• , M+3, M+4. For example, if the forcing mode has azimuthal 
wavenumber 5, the equations are truncated to include only modes with 
azimuthal wavenumbers from M-3 = 2 to M+4 = 9. The meridional structure 
of the 24 spectral amplitudes ~-3 ' ~-2 ' ••• , u +4 ,v 3 ' M M-
is then determined by 24 coupled linear first 
order ordinary differential equations and 24 boundary conditions. 
Rewriting equations (2.23), (2.24), and (2.30), the 24 differential 
equations in shorthand form are 
42 
(2.62) 
0] 
M+4 

I [clou _l + CllUm + C12Um+l
m (2.63)m=M-3 

dV
m+l 0]+ ClSVm + C16 dy 
(2.64) 
where (u,v,$) 4 = 0, (u,V,$) s = 0, and the c's are latitudinallyM- M+ 
varying coefficients that dependent on the basic state, Coriolis 
parameter, frequency, and mode m. 
For each of the eight modes, three boundary conditions are needed. 
Any combination of three of the four equations at the end of the last 
section will give equivalent results. Equations (2.58), (2.60), and 
(2.61) have been chosen and are rewritten: 
i(a - a ) 6(m-M)] (2.65)l ,m 2 ,m 
M+4 
I [-as v** + u** = 0] (2.66)
m=M-3 ,m m m 
M+4 
I [-a6 v** + $**m = 0] (2.67) m=M-3 ,m m 
The problem is that of a two point boundary value problem. There 
are 24 first order differential equations over the interval (-Y, +Y), 16 
- - -
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boundary conditions specified at the initial value of the independent 
variable y = -Y, and 8 boundary conditions specified at the terminal 
value of the independent variable y = +Y. It is convenient to solve 
these equations by the method of adjoints (Roberts and Shipman, 1972, 
pp 17-49). 
With every set of linear differential equations is associated a 
companion set of equations called the adjoint equations, which are 
defined as the set of homogeneous linear ordinary differential equations 
whose matrix of coefficients is the negative transpose of the matrix of 
the original set of linear ordinary differential equations. Adjoint 
equations are useful for solving this problem because the initial (-y) 
and terminal (+Y) boundary conditions of the adjoint equations are 
related to the initial and terminal boundary conditions of the original 
equations by an identity called the fundamental identity for the method 
of adjoints, derived by Goodman and Lance (1956). 
To facilitate the use of the method of adjoints, the system of 24 
equations is written 
-+ 
E dr = -+L r 
- dy 
-+ (2.68)dr -1 -+ -+ 
or = E, I r l! rdy 
with 
-+ 
r a 24-component vector (r1 = ~-3 ' r 2 = ~-2 ' ••• , r 24 =¢M+4) 
and E, F, and Hare 24 x 24 component matrices. The adjoint system of 
equations corresponding to equation (2.68) is 
ds-+ 
= (2.69)dy 
44 
where; is the 24 component adjoint variable vector and gT is the 
transpose of H. The adjoint equations, like the original system, are a 
set of 24 linear first order ordinary differential equations with 
latitudinally variable coefficients. 
The 24 boundary conditions given by equations (2.66), (2.67), and 
(2.65), respectively are written 
o (2.70.1) 
o (2.70.8) 
o (2.71.1) 
= o (2.71.8) 
o (2.72.1) 
= (2.72.4) 
o (2.72.8) 
where the only nonhomogeneous boundary condition is equation (2.72.4) 
which represents the forcing. 
The fundamental identity for the method of adjoints is given by 
Roberts and Shipman (1972, p 19): 
45 
24 24 
I S*, r~. o ~ ~~ I S**i r**i = i=l i=l 
This gives a relationship between the r, variables of the original 
~ 
equations and the adjoint variables s. at the initial and terminal 
~ 
boundaries. This identity in conjunction with the set of adjoint 
equations and the boundary conditions at +Y (equation 2.65) will be used 
to find additional conditions at -Yo 
In this method, the adjoint equations are integrated backwards from 
+Y to -Yonce for each of the eight boundary conditions at +Y. For the 
first backward integration, the terminal boundary condition (2.72.1) is 
used. The values of the adjoint variables at the terminal boundary are 
then chosen to be 
= 1 all other s*, = o (2.74) 
~ 
so that the fundamental identity (2.73) will be in terms of values of 
the original variables and adjoint variables at only the initial 
boundary: 
24 
(2.75)I S**i r**i = 0i=1 
So with the values of the adjoint variables at the terminal boundaries 
given by equation (2.74), the set of adjoint equations (2.69) is 
integrated backwards from +Y to -Y to obtain s**i • The integration is 
performed with the center difference equation corresponding to equation 
(2.69) : 

6 
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+(n+l) +(n) T( +~) +(n+l) +(n)s - s 
= - l! n 2 (s 2 + s ) 
(2.76) 
+(n) 1 + 1 HT(n+~)] +(n+1)
or s 2 ..... s 
where n refers to a y-grid-leve1 in Fig. 2.5 and the y-interva1 
56 = 2.779 x 10 m, corresponding to 2.5 degrees latitude. The integration 
along with the fundamental identity (2.75) will provide an equation in 
the original variables at the initial boundary, -Y. 
After repeating analogous backward integrations for the other seven 
terminal boundary conditions, the eight new conditions at -Yare given 
by (2.75). These together with equations (2.70) and (2.71) allow the 
dependent variables throughout the domain to be determined by 
integrating forward with the center finite difference equation 
corresponding to equation (2.68) : 
+(n+1) +(n) 
r - r 
6 (2.77) 

~+1 
or r = 
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+Y(300N) n 25 
n = 24 
n = 23 
!:. 2.5° ! 
n = 22 
n = 4 
n = 3 
n = 2 
n = 1 
Fig. 2.5 Finite difference grid for general model. 
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CHAPTER III 
NONDIVERGENT MODEL 
A) Perturbation Equations 
As shown in a scale analysis by Charney (1963), large scale 
tropical motions are quasi-horizontal and quasi-nondivergent in the 
absence of condensation. Thus it is a fair approximation to consider a 
nondivergent atmosphere in which the perturbation velocity as well as 
the basic state velocity is nondivergent. Then the perturbation 
continuity equation (2.16) reduces to 
au+av = 0 (3.1)
ax ay 
This approximation, which is approached in the general model as the 
equivalent depth tends to infinity, decouples the horizontal from the 
vertical structure and makes the model strictly two-dimensional. The 
process of finding the solution to the perturbation equations is 
considerably simplified because the hydrostatic and thermodynamic 
equations are irrelevant in the consideration of such an idealised fluid 
medium. The horizontal structure is completely specified by equation 
(3.1) along with the zonal and meridional momentum equations of motion 
(2.14) and (2.15) which are repeated here 
au + u- au + au u - au au a¢+ V + V fv + ~x + bu o (3.2)at ax ax ay dy ­ 0 
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av + 	u av + av + av v + V av + fu a<p
at ax ax u ay ay + ay + bv o 
with 	the basic state field the same as that in the general model. 
From equation (3.1) a perturbation streamfunction can be defined 
l:1!.u = v 	 (3.4)
= ax 
substituting equation (3.4) into equations (3.2) and (3.3) and then 
subtracting the partial derivative of equation (3.2) with respect to y 
from the partial derivative of equation (3.3) with respect to x gives a 
single governing equation for one variable, ~ • It is known as the 
vorticity equation: 
= o 
2 dV au 
where ~ ~ = ax - ay is the vorticity, and subscripts represent 
partial differentiation. Thus the horizontal structure in the 
nondivergent model can be determined by solving for the streamfunction 
in the vorticity equation (3.5) along with the appropriate boundary 
conditions. This is in contrast to the general model in which the 
horizontal structure was determined by finding the simUltaneous solution 
to three partial differential equations in three dependent variables. 
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The streamfunction is expanded spectrally 
~ = Re {I00 ~m e i (kmx+0t)} (3.6) 
m=-oo 
which upon substitution into equation (3.5) gives 
2 
_ k dA d ~m-~ 
m-l dy dy2 
2 d
2U 
k df k ­
m d 2 + [ d __ wm + (-k2 m dy y+ (3.7) 
A )m w Jdy2 A a-ib+Uk a-ib+Uk m 
m m 
d3~ d2~ 
+ 
1 m+l 
_ k dA m+l [ - KAA m+l dy2(a-ib+Uk ) dy3 dy2
m 
o 
This represents a set of infinite linear third order coupled ordinary 
differential equations with latitudinally varying coefficients, which 
will be solved after truncating to a finite number of modes and applying 
the appropriate boundary conditions. 
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B) Boundary Conditions 
As in the general model, there is no basic state wave or 
dissipation at the boundaries. At the northern boundary, the vorticity 
equation (3.7) reduces to 
d2~ 
*m 29- ~ o (3.8)2 + :: *m *mdy 
for each mode m with 
R,2 (3.9 )
*m 
and U* is evaluated at 30 oN. 
The general solution to equation (3.8) for positive 9-;m is 
,I, Q iR,* y + C -i9-* y (3.10)
'i'*m= "'*me m *m e m 
so that with the zonal and time dependence of equation (3.6) the 
streamfunction for a single mode at the northern boundary is 
,I, 8 i(k x+R,* y+at) + C i(k x-9-* y+crt) (3.11)
'i'*:: *m e m m *me m m 
From the dispersion relationship, equation (3.9), the group 
velocity for the first term in equation (3.11) is 
ocr 2B*k 9-*m 'm (3.12)
- oR,* :: 
m 
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dO
and for the second term is + ~. For a forcing wave with westward 
*m 
phase speed (positive k), the group velocity is southward for the second 
term in equation (3.11). This transmitting part of the forcing wave 
(m = M) is normalized so that its meridional velocity at the northern 
lboundary has an amplitude of 1 ms- : 
(3.13) 
As in the general model, the amplitude of the reflecting part of the 
forcing mode is to be determined as part of the solution due to the 
reflection from the tropics. From the Somerfeld radiation condition, 
C* is equal to zero for the nonforcing modes. 
m 

At the southern boundary: 

= o (3.14) 
with 
(3.15) 
and U** is evaluated at 30 o S. The Somerfeld radiation condition that 
requires the energy propagation to be southward gives 
i(k x-i** y+at)D**me m m (3.16) 
for each mode. 
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Then requiring the meridional velocity, zonal velocity, and 
geopotential to be continuous at the boundaries gives 
at +Y: 
(3.17) 
• Q, y -H Y 
= iQ, B e1 *m - iQ,*mC*me *m 6(m-M) (3.18)
*m *m 
Q,2 C -iQ,* Y 6(m-M) (3.19)
*m *me m 
and at -Y: 
,I, D H** Y (3.20)
'+'**m = **me m 
dlj!**m 
• 0 D iQ,** Y
= -1N e' m <3.21)dy **m **m 
2 
d lj!**m 2 
= 
_0 D iQ,** Y (3.22)N**m **me mdy2 
And finally, eliminating the constants Bm, em' and Om from equations 
(3.17) to (3.22) gives the four boundary conditions for each mode: 
(3.23) 
d2lj!
*m 2 
+ Q,* lj! ... o (3.24 )2dy m Am 
o (3.25 ) 
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2 
d l/J**m + Q,2 l/J o (3.26)
**m **mdy2 
(As in Chapter II, the equations have been written for positive Q,2 at 
m 
the boundaries. For negative Q,2 Q,m is replaced by i V-Q,; .)
m 
C) Method of Solution 
Convergent solutions can be obtained by truncating the 
streamfunction to eight modes centered about the forcing mode M: 
M+4 
= Re[ I (3.27) 
m=M-3 
Then the problem is to solve a two-point boundary value problem with the 
set of eight coupled third order ordinary differential equations 
corresponding to equation (3.7) in the domain interior with boundary 
conditions (3.23) and (3.24) at +Y and (3.25) and (3.26) at -Yo Because 
in this nondivergent model there is only one dependent variable for each 
mode instead of three as in the general model, the available computer 
memory is sufficient to solve the corresponding system of finite 
difference equations by matrix inversion. This is an order of magnitude 
less expensive than finding the solution with the method of adjoints. 
With the y-grid-interval again equal to 2.5 degrees latitude, the 
finite difference grid is schematically given in Fig. 3.1. Because the 
differential equations of (3.7) are third order, it is necessary to 
write each of the finite difference equations with four grid levels. At 
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+Y (300N) n = N 26 

n N-l 25 
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n = N-3 23 

n = 5 
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n = 3 

-Y(300S) n ;; 2 
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Fig. 3.1 Finite difference grid for nondivergent model. 
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the 23 grid levels n = 3 through n = N-1 = 25, the finite difference 
analogs of equation (3.7) are written with the four point 
forward-centered formulae of Abramowitz and Stegun (1965, p 914): 
(3.28) 
dy2 
d3W(n) 
_-:;.:m:..­ = 
dy3 
C3. 29) 
(3.30 ) 
Then the finite difference equation corresponding to equation (3.7) for 
mode m at y-grid-level n is 
d w(n-2) + d w(n-l) + d wen) + d w(n+l) 

1 m-l 2 m-l 3 m-l 4 m-l 

(3.31) 

+ d w(n-2) d ,I,(n-l) d ,I,(n) + d ,I,(n+l) o+ 9o/m+l + lOo/m+l llo/m+l8 m+l 
where the coefficients are dependent on m and n. 
At +Y, the finite difference analogs of equations (3.23) and (3.24) 
with (3.28) and (3.29) are respectively for each mode: 
~ ,,,(N-2) _ l W(N-l) + (~ _ i~ ) weN) 
6~ o/m ~ m 2~ *m *m 
2£'*m 
- -- o(m-M)k 
m 
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and 
(3.33) 
At -Y, it is necessary to use the backward-centered finite 
difference formula from Abramowitz and Stegun (p 914) for the first 
derivative: 
d1}i(n) 

**m 1 [_21}i(n-1) 1}i(n+2)]

= dy 6fj m m 
Then the finite difference analogs of equations (3.25) and (3.26) with 
equations (3.34) and (3.29) are respectively for each mode: 
(_...!..) 1}i(1) + (_ 1 + i£ ) 1}i(2) + (!)1}i(3) + (_...!..) 1}i(4):: 0 (3.35) 
3fj m **m m fj m 6fj m 
and 
(3.36) 
Thus for the 8 x 27 = 216 spectral amplitudes there are 8 x 23 = 184 
interior finite difference equations of the form (3.81) and 8 finite 
difference equations each for the 4 boundary conditions (3.32), (3.33), 
(3.35), and (3.36). The set of 216 finite difference equations is given 
-+(n) 
symbolically by equation (3.37) where each 1}i is an eight component 
vector and each Q is an 8 x 8 complex matrix. 
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01 1 	01 2 01 3
,.......' ,......., --, 
Q2 1 02 2 °2 3 Q2 4 ,......., --, -,
~, 
_3,1 	_3,2 _3,3 _3,4 
04 2 04 3 04 4 04 5 
° 	 ° ° ° 
......... , 	 ....... , -,-, 

05 3 05 4 05 5 05 6 
......., 	 .......' ......., ......., 

~23,22 	~23.23 ~23,24 ~23,25 
024 23 024 24 024 25 024 26 
....... , 	 .......' ....... , ......... , 
° ° ° Q_25,24 	_25,25 _25,26 _25,27 
Q 	 ° ° °
_26,24 	_26,25 _26,26 _26,27 
~27,25 	~27,26 ~27,27 
-r(1)
\Ii 0 
~(2) 0 
-+(3)
1jJ 0 
-+(4 )
1jJ 0 
-+( 5)1jJ 0 
= 
~(23) 0 
~(24) 0 
~(25) 0 
-+~(26) 1;'
LM 
~(2i') 0 
(3.37) 
The 	 first row corresponds to equation (3.36), the second row to equation 
(3.35), rows 3 through 25 to equation (3.31), the second to last row to 
-+ 
equation (3.32), and the last row to equation (3.33). The F in the 
M 
right 	hand side column represents the lateral forcing of equation 
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(3.32). The spectral amplitudes for the stream function are determined 
by inverting the 216 x 216 complex matrix. Having obtained the spectral 
amplitudes of the streamfunction, the velocity components for mode m 
at y-grid-level n are from equation (3.4): 
~(n-l) _ ~(n+l) 
(n) m m 
u = 	 0.38) 
m 	 26. 
and 
(n)
v = ik ~(n) 0.39) 
m mm 
The geopotential is determined by gathering spectral terms of equation 
(3.2): 
A 
+ 2(0 ~ - ib ~ + Uk ~ + fk + i dU k ) ~(n) 0.40)dy dy m dy m dy m 	 m 

2
dA d dA d K A L + d A 	 ,I,(n) ] 
+ (- km+l dy dy + K dy dy - dy2 	 km+l dy2) 'f'm+l 
with 
d~(n) ~(n+l) _ ~(n-l) 
m m m 0.41)
dy 	 26. 
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and 
(3.42) 
Fortunately, most of the off-diagonal elements of the matrix in 
equation (3.37) are zero and a band matrix inversion subroutine can be 
used. Resolution of 0.5 0 latitude for eight mode truncation, 1.0 0 
latitude for nine mode truncation, and 2.5 0 latitude for eleven mode 
truncation can be attained with the available computer memory. 
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CHAPTER IV 
NONDIVERGENT MODEL RESULTS 
In this chapter, the results for the simplest model will be 
presented first and then results from the model with a succeedingly more 
realistic basic state will be examined. Section A will deal with a 
model with no basic state; in Section B, a meridionally varying 
zonally-averaged basic state zonal flow will be incorporated; and in 
Section C a basic state stationary wave will be further included. 
A) No Basic State 
i) No dissipation 
In this simplest possible model with no divergence, no basic state 
flow, and no dissipation, the equations of motion (3.2) and (3.3) reduce 
to 
au +~ (4.1)at - fv ax = 0 
av + fu + 21 = 0 (4.2)at ay 
and the vorticity equation, (3.5), reduces to 
(4.3) 
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With no basic state wave to interact with the forcing mode, there 
are no nonforcing modes and the solution (3.6) is just 
1jJ i(kx+crt)1jJ = M e (4.4) 
with 
d1jJM i (kx+<Jt ) 
u = - -- e (4.5)dy 
and 
v = ik1jJM ei(kx+<Jt) (4.6) 
In this notation, it is assumed that <J is always positive so that 
positive k represents a waVe with westward phase velocity and negative k 
represents a wave with eastward phase velocity. (To simplify the 
notation, the M subscript on the zonal and meridional wavenumbers is 
dropped in this section.) 
The y-dependent part of the solution at the northern boundary is 
governed by the wave equation corresponding to (3.8) 
2 
d 1jJ*M 
+ !l,2 0 (4.7)1jJ*M*dy2 
with 
2!l,2 
- k + 8 k
* * <J (4.8) 
The meridional wavenumber, !l,* , can be regarded as the refractive 
2index. When the refractive index is real and!l,* is positive, the mode 
is propagating in the meridional direction. On the other hand, when the 
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2
refractive index is imaginary and t is negative, the mode is
* 
evanescent. In terms of the zonal phase velocity, equation (4.8) can be 
rewritten as the Rossby wave dispersion equation in the absence of a 
basic state zonal flow (more general form will be presented in next 
section) 
0­
== k (4.9) 
0­
where is the westward phase velocity. In order for t; to bek 
positive: 
(4.10) 
that is the phase velocity must be westward but less than the maximum 
westward Rossby phase velocity. For each forcing mode, the frequency 
and zonal wavenumber are specified and the meridional wavenumber is 
determined from equation (4.8). Only those combinations of zonal 
. 2
wavenumber and frequency for wh~ch t* is positive and the mode is 
meridionally propagating are relevant for consideration. 
For westward propagating waves, t; as a function of azimuthal 
wavenumber (the azimuthal wavenumber is the number of wavelengths around 
a latitudinal circle and is proportional to the zonal wavenumber, 
M = ak, where a is the radius of the earth, 6.37 x 106m ) and period 
( T = 2TI) is shown in Fig. 4.1 a). The unshaded area is the range over0­
which t; is positive and the wave mode is meridionally propagating. 
For increasing azimuthal wavenumber and period, the meridional 
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Fig. 4.1 Forcing modes at northern boundary (30 0 N) with no basic state. 
a) refractive-index-square, ~;, (lO-12m-2); b) incident 
momentum flux, <vu>*, (m2s-2); c) incident ener~y flux, 
-<v¢>*, (m3s-3). Shaded area indicates negative ~* . 
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wavenumber increases and thus the meridional wavelength decreases. 
-12 -2(For example, a value of ~~ = 1.0 x 10 m corresponds to a meridional 
2rr
wavelength of ~ =57 degrees latitude and a value of 
2 * 
hn* -- -2 d t 0 mer~ ~ona11theng f5.0 x 10-12m correspon s a "d" wave 0 25 
degrees.) Modes with a large azimuthal wavenumber and a short period do 
not propagate because their westward phase velocity is greater than the 
maximum Rossby phase velocity. 
In equation (3.13), the incoming portion of the forcing wave is 
-1
normalized to have a meridional velocity of magnitude 1 ms at the 
forcing boundary. From equations (4.5), (4.6), and (3.10) the zonal 
velocity of the incoming wave is in phase with the meridional velocity 
and has a relative amplitude t. The zonal momentum flux, that is the 
transport of eastward momentum by the meridional velocity, is given by 
the covariance of v and u : 
1 
<vu> JL v u dx (4.11) 
L x=O 
where L is the zonal wavelength. Since the incoming meridional velocity 
lis always normalized to have a magnitude of 1 ms- and u is in phase 
with v, the zonal momentum flux associated with the incoming wave is 
proportional to~ and is shown in Fig. 4.1 b). It is seen that the 
incoming momentum flux increases with increasing period and azimuthal 
wavenumber. The value of <vu> is positive, indicating a northward 
propagation of momentum flux. (The opposite direction of the momentum 
flux to the energy flux is a characteristic of the Rossby wave which 
will be discussed in more detail shortly.) 
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From equation (4.1), the geopotential at the northern boundary is 
(4.12) 
The covariance of v and ~ is the wave energy flux due to pressure work: 
1 LJ v~ dx (4.13)
L x=O 
In equation (4.12), f* is significantly larger than a for the period 
range that will be considered and ~ is between 900 and 1800 out of 
phase with v. Therefore <v~> is negative and there is a net southward 
energy flux. Fig. 4.1 c) shows the southward energy flux of the 
incoming wave as a function of azimuthal wavenumber and period. There 
is a strong decrease of energy flux with increasing wavenumber and a 
moderate decrease with increasing period. The physical reason for the 
strong dependence on azimuthal wavenumber is that in the zonal momentum 
equation of motion (4.1), there is an approximate balance between the 
a~Coriolis force, -fv, and the pressure gradient force, ax ' in the 
middle latitudes. For a larger azimuthal wavenumber, a smaller 
amplitude is required to balance -fv. 
In the tropical interior, the governing equation (4.1) can be 
written 
(4.14)= o 
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where now 
= (4.15) 
is the meridionally varying refractive-index-square which is maximum at 
the equator and symmetric about the equator. Since 
df 2r:l -11 -1dy (Y) B* = a cos (30D) = 1. 98 x 10 ms and 
df 2r:l -11 -1(0) COS(OD) = 2.29 x 10 ms , there is little variationdy a 
of the refractive index over the domain. The criterion for the WKB 
approximation to be appropriate, that is the fractional change in the 
meridional wavenumber over a wavelength is small, 
di 2rr 
dy i 
« 1 (4.16)i 
is satisfied, so physically there is little reflection. Then the 
y-dependent part of the solution in the tropical domain can be 
approximated by the WKB solution: 
= l' f9:; -[i / idy] (4.17)
1/JM ikV-i- e Y 
so that 
II = (4.1Ba) 
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and 
[i (kx- l Q,dy+0t)] 
v = ~ e y (4.18b) 
Thus v (u) is a weak minimum (maximum) at the equator where Q, is a 
maximum and is a weak maximum (minimum) at the middle latitude 
boundaries. Fig. 4.2 shows the response of the velocity field in the 
tropics at a given time as a function of latitude and longitude for 
M = 3, T = 6 days. Because u and v of the incoming wave are in phase 
and there is negligible reflection, u and v are in phase throughout the 
domain, u being a maximum at the longitude that v is a maximum. The 
meridional variation of the amplitude of u and v is too small to be 
-1 -1
noticeable on this figure with v(Y) = 1.00 ms ,v(O) = 0.94 ms 
u(y) = 1.57 ms-1 , u(O) = 1.68 ms -1 • The lines in Fig. 4.2 represent the 
phase lines kx - J Q,dy + at = 0 where the velocity is zero. Since Q, 
o 
-7 -1 -7 -1
varies only from 7.41 xlO m at y =Y to 8.17 xlO m at y = 0 
J Q,dy ~ ~(y-Y) and the phase lines are almost straight lines. The 
meridional distance between the phase lines is half the meridional 
wavelength. In this case the meridional wavelength is 76 degrees of 
latitude. The phase lines and the velocity field propagate 
northwestward with a period of 6 days. The meridional component of the 
phase velocity is northward while the group velocity and energy 
propagation are southward. This is a well known characteristic of the 
Rossby wave (Platzman, 1968). 
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Fig. 4.2 	 Velocity field response to a forcing wave mode at 30 0 N of azimuthal wavenumber M 3 and period 
T = 6 days with no basic state. 
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From equations (4.11) and (4.18), the zonal momentum flux is 
independent of latitude and throughout the domain is equal to its 
northward value at the northern boundary. There is no convergence of 
zonal momentum flux at any latitude and the zonally-averaged zonal 
momentum is constant and equal to zero throughout the domain. This is 
the beta-plane analog to the conservation of angular momentum in a 
spherical atmosphere (e.g., Hess, 1959, pp 338 - 342). 
Fig. 4.3 shows the latitudinal variation of the geopotential 
amplitude as a function of azimuthal wavenumber for T = 6 days. 
Whereas the amplitudes of u and v have little variability with latitude, 
the amplitude of the geopotential decreases strongly equatorward. 
Corresponding to equation (4.12) in the tropical domain: 
- k1 (au+ifv) (4.19) 
where f = 2Q sinC.Y.) varies from 7.29 xlO-5s-l at y = Y to zero at 
a 
y = O. Physically the pressure gradient force and thus the geopotential 
must be weak at the equator because the Coriolis force is zero. 
From equations (4.13) and (4.19) the energy flux can readily be 
shown to be related to the momentum flux 
<yep> = - ka <VU> (4.20) 
This relationship between the momentum flux and the energy flux in the 
absence of a basic flow is a special case of the Eliassen-Palm 
relationship (Eliassen and Palm, 1960), which will be given in its 
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general form in the next section. So even though the geopotential 
varies with latitude, the energy flux is independent of latitude and of 
opposite direction to the momentum flux. The energy flux is constant 
because there is no dissipation and there is no basic state to absorb or 
give up energy. 
With the kinetic energy per unit mass defined 
K (4.21) 
it follows from equations (4.1) and (4.2) that 
aK 
= a (u¢) + ~ ¢ a (v¢) + av ¢ (4.22)at - ax ax - ay ay 
The second and fourth terms on the right-hand-side add to zero because 
of the nondivergence of the velocity field. In taking the average over 
a zonal wavelength, the first term is zero leaving the simple kinetic 
energy balance equation 
-<-
a (v¢» (4.23)ay 
which states that the time rate of change of the kinetic energy averaged 
over a zonal wavelength is equal to the zonally-averaged convergence of 
aK 
wave energy flux. Since in a dynamical steady state <at> = 0 , the 
convergence of wave energy flux must be zero and <v¢> equal to a 
constant. 
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ii) Dissipation 
When dissipation is included in the model, the equations 
corresponding to (4.1), (4.2), and (4.23) become 
dU
at- ~+~ - bu (4.24) 
dV d~fu - bv (4.25)~+ +Ty 
<dK> a 2 2
= <ay (v~» - b<u +v > (4.26)at 
where b is the Rayleigh friction coefficient. The value of this 
parameter is very difficult to determine accurately from data, but most 
estimates give its value as corresponding to an e-folding time of 15 ­
30 days in the upper troposphere (e.g., Charney, 1959). 
For M = 3, T = 6 days, Fig. 4.4 a) shows the latitudinal dependence 
of the kinetic energy for damping coefficients corresponding to 
e-folding times of 30, 20, and 15 days compared to the case with no 
• 
dissipation. With damping, there is a steady decrease in kinetic energy 
away from the forcing boundary. At this short period, the response is 
not strongly dependent on the choice of the Rayleigh friction parameter. 
Fig. 4.4 b) shows the corresponding southward energy flux. From the 
energy balance equation, (4.26), it is seen that with energy 
dissipation, -<d~ (v~» is required to be positive in a steady state 
solution which implies that the southward energy flux -<v~> decreases 
away from the forcing boundary. 
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-1 -1 
For b = 30 days (from here on a Rayleigh friction coefficient 
-1 -1
of b = 30 days is used unless otherwise stated), Fig. 4.5 a) shows 
the latitudinal kinetic energy response as a function of forcing period 
and Fig. 4.5 b) shows the latitudinal kinetic energy response as a 
function of forcing azimuthal wavenumber. It is seen that dissipation 
has a stronger effect on waves of large period and large azimuthal 
wavenumber. 
These results can be explained in terms of the refractive index. 
With dissipation, the refractive-index-square corresponding to equation 
(4.14) is complex: 
= (4.27) 

with 
y + if (4.28) 
and for 2b 2 «a the real part of the refractive index is approximately 
(4.29) 

and the imaginary part of the refractive index is approximately 
b 	df 
dy (4.30)r == 2 df2(-ka + 0-)dy 
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The WKB solution for v corresponding to equation (4.14) is 
{i[- fY (Y+ir)dyl+kx+0t}
v = e y (4.31) 
or since y(y) and r(y) are approximately constant 
J!i­ e [(-r+iy) (Y-y)+kx+0t] (4.32) 
Thus v and similarly u and ~ decay from the forcing boundary as 
exp(- r y ), and the energy, energy flux, and momentum flux decay as 
exp(-2 r y ). From equation (4.30), the decay constant is larger for a 
larger b or k(M) and a smaller 0 (larger T ). 
B) Zonally-Averaged Basic State 
In this section, the basic state which is prescribed to be the 
observed seasonal zonally-averaged zonal flow of Fig. 2.2, is 
considered. Now the equations of motion (3.2) and (3.3) are reduced to 
au + u au + au v _ fv + ~x~ + bu == 0 (4.33)
at ax ay 0 
and 
av + u av + fu + ~y + bv = 0 (4.34)
at ax 0 
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and as in Section A, the only mode in the solution is that of the 
forcing mode. 
i) Middle latitude forcing modes 
The refractive-index-square at the northern boundary corresponding 
to equation (3.9) is 
R,2 (4.35)
* 
= 
where U* is the zonally-averaged zonal flow at the northern boundary, 
l lwith a value of 27 ms- in the annual mean, 38 ms- in the winter, and 
-111 ms in the summer. In terms of the zonal phase velocity, equation 
(4.35) can be rewritten as the Rossby wave dispersion equation (e.g., 
Holton, 1972b, p 180) 
a 
= (4.36)k 
and corresponding to equation (4.10), the restriction on the zonal phase 
velocity in order that be posi tive is 
(4.37) 
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This states that the zonal phase velocity must be westward with respect 
to the basic state zonal flow but with a phase speed less than that of 
the maximum Bossby wave speed with respect to the basic state, for the 
wave to propagate meridionally, as shown by Charney (1969). 
For westward waves (positive k), since U* is positive, the 
left-hand-side of inequality (4.37) is always satisfied. The 
A 
right-hand-side is more restrictive when U* is larger. Thus the range 
of frequency and wavenumber for meridionally propagating wave modes is 
~2largest in summer and smallest in winter. Fig. 4.6 shows as a
* 
function of azimuthal wavenumber and period for the three different time 
A 
mean basic flows as well as in the absence of U* • The = 0 line 
corresponds to the maximum westward Bossby phase speed with respect to 
the basic state: 
(4.38) 
A 
The effects of the decrease in by a positive U* are a restriction 
of the meridionally propagating modes to low wavenumber, and an increase 
in the meridional wavelength of the propagating modes. These effects 
are strongest in the winter and weakest in the summer. 
As in Section A, the zonal velocity associated with the incoming 
wave is in phase with the meridional velocity and has a relative 
~* 
amplitude Jr. With 	the incident meridional velocity amplitude 
l
normalized to 1.0 ms- , the amplitude of the incident momentum flux, 
<uv> defined by equation (4.11), is equal to half the amplitude of the 
incident zonal velocity amplitude. Fig. 4.7 shows the seasonal 
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dependence of <uv> as a function of azimuthal wavenumber and period. 
For given M and T , the incident momentum flux is largest with no basic 
state, next largest in the summer, next largest in the annual mean, and 
smallest in the winter basic state. This follows from equation (4.33), 
~ 
where for given positive k and cr , is smaller for larger U* • 
The geopotential at the forcing boundary corresponding to equation 
(4.12) is 
(4.39) 
Thus for larger U* , the geopotential and the energy flux defined by 
equation (4.12) of the incoming forcing wave is larger. Fig. 4.8 shows 
the incoming energy flux for the seasons as a function of period and 
azimuthal wavenumber. The incoming energy flux is largest in the 
winter, next largest in the annual mean, next largest in the summer, and 
smallest in the absence of a basic state for a given Mand T • As in 
the case with no basic state, there is a strong decrease of energy flux 
with increasing azimuthal wavenumber for each season. 
~ 
With U*= 0, as shown in Section A, eastward waves (negative k) 
A 
could not propagate meridionally; however with a finite U* , some 
eastward waves may propagate. These are the eastward waves that 
propagate westward with respect to the basic state zonal flow with a 
phase speed less than the maximum Rossby wave phase speed. In a later 
subsection, it will be shown that the equatorial response to these 
middle latitude eastward forcing waves is negligible. 
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ii) Seasonal differences in the tropical responses 
In the tropical interior, the governing equation (3.7) reduces to 
= o 	 (4.40) 
with 
2",
k(df _ d U) 
2 dy d 2 
= - k + ------"-y- (4.41)
'" cr-ih+Uk 
where now the real and imaginary parts of the refractive index 	are given 
df
'" by equations (4.29) and (4.30) with cr replaced by cr + Uk and dy 
df d26
replaced by dy - dy2 
A 
With the large decrease in U from the boundaries to the equator in 
2
all seasons,i increases rapidly equatorward, the criterion for the WKB 
approximation is no longer valid, and significant internal reflection 
occurs. For a typical westward wave of azimuthal wavenumber M = 3 and 
_()2
period T = 6 days, Fig. 4.9 shows the latitudinal dependence of ReLh J 
2for the three seasons and in the absence of a basic state. (Im[i J is 
three orders of magnitude smaller than Re[i2 ] and is not shown. From 
here on it will be implied that refractive-index-square refers to 
Re[i2 ].) 
Fig. 4.10 shows the velocity field as a function of latitude and 
longitude for M = 3, T = 6 days, in the annual mean. The solid lines 
are the v-phase lines where the meridional velocity is zero and the 
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dashed lines are the u-phase lines where the zonal perturbation velocity 
is zero. If there were no internal reflection, as in the case with 
A 
U = 0, u and v would be in phase throughout the domain. With 
reflection, the zonal and meridional velocity of the northward energy 
propagating part of the solution are 180 degrees out of phase (assuming 
a local wave solution, ~ =~Mexp[i(kX+tY+0t)] represents a wave with 
northward group velocity with u = -itW and v = ikW). For this case, 
the u and v phase lines are close to being in phase throughout the 
domain so there is relatively little internal reflection. The velocity 
components are always in phase at 300 S because of the use of the 
radiation condition (no reflection at the southern boundary) and because 
of the continuity of u and v at the boundary. The amplitudes of u and v 
are shown for the three seasons and in the absence of a basic state in 
Figs. 4.11 a) and b). Although the WKB solution no longer applies 
quantitatively, the response is qualitatively what would be expected in 
each season with an equatorward increasing refractive index: the zonal 
velocity amplitude a maximum and the meridional velocity amplitude a 
minimum in the equatorial region. The amplitudes are strongest in the 
summer and weakest in the winter. 
For all seasons, the momentum flux decreases slightly from 300 N to 
300 S because of dissipation. Fig. 4.12 a) shows the momentum flux as a 
percentage of the momentum flux associated with the incoming forcing 
wave. The momentum flux in each season is smaller than in the 
A 
U = 0 
case because u and v are not totally in phase at the forcing boundary 
due to the partial reflection in the tropical domain. Since <uv> is 
positive for a wave propagating energy southward and negative for a wave 
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propagating energy northward, the net value of <uv> at the forcing 
boundary gives an indication of the amount of internal reflection. The 
reflection is least for summer and greatest for winter. The 
refractive-index-square in Fig. 4.9 is small near the forcing boundary 
indicating a long meridional wavelength. The fractional change in 
refractive index over a wavelength is significant and internal 
reflection takes place. Of the three seasons, the fractional change in 
refractive index over wavelength is largest in winter (most internal 
reflection) and smallest in summer (least internal reflection). 
The geopotentia1 from equation (4.33) is 
A 
¢ = - !k [(0-ib+Uk) u + i (f _ dU)v] (4.42)dy 
and decreases strongly equatorward in each season. In Fig. 4.12 b), 
there is a sharp equatorward decrease in the southward energy flux for 
all seasons in agreement with the equatorward decreases of the 
meridional velocity and geopotential amplitudes. It can readily be 
shown that the relationship betweeh the energy flux and momentum flux is 
o A b 
<v¢> = - (k + U - k tan €) <vu> (4.43) 
where € is the phase angle between u and v. The last term due to the 
dissipation is relatively small and if it is neglected, the equation 
reduces to the so-called Eliassen-Palm apprOXimation (1960). 
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These results are made clearer by an examination of the kinetic 
energy balance equation derived from the equations of motion (4.33) and 
(4.34): 
aK dU A a 2 2 
<--> <vu> - <-- (v¢» - b <u +v > (4.44)at dy ay 
In the dynamical steady state solution, the three terms on the 
right-hand-side must balance, with the first term representing the 
conversion of energy from the basic state flow to the wave perturbation, 
the second term representing the convergence of wave energy flux, and 
the last term representing dissipation. Fig. 4.13 a) shows these three 
terms as a function of latitude for the case with annual mean basic 
state. Except for very close to the equator, the dissipation term is 
small compared to the other two terms, so there is generally an 
approximate balance between energy conversion from the basic state to 
the perturbation field and convergence of wave energy flux. With the 
A 
latitudinal dependence of Uin Fig. 2.2, - ~~(uv> is a minimum at 30oN, 
equal to zero at the equator, and a maximum at 30oS. The perturbation 
is losing energy to the basic state in the Northern Hemisphere and in 
turn gaining energy from the basic state in the Southern Hemisphere. 
(In the linearization assumption, the amplitude of the basic state 
velocity is independent of time and can give up or absorb energy without 
a
changing its own amplitude.) For equation (4.44) to balance, -<ay (v¢» 
A 
must have the opposite behavior of - ~~<uv> which requires -<v¢ > to be 
a minimum in the equatorial region as in Fig. 4.12 b), which in turn 
requires the meridional velocity and geopotential amplitudes to be 
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smaller in the equatorial region. Because the meridional velocity 
amplitude is a minimum in the equatorial region, and the momentum flux 
is relatively constant with latitude, the zonal velocity amplitude must 
be a maximum in the equatorial region. Since the kinetic energy is 
dominated by the zonal velocity, the kinetic energy maximum is also in 
the equatorial region. 
Figs. 4.13 b) and 4.13 c) show the kinetic energy balance for the 
winter and summer basic state cases respectively. From Figs. 4.7 and 
4.12 a), of the three seasons, the momentum flux throughout the domain 
is smallest in the winter and largest in the summer. Thus the magnitude 
of the energy conversion from the basic state to the wave and the 
equatorward increase of kinetic energy are largest in summer and 
smallest in winter. 
To illustrate the dependence of the equatorward increase of kinetic 
energy on wavenumber and period for the annual mean basic state, Fig. 
4.14 a) shows the kinetic energy at the equator as a percentage of the 
incoming kinetic energy associated with the incident forcing wave at the 
northern boundary. This quantity will be referred to as the equatorial 
kinetic energy percentage. For a given wavenumber, the equatorial 
kinetic energy percentage increases with period to a certain period and 
then decreases. The increase is due to the increasing incoming momentum 
flux with period (Fig. 4.7 b» and the arguments presented earlier 
apply. This trend of increasing equatorial kinetic energy percentage 
with increasing period is however reversed due to the increase in the 
damping effect at sufficiently large periods. At a given period, there 
is a general increase in the equatorial kinetic energy percentage with 
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decreasing azimuthal wavenumber. This is because the incoming momentum 
flux increases with decreasing azimuthal wavenumber as can be seen in 
Fig. 4.7 b). 
Fig. 4.14 b) shows the analogous dependence of the equatorward 
increase in kinetic energy on period and azimuthal wavenumber for the 
winter basic state. The equatorial kinetic energy percentage is very 
similar to that for the annual mean basic state. However for the 
normalization used, the incident energy is less and the magnitude of the 
kinetic energy at the equator is less than in the annual mean for a 
gi ven M and 't • 
Fig. 4.14 c) shows the equatorial kinetic energy percentage as a 
function of azimuthal wavenumber and period for the summer basic state. 
In addition to the larger range of possible forcing modes than was 
possible in the annual mean and winter basic states, there are two other 
significant differences in these results with the summer basic state. 
The first significant difference is the large response which occurs 
for some cases, best exemplified by the M = 4 and 't = 6 days case. Fig. 
4.15 a) shows the amplitudes of u and v as a function of latitude for 
this case. In contrast to the velocity amplitudes for M = 3 and 't = 6 
days shown in Fig. 4.11, there is a sharp minimum in the u amplitude and 
a maximum in the v amplitude at 14°N and vice versa at 1°N. 
Fig. 4.15 b) shows the southward energy flux and northward momentum 
flux as a percentage of the incident fluxes associated with the forcing 
wave at the northern boundary. These quantities will be referred to as 
the energy flux percentage and momentum flux percentage, respectively. 
They both decay monotonically from 56% at 300 N to 0% at 300 S. This is a 
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of the incident forcing wave at the northern boundary. 
c) Kinetic energy balance terms of equation (4.44), 
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big contrast to the behavior of the fluxes for M = 3, where from Fig. 
4.12 a), the momentum flux percentage decays from 96% at 300 N to 80% at 
300 S and the energy flux percentage decreases from 97% at 300 N to 37% at 
3°N and increases to 115% at 300 S. 
Fig. 4.15 c) shows the amplitudes of the terms in the kinetic 
energy balance equation, (4.44). The convergence of wave energy flux 
and conversion of basic state energy to perturbation kinetic energy are 
about half as large in the Northern Hemisphere in this case as they are 
for the M = 3 case and are very small in the Southern Hemisphere. 
These results are made clearer by an examination of the 
refractive-index-square for T = 6 days with a summer basic state as a 
function of azimuthal wavenumber and latitude in Fig. 4.16. For waves 
of azimuthal wavenumber M = 1, 2, and 3, the refractive-index-square is 
positive throughout the domain and the wave propagates freely to the 
southern boundary. For M = 4, because of the asymmetry of the basic 
state with stronger westerlies in the Southern Hemisphere, the wave is 
freely propagating throughout the Northern Hemisphere and equatorial 
region, but the solution is evanescent south of 25°S. (At 25°S the 
zonal phase speed is at the maximum possible zonal Rossby phase speed 
with respect to the basic state.) Because no energy propagates in an 
evanescent region, all of the energy reaching 25°S must be either 
dissipated or reflected. If there were no dissipation, the reflected 
wave would be of equal amplitude to the incident wave throughout the 
region from 300 N to 25°S resulting in a pure standing mode. This was 
confirmed by making a run with no friction (not shown). Then the minima 
in the velocity amplitudes go to zero, and the momentum and energy flux 
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percentages are zero throughout the domain. With friction, the 
reflected northward energy propagating wave decays away from the 
reflecting latitude and the solution departs from a pure standing mode. 
The amplitude of the reflected wave is equal to that of the southward 
energy propagating wave at the reflecting latitude, so that the net 
momentum flux at that latitude is zero. The reflected wave has 
southward momentum flux and suffers dissipation as it propagates 
northward so that the net northward momentum flux increases away from 
the reflecting latitude. Because of the small net momentum flux, the 
terms in the kinetic energy balance equation are smaller the closer to 
the reflecting latitude. 
Similar behavior occurs for M = 5, T = 6 days, but the response is 
smaller. This can be explained by an examination of the 
refractive-index-square shown in Fig. 4.16. The refractive-index-square 
is quite small near the forcing boundary for M = 5 and increases 
strongly equatorward. Thus there is a significant amount of internal 
reflection before the forcing wave can reach the reflecting latitude. 
The second significant result revealed in Fig. 4.14 c) is the 
absence of equatorial kinetic energy at large periods and large 
azimuthal wavenumbers for the summer basic state. As an example, Fig. 
4.17 a) shows the amplitudes of u and v for M = 3, T = 18 days. The 
amplitude of v drops monotonically from the forcing boundary to zero at 
5°N. The zonal velocity amplitude has a maximum at 14°N and drops 
sharply to zero at the equator. Fig. 4.17 b) shows that the 
corresponding momentum and energy fluxes drop quickly to zero away from 
the forcing boundary. 
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To illustrate the physical nature of these results, the 
refractive-index-square as a function of latitude and period for M = 3 
is shown in Fig. 4.18. At T = 18 days, the forcing wave encounters a 
n2
negative N at 120 N. At this latitude, the westward phase speed of the 
forcing wave is equal to the basic state zonal velocity. This is known 
as a critical latitude and the wave cannot propagate beyond it. From 
Fig. 2.2, the summer basic state has a maximum easterly (westward) 
l
velocity of 8.5 ms- at 6°N so all westward forcing waves with a phase 
l
speed less than 8.5 ms- will encounter a critical latitude. These are 
the waves with large periods and azimuthal wavenumbers. The annual mean 
and winter basic states have much weaker easterlies in the equatorial 
region, so only waves with periods considerably larger than 20 days will 
encounter a critical latitude in these seasons. 
Eastward forcing waves can only propagate meridionally in the 
middle latitudes if they have a zonal phase velocity less than the basic 
state zonal flow. Since in all seasons, the basic state zonal flow 
decreases to a value of zero at some latitude north of the equator (Fig. 
2.2) every eastward forcing wave encounters a critical latitude and does 
not propagate energy to the equator. The results are similar to those 
of a westward wave encountering a critical latitude./ Since no eastward 
wave propagating from the middle latitudes can excite a significant 
equatorial response, only westward forcing waves will be considered from 
here on. 
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iii) Forcing from the Southern Hemisphere 
In addition to middle latitude forcing from the Northern 
Hemisphere, forcing from the Southern Hemisphere is also relevant to 
consider. Since the model is linear, the result of simultaneous forcing 
from both hemispheres is simply a superposition of the two responses. 
In the annual mean, the basic state zonal flow is symmetric about the 
equator, and the response to the Southern Hemisphere forcing is a mirror 
image to that of the Northern Hemisphere forcing. However the winter 
and summer basic state zonal flows are asymmetric about the equator and 
forcing from the Southern Hemisphere must be considered separately. 
The basic state zonal flow encountered by a wave forcing from 300 S 
in the winter is similar to that encountered by a wave forcing from 300 N 
in the summer. The basic state zonal flow is small at the forcing 
boundary, allowing a large range of possible forcing modes. U is larger 
at the opposite boundary so for certain modes, reflection with the 
associated large amplitude occurs. However, waves from 300 S in the 
winter do not encounter a region of large westward basic state flow, and 
so there is no critical latitude for any wave of period less than 20 
days. Fig. 4.19 a) shows the equatorial kinetic energy percentage for 
the winter basic state zonal flow with forcing from the southern 
boundary. The results are similar to those shown in Fig. 4.14 c) for 
the forcing from 300 N in the summer, except that there are no critical 
latitude effects. Large responses due to reflection in the Northern 
Hemisphere occur for M = 4, T = 8 to 13 days and M = 5, T = 11 to 12 
days with a peak at M = 4, T = 9 days. 
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Analogously, from Fig. 2.2, the basic state zonal flow encountered 
by a wave forcing from 300 S in the summer is similar to that encountered 
A 
by a wave forcing from 300 N in the winter. In both cases, U at the 
forcing boundary is large, limiting the possible forcing modes to low 
azimuthal wavenumber. The basic state zonal flow decreases to a minimum 
in the equatorial region and has a smaller value at the oppOSite 
boundary than at the forcing boundary. However, forcing waves from 300 S 
encounter a region of strong basic state westward flow before reaching 
the equator, which prevents waves of large period and azimuthal 
wavenumber from propagating to the equator. Fig. 4.19 b) shows the 
equatorial kinetic energy percentage for the summer basic state with 
forCing from the southern boundary as a function of period and azimuthal 
wavenumber. As expected, the results are quite similar to those of Fig. 
4.14 b) for forcing from 300 N in the winter, except for the effect of 
the critical latitudes for long period waves of azimuthal wavenumber 4. 
With the winter basic state zonal flow, assuming equal forcing 
amplitudes at the Northern and Southern Hemisphere boundaries, the 
results of Figs. 4.14 b) and 4.19 a) are compared. For azimuthal 
wavenumbers M = 1, 2, and 3 there is no significant difference between 
the amplitude of the equatorial response due to Northern Hemisphere 
forCing and that due to Southern Hemisphere forcing. However strong 
responses in azimuthal wavenumbers M = 4 (especially at about T = 9 
days) and M = 5 is entirely due to forcing from the Southern Hemisphere. 
With the summer basic state zonal flow, again assuming equal 
forcing amplitudes at the Northern and Southern Hemisphere boundaries, 
the results of Figs. 4.14 c) and 4.19 b) are compared. The equatorial 
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response to forcing from the two boundaries is comparable for small 
azimuthal wavenumbers, M < 3, and small periods, T < 10 days. However, 
most of the response at low azimuthal wavenumber, M < 3, and large 
period, T > 10 days is due to forcing from the Southern Hemisphere. For 
M= 4, forcing from the Northern Hemisphere dominates for 4 days < T < 8 
days with an especially strong response at T = 6 days; forcing from 
the Southern Hemisphere dominates for 10 days < T < 12 days; and 
for T > 12 days the response to middle latitude forcing is negligible. 
For M = 5, strong equatorial response in the period range 5 days < T < 8 
days is entirely due to forcing from the Northern Hemisphere and at 
larger T and M the equatorial response to middle latitude forcing is 
negligible. 
c) Zonally and Meridionally Varying Basic State 
To the basic state zonal flow of Section B, a basic state wave of 
azimuthal wavenumber one is added so that the total basic state is now 
given by equations (2.8) and (2.9) which are copied below for ease of 
reference 
A _ 
u = u(y) + U(x,y) (4.45) 
v = v(x,y) (4.46) 
115 
The basic state zonal flow for the annual mean, winter, and summer 
circulations is that of Figs. 2.4 a), 2.4 b), and 2.4 c), respectively. 
The basic state meridional flow, given by equation (2.13) has been 
chosen to be independent of the season and 1s an order of magnitude 
smaller than the basic state zonal flow (Newell, et al., 1972). 
The equation of motion in terms of the streamfunction is given by 
equation (3.5) or equivalently in terms of u, v, and ¢ by equations 
(3.1), (3.2), and (3.3). Because the advection terms contain products 
of the basic state wave with the perturbation, the general solution is 
an infinite sum of wave modes. Thus a forcing wave of azimuthal 
wavenumber M interacting with a basic state wave of azimuthal wavenumber 
1 can excite modes with azimuthal wavenumbers m =M-1 and m =M+l which 
can in turn interact with the basic state wave to excite modes m = M-2 
and m = M+2, ad infinitum. Fortunately, at low wavenumber and low 
period, the advection terms are smaller than the nonadvection terms and 
only a few modes are excited to a significant degree. Thus convergent 
results can be obtained by truncating the solution to eight modes as 
discussed in Chapter III. 
i) Tropical responses in annual mean basic state 
The response of the model tropics due to a representative forcing 
mode with azimuthal wavenumber equal to 3 and period equal to 6 days, as 
in the previous sections, will be presented first. Figs. 4.20 a) and b) 
show the zonal and meridional velocity amplitude response to the forcing 
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wave mode, M = 3 and T = 6 days, in the annual mean basic state. The 
only non-forcing modes with a significant amount of energy are m = 2, 4, 
and 5. At all latitudes, the forcing wave, M = 3, has a larger response 
than that of any of the excited wave modes, and the velocity field of 
M = 3 is almost identical to that with no basic state wave (Fig. 4.11). 
Of the non-forcing modes, the m = M+1 = 4 mode is largest. It is larger 
- dU - dU 
than the m = M-1 = 2 mode because the advection terms U mdV~ 
- dV - dVin equation (3.2) and u- and V- in equation (3.3) are larger fordX dy 
larger wavenumbers. Generally the farther removed the azimuthal 
wavenumber is from that of the forcing wave, the smaller is the 
response. 
Fig. 4.21 shows the refractive-index-square as a function of 
azimuthal wavenumber and latitude for T = 6 days in the annual mean 
basic state. Wave modes m = 1, 2, 3, and 4 are freely propagating 
throughout the domain. For modes m > 5, ~2 is negative near the 
boundaries so once the mode is excited in the tropical domain, total 
reflection occurs at the turning points and the solution is a standing 
mode. 
Fig. 4.22 shows the southward energy flux as a percentage of the 
incoming flux of the forcing wave for the modes as a function of 
latitude. The forcing wave, M = 3, has a net southward energy flux 
throughout the domain (again almost identical to the case with no basic 
state wave shown in Fig. 4.12 b». However, since the energy source for 
the non-forcing modes is in the tropical domain rather than the middle 
latitudes, they are propagating energy northward at 30° N and southward 
at 30° S as required by the radiation boundary condition discussed in 
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Chapter III. Thus the energy fluxes for modes m = 2 and m = 4 are 
northward near the northern boundary and southward near the southern 
boundary. Mode m = 5 has no energy propagation because it is a standing 
mode. The momentum fluxes for the modes m = 2 and m = 4 (not shown) are 
southward in the Northern Hemisphere and northward in the Southern 
Hemisphere, opposite in direction to the energy fluxes, as required by 
the Eliassen-Palm relationship discussed earlier. 
To examine the energetics with this zonally varying basic state 
model, spectral terms in equations (3.2) and (3.3) are collected, giving 
au 
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at = -­U 
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_l m l 
-u --;:;-u l--;:;-v l-V"yax ax m- oy m- a 
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u ~ - fUm - ay- - bVm (4.48) 

aVm+l av av aVm+l 
u ax - ax Um+l - ay vm+l - V ay 
i(k x+ot)(here the notation is ~ = um(y) em, etc.) Thus the kinetic 
energy balance equation for mode m is 
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dK dU dV 

<~> = <U ~> + <v ~>
dt m dt m dt 
= <R > + <R > (4.49)
m-l,m m+l,m 
A 
dU 2 2<-1.. (v <p ) > <v u > 
- b <u + v >dy m m dy mm m m 
dU _
m l dU<R > = 
-
<U u > <- u u >
m-l,m dX m dX m-l m 
- dV 1<v 
dU 
m-l U > - <-dU V u > <U m- v > (4.50)dy m dy m-l m dX m 
dV dV dV 1 <~ U v > - <~ v v > - <v m- v >
oX m-l m oy m-l m dy m 
and 
dUm+l aU<R > = - <U U > - <- u u >
m+l,m ax m ax m+l m 
aV
<v 
- au +1 au u>- <U m
+l 
vm u > - <-v > (4.51) 
ay m ay m+l m ax m 
av 1av av m+<-u v>- <·-v v>- <v v > 
ax m+l m ay m+l m dy m 
aK 
m
where terms <Rm-l,m> and <Rm+l,m> represent the contribution to <~> 
due to interaction of modes m-1 and m with the basic state wave, and 
modes m+1 and m with the basic state wave, respectively. The last three 
terms of equation (4.49) have the same interpretation as in Section B. 
Fig. 4.23 shows the kinetic energy balance terms for the forcing 
mode, M = 3. The interaction terms <R2 3> and <R4 3> are an order of 
'A ' 
magnitude smaller than <a; (v3<P3) > and - -dU <v u > and the forcingdy 3 3 
mode structure is affected little by the presence of the basic state 
wave in this case. 
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Fig. 4.24 shows the kinetic energy balance terms for mode 
m = M+1 = 4, the largest non-forcing mode. (Note that the vertical 
scale is one tenth that of the previous figure.) In contrast to the 
forcing mode, the contribution to the kinetic energy balance by the 
zonally averaged basic state, - :~ <v4u4>, in the Northern Hemisphere is 
positive. This is because the momentum flux is southward from 300 N to 
13°3 whereas it is northward throughout the domain for the forcing mode. 
Mode m = 4 gains kinetic energy from its interaction with the forcing 
mode and the basic state wave, <R3 
, 
4 >, throughout most of the tropical 
domain and loses energy through divergence of wave energy 
aflux, -<ay(v~» • The contribution to the kinetic energy balance due to 
its interaction with mode m = 5 and the basic state wave is negligibly 
small. 
To give an overview of the strength of the response in the 
different modes as a function of period, the domain-average kinetic 
energy percentage, defined 
= (4.52) 
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where 2 <urn +vrn >* is the kinetic energy associated with the incoming 
wave, is plotted in Fig. 4.25 a) from T = 2.5 to T = 7.0 days for the 
case of forcing with M = 3 in the annual mean basic state. (At periods 
greater than 7 days, the non-forcing modes of high azimuthal wavenumber 
have sufficiently large meridional variation so that convergent 
solutions with the available computer capability cannot be obtained. 
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Thus in this section, the results will be limited to those for forcing 
periods less than seven days.) 
In this case only modes M = 3 and M+1 = 4 have significant energy. 
Figs. 4.25 b) and c) show the refractive-index-square for modes M = 3 
and M+1 = 4 as a function of period. For T < 2.5 days, t; < 0 for 
mode M = 3 and it is not meridionally propagating in the middle 
latitudes. At a period just larger than T = 2.5 days, t*2 is very 
small giving rise to a large amount of internal reflection and 
Fig. 4.25 a) shows that the response of the forcing mode is relatively 
small. The response increases strongly with increasing period because 
of the decreasing internal reflection up to about T = 5 days, at which 
point the response begins to level off. 
Fig. 4.25 c) shows that mode M+1 = 4 is equatorially trapped 
from T = 2.5 to 4.9 days and meridiona11y propagating at periods greater 
than 4.9 days. A quasi-resonant response occurs at a period for which 
the wave is equatoria11y trapped. A much weaker peak response is found 
for mode M+2 = 5 at a period of 4.2 days, a period at which it is also 
equatorially trapped. 
The quasi-resonant responses are very sensitive to the dissipation. 
If dissipation is not included in the model, the amplitudes at the 
quasi-resonant periods are virtually unbounded. On the other hand, if 
-1 -1
the dissipation constant is chosen to be b = 20 days , the kinetic 
-1 -1 
energy amplitudes are only about half of that for b = 30 days • 
-1 -1For the original dissipation constant, b = 30 days , Fig. 4.26 a) 
shows the u and v amplitude and Fig. 4.26 b) shows the u and v phases as 
a function of latitude for the non-forCing mode m = M+1 = 4 at a period 
--
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of 3.4 days. The meridional velocity is a maximum near the equator and 
symmetric about the equator. The zonal velocity is a minimum near the 
equator and antisymmetric. Thus the quasi-resonant mode is reminiscent 
of the mixed Rossby-gravity wave observed in the atmosphere. 
Fig. 4.27 shows the kinetic energy balance for this quasi-resonant 
mode. The two largest terms, which tend to cancel each other, are 
Mode m : 4 is gaining energy from its 
interaction with the forcing mode M : 3 and the basic state wave from 
300 N to 7°N and from 50 S to 23°S. The peaks for this energy source for 
mode m : 4 are at 13°N and 12°S. The energy flux of mode m : 4 diverges 
from these latitudes and converges in the equatorial region. The 
equatorial wave energy flux convergence is balanced by a negative 
When the model tropics is forced with a very long wave, M : 1 or 
M = 2, the advection effects and interaction with the basic state wave 
are relatively small and almost all the energy remains in the forcing 
mode. From Fig. 4.6 b), M = 4 is a meridionally propagating wave at Y 
only at periods larger than 5 days. In the period range from 5 days to 
7 days there are no quasi-resonant responses in non-forcing modes when 
forcing with M = 4. Larger azimuthal wavenumbers are not meridionally 
propagating in this low period range. Thus for the case of annual mean 
basic state, the only non-forcing mode which can be excited to a large 
amplitude by middle latitude forcing in this model is the m = 4 mode 
resulting from forcing by M = 3 at a period of L = 3.4 days. 
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ii) Seasonal differences in the tropical responses 
The m = 4 quasi-resonant mode may also be excited in the other 
seasonal basic states. In winter, the m = 4 quasi-resonance is excited 
by M = 3 forcing from either boundary and has similar characteristics as 
in the annual mean basic state, that is u is a minimum near the equator 
and antisymmetric and v is a maximum near the equator and symmetric. 
The quasi-resonant period is slightly larger at T = 3.6 days. Although 
the period of the quasi-resonant response is independent of the forcing 
boundary, the amplitude of the response is considerably stronger when 
the forcing is from the southern boundary. Since Uis weaker at this 
2boundary, ~ is larger (equation 4.35) and as shown in the previous 
section, the relative amplitude of the zonal velocity associated with 
the forcing wave at the boundary is ~. Thus the amplitude of the 
zonal velocity in the forcing mode is generally stronger throughout the 
domain when the forcing is from the southern boundary and the terms 
involving the zonal velocity of the forcing wave in <R 1 ) of 
m- ,m 
equation (4.50) are larger. 
In summer, the m = 4 quasi-resonance is excited by M = 3 forcing 
again from either boundary with u a minimum at 100 N and antisymmetric 
and v a maximum at 100 N and symmetriC. The quasi-resonant period is 
smaller at T = 2.8 days. As in the winter, the response is larger when 
A 
the forcing is from the boundary with weaker U, which in this case is 
the northern boundary. 
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In contrast to the annual mean, quasi-resonant responses can be 
excited by forcing with M = 4 in the other seasons. As was shown in 
Section B, there is a wider period range over which forcing waves are 
meridionally propagating at the middle latitude boundary where U is 
weaker. Thus in winter, M = 4 propagates at the northern boundary only 
at periods larger than T = 9.5 days (see Fig. 4.6 c», but at 300 S it is 
propagating at periods as small as T = 4.1 days. Fig. 4.28 shows that 
forcing from 300 S in the winter with M = 4 results in a strong 
quasi-resonant response in mode m = 5 at T = 4.1 days and a weak 
quasi-resonant response in mode m = 6 at T = 5.6 days. These modes are 
also reminiscent of mixed Rossby-gravity modes with a maximum in v and a 
minimum in u in the equatorial region. These quasi-resonances cannot be 
excited by middle latitude forcing from 300 N because M = 4 is not 
propagating at Y at these periods. 
Analogously in the summer, M = 4 is propagating at periods larger 
than or equal to T = 3.0 days at Y (Fig. 4.6 d», but only at periods 
larger than or equal to T = 6.1 days at -Yo Forcing from 300 N in the 
summer with M = 4 (not shown) results in a strong quasi-resonance in 
mode m = 5 at T = 3.2 days and a weak quasi-resonance in mode m = 6 
at T = 3.3 days. Once again, v is a maximum near the equator and u is a 
minimum. These quasi-resonances cannot be excited by forcing from 300 S. 
Modes of larger azimuthal wavenumber in the summer basic state have a 
great deal of meridional structure and the model resolution is 
inadequate to resolve cases for forcing with M = 5 and M = 6. 
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iii) Effects of azimuthal wavenumber two basic state wave 
Although the zonal variation of the basic state flow at 200 mb is 
fairly well approximated by just a basic state wave of azimuthal one, as 
discussed in Chapter II, data studies (e.g. Gruber, 1975; Zangvil and 
Yanai, 1980) indicate that a basic state wave of azimuthal wavenumber 
two is also significant. The sparcity of the data available in the 
tropical atmosphere makes it difficult to determine accurately the 
amplitude of this wave, but these studies suggest that its zonal 
velocity amplitude is roughly one-third to one-half that of azimuthal 
wavenumber one. 
To ascertain the influence of this wave on middle latitude forcing 
of the tropics, the zonally varying part of the model basic state given 
by equation (2.10) is replaced by azimuthal wavenumber two (I = 2) with 
one-half the streamfunction and zonal velocity amplitude of azimuthal 
wavenumber one. Now when a forcing mode M interacts with this basic 
state wave, modes M+2 and M-2 are excited which in turn interact with 
the basic state wave to excite modes M+4 and M-4, etc. 
A 
With the annual mean U, the only excited modes with significant 
responses are mixed Rossby-gravity modes 1) m = 4 by forcing wave M = 2 
at a quasi-resonant period of 3.4 days and 2) m = 5 by forcing wave 
M = 3 at a quasi-resonant period of 4.1 days. The quasi-resonant mode 
m = 4 occurs at the same period as in the I = 1 case with forcing wave 
M = 3. Its kinetic energy amplitude is about two-thirds that of the 
I = 1, M = 3 response. Quasi-resonant mode m = 5 is excited only weakly 
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in the I = 1, M = 3 case because it is twice removed from the forcing 
azimuthal wavenumber. However, with I = 2 and M = 3 its response is 
quite strong. 
Another new result with the I = 2 basic state wave is the 
excitement of mixed Rossby-gravity mode m = 6 in the winter from the -y 
boundary and in the summer from +Y by M = 4. This mode has a 
quasi-resonant period of 5.5 days in winter and 3.3 days in summer. 
iv) Discussion of quasi-resonant responses 
The results of the last three subsections are summarized in Table 
4.1, which shows the season, forcing boundary, basic state azimuthal 
wavenumber, forcing azimuthal wavenumber, quasi-resonant azimuthal 
wavenumber, quasi-resonant period, and domain-averaged kinetic energy 
for each significant (l{ %> 15 %) mixed Rossby-gravity mode response. 
The main points are 
1) The azimuthal wavenumbers of the significant mixed 
Rossby-gravity mode responses agree with those observed. 
2) All the significant mixed Rossby-gravity modes have an azimuthal 
wavenumber equal to that of the forcing wave plus that of the basic 
state wave. 
3) The quasi-resonant periods are independent of the forcing 
boundary. 
4) The quasi-resonant periods are independent of the forcing wave, 
basic state wave combination. 
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Table 4.1 	 Season, forcing boundary (+Y=30oN, -Y=300S), basic state 
azimuthal wavenumber (I), forcing azimuthal wavenumber (M), 
quasi-resonance azimuthal wavenumber (m), quasi-resonance 
period (T) in days, and domain-average kinetic energy 
percentage for the significant quasi-resonant responses • 
........
Season Boundary I M m T K %
...... 
Annual +Y 1 3 4 3.4 52 
+Y 2 2 4 3.4 36 
+Y 	 2 3 5 4.1 30 
Winter +Y 1 3 4 3.6 18 
-Y 1 3 4 3.6 99 
+Y 2 2 4 3.6 31 
-Y 2 2 4 3.6 44 
-Y 1 4 5 4.7 55 
+Y 2 3 5 4.6 19 
-Y 2 3 5 4.6 46 
-Y 	 2 4 6 5.5 39 
Summer +Y 1 3 4 2.8 91 
+Y 2 2 4 2.8 24 
-Y 2 2 4 2.8 17 
+Y 1 4 5 3.2 41 
+Y 2 3 5 3.2 37 
+Y 	 2 4 6 3.3 19 
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5) The quasi-resonant periods are largest in winter and smallest in 
summer. 
6) The response at a quasi-resonant period is stronger with forcing 
from the boundary with a weaker basic state zonal flow. In some cases a 
quasi-resonant response can only be excited from this boundary. 
To gain a better understanding of the behavior at a quasi-resonant 
period it is useful to examine the set of finite difference equations 
(3.37) which are here rearranged so that the rows are grouped by 
wavenumber rather than y-grid level: 
!J,l !J,2 
P P!2 ,1 	_2,2 _2,3 
p p
_3,2 	_3,3 P_3,4 
P P P
_4,3 	,... 4 ,4 _4,5 
p p P
_5 , 4 	_5, 5 ",5, 6 
p p P
_6,5 	",6,6 _6,7 
'"
P7 
, 
6 
-
P7
, 
7 
.... 
P) ,8 
P
_8,7 	_8,8P 
lf _
M 3 
lf _M 2 
lf _
M l 
lfM 
lfM+l 
lfM+2 
+ 
l!'M+3 
lfM+4 
= 

0 
0 
0 
+ 
FM 
0 
0 
0 
0 
(4.53) 
-+ 
where 	FM is the forcing at Y in the forcing mode M. Each f is an N x N 
-+ 
matrix and each streamfunction amplitude, l!' ,is an N-component vector 
(with 2.5 0 resolution, N = 27). 
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As an example, the fifth row of equation (4.53) gives 
o (4.54)~5,4 ~M + ~5,5 ~M+l + ~5,6 ~M+2 
-+ 
It is to be expected that ~M+l will be large when I~M+l M+l l is zero and 
, 
in general ~ 
m 
will be a quasi-resonance if it can be excited at a 
period for which Ipl
-rrt,m = 0 (with no dissipation). The explicit form 
of the determinant Ip I
"in,m is 
1 1 
- 2/::. iQ,**m 2/::. 
1 1y(-Y)
/::.2 /::.2 

1 1
y( -Y+/::.)
/::.2 /::.2 

1 1
y( -Y+2t::.)
/::.2 /::.2 
(4.55) 
1 1y(y-/::,)
/::.2 26
1 1y(y)/::.2 /::.2 
1 1
-iQ,
- 2/::. *m 2/::' 
2A 
(df _ d U)where Y(y) = 
dy dy2 
and /::. is the y-grid-level difference. This determinant is a function 
of the wave period and the other model parameters. For a fixed set of 
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the other parameters, the wave periods that lead to a zero value of the 
determinant are referred to as the eigenperiods. Since a zero value of 
the determinant is a necessary and sufficient condition that the 
homogeneous set of equations has a nontrivial solution, the eigenperiods 
are those of the free modes which can exist in the absence of external 
forcing. Table 4.2 shows the calculated lowest free mode eigenperiods 
for the different seasons for modes m = 1 to 8. 
It is seen that the free mode periods do indeed agree with the 
quasi-resonant periods that were obtained with the model, e.g. T = 3.4 
days in the annual mean season. It is seen that the free mode periods 
increase with m for each season and that for a given m, the free mode 
period is smallest in the summer and largest in the winter. 
Further insight may be gained by an examination of the WKH solution 
(e.g., Liboff, pp 236-243). Although the WKB approximation is 
A 
inadequate for the cases of finite U, for large azimuthal wavenumber and 
A 
U = 0, the meridional wavelength is small and the WKB approximation is 
2fair in the regions away from the turning pOints where t = 0. If in 
the region of the turning points, t(y) is assumed to be linear, the 
solution to the homogeneous vorticity equation can be found exactly in 
terms of the Airy function in the regions of the turning points. 
Matching these solutions to the WKB solutions leads to the requirement 
that at the eigenperiod of a given mode the refractive index be such 
that 
(4.56) 
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Table 4.2 	 Lowest free mode eigenperiods (days) for aximuthal 
wavenumb~r m in annual mean (llA) , win~er (llW) , and 
summer (US) and with no basic state (U=O). 
A A A A A 
U U U	 U=OUsA w 
m 
1 0.7 0.7 0.7 0.6 
2 1.6 1.6 1.5 1.1 
3 2.6 2.7 2.3 1.7 
4 3.4 3.7 2.9 2.2 
5 4.1 4.6 3.2 2.8 
6 4.7 5.5 3.3 3.3 
7 5.1 6.3 3.3 3.8 
8 5.4 7.1 3.3 4.3 
141 
where Y1 and Y2 are the turning points and n = 0, 1, 2, • gives 
the number of zeroes in the streamfunction and meridional velocity 
amplitudes between the turning points. The mixed Rossby-gravity wave 
has no zeroes in the meridional velocity amplitude in the tropical 
domain and therefore corresponds to n = O. Fig. 4.29 shows how j Y2 ~dy
Y1 
approaches ; = 1.57 at large azimuthal wavenumber for 0 = 0 at the 
quasi-resonant periods. 
For a basic state with zonal flow, the frequency can be written 
from equation (4.41) (in the absence of dissipation) 
2" 
k(df _ d U) 
21T dy d 2 " 
_-=--..."....;;.t..y_ - Uk(J = 
T (4.57)Q.2+k2 
Y2 1T 
Although the WKB condition that j y Q.dy = 2 at the quasi-resonant 
1 
period is not quantitatively accurate in the cases of interest, ~ in 
equation (4.57) can be considered an overall average y-wavenumber at the 
quasi-resonant periods for qualitative arguments. Then for a given 
seasonal 6, the right-hand-side of equation (4.57) is smaller for larger 
zonal wavenumber k. Thus the quasi-resonant period is larger for larger 
azimuthal wavenumber as found in Table 4.2. For a given k, the right 
" hand side of equation (4.57) is smaller for larger U, and the 
quasi-resonant period is larger for larger 6. From Fig. 2.2, 0 is 
largest in winter and smallest in summer and thus the quasi-resonant 
period is largest in winter and smallest in summer. 
--------------------------------------
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Fig. 4.29 	 Integral of the refractive index between turning points at 
quasi-resonant periods for no basic state. The value of the 
integral approaches 27T at large values of azimuthal wavenumber, 
m. 
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The next highest quasi-resonance, corresponding to n = 1 in 
equation (4.56) with u a maximum at the equator and symmetric and v a 
minimum at the equator and antisymmetric can be excited at higher 
periods, but to adequately resolve these modes would require larger 
computational capability than available. 
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CHAPTER V 
GENERAL MODEL RESULTS 
In the previous chapter, the response of a nondivergent model 
tropics to middle latitude forcing was examined. It was found that at a 
certain period, forcing modes M = 2 or M= 3 could excite a strong tropi­
cal response in mode m = 4 with characteristics similar to that of the 
mixed Rossby-gravity wave. However the period of these quasi-resonant 
responses for each season was somewhat smaller than that of the observed 
mixed Rossby-gravity wave. In this chapter, the basic state flow is the 
same as in Section C of Chapter IV, but the restriction that the 
perturbation be nondivergent is removed, and the results are examined to 
see what the effect of the divergence is on the tropical response to 
middle latitude forcing. 
The horizontal structure equations are equations (2.23), (2.24), 
and (2.30). For purposes of explaining the results, a refractive-index­
square for each wave mode is defined without considering the interaction 
of the mode with the basic state wave. Then for the purpose of defining 
this refractive-index-square, equations (2.23), (2.24), and (2.30) for 
each mode reduce to 
A 
[0 - ib + Uk]u + [-f + dU]v + [k ]¢ = o (5.1)
m m dy m m m 
[flu + [0 - ib - Uk]v + [~J¢ = o (5.2)
m m m dy m 
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[k]u + [~]v + ~[O - ib + Uk ]¢ = o m m dy m gh m m 
Eliminating u and ¢ among the three equations above gives 
= o (5.4) 

with 
2" 
k (df _ d U dU" 2 
k2 + m dy dy2 _ (f - dy)
= 
m " gh
o-ib+Uk (5.5) 
" m ." df (O-ib+Uk)2 (O-1b+Ukm)(dy 
+ __-:--_m=­
gh k gh
m 
the refractive-index-square. In the limit h ~ this reduces to the00 
nondivergent given by equation (4.41). 
A) Annual Mean Basic State 
Fig. 5.1 a) shows the magnitude of the refractive-index-square at 
the northern boundary of the model domain for T = 6 days as a function 
of azimuthal wavenumber, m, and equivalent depth, h, for the annual mean 
basic state. For positive h,~! decreases rapidly for decreasing hand 
the only modes propagating at 300 N are the long waves m = 1, 2, 3, and 4 
with large equivalent depths. However, modes with negative equivalent 
depths are meridionally propagating at the northern boundary except for 
the short waves, m~ 5 at large equivalent depth magnitude. 
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Fig. 5.1 b) shows the refractive-index-square at the equator for 
T = 6 days with the annual mean basic state. Only those modes of small 
positive equivalent depth and small azimuthal wavenumber are not 
propagating at the equator. 
On the basis of the zero lines of Figs. 5.1 a) and b) as depicted 
simultaneously in Fig. 5.1 c), the modes may be divided into four 
categories illustrated in Table 5.1. Propagating (PR) modes have 
positive £2 at the middle latitude boundaries and at the equator and 
thus can freely propagate throughout the domain. Evanescent (EV) modes 
have negative £2 at both the middle latitude boundaries and the equator 
and are evanescent throughout the domain. When evanescent modes are 
excited, the amplitudes are quite small. A positive £2 at the middle 
latitude boundaries and a negative £2 at the equator defines a 
reflecting (RE) mode, which is reflected at the latitude where the 
refractive-index-square is zero and has a negligible amplitude in the 
equatorial region. This type of mode occurs only at very small period 
and does not show up in Fig. 5.1. Finally, equatoria11y trapped (ET) 
modes have positive £2 in the equatorial region but negative £2 at the 
boundaries. When these modes are excited, they are manifested as 
standing waves. In light of the results of the last chapter, such 
equatoria11y trapped modes are expected to be quasi-resonant at certain 
values of the wavenumbers, periods, and equivalent depths. 
In Chapter IV, the response of a nondivergent atmosphere to a 
forcing with M = 3 at T = 6 days in the annual mean basic state was 
examined. This forcing mode corresponds to the mode indicated by the 
"X" at h = 00 in Fig. 5.1 c). Those results are compared with the 
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2Table 5.1 	 Refractive-index-square categories with t the value at the 
equator and t~ the value at 30 o N: Propaggting (PR) , Reflected 
(RE) , Equatoria11y Trapped (ET), Evanescent (EV). 
t 2 + -
t 2 
0 
* 
+ PR RE 
- ET EV 
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results for a forcing mode with M = 3, T = 6 days, and h = 5000 m. 
Figs. 5.2 a) and b) show the amplitudes of the zonal and meridional 
velocity response, respectively. With small responses in the 
non-forcing modes, the results are not significantly different from the 
response in the nondivergent case (Figs. 4.23 a) and b». Fig. 5.2 c) 
shows the refractive-index-square as a function of latitude for the 
forcing and non-forcing modes. Modes M-1 = 2 and M = 3 are propagating 
while M+1 = 4 is equatorially trapped. Similarly, the results for a 
forcing mode of M = 3, T = 6 days, and h = -5000 m (not shown) do not 
vary significantly from the nondivergent case. 
For a typical small negative equivalent depth, h = -200 m, 
Figs. 5.3 a) and b) show the zonal and meridional velocity amplitude 
response for a forcing mode of M = 3 and T = 6 days in an annual mean 
basic state. In contrast to the nondivergent case, the u amplitude is 
smaller at the equator than at the middle latitude boundaries. This is 
2because ~ for M = 3 decreases instead of increases equatorward as 
shown in Fig. 5.3 c). The amplitudes of the non-forcing modes are again 
small with respect to that of the forcing mode. 
It is more interesting to examine cases where a large response in a 
non-forcing mode occurs. As in Chapter IV, it is expected that a large 
response might occur when the forcing can excite a mode at its free mode 
eigenperiod. The horizontal structure equations (2.23), (2.24), and 
(2.30) with boundary conditions (2.58), (2.60), and (2.61) truncated to 
eight modes can be written in shorthand form 
150 
2.0 
a) 
1.6 
M=3 
,..... 
..... 
I 
<11 
5 
1.2 
0.8 
./ 
4_ 
/ 
LATITUDE 
2.0~----~-------r------~------~----~r------' 
b) 
1.6 
1.2 
0.8 
0.4 
....... /' 
/2+ 	 "'­
....~--. ..-~.,.... \
:,..... -i5 - . •• ~..
.. 
/ ".,.,-. -- -. --. . 
I~·..... • .....•...•.. ,...,..,. 
o 
4 
.... .,.... --- ....... --
30·N 20 0 N lOON 0° 100S 200S 
LATITUDE 
Fig. 5.2 	 Response in modes M-1=2, M=3, M+1=4 to forcing wave M = 3, 
T = 6 days with equivalent depth h = 5000 m in the annual mean 
basic state flow. a) Zonal and b) Meridional velocity 
amplitudes. 
151 
0.8~----~-----r----~------.-----~----~ 
c) 
0.6 
N 
..... 
ii 
I 
o 
..... 
/ i 
'-' / . 
/ 
.
/ 
or,-'--~~----------------------~r---~ 
.
/ 
/ 

-0.2 

-0.4 '--____........____--'-____---'-______'--____""--____...... 
30 Q N 30·S 
LATITUDE 
Fig. 5.2 c) Refractive-index-squares. 
152 
2.0r-----~------~----~~----_r------~--~~ 
a) 
.-. 
...... 
I 
"' 
-5 0.8 
0.4 
"..--....
4 
".,
...., / .... ,............"""""

.' 2 ••~ 1·* ." ..
" .~ *.\ , .. - .'.~ 
. ....... J '., .:-....

"--:i' " • :-":-..-:-: •-:-:•• 
10'N 10·S 
LATITUDE 
2.0r-----~------~----~~----_r------~----_, 
b) 
1.6 
1.2 
.-. 
...... 
I 
"'e 
~ 0.8 
0.4 
M=3 
4 
.""....------ ......... 

- 2 ....
.' ., ...... '. "---.. ....... ­
.' . . .. ... ...... -:: . .. .. ..-:--.-:- .--:-,,:-:- ..--:­
10'S 30'S 
LATITUDE 
Fig. 5.3 	 Response in modes M-l=2, M=3, M+l=4 to forcing wave M = 3, 
T = 6 days with equivalent depth h = -200 m in the annual mean 
basic state flow. a) Zonal and b) Meridional velocity 
amplitudes. 
153 
c) 
'"'N 
I 
N 
..... 
e 
I 
o 
..... 
....... 
2.4~----'-----~------~----'-----~-----' 
.. 
.. 
0.4 
LATITUDE 
Fig. 5.3 c) Refractive-index-squares. 
154 
Zl 1 	Zl Z 
- , 	 - , 
Zz 1 	:z,Z Zz 3
- , - , 
Z3 Z 	Z3 3 Z3 4 
~, 	 1""'oJ' - , 
Z4 3 Z4 4 Z
_4,5
....... , 	 """" 

Z5 4 	Z Z
_5,5 _5,6 
- , 
-
Z6 
, 
5 :6,6 :6,7 
Z7 6 Z7 7 Z7 S 
......., 	 ,....", -.", 
Zs 7 Z
_S,S
- , 
-+ 
where 	Rm is the three component vector (urn ,v -+ 
-+ 0l\t-3 
-+ 0l\t-z 
-+ 0l\i-1 
-+
-+ 
FMl\i 
= 
-+ 0l\i+1 
-+ 0l\t+Z 
-+ 0l\t+3 
-+ 0l\i+4 
(5.6) 

m 
forcing at Y in the forcing mode and the ~'s are 3 x 3 matrices with 
latitudinally varying first order differential operators. In finite 
-+difference form, each ~ becomes a 3N x 3N matrix and each Rm becomes a 
3N component vector (with 2.5 0 resolution, N = 25). As in the last 
chapter, the free mode eigenperiods for mode m in the absence of a basic 
state wave are determined by setting the determinant of the finite 
difference form of Z equal to zero (with no dissipation). The 1st, 
-m,m 
2nd, and 75th rows of this determinant are comprised of the boundary 
conditions (2.60), (2.61), and (2.58) respectively. The 3rd, 6th, 9th, 
••• , 72nd rows are given by the finite difference form of equation 
' ~m)' FM is the lateral 
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(5.1) evaluated at y = -y + ~6 to y = +y - ~6 • Similarly, the 4th, 
7th, 10th, ••• , 73rd rows are given by equation (5.2), and the 5th, 
8th, 11th, ,74th rows are given by equation (5.3). The free mode 
eigenperiods for m = 4 in the annual mean basic state as a function of 
equivalent depth are shown in Fig. 5.4 a). The free mode eigenperiods 
only occur for a mode that is equatorially trapped, so there is only a 
very small range of negative equivalent depth for which a quasi-resonant 
response can occur. For positive h, the free mode eigenperiod increases 
from T = 3.4 days at h = ~ to T = 4.7 days at h = 50 m. This period 
on the order of five days and the small positive equivalent depth 
correspond to the period and vertical structure of the observed mixed 
Rossby-gravity mode. 
In the nondivergent limit, it was found that mode m = 4 can be 
strongly excited by the forcing mode M = 3. In Fig. 5.4 b), the 
2
characteristics of t for mode M = 3 is shown as a function of period 
and equivalent depth. With the free mode eigenperiod line of mode m = 4 
superimposed, it is seen that at the m = 4 free mode eigenperiods, mode 
M = 3 is a propagating mode only for very large positive or negative 
equivalent depth (Ihl~ 5000 m). In this range, the difference in value 
of the free mode eigenperiod is insignificant and the response is 
virtually the same as in the nondivergent limit. It may therefore be 
concluded that the divergence has little effect on the response of the 
mixed Rossby-gravity modes to a forcing propagating mode. 
Thus a quasi-resonance in mode m = 4 at a small positive equivalent 
depth cannot be excited by a propagating mode M = 3. In fact, all the 
2
modes in this period range have a negative t for positive h less than 
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3000 m, and it is impossible to excite a quasi-resonant response at a 
small equivalent depth with a forcing mode that is propagating at a 
middle latitude boundary. 
However, it is interesting to consider a forcing mode at the middle 
latitude boundary with a negative ~2 , that is a mode which does not 
propagate energy meridionally. Instead of specifying the boundary 
condition that the equatorward propagating part of the wave has a v 
amplitude of 1 ms -1 at Y, the total v amplitude at Y is specified to be 
-1 
1 ms 
At h = 100 m, mode m = 4 has a free mode eigenperiod of 4.4 days, 
so the case of forcing with the mode M = 3, T = 4.4 days, and h = 100 m 
in the annual mean basic state is examined. Figs. 5.5 a) and b) show 
the amplitude of the zonal and meridional velocity components which are 
2
consistent with this forcing mode and Fig. 5.5 c) shows ~ for each 
mode. It is seen from Fig. 5.5 c) that the forcing mode is evanescent 
throughout the domain. Because the forcing mode is evanescent, it has a 
small velocity amplitude in the equatorial area. The energy of the 
forcing mode at the equator as a percentage of its energy at the middle 
latitude is not nearly as large as in the case for a propagating forcing 
mode and the interaction with the basic state wave is considerably 
smaller. The equatorially trapped non-forcing mode M+1 = 4 has the 
characteristics of a mixed Rossby-gravity mode with v a maximum at the 
equator and symmetric and u a minimum at the equator and antisymmetric. 
Mode M+2 = 5, which is equatorially trapped as is mode M+1 = 4, also has 
a mixed Rossby-gravity type response, because it is close to its free 
mode eigenperiod of 4.7 days at h = 100 m. 
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When the difference in normalization is taken into account, the 
response in a non-forcing mode at quasi-resonance due to the existence 
of a middle latitude nonpropagating mode is small compared to the 
response to a propagating forcing wave. In the example given for the 
annual mean at h = 100 m, even though the forcing is at the mode m = 4 
quasi-resonance, the kinetic energy at the equator in mode m = 4 is only 
13% of the kinetic energy in the forcing mode M = 3 at 30o N. This 
compares to the nondivergent (h= 00) case where the kinetic energy at the 
equator for mode m = 4 at quasi-resonance is 101% of the kinetic energy 
at 300 N for the forcing wave M = 3. In the equatorial region, mode 
m = 4 however is much stronger than the forcing mode. 
B) Seasonal Differences 
Similar responses occur for the other seasons. Fig. 5.6 a) shows 
the refractive-index-square characteristics for m = 4 with the winter 
A 
basic state. Because of the asymetry of U, there is a new category, 
PR(-Y), indicating wave modes which are propagating at 300 S but 
evanescent at 30o N. Other than that, t 2 is quite similar to that for 
the annual mean basic state, except that the evanescent region for small 
positive h extends to larger equivalent depth. The dashed line 
indicates the free mode eigenperiods for mode m = 4. As in the annual 
mean, the free mode eigenperiod increases for decreasing positive h. 
For a given equivalent depth, the free mode eigenperiod is larger in the 
winter. Eigenperiods do not eXist for positive h less than 120 m 
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because the modes are evanescent. Fig. 5.6 b) shows the analogous 
A 
characteristics for the summer basic state. Because U is smaller at 
300 N than 30°3, there is a small region, designated PR(+Y), where the 
wave modes are propagating at 30 0 N but evanescent at 30°3. The free 
mode eigenperiod increases with decreasing positive h as before and for 
a given h is smaller than in the other seasons. 
As in the annual mean, the free mode eigenperiods at small positive 
h in the winter and summer cannot be excited by propagating modes at the 
middle latitude boundaries. They may however be expected as a 
consequence of the interaction of a nonpropagating forcing mode with the 
basic state wave. The responses are similar to that of the example at 
h = 100 m in the annual mean basic state. 
Thus it is possible for a mixed Rossby-gravity wave with a period 
and horizontal and vertical wavelengths comparable to those observed to 
coexist with a nonpropagating forcing mode at the middle latitude 
boundary in all seasons. For a given equivalent depth, the period is 
largest in the winter and smallest in the summer. 
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CHAPTER VI 
SUMMARY AND CONCLUSIONS 
The purpose of this thesis has been to ascertain the effect of the 
basic state flow on the dynamical steady state response of a model 
tropical atmosphere to middle latitude boundary forcing. The goal has 
been to understand the role of a latitudinally and longitudinally 
varying basic state on the selectivity of the tropical atmosphere 
response to middle latitude forcing modes of different periods and 
horizontal and vertical wavelengths. In particular, the role of the 
basic state in the lateral forcing of the mixed Rossby-gravity mode has 
been ascertained. 
The general model used in this study is described in Chapter II. 
The equations of motion are linearized about a basic state velocity 
field that is longitudinally and latitudinally varying, but independent 
of height. By assuming a basic state independent of height, the 
horizontal and vertical dependence of the perturbation can be separated, 
with the emphasis in this study on the horizontal structure. 
The latitudinal domain of the tropical model is from 300 N to 300 S. 
To study the response of the model tropics to a particular middle 
latitude mode, the period and horizontal and vertical wavelengths of the 
forcing mode are specified at one of the middle latitude boundaries. 
With the amplitude of the equatorward propagating part of the forcing 
wave specified at the forcing boundary and with the radiation boundary 
condition at the opposite boundary (and at the forcing boundary for the 
non-forcing modes), the solution is calculated numerically. 
In Chapter III, a nondivergent model, which is a special case of 
the general model is described. In this model, the assumption that the 
wave disturbances have no horizontal divergence considerably simplifies 
the method of solution and makes the numerical computations much less 
expensive to perform. Most of the results in this thesis are calculated 
with this model and are presented in Chapter IV. 
In Section A of Chapter IV, the response to a middle latitude 
forcing in the simplest version of the nondivergent model (i.e., no 
basic state flow) is examined. The horizontal governing equations are 
written in the form of a wave equation with a latitudinally varying 
refractive index. An examination of the results in view of the 
refractive index confirms that only middle latitude forcing modes with a 
westward phase speed less than the maximum Rossby wave phase speed for 
the specified period and azimuthal wavenumber can propagate 
meridionally. These wave modes have a positive value for the 
refractive-index-square. Eastward propagating waves and short westward 
propagating waves at small periods have a negative 
refractive-index-square and do not propagate meridionally. Because of 
the variation of the latitudinal derivative of the Coriolis parameter 
with latitude (beta effect), the refractive-index-square increases 
equatorward for the meridionally propagating modes. This increase is 
quite small however, and the results that the zonal velocity amplitude 
has a weak maximum near the equator and the meridional velocity 
amplitude has a weak minimum near the equator are interpreted in terms 
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of a WKB solution. It is also shown that frictional dissipation has a 
more important damping effect for modes of large azimuthal wavenumber 
and period. 
In Section B of Chapter IV, the effect of a zonally-averaged basic 
state zonal flow (U) on the lateral forcing of the nondivergent model 
tropics is ascertained. Results based on the three seasonal basic 
states: annual mean (representative of spring and autumn), winter, and 
A 
summer are compared. Since the annual mean U is symmetric about the 
equator, the tropical response to forcing from 300 S in this season is a 
mirror image of the response to forcing from 300 N. However, the 
response to a forcing at 300 S in the winter (summer) season is almost a 
mirror image to the response of a similar forcing from the 300 N boundary 
in the opposite season. The following discussion refers to forcings 
A 
At the forcing boundary, U is eastward (westerly) for each season 
and largest in the winter and smallest in the summer. The results 
confirm that a middle latitude wave mode which propagates with a 
westward phase speed also propagates meridionally if its zonal phase 
speed is less than the maximum Rossby wave phase speed. An eastward 
propagating middle latitude wave mode can also propagate meridionally in 
A 
the presence of a westerly U if its phase speed is westward with respect 
A 
to U but less than the maximum Rossby wave phase speed. However, all 
the meridionally propagating eastward waves encounter a critical 
A 
latitude where their phase speed is equal to U between the middle 
latitude boundary and the equator. The wave energy is reflected at such 
a critical latitude. 
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For a given forcing mode, the refractive-index-square, associated 
A 
with U, increases strongly equatorward in each season and the WKB 
approximation is no longer valid quantitatively. But the qualitative 
features of the WKB solution are present in the numerical solution for 
each season: the perturbation zonal velocity amplitude increases 
equatorward whereas the perturbation meridional velocity amplitude 
decreases equatorward. Since the zonal velocity amplitude is generally 
larger than the meridional velocity amplitude, the amplitude of the 
kinetic energy increases equatorward. This equatorward increase of the 
kinetic energy is largest in the summer and smallest in the winter. 
This may be explained as a consequence of the larger conversion between 
the kinetic energy of the basic state flow and that of the perturbation 
in the summer season. 
A 
Because U is smaller at the forcing boundary than at the opposite 
boundary in the summer, two features are found to be unique for this 
season. The first is a large response which occurs for modes which are 
propagating throughout the forcing hemisphere but encounter a latitude 
in the opposite hemisphere where their phase speed is equal to the 
maximum westward Rossby phase speed with respect to the basiC state 
flow. This corresponds to a turning point in terms of the 
refractive-Index-square parameter. At this latitude, the waves are 
reflected, giving rise to a large response in the equatorial region. 
The second unique feature for the summer season is the absence of a 
significant equatorial response to short westward propagating forcing 
modes of large period. This is because the basic state zonally-averaged 
wind is strong and easterly (westward) at the equator in the summer. 
167 
Then short westward waves of large period encounter a critical latitude 
between the forcing boundary and the equator where their zonal phase 
~ 
speed is equal to U and the wave energy is reflected. In the other 
seasons, the equatorial easterlies are much weaker and critical 
latitudes exist only for waves with periods greater than 20 days. 
In Section C of Chapter IV, the basic state flow consists of a 
basic state wave with azimuthal wavenumber one as well as a 
zonally-averaged basic state zonal wind with meridional shear. A 
boundary forcing wave may then interact with the basic state wave giving 
rise to a whole set of additional modes. In the low period domain of 
the model's validity, only a few non-forcing modes have a significant 
amount of energy. These modes have azimuthal wavenumbers close to that 
of the forcing mode and generally are of considerably smaller amplitude 
than the forcing mode. However, at certain values of the forcing 
azimuthal wavenumber and period, quite large responses can occur in a 
non-forcing mode. These quasi-resonant responses have characteristics 
of a mixed Rossby-gravity wave in that (1) the meridional velocity is a 
maximum at the equator and is symmetriC and (2) the zonal velocity 
amplitude is a minimum at the equator and is antisymmetric. The 
quasi-resonant periods correspond to the free mode eigenperiods of the 
horizontal structure equation in the absence of a basiC state wave, 
which for a given azimuthal wavenumber is largest in the winter and 
smallest in the summer. 
With a basic state wave of azimuthal wavenumber one, the only mixed 
Rossby-gravity wave mode with a large response that can be excited by 
middle latitude forcing in the annual mean season is the mode with 
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azimuthal wavenumber m = 4 which is excited by forcing mode M = 3. In 
the summer and winter seasons, a strong mixed Rossby-gravity wave of 
m = 4 can also be excited by forcing mode M = 3 from either boundary. 
A 
In addition, the forcing mode M = 4 at the boundary with weaker U can 
excite a strong mixed Rossby-gravity wave of mode m = 5. These 
azimuthal wavenumbers agree with those of the observed mixed 
Rossby-gravity wave. 
Quasi-resonances with the same structure and period can also be 
excited by forcing waves interacting with a basic state wave of 
azimuthal wavenumber two. In addition to the responses with basic state 
wavenumber one, quasi-resonances in mode m = 5 with the annual mean 
basic state and in mode m = 6 with the winter and summer basic states 
can be excited. 
In general, all the mixed Rossby-gravity modes that are excited to 
a significant degree have an azimuthal wavenumber equal to that of the 
forcing wave plus that of the basic state wave. The quasi-resonant 
periods are independent of the forcing wave, basic state wave 
combination and are independent of the middle latitude forcing boundary. 
However, in the winter and summer, some quasi-resonant modes can only be 
excited from the boundary with weaker basic state zonal flow. When a 
mode can be excited from either boundary, its response is larger when 
forced from this boundary with weaker basic state zonal flow. 
The mixed Rossby-gravity mode that is observed in the atmosphere 
generally has an azimuthal wavenumber of 4 but its period of about 5 
days is somewhat larger than that of the result in the nondivergent 
model. Also the vertical structure of these nondivergent mixed 
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Rossby-gravity wave modes are such that the waves are vertically trapped 
instead of vertically propagating. 
In Chapter V, results from the general model are examined to see if 
quasi-resonances more in agreement with the observed mixed 
Rossby-gravity modes can be excited. It is found that the free mode 
eigenperiods for small positive equivalent depth, that is small vertical 
wavelength, are indeed on the order of 5 days for azimuthal wavenumber 4 
in each season in agreement with the period of the observed mixed 
Rossby-gravity mode. However, by an examination of the 
refractive-index-square, it is determined that these modes of small 
positive equivalent depth cannot be excited by meridionally propagating 
modes at the middle latitude boundary. 
The response of the tropical atmosphere to a meridionally 
non-propagating forcing mode with M = 3, h = 100 m at the free mode 
eigenperiod of m = 4, h = 100 m in the annual mean is examined. 
Although the amplitude of the forcing mode decays rapidly equatorward, 
its interaction with the basic state wave results in a response in the 
non-forcing mode m = 4 with all the characteristic values of the 
observed mixed Rossby-gravity mode. Similar responses occur in the 
other seasons with the period slightly larger in winter and slightly 
smaller in summer. Although these modes have more energy in the 
equatorial region than the forcing mode, the response is weak compared 
to the amplitude of the forcing mode at the forcing boundary. This is 
due to the evanescent behavior of the forcing mode. Thus the 
interaction of meridionally non-propagating modes with the basic state 
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wave is probably not an important mechanism for the excitation of mixed 
Rossby-gravity waves. 
With the limitation in this model of a height-independent basic 
state, the non-forcing modes must have the same vertical structure as 
the forcing wave. In the real tropical upper troposphere, there is a 
moderate degree of vertical shear of the basic state zonal flow and the 
vertical structure of a wave perturbation is not independent of the 
horizontal structure. Thus a meridionally propagating middle latitude 
mode, which must be practically nondivergent and vertically trapped, 
could excite a mixed Rossby-gravity response in the tropical atmosphere 
with a vertically propagating structure. But even with the simplified 
height-independent nature of the basic state in this model, strong mixed 
Rossby-gravity modes with azimuthal wavenumbers of those observed are 
produced by middle latitude boundary forcing. These results suggest 
that the interaction of a middle latitude forcing mode with a basic 
state wave is a viable energy source for the mixed Rossby-gravity mode. 
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APPENDIX 

NOTATION AND LIST OF SYMBOLS 

a = radius of earth 
b = Rayleigh friction coefficient 
c = specific heat of air at constant 
P 
f = Coriolis parameter 
g = acceleration of gravity 
h = equivalent depth 
j = Newtonian cooling coefficient 
k = zonal wavenumber 
= meridional wavenumber 
m = azimuthal wavenumber 
n = y-grid-level 
pressure 
n = number of zeros in streamfunction between turning points 
p = pressure 
q 2 = vertical-wavenumber-square 
+ 
r = general perturbation variable vector 
+ 
s = general adjoint variable vector 
t = time 
u = perturbation zonal velocity 
v = perturbation meridional velocity 
x = eastward coordinate 
y = northward coordinate 
A = amplitude of basic state streamfunction 
ET = equatorially trapped mode 
EV = evanscent mode 
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-+F = forcing vector 
G perturbation geopotential amplitude 
I = azimuthal wavenumber of basic state
.. 
K = basic state zonal wavenumber 
K = kinetic energy 
1C %= domain-average kinetic energy percentage 
L x-wavelength 
M aximuthal wavenumber of forcing mode 
PR = propagating mode 
R = ideal gas constant 
RE = reflected mode 
S = static stability parameter 
T = temperature 
U = basic state zonal velocity 
v = basic state meridional velocity 
W = perturbation vertical velocity amplitude 
B = Rossby parameter 
Y = real part of refractive index 
E = vertical e-folding distance 
E = phase angle between u and v 
e = latitude 
A = longitude 
t; general dependent variable 
a = angular frequency 
T = wave period 
¢ = perturbation geopotential 
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w = perturbation streamfunction 
w = ~, perturbation vertical velocity 
r = imaginary part of refractive index 
n = y-grid-1eve1 interval 
e = perturbation temperature amplitude 
0/ basic state streamfunction 
n = angular speed of earth rotation 
= 	 time average 
zonal average part of basic state 
= wave part of basic state 
< > = average over x-wavelength 
evaluated at 30~N
* 
evaluated at 30 0 S
** 
---
---
---
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Then the solution represents a meridionally propagating wave and the 
direction of energy propagation is that of the group velocity. For the 
first term in equation (2.40), the meridional component of the group 
velocity is 
A 22,(/,* k gh(O'+U*k )
aO' m m m (2.41)
= 
A A
- a,(/,*m 2 2 3B...k gh + B* (O'+U*k) - 2k (O'+U*k )
"m m m m 
and for the second term in equation (2.40) the meridional component of 
00'the group velocity is+~. For the sake of argument, let us consider 
*m A aO' 
a case in which 
,(/,*m ' k , h, a , and U* are such that-ar- is m 
*m 
positive. Then the B*m in equation (2.40) is the amplitude of the part 
of the wave mode propagating energy away from the tropics (reflecting) 
and the C* is the amplitude of the part of the wave mode propagating
m 
energy into the tropics (transmitting). Without loss of generality, the 
transmitting part of the meridional velocity of the forcing mode (m = M) 
at the northern boundary is specified to have unit amplitude: 
1.0 (2.42) 

The amplitude of the reflecting part of the forcing mode is to be 
determined as part of the solution due to the reflection from the 
tropics. Through interaction of the forcing mode with the basic state 
wave in the tropical domain, modes other than that of the forcing mode 
exist with the same frequency and equivalent depth, but with different 
azimuthal and meridional wavenumbers. For these non-forcing modes there 
