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A fast implementation of the quantum imaginary time evolution (QITE) algorithm called Fast QITE is
proposed. The algorithmic cost of QITE typically scales exponentially with the number of particles it nontrivially
acts on in each Trotter step. In contrast, a Fast QITE implementation reduces this to only a linear scaling. It
is shown that this speed up leads to a quantum advantage when sampling diagonal elements of a matrix
exponential, which cannot be achieved using the standard implementation of the QITE algorithm. Finally the
cost of implementing Fast QITE for finite temperature simulations is also discussed.
I. INTRODUCTION
The field of quantum computation has seen fervent activity
in the development of algorithmic tools for the computation
of the ground states, as well as the thermal states of a phys-
ical Hamiltonian H[1–8]. This is in part spurred by the re-
cent availability of noisy intermediate scale quantum (NISQ)
hardware[9], which led to many recent practical and numer-
ical demonstrations of the usefulness of quantum computers
for simulating many-body physics in the near term[10–15]. At
present, such demonstrations do not necessarily outperform
classical simulation techniques, but they illustrate the poten-
tial of quantum hardware to perform complex computations as
the capabilities and scale of quantum hardware continues to
improve.
In this note, we consider the recently introduced quan-
tum imaginary time evolution (QITE) algorithm[8]. The
idea behind QITE is to approximate the exponential map
|ψ〉 → eH |ψ〉 up to a normalization factor via a unitary evo-
lution on a quantum computer. Such a map is also called
imaginary time evolution[16] since a unitary evolution e−iHt
in real time t generates an exponential map eHt if the time
variable becomes complex, i.e. t → it. QITE achieves this
by breaking down the exponential map eH into smaller Trotter
steps, and then approximating each step via a unitary operation
by performing a linear optimization of the unitary parameters.
QITE has already been successfully tested on current quantum
hardware with promising results[8, 17].
The cost of implementing a QITE calculation is primarily
limited by (i) the number of Trotter steps required to perform
a sufficiently accurate approximation, and (ii) the size of the
optimization problem required to find the approximate unitary
evolution. In particular, the latter can be shown to scale ex-
ponentially with the number of particles each Trotter step acts
nontrivially on.
The main result in this note is to demonstrate that this expo-
nential scaling can be brought down to only a linear scaling.
This is achieved by showing that any Trotter step that acts
nontrivially on n qubits can be reduced to another QITE prob-
lem acting nontrivially on (n − 1) qubits. This procedure can
then be repeated as necessary in order to achieve the required
speedup. We call this particular implementation of imagi-
nary time evolution Fast QITE. We then argue that Fast QITE
∗ bbtankc@gmail.com
leads to a genuine quantum advantage over known classical
algorithms when sampling the diagonal elements of the ma-
trix exponential eH , which standard QITE implementations
cannot achieve. Finally, we analyze the cost of implementing
Fast QITE for finite temperature simulations, and show that
the algorithm is efficient over relevant physical parameters.
II. PRELIMINARIES
Consider a general 2n×2nHermitianmatrixH = ∑a ha⊗ni=1
σai =
∑
a haσa =
∑
a Ha, where ai = 0, 1, 2, 3, σai are Pauli
matrices and a is the operator string a1 . . . an. The matrix
exponent can be approximated via Trotterization such that
eH = (
∏
a
eτHa )1/τ + O
(
τ2
)
. (1)
In this note, each application of eτHa over a small imaginary
time step τ is referred to as a Trotter step.
The QITE algorithm seeks to approximate each imaginary
time step eτHa with a unitary operator
eiτ
∑
b xb ⊗ni=1σbi = eiτ
∑
b xbσb (2)
=
∏
b
eiτxbσb + O
(
τ2
)
(3)
such that the quantity
eτHa |ψ〉 /√ca − eiτ∑b xbσb |ψ〉2 ≈eτHa |ψ〉 /√ca − (1 + iτ∑b xbσb) |ψ〉2 is minimized. The
quantity ca ≔
eτHa |ψ〉2 is a normalization factor that
was introduced because eτHa does not preserve the vec-
tor norm. Looking for a solution where eτHa |ψ〉 /√ca =
(1 + iτ∑b xbσb) |ψ〉 + O (τ2), we can verify that:eτHa |ψ〉 /√ca − (1 + iτ
∑
b
xbσb) |ψ〉

2
(4)
≈ 2 Im
{
τ
∑
b
〈ψ | eτHa xbσb |ψ〉 /√ca
}
+ 2Re
{∑
b,b′
τ2 〈ψ | xb′ xbσb′σb |ψ〉
}
(5)
= 2τ2 ®x†(M ®x + ®r), (6)
2where[18]
Mbb′ ≔ Re{〈ψ | σb′σb |ψ〉}, (7)
and
rb ≔ Im
{〈ψ | eτHaσb |ψ〉}/(τ√ca). (8)
Observe that the above expression is minimized when ®x is
the solution to the system of linear equations M ®x + ®r = 0. The
Trotter step eτHa is then implemented by sampling the matrix
elements of thematrix M and the vector ®r. Thematrix elements
of M can be obtained by checkingwhether the product of Pauli
strings σb′σb is Hermitian or anti-Hermitian, and measuring
the expectation value 〈ψ | σb′σb |ψ〉 when it is Hermitian (it is
zero otherwise). The elements of the vector ®r can be obtained
by expanding 〈ψ | eτHaσb |ψ〉 and √ca in terms of τ, which
gives us
〈ψ | eτHaσb |ψ〉 = 〈ψ | (1 + τhaσa + τ2h2a/2)σb |ψ〉 + O
(
τ3
)
(9)
c
−1/2
a = 〈ψ | (1 − τhaσa) |ψ〉 + O
(
τ2
)
(10)
rb = ha Im{〈ψ | σaσb |ψ〉}(1 − τha 〈ψ | σa |ψ〉) + O
(
τ2
)
.
(11)
The cost of implementing QITE for a single Trotter step
largely depends on the cost of sampling the matrix elements
of M. Since b = b1 . . . bn, and bi = 0, 1, 2, 3, the total number
of elements in M is O (22n) . For general H, we see that
this is inefficient as it scales exponentially with system size.
The situation can be improved by considering the special case
of k-local Hamiltonians. In this case, the number of matrix
elements that needs to be sampled scales with ∼ 2O(k), which
is exponential in k, but is manageable for small values of k.
III. FAST QITE
Wenowdescribe a fast implementation ofQITE that reduces
the exponential scaling of the algorithm down to only a linear
scaling. The essential observation here is that standard QITE
is expensive to perform because the operator space is acting
on too many particles at the same time. For a general 2n ×
2n Hermitian matrices, the operator space acts on n qubits,
resulting in an exponentially scaling complexity. Fast QITE
remedies this by providing a systematic method of reducing a
QITE problem acting on n qubits, to another QITE problem
acting only on (n−1) qubits. This procedure can be performed
repeatedly, which dramatically reduces the complexity of the
problem.
Consider a Trotter step eτσa1 for a single Pauli matrix σa1 .
For this imaginary time evolution and input state |ψ〉, we can
find a real time evolution eiτ
∑
b1
xb1
σb1 , where b1 = 0, 1, 2, 3
such that up to first order in τ, we have
e
iτ
∑
b1
xb1
σb1 |ψ〉 ≈ eτσa1 /√ca1 |ψ〉 . (12)
Expanding both sides to the first order in τ, we obtain
(1 + iτ
∑
b1
xb1σb1) |ψ〉 (13)
= (1 + τσai )(1 − τ 〈ψ | σa1 |ψ〉) |ψ〉 + O
(
τ2
)
(14)
= (1 + τσai − τ 〈ψ | σa1 |ψ〉) |ψ〉 + O
(
τ2
)
, (15)
which implies
iτ
∑
b1
xb1σb1 |ψ〉 = (τσa1 − τ 〈ψ | σa1 |ψ〉) |ψ〉 + O
(
τ2
)
.
(16)
Consider Ha = ha ⊗ni=1 σai . It can be observed that
iτha
∑
b1
xb1σb1 ⊗ni=2 σai |ψ〉 (17)
= ha ⊗ni=2 σai ⊗ (iτ
∑
b1
xb1σb1) |ψ〉 (18)
= ha ⊗ni=2 σai ⊗ (τσa1 − τ 〈ψ | σa1 |ψ〉) |ψ〉 + O
(
τ2
)
(19)
= τ(Ha − ha 〈ψ | σa1 |ψ〉 ⊗ni=2 σai ) |ψ〉 + O
(
τ2
)
(20)
Reshuffling the terms, we get
τha 〈ψ | σa1 |ψ〉 ⊗ni=2 σai |ψ〉
+ iτha
∑
b1
xb1σb1 ⊗ni=2 σai |ψ〉 (21)
= τHa |ψ〉 + O
(
τ2
)
. (22)
Adding 1 |ψ〉 on both sides, we obtain up to first order in τ the
approximation
eτha 〈ψ |σa1 |ψ 〉⊗
n
i=2
σai Ua1 |ψ〉 ≈ eτHa |ψ〉 , (23)
where Ua1 ≔ exp
{
iτha
∑
b1
xb1σb1 ⊗ni=2 σai
}
. We observe
that the original QITE problem involving n qubits acting on
the state |ψ〉 has been reduced to another QITE involving
(n − 1) qubits acting on the state Ua1 |ψ〉. By letting H ′a =
ha 〈ψ | σa1 |ψ〉 ⊗ni=2 σai be the new Hermitian operator in the
imaginary time evolution, we can repeat the procedure and
continue reducing the number of qubits involved in the QITE.
In total, we can iterate this procedure a maximum of n times,
until we eventually arrive at
Uan . . .Ua1 |ψ〉 = eτHa |ψ〉 /
√
ca. (24)
By employing the above reduction process, we see that Fast
QITE replaces a single large unitary with a sequence of n
smaller unitary operations that has greatly reduced complexity.
IV. COMPUTATIONAL COST OF FAST QITE
We first consider the cost of implementing Fast QITE for
a single Trotter step. This is essentially the cost of imple-
menting the series of unitary operationsUan . . .Ua1 in Eq. 24.
3An upper bound to this cost is n times the cost of implement-
ing Ua1 , or equivalently, the cost of performing the Hamil-
tonian simulation[19] of ha
∑
b1
xb1σb1 ⊗ni=2 σai . This can
be achieved using using at most O(n) number of operations
since it is a sum of four products of Pauli operators, each of
which performs a maximum of n single qubit operations. The
total cost of implementing each Trotter step eτHa is therefore
O (n2) . In comparison to the O (22n) scaling of the original
QITE algorithm, we see that Fast QITE is exponentially faster
for each Trotter step.
For the special case where H is a k-local Hamiltonian, each
string a consists of at most O(k) non-identity Pauli matrices.
Correspondingly, we only need to perform the reduction pro-
cessO(k) times and the cost of performingUa1 is also similarly
O(k). This results in a total cost of O (k2 ) to perform a Trotter
step, which is an exponential improvement in terms of k over
the scaling of O
(
2O(k)
)
for standard QITE.
We now consider the full cost of generating the imagi-
nary time evolution eH |ψ〉 /√cH , where cH ≔
eH |ψ〉2.
For any arbitrary Hermitian operator H, the decomposition
H =
∑
a ha ⊗ni=1 σai =
∑
a Ha contains up to 2
2n linearly
independent terms. Since Fast QITE implements each Trotter
step eτHa using O (n2) operations,∏a eτHa |ψ〉 can be imple-
mented using a total of O (22nn2) operations. For a fixed pre-
cision, the overall cost of generating eH |ψ〉 /√cH is therefore
O (22nn2) . Since standard QITE requires O (22n) operations
per Trotter step, it will require O (24n ) operations to complete
the computation. In this case, the advantage of Fast QITE over
standard QITE is essentially quadratic.
V. SAMPLING DIAGONAL ELEMENTS OF MATRIX
EXPONENTIALS
We now compare the performance of Fast QITE to classical
algorithms at the task of computing matrix exponentials. Sup-
pose we are interested to sample the diagonal elements of the
matrix exponential eH . Themost commonly used classical ap-
proach for computing these diagonal matrix elements exactly
is to diagonalize the matrix such that H = UDU† where D is a
diagonal matrix. The matrix exponential is then computed by
first evaluating eD, which can be done efficiently using O(n)
operations, and then evaluating eH = UeDU†. This diagonal-
ization process can be performed using O (23n) operations and
the diagonal matrix elements are computed by performing the
matrix multiplication 〈ψ |UeDU† |ψ〉. The cost of this classi-
cal computation is limited by the diagonalization step, so the
overall cost is in this case O (23n) .
An approximate method with better scaling is to recog-
nize that etH |ψ〉 is the solution to the differential equation
d |ψ〉 /dt = H |ψ〉. We can therefore perform the approxi-
mation δ |ψ〉 ≈ H |ψ〉 δt using sufficiently small δt a total of
1/δt times to approximate the evolution eH |ψ〉. In this ap-
proach, each time step requires a matrix-vector multiplication,
so the number of operations required is O (22n)[20]. In gen-
eral, we do not expect any classical algorithm to perform faster
than O(2n), because the vector eH |ψ〉 has 2n elements, so it
requires at least O(2n) operations in general to write down.
We show that Fast QITE can be used to sample a diagonal
element of eH with better scaling than classical algorithms.
For this purpose, we consider the case where H =
∑
a Ha is a
sum of at most poly(n) terms. Note that under this constraint,
each Ha can still act nontrivially on a maximum of n qubits.
We consider the cost of using Fast QITE to compute the
diagonal element. This can be achieved by performing a pro-
jection of eH |ψ〉 /√cH onto the state |ψ〉 with probability〈ψ | eH |ψ〉2/cH . The normalization factor cH can be ob-
tained by observing that each Trotter step generates a normal-
ized state eτHa |ψ〉 /√ca, so cH can be obtained from the the
multiplication of all the normalization factors ca obtained at
each Trotter step (see Eq. 10). Since there are poly(n) Trot-
ter steps in total, finding cH requires O(poly(n)) number of
operations. O (poly(n)n2) = poly(n) is the cost of generating
the state eH |ψ〉 /√cH using Fast QITE, so the overall cost
of sampling the diagonal element can be done in polynomial
time.
In comparison, standard QITE will require O (22npoly(n))
operations to perform a similar computation, which is slower
than a classical algorithm employing the differential equation
method. Even ifwe account for the fact thatH is poly(n) sparse,
the classical differential equation method can do no better than
O(2npoly(n)) scaling due to the fact that eH |ψ〉 has 2n vector
elements. Fast QITE is therefore exponentially faster at this
task than both classical and standard QITE algorithms.
VI. FINITE TEMPERATURE SIMULATION WITH FAST
QITE
In the previous section, we considered the use of Fast QITE
to sample the diagonal elements of the matrix exponential eH .
This problem is of particular interest because of its immediate
application in the simulation of many body systems at finite
temperature. Here, we perform a cost analysis of using Fast
QITE to simulate a system in thermal equilibrium with a heat
bath at inverse temperature β. For such systems, the density
matrix of the system takes on the form ρ = e−βH/Z where
H is typically assumed to be some k-local Hamiltonian and
Z = tr
(
e−βH
)
is the partition function. The goal is to measure
an observable O such that 〈O〉ρ = tr(Oρ). We will initially
consider the case where the eigenvalues and eigenvectors of O
are known.
It is not difficult to see that Fast QITE can useful under such
conditions. Let {|i〉}2n
i=1
be the eigenbasis of the Hermitian
observable O. We observe that
〈O〉ρ = tr(Oρ) (25)
=
2n∑
i=1
〈i | Oρ |i〉 (26)
=
2n∑
i=1
〈i | O |i〉〈i | e−βH |i〉 /Z . (27)
Since
∑2n
i=1 |i〉〈i | e−βH |i〉 /Z = 1, we can define the probability
distribution pi ≔ 〈i | e−βH |i〉 /Z and write the expectation
4value as the statistical average
〈O〉ρ =
∑
i
〈i | O |i〉 pi . (28)
The thermal statistical average can therefore be obtained by
sampling from the eigenvalues of O with probability pi . The
distribution pi can be simulated using standard Monte Carlo
techniques so long as 〈i | e−βH |i〉 is computable. We see that
this is just the diagonal element of the matrix exponential, so
it can be sampled using Fast QITE. Due to the assumption of
k-locality, the number of Trotter steps required to is O(βnk),
each of which requires O (k2 ) operations in Fast QITE. The
total cost is therefore O (βnk3 ) to obtain each Monte Carlo
sample using Fast QITE. Standard QITE will achieve this at
the cost of O
(
βn2O(k)k
)
, so the speedup here is exponential
in terms of k.
In cases where the eigenvalues and eigenvectors ofO cannot
be efficiently computed (for instance, when O is the Hamil-
tonian H of the system itself), a version of the minimally
entangled typical thermal states (METTS) method[21] may
be performed using QITE[8]. Let {|i〉}2n
i=1
be any complete
orthogonal basis. The METTS method rewrites the thermal
statistical average in the following way:
〈O〉ρ = tr(Oρ) (29)
= tr
(
Oe−βH
)
/Z (30)
= tr
(
e−βH/2Oe−βH/2
)
/Z (31)
=
∑
i
〈i | e−βH/2Oe−βH/2 |i〉 /Z (32)
=
∑
i
〈i | e−βH/2Oe−βH/2 |i〉
wi
wi
Z
(33)
=
∑
i
〈i | e−βH/2Oe−βH/2 |i〉
wi
pi, (34)
where wi ≔ 〈i | e−βH |i〉 and pi = wi/Z . We can verify that∑2n
i=1 pi = 1, so once again, we can apply standard Monte
Carlo techniques to obtain the statistical average, so long as
we are able to compute wi and 〈i | e−βH/2Oe−βH/2 |i〉. wi
is just a diagonal element of a matrix exponential, which
can be obtained using Fast QITE with O (βnk3 ) operations.
〈i | e−βH/2Oe−βH/2 |i〉 can be obtained by generating a state
∝ e−βH/2 |i〉 using Fast QITE and then measuring the observ-
able O on this state. If this measurement can be performed
efficiently, then 〈i | e−βH/2Oe−βH/2 |i〉 can also be efficiently
sampled. Suppose we are trying to measure the system en-
ergy, so O = H. In this case O is k-local so we can measure
O using at most O(nk) operations. Performing Fast QITE to
generate a state ∝ e−βH/2 |i〉 costs O (βnk3 ) so the overall cost
of performing each Monte Carlo step is O (βn2k4 ) .
VII. CONCLUSION
In this note, we proposed a method of reducing the com-
plexity of QITE. The resulting algorithm has better scaling
properties when compared to the standard implementation of
theQITE algorithm. For this reason, we call the new algorithm
Fast QITE. This reduction in complexity is achieved by itera-
tively reducing a QITE problem involving n qubits, to another
QITE problem acting only on (n − 1) qubits. As the operator
space grows exponentially in size n, this has the effect of sig-
nificantly reducing the dimensionality of the operator space,
leading to cost savings.
For an arbitrary Hermitian operator H =
∑
a Ha, each Trot-
ter step eτHa can be implemented in Fast QITE using only
O (n2) operations. That is an exponential improvement com-
pared to the O (22n) scaling of the standard QITE implemen-
tation.
We then analyzed the cost of using Fast QITE to perform
certain tasks related to matrix exponentiation. The first is
to sample the diagonal elements of the matrix eH . Here,
we argued that there is a quantum advantage over classical
algorithms. For the special case where H =
∑
a Ha is a sum of
at most H =
∑
a Ha terms, the cost of sampling the diagonal
element of eH costs O(poly(n)) operations using Fast QITE.
This is compared to the O (22npoly(n)) scaling of standard
QITE. The cost of a classical algorithm is also not less than
O(2n). The cost savings for the full imaginary time evolution
is therefore exponential in terms of the number of qubits n
using Fast QITEwhen compared to both classical and standard
QITE algorithms. For the special case where H is a k-local
Hamiltonian, the cost savings is exponential in terms of k.
We also considered the finite temperature simulation of a
system with k-local Hamiltonian H, at inverse temperature β.
The goal here is to find the thermal average of an observable
O such that 〈O〉ρ = tr(Oρ) where ρ is a state in thermal
equilibrium. Fast QITE can be combinedwith standardMonte
Carlo techniques to calculate the statistical average. For the
case where the eigenvalues and eigenvectors of O are known,
we show that each Monte Carlo step can be performed using
O(βnk) operations. In the case where the eigenvalues and
eigenvectors are not known but O is k-local (such as when
when O is the system Hamiltonian), the cost of each Monte
Carlo step is O (βn2k4 ). In both cases, Fast QITE scales
linearly with the inverse temperature β, and polynomially with
the number of qubits n and number of nearest neighbours k,
which demonstrates the efficiency of Fast QITE with respect
to the relevant parameters β, n and k for finite temperature
simulation.
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