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Abstract
Using the generalized coherent states we argue that the path integral for-
mulae for SU(2) and SU(1, 1) (in the discrete series) are WKB exact, if the
starting point is expressed as the trace of e−iT Hˆ with Hˆ being given by a lin-
ear combination of generators. In our case, WKB approximation is achieved
by taking a large “spin” limit: J,K → ∞. The result is obtained directly
by knowing that the each coefficient vanishes under the J−1(K−1) expansion
and is examined by another method to be legitimated. We also point out
that the discretized form of path integral is indispensable, in other words, the
continuum path integral expression leads us to a wrong result. Therefore a
great care must be taken when some geometrical action would be adopted,
even if it is so beautiful, as the starting ingredient of path integral.
Typeset using REVTEX
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I. INTRODUCTION
Physical systems in actual situation are so complicated that even in a simplified form
there usually need some approximation techniques, such as perturbation of the coupling
constant or the self-consistent manner of Hartree-Fock. In path integral the most promising
one seems to be a semiclassical (WKB) approximation. However there are some systems in
which theWKB approximation gives the exact result: a harmonic oscillator is the well-known
example (and may be the only case if we are in a usual quantum mechanical circumstance,
that is, on a flat and non-compact manifold); since the Hamiltonian is quadratic in momenta
and coordinates, yielding a Gaussian form in the path integral.
If generalization is made to quantum mechanics on a non-trivial manifold such as SU(2)
spin system [1] [2] [3] or CPN system, a new possibility may occur [4]: this new possibility
of exactness of the WKB approximation is discussed in connection with the theorem of
Duistermaat-Heckman(D-H) [5] and is extended to Grassmannian manifold [6]. So far the
discussion has been concentrated mainly on the geometrical view point [7]. However there
are a number of unsatisfactory points and mysteries: the ingredient for obtaining path
integral formulae is (apart from [1], [2], and [3]) so called (generalized) coherent states.
They have employed naive calculus, 〈g|g′〉 ∼ 1 + 〈g|δg〉 ∼ exp〈g|δg〉, where |g〉 is some
generalized coherent states and the elements g and g′ are assumed to g′ = g + δg with
δg ≪ 1; which, however, cannot be justified because g and g′ are the integration variables
in the path integral. Thus obtained “quantum” action in the path integral formula has
already been in a semiclassical state. The reason why this kind of rough estimation could
have been accepted is that the resultant action is beautifully geometric. In this sense, it is
still unsatisfactory for us that ad hoc adoption of geometrical actions in path integral even
if those would give us a correct result.
Another issue in our mind is that we should be so careful in performing WKB approx-
imation: first point is so called overspecification problem. It is often said that the WKB
approximation is not allowed in the case of kernel under the (canonical) coherent state
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representation;
a|z〉 = z|z〉; |z〉 ≡ exp
(
−1
2
|z|2 + za†
)
|0〉, (a|0〉 = 0) ,
〈z|z′〉 = exp
(
−1
2
|z|2 − 1
2
|z′|2 + z∗z′
)
, (1.1)
∫
dz∗dz
π
|z〉 〈z| = 1, (1.2)
giving
K(zF , zI ;T ) ≡ 〈zF |e−iTH(a†,a)|zI〉 = lim
N→∞
〈zF |
(
1− iǫH(a†, a)
)N |zI〉 (ǫ ≡ T
N
)
(1.3)
= lim
N→∞
N−1∏
j=1
∫ dz∗jdzj
π
exp

− N∑
j=1
[
1
2
{
z∗j (zj − zj−1)−
(
z∗j − z∗j−1
)
zj−1
}
+ iǫH(z∗j , zj−1)
]
(with z0 = zI , zN = zF )
where we have successively inserted the resolution of unity (1.2) into the product in
third expression of the first line. The WKB-approximation is performed by putting
zj = z
c
j + z
′
j , where z
c
j ’s satisfy the classical continuum equations of motion, i∂z
c (t) /∂t =
∂H (z∗, z) /∂zc (t)∗; since zcj ’s are not the integration variables so that the continuum limit
can be taken safely. However there are two boundary conditions ; zc (T ) = zF , z
c (0) = zI
despite the fact that the equations of motion are first order differential equations [8] 1. For
the trace formula,
1On the other hand, when applied to the discrete time formulation given by the second line of
(1.3), WKB approximation is nothing but a saddle point approximation for N − 1 integration
variables. For this case we have a set of 2(N − 1) equations
i (zj − zj−1) = ∂
∂z∗j
H(z∗j , zj−1) ,−i
(
z∗j+1 − z∗j
)
=
∂
∂zj
H(z∗j+1, zj) (1 ≤ j ≤ N − 1) .
They should be solved with conditions z0 = zI for the first equation and z
∗
N = z
∗
F for the second one
respectively. Thus we see there is no such problem if we work with the discrete time formulation
of path integral .
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Tre−iTH(a
†,a) =
∫
dz∗dz
π
〈z|e−iTH(a†,a)|z〉 (1.4)
= lim
N→∞
N∏
j=1
∫
PBC
dz∗j dzj
π
exp
{
−z∗j (zj − zj−1)− iǫH(z∗j , zj−1)
}
,
the boundary condition becomes a periodic one; zN = z0(PBC), which has of course no
problem. Case is unchanged for the generalized coherent state representation; however,
seems a little bit drastic in SU(2) of Nielsen-Rohrlich formula [1], [2], [3]: the boundary
condition is φ(T ) = φ(0) + 2nπ (n ∈ Z), but the equation of motion reads φ˙(t) = h (h :
constant). They are never compatible. (See the discussion.)
The second point that we would like to mention is subtlety of the use of continuum path
integral under the coherent representation: as an example, take the harmonic oscillator,
H = ωa†a, in (1.4) and go to the naive continuum limit, giving
Tre−iωa
†aT =
∫
PBC
Dz∗Dz exp
{
−
∫ T
0
dt (z∗z˙ + iωz∗z)
}
≡ det
(
d
dt
+ iω
)−1
=
1
2i sin(ωT/2)
, (1.5)
where the determinant has been defined as, det(d/dt + iω) ≡ ∏∞n=−∞(i2nπ/T + iω), with
i2nπ/T coming from a periodic eigenfunction; fn(t) = e
i2nπ/T/
√
T , and use has been made
of the ζ-function regularization. The correct answer is
Tre−iωa
†aT =
1
1− e−iωT =
eiωT/2
2i sin(ωT/2)
, (1.6)
of course. This discrepancy when being in the continuum expression is always left in other
cases such as SU(2) and might be in the Chern-Simons field theory as a need for the Coxeter
number [9](see the discussion).
Motivated by these, we shall in this paper study the exactness of the WKB approxi-
mation under the path integral formula in the case of SU(2) and SU(1, 1) with the aid of
generalized coherent states. To avoid the above questionable issues, we shall concentrate
only on formulae like (1.4). In section 2, we shall introduce the path integral expression
for the character formulae of SU(2) and SU(1, 1) and study their structure. The following
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section 3 deals with the exactness of the WKB approximation. The final section will be
devoted to discussions and in the appendix, geometrical properties of generalized coherent
states and the relationship to the canonical coherent states will be presented, which will be
useful for an analysis of CPN as well as Grassmannian manifold.
II. COHERENT STATES AND PATH INTEGRAL FORMULAE
FOR SU(2) AND SU(1, 1)
A. SU(2);
su(2) algebra reads
[J+, J−] = 2J3, [J3, J±] = ±J±, (2.1)
where J± ≡ J1 ± iJ2. Take a representation as usual,
J3 |J, M〉 = M |J, M〉 , J± |J, M〉 =
√
(J ∓M)(J ±M + 1) |J, M ± 1〉 , (|M | ≤ J).
(2.2)
Let us define
|ξ) ≡ eξJ+ |J, −J〉 , |ξ〉 ≡ 1
(ξ|ξ)1/2 |ξ) , ξ ∈ C , (2.3)
where we have introduced |J, −J〉 as the fiducial vector [10]. Explicitly
|ξ) =
2J∑
m=0
ξm
(
2J
m
)1/2
|J,−J +m〉 , (2.4)
and whose norm is found to be (ξ|ξ) =
(
1 + |ξ|2
)2J
, giving the normalized state,
|ξ〉 = 1(
1 + |ξ|2
)J
2J∑
m=0
ξm
(
2J
m
)1/2
|J, −J +m〉 . (2.5)
They satisfy
〈ξ |ξ′〉 = (1 + ξ
∗ξ′)2J(
1 + |ξ|2
)J (
1 + |ξ′|2
)J , (2.6)
5
2J + 1
π
∫
dξ∗dξ
(1 + |ξ|2)2 |ξ〉 〈ξ| ≡
∫
dµ(ξ∗, ξ) |ξ〉 〈ξ| = 1J , (2.7)
where
dξ∗dξ ≡ dRe(ξ)dIm(ξ), (2.8)
and
1J ≡
J∑
M=−J
|J, M〉 〈J, M | , (2.9)
is the identity operator in 2J + 1-dimensional irreducible representation. Matrix elements
of generators are found to be
〈ξ| J3 |ξ′ 〉 = −J 1− ξ
∗ξ′
1 + ξ∗ξ′
〈ξ | ξ′〉 ,
〈ξ| J+ |ξ′ 〉 = J 2ξ
∗
1 + ξ∗ξ′
〈ξ | ξ′〉 . (2.10)
Armed with these machineries, we can now discuss the path integral formula for a Hamil-
tonian
H = h1J1 + h2J2 + h3J3 ∈ su(2) . (2.11)
The starting point is the trace formula
Z(T ) ≡ Tre−iHT = Tr lim
N→∞
(1− iǫH)N = lim
N→∞
ZN , (2.12)
where
ZN ≡
N∏
j=1
∫
PBC
dµ(ξ∗j , ξj) exp
[
i
{
−i ln 〈ξj |ξj−1〉 − ǫH
(
ξ∗j , ξj−1
)}]
, (2.13)
with dµ(ξ∗j , ξj) being given by (2.7) and
H
(
ξ∗j , ξj−1
)
≡ 〈ξj|H |ξj−1〉〈ξj |ξj−1〉 . (2.14)
Here as in the introduction we have repeatedly inserted the resolution of unity (2.7) into the
second relation in (2.12). Within the trace (2.12), we always get a diagonalized Hamiltonian
by use of SU(2) rotation
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UHU † = hJ3 , U ∈ SU(2), (2.15)
thus (2.12) is equivalent to the character formula;
Z(T ) = Tr exp(−ihJ3T ) = sin ((J + 1/2)hT )
sin(hT/2)
. (2.16)
Therefore, with the aid of (2.10), (2.13) is found to be
ZN =
N∏
j=1
∫
PBC
dµ
(
ξ∗j , ξj
)
exp
[
iJ
{
2i ln
(
1 + ξ∗j ξj
1 + ξ∗j ξj−1
)
+ ǫh
1− ξ∗j ξj−1
1 + ξ∗j ξj−1
}]
. (2.17)
In the following we shall consider the case that J becomes large; where the saddle point
of the exponent in (2.17) is important, which is given by a set of equations,
ξj − ξj−1
1 + ξ∗j ξj
=
−iǫhξj−1
1 + ξ∗j ξj−1
,
ξ∗j − ξ∗j+1
1 + ξ∗j ξj
=
−iǫhξj+1
1 + ξ∗j+1ξj
(1 ≤ j ≤ N) . (2.18)
There are two solutions, satisfying PBC;
ξcj = 0 ≡ ξ(+)c , ξcj =∞ ≡ ξ(−)c (2.19)
whose (finite!) contribution to the exponent (2.17) is read as eihJT (e−ihJT ) for ξ(+)c (ξ
(−)
c ).
By knowing that the measure dµ(ξ∗, ξ) in (2.7) is invariant under ξ 7→ 1/ξ, and that∏N
j=1(ξj/ξj−1) = 1 under PBC, the change of variable, ξj 7→ 1/ξj, brings (2.17) to
ZN =
N∏
j=1
∫
PBC
dµ
(
ξ∗j , ξj
)
exp
[
iJ
{
2i ln
(
1 + ξ∗j ξj
1 + ξ∗j ξj−1
)
− ǫh1− ξ
∗
j ξj−1
1 + ξ∗j ξj−1
}]
. (2.20)
Apparently the two expressions are related by h 7→ −h.
B. SU(1, 1);
su(1, 1) algebra is given by
[K1, K2] = −iK3, [K2, K3] = iK1, [K3, K1] = iK2, (2.21)
with K2 = K21 +K
2
2 −K23 , or
[K+, K−] = 2K3, [K3, K±] = ±K±; K± ≡ ±(K1 ± iK2) ; (K+)† = −K−, (2.22)
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with K2 = −K+K− −K23 +K3 = −K−K+ −K23 −K3.
We confine ourselves in a discrete series [11] to write
K2|K, M〉 = K(1−K)|K, M〉, K3|K, M〉 =M |K, M〉
K±|K, M〉 = ±
√
(M ±K)(M ∓K ± 1)|K,M ± 1〉, (2.23)
M = K, K + 1, K + 2, . . . , K = 1/2, 1, 3/2, 2, . . . .
Adopting |K, K〉 as the fiducial vector, K−|K, K〉 = 0, as before, we obtain
|ξ) ≡ eξK+ |K,K〉 =
∞∑
m=0
ξm
(
2K +m− 1
m
)1/2
|K,K +m〉 ,
ξ ∈ D(1,1) = {ξ ∈ C, |ξ| < 1} . (2.24)
Their inner product is found to be
(ξ|ξ′) =
∞∑
m=0
(ξ∗ξ′)
2m
(
2K +m− 1
m
)
=
∞∑
m=0
(ξ∗ξ′)2m
m!
1
Γ(2K)
∫ ∞
0
dxx2K+m−1e−x (2.25)
=
(
1
1− ξ∗ξ′
)2K
,
where we have introduced the integral representation of Γ-function,
∫ ∞
0
dxxn−1e−x = Γ(n), (2.26)
in the second line, then performed the summation with respect to m and used (2.26) again
in the final expression. Thus the normalized state is given as
|ξ〉 ≡ 1
(ξ|ξ)1/2 |ξ)
=
(
1− |ξ|2
)K ∞∑
m=0
ξm
(
2K +m− 1
m
)1/2
|K, K +m〉 , (2.27)
whose inner product and the resolution of unity in this case read as
〈ξ |ξ′〉 =
(
1− |ξ|2
)K (
1− |ξ′|2
)K
(1− ξ∗ξ′)2K , (2.28a)
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2K − 1
π
∫
D(1,1)
dξ∗dξ
(1− |ξ|2)2 |ξ〉 〈ξ| ≡
∫
D(1,1)
dµ(ξ∗, ξ) |ξ〉 〈ξ| = 1K , (2.28b)
where 1K ≡ ∑∞m=0 |K, K +m〉 〈K, K +m| . (It should be noted that regularization for the
measure of K=1/2 is needed. See Appendix A.)
Matrix elements of generators are obtained as
〈ξ|K3 |ξ′ 〉 = K 1 + ξ
∗ξ′
1− ξ∗ξ′ 〈ξ | ξ
′〉 ,
〈ξ|K+ |ξ′ 〉 = K 2ξ
∗
1− ξ∗ξ′ 〈ξ | ξ
′〉 . (2.29)
Now we build up the path integral formula: again start with the trace formula
Z(T ) = Tre−iHT
=
∞∑
m=0
〈K, K +m|e−iHT |K, K +m〉 (in ortho-normal basis) (2.30)
=
∫
dµ(ξ)〈ξ|e−iHT |ξ〉 = lim
N→∞
ZN (in coherent basis)
with the Hamiltonian of the form
H = h1K1 + h2K2 − h3K3, h21 + h22 − h23 < 0 (2.31)
which can be diagonalized as
V −1HV = hK3 , V ∈ SU(1, 1). (2.32)
Therefore ZN in (2.30) is given by
ZN =
N∏
j=1
∫
PBC
dµ
(
ξ∗j , ξj
)
exp
[
iK
{
2i ln
(
1− ξ∗j ξj−1
1− ξ∗j ξj
)
− ǫh1 + ξ
∗
j ξj−1
1− ξ∗j ξj−1
}]
. (2.33)
It should be noted that ξ’s are in D(1,1) and the spectrum in the trace formula (2.30) is
unbounded in this case while bounded in the SU(2) case.
Now under K being large, consider the saddle point conditions,
ξj − ξj−1
1− ξ∗j ξj
=
−iǫhξj−1
1− ξ∗j ξj−1
,
ξ∗j − ξ∗j+1
1− ξ∗j ξj
=
−iǫhξj+1
1− ξ∗j+1ξj
(1 ≤ j ≤ N) . (2.34)
which has only one solution,
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ξcj = 0 ≡ ξ(0)c , (2.35)
whose value of the exponent in (2.33) is e−ihKT , because the other solution, ξ = ∞, for
(2.34) is outside of D(1,1).
III. EXACTNESS OF THE WKB APPROXIMATION
The WKB approximation is valid as the saddle point method when J(K) becomes large
in SU(2) (SU(1, 1)) case. To make the expansion transparent, let us put
ξj =
√
κzj , (3.1)
in (2.17), (2.20), and (2.33) respectively. Here
κ ≡


1
2J + 1 : SU(2)
1
2K − 1 : SU(1, 1) .
(3.2)
It would be needless to say that the expression (2.20) is suitable when expanding around
ξ =∞. Plugging (3.1) into (2.17), (2.20), and (2.33) and expanding the logarithm, we have
Z
(α)
N (κ
(α)) ≡ eih(α)J(α)T
N∏
j=1
∫ dz∗j dzj
π
exp
[
−(z∗j zj − e−iǫh
(α)
z∗j zj−1)
+
∞∑
n=1
(−)n
n
(κ(α))n
[{(
z∗j zj
)n
+
(
e−iǫh
(α)
z∗j zj−1
)n}
(3.3)
− n
n+ 1
{(
z∗j zj
)n+1 − (e−iǫh(α)z∗j zj−1)n+1
}]]
,
where we have discarded O(ǫ2) terms to arrange the expression and α takes the value +,
−, and 0 corresponding to (2.17), (2.20), and (2.33) respectively. (Recall the label of saddle
point solutions; (2.19) and (2.35).) Thus
(
h(±), h(0)
)
≡ (±h, h) ;
(
J (±), J (0)
)
≡ (J, K) ;
(
κ(±), κ(0)
)
≡ (κ, −κ) . (3.4)
In terms of Z
(α)
N (κ
(α)), ZN is given, when J or K →∞,
ZN = Z
(+)
N (κ
(+)) + Z
(−)
N (κ
(−)) : SU(2) ,
ZN = Z
(0)
N (κ
(0)) : SU(1, 1) . (3.5)
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Therefore if the path integral in SU(2) or SU(1, 1) would be WKB-exact, the target is to
prove the relation;
ZN(κ) = ZN(0) = e
ihJT
N∏
j=1
∫ dz∗j dzj
π
exp
{
−(z∗j zj − e−iǫhz∗j zj−1)
}
, (3.6)
for any α. (Thus we have omitted the superscript α.) To this end, introduce parameters,
aj ’s and bj ’s, then write
ZN(κ) = exp

 ∞∑
n=1
(−)n
n
κn
N∑
j=1
[{(
− ∂
∂aj
)n
+
(
∂
∂bj
)n}
− n
n + 1


(
− ∂
∂aj
)n+1
−
(
∂
∂bj
)n+1





×
N∏
j=1
∫ dz∗jdzj
π
exp
{
−
(
ajz
∗
j zj − bje−iǫhz∗j zj−1
)}
|{a}={b}=1 (3.7)
=
N∏
i=1
F (κ;−∂ai , ∂bi)
∫ ∞
0
dτG ((a− γb)τ)
∣∣∣∣
{a}={b}=1
, γ ≡ e−ihT ,
where
F (κ; x, y) ≡ exp
[
∞∑
n=1
(−1)n
n
κn
{
(xn + yn)− n
n + 1
(
xn+1 − yn+1
)}]
, (3.8)
and, for later convinience, we have introduced
G ((a− γb)τ) ≡ exp {− (a− γb) τ} ; (3.9)
since
N∏
j=1
∫ dz∗j dzj
π
exp
{
−
(
ajz
∗
j zj − e−iǫhbjz∗j zj−1
)}
=
1
N∏
j=1
aj − γ
N∏
j=1
bj
≡ 1
a− γb (3.10)
=
∫ ∞
0
dτG ((a− γb) τ) .
(Thus the condition, Re (a− γb) > 0, should be understood.) Here a’s and b’s have been
put unity after all, designating {a} = {b} = 1 (≡ {a1 = b1 = · · · = aN = bN = 1}).
The important ingredient for the proof
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Formula;
F (κ;−∂ai , ∂bi)
∫ ∞
0
dτG ((a− γb) τ)
∣∣∣∣
ai=bi=1
=
∫ ∞
0
dτG
((
aˆi − γbˆi
)
τ
)
, (3.11)
where again Re
(
aˆi − γbˆi
)
> 0 has been assumed. Here and hereafter the carret designates
the omission of the label such that
aˆi ≡ a1a2 · · · ai−1ai+1 · · ·aN =
∏
j 6=i
aj ,
aˆi1i2 ≡ a1 · · · ai1−1ai1+1 · · · ai2−1ai2+1 · · · aN =
∏
j 6=i1,i2
aj , (3.12)
ˆ{a}i ≡ {a} \ ai .
The formula is then applied to the last line of (3.7) to give
N∏
i=1
F (κ;−∂ai , ∂bi)
∫ ∞
0
dτG ((a− γb) τ)
∣∣∣∣
{a}={b}=1
(3.13)
=
∏
i 6=j1
F (κ;−∂ai , ∂bi)
∫ ∞
0
dτG
((
aˆj1 − γbˆj1
)
τ
)∣∣∣∣ ˆ{a}j1= ˆ{b}j1=1
(
1 ≤ ∀j1 ≤ N
)
,
which is further reduced to
=
∏
i 6=j1,j2
F (κ;−∂ai , ∂bi)
∫ ∞
0
dτG
((
aˆj1j2 − γbˆj1j2
)
τ
)∣∣∣∣ ˆ{a}j1j2= ˆ{b}j1j2=1 . (3.14)
Repeating these steps, we finally obtain the relation in which only one a and b survive to
find,
= F
(
κ;−∂aˆj1···jN−1 , ∂bˆj1···jN−1
) ∫ ∞
0
dτG ((a− γb) τ)
∣∣∣∣
aˆj1···jN−1=bˆj1···jN−1=1
= F (κ;−∂a, ∂b)
∫ ∞
0
dτG ((a− γb) τ)
∣∣∣∣
a=b=1
(3.15)
=
1
1− γ ,
which proves the desired relation (3.6) in view of (3.10). Thus (3.6) has been confirmed so
that (3.5) is found to be
ZN =
eihJT
1− e−ihT +
e−ihJT
1− eihT =
sin((J + 1/2)hT )
sin(hT/2)
: SU(2) ,
ZN =
e−ihKT
1− e−ihT : SU(1, 1). (3.16)
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The conclusion is therefore that the WKB is exact under coherent state path integrals for
SU(2) and SU(1, 1)(in the discrete series).
Now we proceed to establish the formula (3.11): write
F (κ;−∂ai , ∂bi)
∫ ∞
0
dτG ((a− γb) τ)
∣∣∣∣
ai=bi=1
(3.17)
=
∫ ∞
0
dτF
(
κ; aˆiτ, γbˆiτ
)
G
((
aˆi − γbˆi
)
τ
)
,
so that the formula becomes
∫ ∞
0
dτF (κ; aτ, γbτ)G ((a− γb) τ) =
∫ ∞
0
dτG ((a− γb) τ) . (3.18)
To make clear the κ-dependence of F , introduce
F (κ; x, y) =
∞∑
n=0
κn
n!
Fn (x, y) . (3.19)
First let us prove
∫ ∞
0
dτFn (τ, cτ)G ((1− c) τ) = δn,0
1− c , Re(1− c) > 0 . (3.20)
Fn is written explicitly as
Fn(τ, cτ) =
n!
2πi
∮
C0
dz
zn+1
exp
[
∞∑
m=1
(−)m
m
(τz)m
{
(1 + cm)− m
m+ 1
τ
(
1− cm+1
)}]
(3.21)
=
n!
2πi
∮
C0
dz
zn+1
exp
{
− ln(1 + τz)(1 + cτz)− 1
z
ln
(
1 + τz
1 + cτz
)
+ (1− c) τ
}
,
where the contour C0 is supposed to enclose the origin with sufficiently small radius. Then
(3.20) becomes
L.H.S.of (3.20) ≡ lim
R→∞
Ωn(R) ,
Ωn(R) =
n!
2πi
∮
CR
dz
zn+1
∫ R
0
dτ
(1 + τz)2
exp
{
−
(
1
z
− 1
)
ln
(
1 + τz
1 + cτz
)}
, (3.22)
where R, permitting us to sum up the series to the logarithm in (3.21), is a cut-off and
CR; |zR| < 1 which encloses the origin. A change of variable
τ 7→ ρ = ln
(
1 + τz
1 + cτz
)
,
dτ
(1 + τz)2
=
dρ
(1− c)z e
−ρ , (3.23)
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brings us to
Ωn(R) =
n!
2πi
∮
CR
dz
zn+1
∫ ρ(R)
0
dρ
(1− c)z exp
(
−ρ
z
)
=
1
1− c (δn, 0 −Ψn(R)) , (3.24)
where
Ψn(R) ≡ n!
2πi
∮
CR
dz
zn+1
exp
{
−1
z
ln
(
1 +Rz
1 + cRz
)}
=
(
d
dz
)n
exp
{
−1
z
ln
(
1 +Rz
1 + cRz
)}∣∣∣∣∣
z=0
, (3.25)
Ψn(R) satisfies a relation as;
Ψn(R) =
n∑
r=1
(
n− 1
r − 1
)
ψr(R)Ψn−r(R), Ψ0(R) = e
−(1−c)R ,
ψn(R) ≡ (−)
n
n + 1
n!Rn+1(1− cn+1) . (3.26)
Apparently Ψn(R) is found to be
Ψn(R) = (polynomial of R of order 2n)× e−(1−c)R (3.27)
and consequently
lim
R→∞
Ψn(R) = 0 (n <∞) . (3.28)
This completes the proof of (3.20). Then with setting τ 7→ aτ ; c = γb/a, we see (3.18) holds.
Thus we have proven the formula (3.11).
IV. DISCUSSION
The discussion in the previous section leads us to the fact that in the path integral
representation, (2.5) and (2.27), the WKB approximation is exact, whose result, as can
been seen such as from (3.15), is independent of the number of time slices(N). Therefore
putting N → ∞ the result may be regarded as an infinite dimensional version of D-H
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theorem. To see the meaning of this result clearly, let us re-examine the character formula
(2.17). First rewrite it with keeping the exponent always correct up to O(ǫ) as
Z(T ) = lim
N→∞
eihJT
N∏
j=1
∫
PBC
dµ
(
ξ∗j , ξj
)
exp
{
2J ln
(
1 + e−iǫhξ∗j ξj−1
1 + ξ∗j ξj
)}
, (4.1)
which becomes, by making use of local U(1) invariance of the measure under
ξj 7→ ξje−ijǫh , (4.2)
to
Z(T ) = lim
N→∞
eihJT
N∏
j=1
∫
dµ
(
ξ∗j , ξj
)
exp
{
2J ln
(
1 + ξ∗j ξj−1
1 + ξ∗j ξj
)}∣∣∣∣∣∣
ξ0=ξNe−ihT
= lim
N→∞
eihJT
N∏
j=1
∫
dµ
(
ξ∗j , ξj
)
〈ξj|ξj−1〉
∣∣∣∣∣∣
ξ0=ξN e−ihT
(4.3)
= eihJT
∫
dµ (ξ∗, ξ) 〈ξ|ξe−ihT 〉 ,
where we have used (2.6) from the first to the second line and the resolution of unity (2.7)
from the second to the third line. After carrying out the trivial integration with respect to
the phase of ξ, (4.3) reduces to
Z(T ) = eihJT (2J + 1)
∫ ∞
0
du
(1 + u)2
(
1 + e−ihTu
1 + u
)2J
= eihJT
2J∑
n=0
e−inhT =
sin((J + 1/2)hT )
sin(hT/2)
. (4.4)
Let us take another point of view: make a change of variable
u 7→ z = − ln
(
1 + e−ihTu
1 + u
)
, (4.5)
which brings the first line of (4.4) to
Z(T ) = eihJT (2J + 1)
∫
C
dz
1− e−ihT e
−(2J+1)z . (4.6)
Since the integrand in (4.6) has no singularity on z-plane, the original contour C can be
deformed arbitrarily. The new contour C+ + CR + C− illustrated in Fig. 1 provides an
interesting view point about the property of the character formula; which reads
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Z(T ) =
eihJT
1− e−ihT
{∫ ∞
0
dxe−x −
∫ ∞
0
dxe−x−i(2J+1)hT
}
=
(
eihJT
1− e−ihT +
e−ihJT
1− eihT
)∫ ∞
0
dxe−x, (4.7)
giving the relation
Z(T ) =
sin((J + 1/2)hT )
sin(hT/2)
=
eihJT
1− e−ihT +
e−ihJT
1− eihT
= Tre−ih(a
†a−J)T + Treih(a
†a−J)T . (4.8)
Hence it is now clear that the character formula can be expressed as the sum of partition
functions of two harmonic oscillators with frequency ±h.
The situation is almost the same in SU(1, 1) case: corresponding to (4.1), we have
Z(T ) = lim
N→∞
e−ihKT
N∏
j=1
∫
PBC
dµ
(
ξ∗j , ξj
)
exp
{
−2K ln
(
1− e−iǫhξ∗j ξj−1
1− ξ∗j ξj
)}
. (4.9)
By following the same procedure from (4.3) to (4.4), Z(T ) can be calculated to be
Z(T ) = e−ihKT
∫
dµ (ξ∗, ξ)
〈
ξ
∣∣∣ ξe−ihT〉
= e−ihKT (2K − 1)
∫ 1
0
du
(1− u)2
(
1− u
1− e−ihTu
)2K
(4.10)
= e−ihKT
∞∑
n=0
e−inhT =
e−ihKT
1− e−ihT .
Also similar from (4.5) to (4.8), the final result (4.10) can be interpreted as follows: the
change of variable,
u 7→ z = − ln
(
1− u
1− e−ihTu
)
, (4.11)
gives us
Z(T ) = e−ihKT (2K − 1)
∫
C
dz
1− e−ihT e
−(2K−1)z . (4.12)
It is easily recognized from Fig. 2 that there exists only one line integral which can be
deformed to the line 0 ≤ x <∞, corresponding to the fact that there is only one harmonic
oscillator;
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Z(T ) =
e−ihKT
1− e−ihT = Tre
−ih(a†a+K) . (4.13)
The difference between contours in Fig. 1 and Fig. 2 is direct consequence of the difference
between compact and non-compact phase spaces. This point of view will be also developed
and become more transparent in the appendices.
Therefore we can see the reason why the WKB is exact; however the situation is not
always the case even in SU(2) as was mentioned in the introduction; if ‘the periodic coherent
states [2]’,
|φ〉 ≡ 1√
2π
J∑
M=−J
ei(M+∆)φ|J,M〉, −π ≤ φ < π, J = 0, 1/2, 1, 3/2, · · · ,
∆ = J − [J ], [x] = integer part of x , (4.14)
is adopted then the final exponent is the Nielsen-Rohrlich form [1];
Z(T ) = Tre−iHT = lim
N→∞
∞∑
n=−∞
∫ π+2nπ
−π+2nπ
dφN
N−1∏
k=1
∫ ∞
−∞
dφk
×
∫ π
0
λ sin θkdθk exp {i(λ cos θk +∆)(φk − φk−1)− iǫhλ cos θk}
∣∣∣∣
φ0=φN+2πn
, (4.15)
where λ = J + 1/2. Naive continuum limit of (4.15) matches with that of (2.17) by putting
ξ = eiφ tan
θ
2
. (4.16)
The classical equations of motion, in terms of variables φk and pk ≡ λ cos θk, are given by
φ˙ (t) = h, p˙ (t) = 0. (4.17)
Apparently there is no solution compatible to the boundary condition, φ (0) = φ (T ) + 2nπ.
However in terms of φk and θk,
sin θ (t)
(
φ˙ (t)− h
)
= 0, sin θ (t) θ˙ (t) = 0. (4.18)
There are solutions,
θ = 0 or π (4.19)
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In view of (4.16), θ = 0 (π) corresponds to ξc = 0 (∞) respectively, which tempts us build
up the relationship between our formula (2.17) and (4.15). The task is now undertaken [12].
The final comment is on the difference between (1.5) and (1.6); namely if we had used
the continuum path integral formula in (3.6), we would get sin (JT )/ sin(T/2) instead of
the correct one; sin ((J + 1/2))T/ sin(T/2). The models which we have been considering
are very much alike to (three dimensional) Chern-Simons theory [13]. So the issue that
J → J + 1/2(Weyl shift) may correspond to the Coxeter shift, k → k + 2 (where k denotes
a level) in the Chern-Simons case. Thus if it would be possible to perform the integration in
discretized version of the Chern-Simons theory, we could get the correct value k + 2, which
will be an interesting subject in the future.
Another task for us is such that owing to the technique in the appendix of obtaining
the generalized coherent states from the canonical coherent one, we could generalize our
discussion to the case of Grassmannian manifold.
APPENDIX A: COHERENT STATES FROM A GEOMETRICAL VIEW POINT
We first summarize the mathematical description (tensor product method [6]) of con-
structing coherent state for SU(2) (SU(1, 1)) as an example of compact (non-compact) case
in this appendix A.
1. SU(2) case
By parameterizing a point of CP 1 =
{
P ∈M(2,C)| trP = 1, P † = P, P 2 = P
}
as
P =
1
1 + |ξ|2

 1 ξ∗
ξ |ξ|2

 = uˆ(ξ)uˆ†(ξ) , uˆ(ξ) = u(ξ)|u(ξ)|
u(ξ) =

 1
ξ

 = e0 + ξe1 ∈ C2 − {0} , (A1)
SU(2) system is described as a Hamiltonian system with symplectic structure
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ω = itr (PdP ∧ dP )
= iduˆ†(ξ)
(
1− uˆ(ξ)uˆ†(ξ)
)
∧ duˆ(ξ) (A2)
= i
dξ∗ ∧ dξ(
1 + |ξ|2
)2 .
The vectors e0, e1 in (A1) are basis vectors of C
2 being 2-dimensional representation space
of SU(2). Our convention on this basis is
dρ1/2(J3)em = (−1/2 +m)em ,
dρ1/2(J+)em =
√
(m+ 1)(1−m)em+1 , ( m = 0, 1 ) (A3)
dρ1/2(J−)em =
√
m(2−m)em−1 .
The dynamical variables are elements of su(2) being realized as functions on CP 1 by a map
su(2) ∋ X 7→ FX(P ) = tr
(
Pdρ1/2(X)
)
= tr
(
uˆ(ξ)uˆ†(ξ)dρ1/2(X)
)
= uˆ†(ξ)dρ1/2(X)uˆ(ξ) ∈ R . (A4)
The Poisson bracket between two variables X, Y ∈ su(2) is defined in terms of their corre-
sponding vector fields VX , VY and ω
−1 by
{FX , FY }P.B. ≡ ω−1 (VX , VY ) . (A5)
Taking J3 as a Hamiltonian, we find that the classical action is given by
S =
1
2
∫ T
0
dt
(
i
ξ∗ξ˙ − ξ˙∗ξ
1 + |ξ|2 +
1− |ξ|2
1 + |ξ|2
)
. (A6)
There are various symplectic structures corresponding to higher spin representation. They
are given by an embedding
CP 1 → CP 2J =
{
P ∈M(2J + 1,C)| trP = 1, P † = P, P 2 = P
}
. (A7)
To see this explicitly, we first note the well known fact that the symmetric sector of the
tensor product ⊗2JC2 is invariant under the action of (⊗2Jρ1/2)(g), g ∈ GL(2,C). In order
to pick up this subspace, VJ , define a generating function of basis vectors of VJ :
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VJ ∋ GJ (t) = ρJ(etJ+) (e0 ⊗ · · · ⊗ e0)
=
2J∑
m=0
tm
∑
|n|=m
en1 ⊗ en2 ⊗ · · · ⊗ en2J , (A8)
|n| =
2J∑
i=1
ni, ni = 0, 1 ,
where
ρJ(g)v ≡ (⊗2Jρ1/2)(g)v, g ∈ GL(2,C), v ∈ VJ . (A9)
Then we can find a set of basis vectors for VJ :
e(J)m =

 2J
m

−1/2 1
m!
(
d
dt
)m∣∣∣∣∣
t=0
GJ(t) (0 ≤ m ≤ 2J)
=

 2J
m

−1/2 ∑
|n|=m
en1 ⊗ en2 ⊗ · · · ⊗ en2J , (A10)
(
e(J)m , e
(J)
n
)
= δm,n .
The spin-J representation of su(2) on VJ is expressed, by putting g = e
tX , X ∈ su(2) in
(A9), as
dρJ (X) =
2J∑
k=1
k−1︷ ︸︸ ︷
ρ1/2 (1)⊗ · · · ⊗ ρ1/2 (1)⊗dρ1/2 (X)⊗
2J−k︷ ︸︸ ︷
ρ1/2 (1)⊗ · · · ⊗ ρ1/2 (1) . (A11)
In particular, corresponding to (2.2), we have
dρJ(J3)e
(J)
m = (−J +m)e(J)m ,
dρJ(J+)e
(J)
m =
√
(m+ 1)(2J −m)e(J)m+1 , (0 ≤ m ≤ 2J) (A12)
dρJ(J−)e
(J)
m =
√
m(2J −m+ 1)e(J)m−1 .
Now defining
u(ξ) 7→ uJ(ξ) = GJ (ξ)
=
2J∑
m=0

 2J
m

1/2 ξme(J)m ∈ C2J+1 − {0} , uˆJ(ξ) = uJ(ξ)|uJ(ξ)| , (A13)
we find an explicit parameterization of the embedding (A7):
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PJ = uˆJ(ξ)uˆ
†
J(ξ) ∈ CP 2J . (A14)
Again the dynamical variables are given by
F
(J)
X (P ) = tr (PJdρJ(X)) = uˆ
†
J(ξ)dρJ(X)uˆJ(ξ) , (A15)
with Poisson brackets being defined with respect to the symplectic form
ωJ = itr (PJdPJ ∧ dPJ)
= iduˆ†J(ξ)
(
1− uˆJ(ξ)uˆ†J(ξ)
)
∧ duˆJ(ξ) (A16)
= 2iJ
dξ∗ ∧ dξ(
1 + |ξ|2
)2 .
The classical action is read as
SJ = J
∫ T
0
dt
(
i
ξ∗ξ˙ − ξ˙∗ξ
1 + |ξ|2 +
1− |ξ|2
1 + |ξ|2
)
. (A17)
Thus one might expect the path integral expression
∫ ∏
0≤t≤T
ωJ (t) exp
(
iJ
∫ T
0
dt
{
i
ξ∗ξ˙ − ξ˙∗ξ
1 + |ξ|2 +
1− |ξ|2
1 + |ξ|2
})
(A18)
could correspond to the trace formula Tr
(
e−iJ3T
)
with a suitable boundary condition. Such
an expectation is, however, too naive and (A18) lacks much information as was mentioned in
the introduction. As a final comment, it should be noted that the vector space VJ spanned
by
{
e(J)m ; 0 ≤ m ≤ 2J
}
is just the 2J + 1 dimensional representation space of SU(2) and a
coherent state in this representation, uJ(ξ), given by a symmetric tensor product, is nothing
but a generating function of the basis vectors of VJ .
2. SU(1, 1) case
The phase space D(1,1) for SU(1, 1) system is given by
D(1,1) ≡
{
ξ ∈ C| |ξ|2 < 1
}
=
{
P ∈M(2,C)| trP = 1, ηP †η = P, P 2 = P
}
, (A19)
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where η = diag(1,−1). An explicit form of P is
P = v(ξ) (ηv(ξ))† = v(ξ)v(ξ)†η
=
1
1− |ξ|2

 1 −ξ∗
ξ −|ξ|2

 , (A20)
with
v(ξ) =
1√
1− |ξ|2

 1
ξ

 , v(ξ)†ηv(ξ) = 1 . (A21)
The symplectic form on this phase space is found, as (A2), to be
ω = itr (PdP ∧ dP ) = −i dξ
∗ ∧ dξ(
1− |ξ|2
)2 . (A22)
Again similar to (A4) the map
su(1, 1) ∋ X 7→ FX(P ) = tr(PX) = v(ξ)†ηXv(ξ) , (A23)
gives us dynamical variables and classical mechanics on this phase space are described with
symplectic form (A22). Various symplectic structures are obtained by a similar recipe as
above. However they do not provide unitary representation of SU(1, 1) due to the indefinite
metric η.
To obtain the discrete series of unitary representation of SU(1, 1) as well as coherent
states, an embedding D(1,1) → CP∞ is needed: first construct the fundamental representa-
tion (limit of discrete series) as
dρ˜1/2 (K3) =
∞∑
n=0
(n+ 1/2)ene
T
n
dρ˜1/2 (K+) =
∞∑
n=0
(n+ 1)en+1e
T
n (A24)
dρ˜1/2 (K−) = −
∞∑
n=0
(n+ 1)ene
T
n+1
(em, en) = e
T
men = δm,n
and the coherent state; by a map
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D(1,1) ∋ ξ 7→ u(ξ) =
∞∑
n=0
ξnen ∈ l2(C)− {0} , uˆ(ξ) = u(ξ)|u(ξ)| . (A25)
Here ρ˜1/2 is
ρ˜1/2 : SL(2,C) ∋ g 7→ ρ˜1/2(g) ∈ GL(l2(C)) (A26)
and en’s are basis vectors of l
2(C). Formal definition of etK+ is given by
ρ˜1/2(e
tK+) =
∞∑
m=0
∞∑
n=0
tm

m+ n
m

 en+meTn , (A27)
which generates a coherent state, when acting on e0:
ρ˜1/2(e
tK+)e0 = u(t), |t| < 1 . (A28)
The resolution of unity is written as
∫
D(1,1)
dµ(ξ)uˆ(ξ)uˆ(ξ)† = ρ˜1/2 (1) =
∞∑
n=0
ene
T
n , (A29)
where we have introduced a regularized measure dµ(ξ) ,
dµ(ξ) = lim
ǫ→+0
ǫ
π
dξ∗dξ(
1− |ξ|2
)2−ǫ . (A30)
The remainder of the discrete series are obtained by
D(1,1) ∋ ξ → PK = uˆK(ξ)uˆ†K(ξ) ∈ CP∞ , (A31)
where uˆK(ξ) is given by the same procedure in the previous section: first, define a generating
function of basis vectors for symmetric sector (V˜K) of ⊗2K l2(C)
V˜K ∋ G˜K(t) = ρ˜K(etK+)(e0 ⊗ · · · ⊗ e0) (|t| < 1)
=
∞∑
m=0
tm
∑
|n|=m
en1 ⊗ en2 ⊗ · · · ⊗ en2K , (A32)
|n| =
2K∑
i=1
ni, ni = 0, 1, 2, · · · ,
where
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ρ˜K(g)v˜ = (⊗2K ρ˜1/2)(g)v˜ g ∈ SL(2,C), v˜ ∈ V˜K . (A33)
With a similar manner as above a set of basis vectors for V˜K ;
e(K)m =

 2K +m− 1
m

−1/2 1
m!
(
d
dt
)m∣∣∣∣∣
t=0
G˜K(t) (m = 0, 1, 2, · · ·)
=

 2K +m− 1
m

−1/2 ∑
|n|=m
en1 ⊗ en2 ⊗ · · · ⊗ en2K , (A34)
(
e(K)m , e
(K)
n
)
= δm,n
is found. Thus “spin”-K representation of X ∈ su(1, 1) is expressed as
dρ˜K (X) =
2K∑
k=1
k−1︷ ︸︸ ︷
ρ˜1/2 (1)⊗ · · · ⊗ ρ˜1/2 (1)⊗dρ˜1/2 (X)⊗
2K−k︷ ︸︸ ︷
ρ˜1/2 (1)⊗ · · · ⊗ ρ˜1/2 (1) , (A35)
yielding (corresponding to (2.23))
dρ˜K(K3)e
(K)
m = (K +m)e
(K)
m ,
dρ˜K(K+)e
(K)
m =
√
(m+ 1)(2K +m)e
(K)
m+1 , (A36)
dρ˜K(K−)e
(K)
m = −
√
m(2K +m− 1)e(K)m−1 .
We now define uˆK (ξ) as
uK (ξ) = G˜K(ξ)
=
∞∑
m=0

 2K +m− 1
m

1/2 ξme(K)m ∈ l2(C)− {0} , uˆK (ξ) = uK(ξ)|uK(ξ)| , (A37)
giving an explicit parameterization of PK in (A31). Integrating PK by use of the measure
dµK (ξ) =
2K − 1
π
dξ∗dξ(
1− |ξ|2
)2 , (A38)
we find the resolution of unity
∫
D(1,1)
dµK (ξ)PK = ρ˜K (1) =
∞∑
m=0
e(K)m e
(K)
m
T
. (A39)
In view of (A32) and (A37), we again recognize that a coherent state in “spin”-K repre-
sentation is nothing but a generating function of basis vectors of the representation space
V˜K .
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APPENDIX B: COHERENT STATES IN TERMS OF
THE SCHWINGER BOSONS
1. SU(2) case
Following Schwinger [14], first consider a system of two bosonic oscillators:
[ai, a
†
j] = δi,j , [ai, aj ] = 0, [a
†
i , a
†
j ] = 0 (i = 1, 2) , (B1)
and define operators
Jˆ3 ≡ a†σ3
2
a, Jˆ± ≡ a†σ1 ± iσ2
2
a (B2)
The Fock space is given as usual:
|(n1, n2)〉 ≡ 1√
n1!n2!
(
a†1
)n1 (
a†2
)n2 |(0, 0)〉 (ni = 0, 1, 2 · · · )
ai |(0, 0)〉 = 0 (i = 1, 2) . (B3)
Introducing a constraint,
a†a− 2J = 0 (J = 0, 1/2, 1, 3/2, · · ·) , (B4)
we can build up the spin-J representation of su(2) out of the Fock space:
|(J +M,J −M)〉 = 1√
(J +M)!(J −M)!
(
a†1
)J+M (
a†2
)J−M |(0, 0)〉
≡ |J,M〉 . (B5)
Thus the SU(2) coherent state is identified with
|ξ〉 ≡ 1
(1 + |ξ|2)J exp
(
ξa†1a2
)
|(0, 2J)〉 , ξ ∈ C . (B6)
The constraint (B4) is realized by a projection operator in the Fock space 2;
2Rigorously speaking there need a regularization such that
IJ = lim
ε→+0
∫ 2π
0
dλ
2pi
exp
{
iλ
(
a†a− 2J
)
− εa†a
}
in order to exchange the order of λ-integration and other operations in a safe manner. (See (B15)).
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IJ ≡
∫ 2π
0
dλ
2π
exp
{
iλ
(
a†a− 2J
)}
, (B7)
which is rewritten by use of canonical coherent state as
IJ =
∫
(dz∗dz)2
π2
(dz′∗dz′)
2
π2
|z′〉 〈z′|
∫ 2π
0
dλ
2π
exp
{
iλ
(
a†a− 2J
)}
|z〉 〈z|
=
1
(2J)!
∫
(dz∗dz)2
π2
|z〉 〈(0, 0)|
(
z†a
)2J
exp
(
−1
2
z†z
)
. (B8)
Making a change of variables
 z1
z2

 = ζ

 ξ
1

 , (dz∗dz)2 = |ζ |2dζ∗dζdξ∗dξ , (B9)
and integrating with respect to ζ , we find
IJ =
1
(2J)!
∫ |ζ |2dζ∗dζdξ∗dξ
π2
eζ(ξa
†
1+a
†
2) |(0, 0)〉 〈(0, 0)| {ζ∗ (ξ∗a1 + a2)}2J e−|ζ|2(1+|ξ|2)
=
2J + 1
π
∫
dξ∗dξ
(1 + |ξ|2)2
(
ξa†1 + a
†
2
)2J
√
(2J)! (1 + |ξ|2)J
|(0, 0)〉 〈(0, 0)|
(
ξ∗a1 + a2
)2J
√
(2J)! (1 + |ξ|2)J
(B10)
=
∞∑
m,n=0
2J + 1
π
∫
dξ∗dξ(
1 + |ξ|2
)2 1(
1 + |ξ|2
)2J
(
ξa†1a2
)m
m!
|(0, 2J)〉 〈(0, 2J)|
(
ξ∗a1a
†
2
)n
n!
=
2J + 1
π
∫
dξ∗dξ
(1 + |ξ|2)2 |ξ〉 〈ξ| .
Thus we see the equivalence between the projection operator IJ on the Fock space and the
resolution of unity in the spin-J representation of SU(2).
There is another solution for constraint (B4)
 z1
z2

 = iζ

 1
ξ

 , (dz∗dz)2 = |ζ |2dζ∗dζdξ∗dξ , (B11)
which is related to the first solution (B9) by an SU(2) transformation
 z1
z2

 7→

 0 i
i 0



 z1
z2

 . (B12)
Upon this parameterization, we find another type of coherent states:
|ξ〉〉 ≡ 1
(1 + |ξ|2)J exp
(
ξa1a
†
2
)
|(2J, 0)〉 , ξ ∈ C (B13)
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which of course satisfy the resolution of unity
IJ =
2J + 1
π
∫ dξ∗dξ
(1 + |ξ|2)2 |ξ〉〉 〈〈ξ| . (B14)
The transformation from (B10) to (B14) is achieved by ξ 7→ 1/ξ, which is nothing but the
SU(2) action on CP 1 corresponding to the transformation (B12). It is now easy to see that
the two critical points, ξ = 0, ∞, found in section 2 are originated from the singular point,
(z1, z2) = 0, of two parameterizations (B9) and (B11).
If in (B7) the λ-integration is kept intact, we find another expression of the trace formula:
Tre−iJ3T =
∫
(dz∗dz)2
π2
〈z|
∫ 2π
0
dλ
2π
exp
{
−iTa†(σ3/2)a+ iλ
(
a†a− 2J
)}
|z〉
= lim
ε→+0
∫ 2π
0
dλ
2π
e−2iJλ
∫ (dz∗dz)2
π2
〈z| exp
{
−iTa†(σ3/2)a+ (iλ− ε)a†a
}
|z〉 (B15)
= lim
ε→+0
∫ 2π
0
dλ
2π
e−2iJλ
1
(1− eiλ−ε−iT/2) (1− eiλ−ε+iT/2) .
By putting w = e−iλ, the desired form is found;
Tre−iJ3T = lim
ε→+0
∮
|w|=1
dw
2πi
w2J+1
1
(w − e−ε−iT/2) (w − e−ε+iT/2)
=
e−i(J+1/2)T
e−iT/2 − e+iT/2 +
e+i(J+1/2)T
e+iT/2 − e−iT/2 (B16)
=
e−iJT
1− e+iT +
e+iJT
1− e−iT .
This result should be interpreted as follows: by deferring the λ-integration the Hamiltonian
(see (B15)) is regarded as a bilinear form of a† and a. Thus under the canonical coherent
state representation the path integral can be performed to yield a product of determinants
as a function of λ. The remaining integration with respect to λ can be expressed as the sum
of the contributions from the singular points emerging from the reduction from C2 to CP 1.
2. SU(1, 1) case
Introduce a set of operators
Kˆ3 ≡ 1
2
(
a†1a1 + a
†
2a2 + 1
)
, Kˆ+ ≡ a†1a†2 , Kˆ− ≡ −a1a2 (B17)
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and
Cˆ ≡ a†2a2 − a†1a1 . (B18)
The constraint
Cˆ − (2K − 1) = 0 (K = 1/2, 1, 3/2, · · ·) (B19)
to the Fock space gives us the SU(1, 1) “spin”-K representation:
|(M, 2K − 1 +M)〉 = 1√
(2K − 1 +M)!M !
(
a†1
)M (
a†2
)2K−1+M |(0, 0)〉
≡ |K,M〉 (M = 0, 1, 2, · · ·) . (B20)
Therefore the SU(1, 1) coherent state is given as
|ξ〉 ≡
(
1− |ξ|2
)K
exp
(
ξa†1a
†
2
)
|(0, 2K − 1)〉 , ξ ∈ D(1,1) . (B21)
As in the case of su(2), the projection operator
IK ≡
∫ 2π
0
dλ
2π
exp
(
iλ
{
a†2a2 − a†1a1 − (2K − 1)
})
(B22)
is expressed in terms of the canonical coherent states as
IK =
∫ 2π
0
dλ
2π
e−iλ(2K−1)
∞∑
m,n,Q,Q′=0
eiλQ
m!n! (m+Q)! (n+Q′)!
×
∫ (dz∗dz)2
π2
e−z
†
zzm1 z
m+Q
2 z
∗
1
nz∗2
n+Q′a†1
m
a†2
m+Q |(0, 0)〉 〈(0, 0)| an1an+Q
′
2 . (B23)
A change of variables,
(z1, z2) = ζ

 ξ√
1− |ξ|2
, 1

 , (dz∗dz)2 = |ζ |2dζ∗dζ dξ∗dξ(
1− |ξ|2
)2 , (B24)
and the integration with respect to ζ leads us to
IK =
∞∑
m,n=0
(2K − 1)! (m+ n+ 2K)!
m!n! (m+ 2K − 1)! (n+ 2K − 1)!
(
a†1a
†
2
)m |(0, 2K − 1)〉 〈(0, 2K − 1)| (a1a2)n
×
∫
D(1,1)
dξ∗dξ
π
(
1− |ξ|2
)2 (1− |ξ|2)2K+1+(m+n)/2 ξmξ∗n . (B25)
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Noting that the angular part of the integration in (B25) is proportional to δm,n and the
identity of the beta-function,
B (p, q)B (p+ q, r) = B (q, r)B (q + r, p) ,
p = 2K +m, q = m+ 1, r = 2K − 1 , (B26)
we obtain
IK =
∞∑
m,n=0
2K − 1
π
∫
D(1,1)
dξ∗dξ(
1− |ξ|2
)2 (1− |ξ|2)2K
× 1
m!
(
ξa†1a
†
2
)m |(0, 2K − 1)〉 〈(0, 2K − 1)| 1
n!
(ξ∗a1a2)
n . (B27)
In view of (B21), IK is nothing but the resolution of unity in the “spin”-K representation
of SU(1, 1)
IK =
2K − 1
π
∫
dξ∗dξ
(1− |ξ|2)2 |ξ〉 〈ξ| . (B28)
We cannot expect, however, another type of coherent states in this case; because we are deal-
ing only with one connected component of SU(1, 1) and there is no SU(1, 1) transformation
similar to (B12) leaving the constraint (B19) invariant: for example we may use
(z1, z2) = ζ

1, ξ√
1− |ξ|2

 , (dz∗dz)2 = |ζ |2dζ∗dζ dξ∗dξ(
1− |ξ|2
)2 , (B29)
instead of (B24). However it does provide neither SU(1, 1) invariant measure nor coherent
states in terms of ξ after ζ-integration. Therefore we have only one singularity under the
reduction C2 → D(1,1) in this case. Following the same idea developed in SU(2) case, we
obtain a new expression for the trace formula:
Tre−iK3T
= lim
ε→+0
∫ 2π
0
dλ
2π
∫ (dz∗dz)2
π2
〈z| exp
{
−i(a†a+ 1)T/2 + iλ
(
−a†σ3a− (2K − 1)
)
− εa†a
}
|z〉
= e−iT/2 lim
ε→+0
∫ 2π
0
dλ
2π
e−i(2K−1)λ
1
(1− eiλ−ε−iT/2) (1− e−iλ−ε−iT/2) (B30)
= e−iT/2 lim
ε→+0
∮
|w|=1
dw
2πi
w2K−1
1
(1− we−ε−iT/2) (w − e−ε−iT/2)
=
e−iKT
1− e−iT .
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FIGURES
FIG. 1. Contours of z-integration for SU(2) character formula. The original contour C starts
from the origin and ends at a point in finite distance. This is the consequence of compactness of
SU(2).
FIG. 2. Contours of z-integration for SU(1, 1) trace formula. The original contour C starts
from the origin and never returns to a point in finite distance. This is the consequence of
non-compactness of SU(1, 1).
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