Abstract: This work presents a novel high-resolution photogrammetric measuring technique (PHOTOSED) to study in detail the erosion behavior of cohesive sediments, or cohesive/non-cohesive sediment mixtures. PHOTOSED uses a semiconductor laser to project a pseudo-random pattern of light points on a sediment surface and applies the Dense Optical Flow (DOF) algorithm to measure the erosion volume based on displacements of the projected light points during the sediment erosion process. Based on intensive calibration and verification experiments, the accuracy and applicability of the method has been validated for a wide range of erosion volumes, encompassing several orders of magnitude, which is required for investigations of natural sediment mixtures. The high spatial resolution of PHOTOSED is especially designed to detect the substantial variability of erosion rates during exemplary erosion experiments, which allows for further in-depth investigations of the erosion process of cohesive sediments and cohesive/non-cohesive sediment mixtures.
Introduction
The erosion of cohesive sediments and non-cohesive/cohesive sediment mixtures represents a crucial issue for many engineering and ecological applications. Consequently, the erosion behavior has been intensively studied over recent decades in laboratories, as well as in the field. The typical erosion modes for cohesive sediments have been described by several authors in form of particle erosion and the erosion of aggregates (e.g., [1] ), which has been extended by Kothyari and Jain [2] , and Wu et al. [3] for non-cohesive/cohesive mixtures considering different ratios of cohesive and non-cohesive sediments. Moreover, current scientific literature distinguishes between depth-limited erosion and steady-state erosion [4] , dependent on vertical sediment properties. In addition, many efforts have been made to find correlations between critical shear stress, critical velocity, or erosion rates to parameters involved in erosion processes of cohesive sediments, resulting in an immense variety of different formulae (e.g., [3, [5] [6] [7] [8] [9] ). Yet the results of the developed formulae show large differences to each other, are all empirical, and with poor universality [10] . Reasons for these differences are the complex interactions between physical, chemical, and biological parameters (e.g., [11] [12] [13] [14] [15] ), along with the excessive variety of different devices and methods that were applied to study the erosion process of cohesive sediments [10] .
In this context, accurate measurements of erosion rates for cohesive sediment surfaces play an essential role in developing approaches to describe the erosion behavior of non-cohesive/cohesive sediment mixtures. In general, the surface erosion rate is defined as the mass or volume of eroded sediments per surface area and time [16] and is commonly related to the exposed flow conditions
Materials and Methods

Experiments in the Erosion Flume-SETEG
The PHOTOSED method was developed for the SETEG-flume (Stroemungskanal zur Ermittlung der tiefenabhängigen Erosionsstabilitaet von Gewaessersedimenten; [22, 26, 27] , Figure 1 ), which is in use at the Institute for Modelling Hydraulic and Environmental Systems, of the University of Stuttgart, for measuring depth-oriented erosion rates and critical shear stresses for nearly 20 years. The flume (with a height: 0.090 m, width: 0.142 m, and length: 8.320 m) consists of a closed rectangular channel with pressurized flow to obtain optical access for photogrammetric measurements. The measuring section consists of a circular opening in the bottom of the flume where cylindrical sediment cores, with a maximum diameter of 135 mm, can be inserted and are exposed to the fully developed flow. A jack-stepping motor controls vertical movement of the sediments in the core to ensure that the sediment surface is flush with the flume bottom. This arrangement allows for different depths of the sediment core to be investigated independently to obtain depth-oriented information about the erosion behavior. During an erosion experiment, the discharge is increased stepwise until the entrainment of sediment particles, or aggregates, can be observed. The resulting critical shear stress is determined by a hydraulic calibration function (Q-τ-relation), which was obtained by previously conducted high-resolution LDA measurements (TSI Inc., Shoreview, MN, USA). To obtain vertical profiles along the cores, the measurements are typically conducted at depth intervals of 10 mm to 50 mm.
PHOTOSED-PHOTOgrammetric SEDiment Erosion Detection
For the photogrammetric detection of sediment erosion (PHOTOSED), the SETEG-flume is equipped with a semiconductor laser, with a diffraction optic (Laser2000 GmbH, Wessling, Germany) at the light source, to project a pseudo-random pattern of approximately 24,000 light points on the 143 cm 2 sediment surface (based on the maximum diameter of a sediment core). In addition, a CMOS-camera (2 MP, IDS GmbH, Ettlingen, Germany) is installed for image acquisition, with a temporal resolution of 10 Hz. The laser is mounted outside the flume, and projects down onto the sediment surface in the direction of flow at an angle of 45 • , while the CMOS-camera is mounted vertically above the sediment surface. An adjustable pump and magnetic inductive flow-meter (MID) control the flow within the SETEG-flume. Figure 1 shows a schematic overview of the SETEG-flume with the photogrammetric measuring setup.
the flow within the SETEG-flume. Figure 1 shows a schematic overview of the SETEG-flume with the photogrammetric measuring setup. Figure 1 . Schematic overview of the SETEG-flume including the experimental setup of PHOTOSED to measure high-resolution erosion rates of cohesive sediments (modified from [22, 26, 27] ).
The measurement of erosion volumes for determining erosion rates considers both bed and suspended load. This represents an advantage compared to devices that determine the erosion rate based solely on suspended load measurements. Several studies showed that bed load could contribute significantly to total erosion [6, 13, 28] . Within the SETEG-flume, the detection of erosion rates is based on measured erosion volumes in specific time intervals, which depend on the temporal resolution of the CMOS-camera but also on the minimal detectable erosion volume.
PHOTOSED analyzes the displacement of the projected light points for consecutive time-steps that are extracted from continuous image acquisitions of the CMOS-camera. Therefore, an ROI (Region Of Interest) is specified, encompassing a rectangle with a maximum area of 10,426 mm² (1600 × 1300 px), to focus on the center of the circular sediment surface and to minimize boundary effects, such as potential erosions at the transition zones between the sediment surface and the flume bottom. To assess the erosion volume between two consecutive images, a Dense Optical Flow (DOF) algorithm of the OpenCV library (Open Source Computer Vision, OpenCV 2.4.10) is used to evaluate the displacements of the projected light points during the erosion process. In contrast to the method of Lucas and Kanade [29] , who used the Lagrange tracking method for optical flow assessment to obtain the movement of certain specific pixels (also known as sparse optical flow), the DOF method, developed by Farnebäck [30] , is applied. The DOF method is based on a Eulerian approach considering the potential displacement of all pixels between two consecutive images. Therefore, the algorithm searches for identical features between two consecutive images and within a neighborhood of each pixel to approximate the displacements by a polynomial expansion function. The coefficients of the polynomial function are estimated from a weighted least squares fit to the features of the neighboring block. The scale of the block determines the features to which the algorithm is sensitive. A small displacement of the image portions (blocks) can analytically be determined by changing the coefficients of the polynomial expansion at each pixel. For large displacements, the Farnebäck-algorithm is applied on several image pyramid levels to convert the initial large movement into a detectable movement. To use the Farnebäck-algorithm for erosion experiments, the projected random light points are required to provide image features, which are only related to the local surface position, because erosion may result in the image features continuously changing between two consecutive images. The DOF algorithm is implemented into a Python script (version 2.7.8) for the calculation of the erosion volume by using neighboring blocks that are represented by approximately 35 pixels (based on previous investigations with sizes between 15 px and 70 px). The erosion rates are subsequently calculated by considering the time interval between two consecutive images. Schematic overview of the SETEG-flume including the experimental setup of PHOTOSED to measure high-resolution erosion rates of cohesive sediments (modified from [22, 26, 27] ).
PHOTOSED analyzes the displacement of the projected light points for consecutive time-steps that are extracted from continuous image acquisitions of the CMOS-camera. Therefore, an ROI (Region Of Interest) is specified, encompassing a rectangle with a maximum area of 10,426 mm 2 (1600 × 1300 px), to focus on the center of the circular sediment surface and to minimize boundary effects, such as potential erosions at the transition zones between the sediment surface and the flume bottom. To assess the erosion volume between two consecutive images, a Dense Optical Flow (DOF) algorithm of the OpenCV library (Open Source Computer Vision, OpenCV 2.4.10) is used to evaluate the displacements of the projected light points during the erosion process. In contrast to the method of Lucas and Kanade [29] , who used the Lagrange tracking method for optical flow assessment to obtain the movement of certain specific pixels (also known as sparse optical flow), the DOF method, developed by Farnebäck [30] , is applied. The DOF method is based on a Eulerian approach considering the potential displacement of all pixels between two consecutive images. Therefore, the algorithm searches for identical features between two consecutive images and within a neighborhood of each pixel to approximate the displacements by a polynomial expansion function. The coefficients of the polynomial function are estimated from a weighted least squares fit to the features of the neighboring block. The scale of the block determines the features to which the algorithm is sensitive. A small displacement of the image portions (blocks) can analytically be determined by changing the coefficients of the polynomial expansion at each pixel. For large displacements, the Farnebäck-algorithm is applied on several image pyramid levels to convert the initial large movement into a detectable movement. To use the Farnebäck-algorithm for erosion experiments, the projected random light points are required to provide image features, which are only related to the local surface position, because erosion may result in the image features continuously changing between two consecutive images. The DOF algorithm is implemented into a Python script (version 2.7.8) for the calculation of the erosion volume by using neighboring blocks that are represented by approximately 35 pixels (based on previous investigations with sizes between 15 px and 70 px). The erosion rates are subsequently calculated by considering the time interval between two consecutive images.
Calibration and Verification Method
To apply photogrammetric approaches for the assessment of erosion volumes using the proposed setup, an in-depth calibration process is required. This must be done to mitigate the optical distortion due to the different refraction indices of the penetrated media (air, water, and glass) and different optical paths between the observed sediment surface and the camera sensor for all pixels. To this end, a calibration setup was developed consisting of a round panel with three circular test areas of different sizes and known geometry. Screws allow for the precise adjustment of the height in the test area, with a full rotation corresponding to a height adjustment of 0.5 mm. To determine the optical distortion, the test areas were vertically shifted for known lengths resulting in known volumes compared to the planar situation. To cover the whole ROI during the calibration process, the test panel was mounted in four different orientations. With this setup, 2D-polynomial correction functions can be determined to account for the optical distortion in x, y, and z-direction and to convert the results from pixel to metric scale. Figure 2A shows an image of the CMOS-camera including the round panel with the three different test areas, the projected light points, and the ROI. Figure 2B -D exemplary represents a visualization of the DOF algorithm for each test area. For all experiments the camera properties were identical (focal distance: 6.0 mm, aperture: 8, shutter speed: 100-300 ms according to the reflectivity of the sediment surface).
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Results and Discussion
Calibration and Verification
To determine the calibration factors in x-, y-and z-direction due to the optical distortion, the three test areas of the calibration panel were stepwise decreased, and the positions were photogrammetrically recorded. To account for different vertical positions, seven positions were measured at a step interval of dz = 0.5 mm. In a second calibration, four vertical positions were measured at a step interval of dz = 1.0 mm. In addition, the orientation of the calibration panel was changed four times to test the influence of the non-uniformly projected light pattern. In total, this calibration concept resulted in 84 different measurements for dz = 0.5 mm (seven vertical positions) and 48 measurements for dz = 1.0 mm (four vertical positions).
For the longitudinal and lateral directions (x-and y-component), the distortion is nearly symmetrical because of the centered vertical mounting of the camera above the ROI. The mean calibration factor in x-direction is dx = 69.2 µm/px, with a standard deviation of σ x = 0.9 µm/px, while in the y-direction the mean calibration factor yields dy = 69.6 µm/px and a standard deviation of σ y = 1.49 µm/px. Given the symmetry, an equal calibration factor of 69.4 µm/px, with the standard deviation of σ xy = 1.25 µm/px, was chosen for the following procedure.
For the correction in z-direction, a 2D-polynomial function is required because of the angled mounting of the semiconductor laser. Figure 3 shows the spatial variation of the calibration factor in z-direction for the entire ROI. 
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Calibration and Verification
For the longitudinal and lateral directions (x-and y-component), the distortion is nearly symmetrical because of the centered vertical mounting of the camera above the ROI. The mean calibration factor in x-direction is dx = 69.2 μm/px, with a standard deviation of σx = 0.9 μm/px, while in the y-direction the mean calibration factor yields dy = 69.6 μm/px and a standard deviation of σy = 1.49 μm/px. Given the symmetry, an equal calibration factor of 69.4 μm/px, with the standard deviation of σxy = 1.25 μm/px, was chosen for the following procedure.
For the correction in z-direction, a 2D-polynomial function is required because of the angled mounting of the semiconductor laser. Figure 3 shows the spatial variation of the calibration factor in z-direction for the entire ROI. The mean calibration factor in z-direction is dz = 111.5 μm/px with a standard deviation of σz = 10.3 μm. This calibration factor needs to be multiplied with the position-dependent correction factors in Figure 3 to obtain the correct displacement in the z-direction. Figure 4 represents the measuring accuracy after an incremental shift of the three different test areas of dz = 0.5 mm ( Figure 4A ) and dz = 1.0 mm ( Figure 4B ). The mean calibration factor in z-direction is dz = 111.5 µm/px with a standard deviation of σ z = 10.3 µm. This calibration factor needs to be multiplied with the position-dependent correction factors in Figure 3 to obtain the correct displacement in the z-direction. Figure 4 represents the measuring accuracy after an incremental shift of the three different test areas of dz = 0.5 mm ( Figure 4A ) and dz = 1.0 mm ( Figure 4B ). For Figure 4A , a total of 84 measuring values were evaluated against the known vertical incremental shift of dz = 0.5 mm (in seven vertical positions). 95.45% of all values (2σ) show a deviation of less than 0.028 mm. In Figure 4B , a total of 48 measuring points were evaluated for an incremental shift of dz = 1.0 mm (in four vertical positions) leading to a doubled standard deviation of 2σ = 0.062 mm. Although the doubled standard deviation for a vertical incremental shift of dz = 1.0 mm is higher compared to the vertical shift of dz = 0.5 mm indicating a higher scattering of the obtained data, the relative accuracy (dz/2σ) remains constant. Hence, only the absolute accuracy is affected. The higher scattering results from the angled mounting of the semiconductor laser leading to obscuring and hiding effects regarding projected light points at the boundaries of the displaced area. This effect becomes larger for more pronounced erosion depths. However, the occurred erosion depth between two consecutive images for investigations on sediment surfaces can be subdivided into intermediate stages by shortening the time interval between the two consecutive images given the high temporal resolution of the CMOS-camera (10 Hz).
Accuracy of PHOTOSED
These measuring results prove the applicability of PHOTOSED for highly accurate measurements of vertical changes based on the DOF algorithm and the applied calibration method. Figure 5 illustrates the comparison between all predefined and measured volumes with PHOTOSED over several orders of magnitude. For Figure 4A , a total of 84 measuring values were evaluated against the known vertical incremental shift of dz = 0.5 mm (in seven vertical positions). 95.45% of all values (2σ) show a deviation of less than 0.028 mm. In Figure 4B , a total of 48 measuring points were evaluated for an incremental shift of dz = 1.0 mm (in four vertical positions) leading to a doubled standard deviation of 2σ = 0.062 mm. Although the doubled standard deviation for a vertical incremental shift of dz = 1.0 mm is higher compared to the vertical shift of dz = 0.5 mm indicating a higher scattering of the obtained data, the relative accuracy (dz/2σ) remains constant. Hence, only the absolute accuracy is affected. The higher scattering results from the angled mounting of the semiconductor laser leading to obscuring and hiding effects regarding projected light points at the boundaries of the displaced area. This effect becomes larger for more pronounced erosion depths. However, the occurred erosion depth between two consecutive images for investigations on sediment surfaces can be subdivided into intermediate stages by shortening the time interval between the two consecutive images given the high temporal resolution of the CMOS-camera (10 Hz).
These measuring results prove the applicability of PHOTOSED for highly accurate measurements of vertical changes based on the DOF algorithm and the applied calibration method. Figure 5 illustrates the comparison between all predefined and measured volumes with PHOTOSED over several orders of magnitude. Figure 5 demonstrates the applicability of PHOTOSED for volumes comprising several orders of magnitude ranging from 13 to 8476 mm 3 . The mean absolute deviation between photogrammetrically determined volumes to the predefined volumes is 3.24%. Figure 5 also indicates the lower limits and minimal detectable erosion volumes. For the lowest investigated volume of V = 13 mm 3 , the mean absolute deviation reaches a maximum value of 9.2%. This lower detection limit is a result of the point density of the projected light pattern and the required specification of the block size for the DOF algorithm (35 px). The DOF algorithm requires several projected light points for a correct pattern detection; hence, the spatial resolution depends directly on the density of the projected light points. This is predominantly affecting the accuracy on the edges of surface changes. Accordingly, the larger the edges are in comparison to the surface size, the higher the inaccuracy, resulting in a lower detection limit.
Since the erosion of cohesive sediments is highly dynamic and complex, it is often described as a stochastic process given the turbulent nature of flow (e.g., [8] ), and the immense number of involved parameters and processes (e.g., [10, 11] ). The resulting erosion rates can easily vary by several orders of magnitude for the same flow rates [9, 26, 31] . In this context, the developed photogrammetric method PHOTOSED represents a novel and high-resolution measuring concept to resolve this huge variability of erosion rates for cohesive sediments and offers a wide range of opportunities to perform in-depth investigations of the erosion phenomena of cohesive sediments, or non-cohesive/cohesive sediment mixtures.
Exemplary Erosion Experiments
After the successful calibration and verification of PHOTOSED, two erosion experiments for one sediment surface, consisting of a cohesive/non-cohesive mixture and two different flow conditions (Q 1 = 7.5 L/s, Q 2 = 11.3 L/s), were conducted to demonstrate the spatial resolution of the photogrammetric approach and to show the spatial and temporal heterogeneity of the measured erosion rates. The particle size distribution of the sediment surface consisted of 8% clay, 83% silt and 9% sand, while the wet bulk density was 1.42 g/cm 3 . The flow rates correspond to Reynolds shear stresses of 0.7 Pa (Re = 64,500) and 1.3 Pa (Re = 97,400), respectively. The sediment surface was exposed to the two flow rates for a total time of 600 s each and consecutive images were captured in a temporal resolution of 1.0 s. Figure 6 shows three dimensional plots of the sediment surface at the end of both erosion experiments (t = 600 s) for a flow of Q 1 = 7.5 L/s and Q 2 = 11.3 L/s, respectively.
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obvious that the roughness of such a structured surface will change compared to the initial surface and, consequently, the local shear stresses to which the sediments are exposed to during the erosion experiment.
To quantify the variability of erosion rates of the sediment surface over time, during both erosion experiments, box plots are derived for each pixel (n = 1.9 × 10 6 ) showing the erosion rates for time intervals of 30 s (Figure 7 ). In the box plots of Figure 7 , the red line for each time-step represents the median value of erosion rates while the bottom and top edges indicate the interquartile range (25th and 75th percentiles) and the whiskers extend to 99.9th percentiles. The filled diamonds represent the maximum measured erosion rate per each time interval of 30 s. For the erosion experiment with Q1 = 7.5 L/s (Figure 7A ), the median of the erosion rates varies between 0.24 × 10 −4 mm³/s and 0.46 × 10 −4 mm³/s, which represents almost a factor of two. The maximum value yields 4.1 × 10 −4 mm³/s during the beginning of the experiment at t = 30 s, when the sediments are first exposed to the flow. However, parts of the sediment surface show no erosion at all. The variability of the erosion rates within each time interval is even higher. Therefore, the median is compared to the maximum values as a criterion for the degree of variability, leading to factors from 2.7 (minimum at t = 540 s) to 11 (maximum at t = 30 s), with a mean value of 5.6, which indicates an extremely high heterogeneity of the obtained erosion rates.
The erosion experiment with Q2 = 11.3 L/s ( Figure 7B ) shows, as expected, higher erosion rates with median values ranging from 0.31 × 10 −4 to 1.12 × 10 −4 mm³/s. The maximum value for the entire experimental duration is 5.84 × 10 −4 mm³/s (t = 60 s). The minimum variability within one time interval results in a factor of 4.0 at t = 30 s, while the maximum variability yields a factor of 8.1 at t = 570 s. The mean variability yields a value of 6.1 and is slightly higher compared to the erosion experiment with Q1 = 7.5 L/s.
Both erosion experiments show a high spatial heterogeneity regarding the measured erosion rates. Moreover, it proves that the peak erosion rates occur only very locally (outside the 99.9th percentile) emphasizing the need for high-resolution measurements of erosion rates.
Another strength of PHOTOSED with its high-resolution measurements is the feasibility for detailed investigations of the temporal erosion progress and the eventual formation of erosion patterns over time. In the box plots of Figure 7 , the red line for each time-step represents the median value of erosion rates while the bottom and top edges indicate the interquartile range (25th and 75th percentiles) and the whiskers extend to 99.9th percentiles. The filled diamonds represent the maximum measured erosion rate per each time interval of 30 s. For the erosion experiment with Q 1 = 7.5 L/s (Figure 7A ), the median of the erosion rates varies between 0.24 × 10 −4 mm 3 /s and 0.46 × 10 −4 mm 3 /s, which represents almost a factor of two. The maximum value yields 4.1 × 10 −4 mm 3 /s during the beginning of the experiment at t = 30 s, when the sediments are first exposed to the flow. However, parts of the sediment surface show no erosion at all. The variability of the erosion rates within each time interval is even higher. Therefore, the median is compared to the maximum values as a criterion for the degree of variability, leading to factors from 2.7 (minimum at t = 540 s) to 11 (maximum at t = 30 s), with a mean value of 5.6, which indicates an extremely high heterogeneity of the obtained erosion rates.
The erosion experiment with Q 2 = 11.3 L/s ( Figure 7B ) shows, as expected, higher erosion rates with median values ranging from 0.31 × 10 −4 to 1.12 × 10 −4 mm 3 /s. The maximum value for the entire experimental duration is 5.84 × 10 −4 mm 3 /s (t = 60 s). The minimum variability within one time interval results in a factor of 4.0 at t = 30 s, while the maximum variability yields a factor of 8.1 at t = 570 s. The mean variability yields a value of 6.1 and is slightly higher compared to the erosion experiment with Q 1 = 7.5 L/s.
Another strength of PHOTOSED with its high-resolution measurements is the feasibility for detailed investigations of the temporal erosion progress and the eventual formation of erosion patterns over time. Figure 8 is 100 s, the currently used CMOS-camera is capable for temporal resolutions up to 10 Hz, allowing for deeper analysis of the progressive erosion patterns of cohesive sediments, or non-cohesive/cohesive sediment mixtures.
Conclusions
A novel and high-resolution photogrammetric approach for the detection of erosion rates for cohesive sediments, or non-cohesive/cohesive sediment mixtures, has been introduced (PHOTOSED). The method allows for detailed insights in the erosion phenomena of both cohesive sediments and non-cohesive/cohesive sediment mixtures. The experimental setup uses a semiconductor laser with a diffraction optic to project a pseudo-random pattern of light points on a sediment surface, a CMOS-camera for image acquisition, and a dense optical flow (DOF) algorithm with the OpenCV library that evaluates the displacements of the light points of two consecutive images during the erosion process to assess the erosion volume. The calibration and verification procedure showed that the PHOTOSED method allows the detection of erosion volumes for several orders of magnitude with a minimum detection limit of approx. 15 mm³ and enabling high-resolution measurements of erosion rates, as well as in-depth investigations of the erosion behavior of cohesive sediments and cohesive/non-cohesive sediment mixtures. One limitation is the shading of projected light points in cases of instantaneous and severe erosion depths with nearly vertical gradients given to the angled mounting of the semiconductor laser. However, the DOF algorithm returns an erosion volume based on two consecutive images for a selected time interval. This erosion volume and thus the occurred erosion depth can be subdivided into intermediate erosion stages by shortening the time interval between these two consecutive images given the high temporal resolution of the CMOScamera (10 Hz).
The PHOTOSED method was subsequently applied to a sediment surface consisting of a cohesive/non-cohesive sediment mixture at two different flow rates. The results identify a high variability of the erosion rates within time intervals of 30 s and variability factors up to 10 between the median erosion rate and the maximum erosion rate. The high variability of erosion rates distributed over the entire sediment surface emphasizes the need to study the erosion phenomena of cohesive sediments, or cohesive/non-cohesive sediment mixtures, in detail using high-resolution Figure 8 is 100 s, the currently used CMOS-camera is capable for temporal resolutions up to 10 Hz, allowing for deeper analysis of the progressive erosion patterns of cohesive sediments, or non-cohesive/cohesive sediment mixtures.
A novel and high-resolution photogrammetric approach for the detection of erosion rates for cohesive sediments, or non-cohesive/cohesive sediment mixtures, has been introduced (PHOTOSED). The method allows for detailed insights in the erosion phenomena of both cohesive sediments and non-cohesive/cohesive sediment mixtures. The experimental setup uses a semiconductor laser with a diffraction optic to project a pseudo-random pattern of light points on a sediment surface, a CMOS-camera for image acquisition, and a dense optical flow (DOF) algorithm with the OpenCV library that evaluates the displacements of the light points of two consecutive images during the erosion process to assess the erosion volume. The calibration and verification procedure showed that the PHOTOSED method allows the detection of erosion volumes for several orders of magnitude with a minimum detection limit of approx. 15 mm 3 and enabling high-resolution measurements of erosion rates, as well as in-depth investigations of the erosion behavior of cohesive sediments and cohesive/non-cohesive sediment mixtures. One limitation is the shading of projected light points in cases of instantaneous and severe erosion depths with nearly vertical gradients given to the angled mounting of the semiconductor laser. However, the DOF algorithm returns an erosion volume based on two consecutive images for a selected time interval. This erosion volume and thus the occurred erosion depth can be subdivided into intermediate erosion stages by shortening the time interval between these two consecutive images given the high temporal resolution of the CMOS-camera (10 Hz).
The PHOTOSED method was subsequently applied to a sediment surface consisting of a cohesive/non-cohesive sediment mixture at two different flow rates. The results identify a high variability of the erosion rates within time intervals of 30 s and variability factors up to 10 between the median erosion rate and the maximum erosion rate. The high variability of erosion rates distributed over the entire sediment surface emphasizes the need to study the erosion phenomena of cohesive sediments, or cohesive/non-cohesive sediment mixtures, in detail using high-resolution measurements. Although the sediment characteristics can significantly influence the dimensions of erosion rates, they are not limiting the accuracy of PHOTOSED because the method is based on the detection of erosion volumes, which also represents an advantage compared to devices working with suspended load measurements for the detection of erosion rates. However, if the erosion rates are related to hydraulic forces in form of shear stresses, the overall erosion pattern should not be too pronounced because of the influence of changing roughness on local hydraulics.
The high spatial and temporal resolution of PHOTOSED allows for the detection of different erosion patterns providing a high potential for further research including e.g., detailed studies of the interactions at the water-sediment interface or the unraveling of the complex interactions of physical, chemical and biological variables that are involved in determining the erosion stability. In addition, many practical issues in terms of sediment management in rivers, navigation channels, harbors or reservoirs can be addressed.
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