Abstract-Ethernet is becoming one of the dominant aggregation technologies for carrier transport networks. Because it is a LAN technology, native bridged Ethernet does not fulfil all carrier requirements. Several schemes have been proposed to allow Ethernet to fulfil such requirements. Carrier Ethernet technologies rely on domain-wide or local label-based forwarding, although some of them use a smaller label size and different scope than existing label switching technologies (like Multi-Protocol Label Switching). Therefore, they can present label scalability issues, in the sense that a connection request can be blocked due to label unavailability. This article studies label scalability limitations of two of the existing carrier Ethernet solutions, Provider backbone bridges -Traffic Engineering (PBB-TE) and Ethernet VLANLabel Switching (ELS). The applicability of existing techniques (like aggregation and label merging) that can overcome or reduce these limitations is evaluated. Additionally for PBB-TE a specific technique called VLAN-reutilization is formalized and the complexity of optimally applying it, is studied. The techniques are evaluated over an online routing scenario, results show that both solutions can present label scalability limitations when used without the studied techniques. These limitations can be greatly overcome by implementing the techniques.
I. INTRODUCTION
In the past couple of years, there has been an increasing demand for bandwidth combined with an exponential growth in the number of clients and network applications that require a carrier infrastructure. Such changes are placing a demand on carrier networks to constantly improve their bandwidth allocation flexibility and provisioning capability. Simultaneously, Ethernet is increasingly attracting service providers as the inter-connection technology for their metro-aggregation infrastructures. Ethernet brings high-speed interfaces (1GbE, 10GbE), together with a reduction in CAPEX (Capital Expenditure); for instance, when compared to SONET/SDH interfaces, Ethernet interfaces can lead to a cost reduction of up to 1/10th for equivalent bit rates. Edge and even core routers are progressively populated with Gigabit Ethernet interfaces, allowing the interconnection of routers by an Ethernet aggregation network.
However, despite of all the advantages of using Ethernet as aggregation technology, as it was designed for Local Area Networks (LAN), it does not properly address the increasing demand of network providers for scalability (for ensuring wide-scale deployment) and traffic engineering (for ensuring efficient network resource usage and resiliency) required by carrier networks. Indeed, bridged Ethernet does not provide, in addition to traffic flow aggregation, the required flexibility in capacity allocation, higher performance in terms of traffic variation and number of sources (compared to the current MSTP 802.1s) as well as higher reliability (compared to the current RSTP 802.1w). Two classes of approaches extend native bridged Ethernet to fulfill these requirements: approaches that rely on improving Ethernet control components only and those that are relying on improving both Ethernet forwarding and control components. Shortest Path Bridging (SPB) belongs to the first category whereas Provider backbone bridges -Traffic Engineering (PBB-TE) and Ethernet VLAN-Label Switching (ELS) belong to the second category.
The second category of approaches relies on label-based forwarding: using domain-wide labels for PBB-TE and local labels for ELS. Nevertheless some of them use a different scope and number of bits for encoding the label than technologies such as Multi-Protocol Label Switching (MPLS). Therefore, it is necessary to evaluate and compare the scalability of both solutions given by their respective label space.
ELS label scalability has been studied in [1] . Therefore, this article delves into evaluating the presence of label scalability limitations in PBB-TE. For this purpose, it evaluates the applicability of existing techniques that can be used to overcome or reduce these limitations. Additionally, the VLAN-reutilization technique is formalized and the complexity of its optimal use is shown to be NP-Complete. PBB-TE is evaluated in the online routing scenario and its performance is compared with both ELS and MPLS.
The rest of this article is organized as follows. First a description of solutions to enable Ethernet as aggregation technology is presented. The existing techniques that can be used for improving label scalability are reviewed. Further on we present some simulations results related to the performance of various solutions applying the existing techniques. Finally we present our conclusions.
II. PROVIDER BACKBONE BRIDGES -TRAFFIC ENGINEERING (PBB-TE)
PBB-TE is under definition at IEEE in the context of the 802.1Qay [2] effort. This technology intends to extends capability of PBB networks (PBBN) such as to support traffic engineering of data paths setup between Backbone Edge Bridges (BEB). PBB, defined as 802.1ah, is an extension to provider bridges (802.1ad), which is itself an extension of VLAN tagging (802.1Q). Provider bridges separate the VLAN space as it enables an Ethernet frame to have client and service VLAN tags (C-VLAN and S-VLAN, respectively) instead of just one VLAN tag (as in 802.1Q). PBB adds Ethernet MAC address space separation (between client and network) as it enables to encapsulate a client Ethernet frame (using client MAC address space) into a network Ethernet frame (using network MAC address space). It also intends to extend the S-VLAN tag identifier value space from 12 to at least 20 bits.
In PBB, Backbone Edge Bridges (BEB); i) encapsulate and de-encapsulate incoming (service) frames within backbone MAC frames and ii) insert encapsulated service frames and forwarding encapsulated service frames over the PBBN. Within the PBBN, Backbone Core Bridges (BCB) forward the encapsulated frames (see Figure 1) . The Backbone MAC frames used to encapsulate service frames include Backbone MAC Destination Address (Destination B-MAC or B-DA), the Backbone MAC Source Address (Source B-MAC or BSA), the B-TAG (12 bit B-VID), the I-TAG (incl. 24 bit ISID), and the Client Ethernet MAC frame. PBB solves MAC addressing and S-VLAN identifier scalability issues but it does not provide for the suitable control components required in carrier networks. PBB-TE enables a PBB network to create logical paths by using constraintbased source routing. PBB-TE nodes can create logical paths and forward frames based on a combination of the backbone VLAN id (B-VID) and backbone destination MAC address (B-DA) fields. Operation performed at intermediate Ethernet switches is equivalent to a label switching (not swapping) operation. Using this equivalence, the scope of the label is domain wide, meaning that the label is globally unique and end-to-end significant. Figure 1 gives an example of logical paths created using PBB-TE. In the example there are 4 logical paths established, two from PBB1 to PBB2 and two from PBB1 to PBB3. The nodes forward the frames based on the B-VID and B-DA fields, therefore two logical paths with different destination can have the same B-VID value.
As said before, the rationale for PBB-TE is to support connection-oriented traffic engineered point-to-point trunks in a PBB network established using a provisioning system. Some B-VIDs are reserved for PBB-TE and used to identify the PBB-TE data paths. Each PBB-TE data path is identified from an ingress PBB node by <(B-SA), B-DA, B-VID>. Frames are encapsulated in the same way as any PBB traffic and forwarded based on <B-DA, B-VID>. So, forwarding hardware must perform a 60-bit lookup (B-VID (12-bit) + B-DA (48-bit)) to forward Ethernet MAC frames in the PBBN.
For compatibility reasons, PBB-TE preserves global uniqueness and semantics of MAC addresses as interface but redefines semantics associated to a subset of B-VID values (from the behavior defined in IEEE 802.1ah). In this subset, the B-VID value space is only significant when combined with a destination B-MAC address. Hence, the B-VID space can be considered as an individual instance identifier for one of a maximum of 4096 point-to-point or multipoint-to-point data paths. In this subset, B-VID value space not unique on an Ethernet sub-network basis, though the <B-DA, B-VID> tuple is unique. This choice results in a single unique and invariant identifier (or label) associated with the path termination and not a sequence of local identifiers associated with the individual link terminations. PBB-TE introduces thus into the Ethernet data plane a connection identification functionality associated to the concatenated (B-SA +) B-DA + B-VID field (108 bits). In other terms, the B-DA and B-VID fields define a composed "label" whose value space is domainwide. Nevertheless, relying on <B-DA, B-VID> domainwide invariant labels in addition to the B-SA for mis-merge detection (that implies Reverse Path Forwarding, RPF check for the unicast traffic) has deep impact on PBBN capabilities and BCB compatibility to legacy PB Ethernet switches (see [3] ).
III. ETHERNET VLAN-LABEL SWITCHING (ELS)
ELS [4] is also a scheme that enables an Ethernet network to create logical paths by using constraint-based source based routing. However, the label encoding used is different from PBB-TE, and so is its scope. ELS uses the provider bridges (802.1ad) standard and encodes the label in the S-VID tag field. The Ethernet S-VID label space has link local scope and local significance: thus providing 4096 (12 bits) values per interface. The logical data paths established using ELS are called Ethernet label switched paths (LSP). Intermediate nodes are called Ethernet Label Switching Router (E-LSR). Ingress/egress E-LSR where a LSP starts and ends, provide for a Ethernet Label Edge router (E-LER) functionality. Figure 2 describes the label operations along an Ethernet LSP.
When a native Ethernet frame arrives to the ingress LSR, its E-LER function based on the information of the frame header, pushes the corresponding label (i.e. adding an S-TAG with the appropriate S-VID value). Then, the Ethernet VLAN-labeled frame is forwarded along the Ethernet LSP. For each E-LSR, the label is swapped (i.e. that the incoming S-VID is translated into an outgoing S-VID as defined in IEEE 802.1ad). When the frame reaches the egress LSR, its E-LER function pops the label (the S-TAG and so the S-VID are removed). Finally, the frame is sent to its destination as a native Ethernet frame.
IV. LABEL SCALABILITY
A forwarding technology is said to experience label scalability issues when, in order to satisfy a capacity request, there is enough capacity to create a new data path but there are not enough free labels on at least one link traversed by that data path.
Given that ELS and PBB-TE use a different label size and scope than MPLS (20 bits), in addition to not allowing to stack labels, both architectures may be subject to label scalability issues.
In the case of PBB-TE, labels are globally unique and encoded on both B-VID and B-DA fields. Therefore on PBB-TE a maximum of 4096 LSPs per destination MAC address can be created. For this case label scalability limitations are proportional to the number of links of the network. This is due to the fact that the number of supported LSP is independent of the topology.
In the case of ELS, labels are encoded on the S-VID field using 12 bits. In a scenario where labels are link local, the size of the label limits the number of LSP that can be forwarded in each link. In ELS, in each link a maximum of 4,096 (2 12 ) LSP can be forwarded. In MPLS the maximum is 1,048,576 (2 20 ) without considering stacking. Table I shows the label granularity values per number of bits used for label encoding (denoted #bits) and link capacity. The label granularity is calculated by dividing the link capacity by 2 #bits . For simplicity reasons, granularities shown in Table I are rounded. For a given technology and link capacity, where all connection requests forwarded through each link have a bandwidth demand higher or equal than the label granularity, the probability of a request being rejected due to unavailability of labels is 0.
For a carrier network, with an average link capacity of 10Gb/s, a low speed connection request of 1Mb/s units of bandwidth (being 1/10240 of the link capacity) is possible to arrive. The table entries show that in the case of MPLS the label granularity is lower (0.01 < 1) than with ELS (2.5 > 1). Nevertheless we could state that a connection request of less than 0.01 Mb/s (being 1/1024000 of the link capacity) is very improbable to arrive. Hence, this example illustrates a case where ELS could experience label scalability issues, while MPLS is not affected.
V. IMPROVING LABEL SCALABILITY
Several techniques may be used on label switching architectures that assign to several Logical connections the same label, thus improving label scalability. These techniques are aggregation, label merging, VLAN re-utilization and label stacking. Label stacking is not further considered since by definition it can not be applied to either ELS or PBB-TE.
A. Aggregation
Aggregation consists of assigning the same label to a set of bandwidth requests, when they are routed through the same path from the source to the destination. In other words, when aggregation is applied, labels are assigned per path in the network, regardless of the number of bandwidth requests using that path. Aggregation may reduce the number of labels that are needed to handle a particular set of packets. The concept of aggregation is defined in the MPLS [5] , but can be applied to any label switched network.
B. Label Merging
Label merging assigns the same label to two or more LSP in a continuous and common segment that goes from any common intermediate node to the same destination node. All LSP must follow the same path from the intermediate node to the destination to be merged. Label merging is able to reduce the number of labels used in a link. It can be used in label switched networks where nodes are capable of performing label swapping (MPLS and ELS). An example is presented in Figure 3 , where label merging between the two LSP is possible at link (5,6) and not at link (1, 2) .
When label merging and aggregation are applied together, assigning labels to the LSP is trivial. The problem can be solved in polynomial time guaranteeing the optimal assignment in terms of used labels. This has been demonstrated in [6] .
C. VLAN ID reutilization
For PBB-TE, another technique that could be used to improve label space, besides aggregation, is VLAN reutilization. It consists of assigning the same label to LSP that are fully link disjoint. In the example of Figure 1 if VLAN reutilization is applied, LSP2 could use label [B-DA=PBB2, B-VID=A] instead of [B-DA=PBB2, B-VID=B] because it is link disjoint with respect to LSP1. In the example LSP1 and LSP2 would share the same label, therefore label space usage is improved. This is not the case for LSP3 and LSP4 that must have different assigned labels because they share a common link.
When VLAN reutilization is applied with or without aggregation, assigning labels to the LSP is not trivial. The problem of optimally assigning the labels for a set of LSPs routes, considering VLAN reutilization can be formulated as follows; Given a set of Paths P and a set of labels L, the problem is to assign each path a label label p = l, ∀p ∈ P, l ∈ L such that label p1 = label p2 ⇐⇒ links(p1) ∩ links(p2) = ∅ (VLAN reutilization), the objective is to minimize the number of used labels which is equal to |{l ∈ L|∃p ∈ P, label p = l}|. This problem is NP-complete. For proving its complexity we show that solving the Static Wavelength Assignment (SLE) problem (which has been proved to be NP-complete in [7] ) would also solve the label assignment and that solving the label assignment would also solve the SLE. Define a graph G(V, E, W ) where |W | = |L| and the set of Lightpaths LI = li|∃p, p ∈ P, Links(li) = links(p) where ∀p ∈ P, ∃li, Links(li) = links(p). Then finding a feasible solution of the SLE given G, W, LI will also yield a feasible label assignment solution. In the same manner, Define a set of labels L where |W | = |L| and a set of paths P = p|∃li, li ∈ LI, links(p) = Links(li) where ∀li ∈ LI, ∃p, Links(p) = links(li). Then finding a feasible solution to the label assignment problem given P, L also yield a feasible SLE solution.
Given that the problem of label assignment is NP-complete, for evaluating the number of labels when using VLAN ID reutilization in an online routing scenario, two heuristics denominated first fit and greedy assignment are implemented.
1) First fit algorithm: given the sets of paths, P , and labels, L, the first fit label assignment algorithm takes each path sequentially and assigns the first available label. This is the most basic heuristic for this type of problem and it can be applied in any routing scenario.
2) Greedy assignment algorithm: given the sets of paths, P , and labels, L, the greedy algorithm calculates the largest set of Paths that can share a label and assigns them a new label.
Then the procedure is repeated with the rest of the unlabeled paths until all paths have a label assigned. This scheme can be applied in online routing scenarios where labels can be reassigned each time a new demand arrives. For the context of this paper it is assumed that this is feasible.
VI. RELATED WORK
Label space usage for carrier Ethernet technologies has only been studied for ELS in [1] . To the best of our knowledge, the VLAN-reutilization technique has not been formally proposed or its complexity analysed, aditionally there has not been any label space study for PBB-TE. However, the problem of efficiently using Label space has been studied for different label switching architectures like MPLS and All Optical Label Swapping (AOLS). For a more detailed description the different label space studies in each architecture (ELS, MPLS and AOLS), the reader is referred to [1, §3] .
VII. SIMULATION RESULTS
In this section, the performance of ELS and PBB-TE in terms of label scalability is evaluated in an online routing scenario. For this purpose, three routing algorithms are considered: the Shortest Path First (SPF), Constraint Shortest Path First (CSPF) and the minimum interference routing algorithm (MIRA) [8] .
In order to effectively obtain meaningful results of the performance of the schemes, three topologies of different sizes are used. These three topologies are the Cost266(LT), Germany50 and Exodus(US), as described in [9] , [10] and [11] respectively. In all cases, the capacity of the links is set to 10Gb/s. 14 nodes of 37 where chosen as both ingress and egress nodes for the Cost266 topology, in the same manner 20 of 50, for Germany50 and 31 of 79, for Exodus.
Two different sets of bandwidth requests are considered:
• Homogeneous set, given that the probability of experiencing label scalability issues is higher when the number of established connections is high, each bandwidth request is set to 1Mb. The objective of evaluating this set is to obtain a lower bound on the performance of the algorithms.
• Heterogeneous set, the bandwidth of each request is selected from the set 1Mb, 2Mb, 10Mb, 20Mb using a uniform distribution. The objective of evaluating this set is to consider a more realistic scenario. For both sets, the source-destination pairs (ingress-egress node pair) are selected randomly using a uniform distribution. Five cases are analyzed in addition to MPLS: 1) ELS without aggregation and merging, 2) ELS with aggregation with merging (referred to as ELS+), 3) PBB-TE without aggregation and VLAN reutilization, 4) PBB-TE with aggregation and VLAN reutilization when applying first fit (FF) algorithm (referred to as PBB-TE+), and 5) PBB-TE with aggregation and VLAN reutilization when applying greedy algorithm (GA) (referred to as PBB-TE++). Note that MPLS is not analyzed with any of the techniques because it will never experience label limitations with bandwidth requests higher than 0.01Mb/s due to the link capacity considered in our simulations. Performance is evaluated in terms of the sum of the accommodated bandwidth of all the established LSPs in the network (Throughput). Simulation results are shown in Table II . The highest accommodated bandwidth was 233,600 Mbs for Cost266, 340,608 for Germany50, and 513,408 for Exodus (US).
As shown in Table I , MPLS does not have any label scalability limitations when request are of 1Mb/s and links capacities of 10Gb/s. For this reason, it can be assumed that for a specific algorithm and topology, the demands rejected when using ELS or PBB-TE (but not by MPLS) are due to unavailability of labels. This is reflected in Figure 4 , where the decrease in throughput due to unavailability of labels is shown. Results of the Homogeneous case show that:
• For ELS, without label merging and aggregation all the algorithms have a decrease in throughput higher than 50% when compared to MPLS. When label merging and aggregation are applied, there is no decrease in throughput except for the CSPF in Germany50 and the MIRA in Exodus having only a 1% decrease.
• For PBB-TE without aggregation and VLAN reutilization all the algorithms have a throughput of 24%, in other words, throughput decreases by 64% up to 76% when compared to MPLS. When aggregation and VLAN reutilization with the F.F. heuristic is applied, the decrease in throughput is considerably lower varying from 10% up to 33%. When the G.A. heuristic is applied, the decrease in throughput is even lower varying from 2% up to 22% (in average it has a 10% improvement over F.F.). It can be appreciated that PBB-TE with aggregation and VLAN reutilization, has a performance proportional to the total number of links of the topology. One possible cause is: the higher the node degree the more disjoint paths that can be found thus VLAN reutilization is more effective. Results of the Heterogeneous case show that:
• For ELS, without label merging and aggregation all the algorithms have a decrease in throughput lower than 2% when compared to MPLS. When label merging and aggregation are applied, there is no decrease in throughput except for the MIRA in Exodus having only a 1% decrease.
• For PBB-TE without aggregation and VLAN reutilization throughput decreases by 1% up to 6% when compared to MPLS. When aggregation and VLAN reutilization is applied, the decrease in throughput varies from 1% up to 6% regardless of the implemented heuristic, as both heuristics presented the same performance. In summary, for both PBB-TE and ELS, applying the available techniques significantly improves label space usage in the two considered bandwidth request sets. Results also show that the highest decrease in throughput of the two request sets was 70%.
VIII. CONCLUSIONS
In this article the problem of label scalability in carrier Ethernet has been studied. Both technologies, Provider backbone bridges -Traffic Engineering and Ethernet VLAN-Label Switching are considered, where the label scope and value space could result in scalability limitations. Several available techniques that can be used to improve label scalability are review and analysed. Further on for PBB-TE the VLANreutilization technique has been formalized and it has been shown that the problem of assign the labels to a set of LSPs when using aggregation and VLAN reutilization is NP-complete. Since the problem is NP-complete, two label assignment heuristics were evaluated.
Simulations results have shown that in a worst case scenario where all bandwidth demands are of low capacity, both ELS and PBB-TE present label scalability limitations. However, applying the available techniques significantly reduces label scalability limitations for ELS. For PBB-TE, applying the proposed techniques still result in a throughput decrease. ELS provides better performance than PBB-TE, without any of these techniques: our results show that 4096 labels per node can support more LSP than 4096 per destination. When label aggregation, label merging and VLAN reutilization are applied, the performance of ELS is also better (decrease of throughput is at most 1% whereas up to 22% for PBB-TE).
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TABLE II SIMULATION RESULTS
However, it is important to note that the two implemented label assignment algorithms for PBB-TE with VLAN reutilization do not guarantee an optimal label assignment. Additionally, if the performance of the two implemented algorithms is compared, a considerable difference of at most 13% of decrease in throughput was present. As two suboptimal solutions presented such difference, it can be assumed that the label assignment algorithms can highly influence the performance of PBB-TE. This is an interesting result, as it shows that a better label assignment algorithm might further increase the performance of PBB-TE with VLAN reutilization.
In other words, label scalability limitations impacts both ELS and PBB-TE. For ELS, these limitations can be overcome by implementing label merging technique. For PBB-TE, the evaluated label assignment algorithms for the VLAN reutilization technique still do not overcome the limitations.
Future work includes the development of a better label assignment algorithm for VLAN reutilization, as well as a detailed study on the influence of the topology characteristics on both ELS and PBB-TE label space usage.
