Abstract-The propagation of spaceborne radar signals operating at L-band frequency or below can be seriously affected by the ionosphere. At high states of solar activity, Faraday rotation (FR) and signal path delays disturb radar polarimetry and reduce resolution in range and azimuth. While these effects are negligible at X-band, FR and the frequency-dependent path delays can become seriously problematic starting at L-band. For quality assurance and calibration purposes, existing L-band or potential spaceborne P-band missions require the estimation of the ionospheric state before or during the data take. This paper introduces two approaches for measuring the ionospheric total electron content (TEC) from single-polarized spaceborne SAR data. The two methods are demonstrated using simulations. Both methods leverage knowledge of the frequency-dependent path delay through the ionosphere: The first estimates TEC from the phase error of the filter mismatch, while the second gauges path-delay differences between up and down chirps. FR, mean (direct current) offsets, and noise contributions are also considered in the simulations. Finally, possibilities for further methodological improvements are discussed.
I. INTRODUCTION
A MAJOR problem in assessing the global carbon cycle is the state of understanding of the terrestrial ecosystem. Measuring the biomass on a global scale including its temporal variations would help to improve the knowledge of these processes. Good estimates of forest biomass could be obtained from synthetic aperture radar (SAR) at lower frequencies such as P-band [1] . However, the performance of a spaceborne SAR system at lower frequencies is often significantly degraded by the effects of the ionosphere. In order to correct or avoid these problems, it is necessary to assess the ionospheric state before or during a data take.
Under strong solar activity, the influence of the ionosphere on radar-signal propagation at L-and P-bands becomes a significant error source. Low frequencies and high chirp-signal bandwidth are more susceptible to effects like signal path delay and Faraday rotation (FR). Frequency-dependent path delays and FR result in changes to the chirp length and imply a variation of the chirp amplitude for single-polarized sensor configurations. While these effects are not noticeable at X-band frequencies and above, the performance of sensors starting at L-band and lower is reduced [2] . Since the launch of the Advanced Land Observing Satellite and the onboard Phased Array L-band SAR (PALSAR) instrument, spaceborne SAR data at L-band have been available to study the ionospheric effects from polarimetric measurements. Depending on the acquisition mode, the PALSAR range chirp bandwidth can be as high as 28 MHz. A preliminary study investigated the influence of the ionosphere at low frequencies (L-band and lower). Signal degradation caused by the ionosphere also increases with larger chirp bandwidths [3] , [4] .
In this paper, the aim is to describe algorithms and possibilities for the estimation of the ionospheric total electron content (TEC) from low-carrier-frequency high-bandwidth SAR raw data. The chirp replica is iteratively modeled until it best matches a synthetic pulse deformed under the influence of the ionosphere. In a second approach introduced later, the phase information from alternating up and down chirps is utilized. Changes causing phase advance, chirp-length modification, and amplitude and chirp-rate modulations are considered to evaluate local TEC levels.
The potential of low-frequency SAR with ionospheric path delays and FR for TEC measurements was recognized in [2] and [5] . FR effects were discussed at length in [6] - [8] . Corrective methods were treated in [9] , and distortion effects were discussed in [10] . Detection and estimation techniques based on quad-polarized data are presented in [6] and [11] - [13] . A good estimation improves general polarimetric calibration and validation techniques such as those described in [14] and [15] , helping to improve the reliability of spaceborne polarimetric measurements for biomass classification and retrieval [16] , [17] . In [18] and [19] , a first analysis of PALSAR data considering FR detection was presented. An alternative concept for spaceborne SAR at low frequencies was shown in [20] .
In Section II, the theoretical background of the ionospheric influences on electromagnetic waves is outlined. The algorithms used for the simulation of spaceborne SAR backscatter from a trihedral corner reflector (TCR) are introduced (including FR). The influence of the frequency-dependent path delay within a radar up or down chirp is explained and integrated in the simulation. Simulations are then carried out for typical L-and P-band sensor configurations with multiple targets in a scene.
To estimate TEC levels from SAR raw data, two methods are described in Sections III and IV. The suitability of SAR 0196-2892/$26.00 © 2010 IEEE data to TEC estimation under real conditions is assessed using comparable noise levels, FR, and disturbing targets within a scene. The results of simulated L-and P-band data are compared, and possible methods for proper validation are suggested. In conclusion, the results are summarized in Section V, and directions for further research are discussed.
II. EFFECTS OF THE IONOSPHERE
Electromagnetic waves propagating through the ionosphere experience a polarization rotation of the electric field vector and a signal path delay that depends on the free electron density number N e along the ray path, the signal frequency f , and the strength of the magnetic field parallel to the propagation direction of the wave within the ionized layer. The reversal of paths in two-way propagation from a satellite to the Earth and back does not compensate for this effect. Instead, the effect is cumulative: FR doubles as does the path delay [3] .
A. Ionosphere
In a manner similar to chromatic aberration in a camera lens, wavelength-dependent distortions can be introduced to radar measurements by the ionosphere. Spaceborne SAR systems usually transmit linear frequency-modulated chirp pulses. Mathematically, a chirped pulse s 0 is a function of time t and can be written as
where the amplitude U st , the start frequency of the chirp f start = f c ± f 0 , the chirp rate α = f 0 /T p , and the pulse duration T p parameterize the chirps. f c is the center frequency, and f 0 = B/2 is half of the chirp bandwidth B. The ± distinguishes between up and down chirps. As the refractive index of the ionosphere is dependent on frequency, each sample of a chirp is delayed individually. The group refractive index of the ionosphere can be estimated from
where f N is the plasma frequency, e is the charge of an electron, m e is the electron mass, and ε 0 is the electric permittivity. The delay by the ionosphere compared with vacuum conditions is given by 
where S t (w) and S r (w) are the Fourier transforms of s t and s r , respectively, and F −1 denotes the inverse Fourier transform.
B. FR
At L-band frequencies or lower, FR has serious effects on SAR imagery. Backscatter measurements from single-polarized sensor configurations can become ambiguous at high-solaractivity conditions. Within the following simulations, FR is expected to play a minor role as there is only a small change in polarization rotation within a chirp. Nevertheless, FR rotation was considered in the simulations. The one-way FR Ω may be estimated from [7] and [9] as
where B is the mean parallel magnetic field within the ionized layer, λ is the wavelength of the radar wave, VTEC is the vertical TEC (TEC in nadir direction), and γ is the off-nadir angle of observation. The factor 1/ cos γ is used to transform the vertical electron content to the electron content along the propagation path h. The commonly used zenith angle of the radar wave at the subionospheric point was therefore approximated by the satellite's off-nadir angle [21] . VTEC may be estimated using global ionospheric maps from the Center for Orbit Determination in Europe [22] . γ may be obtained for each image location in a product from the sensor data annotations for most current SAR satellites. The parallel magnetic field was estimated using the International Geomagnetic Reference Field model (IGRF10) [23] . More details on the modeling of FR can be found in [13] .
C. Chirp-Signal Path Delay
Within the ionospheric layer, the refractive index that the wave group sees increases at higher solar activity to above unity. As information within a radar pulse travels with the group velocity, the arrival of the pulse back at the antenna is delayed according to [24] and (4) by
where c is the speed of light, TEC is the TEC along the signal path, and K = 40.28 m 3 /s 2 is a refractive constant. For twoway propagation from a satellite to the Earth and back, the pulse front is delayed between
where the indexes d and u indicate that the starting frequency of the up or down chirp is used, respectively. The new pulse duration of the chirp after traversing the ionosphere twice can be calculated as
The time delay of the pulse and the accompanying linear chirprate alterations imply also phase distortions. Given that the frequency components are invariant under nonneutral (vacuum) ionospheric conditions, there must be a phase advance approximately equal to the path delay. The refractive index for the phase is reduced to less than unity. The extent of the phase advance can therefore be estimated using the time delay Δt iono together with the angular frequency ω = 2πf
For a linearly frequency-modulated chirp, these frequencydependent shifts imply a slight change in the chirp rate and, thus, a change in the length of the received pulse. Fig. 1 shows a sketch of the expected chirp-path and chirp-length variations caused by the ionosphere. The pulses at the top sketch the shape of down and up chirps under neutral ionospheric conditions. The green arrows mark where the pulses center after range compression. The pulses at the bottom are simulated for an ionized state of the ionosphere. The red dashed line shows the shape of the transmitted pulse aligned to the left with the received pulse to outline the chirp-length and chirp-rate variations before and after passing through the ionosphere. The green arrows again show where the pulses center after matched filtering when using a reference chirp similar to the transmitted chirp. Matching the received signals with the unaltered transmitted pulses causes a slight filter mismatch and, therefore, a marginally shorter arrow length. The red arrows show where the pulses would center if the ionosphere were absent with a constant path delay applied, shifting the dashed red pulse before the deformed pulses.
The most crucial parameter in the matched-filtering process is the chirp rate. A varying chirp rate causes a filter mismatch if left uncorrected, broadening the main lobe and raising the sidelobes. A parameter that is a measure for the broadening of the pulse is the quadratic phase error (QPE). The QPE at the margins of a chirp with pulse duration T p can be estimated for a signal at baseband from the phase difference of the signals at the time T p /2 using [25] 
where the indices t and r mark the transmitted or received pulse, respectively, and Δα is the change in the chirp rate. The phase error at the peak of the range-compressed target is found to be QP E peak ≈ QP E/3 [25] . The unequal length of the matched pulses shifts the range-compressed peak by half of the chirplength difference, causing an additional phase shift equal in magnitude to the QPE when compared to an ideal matchedfiltering result. CPE denotes the third-order phase error as it can be estimated using the Taylor series expansion of the ionospheric transfer function [26] . As their contribution is in the range of a hundredth of a degree, it can safely be neglected in the simulations.
III. SIMULATIONS
The simulation of ionospheric effects in SAR data enables the testing of new methodologies to estimate the ionospheric state during a SAR acquisition. Ionospheric states can be modeled and tested under consistent geometric conditions and without any temporal decorrelation. When simulating the influence of TEC on SAR signals, the bandwidth-dependent ionospheric behavior described previously must be considered. In the following simulations, the modifications caused by the ionosphere are incorporated by replacing the reference chirp rate and the time-delay vector with values corresponding to a modeled ionospheric state, enabling the simulation of frequencydependent FR. The signal return of TCRs under typical noise levels and including direct-current (dc) offsets is analyzed. Possibilities for estimating the traversed TEC from the analysis of the modified chirp or the phase difference of an alternating pair of chirps are evaluated. The PALSAR instrument (L-band) and a possible P-band configuration for a spaceborne sensor parameterize the simulations. The configuration parameters are 
A. TEC Autofocus
The estimation of TEC from SAR data by evaluating pulse degradation requires high contrast, typically strong point targets such as corner reflectors within an otherwise dark area, to achieve a high signal-to-clutter ratio (SCR).
One models ionospheric states differing from neutral ionospheric conditions (vacuum) to an ionized state where both pulses match optimally. The algorithm iteratively tries to compensate the phase error caused by a change in the chirp rate of the pulse while propagating through the ionosphere and is comparable to existing SAR azimuth autofocusing techniques such as the phase gradient or the range Doppler algorithm [25] , [27] .
A chirp replica is built using the static system parameters such as chirp bandwidth, chirp form (up or down chirp), pulse repetition frequency (PRF), sampling rate, and center frequency. As the TEC level is successively increased, the chirp rate of the reference pulse is modified. Range compression is then done repeatedly with a set of generated TEC-dependent reference chirps. As a measure for the quality of the range compression, the peak-to-sidelobe ratio (PSLR) was used. Although the bandwidth of the chirp, in general, is static, the pulse sampled at reception might have a slightly reduced bandwidth depending on the time interval between two samples (1/f s , f s = sampling rate) and the sampling-window start time.
The implemented correction algorithm therefore correlates the generated replica with a simulated received pulse not only for a wide range of different TEC levels but also for multiple path delays within 1/f s . A nearly identical path delay of the vector ensures a coherent phase and bandwidth distribution in both signals. Fig. 2(a) shows the result of the TEC autofocus algorithm for a simulated TCR at 15 TECU and an SCR of 3 dB (raw data). The black dots mark for every time step the location of maximum correlation. The overall maximum is marked with a white dot. Variations depending on the different TEC levels and the multiple start-time positions are also visible. Fig. 2(b) shows the phase measured at the black dots in Fig. 2(a) . The extent of the variations depends on the carrier frequency and sampling rate and was found to be ≈ 0.7
• for this L-band case. While Fig. 2(a) and (b) shows the results of an ensemble of 100 range lines, Fig. 2(c) shows an example of the phase error, measured for each range line, between the range-compressed phase of a TCR including noise and multiple targets (blue line) and the ideal phase distribution without noise and other scatterers present (red line). The green line is the phase error that remains after a moving average and fast Fourier transform (FFT) filtering are applied. The influence of a strong scatterer is visible at azimuth lines 200-250. A set of ten disturbing point scatterers were simulated and randomly distributed in an area of 500-1500 m (in range, azimuth around the point target) with amplitudes between 25% and 75% of the point target.
The correlation peaks when both chirps best match each other at the desired TEC level at the time
where R sat denotes the range distance from the satellite to the target and 2R sat /c therefore describes the round-trip delay. Equation (13) shows that the location of the target peak is independent of the chirp form. The estimation accuracy of t peak depends on the length of the sampled time steps. The extraction of the peak in the range-compressed data is done using complex FFT oversampling (factor of 50) to obtain subsample accuracy. To increase the SCR, a set of 100 range lines around the TCR are focused. The range-dependent phase and the local frequency offset due to the target Doppler are removed. As the target location is sensitive to chirp-rate alterations, the range of closest approach for the TCR is calculated individually for every iteration step. The phase distribution of the TCR over azimuth is interpolated with FFT zero padding. The range distance at closest approach is used as a reference value during range migration compensation (RMC). The range-compressed phase distribution of the simulated TCR data over azimuth was smoothed using a moving average filter and a Fourier interpolation to improve RMC. The removal of range-dependent phase relative to the closest approach (RMC) of the range line is performed by a linear phase multiplication in the frequency domain as
where ΔR is the range distance between the closest approach and the peak of the range-compressed TCR at the azimuth 
B. TCR Simulation Results
The feasibility of the presented technique depends mainly on the SCR within the surveyed TCR area. Simulations were carried out over a range of three noise levels under variable ionospheric conditions, including randomly distributed disturbing scatterers in the area of the examined TCR. All simulations include FR contributions appropriate to the corresponding TEC levels and a dc offset with a magnitude of the noise amplitude. The magnetic-field model necessary for FR estimation was calculated using the IGRF10 model described in Section II-B. Magnetic-field values typical at midlatitudes over the northern hemisphere were used. Each configuration was simulated 50 times to enable the approximation of the expected mean and standard deviation of the retrieved TEC levels. To increase the SCR, a limited number of 100 range lines around the range of closest approach of the TCR were focused also in azimuth. Table II shows the L-band simulation results at 1.25-, 2.5-, and 3-dB SCR within the raw data. The TEC levels vary between 5, 15, and 25 TECU. As expected, the variability of the TEC estimates is reduced, given higher SCR or increased TEC levels. A similar behavior albeit with larger variations was observed in P-band simulations, mainly due to the comparably Table III . For the P-band simulations, the oversampling rate and the number of time steps within an interval dt = 1/f s were increased to enable a more direct comparison with the L-band simulation settings. It becomes clear that both systems should generally be suitable for TEC estimation using strong targets. For both systems, the variability is reduced at higher TEC levels. The example simulating 5 TECU is an exception, due to the zero TEC iteration boundary. Smaller deviations were achieved when the method was applied to a larger number of selected strong scatterers within a scene. The feasibility of the autofocus technique for TEC estimation depends on the reliability requirements of the desired TEC data and improves with an increased number of chirp samples at the same carrier frequency. As seen in Table II , simulations show that the estimation of TEC seems feasible with a standard deviation of ≈6 TECU for PALSARtype sensor configurations.
IV. POTENTIAL OF TEC ESTIMATION FROM UP-AND DOWN-CHIRP CALIBRATION BURSTS
In this section, the aim is to improve the limited accuracy expected from the previous method by adding a more direct retrieval method at the system level. In the former simulations, the initial chirp rate provided in the system specifications was iteratively adapted to derive a received pulse where both chirps match optimally. In the following, a burst of alternating up and down chirps is used to help separate the TEC from their resulting phase differences. This technique estimates TEC from alternating up and down chirps using the whole bandwidth. In contrast to earlier simulations, this method measures the differences in path delay that both chirps undergo within the same ionospheric state, making use of the ionosphere's dispersive behavior and resulting in a phase difference of the compressed target. Fig. 3 shows a sketch of an alternate chirp approach, where a satellite interleaves up and down chirps. Assuming ideal range compression, the path delays of the wave front, dependent on the start frequencies of the chirp, are visualized on the right. The resulting differences in path delay depend mainly on the chirp carrier frequency and the chirp bandwidth. Comparable observations might be achieved from split bandwidth arrangements without switching between up and down chirps.
The up and down chirps' starting frequencies naturally differ by the chirp bandwidth. As shown in (11) and Table I , a phase advance changes the measured chirp rate of the received pulse. This can cause a filter mismatch that is approximately equal in magnitude for both up/down chirps. While the decreased chirp rate of the down chirp causes an increased chirp length, the pulselength of the up chirp is reduced. Compared with the peak correlation location under vacuum conditions, the up chirp is shifted to precede this position (see Fig. 1) .
The TEC can then be estimated using the difference between both range-compressed phase distributions, i.e., Δφ up_down (in radians) by applying the time-delay difference evaluated between the starting frequency and the group delay of the envelope [(10) (second part) and (11)] The green line corresponds to the simulations including the path-delay differences within the chirp. To better visualize and compare the phase error caused by the filter mismatch, the blue and red lines in Fig. 4(a)-(d) show the simulation results produced when one includes only the path delay corresponding to the start frequency of the chirp, neglecting path-delay differences within the chirp. In Fig. 4(d) , one sees that the down chirp is compressed to a point slightly before the up chirp. Adding the change in pulse duration shifts the downchirp half of the change in pulselength toward the up chirp and vice versa. Both pulses overlap at the position of the expected group delay (green line). As the pulses are already in baseband, this shift has only a small effect on the phase of the chirps [seen from Fig. 4(d) ]. Table IV shows the estimated phase differences between the mean up-and down-chirp phases of a focused TCR. The results were additionally calculated for a typical X-band sensor configuration (TerraSAR-X, B = 300 MHz). As expected, sensitivity is higher in the P-band configuration. However, due to the higher chirp bandwidth, sensitivity at X-band remains high enough to theoretically be able to extract the ionospheric state at 1-TECU levels. Technical realization would require further investigation.
V. DISCUSSION AND CONCLUSION
With the European Space Agency (ESA)'s candidate Earth explorer BIOMASS carrying a P-band SAR as its payload, the need to estimate the ionospheric state before an acquisition is imperative. One suitable method could be by sending a burst of quad-polarized pulses that enable the measurement of FR along the signal path. This paper shows two alternative methods that make use of the frequency-dependent path delay that a chirp undergoes while passing through the ionosphere. These techniques estimate the local TEC along the signal path and can be single-polarized measurements. The estimation of FR from TEC measurements additionally requires knowledge of the magnetic field. The first method shown uses an autofocus technique that optimizes the reference chirp to be used for range compression, maximizing the PSLR where the ionospheric effects on the recovered chirp's shape are best modeled. The estimation of TEC using this method requires a strong contrast within the scene-limiting applicability in areas such as forests. Simulations show that the extraction of TEC from one strong TCR appears feasible when the SCR (of the raw data) is above 2.5 dB. The feasibility of the autofocus technique for estimating TEC depends mainly on the resolution requirements of the desired TEC data and the number of chirp samples. Simulations of L-band sensor configurations showed that the estimation of TEC seems feasible with a standard deviation of 6 TECU. Additional simulations at higher TEC levels showed improved accuracy, but still cannot compare with TEC results from the dense GPS networks over North America or Europe. One advantage of the method is that the measurements from the radar data estimate the TEC directly along the observation path with directly relevant spatial and temporal resolutions. Improvements to SCR could be made by combining the information from a set of strong scatterers within a scene. As this method would be much more time consuming and less suitable for operational use, the systematic alternate up/down pulse methodology would be favored where possible.
Phase differences in the L-band simulations were as high as 30
• /TECU. TEC estimation at 1-TECU levels then becomes possible without requiring specific reference targets. The delimitation of the achievable accuracies is currently being investigated. No hardware changes on the satellite module should be necessary [28] . A second matched filter as well as pulse generation could be added/modified through software revisions.
Consideration of this technique should include as an option recording the whole scene using the alternating chirp method. As the shapes of the pulses are different, future applications might consider increasing the PRF, as pulses could overlap more closely [26] . For calibration, one could also use a quadpolarized calibration burst. The measurement of TEC and FR in a calibration burst additionally enables the estimation of the geomagnetic field. As scintillations mainly come from electron-density irregularities in the E-and F-region and one can reasonably assume a linearly varying geomagnetic field within the space of an acquisition, the FR data from a quadpolarized acquisition could be transferred straightforwardly into a corresponding high-resolution TEC map.
In addition to dc offset, disturbing targets, and varying noise levels, the simulations enable the modeling of the frequencydependent FR. As FR changes the orientation angle of the radar wave, a single-polarized antenna would see a very small frequency-dependent amplitude modulation of the chirp signal, not expected to significantly reduce the sensitivity of the TEC estimation techniques. The simulated dc offset was removed by subtracting the mean without noticeably corrupting the results.
A first test and validation of the alternating chirp technique could be realized by building a transponder that switches between up-and down-chirp replicas. Sensitivity tests using simulations show that TerraSAR-X acquisitions would also be suitable for analysis.
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