Parallel evolution is the repeated evolution of the same phenotype or genotype in evolutionarily independent populations. Here, we use evolve-and-resequence experiments with bacteria and yeast to dissect the drivers of parallel evolution at the gene level. A meta-analysis shows that parallel evolution is often rare, but there is a positive relationship between population size and the probability of parallelism. We present a modeling approach to estimate the contributions of mutational and selective heterogeneity across a genome to parallel evolution. We show that, for two experiments, mutation contributes between $10 and 45%, respectively, of the variation associated with selection. Parallel evolution cannot, therefore, be interpreted as a phenomenon driven by selection alone; it must also incorporate information on heterogeneity in mutation rates along the genome. More broadly, the work discussed here helps lay the groundwork for a more sophisticated, empirically grounded theory of parallel evolution.
Introduction
Parallel evolution, the repeated evolution of the same phenotype or genotype in different populations, seems so improbable that it demands explanation. There ought to be so many different genetic and phenotypic routes to adaptation, and so many distinct ways a lineage might be derailed from taking one route in particular, that parallel evolution should rarely happen. When it does, evolutionary biologists take special notice and often interpret a parallel evolution event as the result of strong selection.
This inference rests on the assumption that parallel evolution requires strong selection and cannot plausibly be explained by stochastic processes like mutation and genetic drift (i.e. -chance; see [1] for further considerations). A compelling case is often made that strong selection causes parallel evolution. The repeated reduction in body armor accompanying the transition from marine to fresh water in threespine sticklebacks is one often cited example [2] , and there are many others (e.g. [3] [4] [5] ). Yet, the evidence for a role of strong selection in parallel evolution at the genetic level is often more equivocal, for the simple reason that there are often many different genetic routes that can produce similar phenotypic outcomes. For example, clinical isolates of the opportunistic pathogen Pseudomonas aeruginosa evolve fluoroquinolone resistance via chromosomal mutations in just a few genes like the DNA gyrases gyrA and gyrB, the topoisomerases parC and parE, and efflux pump regulators like nfxB [6] . Yet many more genes -over 100 by one estimate based on a transposon-mutagenesis screen -can confer resistance to this same drug [7] . This small subset of genes may be preferentially favored by selection because they confer higher and less costly resistance than others [8, 9] , but they may equally be more prevalent because they have a higher mutation rate.
Thus, selection need not be the only mechanism causing parallel evolution. Indeed recent theory, discussed in more detail below, suggests that under some scenarios selection may even be unimportant for parallel evolution. Deciding which mechanism is the main driver of parallel evolution requires additional data that are not always easy to come by. Reliable estimates of the frequency of parallel evolution in natural systems are challenging to get since we cannot usually know how often parallel evolution did not happen. Additionally, strong hypothesis tests about the factors driving variation in degree of parallel evolution require extensive ecological and genetic experimentation, hence limiting the number of convincing examples. The best we can say to date is that parallel evolution is more likely to occur among closely related populations sharing similar environments [10, 11] , probably because closely related lineages experience similar selection pressures [12] .
Unpacking the mechanisms driving parallel evolution therefore, requires a different approach. Ideally we would track the evolution of variation among independently evolving populations, and calculate the frequency with which parallel evolution evolves directly from data. Socalled "evolve-and-resequence" (ER) experiments, where replicate populations adapt to identical, defined conditions and the mutations fixed are identified through whole genome-sequencing [13, 14] , make this calculation possible (see for example [15, 16] ). Moreover, with an appropriate experimental design, these experiments can be used to test hypotheses about the drivers of parallel evolution.
This review presents a framework for interpreting parallel evolution from ER experiments. We collate data documenting parallel evolution at the gene level to estimate the frequency of parallel evolution across a range of study systems and, wherever possible, to test theory about the factors driving parallel evolution. We then sketch a strategy for disentangling the effects of bias in the generation of genetic variation and selection on parallel evolution in ER experiments. We focus on mutational heterogeneity, both because this is a fundamental parameter for understanding the outcome of adaptive evolution, and because the vast majority of ER experiments to date have studied mutation-driven adaptation. We use, as illustrative examples, two of the data sets included in our collated ER experiment data.
A meta-analysis reveals population size is a key driver of parallel evolution Quantitative statements about the probability of parallel evolution can be made using models that treat adaptation as a sequence of moves or steps via mutation in either phenotype (e.g. [17] [18] [19] [20] ) or DNA sequence (e.g. [21] [22] [23] [24] ) that increase fitness relative to the prevailing wild type. A series of these steps forms an adaptive walk -the sequential substitution of beneficial mutations by selection -that stops once the prevailing genotype reaches a fitness optimum and is incapable of generating further beneficial mutants.
The most important insight from these models is that any factor that introduces bias in the number of beneficial mutations available to selection increases the probability of parallel evolution [1, 20, 24] . Variation in the mutation rate across the genome is one factor, as is the level of adaptation (i.e. distance, in fitness space, of the current population from a fitness optimum) and total population size. The probability of parallel evolution in subsequent adaptive steps should increase because, as a population approaches a fitness optimum, fewer beneficial mutations are available. The probability of parallel evolution should also increase with population size, because a larger population gives rise to a larger supply of beneficial mutations, making it more likely for a rare, large-effect, beneficial mutation to occur, and be fixed by selection. Clonal interference, the competition that occurs between beneficial mutations occurring simultaneously on different genetic backgrounds within large populations, can further increase the likelihood that the same, large effect mutations will fix in independent populations. Escherichia coli REL1206 1 [42] Escherichia coli K12MG1655 1 [43] Escherichia coli K12MG1655 1 [44] Escherichia coli K12 deletions 22 [45] Escherichia coli MC100 3 [11] Pseudomonas fluorescens SBW25 5 [39] Pseudomonas aeruginosa PA14 4 [46] Streptococcus pneumoniae Serotype 22F 1 [47] Yersinia pestis Yp1945, Yp2126 2 Fungi [48] Saccharomyces cerevisiae 288c 1 [49] Saccharomyces cerevisiae 288c 2 [50] Saccharomyces cerevisiae 288c 1 [37] Saccharomyces cerevisiae DBY15084 2 [51] Saccharomyces cerevisiae BY4741 1 [52] Saccharomyces cerevisiae BY4741 1 [53] Saccharomyces cerevisiae BY4741 deletions 14
For the full dataset, see Supplementary Table S1 .
S. F. Bailey et al. A meta-analysis of data sets on parallel evolution in ER experiments in bacteria and yeast (summarized in Table 1 ) can test some predictions of this theory. The data come from published studies (to May 2016) where at least two replicate populations evolved through asexual reproduction from a common ancestor under identical conditions and for which whole genome sequence data were publically available. We quantify parallel evolution by recording the number of times that a given gene was mutated in independent evolving lines derived from a common ancestor, and calculate the proportion of mutations shared between two evolved populations. Specifically, we calculate the Jaccard Index (J) for two evolved populations or strains with sets of mutated genes G1 and G2, as J G1;G2 ¼ G1\G2 j j G1[G2 j j or, in words, the number of mutated genes shared by both lineages divided by the total number of genes mutated in both lineages. The Jaccard Index ranges from 0 (no mutated genes in the two populations are shared, G1 \ G2 ¼ Ø) to 1 (the two populations have exactly the same set of mutated genes, G1 ¼ G2). Supplementary Table S1 reports the average J among all pairwise combinations of replicates from each selection environment within an experiment and its associated standard error as well as other relevant data such as population size, number of generations, number of replicates, and genome size. We focus on genes rather than higher order pathways or processes, because they can be unambiguously identified, allowing comparisons across studies.
The distribution of J values (Fig. 1A) varies substantially among studies (Fig. S1 ). While most J values are quite small, being either zero or close to zero, there are also many non-zero values, including a handful greater than 0.5. We are able to identify a few variables that account for some of the extensive variation in this data set.
Some variation is attributable to a significantly lower probability of parallel evolution in yeast compared to bacteria ( Fig. 1B ; main effect of kingdom: mean J bacteria ¼ 0.24, mean J yeast ¼ 0.08; p ¼ 0.031), although the reason for this is unclear. While the yeast genome is at least twice the size of the largest bacterial genome in our collated data set (see supplementary Table S1 ), the number of genes -on which calculation of J is based -is roughly comparable. In fact, it is two bacteria, Escherichia coli and Pseudomonas fluorescens, that have the smallest and largest number of genes, respectively (E. coli $4,500 genes; P. fluorescens $6,700 genes), suggesting that the difference in parallel evolution between yeast and bacteria is not due to a higher fraction of mutations in non-coding regions in yeast.
There is also a positive relationship between the mean population size (N; calculated as the harmonic mean of the initial and final population sizes at and just before transfer, respectively) and the extent of parallel evolution, even after accounting for the difference between yeast and bacteria ( Fig. 2 ; main effect of N: p ¼ 0.0004). Furthermore, the strength of this relationship varies significantly between the two kingdoms ( Fig. 2 ; effect of kingdom x N: p ¼ 0.0015; all p values estimated from 10,000 permutations of a multivariate ANOVA weighted by SE). 1 This result is consistent with large population sizes generating high mutation supply and clonal interference, both of which bias the spectrum of mutations fixed during adaptation toward rare, strongly beneficial mutations. Again, why this relationship differs between bacteria and yeast remains unclear. Nonetheless, population Figure 1 . A: The distribution of levels parallelism, as estimated by mean Jaccard index, across all 62 independent estimates from 16 studies (see Table 1 for a summary). B: Mean Jaccard index estimated for yeast (n ¼ 22) and bacteria (n ¼ 40) replicate populations. Bold lines show the means, boxes indicate the lower and upper quartiles (25 and 75%), the whiskers extend to 1.5 times the interquartile range, and the points show outliers. size is clearly an important factor governing the probability of parallel evolution in both groups.
Interestingly, other factors, such as the amount of adaptation, number of replicates, or generation time, did not explain statistically significant variation in J. However, parallel evolution was more often observed in experiments with more replicates and more generations (number of replicates: p ¼ 0.022; number of generations: p ¼ 0.013; weighted logistic regression, permutation tested with n ¼ 10,000), underlining the importance of large sample sizes when trying to understand outcomes of stochastic processes. Model fits to these data suggest that to have a 99% chance of observing parallel evolution (i.e. at least one gene hit more than once in at least two replicate populations) one should, on average, evolve at least 15 replicate populations for $540 generations.
The relative contribution of mutation and selection to parallel evolution
We develop a theoretical framework to make predictions about the relative importance of mutational heterogeneity versus selection in driving patterns of parallel evolution in a set of replicated populations evolving under similar conditions. While our focus is on data derived from ER experiments, the principles apply equally to data from genomic sequencing of population samples available for cancer tumor evolution (e.g. [25] ) or the progress of chronic infectious disease (e.g. [26] ).
The data are genomic sequences derived from independently evolved populations. We count the number of independent mutations affecting each of n L loci across the genome. Here "locus" is used deliberately in a broad sense to mean a set of non-overlapping gene coding regions along the genome that could be of fixed size (bins), discrete genes, or other types of genomic regions. There are two sources of variability in the number of mutations affecting loci: the propensity of any given locus to undergo mutation, and the probability that a mutation arising at a locus will fix in the population. Both events -the occurrence of new mutations and their evolutionary fate -are affected by chance. More formally, we make predictions regarding the probability, p i , that a mutation at locus i among the n L loci will result in an observed fixation event.
The key intuition is that if all loci have the same mutation rates, and if all mutations have the same probability of being fixed by selection, then all probabilities p i are equal and sum to 1, such that by symmetry p i ¼ 1/n L . In this case n L , the number of loci, is the sole determinant of patterns of parallel evolution: for any pair of independently evolving populations, the bigger n L , the lower the chance that the same unit will be involved in the next step of evolution in both. This might seem trivial, but this "scaling" effect of the number of loci applies irrespective of other sources of variability among loci ( [20] , equation 8b). This means, additionally, that comparisons across taxa must account for variation in n L to be valid. Now consider sources of variability in the number of mutations across loci. The probability that locus i contributes a mutation that fixes depends on two quantities: a locusspecific mutation rate, m i , and the probability the mutation that just arose at that locus ultimately goes to fixation, P i . To start, consider two extreme situations: either beneficial mutations are sufficiently rare events that they never compete with each other before being fixed, or they are so common that all possible beneficial mutations are available to selection.
Extreme case 1: Beneficial mutations fix sequentially and never meet and compete
The idealized situation where mutations are rare (Nm << 1) and selection is very strong (Ns >> 1), sometimes termed the strong selection weak mutation (SSWM) limit, has been studied extensively [23, [27] [28] [29] . Under SSWM conditions, populations remain essentially monomorphic while they "wait" for the next beneficial mutation that will escape drift to appear. Once this happens, a beneficial mutation sweeps instantaneously through the population. The next mutation to fix is drawn at random among the pool of beneficial mutations, the probability of fixation for each mutation being weighted by its selective coefficient s i [30] . The probability that a specific locus i yields an observed fixation event scales as the product p i / m i P i / m i s i ; heterogeneity in m and s therefore, can play equal roles in determining p i . Importantly, variation from locus to locus in either quantity can drive patterns of parallel evolution, a point made independently by [20] and [31] .
Extreme case 2: Maximal clonal interference
As the mutation supply rate increases, new beneficial mutations will begin to arise in a population before a first beneficial mutation goes to fixation. Independently arising beneficial mutations therefore, compete with each other, a process often termed "clonal interference" in nonrecombining lineages [32] [33] [34] [35] [36] . Modeling clonal interference accurately can be complicated, but is easier if we begin by considering the extreme situation where the mutation supply rate is so high that mutations stemming from virtually all loci enter the population before any one mutation goes to fixation, a situation we term "maximal clonal interference." Now, the mutation that ultimately fixes is the one that has the highest selective advantage and heterogeneity in mutation rates becomes irrelevant. Heterogeneity in selection coefficients among loci is the sole determinant of patterns of parallel evolution (formally, p i ¼ 0 for all loci except the one with the highest selective advantage, where p i ¼ 1).
A middle ground: Intermediate levels of clonal interference
Most ER experiments in microbes probably lie somewhere along the continuum between the SSWM and maximum clonal interference. Under such intermediate conditions, a beneficial mutation on its way to fixation is likely to compete with a handful of other beneficial mutations that arise and reach appreciable frequency [37, 38] . While we are still some way from a quantitative theory of clonal interference, we can operationally define the intensity of interference through its effects on the relative probability that a mutation arising at a locus will go to fixation. Under SSWM conditions, a mutation conferring a fitness advantage s i goes to fixation with a probability P i proportional to s i . We posit that the probability of fixation of mutations experiencing some degree of interference can be written as s i g , where the exponent g modulates the relative importance of mutation and selection heterogeneity in driving parallel evolution. If g ¼ 1 we recover the SSWM limit; as g goes to infinity, we recover the maximal interference case. This is a heuristic scaling, and is not yet well motivated by theory, but it makes sense as a natural way to tune the effect of clonal interference in determining the fixation probabilities, and bridge two idealized limiting conditions that, on their own, are well understood. In the Supplementary Information we show this scaling is extremely accurate, and that the coefficient g scales linearly with the input of beneficial mutations (Fig. S2) 
Empirical evidence that mutational heterogeneity contributes to parallel evolution
The theory outlined above predicts that the relative importance of mutational heterogeneity and selection in driving parallel evolution depends on the mutation supply rate, Nm. When a population evolves under SSWM conditions, both mutational heterogeneity and selection play equal roles in contributing to parallel evolution [20, 31] . In a population evolving under clonal interference, where multiple beneficial mutations may compete, mutational heterogeneity should become far less, and selection heterogeneity far more important as a driver of parallel evolution. These predictions are consistent with the observation from our meta-analysis that parallel evolution was more common in large populations. Increasing population size means more mutations, more clonal interference [32] , and so a higher likelihood of parallel evolution attributable to selection. We can push the theory further by quantifying the relative importance of mutation versus selection heterogeneity in generating observed patterns of parallel evolution. We fit models incorporating both sources to data consisting of counts of mutations per locus. Our approach first estimates gene-to-gene heterogeneity in mutation rate from mutation accumulation experiments or rates of substitution at synonymous sites; both methods provide insight into the spectrum of mutations fixed under relaxed selection. We then overlay the mutations fixed in the presence of selection and infer directly the relative contribution of mutation and selection heterogeneity to the pattern of parallel evolution.
To estimate mutational heterogeneity, we fit three neutral models: (i) p i is constant, representing a case where the mutation rate per gene is constant; (ii) p i scales with gene length, L i , representing a constant per nucleotide mutation rate; and (iii) p i scales with the product of L i and m i , a situation describing variable per nucleotide mutation rates from gene-to-gene (we assume mutation rates follow a gammadistribution). Parameter values for each model type are estimated using model-fitting techniques (e.g. maximum likelihood) and model selection criteria (e.g. likelihood ratio tests, Akaike information criterion) determine which model best explains the data.
We then ask which of three further models of selection heterogeneity, with or without clonal interference, best fit the data, given a particular neutral model: (i) p i determined solely by the fitted mutation parameters, implying constant selection across genes; (ii) p i scales with the product of the fitted mutation parameters and s i , meaning selection intensity varies from gene-to-gene under SSWM conditions; and (iii) p i scales with the product of the fitted mutation parameters and s i g -selection intensity varies from gene-to-gene and is magnified by some degree of clonal interference. Again, the most appropriate model is identified using model fitting and selection techniques, the details of which are in an upcoming methods focused paper (in preparation).
Example 1: P. aeruginosa PA14 evolving in cystic fibrosis-like conditions P. aeruginosa is an opportunistic pathogen that forms chronic infections in $80% of adult cystic fibrosis patients and is a leading cause of morbidity and mortality for this population. Previous work by Wong et al. investigated the extent of parallelism under conditions resembling the initial stages of infection by allowing the widely used PA14 strain to adapt to a synthetic cystic fibrosis lung medium during daily serial transfer [39] . In a separate experiment using the same strain, Dettman et al. [40] performed a mutation accumulation experiment to investigate the spectrum of mutations fixed under relaxed selection.
Dettman et al.'s experiment allows us to obtain a distribution of the counts of mutations per locus, m i , in the absence of selection (Fig. 3A) . In this case, a model assuming heterogeneity in per-gene mutation rate fits best. Data from Wong et al. allows us to obtain a distribution of counts of mutations per locus fixed in the presence of selection and/or clonal interference (Fig. 3B) . For this example, a model assuming heterogeneous selection and some degree of clonal interference fits best. Biologically these results make good sense. Wong et al. report a remarkable amount of parallelism in some genes, especially those like nfxB and gyrA that confer resistance to the antibiotic ciprofloxacin, which was added to some treatments in this experiment. Additionally, clonal interference was important in this experiment: measures of competitive fitness at the population-and individual-level give strikingly different results, suggesting that there is substantial genetic variation segregating in the population. for $1,000 generations in identical conditions [37] . The mutation rate is estimated using counts of synonymous mutations (Fig. 4A ). For these data, all three mutational models appear to fit the synonymous mutation data quite well, though there is a slight preference for a model where the probability of observing a mutation scales with gene length. When non-synonymous mutations are examined (Fig. 4B) , a model including both selection heterogeneity and additional effects of clonal interference fit the data best.
The relative importance of mutation versus selection
We next compare the relative contribution of mutation and selection heterogeneity to the observed patterns of parallel evolution. To do this, we calculate the coefficient of variation of per-gene mutation rate, CV(L i m i ), and the coefficient of variation of per-gene probability of fixation of a new mutation, CV(s i g ), respectively (see also Supplementary Material). There are two results, shown in Table 2 , worth noting. The first is that, in both experiments, the CV attributable to selection exceeds that attributable to mutation. This result tells us that selection is the dominant mechanism driving observed patterns of parallel evolution in these experiments, just as it often is in many examples of parallel evolution in nature. The second is that the mutational CV can be a substantial fraction of the selection CV. For the P. aeruginosa example, our models reveal that CV associated with mutation(L i m i ) is $9% of the CV associated with selection (s i g ), while for S. cerevisiae, it is $45%. In other words, mutational heterogeneity, while less important than selection, makes a non-trivial contribution as a driver of parallel evolution in these experiments.
Discussion
We have shown how ER experiments can be used to dissect the drivers of parallel evolution. Two key insights emerge from our analysis. First, there is substantial variation in the degree of parallel evolution, the majority of experiments having low rates of parallel evolution and a few -especially those in bacteria -with much higher rates. At least some of this variation is associated with population size: larger populations have higher rates of parallel evolution independently of whether they are prokaryotic or eukaryotic. Second, our analysis of mutation counts reveals that, while most parallel evolution can be attributed to selection, mutational heterogeneity across genomes also plays an important role. We discuss these results and what they mean for the theory of parallel evolution in more detail below.
How common is parallel evolution?
The frequency and extent of parallel evolution varies widely among ER experiments, and can be substantially higher in bacterial experiments. The reason for this difference is not clear. One possibility is that bacterial experiments are run at higher population sizes than yeast experiments, but inspection of Fig. 2 shows this not to be the case. Another is that mutation rates are higher in bacteria compared to yeast, pushing bacteria more often into a clonal interference regime and so higher rates of parallelism. However, mutation accumulation experiments suggest the opposite: both Pseudomonas and E. coli (two heavily represented groups of bacteria in our data set) have lower mutation rates at both the whole genome and per-gene level than S. cerevisae (summarized in [40] ). Finally, it is possible that heterogeneity along the genomes in mutation rates and/or selection coefficients is consistently higher in bacteria compared to yeast, perhaps as a by-product of differences in the selection regimes chosen by experimenters or because this reflects some real biological feature that distinguishes how adaptive evolution proceeds in the two groups. Further experimentation is required to explore these possibilities.
The majority of experiments reviewed here have rates of parallel evolution that appear to be quite low, the average Jaccard similarity for the entire data set being just 0.14. The only comparable data come from work in bacteriophage FX174, where Wichman and Brown [15] estimated the probability of parallel evolution at any pair of sites to be $0.5. The much higher rate in phage likely stems from its having a small, highly compact genome with many overlapping reading frames and a high mutation rate. As our data show, such a high rate is likely not representative of other organisms whose genomes are larger and mutation rates smaller than phage by orders of magnitude. Nevertheless, there is no reason to expect phage to be any different from bacteria or yeast in the degree to which parallel evolution is governed by mutational or selective heterogeneity. Our models could therefore, be used to estimate CV associated with mutation and selection from phage experiments, which in turn would allow a calculation of the degree of parallel evolution independent of genome size (and so the number loci involved). Given that traditional measures of parallel evolution at the gene or nucleotide level depend strongly on genome size, our approach provides a meaningful way to compare ER studies from diverse sources. Such an analysis is beyond the scope of the present paper but remains an intriguing avenue for future investigation.
Our meta-analysis also revealed a positive relationship between population size and the probability of parallel evolution in both bacteria and yeast. This is an important result, because it suggests that population size can be a key driver of parallel evolution, likely through its effects on mutation supply. As population size increases, the supply of beneficial mutations also increases and generates clonal interference, a process that ensures the mutations that fix are biased toward those with the largest selective advantages. Moreover, large population sizes likely serve to tip the balance away from mutational heterogeneity and toward heterogeneity among loci in selection coefficients as the driver of parallel evolution. Notably, this mechanism is very general, and should apply with equal force to instances of parallel evolution from standing variation as well. Whether or not population size is a useful predictor of the probability of parallel evolution deserves further theoretical and empirical investigation.
More than just selection can lead to parallel evolution Evolutionary biologists are often quick to interpret instances of parallel evolution as being driven by selection. While no doubt often true, biases in the direction or magnitude of variation almost certainly play a role as well. The loci most likely to be associated with parallel evolution are those that are both under strong selection and have a tendency to generate higher levels of variation relevant to selection than others. This principle has been understood for a long time [12] , but the role of mutational heterogeneity in contributing to parallel evolution is often overlooked and, consequently, understudied. Our models quantify the relative contribution of mutational heterogeneity and selection to parallel evolution. We find, as expected, that selection makes a larger contribution than mutation to patterns of parallel evolution in the two examples we have studied. That said, mutational heterogeneity contributes a substantial amount of the variance associated with parallel evolution in both studies, and so cannot be discounted. This conclusion gains some compelling support from the P. aeruginosa experiment (Example 1) where we have a good mechanistic understanding of the interaction between mutation rate and selection in generating parallel evolution. One of the most commonly selected genes, orfN, in this experiment confers resistance to an antibiotic -a key selective pressure in the experiment -and the mutations responsible involve single base pair deletions in either poly-T or poly-G repeats, leading to a truncated, and presumably loss-offunction, protein [39] . In other words, a locus prone to high rates of mutation and under strong selection, as in the orfN example, is likely to contribute disproportionately to parallel evolution.
Of course, mutational heterogeneity is just one factorthe one easiest to study with available data from ER experiments in asexual microbes -that can modulate the probability of parallel evolution. Population size is another, as our meta-analysis shows. Additional factors include pleiotropy, epistasis, and recombination. Pleiotropy should increase the probability of parallel evolution by restricting the number of effective phenotypic dimensions available for adaptation [20] . It is harder to make clear predictions about the roles of epistasis and recombination because these depend crucially on the distribution of fitness effects among mutations, both singly and in combination. Further work in this area is needed.
Conclusions
The work reviewed here takes us some way toward a more rigorous empirical approach to uncovering the processes contributing to parallel evolution. We have used a combination of meta-analysis of ER experiments and a model-fitting framework to infer more precisely the key factors driving parallel evolution in microbial evolution experiments. Our most important result is that, consistent with the many examples of parallel evolution in higher organisms in more natural settings, parallel evolution in the defined conditions of laboratory microcosms is mainly driven by selection. That said, variation along the genome in the mutations available can also be important in driving parallel evolution, and likely becomes more important as population sizes decline and populations spend more time waiting for beneficial mutations to occur. The contribution of mutation and selection to parallel evolution is thus, mediated in part by the mutation supply.
More broadly, the theory of parallel evolution has languished because we had little understanding of how rare or common a phenomenon parallel evolution is. The ER experiments reviewed here are especially important in this regard because they provide direct and unbiased estimates of the frequency of parallel evolution. Of course, these experiments are done in controlled conditions in the laboratory, where selection is usually strong by design and extraneous sources of variation have been eliminated. These conditions would seem to bias laboratory experiments toward high rates of parallel evolution. While this is the case in some instances, more often rates of parallel evolution are quite low in ER experiments. Interestingly, estimates of gene reuse from a meta-analysis of natural populations with similar phenotypic adaptations [10] suggest that rates of gene-level parallel evolution in natural systems may actually be comparable to that in the lab. This result is important because it suggests that there is nothing particularly unusual about in vitro evolution, at least when it comes to parallel evolution. The inferences we make from ER experiments should thus help guide the study of parallel evolution in natura. 
