Abstract. A semilinear second-order parabolic equation is considered in a regular and a singularly perturbed regime. For this equation, we give computable a posteriori error estimates in the maximum norm. Semidiscrete and fully discrete versions of the backward Euler, Crank-Nicolson, and discontinuous Galerkin dG(r) methods are addressed. For their full discretizations, we employ elliptic reconstructions that are, respectively, piecewise-constant, piecewise-linear, and piecewise-quadratic for r = 1 in time. We also use certain bounds for the Green's function of the parabolic operator.
Introduction. Consider a semilinear parabolic equation in the form (1.1a)
Mu := ∂ t u + Lu + f (x, t, u)=0 for (x, t) ∈ Q := Ω × (0,T]
with a second-order linear elliptic operator L = L(t) in a spatial domain Ω ⊂ R n with Lipschitz boundary, subject to the initial and Dirichlet boundary conditions (1.1b) u(x, 0) = ϕ(x)f o r x ∈Ω,u (x, t)=0 for (x, t) ∈ ∂Ω × [0,T].
We assume that f is continuous inΩ×[0,T]×R, is differentiable in the third argument, and, for some nonnegative constants γ andγ, satisfies (1.2) 0 ≤ γ 2 ≤ ∂ z f (x, t, z) ≤γ The purpose of this paper is to obtain computable a posteriori error estimates for fully discrete methods applied to problem (1.1). We consider the first-order backward Euler and the second-order Crank-Nicolson discretizations in time. Furthermore, we study the discontinuous Galerkin method dG(r), r ≥ 1, with Radau quadrature.
These results are applied to the model equation with L := −ε
(1.3) Mu := ∂ t u − ε 2 △u + f (x, t, u)=0
posed in a bounded polyhedral spatial domain Ω ⊂ R n with n =1, 2, 3. This equation will be considered in two regimes:
(ii) ε ≪ 1,γ > 0.
Note that regime (ii) yields a singularly perturbed reaction-diffusion equation, whose solutions may exhibit sharp layer phenomena. It is important in this regime that a posteriori error estimates are robust in the sense that any dependence on the small perturbation parameter ε should be shown explicitly [21, 25] . We will give error estimates in the maximum norm, which is sufficiently strong to capture sharp layers and singularities that may occur, in particular, if problem (1.1) is of singularly perturbed type. Our estimates will be of interpolation type in the sense that they will include certain terms that may be interpreted as approximating τ p j |∂ p t u|, where p and τ j are the discretization order and local step size in time, respectively.
We employ the elliptic reconstruction technique, which was introduced in the recent papers [22, 19, 6] as a counterpart of the Ritz-projection in the a posteriori error estimation for parabolic problems. We also use certain bounds for the Green's function of the continuous parabolic operator in a manner similar to [6] , only for a more general semilinear parabolic operator of (1.3) (compared to ∂ t −△ in [6] ).
One distinctive feature of our analysis in this paper (compared, e.g., to [1, 6] ) is that we use computed solutions and elliptic reconstructions that are piecewisepolynomial of degree p − 1 in time, where p is the time discretization order. In particular, they are piecewise-constant in time when dealing with the first-order backward Euler method and piecewise-linear and -quadratic, respectively, when dealing with the second-order Crank-Nicolson method, and the third-order dG(1) method. Consequently, we allow the residuals of computed solutions, as well as other functions, to be understood as distributions; this inclusion plays a crucial role in our analysis.
Note that earlier pointwise/maximum norm a posteriori error estimates for parabolic equations either are given for regular linear problems [9, 3, 6, 7] or are not robust in the sense that they involve negative powers of ε [3] . For a more detailed comparison of our results with various earlier a posteriori error estimates, we refer the reader to Remarks 5.3, 9.5, 9.9, and 11.7 below.
The paper is organized as follows. In section 2, we introduce the Green's function and obtain a certain stability lemma, which is the key ingredient of our a posteriori error analysis. The contents of sections 3-6 and 8-11 are summarized in the table below, while section 7 looks into elliptic a posteriori error estimators.
Summary
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Notation. Throughout the paper, C,a sw e l la sc, denotes a generic positive constant that may take different values in different formulas but is independent of the diffusion coefficient ε and any mesh sizes.W eu s e|x| for the Euclidean norm of x ∈ R n . The usual spaces C(Ω) and H 2. The Green's function of the parabolic operator. In this section we consider the Green's function G associated with the operator M of (1.1). Our interest in the Green's function is in that it will be used to express the error of a numerical approximation in terms of its residual.
For definitions and properties of fundamental solutions and Green's functions of parabolic operators with variable coefficients, we refer the reader to [ Here δ(·)i st h eD i r a cδ-distribution in R n [13] , and L * is the adjoint operator to the linear operator L.
The analysis in this paper will be carried out under the following condition. Condition 2.1. There are constants κ 0 ,κ 1 > 0 and κ 2 ≥ 0 such that the Green's function G of (2.2), (1.2) satisfies G(x, t; ·,s) 1,Ω ≤ κ 0 e −γ 2 (t−s) , t−τ 0 ∂ s G(x, t; ·,s) 1,Ω ds ≤ κ 1 ℓ(τ, t)+κ 2 , where x ∈ Ω, τ ∈ (0,t], t ∈ (0,T],a n dℓ(τ, t):= 2 s ds ≤ ln(t/τ ). Note that our model problem satisfies this condition as follows. Lemma 2.2. Let ε ∈ (0, 1] and γ ≥ 0. Under assumption (1.2), the model problem (1.3) satisfies Condition 2.1 with κ 0 := 1, κ 1 := 3 n 2 n/2+1 ,a n da nε-independent constant κ 2 ≥ 0.I f f (x, t, z)=a(x)z + b(x, t),t h e nκ 2 =0 . In general, κ 2 = (γ 2 − γ 2 )κ 2 ,w h e r eκ 2 =κ 2 (γ) if γ>0 andκ 2 =κ 2 (T ) if γ =0.
1
Proof. We defer the proof to section 12. Condition 2.1 will be employed by means of the following lemma, which plays a crucial role in our analysis. The lemma is formulated in the context of an arbitrary nonuniform mesh in the time direction (2.3) 0 = t 0 <t 1 <t 2 < ··· <t M = T with τ j = t j − t j−1 for j =1,...,M. Lemma 2.3. Suppose the parabolic operator M of (1.1) satisfies (1.2) and Condition 2.1,a n dv, w are bounded inΩ × [0,T]. Furthermore, let v(·,t),w (·,t) ∈ H 1 0 (Ω) ∩ C(Ω) for t ∈ [0,T],a n d 1 The constants κ 0 and κ 1 given by Lemma 2.2 are reasonably sharp.
For example, for the constant-coefficient version ∂tu
where the function μ is continuous and bounded on [t 0 ,t 1 ] and each (t j−1 ,t j ],w h i l e ∂ t μ is continuous and bounded on (t m−1 ,t m ] for some 1 ≤ m ≤ M ,a n d ϑ(·,s) ∞,Ω is integrable w.r.t. s in (0,t m ) (possibly, in the sense of distributions). Then
Remark 2.4. The term ∂ t μ in the right-hand side of (2.4) is understood in the sense of distributions. A typical μ is continuously differentiable in time on each (t j−1 ,t j ] and has jumps at t ∈{t j } m−1 j=1 , but our left-continuity convention allows us to avoid ambiguity when integrating by parts. It may help the reader to consider an equivalent interpretation of such evaluations. For some small positive λ,o n ec a n replace t + j by t j + λ and μ by μ λ such that μ λ = μ for t ∈ [t j−1 + λ, t j ], and it is continuous and linear in time on each [t j ,t j + λ]. Then one deals with a regular function ∂ t μ λ , while the final result is obtained by taking the limit as λ → 0 + . Similarly, in all calculations involving Γ, one can initially replace it by a regular function Γ λ obtained using a regular approximation δ λ of δ in (2.2b), and then let λ → 0 + . With regard to the regularity of Γ, Condition 2.1 implies for any τ ∈ (0,t) that ∂ s Γ ∈ L 1 (Ω × [0,t− τ ]), while an inspection of the proof of Lemma 2.2 yields a stronger regularity with
Remark 2.5. One can easily check that if γ =0,thenℓ m =ln(t m /τ m ). Otherwise, if γ>0, one has ℓ m (γ)=E 1 (
(This is easily checked by finding the only root ≈ 0.67 of the equation E 1 (s)=| ln s| on (0, 1).) Note also that ℓ 1 =0 for any γ ≥ 0. P r o o fo fL e m m a2.3. Combining representation (2.1) with the notation Γ(ξ, s):= G(x, t m ; ξ, s) for the Green's function of (2.2), one gets
Here, in view of (2.4), the integral on the right-hand side involves μ and ϑ and so can be represented as a sum J µ + J ϑ of the corresponding integrals, which we consider separately. We use the notation b + := lim β→0 + b+β and so split J µ as
Here, for J
µ , an integration by parts yields (2.6) where the last term represents J ϑ . Finally, Condition 2.1 implies that
so we get the desired result.
The following version of Lemma 2.3 involves certain approximations Γ j h of Γ(·,t j ). Lemma 2.3
* . Under conditions of Lemma 2.3, suppose that instead of (2.4) one has Mv −Mw = ∂ t μ + ϑ + ϑ * ,w h e r eϑ * (·,t)=
for some positive weight functions {H j } and some constant κ 3 , then the statement of Lemma 2.3 remains valid, only with an additional term κ 3 ℓ(τ, t)m a x j=1,...,m−1 τ
in the final line of (2.5). Proof. Imitate the proof of Lemma 2.3, and note that now we have (2.6) with an additional term
Summary of results for semidiscrete methods (no spatial discretization). In this section we describe our results for the abstract parabolic problem (1.1) discretized in time on an arbitrary nonuniform mesh (2.3) using semidiscrete backward Euler, Crank-Nicolson, and discontinuous Galerkin methods.
Let u solve problem (1.1) with the parabolic operator M satisfying (1.2) and let Condition 2.1, and let U j ∈ H 1 0 (Ω) ∩ C(Ω), associated with the time level t j ,s o l v ea corresponding semidiscrete problem with U 0 = ϕ. Then, for m =1,...,M, we give a posteriori error estimates of the type
The quantities that appear in this estimate are specified by Theorems 4.1 and 5.1 and Corollary 6.3 below, and can be summarized as follows:
Here for the evaluation of χ j+1 and ϑ we use where α ∈ (0, 1] is any value for which the approximate solution U j+α at time t j+α := t j + ατ j+1 is available from the definition of the semidiscrete method. Also,Ũ is a piecewise-polynomial interpolant of the computed solution of degree p − 1, while I p−1,tψ is a piecewise-polynomial interpolant ofψ of the same degree using the same interpolation points.
Remark 3.1 (interpolation-type estimates). The quantity |χ j | in (3.1) approximates τ p j |∂ p t u(·,t j )|. This immediately follows from χ j = U j − U j−1 for the backward Euler method. For the Crank-Nicolson and dG(1) methods, note that ψ j+α approximates Lu + f (·,t,u)att = t j+α ,soχ j approximates τ
2 (pth-order estimates). Remark 3.1 and the definitions of ϑ for the backward Euler, Crank-Nicolson, and dG(1) methods imply that (3.1) gives an a posteriori error estimate of order p with p =1, 2, and 3, respectively.
Semidiscrete backward Euler method (no spatial discretization).
Consider an arbitrary nonuniform mesh (2.3) in the time direction and discretize the abstract parabolic problem (1.1) in time using the first-order backward Euler method as follows. We associate an approximate solution U j ∈ H 1 0 (Ω) ∩ C(Ω) with t h et i m el e v e lt j and require it to satisfy
For this discretization, we give the following a posteriori error estimate. Theorem 4.1. Let u solve problem (1.1) with the parabolic operator M satisfying (1.2) and Condition 2.1 and U j solve the corresponding semidiscrete problem (4.1). Then, for m =1,...,M, one has (3.1) with
Proof.L e tI 1,t U be the standard piecewise-linear interpolant of U j in time:
Furthermore, we define a piecewise-constant interpolantŨ of U j by
. Note that the temporal derivative ∂ tŨ is understood as a distribution, while ∂ t (I 1,t U ) is a regular function, equal to δ t U j for t ∈ (t j−1 ,t j ] (in agreement with our left-continuity convention). Consequently, (4.1a) implies that
Here we also used the observation that by (4.4), the regular function ϑ of (4.2) can be rewritten as
As MŨ = ∂ tŨ +ψ and Mu = 0, so (4.5) implies that 
This completes the proof. Corollary 4.2. Under assumption (1.2), the a posteriori error estimate of Theorem 4.1 applies to the model problem (1.3) with ϑ = f (·,t,U j ) − f (·,t j ,U j ) and the constants κ 0 , κ 1 , κ 2 from Lemma 2.2.
5. Semidiscrete Crank-Nicolson method (no spatial discretization). Consider an arbitrary nonuniform mesh (2.3) in the time direction and discretize the abstract parabolic problem (1.1) in time using the second-order Crank-Nicolson method as follows. We associate an approximate solution
with the time level t j and require it to satisfy
where we again let
To give an a posteriori error estimate for this discretization, we will use the standard piecewise linear interpolation I 1,t , which, for any continuous function w = w(t), is defined by
Recall an almost identical definition (4.3) for the piecewise-linear interpolant I 1,t U of the computed solution; the latter plays a crucial role in our analysis of this section. Theorem 5.1. Let u solve the problem (1.1) with the parabolic operator M satisfying (1.2) and Condition 2.1,a n dl e tU j solve the corresponding semidiscrete problem (5.1). Then for m =1,...,M, one has (3.1) with
2 ,a n dϑ defined by
for t ∈ [0,T],w h e r ew eu s eI 1,t U (·,t) of (4.3) and I 1,t of (5.2).
Proof
where μ := t tj
Next, note thatŨ (·,t)=I 1,t U (·,t) implies that
where we also invoked (5.1a)). Combining these two observations, one deduces that ∂ tŨ +ψ = ∂ t μ + ϑ.A sMŨ = ∂ tŨ +ψ and Mu =0,so [1] . Our analysis of the semidiscrete CrankNicolson method seems more straightforward as we work with the standard piecewise linear interpolant of the computed solution, while the analysis in [1] involves a construction of a certain piecewise-quadratic polynomial of the computed solution in time. Furthermore, in section 10, we derive a posteriori error estimates for fully discrete Crank-Nicolson methods, which were not considered in [1] .
6. Semidiscrete discontinuous Galerkin method dG(r) with Radau quadrature (no spatial discretization). Consider an arbitrary nonuniform mesh (2.3) in the time direction and discretize the abstract parabolic problem (1.1) in time using the discontinuous Galerkin method dG(r) (described, e.g., in [10, 27] ) as follows.
First, introduce the Radau points A R := {α k :0<α 0 <α 1 < ··· <α r =1 } (e.g., r = 1 corresponds to A R = { 1 3 , 1}). We shall also use the augmented set A := {0}∪A R of r + 2 points. Next, on [0, 1] introduce the basis {φ k (s)} r k=0 for polynomials of degree r with the property ϕ k (α l )=δ kl and the polynomial ζ r+1 of degree r +1 such that
Also define the two interpolants on (t j ,t j+1 ]:Î r,t φ ∈ Π r with Î r,t φ (t j+α )=φ(t j+α ) for α ∈A R and I r+1,t φ ∈ Π r+1 with I r+1,t φ (t j+α )=φ(t j+α )f o rα ∈A.
associated with the time level t j , we require approximate solutions
..,r, respectively associated with the time levels t j+α k ,t os a t i s f y
Note that (6.2) represents the dG(r) method with Radau quadrature, exact for polynomials of degree 2r, while if the termÎ r,t ψ is replaced by ψ,t h e nw eg e tt h ed G ( r) method without quadrature.
Next, an application of I r+1,t to the approximate solutions {U j+α ,α∈A} generatesŨ and the related functionψ: 
where
,tψ ], so, with the notation ψ j+α = ψ(·,t j+α ), one has
Theorem 6.1. Let u solve the problem (1.1) with the parabolic operator M satisfying (1.2) and Condition 2.1,a n dl e tU j solve the corresponding semidiscrete problem (6.2). Then for m =1 ,...,M, one has (3.1) with ϑ =ψ − I r+1,tψ ,t h e constants
Proof. First, note that (6.2a) is equivalent to
This is easily checked by getting ∂ t [Ũ − U ] from the first relation in (6.3) and then noting that tj+1 tj
The latter is easily obtained using integration by parts and the fact that tj+1 tj p(t)dt =0foran ypolynomialp of degree 2r vanishing at the Radau points.)
Next, note that (6.6) yields ∂ tŨ +Î r,t ψ = 0 (as this function is a polynomial of degree r on [t j ,t j+1 ]). Now, as MŨ = ∂ tŨ +ψ and Mu = 0, whileψ = I r+1,tψ + ϑ, so
It should be noted that by virtue of (6.4), the function μ is continuous in time. (This follows from ζ r+1 vanishing at the Radau points.) Furthermore, μ satisfies the bounds (5.6) with 
Particular case dG(1). For r = 1, the Radau points
Furthermore, a calculation using (6.1), (6.5) yields ζ 2 (s)=3(s − 1)(s − 1 3 )andC ζ =6, and also (6.8)
,
Note thatŨ is generated similarly to I 2,tψ by an application of the interpolant I 2,t to the approximate solutions {U j ,U j+1/3 ,U j+1 }. Corollary 6.3 (dG (1)). For the semidiscrete method (6.7), the statement of Theorem 6.1 is valid with the notation (6.8), (6.9) and C 1 = 2 81 , C 2 = 1 6 . Remark 6.4 (computability). The computation of the right-hand side in the estimate (3.1) involves computing χ j+1 of (6.9) for j<m . Note that the terms ψ j+1/3
and ψ j+1 , which appear in (6.9), can be explicitly represented using (6.7).
6.2. Application to a general t-independent operator L and the model problem (1.3). Suppose that the coefficients of the linear elliptic operator L(t)a r e independent of the variable t; we shall highlight this case by using the special notation L := L for this operator.
Recall that the estimator of Theorem 6.1 (as well as Corollary 6.
Note that now ϑ does not involveL and can be bounded using the properties of the function f . Our findings are summarized in the following result.
Corollary 6.5. Let the elliptic operator L(t)=L be independent of the variable t; then the statements of Theorem 6.1 and Corollary 6.3 remain valid with the simplification (6.10).
Finally, recall that in the model problem (1.3) the elliptic operator L = −ε 2 △ is t-independent, so we apply Corollary 6.5 to this problem.
Corollary 6.6. Under assumption (1.2), the a posteriori error estimates of Theorem 6.1 and Corollary 6.3 apply to the model problem (1.3) with the constants κ 0 , κ 1 , κ 2 from Lemma 2.2, and the simplification (6.10).
7. Elliptic a posteriori error estimators. In this section, we consider a steady-state version of the abstract parabolic problem (1.1):
and its discretizations in the form
Here V h ⊂ C(Ω) is some finite element space, and with some interpolation operator
we use some operators L h and P h such that
Note that as any v
Assumptions. We assume, for any admissible g,t h a t (i) there exist unique solutions v and v h of problems (7.1) and (7.2), respectively; (ii) an a posteriori error estimate is available for these solutions in the form Downloaded 09/11/13 to 130.159.104.144. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Note that the availability of elliptic a posteriori error estimates, such as (7.3), enables one to employ elliptic reconstructions of computed solutions in the a posteriori error estimation of the related parabolic problems. Moreover, L h and P h are not necessarily needed to be evaluated explicitly to compute the a posteriori estimator for either the elliptic problem or the parabolic problem.
Remark 7.1 (relation of g to f ). We shall employ the functions g of the type g(x, v)=f (x, t, v)+ψ(x)f o rs o m efi x e dt and some function ψ (which approximates ∂ 2 t u(x, t)). So problem (7.1) will typically have a unique solution by virtue of (1.2).
Remark 7.2 (uniqueness assumption). The uniqueness assumption (i) is not essential but simplifies the presentation. In fact, one can replace assumptions (i), (ii) by the following alternative assumption: For each solution v h of problem (7.2), there exists a solution v of problem (7.1) such that one has (7.3).
To be more specific, the uniqueness assumption is used only in section 8.2 below to establish (8.9) . Under the alternative assumption,û j h and u j+α h will be particular solutions of the two discrete problems in (8.8), for which one then employs appropriate particular solutionsR j and R j+α of the two corresponding elliptic problems in (8.7) such that one can deduce (8.9).
Elliptic model problem.
Many standard finite element discretizations of elliptic equations (including those with quadrature) allow a representation of type (7.2). For example, consider a steady-state elliptic version of our model problem (1.3) posed in a bounded polyhedral domain Ω ⊂ R n :
, a standard Galerkin finite element method for this problem can be described by
where ·, · h is either exactly the inner product ·, · in L 2 (Ω) or some quadrature formula for ·, · .
Remark 7.3. The discretization (7.5) is of type (7.2) provided that the Gram matrix φ i ,φ j h of the basis {φ i } inV h is invertible. Then let L h ϕ, w h h = ε 2 ∇ϕ,∇w h and P h q, w h h = q, w h h , subject to (7.2b 
2 ∇ϕ, ∇w h and P h q, w h = q, w h h , subject to (7.2b), for all ϕ ∈ H 1 0 (Ω), q ∈ C(Ω) and w h ∈V h .I np a r t i c u l a r , (i) if ·, · h := ·, · (i.e., no quadrature is used), then P h is the L 2 projection; (ii) if a quadrature of type q, w h h := I h q, w h is used, where I h is some interpolation operator onto V h ,t h e nP h := I h .
Remark 7.4. Suppose that one employs a quadrature of lumped-mass type defined by q, φ i h = I h (qφ i ), 1 = q i φ i , 1 for all basis functions φ i of V h ,w h e r eq ∈ C(Ω) and
for interior mesh nodes, and a i := −[g(·, 0)] i for boundary mesh nodes. Consequently, L h v h is easily computable for any v h ∈V h by applying the normalized stiffness matrix to the column vector of nodal values {v h,i }.
We cite elliptic estimators of type (7.3) for particular cases of (7.4) and (7.5) in Appendix A (for both ε =1andε ≪ 1). Downloaded 09/11/13 to 130.159.104.144. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 8. Summary of results for fully discrete methods. Computability. In this section we describe our results for full discretizations of the abstract parabolic problem (1.1) satisfying (1.2) and Condition 2.1. To fully discretize this problem, we apply a spatial discretization of type (7.2) to the semidsicrete backward Euler, Crank-Nicolson, and discontinuous Galerkin methods as follows.
A finite element space V .) A full discretization is then obtained from a semidiscretization using operators L h (t)a n dP j+1 h , for which, in agreement with (7.2b), with some interpolation operator
Note two particular cases of interest for the auxiliary computed solutionû
Case A:û
Here, in Case A,û 
The quantities that appear in this estimate are specified by Theorems 9.2, 10.3, and 11.4 below and can be summarized as follows: 3) is related to the error due to the spatial discretization used; it is defined using the elliptic estimator η from (7.3) by (8.5a )
i.e., for the backward Euler method, and, otherwise, by (8.5b)
The quantity ϑ h is similar to ϑ in (3.1) but involves the so-called elliptic reconstruction of the computed solution, so we defer the definition and estimation of this quantity to sections 8.2 and 8.3. The constants C 1 and C 2 in (8.3) are the same as in the estimate (3.1) for the corresponding semidiscrete method.
Remark 8.1 (interpolation-type estimates). Similarly to Remarks 3.1 and 3.2 for the semidiscrete methods, the quantity |χ 6) where the relation for g j+1 agrees with (8.5c). As u is associated with a lumped-mass quadrature q, φ i h . Then, as described in Remark 7.4, P
Note also that, in some cases, an inversion of the mass matrix may be entirely avoided as follows. Supposeψ Definition of ϑ h . In our error analysis for fully discrete methods, we employ the elliptic reconstruction of the computed solution, which was introduced in the recent papers [22, 19, 6] as a counterpart of the Ritzprojection in the a posteriori error estimation for parabolic problems.
We associate elliptic reconstructionsR j with the time level t + j and R j+α for α ∈A\{0 + } with the time level t j+α . They are defined, usingĝ j and g j+α of (8.5c), as the unique solutions in
Note that (8.7) describes two versions of the elliptic problem (7.1) with L := L(t j ), g :=ĝ j ,a n dw i t hL := L(t j+α ), g := g j+α , and exact solutionsR j and R j+α , respectively. Furthermore, the numerical method (7.2), using the finite element space V j+1 h , applied to these two problems yields (8.8)
We have assumed that solutions of these two discrete problems are unique. Thus, R . This is easily checked by combining (8.8) with the definitions ofĝ j and g j+α in (8.5c) and then using (8.4). Consequently, applying the elliptic a posteriori error estimate (7.3) to the exact solutionsR j and R j+α and the corresponding computed solutionsû , and recalling η j+1 of (8.5), one gets Downloaded 09/11/13 to 130.159.104.144. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Next, similarly toŨ ,ψ,a n dϑ of section 3, we define a piecewise-polynomialR and thenψ R and ϑ h bỹ
Here I p−1,t is a piecewise-polynomial interpolation operator of degree p − 1u s i n g the interpolation points {t j+α ,α∈A} on each (t j ,t j+1 ]. (The difference between I * p−1,t and I p−1,t is that now we use the interpolation point t + j rather than t j , while I * 0,t = I 0,t .)
Note that by virtue of (8.7), (8.5c), the definition ofψ R in (8.10) implies that
8.3. Estimation of ϑ h . We now briefly discuss possible approaches to the estimation of ϑ h in the case of a t-independent L, which includes the model problem (1.3). Then ϑ h of (8.10) simplifies to
Remark 8.4 (backward Euler). For the backward Euler method,R =
As ϑ f,R involves the elliptic reconstruction R j , which is unavailable during the computation process, instead one can use ϑ f,ũ h (whereũ h = u j h ), which can be estimated by sampling (it suffices to use a few values of t on each interval (t j−1 ,t j ]). Note that the discrepancy of ϑ f,R from ϑ f,ũ h can be easily estimated. For example, for t ∈ (t j−1 ,t j ], we have
where we used (8.9), and η j is computed using (8.5a). In fact, if |∂ t ∂ z f |≤C,t h e n the discrepancy [ϑ f,R − ϑ f,ũ h ](·,t) ∞,Ω between ϑ f,R and ϑ f,ũ h becomes O(τ j η j ),
i.e., negligible compared with the terms η j that explicitly appear in (8.3). Remark 8.5 (Crank-Nicolson and dG(1)). In general, for the estimation of ϑ f,R in (8.12), one can use ϑ f,ũ h withũ h := I * p−1,t u h , which can be estimated by sampling, as one expects ϑ f,R ≈ ϑ f,ũ h . For example, if |∂ z f |≤C f for some constant C f ,u s i n g
one easily gets a very crude bound [ϑ f,R − ϑ f,ũ h ](·,t) ∞,Ω ≤ C * C f η j+1 for t ∈ (t j ,t j+1 ] with C * = 2 for the Crank-Nicolson method and C * = 
for j =1 ,...,M,w h e r e ·, · h is either exactly the inner product ·, · in L 2 (Ω) or some quadrature formula for ·, · . The term δ * t u j h approximates ∂ t u and is defined by
The operator δ * t is identical to δ t of (4.1b) for j = 1, while for j>1i ti n v o l v e st h e intermediate computed solutionû Note that the full discretization (9.1) can be represented as
with L j h := L h (t j )a n dP 9.1. A posteriori error estimate using a piecewise-constant elliptic reconstruction. To estimate the error of the fully discrete backward Euler method (9.2), set A := {1} (i.e., always use j + α = j + 1) and recall the elliptic reconstructions R j defined for j =1 ,...,M by (8.7). This definition involves g j , which in its turn involves ψ j h = −δ * t u j h ,b o t hd e fi n e di n( 8 . 6 ) . Remark 9.1. By (9.2b), ψ 
, and a regular function ϑ h defined, for t ∈ (t j−1 ,t j ], j =1,...,M,b y
Here R j is the elliptic reconstruction defined by (8.7), (8.6) using A := {1}. and also e .4)). The temporal derivative ∂ tR is understood in the sense of distributions, while ∂ t (I 1,t u h ) is a regular function. Note that with our definition ofR, the functions in (9.3) are identical with those in (8.10) (using p = 1), so we also enjoy the observation (8.11), which can be rewritten asψ R (·,t j )=ψ
where ϑ * is a regular function defined by
As MR = ∂ tR +ψ R and Mu = 0, so (9.6) yields
Now the desired bound of type (8.3) for R m − u(·,t m )=[R − u](·,t m ) only with (C * 2 κ 0 + 1) replaced by C * 2 κ 0 = κ 0 is obtained by an application of Lemma 2.3 with μ :=R − I 1,t u h and ϑ := ϑ h + ϑ * , using the following three observations. First, note that (9.8) [
Finally, (9.7) combined with (9.2a), (9.4) implies that .14) with H j representing the local mesh size associated withV j h . This version of (8.3) is easily obtained by an application of Lemma 2.3 * using ϑ * from (9.12) provided one has a version of Lemma 2.2 for spatial derivatives of the Green's function. Indeed, letû
The latter bound is crucial in this argument; it involves the spatial derivatives of Γ and can be obtained from [7, (2. 2)] if L = −△ + 1 in a smooth domain and f = f (x, t), with an unspecified κ 3 = O(1), and from [16, (2 
. It is important to note that κ 3 = O(ε −2 ) (as, by (2.2a), △Γ=ε −2 [−∂ s + a]Γ; see also [16] ). So in the singularly perturbed regime ε ≪ 1, the mesh-coarsening term (9.14) may be considerably larger than the original final term in (8.3) . Whether the latter is sharp is still an open question. (See [17] for preliminary numerical results.)
Note also that unless the mesh is coarsened a finite number of times, the choice of appropriate strategies for mesh coarsening/updating remains a very delicate issue even in the regular regime; see the counterexample in [8, section 4]. Q T (ϕw),asdescribedinsectionA.1. Corollary 9.4. Let the above numerical method be applied to problem (1.3) with ε =1 , γ ≥ 0. Then the a posteriori error estimates of Theorems 9.2 and 9.2 * are valid with ϑ h simplified to (8.12) and estimated as described in Remark 8.4,a n d
where η 0 is defined in (A.1). Downloaded 09/11/13 to 130.159.104.144. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Remark 9.5. The backward Euler method for a linear version of (1.3) with ε =1 was considered in [9, 3, 6, 7] , in Case B of (8.2), equivalent to Case A withû
The a posteriori error estimate of Corollary 9.4 resembles (but is not identical to) the ones of [9, (1.13)] and [3] in that it involves terms such as |u j h − u j−1 h | that may be interpreted as approximating τ j |∂ t u|. Note also that [9, (1.13)] is given without proof and does not appear to be proved elsewhere. The proofs in [3] invoke bounds of temporal and spatial derivatives of a generalized parabolic Green's function in the L 1 (Ω) norm and appear fairly complicated compared to our approach. (We also discuss [3] in Remarks 9.9 and 11.7 below.)
By contrast, the a posteriori error estimates of [6, 7] include terms (denoted by τ j |g j −g j−1 | in [6] ) that may be interpreted as approximating the quantity τ j |∂ 2 t u+···|, which seems less suitable for a first-order method in time.
The mesh-coarsening terms in [9, 7] are similar to (9.14). 3 Let the above numerical method be applied to problem (1.3) with ε ∈ (0, 1], γ>0, Ω: =( 0 , 1). Then the a posteriori error estimates of Theorems 9.2 and 9.2 * are valid with ϑ h simplified to (8.12) and estimated as described in Remark 8.4,a n d
where η ε is defined in (A.4) with I h replaced by I j h . We also refer the reader to a recent paper [16] , where we obtain a similar but slightly sharper result by using a more intricate direct analysis that invokes sharp bounds of the spatial derivatives of the parabolic Green's function.
Remark 9.7. The a posteriori error estimators of Corollary 9.6 are robust. Indeed, the only terms in (8.3) that involve the small parameter ε are the spatial estimators η j , whose robustness can be discussed similarly to the steady-state case; see Remark A.2 below. In fact, this remark applies to η j with g * = f (·,t j ,u 
Interestingly, Case A and Case B with I j * := I j h are identical but, in view of the above, yield different error estimators. Note that one seems to get a sharper estimator when this method is interpreted as Case A with I j * := I j h . Remark 9.9. The backward Euler method for (1.3) with ε ≪ 1 is a particular case of a singularly perturbed convection-reaction-diffusion equation considered in [3] ; however, the a posteriori estimate for this equation in [3] is not robust as, e.g., it involves the term ε
∞,Ω ,w h i c h appears in our estimator).
Similarly, the a posteriori error estimates [2] for a singularly perturbed AllenCahn equation (given in the weaker L ∞ (L 2 ) norm) involve negative powers of ε in various terms. Note that the analysis in [2] invokes elliptic reconstructions for a semilinear parabolic equation, but in contrast to our definition (8.7), they are defined as solutions to linear Laplace equations. It should also be noted that the results of this paper do not directly apply to the Allen-Cahn equation because of the monotonicity assumption (1.2), which is essential in our estimation of the Green's function. If (1.2) is replaced with |∂ z f (x, t, z)|≤γ 2 , then in some cases, our results can be extended (see [16, Remark 2.2] ), only the error estimate will involve additional factors of type eγ 2 tm (which, however, become unbounded if long-term computations are required). The operator δ * t is identical with δ t of (5.1b) for j = 1, while for j>1i ti n v o l v e ŝ u j−1 h ∈ H 1 0 (Ω), for which we note possible choices (8.2) . Note that the full discretization (10.1) can be represented as Note that by virtue of (8.1),L j−1 hû
As we also have δ * 
In a similar manner, we apply the piecewise-linear interpolation I * 1,t to the elliptic reconstructionsR j−1 and R j associated with the time levels t Note that we impose that bothR and I * 1,t w are right-continuous at t =0. Theorem 10.3. Let u solve problem (1.1), (1.2) with a parabolic operator M satisfying Condition 2.1,a n dl e tu 
,a n dϑ h defined by
for t ∈ [0,T] with I * 1,t andR from (10.5) and (10.6). Note that with our definition ofR, the functions in (10.7) are identical with those in (8.10) (using p = 2), so we also enjoy the observation (8.11), which can be rewritten asψ R (·,t
Consequently, we get a version of (5.4): 
Next, we invoke I * 1,t u h defined by (9.11), for which we have (9.12) and (9.13). As MR = ∂ tR +ψ R and Mu = 0, so (10.9) implies that (10.10) 11. Fully discrete discontinuous Galerkin method dG (1) . To simplify the presentation, in this section we mainly focus on dG(r) with r =1 ;f o rr>1s e e Remark 11.5. Consider a fully discrete discontinuous Galerkin method dG(1) for (1.3), obtained by applying the spatial discretization (7.5) to the semidiscrete problem (6.7): ). Here ·, · h is either exactly the inner product ·, · in L 2 (Ω) or some quadrature formula for ·, · .N o t e possible choices (8.2) forû j h . Note that the full discretization (11.1) can be represented as
with L h (t)andP j+1 h subject to (8.1). For some particular cases of ·, · h , the operators L h (t)a n dP j+1 h are defined as in Remarks 7.3 and 7.4 except using V j+1 h instead of V h . Furthermore, (11.2) gives a full discretization of dG(1) type for the abstract parabolic problem (1.1) obtained by applying a spatial discretization of type (7.2) to the semidiscrete problem (7.5) .
Note that u j+α h vanishes on ∂Ω, so
, 1}, and hence (11.2) is consistent. 11.1. A posteriori error estimate using piecewise-quadratic elliptic reconstructions. To estimate the error of the fully discrete dG(1) method (11.2), we partially imitate the arguments of section 6 for the related semidiscrete method. First, set A := {0 + , 1 3 , 1} and recall the elliptic reconstructionsR j , R j+1/3 ,a n dR j+1 defined by (8.7). These definitions involveĝ j , g j+1/3 ,a n dg j+1 , defined in (8.5c), which in their turn involveψ
,a n dψ j+1 h that we now define by
Note that (11.3a) implies a version of (11.2):
(Case A of (8.2a)), then (11.4) and (11.2) 
) . Consequently, Theorem 11.4 and further results of this section remain valid for these modifications.
To formulate our a posteriori error estimate for u h −u, we generalize the piecewisequadratic interpolation I 2,t of (6.8) to any left-continuous function w = w(t)b yu s i n g the interpolation nodes t + j , t j+1/3 and t j+1 ,s o
tj+1−t τj+1 (11.5) for t ∈ (t j ,t j+1 ], j =0 ,...,M − 1, with the notationŵ j := w(t + j )a n dw j+α := w(t j+α ). By applying I * 2,t to the elliptic reconstructionsR j , R j+1/3 ,a n dR j+1 associated with the time levels t + j , t j+1/3 ,a n dt j+1 , we now define
Similarly, define a piecewise-quadratic computed solution in time bỹ
We are now prepared to formulate our main result for the dG(1) method. We partially imitate the proof of Theorem 6.1. On each (t j ,t j+1 ], the functionũ h is quadratic in time and satisfies ∂ tũh +Î 1,t ψ h =0(whereÎ 1,t i ss p e c i fi e di n( 1 1 . 5 ) ) . This relation is a version of ∂ tŨ +Î r,t ψ h = 0 used in the proof of Theorem 6.1 and can be obtained similarly. Alternatively, it can be checked by a direct calculation using (11.7), (11.5), and (11.3a).
It is convenient to treat the left-continuous functionũ h of (11.7) as being discontinuous at t + j rather than at t j . Now, letting t ∈ (0,T], one gets (11.10) ∂ tũh +Î 1,t ψ h = ϑ * in Q.
Here the discontinuity ofũ h at t h ] δ(t − t + j )f o r t ∈ (t j ,t j+1 ], which is identical to ϑ * of (9.12) and so satisfies (9.13). Downloaded 09/11/13 to 130.159.104.144. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Next, note that with our definition ofR, the functions in (11.9) are identical with those in (8.10) (using p = 3), so we also enjoy the observation (8.11), which can be rewritten asψ R (·,t for t ∈ (t j ,t j+1 ], (11.13) so η m is multiplied by 1 + 9 = 10 = C * 2 . Finally, for ϑ * , we invoke (11.11) . Combining these observations in the application of Lemma 2.3 completes the proof.
Remark 11.5 (dG(r)f o rr>1). The results of the section, including the a posteriori error estimate of Theorem 11.4, can be generalized to a fully discrete dG(r) method with Radau quadrature for r>1 (in lines with the analysis of section 6 for a semidiscrete dG(r) method). In fact, then the error estimate (8.3) will involve χ j+1 h defined by (6.5) with ψ j+α replaced by ψ j+α h and the same constants C 1 and C 2 as in Theorem 6.1.
11.2.
Model problem (1.3): Regular regime. Let u solve problem (1.3) with ε =1 ,γ ≥ 0, posed in a bounded polyhedral spatial domain Ω ⊂ R n , n =2 , 3, and let u j h solve the discrete problem (10.1) with V j h and ·, · h defined as in section 9.2. Corollary 11.6. Let the above numerical method be applied to problem (1.3) with ε =1, γ ≥ 0. Then the a posteriori error estimate of Theorem 11.4 is valid with ϑ h simplified to (8.12),w h e r ep =3,a n d(8.5b) using η := η 0 ,w h e r eη 0 from (A.1).
Remark 11.7. A discontinuous Galerkin method dG(1) for a linear version of (1.3) with ε = 1 was considered in [9, 3] . In this particular case, f = f (x, t) implies that (11.8) Here we use the piecewise-linear Radau interpolantÎ 1,t described in (11.5) , and the discrete operatorL . With this simplification, the a posteriori error estimate of Corollary 11.6 resembles (but is not identical to) the one of [9, (1.14) ( T h i si n t e g r a li sc o n v e r g e n ta s (ii) Now we shall show the desired result withκ 2 independent of |Ω| (which requires a more subtle estimation). Divide R n into the nonoverlapping subdomains Ω 0 := {|x| < 2} and Ω j := {2 j < |x| < 2 j+1 } for j =1 ,...;f u r t h e r m o r el e tΩ Appendix A. Elliptic estimators. We now cite error estimators of type (7. 3) for particular cases of the elliptic model problem (7.4) and its discretizations (7.5). Downloaded 09/11/13 to 130.159.104.144. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
