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BALANCED INDEPENDENT SETS IN GRAPHS OMITTING LARGE
CLIQUES
C. LAFLAMME, A. ARANDA LOPEZ, D. T. SOUKUP, AND R. WOODROW
Abstract. Our goal is to investigate a close relative of the independent transversal
problem in the class of infinite Kn-free graphs: we show that for any infinite Kn-free
graph G “ pV, Eq and m P N there is a minimal r “ rpG,mq such that for any balanced
r-colouring of the vertices of G one can find an independent set which meets at least m
colour classes in a set of size |V |. Answering a conjecture of S. Thomasse´, we express
the exact value of rpHn, mq (using Ramsey-numbers for finite digraphs), where Hn is
Henson’s countable universal homogeneous Kn-free graph. In turn, we deduce a new
partition property of Hn regarding balanced embeddings of bipartite graphs: for any
finite bipartite G with bipartition A,B, if the vertices of Hn are partitioned into two
infinite classes then there is an induced copy of G in Hn such that the images of A and
B are contained in different classes.
1. Introduction
The initial goal of our project was to investigate the following problem: given a sparse
graph with the vertices partitioned into equally large classes, can we find an independent set
which meets a certain number of these classes in large sets? The well known independent
transversal or ‘happy dean’ problem (as entertainingly presented by P. Haxell [11]) is a
close relative of this question: imagine that the dean at your university is looking to form
a committee so that each faculty is represented but, for the sake of reaching decisions in
reasonable times, no two members of the committee hold strictly opposing opinions on
certain topics. We model this problem by forming a graph with vertices corresponding to
faculty members and edges connecting colleagues who cannot sit on the same committee.
Now, we are looking for an independent set meeting each faculty.
The problem of finding independent transversals goes back to papers of B. Bolloba´s, P.
Erdo˝s, E. G. Strauss and E. Szemere´di in the 1970s [3,4] and still is an active area of research
(let us refer to [11] again). While the strongest results for the happy dean problem come
from assumptions on the maximum degree versus the number of classes (see e.g. [12]), we
set out to investigate infinite graphs avoiding cliques of a fixed finite size. The motivation
to do this comes from a seemingly innocent conjecture of S. Thomasse´ [18]: suppose that
Hn is Henson’s countable universal Kn-free graph and the vertices are partitioned into two
infinite classes: red and blue. Is there an independent set which contains infinitely many
red and infinitely many blue vertices at the same time? Upon answering this question, we
realized that there is a rich theory of far more general results which also yield new exciting
partition properties of Henson’s graphs.
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Let us summarize our work; the first main result of our paper is presented in Section 2.
Theorem 2.2. If G “ pV,Eq is an infinite Kn-free graph (for some n P N) and m is a
natural number, then there is a finite r such that whenever the vertices of G are partitioned
into r sets of equal size then there is an independent set A which meets at least m classes
in a set of size |V |.
The minimal such r will be denoted by rpG,mq; the above result says that given such a
balanced partition, we are able to find a large independent set which meets several classes in
a large set. In the proof of Theorem 2.2, we actually bound rpG,mq with a known Ramsey-
number of directed graphs (denoted by drpn,mq); this bound is also shown to be tight for
certain graphs.
The finite counterpart of Theorem 2.2 is stated below.
Theorem 2.5. Suppose that n,m ě 2 and ℓ ě 1. Then there is a finite N “ Npn,m, ℓq so
that for every Kn-free graph G and pairwise disjoint sets of vertices Vi Ď V with |Vi| ě N
for i ă r “ drpn,mq there is an independent set A so that
|ti ă r : |Vi XA| ě ℓu| ě m.
At this point, we don’t have any information on the size of N “ Npn,m, ℓq since our
proof is based on a compactness argument and Theorem 2.2.
Next, we prove general properties of the function m ÞÑ rpG,mq in Section 3. First, note
that rpG,mq might be defined for graphs G which are not Kn-free for any n P N. Indeed, if
all degrees are finite in an infinite graph G, then rpG,mq “ m for all m ě 2 (see Proposition
3.1). We show various monotonicity properties of m ÞÑ rpG,mq and bound rpG,mq using
the chromatic number in Section 3.
Then, we proceed by calculating rpG,mq for specific graphs G. In particular, in Section
4, we first focus on Henson’s countable, universal Kn-free graph Hn: we show that
rpHn,mq “ drpn,m´ 1q ` 1
in Theorem 4.3. In turn, rpHn, 2q “ 2 for all 2 ď n P N which answers the above cited
question of S. Thomasse´ [18, Conjecture 46].
Next, in Section 5, we use the equation rpHn, 2q “ 2 to deduce a new partition property
of Hn. Recall that the graphs Hn satisfy the following: whenever the vertices of Hn are
partitioned into r classes then one can find a monochromatic copy of Hn; this deep result
was proved for n “ 3 by P. Komja´th and V. Ro¨dl [14] and later for arbitrary n P N by M.
El-Zahar and N. Sauer [2]. In more recent developments, N. Dobrinen [5] showed that H3
has ’finite big Ramsey degrees’.
We apply our machinery to show thatHn satisfies a strong partition property with regards
to finite bipartite graphs as well.
Theorem 5.4. Fix a finite bipartite graph G with bipartition A,B. Whenever the vertices
of Hn are partitioned into two infinite classes then there is an induced copy of G in Hn such
that the images of A and B are contained in different classes.
Finally, in Section 6, we look at various well-known graphs e.g. shift graphs, unit distance
graphs, and orthogonality graphs on Rn with the aim to calculate the exact values of rpG,mq.
In particular, we show that determining the value of rpG,mq for orthogonality graphs is
equivalent to an old problem of P. Erdo˝s [1,6,17]: find the size of the largest set A in Rn so
that any B P rAsm`1 contains two perpendicular vectors.
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Our paper concludes with a list of open problems in Section 7.
1.1. Notations. In what follows, r will always denote a nonzero natural number which we
also identify with the set t0, 1 . . . r ´ 1u, while κ will always stand for an infinite cardinal.
We use rXsk to denote the set of k-element subsets of X . The expression A Ď˚ B means
AzB is finite; similarly, A “˚ B means that AzB YBzA is finite.
For a graph G “ pV,Eq and W Ď V , let GrW s denote the subgraph of G induced by W .
If v P V then let NGpvq “ tu P V : uv P Eu; if it leads to no confusion we might omit the
subscript G and write Npvq only.
We say that a partition (or colouring) tVi : i ă ru of a set V is balanced iff every colour
class has size |V | if V is infinite, and ||Vi| ´ |Vj || ď 1 for all i ă j ă r if V is finite.
Let Hω,ω and Kω,ω denote the half graph and complete bipartite graph on V “ 2ˆN i.e.
EpHω,ωq “ tp0, kqp1, ℓq : k ă ℓ P Nu and EpKω,ωq “ tp0, kqp1, ℓq : k, ℓ P Nu. Let Eω,ω denote
the empty bipartite graph on 2ˆ N.
If G is any graph then let GrA,Bs denote the graph on A Y B with edges tuv : u P
A, v P B, uv P EpGqu. Note that GrA,As coincides with GrAs as defined above; we will
use the latter notation for subgraphs of this form. Suppose that G and H are graphs and
A,B Ď V pGq and A1, B1 Ď V pHq. We write
HrA1, B1s ãÑ GrA,Bs
if there is a 1-1 graph homomorphism which maps A1 into A and B1 into B. If this homo-
morphism can be chosen surjective as well, we write HrA1, B1s ãÑ GrA,Bs
Let G,H be two graphs. Define G bH on vertices V pGq ˆ V pHq and let pu, vqpu1, v1q P
EpG b Hq iff u “ u1 and vv1 P EpHq or uu1 P EpGq. In G b H , each subgraph induced
on a set of the form tuu ˆ H is isomorphic to H , and for any f : V pGq Ñ V pHq, the
subgraph induced on tpu, fpuqq : u P V pGqu is isomorphic to G. For example, GbEω is the
graph we get by blowing up the vertices of G into infinite independent sets, in particular
K2 b Eω “ Kω,ω. Here, Kn denotes the complete graph on n vertices.
2. Finding balanced independent sets in general
Our first goal is to show that given finite n ě 2 and m ě 1, if G is an infinite Kn-free
graph then there is a minimal number r “ rpG,mq so that for every balanced r-partition of
V pGq there is an independent set A such that ti ă r : |AXVi| “ |V |u has at leastm elements.
Recall that wheneverG is an infiniteKn-free graph thenG contains an independent set of size
of |V |; indeed, this is an easy consequence of the famous Erdo˝s-Dushnik-Miller theorem [15]:
every graph on κ many vertices either contains an infinite clique or an independet set of size
κ.
We need a few definitions first.
Definition 2.1. Let drpn,mq denote the minimal r so that any directed graph on r vertices
contains either a transitive set of size n (i.e. a set of n vertices in which the edge relation is
transitive), or an independent subset of size m.
Note that Rpn,mq ď drpn,mq ď Rpn, n,mq where Rpn0 . . . nk´1q denotes the minimal r
so that for any colouring of the pairs of r with k colours, one can find a j-homogeneous set
of size nj for some j ă k.
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The numbers drpn,mq were introduced by A. Gya´rfa´s [8] (denoted by R˚pn,mq there).
In [8], certain general bounds and values of drpn,mq for small n,m are calculated. For the
interested reader, we cite some of these results here:
(1) drpn,mq ď 2 drpn´ 1,mq ` drpn,m´ 1q ´ 1,
(2) drp3, 3q “ 9, drp3, 4q “ 15,
(3) 2pn´1q{2 ď drpn, 2q ď 2n´1,
(4) 3pn´1q{2 ď drpn, nq ď 32n´2, and
(5) c1
m2
logm
ď drp3,mq ď c2
m2
logm
.
Our first goal is to prove the following.
Theorem 2.2. Let n,m ě 2 and suppose that G is an infinite Kn-free graph. Then
rpG,mq ď drpn,mq.
We start the proof by introducing a notion of largeness very useful in our context.
Definition 2.3. Let G “ pV,Eq be a graph and suppose that A,B Ď V are of size |V |. We
say that A,B is a rich pair (in G) iff GrA1, B1s is not empty whenever A1 Ď A and B1 Ď B
are of size |V |.
For example, the two canonical classes ofHω,ω form a rich pair in Hω,ω. Now, we establish
a few basic properties of rich pairs which will be applied then to prove Theorem 2.2.
Lemma 2.4. Suppose that G is a graph on κ vertices and A0, A1 P rV s
κ. Then,
(1) either A0, A1 is a rich pair or Kκ,κ ãÑ GrA0, A1s
c;
(2) if A0, A1 is a rich pair, then so is A
1
0, A
1
1 where A
1
i Ď Ai are of size κ;
(3) if A0, A1 is a rich pair, then there is i
˚ ă 2 so that |tv P Ai˚ : |Npvq X A1´i˚ | ă
κu| ă κ. We call Ai˚ essential in the pair A0, A1;
(4) if A0, A1 is a rich pair then there are i
˚ ă 2 and A1i Ď Ai of size κ so that for all
A20 Ď A
1
0 and A
2
1 Ď A1 of size κ, A
2
i˚ is essential in the pair A
2
0, A
2
1. We say that
A1
i˚
is the strongly essential part of the pair A10, A
1
1.
(5) if A0, A1 is a rich pair, Ai is strongly essential and A
1
i Ď Ai of size κ then A
1
i is
strongly essential in the rich pair A10, A
1
1;
(6) Kn embeds into G if there are sets of vertices tAi : i ă nu of size κ so that Ai, Aj
is a rich pair with Ai being strongly essential for all i ă j ă n.
Proof. (1) and (2) are trivially true.
(3) Suppose the statement fails. We will find A1 Ď A0, B
1 Ď A1 of size κ so thatGrA
1, B1s
is empty. By (2), we may assume that |NpvqXA1´i| ă κ for all v P Ai and i ă 2. We
distinguish to cases: if κ is regular then by a straightforward transfinite induction,
one picks vertices aξ P A0 and bξ P A1 so that aζ , bζ R Npaξq YNpbξq if ξ ă ζ ă κ.
Clearly,GrA1, B1s is empty if A1 “ taξ : ξ ă κu and B
1 “ tbξ : ξ ă κu which
contradict richness for A0, A1.
If κ is singular then note that for every λ ă κ and i ă 2 there is X P rAis
λ so
that supt|Npvq X A1´i| : v P Xu ă κ. Now, by induction on ξ ă cfpκq we select
Xξ Ď A0 and Yξ Ď A1 so that supt|Xξ| : ξ ă cfpκqu “ supt|Yξ| : ξ ă cfpκqu “ κ and
pXζYYζqXpNpXξqYNpYξqq “ H for all ξ ă ζ ă cfpκq. We let A
1 “
Ť
tXξ : ξ ă κu
and B1 “ tYξ : ξ ă κu.
(4) Suppose that the choice of i˚ “ 0 and A1i “ Ai fails the assumption i.e. we can find
Bi Ď Ai so that B0 is not essential; so without loss of generality |Npvq X B1| ă κ
for all v P B0. Now, if the choice i
˚ “ 1 and the A1i “ Bi fails the assumption as
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well then we can find Ci Ď Bi so that C1 is not essential in C0, C1; so by further
shrinking C1, we can suppose that |Npvq X C0| ă κ for all v P C1. However, now
|Npvq X Ci| ă κ for all v P C1´i for both i “ 0, 1 which contradicts (3) as C0, C1 is
a rich pair.
(5) This follows from the definition of being strongly essential.
(6) Finally, we prove (6) by induction on n: the case n “ 2 is trivial. Suppose that
tAi : i ă nu satisfies the assumptions above and n ě 3. Using the fact that A0
is strongly essential in the pair A0, Ai for 1 ď i ă n, we find a v0 P A0 so that
A1i “ Npvq X Ai has size κ for 1 ď i ă n. Note that A
1
i, A
1
j is still a rich pair with
A1i being strongly essential for all 1 ď i ă j ă n by (5). Now, apply the inductive
hypothesis for tA1i : 1 ď i ă nu to find vi P A
1
i so that tvi : 1 ď i ă nu induces Kn´1.
Hence, tvi : i ă nu induces Kn.

Proof of Theorem 2.2. Suppose that r “ drpn,mq and fix a balanced partition tVi : i ă ru
of a Kn-free graph G of size κ.
List rrs2 as ttik, jku : k ă Nu so that ik ă jk. Now, define a sequence
W´1i ĚW
0
i Ě ¨ ¨ ¨ ĚW
N´1
i
for all i ă r and a function f : rrs2 Ñ 3 simultaneously as follows: first, let W´1i be an
infinite independent subset of Vi of size κ (this exists by the Erdo˝s-Dushnik-Miller theorem).
Now, given pW k´1i qiăr , we do the following: let W
k
i “W
k´1
i if i R tik, jku. Now, consider
the pair W k´1ik ,W
k´1
jk
. If W k´1ik ,W
k´1
jk
is not rich then find W kik ĎW
k´1
ik
and W kjk ĎW
k´1
jk
of size κ so that GrW kik ,W
k
jk
s is empty. This can be done by Lemma 2.4 (1).
If W k´1ik ,W
k´1
jk
is rich then find W kik Ď W
k´1
ik
and W kjk Ď W
k´1
jk
of size κ so that either
W kik or W
k
jk
is strongly essential in W kik ,W
k
jk
. Finally, we define f to mark these cases
separately:
(a) if GrW kik ,W
k
jk
s is empty, then let fptik, jkuq “ 2;
(b) if W kik ,W
k
jk
is rich and W kik is strongly essential, then let fptik, jkuq “ 1;
(c) if W kik ,W
k
jk
is rich and W kjk is strongly essential, then let fptik, jkuq “ 0.
Finally, let Wi “ W
N´1
i for all i ă r. Note that GrWi,Wjs is empty if fpi, jq “ 2,
otherwise Wi,Wj is rich with the side marked by fpi, jq being strongly essential; indeed,
Lemma 2.4 (6) implies that if we dealt with the indices i, j in step k (i.e. pi, jq “ pik, jkq)
then at later steps, when we possibly shrank W kik ,W
k
jk
, the same side remained strongly
essential.
Now, we construct a directed graph D on vertices r as follows: let ij P E if i ă j and
fpti, juq “ 1 and ji P E if i ă j and fpti, juq “ 0. Otherwise, ij is not an edge. We claim
that there are no transitive sets of size n in D. Indeed, if tik : k P Iu is the increasing
enumeration of a transitive set then simply apply Lemma 2.4 (6) to tWik : k P Iu to find a
copy of Kn in G.
So, apply r “ drpn,mq: there must be an independent set tik : k P Ju of size m in D
which means that
Ť
tWik : k P Ju is the desired independent set in G. 
Let us show the finite counterpart of Theorem 2.2.
Theorem 2.5. Suppose that n,m ě 2 and ℓ ě 1. Then there is a finite N “ Npn,m, ℓq so
that for every Kn-free graph G and pairwise disjoint sets of vertices Vi Ď V with |Vi| ě N
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for i ă r “ drpn,mq there is an independent set A so that
|ti ă r : |Vi XA| ě ℓu| ě m.
In other words, if G is a Kn-free graph on at least drpn,mq ¨ Npn,m, ℓq vertices and
tVi : i ă drpn,mqu is a partition of V pGq with classes of size at least N , then there is an
independent set A that has at least ℓ elements in at least m classes.
The proof follows a standard compactness argument.
Proof. Fix n,m ě 2 and ℓ ě 1. Suppose for a contradiction that for every N there exists
a Kn-free graph GN “ pV
N , EN q and a partition V N “
Ů
iăr V
N
i with |V
N
i | ě N for
i ă r “ drpn,mq such that, given any independent set A, the inequality
|ti ă r : |V Ni XA| ě ℓu| ă m
holds.
We may assume that |V Ni | “ N and moreover that V pGN q “ N ¨ r and V
N
i “ tt ¨ r ` i :
t ă Nu. Take a nonprincipal ultrafilter U on N and define a graph G with V pGq “ N as
follows: uv P EpGq iff
Iuv “ tN P N : uv P EpGN qu P U .
Claim 2.5.1. G is Kn-free.
Proof. Suppose that a set of vertices X induces a copy of Kn in G. Then Iuv P U for all
u ‰ v P X so
I “
č
tIuv : u ‰ v P Xu P U
as well; in particular, I ‰ H. Clearly, X induces a copy of Kn in GN whenever N P I. 
Let Vi “ tt ¨ r ` i : t P Nu for i ă r. By Theorem 2.2, there is an independent A
˚ and
distinct i0 . . . im´1 so that
|Vij XA
˚| “ ω
for j ă m. Select Aj P rVij XA
˚sℓ for each j ă m. Let A “
Ť
tAj : j ă mu.
It suffices to show the following claim in order to reach a contradiction and hence to finish
the proof of the theorem.
Claim 2.5.2. There is an N so that A is independent in GN and
|ti ă r : |V Ni XA| ě ℓu| ě m.
Proof. Note that NzIuv P U for all u ‰ v P A and hence
J “
č
tNzIuv : u ‰ v P Au P U
as well; in particular, J ‰ H. Clearly, A is independent in GN whenever N P J . Also,
Aj Ď Vij and N P J implies that Aj Ď V
N
ij
and so ℓ “ |Aj | ď |V
N
ij
X A| must hold for
j ă m. 
This completes the proof of the theorem.

Finally, we prove that the bound drpn,mq can be attained for Kn-free graphs G.
Proposition 2.6. Suppose that n,m ě 2. Then there is a Kn-free graph G so that rpG,mq “
drpn,mq.
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Proof. Let r “ drpn,mq ´ 1 and let D be a digraph on the vertex set t0, . . . , r´ 1u without
transitive sets of size n or independent sets of size m. Define an r-partite graph G on classes
Vi “ tiu ˆ ω for i ă r with
tpi, sq, pj, tqu P EpGq ô pi, jq P EpDq and s ă t.
Note that if A is independent and meets both Vi and Vj in infinitely many points then
GrVi, Vjs is empty and hence ij, ji are not edges in D. In turn, as D has no independent
sets of size m, we cannot find an independent set A which meets m classes in infinitely many
points. Hence rpG,mq ą r.
Finally, let us prove that G is Kn-free: suppose that vi “ pi, kiq P Vi and tvi : i P Iu
induces a copy of Kn in G. Note that ki ‰ kj if i ‰ j P I. Furthermore, ki ă kj and
pi, kiqpj, kjq P EpGq implies that ij P EpDq. However this contradicts the fact that D has
no transitive sets of size n.

3. General properties of rpG, ¨q
Our plan is to look at the function m ÞÑ rpG,mq for an arbitrary infinite G and deduce a
few simple properties in general. In Theorem 2.2, we showed that rpG,mq exists for all Kn-
free graphs G and for arbitrary m P N. However, it makes perfect sense to study rpG,mq for
other graphs as well given that such a value (finite or infinite) can be defined. So whenever
we write rpG,mq we implicitly mean that rpG,mq is defined (but G is not necessarilyKn-free
for some n).
Let us remind the kind reader that all graphs considered are infinite in this section unless
otherwise stated. The next result achieves that all trees, locally finite graphs or planar
graphs satisfy rpG,mq “ m for all m ě 2.
Proposition 3.1. Suppose that G is a countable flat graph i.e. for every infinite set of
vertices U and every natural number n there is a finite set of vertices S and infinite U 1 Ă U
so that all paths connecting two elements of U 1 of length ă n contain an element from S.
Then rpG,mq “ m for all m ě 2.
Flat graphs were introduced by K. P. Podewski and M. Ziegler [19]; flat graphs include all
trees, locally finite graphs, planar graphs or, more generally, graphs embeddable in surfaces
of finite genus. Clearly, a flat graph might contain arbitrary large finite cliques but no
infinite cliques.
Proof. Suppose that G is a countable flat graph with its vertices partitioned into m ě 2
balanced classes V0, ..., Vm´1. Apply the definition of flatness with n “ 3 to find infinite
V 1i Ď Vi and finite Si such that every path of length 2 between elements of V
1
i goes through
Si. We may assume that each V
1
i is disjoint from the union of the Si. Furthermore, shrink
the V 1i further so that there are no edges inside V
1
i ; this can be done since G contains no
infinite complete subgraph so Ramsey’s theorem can be applied.
Now, we claim that each pair V 1i , V
1
j is not rich. Indeed, take any x P V
1
i and note that
Npxq X V 1j contains at most one vertex for any i ‰ j ă m; otherwise x would be in a path
of length 2 between vertices of V 1j , contradicting the disjointness with the union of the Si.
Therefore, the pair cannot have a half-graph as a subgraph and is not rich. Now apply
Lemma 2.4 (1)
`
m
2
˘
times, shrinking each V 1i , to extract an independent set that meets all
classes in infinite sets. 
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Observation 3.2. If rpG, 2q exists then every set of |V | vertices contains an independent
set of size |V |.
In particular, G is K|V |-free if rpG, 2q exists. Let us proceed with a few observations on
monotonicity.
Observation 3.3. Suppose that G and H are graphs of size κ and 2 ď m P N.
(1) rpG,mq ď rpG,m` 1q;
(2) If G and H are isomorphic modulo a set of size ă κ, then rpG,mq “ rpH,mq;
(3) IfH is a subgraph of G and |G| “ |H | then either rpG,mq ě rpH,mq or rpG,m`1q ě
rpH,mq ` 1; in any case, rpG,m` 1q ě rpH,mq.
Proof. (1) and (2) are trivial.
To prove (3) suppose thatH is a subgraph ofG and tViuiăr is a balanced partition of V pHq
for r “ rpH,mq´1 so that any independent set inH meets at mostm´1 classes in a set of size
κ. If Vr “ V pGqzV pHq has fewer than κ elements, then V0 . . . Vr´2, Vr´1 Y Vr is a balanced
partition of G witnessing rpG,mq ą r i.e. rpG,mq ě rpH,mq. Hence, rpG,m`1q ě rpH,mq
by (1).
If Vr has size κ then V0 . . . Vr´2, Vr´1, Vr is a balanced partition of G witnessing rpG,m`
1q ą r ` 1 i.e. rpG,m` 1q ě rpH,mq ` 1. 
Now, we present a simple idea to bound rpG,mq from above.
Lemma 3.4. Suppose that G “ pV,Eq is a graph on κ vertices, F P rV săκ, and V zF ĎŤ
jătWj , where |Wj | “ κ and t P N. Then
rpG,mq ď
ÿ
jăt
prpGrWj s,mq ´ 1q ` 1 holds for all 2 ď m P N.
Proof. Let V zF “
Ť
jătWj as above. Let r “
ř
jătprpGrWj s,mq ´ 1q ` 1 and take any
balanced r-partition of V “
Ť
tVi : i ă ru. Define Wj,i “Wj X Vi.
We claim that there is a j ă t such that Ij “ ti ă r : |Wi,j | “ κu has at least rpGrWj s,mq
elements. Indeed, for any i ă r there is j ă t so that Wj,i has size κ since Vi Ď
Ť
jătWj YF
and |F | ă |Vi|. So r Ď
Ť
jăt Ij . In turn, if |Ij | ď rpGrWj s,mq ´ 1 for all j ă t then
r ď
ř
jătprpGrWj s,mq ´ 1q, contradicting the definition of r.
Now, suppose that Ij0 “ tik : k ă ℓu contains at least rpGrWj0 s,mq elements. Let
X “Wj0z
Ť
kăℓWj0,ik . Note that |X | ă κ and
Wj0 “Wj0,i0 Y . . .Wj0,iℓ´2 Y pWj0,iℓ´1 YXq
is a balanced partition of Wj0 into ℓ pieces, so there must be an independent set A Ď Wj0
which meets at least m pieces in a set of size κ. As |X | ă κ, A must meet at least m of the
sets Wj,ik Ď Vik . 
Corollary 3.5. Suppose that G is a graph with finite chromatic number χpGq. Then
rpG,mq ď χpGq ¨ pm´ 1q ` 1.
Proof. Simply note that rpEκ,mq “ m where Eκ is the empty graph on κ vertices and apply
Lemma 3.4. 
Note that the above argument actually gives
rpG,mq ď mintχpGrV zF sq : F P rV săκupm´ 1q ` 1.
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Corollary 3.6. Suppose that G is finite graph on N vertices and H is arbitrary. Then
rpGbH,mq ď N ¨ prpH,mq ´ 1q ` 1.
Proof. Indeed, GbH is covered by N -many copies of H and so Lemma 3.4 can be applied.

Corollary 3.7. For all n ě 1 and m ě 2, rpKnbEω,mq “ npm´ 1q` 1 and rpHω,ω ,mq “
2pm´ 1q ` 1. Moreover, if A,B is a rich pair in a graph G then
rpGrA,Bs,mq “ 2pm´ 1q ` 1.
Proof. First, rpKn bEω,mq ď npm´ 1q ` 1 follows from Corollary 3.6. On the other hand,
if we partition each canonical class of Kn b Eω into m ´ 1 infinite pieces then we get a
partition of KnbEω into npm´1q independent sets so that no independent set A intersects
m different pieces, so npm ´ 1q ` 1 ě rpKn b Eω ,mq. The same argument works for Hω,ω
and the rich pair. 
Next, we show a somewhat surprising property of the function m ÞÑ rpG,mq.
Theorem 3.8. If rpG,mq “ m for any m ě 3 then rpG,mq “ m for all m ě 2.
Proof. Let us start with a lemma about rich pairs.
Lemma 3.9. If G “ pV,Eq has no rich pairs and rpG, 2q exists then rpG,mq “ m for all
m ě 2.
Proof. Suppose that tViuiăm is a balanced partition. Find independent V
1
i P rVis
|V | for
each i ă m; this can be done by Observation 3.2. Apply the fact that G has no rich pairs`
m
2
˘
-times to find Wi Ď V
1
i so that there is no edge between Wi and Wj if i ă j ă m. Now,Ť
iămWi is the desired independent set. 
Finally suppose, that rpG,mq “ m for some m ě 3. We claim that G cannot have any
rich pairs and hence we are done by Lemma 3.9. Indeed, suppose that A,B is a rich pair;
then
m “ rpG,mq ě rpGrA,Bs,m´ 1q “ 2pm´ 2q ` 1 “ 2m´ 3
by Observation 3.3 (3) and hence m “ 3. If V zpAYBq has size κ then A,B, V zpAYBq is a
balanced partition witnessing rpG, 3q ą 3; a contradiction. If V zpA YBq has size ă κ then
3 “ rpG, 3q “ rpGrA,Bs, 3q “ 5 (a contradiction again). 
As a trivial example, the fact that any finitely-branching tree T has rpT,mq “ m for all
m ě 2 follows from Lemma 3.9. The same holds for trees of cardinality κ such that each
vertex has degree at most λ for some λ ă κ.
We showed that the reason rpG,mq is bigger than m for any m is because there is a rich
pair in G in which case rpG,mq ě 2m´ 3 for all 2 ď m P N.
Finally, let us prove that rich pairs in countable graphs are rather easily detected; this
result will be applied in the next section as well.
Lemma 3.10. If A,B is a rich pair in a countable graph G then Hω,ω ãÑ GrA,Bs, or
Hω,ω ãÑ GrB,As.
Proof. We define disjoint finite E0, E1 ¨ ¨ ¨ Ď A and F0, F1 ¨ ¨ ¨ Ď B along with infinite A “
A´1 Ě A0 Ě A1 . . . and B “ B´1 Ě B0 Ě B1 . . . as follows:
(i) GrEn, Fns is independent and En Y Fn ‰ H,
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(ii) En XAn “ H, Fn XBn “ H,
(iii) if En ‰ H then there is un P En such that Bn Ď Npunq XBn´1,
(iv) if Fn ‰ H then there is vn P Fn such that An Ď Npvnq XAn´1.
Given An and Bn we inductively select distinct x0 P An, y0 P Bn, x1 P An, y1 P Bn. . . so
that Grtxk : k ă nutyk : k ă nus is the empty graph and Anz
Ť
tNpykq : k ă nu and
Bnz
Ť
tNpxkq : k ă nu are both infinite. This process must stop at some point as A,B is
a rich pair. If n is minimal so that we can’t choose xn then Npxq X Bn is infinite for any
x P Anztxk : k ă nu. We pick any un`1 P Anztxk : k ă nu and let En`1 “ tun`1u and
Fn`1 “ H, and we define Bn`1 “ Npun`1q XBn and An`1 “ AnzEn`1.
If we can choose xn but n is minimal so that we can’t choose yn then Npyq X An must
be infinite for any y P Bnztxk : k ă nu. We finish the proof as before but now Fn`1 ‰ H.
Suppose we defined these sequences. If En ‰ H for infinitely many n then Hω,ω ãÑ
GrA,Bs and if Fn ‰ H for infinitely many n then Hω,ω ãÑ GrB,As.

The case for uncountable graphs is much more subtle: let f : rω1s
2 Ñ 2 be J. Moore’s L-
space colouring [16] and define a bipartite graphG by letting V pGq “ ω1ˆ2 with pα, iqpβ, jq P
EpGq iff α ă β, i “ 0, j “ 1 and fpα, βq “ 1. Recall that f has the property that whenever
X,Y are uncountable subsets of ω1 and i ă 2 then there is α P X, β P Y so that α ă β and
fpα, βq “ i. Hence, the half graph on ω1 does not embed into G while A,B is still a rich
pair.
4. Henson’s Hn and the values rpHn,mq
The first specific graphs we look at in detail areHn: the countable, universal homogeneous
Kn-free graphs defined by Henson [13]. Aside from Hn being homogeneous, we mention the
following properties for future reference:
(1) extension property: for any disjoint finite sets of vertices A,B Ă Hn where B is
Kn´1-free, there is a vertex v so that AXNpvq “ H and B Ď Npvq [13];
(2) indivisibility: Hn Ñ pHnq
1
r for any r ă ω [2, 14];
(3) if vw R EpHnq then v and w has infinitely many common neighbours;
(4) if v P V pHn`1q then the graph induced by NHn`1pvq in Hn`1 is isomorphic to Hn.
We remark that Hn is the unique countable graph satisfying property (1) [13]. Let us
state a simple lemma as well.
Lemma 4.1. The vertices of Hn`1 are not covered by finitely many Kn-free induced sub-
graphs.
Proof. Suppose that f : V pHn`1q Ñ r is a finite colouring so that Hn`1rf
´1piqs is Kn-free.
Now, by indivisibility of Hn`1, (property (2) above), there is a monochromatic copy of
Hn`1. But this is impossible since Hn`1 is not Kn-free. 
Observation 4.2. Let G be a countably infinite Kn-free graph. Then
rpG,mq ď rpHn,m` 1q ´ 1.
Proof. Suppose that G is an infinite Kn-free graph with a balanced partition tVi : i ă ru
where r “ rpHn,m` 1q ´ 1. Using the universality of Hn, embed G into Hn with a map f
so that V pHnqzranpfq is infinite (this is possible by indivisibility).
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Let Wi “ f rVis for i ă r and Wr “ V pHnqzranpfq. Now, tWi : i ď ru is a balanced
r ` 1 “ rpHn,m ` 1q-partition of Hn so there is an independent set A such that ti ď r :
|Wi XA| “ ωu has at least m` 1 elements. Hence
|ti ă r : |Wi XA| “ ωu| ě m.
Now B “
Ť
tf´1pA XWiq : i ă ru is the independent set of G which meets at least m
classes of the orginal partition tVi : i ă ru. 
Next, we determine the exact values rpHn,mq for all m using the Ramsey numbers
drpn,mq. In particular, we show rpHn, 2q “ 2 for all n ě 3 which answers Conjecture 46 of
Thomasse´ [18].
Theorem 4.3. rpHn,mq “ drpn,m´ 1q ` 1 for all n,m ě 2.
Now, using that drpn, 1q “ 1, the next corollary is immediate.
Corollary 4.4. rpHn, 2q “ 2 for all n ě 2.
We mention here that Theorem 2.2 for countable graphs G is now an easy corollary
of Theorem 4.3: rpHn,mq “ drpn,m ´ 1q ` 1 together with the above observation on
rpG,mq ď rpHn,m` 1q ´ 1 yields rpG,mq ď drpn,mq.
Now, we prove Theorem 4.3; recall that αpDq “ supt|A| : A Ď V pDq is independentu.
Lemma 4.5. Suppose n ě 3 and D is a finite digraph on r vertices. If D has no transitive
sets of size n, then there is a balanced partition
Ť
tVi : i ă r ` 1u of Hn such that any
independent set A meets at most αpDq ` 1 members of the partition in an infinite set.
Proof. Suppose that D has vertices twi : i ă ru and consider the graph G on verticesŤ
ttwiu ˆ N : i ă ru inducing the half-graph Hω,ω on each pair of classes corresponding
to edges in D as follows: pwi, kqpwj , ℓq P EpGq iff ij P EpDq and k ă ℓ P N. Note that
Grtwiu ˆ Ns is empty for all i ă r.
Claim 4.5.1. G is Kn-free.
Proof. Indeed, suppose that tpwi, kiq : i P Iu is a copy of Kn for some I Ď r and ki P N.
Note that ki ‰ kj if i ‰ j P I. Furthermore, ki ă kj and pwi, kiqpwj , kjq P EpGq implies
that ij P EpDq. However this contradicts the fact that D has no transitive sets of size n.

Now, G embeds into Hn and we identify G and its copy in Hn; using the indivisi-
bility of Hn, we can suppose that V pHnqzV pGq is infinite. Consider the r ` 1-partition
V pHnqzV pGq, tw0u ˆ N . . . twr´1u ˆ N of V pHnq. If A is an independent set then J “ ti ă
r : |AXptwiuˆNq| “ ωu has size at most αpDq. Indeed, if i ‰ j P J then ij, ji R EpDq, and
hence twi : i P Ju is an independent set in D.
So A meets at most αpDq ` 1 members of the partition in an infinite set as required. 
Proof of Theorem 4.3. First, we show rpHn,mq ě drpn,m´ 1q ` 1. Let D be a digraph on
r “ drpn,m´1q´1 vertices without transitive sets of size n or independent sets of size m´1
i.e. αpDq ď m´2. Now apply Lemma 4.5 to find a partition of Hn into r`1 “ drpn,m´1q
classes so that evey independent set is contained in at most αpDq ` 1 ď m´ 1 classes. This
partition witnesses rpHn,mq ě drpn,m´ 1q ` 1.
Now, we prove that rpHn,mq ď drpn,m ´ 1q ` 1. Let tVi : i ď ru denote a balanced
partition of Hn where r “ drpn,m ´ 1q. We can suppose that there is W Ď Vr so that
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HnrW s is isomorphic to Hn by indivisibility. Now, find infinite Wr Ď W and Wi Ď Vi for
i ă r so that there are no edges from Wi to Wr; this can be done by picking vertices and
applying the next claim.
Claim 4.6. W z
Ť
tNpvq : v P F u is infinite for all finite F Ď V pHnq.
Proof. Indeed, this follows from Lemma 4.1 and the fact that HnrNpvq XW s is a subgraph
of Hn´1 by property (4).

By shrinking each Wi, we can suppose that HnrWis is empty for i ď r. By successively
applying Lemma 3.10 and shrinking Wi for i ă r, we can suppose that either HnrWi,Wjs is
empty or Hω,ω ãÑ HnrWi,Wj s or Hω,ω ãÑ HnrWj ,Wis for all i ă j ă r.
Next, define a digraph D on r so that ij P EpDq iff Hω,ω ãÑ HnrWi,Wjs for all i ‰ j ă r.
As D has drpn,m ´ 1q many vertices, we can either find an independent set of size m ´ 1
or a transitive set of size n. As the second alternative must fail by Lemma 2.4 (6), there is
I Ď r of size m´ 1 so that HnrWi,Wjs is empty if i ‰ j P I. Hence,
Ť
tWi : i P tru Y Iu is
the desired independent set. 
Next, we prove a result, one that also implies rpHn, 2q “ 2, which will be applied in the
proof of Theorem 5.4 later.
Theorem 4.7. Fix n ě 2 and let V0 Y V1 be a balanced partition of the vertices of Hn`1.
Then there is an induced copy of Hn intersecting both V0 and V1 in an infinite set.
It is clear that rpHn, 2q “ 2 follows by induction on n.
Proof of Theorem 4.7. Let V0 YV1 be a balanced partition of the vertices of Hn`1 for some
n ě 2. Recall that Npvq “ NHn`1pvq induces a subgraph isomorphic to Hn for every vertex
v. So, without loss of generality, we can suppose that there is jv ă 2 so that Npvq Ď
˚ Vjv
for every vertex v.
Claim 4.7.1. If uv R E “ EpHn`1q then jv “ ju.
Proof. Indeed, if uv R E then Npuq XNpvq Ď˚ Vjv is infinite by (3) and hence Npuq X Vjv
is infinite as well. In this case, Npuq Ď˚ Vju and so jv “ ju. 
Now, let iv ă 2 denote the class of v i.e. v P Viv . The map v ÞÑ piv, jvq is a 4-colouring
of the vertices of Hn`1 and so, using the indivisibility of Hn`1, we can find a set of vertices
W0 and pi, jq P 2ˆ 2 so that piv, jvq “ pi, jq for all v PW0 and W0 induces a copy of Hn`1.
Note that i ‰ j would imply that every vertex in W0 has finite degree in Hn`1rW0s which
contradicts that Hn`1rW0s is a copy of Hn`1. Hence i “ j and let us suppose that this
common value is 0.
Claim 4.7.2. Npuq Ď˚ V0 for almost every vertex u P V1 and every u P V0.
Proof. We would like to show first that ju “ 0 for almost every u P V1. Fix an arbitrary
v PW . Then jv “ 0 so uv R EpHnq for almost every u P V1. Hence, ju “ 0 for almost every
u P V1 by Claim 4.7.1.
Now, take u P V0 and suppose that Npuq Ď
˚ V1 i.e. ju “ 1 to reach a contradiction. If
v PW0 then uv P E (otherwise jv “ ju). So W0 Ď Npuq which contradicts ju “ 1.

Without loss of generality, we can assume that Npuq Ď˚ V0 for every vertex u P V1.
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Claim 4.7.3.
(1) V1z
Ť
tNpvq : v P F u is infinite for any finite set of vertices F .
(2) V0 X
Ş
tNpvq : v P F0uz
Ť
tNpvq : v P F1u is infinite for any finite, nonempty F0
which induces a Kn´1-free subgraph and any finite F1.
Proof. (1) Npvq Ď˚ V0 implies that V1 XNpvq is finite so V1z
Ť
tNpvq : v P F u is infinite for
any finite set of vertices F .
(2) Note that
Ş
tNpvq : v P F0uz
Ť
tNpvq : v P F1u is infinite by the extension property
(1) and that č
tNpvq : v P F0uz
ď
tNpvq : v P F1u Ď Npuq Ď
˚ V0
for any u P F0. This proves that V0 X
Ş
tNpvq : v P F0uz
Ť
tNpvq : v P F1u is infinite. 
Now, take an enumeration x0, x1 . . . of the vertices of Hn so that I “ ti P N : xj R Npxiq
for all j ă iu is infinite. It suffices to construct an embedding f : Hn Ñ Hn`1 as xi ÞÑ yi so
that i P I if and only if yi P V1.
Let fpx0q “ y0 P V1 arbitrary. Now, given yi for i ă k, we consider two cases: if k P I
then simply find yk P V1z
Ť
tNpyiq : i ă ku so that yk ‰ yi for i ă k by applying Claim 4.7.3
(1). If k P NzI then let F0 “ tyi : i ă k, xi P Npxkqu and F1 “ tyi : i ă k, xi R Npxkqu.
Now, find yk P V0 X
Ş
tNpvq : v P F0uz
Ť
tNpvq : v P F1u so that yk ‰ yi for i ă k by
applying Claim 4.7.3 (2).

Finally, let us mention that any analogue of this statement for the Rado graph R fails,
and in particular rpR, 2q does not exist.
Proposition 4.8. There is a balanced 2-partition of the vertices of the Rado graph R such
that any infinite independent or infinite complete subgraph is monochromatic modulo a finite
set.
Proof. We start from the half graph G0 “ pω ˆ t0u Y ω ˆ t1u, Eq where
tpn, iq, pm, jqu P E ðñ i “ 0, j “ 1 and n ă m ă ω.
Let V “ ω ˆ t0u Y ω ˆ t1u and Vi “ ω ˆ tiu. Let us enumerate all pairs pa, bq of finite
subsets of V as tpan, bnq : n ă ωu. Let
mn “ maxtk : pk, iq P an Y bn for some iu `mn´1.
Now define G on vertices V so that
EpGq “ EpG0q Y ttpmn, 0q, vu : v P an, n ă ωu.
First, note that G satisfies Rado’s extension property and so G is the Rado graph. Second,
the partition V0YV1 witnesses the theorem; indeed, GrV1s is independent so every complete
subgraph intersects V1 in at most one vertex. On the other hand, if A is an independent set
and pn, 0q P A then AX V1 Ď tpk, 1q : k ă nu.

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5. Balanced embeddings in Hn
The motivation for the next results comes from the following question: if G is countable
and Kn-free then G embeds into Hn as an induced subgraph, but how much controll do
we have over the embedding? In particular, given a bipartite graph GrA,Bs, can we ensure
that the classes A,B go into prescribed sets in Hn?
We start with a simple result in this direction.
Claim 5.1. Given n ě 3 and a countable Kn-free G with an arbitrary partition A,B there
is a balanced partition V0, V1 of Hn so that GrA,Bs ãÑ HnrV0, V1s as an induced subgraph
(so we can require the graph homomorphism to also preserve the non-edge relation).
Proof. Extend V pGq by an infinite set of new vertices W “ tvℓ : ℓ P Nu. List all pairs pa, bq
of finite subsets of V “ W Y V pGq as tpak, bkq : k P Nu. Inductively add edges as follows:
at step k, if bk is Kn´1-free then take a so far isolated vertex vℓk P W and connect with
all points in bk. This process guarantees that the graph spanned by ak Y bk Y tvℓku does
not change after step k and, after ω steps, we have a graph on V satisfying the extension
property (1) of Hn. Hence this graph is isomorphic to Hn. Finally, we let V0 “W YA and
V1 “ B. 
Now, we are interested if the following stronger property is satisfied: fix a graph G,
subsets A,B of the vertex set of G, and an arbitrary balanced partition V0, V1 of Hn. Is
there an i ă 2 so that GrA,Bs ãÑ HnrVi, V1´is as an induced subgraph? If the answer is
yes, then we will write
Hn
bal
ÝÝÑ
ind
pGrA,Bsq12
while the negation will be denoted by Hn
bal
ÝäÝÑ
ind
pGrA,Bsq12. We will omit the mention of the
partition of G when it is clear from the context or unique.
For example, rpHn, 2q “ 2 is equivalent to Hn
bal
ÝÝÑ
ind
pEω,ωq
1
2. In Theorem 4.7, we strength-
ened this by proving that
Hn
bal
ÝÝÑ
ind
pHn´1rA,Bsq
1
2
holds for all n ě 3 and a particular partition A,B of the vertex set of Hn´1.
There are some obvious limitations on the type of results we can hope to prove concerning
the partition relation Hn
bal
ÝÝÑ
ind
pGq12.
Observation 5.2. Hn
bal
ÝäÝÑ
ind
pKω,ωq
1
2.
Proof. We need to construct a partition of Hn to witness Hn
bal
ÝäÝÑ
ind
pKω,ωq
1
2. Apply the proof
of Claim 5.1 starting with G “ Eω,ω. The inductive construction carried out there gives a
balanced partition of Hn with V0, V1 so that Npv0q X V1 is finite for all v P V0. Hence, any
copy of Kω,ω is modulo finite contained in V0. 
Let us also remark that the above partition shows why we allow embeddings intoHnrV0, V1s
and HnrV1, V0s at the same time. Indeed, Hω,ω ­ãÑ HnrV0, V1s in the previous example but
Hω,ω ãÑ HnrV1, V0s. In fact, the following result holds.
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Theorem 5.3.
Hn
bal
ÝÝÑ
ind
pHω,ωq
1
2
for all n ě 3.
Proof. Fix a balanced partition V0, V1 of Hn. By rpHn, 2q “ 2, there are infinite X “ txk :
k P Nu Ď V0, Y “ tyk : k P Nu Ď V1 so that X Y Y is independent. Let Fk “ txℓ, yℓ : ℓ ď ku
and note that for every k P N there is a jk P 2 so that Hn embeds into N rFks X Vjk ; here,
N rF s “
Ş
tNpvq : v P F u. In particular, there is a single j P 2 and infinite I Ď N so that
jk “ j whenever j P I. Without loss of generality, we assume j “ 1.
Select a decreasing sequence Wk Ď N rFks X V1 so that HnrWks is isomorphic to Hn.
First, try to select k0, k1 ¨ ¨ ¨ P I and w0 PWk0 , w1 PWk1 . . . so that txki , wi : i P Nu induces
a copy of Hω,ω. We do this while making sure that txk : k P Iuz
Ť
tNpwi1q : i
1 ă iu is infinite
which ensures that the next xki can be selected.
Given xk0 , w0 . . . xki note that Wkiz
Ť
tNpwi1q : i
1 ă iu still contains a copy of Hn by
Lemma 4.1. So, if we can find wi PWkiz
Ť
tNpwi1q : i
1 ă iu so that txk : k P Iuz
Ť
tNpwi1q :
i1 ď iu is still infinite then we can continue to select xki`1 and we construct the desired copy
of Hω,ω ãÑ HnrV0, V1s.
Otherwise, there is some i and a copy W Ď V1 of Hn so that the infinite independent set
A “ txk : k P Iuz
Ť
tNpwi1q : i
1 ă iu is modulo finite covered by Npwq whenever w PW . We
claim that Hω,ω ãÑ HnrV1, V0s holds in this case.
Indeed, start selecting distinct w0 PW, v0 P A,w1 PW, v1 P A . . . so that
(5.1) vk P
č
tNpwℓq : ℓ ď kuztvℓ : ℓ ă ku
and
(5.2) wk`1 PW z
ď
tNpwℓq, Npvℓq, twℓu : ℓ ď ku.
Note that (5.1) is possible as A Ď˚ Npwℓq and (5.2) is possible by Lemma 4.1 and the fact
that W is a copy of Hn. Now, twk, vk : k P Nu is the desired copy of Hω,ω.

The main result of this section is
Theorem 5.4. Suppose that G is a bipartite graph on classes A,B and A is finite. Then
Hn
bal
ÝÝÑ
ind
pGrA,Bsq12
for any n ě 3.
Our proof will make use of Theorem 4.7 i.e. the strong form of rpHn, 2q “ 2 as well as
the multi-dimensional Hales-Jewett theorem [10] (with dimension n, and size of alphabet
and number of colours 2) which we state here.
Lemma 5.4.1. Given ℓ P N there is N P N so that if the set N2 of all functions from N
to 2 is partitioned as F0 Y F1 then there is i ă 2, a set T “ ttk : k ă ℓu Ď N of size ℓ and
function h : NzT Ñ 2 so that hY g P Fi for any g : T Ñ 2.
Proof of Theorem 5.4. Fix G on classes A,B. We will show H3
bal
ÝÝÑ
ind
pGq12. Then, using
Theorem 4.7 and induction on n, the general result follows.
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Suppose that G is on classes A “ t0u ˆ ℓ and B “ t1u ˆ N where ℓ P N. Fix a balanced
partition V0, V1 of H3 as well. Our goal is to find i ă 2 and independent A
1 Ď Vi, B
1 Ď V1´i
so that GrA,Bs ãÑ H3rA
1, B1s.
First, given the number ℓ, the Hales-Jewett theorem provides N P N as in Lemma 5.4.1.
Now, by rpH3, 2q “ 2, there is X “ tx0 . . . xN´1u P rV0s
N , Y “ ty0 . . . yN´1u P rV1s
N and
v˚ P V pHnqzpX Y Y q so that X Y Y Y tv
˚u is independent.
Let us define a partition F0,F1 of
N2. We let f P Fi iff i ă 2 is minimal so that the set
Zpf, iq “ tv P Vi : v
˚ P Npvq, xk, yk P Npvq if fpkq “ 0, xk, yk R Npvq if fpkq “ 1u
is infinite. This is well defined by the extension property of H3 and we let Zpfq “ Zpf, iq
for f P Fi.
Claim 5.4.1. Zpfq Y Zpf 1q is an independent set for any f, f 1 P N2.
Proof. Indeed, Zpfq Y Zpf 1q Ď Npv˚q and Npv˚q is independent since H3 is K3-free. 
Now, by the choice of N , we can find i ă 2, a set T “ ttk : k ă ℓu Ď N of size ℓ and
h : NzT Ñ 2 so that hY g P Fi for all g : T Ñ 2.
We are ready to define A1 and B1. Let A1 “ tuk : k ă ℓu where
uk “
#
xtk , if i “ 1,
ytk , if i “ 0.
Clearly, A1 is an independent subset of V1´i. To define B
1 Ď Vi, we first define functions
gm : T Ñ 2 by letting gmptkq “ 0 iff p0, kqp1,mq P EpGq for all m P N. Let us pick
vm P Zph Y gmq so that vm ‰ vm1 for m
1 ă m P N; this can be done as each Zph Y gmq is
infinite. We let B1 “ tvm : m P Nu and note that B
1 is independent by Claim 5.4.1. We
remark that the only role of v˚ was to force B1 independent via Claim 5.4.1.
We finish the proof of the theorem by proving the following claim.
Claim 5.4.2. The map p0, kq ÞÑ uk (for k ă ℓ) and p1,mq ÞÑ vm (for m P N) witnesses
GrA,Bs ãÑ H3rA
1, B1s.
Indeed, vmuk is an edge in H3 iff phY gmqptkq “ 0 iff gmptkq “ 0 iff p0, kqp1,mq is an edge
in G.

6. Finding the exact value of rpG,mq for specific graphs
Next, we present a few further results (and attempts) on finding the exact values of the
function m ÞÑ rpG,mq for specific Kn-free graphs G. These examples include shift graphs,
unit distance graphs and orthogonality graphs. We begin by a new definition.
Definition 6.1. Let r˚pG,mq “ mintr : if Vi P rV s
|V | for i ă r then there is an independent
set A so that |ti ă r : |AX Vi| “ |V |u| ě mu.
In general, the following holds.
Observation 6.2. Fix any graph G.
(1) rpG,mq ď r˚pG,mq ď rpG,m ` 1q ´ 1 for any m ě 2;
(2) r˚pG, 2q “ 2 implies that r˚pG,mq “ rpG,mq “ m for all m ě 2.
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6.1. Shift graphs. Recall that Shnpκq denotes the graph on vertices rκs
n so that pq P E
iff p “ tξ0 . . . ξn´1u and q “ tξ1 . . . ξnu for some increasing sequence ξ0 ă ξ1 ă ¨ ¨ ¨ ă ξn from
κ. Our main result on shift graphs is the following.
Theorem 6.3. For all 2 ď n P B, infinite κ and m ă cfpκq, r˚pShnpκq,mq “ m.
We first need the following form of the well-known ∆-system lemma [15].
Lemma 6.3.1. Suppose that κ is a regular infinite cardinal and n P N. If V is a family
of n-element sets and V has size κ then there is a ∆-system W Ď V of size κ i.e. there is
some r (called the root of W ) so that aX b “ r for all a ‰ b PW .
We say that p, q Ď κ are strongly disjoint if maxppq ă minpqq or maxpqq ă minppq. We
prove the theorem now.
Proof of Theorem 6.3. Fix m ă cfpκq, 2 ď n P N and Vi Ď rκs
n of size κ for i ă m.
First, suppose that κ is regular and pick ∆-systems W i P rVis
κ with root ri for i ă m.
By shrinking Wi appropriately, we can suppose that there is a δ ă κ so that
(1) suptmaxpriq : i ă mu Ď δ, and
(2) tpzri : p PW i, i ă mu is strongly disjoint and contained in κzδ.
We claim that A “
Ť
tW i : i ă mu is the desired independent set. Indeed, if p ‰ q P A then
pX q Ď δ and pzδ ă qzδ or qzδ ă pzδ. In any case, pq cannot be an edge.
Now, suppose that κ is singular. Apply Lemma 6.3.1 to find ∆-systems W iε Ď Vi of size
κε with root r
i
ε for each i ă m where pκεqεăcfpκq is cofinal sequence of regular cardinals in
κ, each bigger than cfpκq. Let
I “ ti ă m : sup
εăcfpκq
pmaxpriεqq ă κu.
We can also suppose that sup
Ť
W iε ă κ for all pε, iq P cfpκq ˆm. Finally, let δ ă κ be an
upper bound for all supεăcfpκqpmax r
i
εq where i P I (this is possible since |I| ă cfpκq).
Our goal is to define U iε Ď Vi for pε, iq P cfpκq ˆm by induction on the lexicographical
order ălex so that
(1) |U iε| “ κε,
(2) supp
Ť
U iεq ă κ,
(3) azδ ‰ H for all a P U iε and
(4) ab R EpShnpκqq if a P U
i
ε, b P U
j
ε1 for i ă j ă m and ε, ε
1 ă cfpκq.
If we succeed then we can find Ai Ď
Ť
tU iε : ε ă cfpκqu of size κ which is independent
(using the Erdo˝s-Dushnik-Miller theorem) and then A “
Ť
tAi : i ă mu is the desired
independent set which meets each Vi in a set of size κ.
Suppose that U iε is defined already for pε, iq ălex pε
˚, jq. Let
λ “ suptδ, supp
ď
U iεq : pε, iq ălex pε
˚, jqu
and note that λ ă κ.
If j P I then find ε˚ ď γ ă cfpκq and U j
ε˚
Ď W jγ of size κε˚ so that bzr
j
γ X λ “ H for
all b P U j
ε˚
. Note that if a P U iε, b P U
j
ε˚
then a X b Ď δ and both azδ and bzmax a are not
empty. Hence ab is not an edge.
If j P mzI then find ε˚ ď γ ă cfpκq and U j
ε˚
Ď W jγ of size κε˚ so that both r
j
γzλ and
bzprjγ Y λq are non empty for all b P U
j
ε˚
. Note that if a P U iε, b P U
j
ε˚
then 2 ď |bzmaxa|
and hence ab is not an edge.

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6.2. Unit distance graphs. Given a metric space pV, dq one defines the unit distance graph
G corresponding to pV, dq on the vertex set V with xy P EpGq iff dpx, yq “ 1.
Proposition 6.4. Let G be the unit distance graph of Rn with the usual Euclidean metric.
Then r˚pG,mq “ m for all m.
Let c “ 2ℵ0 denote the cardinality of R. We say that x P Rn is a complete accumulation
point of a set W Ď Rn if B XW has size |W | for any open ball B around x.
Proof. It suffices to show that r˚pG, 2q “ 2 by Observation 6.2. Suppose that Vi Ď R
n are
of size c for i ă 2. Note that r˚pG, 2q “ 2 follows from the claim below.
Claim 6.4.1. There are complete accumulation points ui of Vi such that |u0 ´ u1| ‰ 1.
Indeed, if Bi is a small enough ball with radius less than 1 around ui then |x´ y| ‰ 1 for
all x P Bi, y P Bj and i ď j ă 2; hence A “
Ť
tBi X Vi : i ă 2u is the desired independent
set.
Proof of Claim 6.4.1. Let W Ď Rn be a maximal set of points so that V 11 “ V1X
Ş
tNGpuq :
u PW u still has size c; note thatW is finite. Select a complete accumulation point u0 P V0zW
of V0. We claim that |V
1
1 XNGpu0q| ă c. Indeed, otherwise W
1 “W Y tu0u still satisfies
|V1 X
č
tNGpuq : u PW
1u| “ c
however W was already maximal.
Hence, we can select a complete accumulation point u1 of V
1
1zNGpu0q. Now |u0´ u1| ‰ 1
so u0, u1 are as desired. 
And the theorem follows. 
Note that r˚pG,mq “ m or even rpG,mq “ m can easily fail for other metrics which still
induce the Euclidean topology; indeed, if dpx, yq “ mint1, |x´ y|u then d induces the usual
topology while Kω b Eω embeds into the corresponding unit distance graph. In particular,
already rpG, 3q and r˚pG, 2q does not exist. However, we still have the following:
Proposition 6.5. For any metric that induces the usual topology on Rn for n ě 2, the
corresponding unit distance graph G will satisfy rpG, 2q “ 2.
The above proposition will be a corollary of the following more general fact.
Lemma 6.6. Suppose that G is a graph on a separable metric space pV, dq. If V has an
open cover by G-independent sets then either
(1) rpG, 2q “ 2, or
(2) there is Y Ď V of size ă c so that V zY is not connected.
Proof. Suppose that (1) fails and this is witnessed by the balanced partition V0, V1 of V .
(2) clearly holds if 2 ď |V | ă c so let us suppose that |V | “ c.
For every x P V there is an open neighbourhood Bx of x so that Bx is independent. As
Bx is independent and (1) fails, there must be a set Yx of size ă |V | and ix ă 2 so that
BxzYx Ď Vix for every x P V . Now, there is a countable set W so that tBx : x PW u covers
V so
V zY “
ď
tBxzY : x PW u
where Y “
Ť
tYx : x P W u. Now note that VizY is open in V zY ; indeed, if z P VizY then
there is x PW so that z P BxzY Ď Vix and hence i “ ix and BxzY is an open neighbourhood
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of z in VizY . Note that VizY ‰ H as |Y | ă |Vi| “ c (and c has uncountable cofinality).
Now, the clopen partition V zY “ pV0zY q Y pV1zY q witnesses that V zY is not connected.

We do need some connectivity assumption, as demonstrated by the next result.
Observation 6.7. Suppose that X Ď Rn and tXk : k ă ℓu is a clopen partition of X
into sets of size |X |. Then there is a metric d inducing the usual topology on X so that
rpG, 2q ą ℓ where G is the unit distance graph on pX, dq.
In particular, rpG, 2q might not exists if X has infinitely many connected components of
size |X |.
Proof. Simply find a metric d so that the diameter of each Xk is less than 1 while dpx, yq “ 1
if x P Xk, y P Xk1 for some k ă k
1 ă ℓ. The partition tXk : k ă ℓu witnesses rpG, 2q ą ℓ. 
On the other hand, if X Ď Rn and tXk : k ă ℓu is a cover by sets of size |X | which are
connected even after the removal of fewer than c points (e.g. Xk is connected and open)
then rpG, 2q ď ℓ` 1 by Lemma 6.6.
6.3. Orthogonality graphs. Finally, let us take a look at another class of geometric
graphs: let GRn be defined on vertices R
nzt0u so that uv P EpGRnq iff u K v i.e. u and v are
orthogonal vectors. It is clear that GRn is Kn`1-free so rpGRn ,mq exists for all 2 ď m P N.
Proposition 6.8. For all n ě 2, rpGRn , 2q “ 2.
Proof. Recall that RnzY is connected whenever |Y | ă c. Also, for any x ‰ 0 there is small
open ball around x which is independent in GRn . Hence, Lemma 6.6 can be applied. 
Unfortunately, finding rpGRn ,mq will be much more difficult in general. Let us show first
that finding rpGRn ,mq and r
˚pGRn ,mq will be equally hard.
Proposition 6.9. For all n,m ě 2, rpGRn ,mq “ r
˚pGRn ,m´ 1q ` 1.
Let xK “ ty P Rn : x K yu for x P Rn and BK “
Ť
txK : x P Bu for B Ď Rn.
Proof. Let us prove first that rpGRn ,mq ď r “ r
˚pGRn ,m ´ 1q ` 1. Take a balanced r-
partition tVi : i ă ru; we can suppose that V0 is dense in some n-dimensional ball by the
Baire category theorem. Select Ai Ď Vi of size c for 1 ď i ă m so that
Ť
tAi : 1 ď i ă ru
is independent and let xi P Ai be complete accumulation points of Ai. Now, it is easy
to see that if we take small enough balls Bi around xi then V0z
Ť
tBKi : i “ 1 . . .m ´ 1u
has size c. Hence, if A0 Ď V0z
Ť
tBKi : i “ 1 . . .m ´ 1u is of size c and independent then
A0 Y pA1 XB1q Y ¨ ¨ ¨ Y pAm´1 XBm´1q is the desired independent set.
Equality now follows from Observation 6.2 (1).

Now, we characterize r˚pGRn ,mq slightly differently.
Observation 6.10. For all natural numbers n,m ě 2, r˚pGRn ,mq is the minimal number
rˆ “ rˆpn,mq such that any rˆ non zero vectors of Rn contain m pairwise non orthogonal
points.
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Proof. Let us show r˚pGRn ,mq ď rˆ first: let Vi Ď R
n be of size c and pick a complete
accumulation point xi P Vi for each i ă rˆ. By the definition of rˆ, txi : i P Iu is pairwise
non orthogonal for some set I Ď rˆ of size m. If Bi is a small enough ball around xi thenŤ
tVi XBi : i P Iu is the desired independent set.
On the other hand, take r˚pGRn ,mq points xi and let Vi denote the set of nonzero
scalar multiples of xi. Now, if A Ď
Ť
tVi : i ă r
˚pGRn ,mqu is the independent set which
intersects m of the sets Vi then txi : |AXVi| ‰ Hu must be pairwise non orthogonal. Hence
r˚pGRn ,mq ě rˆ holds as well. 
In other words, the largest set A in Rn so that any B P rAsm`1 contains two perpendicular
vectors has size r˚pGRn ,m ` 1q ´ 1. This number, denoted by αpn,mq was introduced
by P. Erdo˝s and investigated by several people [1, 6, 17]. Let us summarize the known
results. Erdo˝s conjectured that αpn,mq “ nm for all n,m (see [6,17]) which is translated as
r˚pGRn ,mq “ npm ´ 1q ` 1. Note that this is true if the points are in general position i.e.
any k of them spans a k dimensional subspace (for k ď n). Indeed, if A is general then we
can actually extend any k-element pairwise non orthogonal set into an m element pairwise
non orthogonal set. To see this, fix n and prove by induction on m: fix k points x1 . . . xk
which are pairwise non orthogonal; remove xi and x
K
i XA from A. Note that |x
KXA| ď n´1
for all x in A hence we still have npm´ k´ 1q` 1 points. So, we can select m´ k additional
vectors which are pairwise non orthogonal using the inductive hypothesis.
The conjecture in general was disproved by Z. Fu¨redi and R. Stanley [6] by showing that
there are 24 vectors in R4 without 6 vectors being pairwise non orthogonal. The currently
known best lower bound is due to N. Alon and M. Szegedy [1]: their result shows that there
is a constant δ ą 0 so that
r˚pGRn ,mq ą n
δ logpm`1q
log logpm`1q
for every large enough m and n ě 2 logm.
On the other hand, the following upper bound follows from [6]:
r˚pGRn ,mq ď p1` op1qq
c
nπ
8
2n{2pm´ 1q ` 1
for any n,m.
Hence, by Proposition 6.9, the next corollary holds.
Corollary 6.11.
n
δ logpmq
log logpmq ` 1 ă rpGRn ,mq ď p1 ` op1qq
c
nπ
8
2n{2pm´ 2q ` 2
Here, the lower bound holds for all large enough m and n ě 2 logpmq; the upper bound
holds for all n,m.
There is very little known about the exact values of αpn,mq or, equivalently, the values
of r˚pGRn ,mq. Clearly, r
˚pGRn , 2q “ n` 1. It is easy to see that r
˚pGR2 ,mq “ 2pm´ 1q` 1
and a result of M. Rosenfeld [17] yields r˚pGRn , 3q “ 2n` 1; in particular, the conjecture of
Erdo˝s still holds for these cases. Now, Proposition 6.9 yields the following.
Corollary 6.12. rpGR2 ,mq “ 2pm ´ 1q, rpGRn , 3q “ n ` 2 and rpGRn , 4q “ 2n` 2 for all
n,m.
The smallest unknown value to us is rpGR3 , 6q or equivalently r
˚pGR3 , 5q.
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Finally, we mention that the chromatic number of GR3 is 4 while, somewhat surpris-
ingly, χpGR3 rQ
3sq “ 3 [7]. As Corollary 3.5 can be easily extended to r˚pG,mq, we get
r˚pGR3 rQ
3s,mq “ 3pm´ 1q ` 1 as predicted by Erdo˝s.
7. Open problems
We close our paper with a list of open problems that we found the most interesting.
7.1. Questions about m ÞÑ rpG,mq in general.
Problem 7.1. Is there a single Kn-free graph G so that rpG,mq “ drpn,mq for all 2 ď m P
N?
We are not sure how fast rpG,mq might grow for a fixed graph G.
Problem 7.2. Suppose that g : ω Ñ ω is monotone increasing. Is there a single graph G
so that gpmq ă rpG,mq ă 8 for all 2 ď m P N?
Note that if gpmq ą drpn,mq for some m P N then G cannot be Kn-free.
Regarding finite graphs and Theorem 2.5 the obvious question is to determine N “
Npn,m, ℓq.
Problem 7.3. Estimate/express the function N “ Npn,m, ℓq from Theorem 2.5.
Next, we mention a question of more set theoretical flavour. The existence of the numbers
rpG,mq for a graph G of size κ clearly implies that G contains independent sets of size κ.
The same conclusion follows from Hajnal’s Set Mapping Theorem [9]: if λ ă κ and each
vertex v of a graph G has degree ă λ then G has an independent set of size κ. Hence, our
question is if one can strengthen Hajnal’s theorem as follows.
Problem 7.4. Suppose that λ ă κ and each vertex v of a graph G has degree ă λ. Does
rpG,mq “ m or even r˚pG,mq “ m hold for all/some 2 ď m P N?
Finally, Proposition 3.1 about countable flat graphs opens the question of calculating
rpG,mq for uncountable flat graphs or some subset of them. Flatness is closely related to
model-theoretic stability [19] so trying to calculate rpG,mq in classes of model-theoretically
tame graphs is another venue likely worth investigating.
7.2. Problems on balanced embeddings of graphs. A natural way to strengthen The-
orem 5.4 would be answering the next problem.
Problem 7.5. Does Hn
bal
ÝÝÑ
ind
pGq12 hold if n ě 3 and G is an arbitrary subgraph of Hω,ω?
We also ask if the graphs Hn for n P N are essentially the only graphs satisfying Theorem
5.4.
Problem 7.6. Characterize those (countable) graphs H so that H
bal
ÝÝÑ
ind
pGrA,Bsq12 holds for
all finite bipartite GrA,Bs.
For example, if H is isomorphic to some Hn modulo a finite set then H
bal
ÝÝÑ
ind
pGrA,Bsq12
holds.
Now, it would be natural to study balanced embeddings of non bipartite graphs as well.
For the simplest case, let us look at K3: suppose that H is a graph so that whenever
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V0 Y V1 Y V2 is a balanced partition of H then there is a copy of K3 with vertices in all
dinstinct classes. Let us denote this relation with H
bal
ÝÝÑ
ind
pK3q
1
3.
Any complete graph H satisfies H
bal
ÝÝÑ
ind
pK3q
1
3 but not Hn; indeed, H cannot contain a
copy of Eω,ω if H is countable and H
bal
ÝÝÑ
ind
pK3q
1
3 and, in turn, any pair of infinte vertex sets
A,B is a rich pair. So how sparse can a graph H be while still H
bal
ÝÝÑ
ind
pK3q
1
3 holds? For
example, it is not hard to see that the uncountable graph G defined at the end of Section 3
satisfies G
bal
ÝÝÑ
ind
pK3q
1
3.
Problem 7.7. Characterize those (countable) graphs H so that H
bal
ÝÝÑ
ind
pK3q
1
3 holds.
7.3. Finding the exact value of rpG,mq for specific graphs. Finally, it would be
interesting to see the exact values of rpG,mq determined for any particular Kn-free graphs.
Problem 7.8. Let GR3 denote the orthogonality graph on R
3zt0u. Is r˚pGR3 ,mq “ 3pm´
1q ` 1 for all m ě 2?
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