In addition we assume that
1 Introduction and main results. has discrete spectrum. It is well known that under rather general assumptions the groundstate eigenvalue is nondegenerate and that the associated groundstate can be chosen to be positive. Now assume that H commutes with the actions of a discrete group G. Then one can write H as a direct sum, H = ⊕H i , where the H i are the restrictions of H to mutually orthogonal symmetry subspaces which correspond to the irreducible representations D i of G. Denote by λ i the groundstate eigenvalues of the H i and by m i their multiplicities.
Motivated by these general results on groundstates and groundstate eigenvalues of H, the following questions seem natural: (a) Denote by i the degree of the irreducible representations D i . When is it possible to find universal upper bounds to the multiplicities of the λ i 's, the lowest eigenvalues of the H i 's in terms of the i 's ?
(b) When is it possible to find an ordering of these eigenvalues λ i ? (c) Under which assumptions there is some counterpart to the fact that the absolute groundstate of H can be chosen to be positive for the groundstates of the H i ?
Of course these questions are much too general, but one can study them by investigating specific cases.
In two recent papers, [3] and [4] , the present authors, together with M. Hoffmann-Ostenhof and N. Nadirashvili, considered the above mentioned questions for two dimensional problems. Namely, in [3] the case that H commutes with the actions of the dihedral group D 2n , the group of the regular n-gon, was investigated. These investigations were generalized to the case of a periodic strip with addtional reflection symmetries in [4] where also similar questions concerning Aharonov Bohm Hamiltonians were studied. In [3] and in [4] the above questions (a), (b) and (c) were completely answered, namely the multiplicity satisfied m(λ i ) = i , the λ i exhibited a natural ordering and the groundstates showed some behaviour which can be interpreted as a kind of "positivity". For the strip case it was shown that the groundstate eigenvalues of certain Floquet operators were simple and that the associated eigenfunctions had empty zerosets.
In the present paper we consider the question (a) for periodic Schrödinger operators with additional reflection symmetries. and assume that V ∈ C ∞ (R d ) is bounded and real valued and that
In addition, we assume that for 0 < j ≤ d
where the T j are defined by T j (x 1 , . . . , x j−1 , x j , x j+1 , . . . , x d ) = (x 1 , . . . , x j−1 , −x j , x j+1 , . . . , x d ). (1.4) The operator domain of H is W 2,2 (R d ). We have a periodic Schrödinger operator and the spectral analysis of H can be done by Floquet theory, see [8] .
For any q ∈ R d we associate to q the space W q (R d ) of the functions u ∈ W 2,2
The W q norm is defined by taking the W 2,2 norm over the fundamental cell, in our case the unit cube C = {x ∈ R d | 0 < x j < 1, j = 1, . . . , d} (1. 6) and we observe that a function u q ∈ W 2,2 loc (R d ) is well defined if it satisfies (1.5) by its restriction to C. If we restrict the operator H to W q we obtain a selfadjoint operator H q and it is standard that the spectrum of H, σ(H) is given by σ(H) =
We will analyze the multiplicities of the groundstate energies λ q of H q . We note that λ q can be defined by the variational principle
where W q,f is defined analogously to W q , by replacing the W 2,2 loc space by W 1,2 loc . Any groundstate u q will satisfy
The Floquet conditions (1.5) and noting that u q ∈ W q implies u q ∈ W −q show that it suffices to consider q ∈ [0, 1/2] d .
(1.10) Theorem 1.1 . Suppose H q and λ q is defined as above, then the multiplicity of λ q , m(q) satisfies m(q) = 1 , for q ∈ [0, 1/2) d .
(
1.11)
Suppose that q i = 1/2 for i ∈ I, where I is a subset of {1, 2, . . . , d} and
(i) The proof is easier in the case when q ∈ (0, 1/2) d so we will first treat this case, where the scheme of the proof will be more transparent.
(ii) We have chosen for simplicity the unit cube as fundamental cell. The same result holds also for the case that we have a right parallelepiped.
(iii) Unlike in [3] and [4] we have here only results concerning question (a).
(b) and (c) seem to be much harder in the present context, though one might ask whether for q, q ∈ [0, 1/2] d , λ q ≤ λ q if q j ≤ q j for all j and whether for q ∈ [0, 1/2) d , u q has empty zeroset.
(iv) As in [3] and [4] we are not able to make even a plausible guess about the multiplicities without assuming the reflection symmetries. Note that these symmetries are also introduced in a similar context in [7] .
(v) We have chosen for simplicity V ∈ C ∞ . One can certainly allow less regular potentials, but we did not strive for that. Furthermore one can replace the Laplacian by an elliptic operator in divergence form, as it was done in [4] with appropriate conditions on the coefficients to ensure the symmetry properties.
As in [3] and [4] we shall show that the problem of multiplicity is almost equivalent to the analysis of the nodal set of a totally antisymmetric state (with respect to the reflexions T j ) canonically attached to a "real" groundstate living in a representation space.
Symmetry considerations

Preliminaries
By assumption (see (1.2) and (1.3) ) the operator commutes with the reflections {T j } d j=1 and the translations g
We can understand the composition of these symmetry operations by noting that
where the D ∞,j are generated by g j and T j . Any h ∈ D d ∞ can be uniquely (up to the ordering) written as
In the following we consider some q ∈ [0, 1 2 ] d and after reordering the variables we can assume that, for 1
The proof is mixing the representation theory of the group D ∞ and of its subgroup G := Z d . But, due to the very simple structure of these finite groups, our presentation will avoid to explicitely refer to their representation theory and we have preferred to make all the decompositions explicit. We will treat first the case when ν 1 = ν 2 = d.
The case when
We start with
where S q is defined as the subspace of W 2,2
The proof is immediate. We have for any j and any u in W q
The result is obtained by addition of the two lines. This achieves the proof of the proposition.
Definition 2.2 . We denote by Σ d the finite group associated to {−1, +1} d . For σ and σ in Σ d , the law of composition is given by
The group acts naturally on (−
We observe that
and that, provided q ∈ (0, 
Proof.
We observe that there exists a family of 2 d projectors defined by
where
We note that R
Using these relations, it is easy to verify that this family satisfies
and It remains to show that the operator Π σ is the projector of S q onto W σ(q) . To show this last point, we obtain by explicit computation the following Lemma 2.5 . If v satisfies, for some q j ∈ (0,
and in addition v satisfies
This achieves the proof of the proposition.
A particular role will be played by the projector Π σ 0 associated to the neutral element σ 0 of the group Σ d corresponding to σ j = 1 for all j = 1, · · · , d.
We now consider the group (actually the same group but working on R d ) generated by the T j 's (j = 1, · · · , d).
It is immediate to see that for all 1 ≤ j ≤ d,
and that T j commutes with the complex conjugation.
The T j 's generate a group with 2 d elements and according to finite group theory we can have an alternative decomposition of S q by using the family of projectors
with τ ∈ {−1, +1} d . One verifies immediately that they satisfy
A particular role is played by
If u belongs to W q the function P τ 0 u is called its totally antisymmetrized function. The relation of W q and P τ 0 S q is described by the following Proposition 2.6 . The map P τ 0 is a bijection from W q onto P τ 0 S q . Moreover the inverse is given by
Proof. With use the observation that
and that
when j = k. The proof is easily reduced to the case d = 1. Take u ∈ W q . We have just to show that
But we know that 1 2 (I +iR)u = u, which implies also that 1 2 (u−iR)u = 0. It is then enough to consider the anticommutation of T and R for getting the result. Conversely, if we take v such that T v = −v, we immediately obtain
Real spaces
We finally would like to consider real spaces. We have seen that the second decomposition commutes with complex conjugation and we can consequently consider the real totally antisymmetric space. One can now recognize the "real" subspace of W q which is characterized by the following Definition 2.7 . We denote by W Rκ q the "real" subspace of W q determined by the condition Ku = u with
where Γ denotes complex conjugation.
Lemma 2.8 . Any element u in W q can be decomposed in the following way :
with u j ∈ W Rκ q . Moreover, if u is an eigenstate, the corresponding u j are eigenstates when not identically zero.
Proof.
We can take
We then observe that K is antilinear, that K 2 = I and that K commutes with −∆ + V and respects W q .
Then the reduction procedure is achieved through the following Lemma 2.9 .
We observe indeed that
All what have been done for the pair of spaces (W q , S q ), can be done by restricting all the constructions to a spectral subspace of a selfadjoint operator commuting with Γ, T j , and g j (j = 1, · · · , d).
Strategy of the proof
It is easy to see, as in the case d = 1, that if we want to show that λ = λ q is of multiplicity 1, then it suffices to show that λ is an eigenvalue of multiplicity 1 of H restricted to W we define :
where, for a real valued v in C 0 (R d ) (we will always be in this situation when considering eigenstates),
So an important part of the analysis is to analyze the zero set of the associated real totally antisymmetric function. We note that this associated function v = P τ 0 u is still a distribution solution of
The strategy for showing simplicity of the eigenvalues can be roughly described as follows: Show that M(u) is well localized when deforming −∆ into −∆ + V by the family −∆ + αV . Then show that this localization, that we call canonicity, makes the occurence of a change of multiplicity (which will be seen to be one for α = 0) impossible.
The "border" cases
Decomposition
We extend the previous considerations to the more general case when some of the q j 's are equal to 0 or 1 2 . The main idea here is roughly to apply the approach of the previous subsection with respect to the ν 1 first variables.
We have already introduced (see (1.5) ) the complex spaces W q and we consider the case when
The first lemma, which extends Lemma 2.1 is Lemma 2.10 .
where S q is now defined as the subspace of W 2,2
Remarks 2.11 .
(i) The new definitions are compatible with the previous ones when we had
(ii) The following property is true :
with σ j = ±1, for j = 1, · · · , ν 1 .
(iii) When we work under the condition (2.4), the orbit of q by the group § Σ ν 1 ,d , which acts effectively on the ν 1 first variables and trivially on the other variables, is the same as the orbit of q by the group Σ d , has 2 ν 1 distinct points.
(iv) S q is stable by complex conjugation and by the action of the group
, where S R q denotes the space of the real valued functions of S q .
Proposition 2.12
Proof.
There exists actually a family of projectors defined by :
These projectors satisfy :
Moreover Π σ is the projector of S q onto W σ (q) .
A particular role will be played by the projector Π σ 0 corresponding to σ j = 1 for all j = 1, · · · , ν 1 . σ 0 corresponds at the neutral element of the groupΣ ν 1 ,d , identified with the neutral element of Σ d .
We now consider the group generated by the T j 's (j = 1, · · · , ν 1 ) and according to finite group theory we can have an alternative decomposition of S q by using the family of projectors
A particular role is played by τ 0 = (−1, −1, · · · , −1) and by P τ 0 S q which corresponds to the partially antisymmetric states with respect to the ν 1 first variables.
More explicitely, we have
Corresponding to proposition 2.6 we have Proposition 2.13 . The map P τ 0 is a bijection from W q onto P τ 0 S q . Moreover the inverse is given by 2
Proof. This is a consequence of the properties (2.14) and (2.15).
We finally would like to consider real spaces. We have seen that the second decomposition commutes with the complex conjugation and we can consequently consider the partially antisymmetric real space (with respect to the ν 1 first variables). One can now recognize the "real" space of W q which is characterized by the Definition 2.14 . Let W Rκ q be the "real" subspace of W q determined by the condition Ku = u where K is given by
Then we have corresponding to lemma 2.9
Lemma 2.15 .
All what has been done for the pair of spaces (W q , S q ), can be done by restricting all the constructions to a spectral subspace of a selfadjoint operator commuting with Γ, T j , and g j (j = 1, · · · , ν 1 ).
We have not used all the properties. According to our conditions on q, these spaces W q are left invariant by the T j 's (j = ν 1 + 1, · · · , d). For the j s corresponding to q j = 0, it is natural to consider the space which is invariant with respect to the T j 's (j > ν 2 ). This is indeed what is observed for the free Laplacian and what will be proved later in general.
For the j's corresponding to q j = 1 2 , one can decompose the space using the 2 ν 2 −ν 1 commuting projectors P τ associated to τ ∈ {−1, +1} ν 2 −ν 1 , and
This can be combined with the decomposition associated with the family
Finally, we have to analyze the multiplicity, for each of the spectral spaces attached to the ground state energy of H q restricted to the symmetry spaces :
As we shall see, we will reduce the analysis to the particular case when τ = τ 0 = (1, . . . , 1) (totally symmetric (ts) with respect to the T j such that q j = 0 ) and τ = τ 0 = (−1, . . . , −1) (totally antisymmetric (ta) with respect to the T j such that q j =
2
). So it is natural to introduce :
which, for a given q, will be the domain of our basic operator.
Note that we will also use in one of our statements the space defined by
It is immediate to see that
The reduced problem
For each of these spaces W
Rκ,τ ,τ q
, one has to analyze the multiplicity for the free Laplacian and then to analyze what is going on by deformation, with respect to α. Actually, we will only analyze the case when τ = (1, 1, . . . , 1). We will indeed prove in Section 9 that this gives the same ground state and the same multiplicity as for the space W , then
23)
where τ 0 = (1, · · · , 1) and τ belongs to {−1,
In particular, the multiplicity of λ τ q is the same as the multiplicity of λ τ ,τ 0 q and the corresponding ground state is symmetric with respect to the T j , for
If we then show that for each τ the multiplicity is one, we get that the multiplicity is bounded by 2 ν 2 −ν 1 . Indeed, for the case of −∆ restricted to W q one easily verifies that the multiplicity of the lowest eigenvalue is exactly 2
So we will show the following
be the ground state energy of H q,τ ,τ 0 . Then the multiplicity of λ
Note that this result will give the general case of the main theorem, if we observe that our symmetry considerations give the following Proposition 2.18 . Suppose that q ∈ [0,
Counting the cardinality of the set of the τ gives then the theorem in full generality. The multiplicity statement is due to the possible crossing of two λ τ q with different τ .
2.3.3
The analysis corresponding to one τ is sufficient.
Proposition 2.19 . Suppose that we have shown that, for any V satisfying (1.2) and (1.3), the multiplicity of λ τ 0 ,τ 0 q , with τ 0 = (−1, . . . , −1) is one. Then the same property is true for any V satisfying (1.2) and (1.3) and any τ ∈ ({−1, +1}) d .
Proof. Let us define, for ν 1 < j ≤ ν 2 , byĝ j the translation operator by
with (e j ) k = δ jk (δ being the Kronecker symbol). In general, these operatorsĝ j do not commute with H, and this is why we have to assume in the proposition, that we have the property for any V . The point is now to observe that through these translations one can exchange the symmetry spaces corresponding to different τ .
Let us see this first in one variable. Let u be an anti-periodic, symmetric function. Thenû defined byû
is an anti-periodic, antisymmetric function.
The extension to higher dimensions does not create new problems. We use this trick for the variables x j corresponding to the j such that τ j = 1.
By this procedure, we have sent the initial problem to a new problem with τ = (−1, . . . , −1) and a new V which satisfies also (1.2) and (1.3) obtained from V by translationsĝ j in some directions.
More precisely, the translation byĝ j sends W
Remark 2.20 . Note that if V is invariant with respect to some of these translations (smaller period), then we get isospectrality between the restriction of the Hamiltonians restricted to the representation spaces corresponding to some τ . To be more specific, if V is in addition periodic with period 1 2 in the j-th direction for some ν 1 < j ≤ ν 2 , then the problems relative to τ and (τ (j) ) are isospectral. There is no reason for this isospectrality in general.
3 Perturbation theory.
Kato's theory
We shall consider the family of operators H q (α), defined for α in a complex neighborhood of the interval [0, 1],
We recall that W 
This family of operators, H q (α), is a type A family in the sense of Kato [6] and hence standard perturbation theory applies.
Furthermore we know from standard perturbation theory that there is a way for choosing the eigenvalues depending analytically of α. This is particularly simple when the eigenvalue is of multiplicity one and it is easier in this case to choose eigenfunctions depending smoothly on α. We shall also need a more precise result at a possible change of multiplicity (see below Lemma 3.3).
The case α = 0.
We note for further reference that, for given q and for α = 0, a ground state of −∆ in W Rκ,ta,ts q is given by
and we recall that the projector P τ 0 associates to u q (0)
The corresponding eigenvalue is
It is then easy to see that the corresponding multiplicity satisfies
Starting the deformation argument
Let us consider our family of operators H q (α) restricted to W Rκ,ta,ts q
Kato's perturbation theory implies
There is a δ > 0 such that m(λ ta,ts q (α)) = 1 , for |α| < δ (3.6) and Lemma 3.3 . Let U q (α 0 (q)) denote the eigenspace of λ ta,ts q
is one-dimensional and U 2 q (α 0 (q)) is orthogonal to it.
4 Zero sets of the associated real totally antisymmetric states.
As in [3] and [4] the zero set of some real totally antisymmetric state will play an important role. Let us mention however some difference here. In the case of the strip, this associated real antisymmetric state was the imaginary part of the groundstate. Here this is no more the case and the operation u → u has to be replaced by u → P τ 0 u.
The zero set of v q (0).
It is useful to analyze first the case when α = 0. Recall that we have by (3.2)
Further we can split each M j into two disjoint sets, M j,0 and M j,1 with
Let us observe that
Definition 4.1 . We define the special nodal set by
The hyperplanes appearing in N 0 q will be call special canonical hyperplanes.
We notice that, if all the q j 's are all irrational, then the only special hyperplanes are given by {x = 0} for 1 ≤ ≤ d.
We also introduce, for some eigenstate u ∈ W Rκ,ta,ts q
Here as in (2.17), M(u) = N (P τ 0 u) is well defined. Note that, since P τ 0 is a projection operator, any two u q and u q such that u q = Π i∈I T i u q with I a subset of {1, 2, · · · , d} will have
More generally we introduce for α < α 0 (q) for an associated groundstate u ∈ W Rκ,ta,ts q
Actually the analysis of N q (α) will be crucial in the sequel.
Locally in α, we will always choose an analytic family of u α . Using lemma 3.3, we can also have a natural definition for N q (α 0 (q)) by taking u ∈ U 1 q (α 0 (q)).
Preliminaries on the zeroset of totally antisymmetrized real states.
In the following we will investigate N q (α).
Proof of Lemma 4.2. The case j ≤ ν 1 . Let j such that cos(2π j q j ) = 1, for some j ∈ Z. It is enough to show that
This corresponds to an hyperplane determined by
. For this we observe that, if sin(2π j q j ) = 0, then, by (2.12) and the antisymmetry of v,
The case ν 1 < j ≤ ν 2 We first observe that in this case, we have j ∈ 2Z and the special hyperplane corresponds to x j = k j for some k j ∈ Z. We have only to use here that v is antisymmetric with respect to T j .
Nodal sets and orbits
We would like to analyze the properties of the states u q in W Rκ,ta,ts q and of the associated v q .
and that, for some 1 ≤ j ≤ ν 1 ,
Let P := P (∂ x 1 , . . . , ∂x j , . . . , ∂ x d ) be a differential operator with constant coefficients, for which no differentiation with respect to x j appears. Assume in addition that (P v q )(x 0 ) = 0, then
(4.10)
Proof. Let x 0 satisfy (4.7) and (4.8). Then, since v q is totally antisymmetric, we have in particular that
This implies that for j = 2y j ,
We apply (2.12), with k = j .
When q j is irrational, then (R j v q )(x 0 ) = 0. (2.13) shows that (g k j R j v q )(x 0 ) = 0 for k ∈ Z and hence by (2.12) also that (g k j v q )(x 0 ) = 0 proving (4.9) for q j irrational. Now consider the case that q j is rational. If sin 2π j q j = 0 then we can proceed as above. Hence assume that sin 2π j q j = 0. This implies that | cos 2π j q j | = 1. If cos 2π j q j = 1 then remembering that j = y j we see that y j ∈ M j,0 contradicting our assumption (4.8). So it remains to consider the case cos 2π j q j = −1. (2.13) implies
(4.12) ¿From (2.2) and the definition of R j it follows that
which means that R j v q is symmetric with respect to the reflection T j . We hence obtain (R j v q )(x 0 ) = 0 and from (2.13) that for any k ∈ Z, (g k j R j v q )(x 0 ) = 0. By (2.12) we have again that x 0 + e j Z ⊂ N (v q ), proving (4.9) for the rational case.
The proof of (4.10) does not lead to any new difficulties, since differentiating the equalities like (4.11) appearing in the proof with respect to the variables x ( = j) does not change the argument. The partial derivatives ∂ x are indeed commuting with T j and R j when = j. 5 Nodal sets and continuity
Nodal sets for solutions of the Schrödinger operator
As in our previous work [3] and [4] we have to describe the qualitative behaviour of zerosets of real valued distributional solutions of elliptic partial differential equations. We start with a classical result of Bers [1] .
Let Ω ⊂ R d and suppose that W ∈ C ∞ (Ω) is real valued. Suppose w is a nontrivial distributional real valued solution of
in Ω. Then w ∈ C ∞ (Ω) and for all x 0 ∈ Ω there is a homogeneous harmonic polynomial P M ≡ 0 of degre M ≥ 0 such that
in a neighborhood of x 0 .
Remark 5.2 . There are much more general versions of this proposition. In particular one can allow for a wide class of W and there is also a suitable reformulation if we have instead of the Laplace operator a general elliptic operator of second order.
On harmonic polynomials
Before we continue, let us collect in a lemma useful results about homogeneous harmonic polynomials P :
Lemma 5.3 . a). A homogeneous harmonic polynomial cannot be of constant sign, unless it is constant. b). A homogeneous harmonic polynomial which vanishes on ∪ j∈I {x j = 0} can be written in the form
and where |I| denotes the cardinality of I. Moreover, Q M −|I| cannot have a constant sign inside Ω + := ∩ j∈I {x j > 0} unless it is constant. c). Let P M be a homogeneous harmonic polynomial of order M , such that
for some constant c = 0.
Proof:. First, (see for example [9] ), we have for any homogeneous harmonic polyno- 
Continuity
We are interested in the dependence of M q (u q (α)) = N (v q (α)) and in particular of N q (α) upon α. We recall from (4.6) that N (v q (α)) = N 0 q ∪ N q (α) and that, while N 0 q is independent of α, N q (α) depends upon α.
Proposition 5.4 . Suppose 0 < α < α 0 (q) and that
Then there is an > 0 such that
Vice versa, assume that 0 < α < α 0 (q) and that
Then, for each > 0, there is a δ > 0 such that for α − δ < β < α + δ
Proof.
We recall that v q (α) was constructed as an analytic family (with respect to some parameter α) of real local solutions of a second order elliptic equation with real coefficients, depending also analytically on α :
We start with the proof of the first part of the proposition. Hence we want to show that (5.5) implies (5.6). There are two possibilities, (i) x 0 ∈ N 0 q and (ii) x 0 ∈ N 0 q . In case (i) the implication follows just from the continuity of v q (α) with respect to α.
For the case (ii), namely x 0 ∈ N 0 q \ N q (α), we will use the consequences of Proposition 5.1. Without loss assume that
where I is a subset of {1, 2, . . . , d}. Or more explicitely
Using Lemma 5.3 (point c), we get immediately
in a neighborhood of x 0 , where the leading harmonic polynomial is just the first term on the right hand side. In particular
and satisfies in addition (5.9) then the the left hand side of (5.11) equals zero, hence the leading homogeneous harmonic polynomial must have a degree strictly larger than |I|.
Remark 5.6 . The property (5.11) continues to hold now by the continuity with respect to α also for β ∈ (α − , α + ) for sufficiently small > 0, proving the first assertion of Proposition 5.4.
Next we are going to prove that (5.7) implies (5.8). Again we have two cases:
Case (i) follows again immediately from continuity. To be more precise x 0 ∈ N q (α) implies that in any ball B (x 0 ) = {|x − x 0 | < } there are two points, say x + , x − with (v q (α))(x + ) > 0 and (v q (α))(x − ) < 0. This is a consequence of Bers's Theorem and of a) in Lemma 5.3. One can also use Harnack's inequality (see for instance [2] .) If β is sufficiently close to α, the signs of (v q (β))(x ± ) will not change by continuity, hence along any path joining x + and x − , v q (β) will have a zero.
Finally we have to consider case (ii). As in the proof of the first part of our proposition we assume x 0 = (y 1 , y 2 , . . . , y d ) with y j ∈ M j,0 for j ∈ I. It suffices to show that v q (α) has for every > 0 both signs in
¿From proposition 5.1 and lemma 5.5 we have
with M > |I|. Hence it suffices to show that P M (x − x 0 ) has both signs in B for all > 0. First we note that P M (x − x 0 ) vanishes identically on the set {x ∈ R d | x j = y j }, and therefore has the form
where Q is a homogenous polynomial whose degree must be at least one. We then use Lemma 5.3.
Nodal sets and canonicity
Although it will not appear explicitely in the notations, all the notions of canonicity which will be considered depend on the choice of a given q ∈ [0, 
Canonicity
We recall that M j,0 and M j,1 were introduced in (4.3). Suppose z ∈ M j,1 for some 1 ≤ j ≤ ν 1 . For each z ∈ M j,1 , let J(z) be the largest open interval containing z such that J(z) ∩ Z/2 = ∅, so that the endpoints of J(z) are points in Z/2 and so that J(z) is an interval of length 1/2. Define
and let
and is just a thickening of N q (0) in which N q (α) should be contained for small α. We also observe that ∂A q is an union of hyperplanes defined by {x j = y j } for some j ∈ {1, · · · , ν 1 } and some y j ∈ ∂J j . Definition 6.1 . We call normal canonical hyperplane any hyperplane contained in ∂A q .
Remembering the definition of a special canonical hyperplane (cf Definition 4.1), we get the natural notion of canonical hyperplane, this hyperplane being normal or special according to the previous definitions.
For a given open set Ω in R d , we will say that v q (α) is canonical in Ω if
A suitable definition for the case that Ω is closed will be given in the next subsection.
One crucial step in the proof of our result is the following proposition:
We will give the proof in the next sections.
Localized canonicity.
We introduce various notions which will be useful for our considerations. In particular we will have to investigate, having proposition 5.4 in mind, how canonicity can be violated. For this purpose we introduce a localized version of canonicity.
Definition 6.4 . We shall say that a box L is canonical if there exists
and if the {x j = k j } are normal canonical hyperplanes.
Remark 6.5 . Note that this definition implies that the k j are half integers, hence satisfy 0 < k j ∈ N/2 . Note also that we do not need to localize with respect to the variables x j (j > ν 1 ). The simple reason is that we shall consider sets which are invariant by the translations g j (j > ν 1 ). In particular we observe that
This is an immediate consequence of (2.10) and of our choice of symmetries.
We observe that the union of canonical boxes cover R d and this will be enough for analyzing the localization of the nodal sets using the symmetries of our eigenstates. In analogy to definition 6.2 we introduce for a given closed box the notion of L-canonicity.
¿From this definition it is natural to formulate the following
When ν 1 = d, the proof of the lemma is immediate from Proposition 5.4 because L is compact. When ν 1 < d, Remark 6.5 permits us to work with
. Note that the reduction to the compact case is important. A difficulty occurs, in the non compact case, when N q (α) is canonical, but the distance of N q (α) to ∂A q is equal to zero. Typically this is the case when the q j 's are irrational (look at the function t → sin 2πqt). This is why we introduce here this localization in canonical boxes.
Observing that, for α = 0, v q (0) is canonical (see (4.2) ), the proof of the lemma gives also
Breaking of local canonicity
We would like to analyze how the local canonicity can be lost for the first time when increasing α. Lemma 6.8 says that this can only occur for α > 0. According to Lemma 6.7 , it is natural to introduce the Definition 6.9 . For a given canonical box L, we define a critical α 1 (q; L) by
, and otherwise by
Notice that we have already shown (cf Lemma 6.8) that
and that, by Lemma 6.7,
Former local canonicity
For a given L, we now analyze the notion of former L-canonicity for v q (α 1 (q; L)). By definition, assuming that α 1 (q; L) < α 0 (q), v q (α) is an analytic family (with respect to α) such that v q (α) is L-canonical for α < α 1 (q; L) and we observed already that v q (α 1 (q; L)) is not L-canonical. We first note that by continuity, v q (α 1 (q; L)) has the following weaker property of local canonicity:
This leads to the introduction of the localized touching set:
Remark 6.11 . We observe that a touching point necessarily belongs to at least one normal canonical hyperplane.
The role played by this touching set appears in the following
Proof.
Let us first express that v q (α 1 (q; L)) is not L-canonical. We consider a decreasing family of open neighborhoods V n of L, such that ∩ n V n = L, and V n+1 ⊂ V n . For each n, there should be some point z n in N q (α 1 (q; L)) ∩ V n such that z n ∈ A q . Using Remark 6.5, we can in addition impose that z n is bounded. Let us extract a converging subsequence still denoted by z n and let us consider the limit z ∞ . It is clear that z ∞ belongs to N q (α 1 (q; L)) ∩ L and that z ∞ ∈ A q . So it remains to show that z ∞ ∈ ∂A q . We discuss now two possible cases If z ∞ was in the interior of L, we would get a contradiction by continuity unless z ∞ ∈ ∂A q . If z ∞ ∈ ∂L, then z ∞ ∈ A q because our box is canonical and is not in A q by the previous step. Consequently z ∞ ∈ ∂A q . 2
Our aim is to show that α 1 (q; L) = α 0 (q; L), the basic idea would be to prove that this touching set is actually empty.
From local to global
The proof of Proposition 6.3 will be an immediate consequence of the following Proposition 6.13 . There exists an increasing exhausting sequence
¿From now on, we will work on the localized problem. An additional condition on the canonical boxes will be given in (7.5).
7 Proof of Proposition 6.13.
Preliminary remarks
The proof of Proposition 6.13 is tailored after similar considerations in [3] and [4] which were related to the d = 1 case and the case of a strip in R 2 . It was possible in these papers to avoid at this step the localization by treating first the rational case and then to treat the irrational case by a comparison with the rational case. The proof given here will not distinguish between the two cases, the only difference between rational and irrational being the presence or not of nontrivial special hyperplanes.
We recall that we have to analyze how the local canonicity can be broken in a canonical box L and we proceed by contradiction. Hence we assume by contradiction
The contradiction, will be shown for boxes L := L(k) such that inf j k j is large enough in a sense which will be given in (7.5).
Let us first consider as a warm up the case when d = 1 or d = 2.
The case d = 1
Of course for d = 1 the result (and much more [8] ) is known and treated in [3] and [4] . Our canonical box L is some interval L(k) := [−k, k] where k is a half integer. By former local canonicity,
The breaking of L(k)-canonicity has to occur at a touching point t 0 ∈ [−k, k] which is a half integer. By Lemma 4.3, t 0 + Z belongs to the nodal set of v. Each of these points should belong to the boundary of a closed interval containing exclusively one zero of the function t → f q (t) = sin 2πqt. This implies a contradiction as follows. We recall here the argument of [4] . Let us consider the function f q with q ∈ (0, 1 2 ). Let P t 0 = {t 0 + Z}. The argument is then simply that P t 0 cannot have the property P 0 that, for any t ∈ P t 0 , there exists s(t) such that |s(t) − t| < 1 2 and sin 2πqs(t) = 0. The contradiction is obtained by counting, for k ∈ N large, the numbers of zeros of the function f q in [−k, k]. By the property P 0 , we would find that this number is larger than 2k − 1, in contradiction with the computation based on the repartition of the zeros of the sinus function, which gives a number asymptotic to 4qk as k → +∞.
Here we keep for future reference the property which was used: Lemma 7.1 . For any q ∈ (0, 1 2 ), there exists a constant K(q) such that, for all k ≥ K(q) the number of zeroes in [−k, k] of the function s → sin 2πqs is less than 2k − 2.
So we have shown that for any k such that L(k) is canonical and
there cannot be any touching point, in contradiction with Lemma 6.12.
The treatment of the limiting cases q = 0 and q = 1 2 is easy. This ends the proof of the one-dimensional case.
The case
We consider a canonical box L = L(k 1 , k 2 ) and we assume in addition that
3)
The breaking of canonicity should occur at a touching point x 0 ∈ L such that at least one component y j satisfies.
Without loss of generality, we can suppose that j = 1. The point x 0 necessarily belongs to a normal canonical hyperplane H 1 (y 1 ) := {x |x 1 = y 1 }.
In this case, we have seen by Lemma 4.3 that x 0 + Ze 1 with (e 1 ) = δ 1 also belongs to the nodal set of v, N (v). The first coordinate of x 0 being a half integer, we observe that all the points x 0 + pe 1 (p ∈ Z) have the same property.
There are actually two exclusive cases.
In the first case, each of the points of x 0 +pe 1 (p ∈ Z) meets a canonical hyperplane orthogonal to e 1 and, using Lemma 7.1 and condition (7.3), this would imply too many zeros for the function t → sin 2πq 1 t.
In the second case, there exists n 1 ∈ Z such that x 1 := x 0 + n 1 e j is a zero which does not belong anymore to some canonical hyperplane H 1 orthogonal to e 1 .
But this implies that, x 1 should, for some y 2 := (x 1 ) 2 ,
• either belongs to a special canonical hyperplane H 2 (y 2 )
• or to a normal canonical hyperplane H 2 (y 2 ).
In the first sub-case, we use the second part of Lemma 4.3 and get a contradiction with the property that, at this point, the normal derivative of v with respect to the special canonical hyperplane H 2 (y 2 ) should be not zero. We can indeed verify first that ∇v(x 0 ) = 0 because at x 0 we have in this case
, where q is a C ∞ function. We use Lemma 4.3 for getting the property ∂ x 2 v(x 1 ) = 0. (Note that the tangent derivative of v along H 2 (y 2 ) is zero, because H 2 (y 2 ) is a special hyperplane. So we have also ∂ x 1 v(x 1 ) = 0.)
In the second sub-case, we can come back to the argument of the first case, with j = 1 replaced by j = 2.
This achieves the proof when d = 2 under the condition that k 1 and k 2 satisfy (7.3). It is indeed easy to find an exhausting family of canonical boxes L (n) satisfying (7.3) and this achieves the proof of Proposition 6.13.
Border subcases
The limiting cases do not lead to new difficulties. The only cases which remain are :
). This case is treated as a one dimensional case (see for example the strip case in [4] ).
• q 1 ∈ (0,
This case is treated as the second case.
The case d > 2: recursion argument
We consider a canonical box L(k) satisfying
As a consequence of the definition in (6.11), the touching points in T q (α 1 (q; L); L) should belong to the intersection of some canonical hyperplanes, one at least being normal.
For each point x 0 in T (α 1 (q; L); L), we denote by k(x 0 ) the number of these canonical hyperplanes and by k s (x 0 ) the number of the special hyperplanes in which x 0 lies.
Let us now show how we arrive at a contradiction. Let
k(x) . (7.7)
By the second inequality of (7.6), there exists 1 ≤ j ≤ ν 1 such that the hyperplane H j (y j ) is a normal canonical, where y j is the j-th component of x 0 . We denote by J sp (x 0 ) the set of the 's such that x 0 belongs to a special canonical hyperplane orthogonal to e . Let us observe that, by the second statement of Lemma 5.5, we have Π ∈J sp (x 0 ) ∂ x v (x 0 ) = 0 .
(7.8)
As for d = 2, we consider two cases. In the first case, the argument is identical to the one described in the case d = 2 and we get a contradiction with (7.5).
In the second case, we observe that, for a new x 0 denoted by x 1 (x 1 = x 0 + p j e j ), the number k(x 1 ) of the canonical hyperplanes containing x 1 is equal to k(x 0 ) − 1. On the other hand, the number k s (x 1 ) of the special hyperplanes containing x 1 remains equal to k s (x 0 ).
, that is if k s (x 0 ) < k(x 0 ) − 1, then x 1 is a touching point in T (α 1 (q; L); L).
Proof. The claim follows by inspection of higher derivatives. One should transport the information that there would be a contradiction to L-canonicity at x 0 if x 1 was not touching. This statement is clear when x 1 did not belong to any special canonical hyperplane. We know indeed that v(x 1 ) = 0 and it should belong to a normal canonical hyperplane (hence touching by former canonicity). When x 1 belongs to some special canonical hyperplanes, we observe that all the derivatives of v at the point x 1 with respect to the variables defining these special hyperplanes are equal to zero. If locally near x 1 , v −1 (0) was just the union of these special hyperplanes, we get a contradiction, with Lemma 5.5.
We have then a contradiction with the minimality of k(x) for x 0 .
It remains to treat the case when k s (x 1 ) = k(x 1 ), that is if x 1 is exclusively in the intersection of special hyperplanes. This argument fails, because x 1 is no more a touching point. One again gets a contradiction in the following way. First, we can apply Lemma 4.3 which gives remembering (7.8):
Π ∈J sp (x 0 ) ∂ x v (x 1 ) = 0 .
(7.9)
But this is in contradiction with the inequality (5.11) given in Lemma 5.5 and applied at the point x 1 .
Remark 7.3 . Note that the variables ν 2 < j ≤ d, are dummy variables in all the discussion.
Variational principle and canonicity
In this section we give the proof of Proposition 2.16 whose role was explained in Subsubsection 2.3.2. We recall indeed that in the case when some of the q j are equal to zero, there is a specific problem to solve. We have shown that the multiplicity is one under the additional restriction that the state is totally symmetric with respect to these variables and say totally antisymmetric with respect to the variables corresponding to q j = 1 2
. We would like to show that the multiplicity is one without this assumption that the state should be totally symmetric with respect to the variables corresponding to q j = 0. As done in the paper [3] in another case, we shall implement the variational principle.
Let us treat for simplicity the case when d = 2 and q = (q 1 , 0). According to the symmetry with respect to T 2 the space W (j ∈ Z). These lines determine bands of width 1 2 . Letû a the symmetric and periodic function with respect to T 2 which coincides with u a in the band 0 < x 2 < (I − T 1 )û a has the same properties and is not canonical. This gives the contradiction.
Remark 9.2 . The proof is not limited to this particular case. The small modifications in the general case are left to the reader.
