We investigate plane steady flows of a viscous, isothermal, compressible fluid past an obstacle, with nonzero velocity at infinity. Using the decomposition of the velocity field onto its compressible and incompressible parts, we prove an existence and uniqueness theorem, under the assumption that the external data are "sufficiently small".
Introduction.
Over the last ten years, a great interest has been devoted to the study of the Navier-Stokes equations in exterior domains for the incompressible case (see e.g. [3] , [4] , [8] , [9] , [10] , [14] , [15] , [21] , [24] (Vol. I, Chapters 5, 7, Vol. II, Chapters. 9, 10), [27] , [31] , [32] , [35] , [40] , [41] , [47] , [56] ) and, more recently, also for the compressible case (see [37] , [38] , [39] , [36] , [44] , [45] , [48] ). In general, exterior fluid dynamical problems present further essential difficulties compared to the interior ones (bounded domains). In the incompressible case, this was first pointed out by J. Leray in his celebrated paper of 1934, cf. [34] . Actually, for flow past an obstacle, in spite of great effort of prominent mathematicians, there are several basic questions which are yet to be answered. In particular, existence and uniqueness of plane flows offers several unsolved and challenging features.
The present paper is devoted to the investigation of the steady compressible isothermal flows (governed by Poisson-Stokes equations) in twodimensional exterior domains.
In order to describe the difficulty of the problem, we wish to briefly recall the main results which are known for incompressible fluids. In this case, we have the following Navier-Stokes equations
(1.1)
Here v, p are unknown velocity and pressure, respectively, f is a (given) external force, µ > 0 is the (constant) viscosity of the fluid and v ∞ is a given constant velocity at infinity. Moreover, Ω is a domain exterior to a compact region (with sufficiently smooth boundary).
The steady flows in threedimensional and twodimensional exterior domains are qualitatively very different as well as different are the contributions furnished towards their mathematical resolution. Actually, in three dimensions, there is an exhausting mathematical theory including a very detailed description of the asymptotic properties of solutions. This investigation starts with the fundamental work of Leray [34] , where he shows the solvability of (1.1) for data of arbitrary size in the class of solutions having the finite Dirichlet integral:
The study of Leray's solutions and of their asymptotic structure has been successively continued and completed by the works of Fujita [21] , Finn [17] , [18] , [19] , Clark [13] , Babenko [5] , Galdi [23] , [24] , [25] , Farwig [16] , Heywood [30] , Novotny and Padula [47] and others. However, in the twodimensional case, the literature furnishes much less complete results. Specifically, as in the threedimensional case, Leray proved the existence of a solution to (1.1) 1−3 , for large data, having the finite Dirichlet integral (1.2), but he did not succeed in showing that such a solution tends to the prescribed velocity at infinity. This is due to the fact that the condition (1.2) is not sufficient (unlike threedimensional case) to control, even in a very weak sense, the behaviour at infinity of the function v itself 1 . This problem remains still open, only partial answers having been given. Precisely, Gilbarg and Weinberger [28] , [29] and Amick [3] proved that, if f = 0, for any Leray's solution there exists a constant vector v 0 such that v → v 0 at infinity; if v 0 ≡ 0 then the convergence is in the mean, otherwise being pointwise and uniform. However, they do not prove whether v 0 = v ∞ . Furthermore, Amick [4] , using an auxiliary result of Smith [55] , shows that if v 0 ≡ 0 and v → v 0 uniformly pointwise, then v(x) = v 0 + O(|x| −1/2 ). By using a different method, Finn and Smith [20] proved for v ∞ ≡ 0 existence and uniqueness of solutions for f ≡ 0 and small v ∞ such that v(x) = v ∞ + O(|x| −1/2 ). Several attempts have also been made in order to apply fixed point theory in suitable L q spaces. In this respect, there has been an intensive study for corresponding linearized systems (that is Stokes-like, if v ∞ = 0, or Oseen-like, if v ∞ ≡ 0), cf. Galdi and Simader [27] , Galdi [23] , [24] , Kozono and Sohr [32] , Borchers, Miyakawa [8] . However, these studies have revealed, so far, insufficient to produce results for the nonlinear theory, at least when v ∞ = 0, because of Italian C.N.R. and 40% and 60% contracts with MURST. The work of A. Novotný was partially supported by G.N.F.M. of the Italian C.N.R., during his stay in Ferrara. The authors thank the referee for helpful suggestions.
Equations.
We consider a viscous steady isothermal flow of a perfect gas in a twodimensional exterior domain Ω ⊂ R 2 ; it is governed by the following system of equations for unknown functions v = (v 1 , v 2 ) (the velocity) and ρ (the density):
Here µ 1 , µ 2 are shear and bulk viscosities which are supposed to be constants satisfying the relations
and f is the density of the external body forces. The boundary conditions and conditions at infinity are
Here v ∞ = 0 is a nonzero constant vector which can be taken (without loss of generality) in the direction of
The equations for the perturbations
where
Therefore, it is useful to investigate first the linearized system 4 ) where the unknown functions are σ, v while w, F are given quantities. Problem (2.4 ) with v ∞ = 0 in exterior threedimensional domains was investigated by Novotný and Padula [45] (see also Novotný [43] , [44] , Padula [49] , [50] , Novotný and Penel [48] ). 3 However, to our knowledge, no results are available in twodimensional case.
It is useful, for our purposes, to consider the following system which is slightly more general than (2.4 )
This system presents two major difficulties: 1) the well known difficulties of 2-D elliptic exterior problems (similar to those met in all linearizations of the incompressible Navier-Stokes equations); 2) the difficulties related to its mixed elliptic-hyperbolic character (which is characteristic for all linearizations of compressible Navier-Stokes equations). The analysis of (2.4) in two dimensions differs essentially from that one in the 3-D case. Unlike three dimensions, we need very sharp estimates "anisotropic in space" and "nonhomogenous" in v ∞ . The form of these estimates is conjectured by the well known structure of 2-D Oseen tensor (especially by its summability and rescaling properties), and from what is known for 2-D exterior Oseen problem. In this respect, the splitting inspired by [45] (called the decomposition method), plays an essential role.
The investigation of the fully nonlinear system (2.3) for small data is carried out by a perturbation method. Unlike 3-D case, the "anisotropic"
estimates with the precise dependence on v ∞ for the system (2.4 ) along with the correct understanding of the internal structure of the nonlinearity (2.3) 2 , are inevitable for performing the fixed point argument.
The Decomposition Method.
To solve the nonlinear problem, we apply a Banach fixed point theorem (see e.g., Zeidler [58] ) to the nonlinear operator
where (σ, v) is a solution of the linear system (2.4) corresponding to w, and
To show existence of solutions for the linear system (2.4), we use the following decomposition method introduced by Novotný and Padula [45] :
We look for v in the form
with ν the outer normal to ∂Ω. For a fixed w, Ψ, and g, we define a formal linear map
as follows: (i) For a given τ we solve a Neumann problem
for the unknown function ϕ.
(ii) Once ϕ is known, we solve for a given F, the nonhomogenous Oseen problem for the unknown functions (Π, u)
(3.5) (iii) Then, given Π and ϕ and w, σ is found as a solution of the transport equation:
If a "sufficiently smooth" fixed point σ of L exists, then σ and the corresponding field v = u + ∇ϕ satisfy the original system (2.4), as the reader can easily verify. Once the estimates for the linear auxiliary problems (3.4), (3.5) , and (3.6) are obtained, the proof of the existence of a fixed point relies on the following fundamental considerations: (i) The term div(σ(w + v ∞ )) in (3.6) contains the same order of differentiation for σ as the leading term in the equations; therefore, it cannot be considered as a perturbation; rather, it has to be treated as a linear term.
(ii) In the transport equation (3.6), the quantities σ and div(σ(w + v ∞ )) have the same summability and regularity; therefore, for a given w, the field τ should be chosen in such a way that its regularity coincides with that of div(τ (w + v ∞ )).
For this choice of w, the second derivatives of div(σ(w + v ∞ )) can be estimated only by the Laplacian of div(σ(w + v ∞ )).
(iv) Equation (3.5) yields ∆Π = div F; hence, ∆Π can be estimated only in terms of the right hand side.
Remark 3.1. Similarly as in the case of flow in bounded domains and in the analogy with the incompressible case (Finn [17] ), the results we shall find here can be easily generalized to the nonhomogenous boundary condition for the velocity:
provided v * is sufficiently small in an appropriate norm and v * · ν| ∂Ω = 0. 
Functional Spaces.
Let Ω ⊂ R 2 be an exterior domain such thatΩ c = R 2 \Ω is a compact set (the superposed bar denotes the closure). Without loss of generality, we assume 0 ∈ Ω c , interior ofΩ c . The boundary ∂Ω of Ω is of class C k+3 , k = 0, 1, . . . and its outer unit normal is denoted by ν. By B R , we denote a ball in R 2 with radius R and center at 0 and set 
is the Banach space of continuous functions with continuous derivatives inΩ up to the order k; it is equipped with the usual norm |u| 
constituted by functions having zero traces at the boundary ∂Ω.
here and in the sequel, the supperposed bar with a norm denotes the completion in that norm.
is the Banach space with the norm
is the Banach space with the norm | · | 1,t , 1 < t < ∞. If 2 ≤ t < +∞ then the elements ofĤ
The dual space toĤ
and its norm is given by | · | −1,t , the dual space toĤ
* and the corresponding norm is given by | · | * ,t , the dual space to W
t (Ω) and its norm is expressed by
For a detailed description of these spaces and their properties, see Simader and Sohr [53] , Simader [52] , Galdi [24] .
If not stated explicitly, all norms we use in the paper refer to Ω, e.g., · 0,t is a norm in L t (Ω). If a norm refers to another domain, say G, then we denote it explicitly by using an additional index in the symbol of that norm, e.g.,
. We do not distinguish in the notation between the spaces of scalar and vector valued functions, e.g.
The difference is always clear from the context.
If not stated explicitely, by c, c , c i , c i , i ≥ 0, we denote positive constants which depend at most of k, q, p (eventually t), of ∂Ω and of λ 0 (where λ 0 is the upper bound for the prescribed velocity at infinity v ∞ : 0 < |v ∞ | < λ 0 ). In particular, they are independent of v ∞ . The symbols c, c may be used, even in the same estimate, to indicate distinct constants.
In the sequel, it will be of some convenience, to introduce the following Banach spaces:
with 1 < q < 3/2, p > 2 and k = 1, 2, . . . ; it is equipped with the following norm
with λ a positive parameter. The set
is a closed subset of Z. We sometimes write σ ∈ Z 1 or w ∈ Z 2 ; by this we mean precisely (σ, 0) ∈ Z or (0, w) ∈ Z. Similarly, we use the short notation for the norms, e.g.,
The set
is a closed subset of Z 2 .
For any w ∈ Z 2 and v ∞ ∈ R 2 define
This is a Banach space equipped with the norm
cf. Novotný and Padula [45] .
Finally, denote, for k = 1, . . . :
the Banach space with the norm
and by
(as usual, t denotes the dual exponent to t: t −1 + t −1 = 1) the Banach space with the norm
The spaces of traces are denoted shortly
and equipped with the usual norm
It is easily seen, that for k ≥ 1 and 1 < q < 6/5, p > 2
In the sequel, we adopt the following convention.
are the same spaces corresponding to the index k − 1 for the L p -summability and to one derivative less for the L q -summability; e.g., if we take
with the norm
Now, we recall some more or less classical results about the functional spaces, which are adapted to our situation.
where S is a unit sphere and dS is an infinitesimal element on it. If z ∈Ĥ
ii) The following characterisation holds true:
where the symbol | R 1 denotes the factorization with respect to the addition of a real constant.
In particular
Using Lemma 4.1, we derive several properties of the spaces Z, Z 1 , Z 2 , with respect to the norms · Z,λ , · Z1,λ , · Z2,λ .
Let q ∈ (1, 6/5) then 3q/(3−q) ∈ (3/2, 2), 3q/(3−2q) ∈ (3, 6), 2q/(2−q) ∈ (2, 3), and 6q/(6 − 5q) ∈ (6, +∞). Suppose that (σ, u) ∈ Z with q ∈ (1, 6/5), and
For completeness, we recall the obvious imbeddings
Main Theorems.
The objective of this paper is to prove the following main theorem concerning existence for the full non linear system.
There exists a positive constant γ 0 , dependent only of k, q, p, ∂Ω such that if
then we have: There exist positive constants γ 1 and γ 2 depending of k, q, p,
This solution satisfies the estimate
The theorem below furnishes existence and estimates for the linearized system (2.4). The proof of Theorem 5.1 essentially relies on it. 
Estimate (5.7) holds also with Z , L , D , and B in place of Z, L, D and B.
As we already pointed out in Section 4, the constants c 1 , c 2 are independent of λ. However, the estimates (5.4) and (5.7) are not uniform with respect to λ in the sense that the norms · Z,λ degenerate as λ → 0 and γ 1 , γ 2 → 0 as λ → 0, cf. (8.10).
Preliminary Results.
Consider in Ω the following Dirichlet problem ∆θ = ,
The theorem below is standard, see Simader and Sohr [53] . 
For our purpose, we need some regularity results for the weak solutions to the equation (6.1).
There exists just one solution
of the problem (6.1) which satisfies the estimate The lemmas below are also standard, [54] .
is a continuous linear functional onĤ 
Using the uniqueness arguments, we can prove
Then there exists just one solution
of the problem (6.4), which satisfies the estimate
Next, we shall investigate the following Oseen problem.
A wide analysis for a study of the above problems has been developed in Galdi [24] ; in particular, we recall the following results, see [24] Vol. II, Ch. 10 or [26] :
to the problem (6.8) which satisfies the estimate
(6.10)
The positive constant c in the estimate (6.10) is independent of λ; however, it possibly depends of λ 0 .
We also easily verify, see Appendix, the following statement about the regularity:
Then there exists just one solution (u, Π) 
(6.12)
The positive constant c is independent of λ; however, as in the previous lemma, it possibly depends of λ 0 .
Finally, we consider the steady transport equation
with the condition
For the proof of the following statement see Theorem 6.3 in [42] .
There exists γ > 0 such that if
satisfying the estimate
(6.14)
Moreover we have
and
(6.15)
Proof of Theorem 5.2.
We prove that the operator L formally defined by (3.3) (see (3.4)-(3.6)) has the following properties: (i) If w ∈ Z 2 ⊂ Z 2 , and λ and w Z2,λ are sufficiently small then it is defined on W w+v∞ (Ω) (provided F ∈ L, g ∈ D and Ψ ∈ B).
(ii) It is a contraction on W w+v∞ (Ω) and therefore there exists a unique fixed point σ ∈ W w+v∞ (Ω).
(iii) The couple (σ, v) with σ being the fixed point of L, σ ∈ W w+v∞ (Ω) ⊂ Z 1 and v = u+∇ϕ ∈ Z 2 , where ϕ is a (unique) solution of the problem (3.4) (i.e. ∇ϕ ∈ Z 2 ) corresponding to τ = σ and u ∈ Z 2 is a (unique) solution of the problem (3.5), satisfies system (2.4) and the estimate (5.7). Recall that for 1 < q < 6/5, 3q/(3 − q) ∈ (3/2, 2), 3q/(3 − 2q) ∈ (3, 6), 2q/(2 − q) ∈ (2, 3) and 6q/(6 − 5q) ∈ (6, +∞). Put λ = |v ∞ |. Lemma 6.2 applied to problem (3.4) gives
Here we list some important consequences of the Sobolev inequality and the interpolation arguments:
(Ω), actually, this follows from the following inequalities
(ii) The inequality below is the well known Sobolev inequality
(iii) By using the imbedding theorems for Sobolev spaces and (4.1)-(4.5), we deduce the following estimates
(v) Finally, we have the estimate 
Here, we have denoted, to simplify the notation
We find from the definition of the traces
If s = q, since q < p and ∂Ω is compact, we get
Employing the Gagliardo theorem about the traces, we therefore get Now, we can apply Lemma 6.4 to the equation (3.5) . To estimating the boundary integrals, we use the inequalities (7.11), (7.12) , and consequently estimate (7.9), and thus get (recall that λ 1/3 ≤ | ln λ| −1 λ 2(1−1/q) < 1, for λ sufficiently small and q ∈ (1, 6/5)):
Taking div of (3.5), one gets ∆Π = div F which yields estimates
Applying Lemma 6.5 (estimate (6.14)) to the problem (3.6) and taking into account (7.13), one obtains
Moreover, again by Lemma 6.5 (estimate (6.15)) and in virtue of (7.14), one gets
Estimates (7.15), (7.16) imply
For any fixed λ > 0, the norms
are equivalent in W w+v∞ (Ω). Therefore, the last inequality yields 18) (recall that c 2 > 0 is independent of λ). This furnishes the contraction and existence of a fixed point σ ∈ W w+v∞ (Ω) (recall that the operator L is linear), provided
The last condition implies the condition (5.6). It suffices to take γ = min(γ,λ), whereλ ∈ (0, 1) is a solution of the equation
=γ. Now, we are in a position to prove estimate (5.7). Estimate (7.17) written in the fixed point τ = σ yields, for γ sufficiently small,
The estimate (7.19 ) and the estimates (7.9), (7.13), written in the fixed point σ, and in the corresponding v = u + ∇ϕ, give, for γ sufficiently small,
The last two estimates yield the inequality (5.7). Estimate (5.7) with Z , L , D , B can be proved similarly. Theorem 5.2 is thus proved.
Proof of Theorem 5.1
The lines of the proof of Theorem 5.1 are the following:
are sufficiently small, and maps B γ2 (0) into itself.
(ii) It is a contraction in B γ2 (0), in the topology of Z . (For the definition of Z see Section 4.) Once we prove these two assertions, the existence of a (unique) fixed point follows from a general version of the Banach contraction principle (cf. e.g., Zeidler [58] ).
Let us start with the estimates of the nonlinear terms.
Lemma 8.1. Let λ ∈ (0, 1), 1 < q < 6/5, k = 1, . . . , and p > 2. Assume
Proof. We use, without pointing it out, the Hölder inequality, interpolation, and imbedding theorems, especially (4.1)-(4.5) (for all these tools see Section 4). Proof of the estimates (8.1) 1-3 . Put
2 ),
2 ); i.e.
We have by the interpolation
with 1/q = 1−1/q. The estimates of (1+σ)v ·∇w 0,q and (1+σ)v∇·w 0,q are thus an easy consequence of (8.3), (8.4) and the above three inequalities. For ∇σw ⊗ v 0,q , we have
are even easier and therefore left to the reader. Estimate (8.1) 4 is obvious since
an analogous estimate for λ ∂∇(σv) ∂x 1 0,q holds.
Last, we prove the estimates (8.1) 5-6 :
Proof of Lemma 8.1 is so completed.
Lemma 8.2.
Let λ ∈ (0, 1), 1 < q < 6/5, k = 1, . . . , and p ≥ 3q/(3 − 2q).
Proof. Proof of the estimates (8.8) 1-3 :
Proof of the estimates (8.8) 4 :
Lemma 8.2 is thus verified.
Applying Theorem 5.2 to the system (2.4 ) with F = F (τ, w) (see (2.3 2 )) and using Lemmas 8.1, 8.2 for the estimating of the corresponding norms of F , one gets
with κ, κ > 0 and λ, α, β sufficiently small such that αλ −2/3+κ + λ 2/3 < γ (where γ is defined in Theorem 5.2). Let
Then there exist α, β, γ 0 , κ, κ such that for λ < γ 0 , it is also (σ, v) ∈ B γ2 (0). Namely, we require that
An easy calculation shows that it is possible for κ = 1 + 2(1 − 1/q), κ ≥ κ and α, β, γ 0 sufficiently small. 5 For such α, β, γ 0 , κ, κ and corresponding
) be two solutions of the problem (2.4 ) corresponding to the given quantities (τ, w), F = F (τ, w), and (τ (1) , w
, w (1) ),F = F − F (1) . Then (σ,ṽ) satisfies in virtue of (2.3), the following system
It is easy to verify (for (τ, w), (τ (1) , w (1) ) ∈ B γ2 (0)) (3−2q) are consequence of the inequalities below: 
This last inequality implies, by the same reasoning as in (8.10) , the existence of a δ ∈ (0, 1), such that (recall we choose γ 1 = βλ κ , γ 2 = αλ κ with α, β, and λ sufficiently small and
Now, by a standard version of the Banach contraction principle for closed subsets of Banach spaces (see Zeidler [58] ), we get the existence of a fixed point (σ, v) ∈ B γ2 (0) ⊂ Z, which obviously satisfies system of equations (2.3). The estimate (5.4) follows from (8.9) written in the fixed point. Theorem 5.1 is thus proved.
Appendix.
First, consider in the whole space R 2 the problem 
which is valid for l = 0, . . . , k and 1 < t < ∞. Moreover, if 1 < t < 3/2, one discovers again by the Lizorkin theorem
(A.5) Therefore, we have the following two lemmas, cf. Galdi [24] , Vol I, §7.2:
Then there exists a solution
to the problem (A.1) satisfying the representation formulas (A.2), (A.3). If (ũ,Π) is another solution in the same class, thenũ = u+a 0 +a j x j ,Π = Π+b,
Moreover we have the estimate
to the problem (A.1) satisfying the estimate
In Lemmas A.1, A.2 and in the estimates (A.4), (A.5), c is a positive constant which depends, in particular, of λ 0 (λ ∈ (0, λ 0 )). We point out that it is independent of λ. With these results at hand, we can proceed to the proof of Lemma 6.4.
Proof of Lemma 6.4.
We put in (6.8), without loss of generality, µ = 1 and we suppose that λ < 1, for example. We introduce a parameter χ which is equal to 0 provided 
we also have
where Φ R is given by: where s = q and j = 1 or s = p and j =k. Thus, by the classical theorem of Cattabriga [11] for the Stokes problem in bounded domains, we get the following estimate Taking into account estimate (6.10), recalling that for λ < λ 0 (sufficiently small) and 1 < q < 6/5,
we get estimate (6.12). Lemma 6.4 is thus proved.
