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Реальные сигналы представляют собой случайные процессы с определён-
ной долей детерминизма. Поэтому задача оптимизации измерительных проце-
дур таких сигналов на сегодняшний день является весьма актуальной [1]. 
Для эргодических случайных процессов известны методы измерения ма-
тематического ожидания, дисперсии и корреляционной функции. Для измере-
ния распределений таких процессов подобные алгоритмы только разрабатыва-
ются. Для получения оценки плотности вероятности эргодического случайного 
процесса используют метод относительного времени пребывания реализации 
сигнала выше заданного уровня и его цифровой аналог – метод дискретных вы-
борок, результаты измерения которого графически представляются в виде ги-
стограммы [1, 2]. При построении гистограммы по умолчанию считают, что в 
течение шага дискретизации сигнал не выходит за пределы одного кванта и пе-
реход сигнала из одного кванта в другой осуществляется в момент дискретиза-
ции. Это возможно только при ступенчатой корреляционной функции и шаге 
дискретизации равном интервалу корреляции [1, 2]. Получаемые результаты не 
сопровождаются оценкой их погрешностей и не позволяют говорить об их до-
стоверности. Получить научно обоснованные рекомендации по оптимизации 
таких измерений также не удаётся. 
В работе приводится процедура цифрового измерения одномерных плот-
ности вероятности и вероятности эргодического случайного процесса. Полу-
ченные результаты иллюстрируются на примере оригинального случайного 
процесса с равномерным законом распределения и экспоненциально убываю-
щей корреляционной функцией при равномерных распределениях погрешности 
квантования по уровню и шаге дискретизации во времени [3]. Характеристики 
погрешности измерения плотности вероятности получены с применением ком-
плексного подхода к определению погрешностей [2, 4]. Он позволяет избежать 
некорректного суммирования погрешностей дискретизации и квантования, а 
также погрешностей восстановления реализации процесса между отсчетами и 
учесть их взаимное влияние друг на друга. 
Алгоритмы измерений. При цифровых измерениях реализация )(tx  слу-
чайного процесса, равномерно дискретизируется во времени с шагом 0T  и кван-
туется по уровню с шириной кванта к2D . Получаются дискретные отсчеты ilx , 
где i – номер отсчета, датируемого моментом времени it , a l – номер кванта, со-
ответствующий уровню квантования lx . Номера отсчетов принимают значения 
 





nni  ..., ,1 ,0 ,1 ..., , --= , где -+12n  количество отсчетов, а -02nT длительность реа-
лизации. Количество уровней квантования обозначим через L , а номера уров-
ней квантования Ll  ..., ,2 ,1=  [5].  
Оценка 
э1
][Xw  одномерной плотности вероятности при экстраполяции 
в  будущее  реализации процесса ( )tx   между отсчетами имеет вид [2, 5] 
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Xw              (1) 
где -- ] ..., , ;λ[1 ilnk xxXw  одномерная условная плотность вероятности процесса 
в момент времени 
0λ0 TЈЈ  между соседними отсчетами после получения отсче-
тов ilnk xx  ..., ,-  реализации; Lrk ..., ,2 ,1 , = – номера уровней квантования. 
 Для случайного процесса обладающего Марковским свойством апостери-
орная плотность вероятности ] ..., , ;λ[1 ilnk xxXw -  при экстраполяции зависит 
только от одного предыдущего отсчета ilx  и приобретает вид ] ;λ[1 ilxXw . Обо-
значим в выражении (1) частость появления отсчетов ilx , равных уровню 
квантования lx  и определяющих плотность распределения вероятности 
] ;λ[] ;λ[ 11 lil xXwxXw = , через ( )12)( += nnxP ll , где -ln  количество отсче-







1. Тогда оценка (1) при 













ll т=                                                                        (2) 
Из выражений (1) и (2) следует, что оценка одномерной плотности веро-
ятности [ ]
э1
Xw  существенно зависит от одномерной условной плотности веро-
ятности [ ]ilnk xxXw ,...,;λ1 - , которая в свою очередь определяет свойства и ха-
рактеристики конкретной модели случайного процесса. 
Оценка одномерного распределения вероятности [ ]
э1
XW  при экстрапо-
ляции находится через [ ]
э1









Модели  случайного  процесса  и  погрешности  отсчетов. Рассмотрим 
случайный процесс Заико с равномерным законом плотности распределения 
вероятности [ ]Xw1  [3, 6]. Такая модель проста, требует минимума априорной 
информации и позволяет получить пригодные для инженерной практики ре-







границами изменения случайного процесса и нормированной корреляционной 
функцией ( )τρ . Выберем её равной 
.e)τ(ρ
τα-
=                   (3) 
где  τ- временной сдвиг; α– коэффициент динамичности, Ґ<aЈ0 . Тогда 
процесс будет обладает еще и Марковским свойством [5]. 
 Для него распределение плотности вероятности процесса 







случаях, остальных   в  0,







Xw н  






































Погрешность квантования по уровню случайна, стационарна и независи-
ма для отсчетов и от процесса. Опишем её для Ll 2,..., ,1=  равномерной плотно-






случаях.остальных   в  ,0




При экстраполяции в будущее реализация ( )tx  случайного процесса с 
Марковским свойством восстанавливается по предыдущему отсчету. При рав-
номерном распределении случайного процесса и погрешности квантования 
условная плотность вероятности ] ;λ[] ;λ[ 11 lil xXwxXw = , где 0λ0 T<Ј   также 
















xXw                                          (4) 
 где верхняя )λ;(в lxX  и нижняя )λ;(н lxX  границы динамического диапазона 
изменения случайного процесса при экстраполяции [2, 5]: 




кввв TXxXxXxXXxX llll <Ј--+=---=
--  
 Выражение (4) при этом примет вид 
( )














случаях. остальных  в ,0
;λ                                 ,                                                    ,

















  (5) 
Подставив (5) в выражение (2) получим оценку 
э 1
][Xw  одномерной 
 





плотности вероятности для Ll 2,..., ,1=  при экстраполяции в виде 
( )
( ) ( )
( )( )











































































































            (6) 
Абсолютная погрешность [ ]эδ X  оценки [ ] э1 Xw  (6) при комплексном 
подходе к её определению для Ll 2,..., ,1=  [3] 
[ ] ( )
( )
( ) ( )
( )( )
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 Аналогично оценка одномерного распределения вероятности при экстра-
поляции при Ll 2,..., ,1=  
[ ] [ ]
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Абсолютная погрешность [ ]эΔ X  оценки [ ] э1 XW  () при комплексном под-
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Заключение. При измерении плотности вероятности эргодического слу-
чайного процесса на гистограмму влияют не только ширина столбцов к2D , но и 
их «размытие», а также взаимное наложение. Учесть эти факторы можно, вос-
станавливая реализацию процесса между отсчетами. Для нахождения погреш-
ностей оценок плотности вероятности 
э1
][Xw  с учетом всех факторов необхо-
дим комплексный подход к их определению [8]. Приведенные результаты поз-
воляют не только учесть эти особенности, но и оптимизировать измерения 
плотности распределения вероятности 
э1
][Xw  эргодических случайных про-
цессов. 
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ВЫБОР И РЕАЛИЗАЦИЯ ПРОГРАММНОГО ГЕНЕРАТОРА 





Введение. На кафедре ИСТ Самарского Университета продолжается раз-
работка и реализация программной среды для мультиагентного моделирования 
поведения «инфицирующих» сущностей [1], примерами которых могут слу-
жить некоторые разновидности вредоносных программ (компьютерные вирусы 
и черви), болезнетворные микроорганизмы, участки возгорания во время пожа-
ров и т.п. Очевидно, неотъемлемым и важным компонентом любой системы 
имитационного моделирования, предполагающей проведение статистических 
экспериментов, является «качественный» генератор псевдослучайных чисел 
(ГПСЧ). Более того, для получения достоверных результатов рекомендуется 
выполнение нескольких статистических экспериментов с одинаковыми началь-
ными условиями, но с использованием разных ГПСЧ. 
Ядром рассматриваемой системы реализовано средствами XDS-Modula-2 
фирмы Excelsior (см. https://www.excelsior.ru/products/xds). Недостатком данной 
системы программирования является невозможность самостоятельной инициа-
лизации встроенного ГПСЧ начальным состоянием, что исключает возмож-
ность повторения экспериментов. Другим важным недостатком является отсут-
ствие поддержки 64-битной целочисленной арифметики. 
1. Постановка задачи. Таким образом, ставится задача выбора и реали-
зации генератора (или нескольких генераторов) псевдослучайных чисел со 
свойствами, удовлетворяющими условиям применения.  
2. Анализ условий задачи. (Псевдо-) случайными элементами имитаци-
онной модели, реализуемой в системе с помощью ГПСЧ, являются (см. [1]): то-
пология пространств; начальные состояния и законы изменения значений атри-
бутов; потоки событий, описывающие поведение и взаимодействие агентов и 
прочее. Очевидно, (псевдо-) случайный характер несут как «непрерывные», так 
и «дискретные» аспекты функционирования модели.  
Следовательно, ГПСЧ должен служить «хорошим» источником как  ве-
щественных чисел с разными вероятностными распределениями, так и целых 
чисел, представимых в виде совокупности отдельных битов. Обычно к псевдо-
случайным числовым последовательностям предъявляются требования: 1) 
«равномерности», то есть равной вероятности появления различных чисел, би-
