Abstract-T h i s p a p e r presents a theoretical analysis of t h e static a n d dynamic convergence behavior for a general class of adaptive blind equalizers. W e first s t u d y t h e properties of prediction e r r o r functions of blind equalization algorithms, a n d t h e n we use these properties t o analyze t h e static a n d dynamic convergence behavior based o n t h e independence assumption. We prove in this paper t h a t with a small step-size, t h e ensemble average of equalizer coefficients will converge t o t h e m i n i m u m of t h e cost function near t h e channel inverse. However, t h e convergence is not consistent. T h e correlation m a t r i x of equalizer coefficients at equilibrium is determined by a Lyapunov equation. According t o o u r analysis results, for a given channel a n d step-size, t h e r e is a n optimal length for a n equalizer t o minimize t h e intersymbol interference. This result implies t h a t a longer-length blind equalizer does not necessarily outperform a s h o r t e r one, as c o n t r a r y t o w h a t is conventionally conjectured. T h e theoretical analysis results a r e confirmed by computer simulations.
I. INTRODUCTION
Since the pineering work by Sato [14] , many blind channel equalization algorithms have been proposed [S] , [2], [6] , 1171, [MI. They have been effectively used in digital communication systems to cancel the inter-symbol interference (ISI). Blind equalization algorithms are usually designed to minimize some cost functions consisting of higher-order statistics of the channel output, without using the channel input. They are implemented mostly by stochastic gradient algorithms. The convergence analysis of blind equalization algorithms is very important to understanding their performance.
Unlike most of the previous convergence analysis works [3] , [7] , [8] , [lo] , [12] , [15] , [20] , [21] which specifically focused on some blind equalization algorithm, we will present the static and dynamic convergence analysis for almost all adaptive blind equalization algorithms. Since there are many initialization strategies [4] , [ 5 ] , [9] to make blind equalizer reach an open eye pattern, we will concentrate on the convergence analysis when the coefficient sets of equalizers are near the global minima of their cost functions. In the static analysis, we derive the close form solution for the coefficients of FIR blind equalizers, from which we ca.n evaluate the distortion caused by the finite length effect. In the dynamic analysis, we only use the independence assumptzon [7] , which is widely used in the dynamic convergence analysis of adaptive algorithms [7] , [lo] , [ll] , [12] , [15] , [20] , [all. Based on the independence assumption, together with the first-order approximation, we
The work waq supported in part by the NSF grants MIP9309506 arid MIP9457397. study the convergence and consistence of the equalizer coefficients. Our analysis indicates that for a given channel and step-size, there is an optimum length of equalizer minimizing the intersymbol interference, which implies that a longer blind equalizer does not necessarily perform better than a shorter one. This result can be applied to the design of blind equalizers used in digital communication systems. Without lose of generality, we consider a baseband representation of the pulse-amplitude-modulation (PAM) communication system with blind channel equalizer as shown in Figure 1 . A sequence of independent, identically distributed (i.i.d.) digital signal { a , E R} with zero-mean and variance cz is sent through a bounded-input bounded-output (BIBO) channel exhibiting linear distortion. The resulting output signal x, can be expressed as
where h, is the impulse response of the linear time-invariant (LTI) channel, and W , is white Gaussian channel noise. In this paper, we will ignore the effects of the channel noise.
As shown in Figure 1 , a linear channel equalizer with parameters {cn} is used to remove the intersymbol interference caused by the channel distortion. The parameters {c,} are subject to adaptation via some algorithm to be determined. The equalizer output in Figure 1 
..
(4)
A stochastic gradient algorithm is used to miniimize the cost function to obtain an on-line equalization algorithm, which adjusts the k-th parameter of the equalizer at time n by
where p is a small step size, $(.) is the derivative of @(yn), that is, and it is sometimes called prediction error function.
expressed as
If an FIR filter is used as the equalizer, then (5) can be e(n+l)
where 71-th iteration defined as is the coeficient vector of a blind equalizer after and x , is the channel output vector at time n defined as
Since all BIB0 channels can be approximated as a moving-average model with appropriate impulse response {LM,. . . , ho,. . . , h~} , the channel output vector can be expressed as
as x& and a , is the input symbol vector at time n defined as With the above definitions, the channel output can be expressed in a compact form:
where Zdn) is t8he equalized system vector at time n defined as It is obvious that an FIR channel can not be perfectly equalized by an FIR equalizer, that is, there is no equalization vector c such that
where However, when the length of the equalizes is large enough, there exists a e such that 11 -e M + N 11 is very small.
PROPERTIES OF PREDICTION ERROR FUIVCTION
Before analyzing the convergence behavior of blind equalizers, we first introduce some properties of the prediction error function here. The following lemma considers two important properties to be used in subsequent discussions. From the above theorem, the equalizer coefficient vector at the minimum of the cost function near the channel inverse is determined by (21).
Lemma
For the channel with impulse response vector h, the optimum equalizer (Wiener-Hopf filter) coefficient vector to minimize E { ( y , -a , ) 2 } is given by [7] c , = R-lh,
where
Comparing (21) and (26), we have that the sufficient and necessary condition for C = c , for any FIR channel is
Since 3c is of full column rank for all no-zero h, Equation (28) implies
E{$'(a,)a:} = ~{ 4 ( a n W { a 3 . 
E{$'(%)U;} = 2m4, ( 3 2 )
and where Hence, if the channel input is binary, (30) is true and C = e,.
Otherwise, E # c , .
The distortion due to the finite-length of equalizer is
With the increase of the length of the blind equalizer, the global minimum of the cost function adopted by the equalization algorithm will be closer to the channel inverse. Hence, the distortion D f will decrease.
V. DYNAMIC CONVERGENCE ANALYSIS
When the blind equalization algorithms are implemented using stochastic gradient method, as are most blind equalizers, the blind equalizers will have an extra distortion E , = E(,) -C due to the gradient noise. Here, we study the stochastic dynamic convergence behavior of blind equalizers when the parameters of blind equalizers near the global minimum of the cost function. In our analysis, we will use the independence assumption which assumes that a, and 6 , are statistically independent. Similar assumptions have also been used in the convergence analysis of LMS algorithm, decisiondirected equalizer, and Sato algorithm. The references [7] , [12] , [20] , [21] have given some good justification on the validation of this assumption.
By means of independence assumption, together with the first-order approximation, we are able to prove the following dynamic convergence theorem. 
1) For any F I R blind equalization algorithm mean convergence behavior near the global minimum of the cost function satisfies
If the step-size p i n iteration formula (5) or (7) 
From the above theorem, the distortion of the equalized system due to gradient noise is
VI. COMPUTER SIMULATIONS AND CONCLUSION
Since approximation has been used in our tlheoretical analysis, we shall check the validity of our theory by computer simulations. Two computer simulation examples are presented in this section.
Example I:
The channel input sequence {a,} is independent, uniformly distributed over {fa,f3a} ( For those blind equalizers with f(0) # f (l) , (48) 
Example 2:
The channel input sequence in this example has the same stat,istical property as in Example 1. The channel impulse and frequency response are shown in Figure 4 , which is a typical telephone channel [16] . The center-tap initialization strategy[5] is used for blind equalization algorithm.
When the Sat0 algorithm is used, the theoretical relationship between the total distortion and the length of equalizer for different step sizes are illustrated in Figure 5 We have studied the static and dynamic convergence behavior of adaptive blind equalizers in PAM digital communication systems based on the first-order approximation to the cost function of blind algorithms under the independence assumption. Most of the analysis results presented here can be extended to QAM digital communication systems. Our analysis result indicates that for a given channel and step-size, there is an optimal length for an equalizer to minimize the intersynibol interference. The results imply that a longer-length blind equalizer does not necessarily outperform a shorter one, as contrary to what is conventionally conjectured. The analysis results presented in this paper can be directly employed in the design of blind equalizer in practical communication systems. Godard algorithm.
