Abstract-Sensor nodes of Wireless Sensor Networks have limited battery power, so energy efficiency is mainly considered in the design. A novel mechanism of intra-cluster data gathering is designed for reducing the energy consumption and prolonging the network lifetime. Firstly, each cluster head acts continuously as local control center and will not be replaced by the candidate cluster head until its operation times reach its optimum value, thus the energy consumption ratio of gathering data to broadcasting message is improved. Furthermore, according to the historical data, the mutual supportability of node is obtained by its cluster head through the correlation function. And then, the radios of incompatible nodes with low mutual supportabilities and the redundant node with high mutual supportabilities can be turned off for several rounds to reduce the intra-cluster communication consumption. Finally, the simulation results demonstrate that the mechanism can effectively reduce the energy consumption used for intra-cluster broadcasting message and gathering data, and prolong the network lifetime.
I. INTRODUCTION
Energy source of sensor nodes in Wireless Sensor Networks (WSN) is usually powered by battery, which is undesirable even impossible to be recharged or replaced. Therefore, maximizing energy efficiency and prolonging networking lifetime are the major challenge in sensor networks. In recent years, many researches such as energy efficient MAC protocol, clustering and data management have been devoted to address the problem of energy conservation and prolong the lifetime [1] [2] [3] [4] [5] . These theories obtain a better energy-efficiency and enhance the network lifetime. Cluster-based network structure is encouraged to enhance the network scalability and reduce energy consumption. However, there is a general difficulty that how to balance the energy consumption between cluster heads and their members, and maximize the energy efficiency of each cluster.
In many clustering algorithms, cluster heads are selected dynamically or periodically [6, 7] , which must waste much energy for broadcasting message to general nodes or another cluster heads [8, 9] . Obviously, frequently updating cluster head is unprofitable to increase the lifetimes of the cluster and the networks. WSN may contain hundreds or thousands of nodes deployed in high density. Thus, some nodes may be in the approximate position, it makes some sensing data become redundant. If sends all redundant data to their cluster head, the energy consumption of the general nodes and their cluster head would increase. The coverage-preserving node-scheduling scheme can reduce energy consumption and increase system lifetime by turning off some redundant nodes [10] . In this algorithm, the redundant nodes are decided by the sensing radius compared with its neighbors'. In fact, most sensing data obtained in redundant area have different variance. With energy consumption, the measurement errors of the nodes maybe increase. So, judging the redundant nodes only by sensing range, it would sacrifice system reliability. If make the redundant nodes work alternatively without sacrificing system reliability, it could reduce the energy consumption of the intra-cluster data gathering during the same round, the lifetime of cluster could be improved and the survival cycle of the networks would be enhanced.
In this paper, a general formula of optimum continuous working mechanism for each cluster head and a novel De-redundant mechanism in intra-cluster data gathering are presented. In each deterministic static cluster, its cluster head acts uninterruptedly as local control center and will not be replaced by the candidate cluster head until its continuous operation times reach the optimum value. According to the supportability, the incompatible nodes with low supportabilities and some redundant nodes with high supportability can be turned off for several rounds. Then, the frequency of updating cluster head and the energy consumption of intra-cluster communication containing broadcasting message and gathering data are reduced, and the energy efficiency of the intra-cluster data gathering is improved.
The rest of this paper is organized as follows. In Section II, the model and algorithm for data gathering are described in detail. The algorithm implementation is given in Section III. Simulation results are shown in Section IV. Finally, we conclude this paper in Section V.
II. MODEL AND ALGORITHM

A. Hypotheses
To derive the algorithms for energy-efficient data gathering, following hypotheses are defined in this paper.
1) All nodes are divided into different static clusters, and each cluster is made up of cluster head and its members (general nodes).
2) All sensor nodes are assumed as same type and static, and each sensor node has full knowledge of local information.
3) A global synchronization is achieved in the network, that is, all the nodes share a common clock.
4) The network lifetime is defined as the time that the first node dies out due to its energy depletion.
5) The initial energy of each node is equal. 6) In the phase of data gathering, general communicates to its cluster head directly by using a MAC layer protocol.
B. The energy consumption model
In WSN, main energy consumption of the active node is made up of three parts: message sending, message receiving and data processing [6, 7] . The simplified energy consumption model for each part can be defined as
Where, k is the length of packets (bits), d is the transmission distance. 
In (2), the energy consumption is in direct proportion to the length of sensing data packets or broadcast message packets. If the sensing data packets or broadcast message packets can be lessened, then the energy consumption of broadcasting message can be reduced.
C. The operation mechanism of cluster head
In clustering algorithm, cluster head acts as local control center and is burdened with transmitting data from other cluster heads through multi-hop. If the cluster head will be replaced in the next round, it ought to inform its member and the adjacent cluster heads by broadcasting message, and the listeners will send the answer message to the current cluster head. In LEACH algorithm, cluster head is selected dynamically by round mechanism, which must expend additional energy for new cluster head establishment. If cluster head acts continuously as local control center, then the frequency of updating cluster head and the energy consumption for the new cluster head establishing would be reduced.
Let init E be the initial energy of each node, 0 d denote the average distance from the cluster head to the Base Station (BS), 1 d denote the average distance from cluster head to its member, n be the number of nodes deployed in the cluster m C , h i f be the times of node i acted as cluster head and g i f be times of node i acted as general node before it is out of work. When all nodes located in same cluster are alive, the energy consumption of the cluster head and the general node during one round can be expressed as
In each cluster, if the lengths of the sensing data packets and broadcast message packets are equal, then the perfect formula of energy consumption for each node when the first node dies can be denoted approximatively as
In (4) Obviously, there many parameters ( f can be controlled, the lifetime of the cluster can be controlled. However, this is not always possible to achieve, because the lifetime functions are not independent of one another and maximizing the lifetime of cluster with (4) is a multiobjective optimization problem. We assure that 2 nodes are deployed in a cluster shown in Fig. 1 .
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Since the operation of every sensor is equally important to the network as a whole,
. Thus, the system lifetime can be doted as
Equation (6) can be rewritten as
Equation (7) shows that the system lifetime can gained based on the initial energy and the transmitting energy of node, and the rounds of each node working as cluster head ought to be
. Thus, when each node in the cluster C m acts as the cluster head for one time, the total energy consumption in one cycle can be denoted as
Thus, the lifetime of the cluster can be expressed as
To balance the energy consumption, the continuous working times of each node that acts as the cluster head should be equal. Thus, the optimum continuous working times of each node acting as cluster head can be denoted as
If cluster head acts uninterruptedly as local control center and will not be replaced by the candidate cluster head until it almost exhausts its energy supply, the maximal continuous working times f m of the cluster head in the cluster C m is decided by
Based on (10) and (11), f m >f o (n>1). If the continuous working of first cluster head approaches f m , the residual energy of this cluster head must be the lowest, and it will die firstly. Thus, the network lifetime approximately equal to f m . Let ξ denote the ratio of T to f m , then
Obviously, if n>>1, (12) can be approximately expressed as
The ratio ξ of T to m f is shown in Fig. 3 . , the cluster lifetime defined as (9) is larger than that of (10 , let other node whose residual energy is the greatest act as the cluster head in the next round. Thus, the exact lifetime of the cluster is longer than that of (9) . If residual energy of the current cluster head cannot act as the cluster head in the next round, it will be replaced by the candidate cluster head and work as a general node in the next round, which avoids network partitioning. Now assume that there are 20 nodes deployed in a cluster.
Let
Let the continuous working times ( f ) of each node that acts as the cluster head be
, the simulation results of continuous working times
) are shown in Fig. 4 . In Fig. 4 , the cluster heads are sorted with the continuous working times of each node acting as cluster head. In Fig. 4 , the lifetime of cluster approximate 20 , ,
, which is the dead time of the first node. When f=f m , each node acts continuously as cluster head and will not be replaced by the candidate cluster head until it almost exhausts its energy supply, which makes some node lose energy at a higher rate than others in the early stage and the network lifetime cannot be maximized. When o f f 5 . 0 = , the energy consumption for new cluster head establishment is increased as the frequency of the cluster head updating is increased, so the network lifetime cannot be maximized.
d. The intra-cluster data gathering based on the mutual supportability of node WSN may contain hundreds or thousands of nodes and sensor nodes are deployed in high density. Thus, some nodes may be in the approximate position, it makes some sensing data become redundant. If all data of general nodes are sent to the cluster heads, the energy consumption of the intra-cluster data gathering would be increased. So, if the cluster head can fuse accurately their data with parts nodes' sensing data and let some redundant general nodes and incompatible nodes be 'sleep' state, the energy consumption in intra-cluster would be reduced markedly.
At present, many De-redundant Algorithms in WSN [11, 12] are based on the location information or the sensing range of nodes, which have not taken into account the correlation of nodes' sensing data. Thus, these algorithms maybe reduce the system reliability. With the algorithm presented in this paper, the redundant nodes are periodically modified based on their supportability calculated by cluster head, which makes the redundant nodes work alternatively without sacrificing system reliability. Let be one of observations. The confidence distance measure is defined as follows [13] :
Where, . Thus, the distance matrix D can be expressed With the distance matrix, the mutual supportability of one node to another can be decided. The supportability matrix S can be derived from the matrix ij D by using threshold. The supportability matrix S is defined as 
Where, T is the threshold value, it is determined by the actual application and is difficult to select accurately. According to the defined correlation function in fuzzy theory, let
is the supportability of i N corresponding to j N . To express the relativity of between
, and the mutual supportability of sensor nodes to other nodes can be denoted as [13] n
ε be the two thresholds of the supportabilities ) are disadvantage for the cluster head fusing data, then these general nodes ought to be turned off or on periodically during the early stage of data gathering. During the early stage of gathering data, there are many nodes whose mutual supportability satisfy 1 ε ≥ i F communicate with their cluster head, which is bad for saving the energy consumption of intra-cluster data gathering. In (21), the value of threshold 2 ε is correctly selected, the nodes with high supportability can be defined as the reliable nodes, and a certain percentage ( % β ) of these nodes can be defined as the redundant nodes and can be turned off or on periodically.
To simplify the calculation, let all nodes be deployed one cluster. The cluster head acts continuously as local control center and will not be replaced by the candidate cluster head until its energy supply is almost exhausted, and sends fused data to the BS. The sensing data of node are generated by the random function and the values are limited from 55 to 60. Let the total number N be 100
. Through 100 times test, the average supportability of all nodes and the number of the related nodes are shown in Table. 1. In Fig. 5 , the average redundant nodes are respective 14, 24, 34. Obviously, the redundant nodes should be gone into sleep during non-work time. Thus, the energy consumption between cluster heads and these nodes can be reduced.
Ⅲ. ALGORITHM IMPLEMENTATION
In this paper, a clustering model used in references [14, 15] is adopted to make the clusters closer to the BS have smaller sizes than those farther away from the BS. The distribution of nodes and clusters are shown in Fig. 6 . The operation of the cluster is broken up into rounds consisted cluster head receiving data packets from its members and sending the fused data to the BS or the upper layer cluster head with the TDMA schedule mechanism.
The data gathering algorithm contains two stages, initiation stage and collection stage. During the initiation stage, the BS broadcasts an advertisement message that contains the first one-hop distance 0 d to the closer nodes, and select one node as the first cluster head based on the received answer message that contains the location and ID of the closer nodes. The node j n receives advertisement message from the BS, and decides to which cluster it belongs with following conditions.
Once the first cluster head is selected, the first cluster set-up is completed. The cluster head computes the average value of 1 d and the optimum continuous working times, and then the cluster head broadcasts an advertisement message that contains the flag of cluster head, the 1 d , o f and its location to the other nodes located in the lower layer clusters with one-hop distance d0. There are two functions, one of which informs its member, another is same as the BS does. In the same way, all clusters and their first cluster heads can be constructed through backward mechanism from the BS to the farthermost cluster. The steady-state operation contains two tasks. Firstly, each cluster head calculates the mutual supportability of its members based on the received data, and then makes decision which nodes are redundant and informs the redundant nodes. Secondly, each cluster head aggregates data received from its members and then delivers the aggregated data hop-by-hop to the BS by using a multihop routing.
The steady-state operation is broken into rounds, where general nodes send their data to the cluster head during their allocated transmission slot based on the TDMA mechanism. Assume all nodes are all time synchronized. The duration of each time slot in which a node transmits data is constant, and the current cluster head and its lower layer cluster head are treated as general nodes to their upper layer clusters. To reduce energy dissipation, the radio of each general node is turned off until its allocated transmission time comes. Fig.  7. (a) shows the flow of each cluster head gathering data coming from its member and the lower layer cluster head.
In further data collection, each cluster head can utilize the node classification mechanism to reduce the number of data transmission and decrease power consumptions for intra-cluster communication. Let the cycle of round be r T , the time of node's radio turned off be
. Where v is decided by the initial energy of each node. In actual application, cluster head ought to dynamically modify the supportability frequently of its members because of energy decreasing with time pass. In our algorithm, to simply the calculation, the values of v to all redundant nodes and incompatible nodes are equal. The flowchart of the redundant nodes or the incompatible nodes calculating its inactive time is shown in Fig.7 (b) .
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The continuous working times of current cluster head is f. Its task includes receiving data come from its member and lower layer cluster head with same clustering angle, and sending the fused data to the upper layer cluster head.
replaces the current cluster head with candidate cluster head, and the informs its member The node turns off its radio b a s e d o n t h e message come from the cluster head v=0?
start to take count of the rounds of cluster head runing Tr=Tr+1 v=v-1
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The node turns on its radio and starts to send data to its cluster head. 
IV. SIMULATION AND ANALYSIS
In this section, the performance of our algorithm is evaluated via simulations. The sensor nodes are dispersed field with dimensions 100m × 100m. To illustrate the performance of the proposed algorithm, the simulations are respectively performed with different numbers of nodes: 100, 200, 300, 400 and 500. The initial energy of each node is 1.0 Joules.
The location of the BS is (0, 0), and the length of the broadcasting message is 500 bits. The sensing data of node are generated by the random function and the values are limited from 55 to 60. Through 100 times test, the average numbers of incompatible nodes ( 4 . 0 1 = ε ) are shown in Table. 2.   TABLE II.  TABLE THE AVERAGE NUMBERS OF   INCOMPATIBLE NODES WITH DIFFERENT NETWORK SIEZES   n=100  n=200  n=300  n=400  n=500  3  12  22  27  35 Because the sensing data of nodes are generated by the random function, the numbers of incompatible nodes in Table. 2 are only related with the number of the total nodes. In fact, the numbers of incompatible nodes are increased as the residual energy is reduced.
Let the value of 2 ε be changed from 0.85 to 1.0, the average numbers of the reliable nodes are shown in Fig. 8 . Fig. 9 shows that the energy consumption of broadcasting message with our algorithm is lower than those of LEACH and HEED because of the continuous operation mechanism of cluster head. By increasing the number of the nodes deployed in same area, the working times until first node is out of work are shown in Fig. 10 . Figure 10 . The network lifetime (first node death) with different algorithms Fig. 10 compares the network lifetime with HEED and LEACH to our algorithm. When the number of the nodes is little, the network lifetimes are approximate. The network lifetime is improved obviously compared to HEED and LEACH as the number of the nodes is increased in Fig. 10 . There are two reasons. Firstly, the continuous working mechanism of cluster head decreases the broadcasting message energy consumption. Secondly, when the density of the sensor nodes is increased, the number of redundant nodes with high supportability is increased. Thus, the number of inactive nodes during the whole working time is increased, and the energy consumption of intra-cluster gathering data is decreased obviously.
V. CONCLUSION
In this paper, the continuous operation mechanism of cluster head mainly takes into account reducing the frequency of cluster head updating and the energy consumption for the new cluster head set-up. Furthermore, each cluster head calculates the mutual supportability of its member and then classifies its members as the incompatible nodes, the complementary nodes and the reliable nodes. Finally, the redundant nodes and incompatible nodes are turned off or on periodically. With our algorithm, the energy consumption of broadcasting message and intra-cluster gathering data is reduced. The simulation results show that energy efficiency is improved and the network lifetime is increased effectively.
