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Impulsive Control for G-AIMD Dynamics with
Relaxed and Hard Constraints
Konstantin Avrachenkov, Alexei Piunovskiy and Yi Zhang
Abstract— Motivated by various applications from Internet
congestion control to power control in smart grids and elec-
tric vehicle charging, we study Generalized Additive Increase
Multiplicative Decrease (G-AIMD) dynamics under impulsive
control in continuous time with the time average alpha-fairness
criterion. We first show that the control under relaxed con-
straints can be described by a threshold. Then, we propose a
Whittle-type index heuristic for the hard constraint problem.
We prove that in the homogeneous case the index policy is
asymptotically optimal when the number of users is large.
I. INTRODUCTION
For nearly two decades Additive Increase Multiple De-
crease (AIMD) mechanism was one of the main components
in the TCP/IP protocol regulating data traffic across the
Internet [25]. In the absence of significant queueing delay,
AIMD increases the data sending rate linearly in time until
packet loss and then drastically, in a multiplicative fashion,
reduces the sending rate. However, in the most recent ver-
sions of TCP (Compound [26] in Windows and Cubic [12] in
Linux), the linear growth function has been changed to non-
linear functions to enable agile adaptation of the data sending
rate. Such modifications can be viewed as particular cases
of Non-linear AIMD (NAIMD) dynamics. The possibilities
of non-linear modifications of AIMD are really endless. A
thorough classification of NAIMD dynamics, together with
the analysis of some NAIMD classes, can be found in the
book [9]. Here we consider one important class of NAIMD
dynamics, which we refer to as Generalized AIMD (G-
AIMD) [6]. In the G-AIMD dynamics the acceleration of
the sending rate in the increase phase depends on the current
value of the rate.
The other important recent development in the Internet
architecture is the introduction of Software-Defined Net-
working (SDN) technology [18]. The SDN technology allows
much finer control of resource allocation (e.g., bandwidth
allocation) in a network. Motivated by this opportunity, in the
present work we study the control of G-AIMD dynamics. In
the networking context, when allocating resource, it is very
common to use some fairness function as optimization ob-
jective. In the foundational work [15], the authors proposed
to use proportional fairness in the context of the network
utility maximization problem. Then, in [22] the α-fairness
function was proposed, which generalizes the proportional
fairness and gives max-min fairness and delay fairness as
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the other important particular cases. A very good review of
the network utility maximization problem can be found in
[24]. Most of the works on the resource allocation problem
concern with long-term fairness, which ignores instantaneous
oscillations of the sending rate or short-term fairness. Short-
term fairness is particularly important in wireless and elec-
trical networks. Following [2], in this work we optimize
the integral of the α-fairness function over time, which
represents short-term fairness.
We would like to note that recently AIMD and more
generally NAIMD found new applications in smart electrical
grids [10], [13], [17] and in power control for charging
electric vehicles [9], [11], [23]. We hope that our findings
will also be useful in these application domains.
Let us specifically describe our contributions: in the next
section we formulate the problem of short-term α-fairness for
resource allocation among G-AIMD users as an impulsive
control problem under constraints with time average crite-
rion. We would like to note that our impulsive control is
different from the standard impulsive control setting [21],
where there is a constraint on the number of impulses or on
the total variation of the impulse control. In our case, we have
only a constraint on the system state. The present work also
represents an advance with respect to our previous work [6],
where we have not considered the setting with constraints.
Here we consider both hard and relaxed constraints. In
Section III we show that in the case of the relaxed constraints,
the optimal impulsive control of the G-AIMD dynamics can
be given in the threshold form. Then, in Section IV we
propose a heuristic, which is similar in spirit to the celebrated
Whittle index [28]. We would like to note that in the past
several attempts to prove indexability of AIMD [8], [14] and
G-AIMD [5] dynamics have been made. However, to the best
of our knowledge, it is for the first time that we prove the
indexability of the G-AIMD dynamics without any artificial
conditions. We were able to make this theoretical advance
largely thanks to the framework of impulsive control in the
continuous time. The previous works on TCP indexability
are all in discrete time, and some are also in the discrete
state space but [5] is in the continuous state space. Similarly
to [27], we are able to show that in the homogeneous case
the index policy is asymptotic optimal in the regime of a
large number of users. As a by-product, we prove the global
stability of the AIMD dynamics and the local asymptotic
stability of the G-AIMD dynamics under the index policy
in the homogeneous setting. This extends the work [3] on
the reduce max rate policy, where only the existence and
uniqueness of a fixed point was shown but the stability in
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the deterministic setting was not investigated. We conclude
the paper in Section V with future research directions.
II. MODEL AND PROBLEM FORMULATION
Let us consider a Generalized Additive Increase Multi-
plicative Decrease (G-AIMD) dynamics with N users in con-
tinuous time. In the absence of control signal, the allocation
to user k (e.g., transmission rate in Internet congestion con-
trol or instantaneous power in charging stations for electric
vehicles) increases according to the differential equation:
dxk
dt
= akx
γk
k , (1)
with γk ∈ [0, 1] and ak > 0. Continuous-time models
represent well the TCP sending rate evolution on the scale
of several round-trip times [7], [29].
We consider impulsive control. Namely, when the control
signal (impulse) is sent to user k at time t, the resource
allocation to user k drastically decreases according to
xk(t+ 0) = bkxk(t), (2)
with bk ∈ (0, 1). We note that the above dynamics is
fairly general and covers at least three important particular
cases: if γk = 0 we retrieve the classical Additive Increase
Multiplicative Decrease (AIMD) mechanism [25], γk = 3/4
corresponds to Compound TCP [26] when queueing delays
are not large, and γk = 1 corresponds to the Multiplicative
Increase Multiplicative Decrease (MIMD) mechanism or
Scalable TCP [16]. MIMD is a very aggressive dynamics
[1] and, in contrast, AIMD is much more gentle. Compound
TCP is designed to represent a good balance between the
two extremes.
Let us define formally a class of policies slightly larger
than the class of purely deterministic policies. The need for
such a class of policies will be clear from the subsequent
development.
Definition 1: (a) Let k = 1, 2, . . . , N be fixed. For user
k, a policy is a sequence, say T = {T1, T2, ...} of time
moments, when an impulse (a multiplicative decrease in
his sending rate) is applied. Here {Ti} is a monotone
nondecreasing sequence of constants in [0,∞]. It is
possible that multiple impulses are applied at a single
time moment, but we require limn→∞ Tn =∞.
(b) Let T = {T1, T2, ...} and S = {S1, S2, ...} be two
policies for user k. Then, for each β ∈ [0, 1], we denote
by (β, T, S) a mixture of the two policies, which with
probability β chooses the sequence T and with the
complementary probability 1− β chooses the sequence
S. For user k, we denote by U ′k (resp., Uk) the set of
policies (resp. all such mixed policies for all β ∈ [0, 1]).
(c) We introduce the notation U ′ = ∏Nk=1 U ′k and U =∏N
k=1 Uk.
Let k = 1, 2, . . . , N be fixed. Each policy uk =
(β, T, S) ∈ Uk defines the dynamics of xk(t) (stochastic,
if β 6= 0, 1), and the corresponding expectation is denoted
by Euk [·].
Let us denote by x(t) = [x1(t) · · · xN (t)]T the vector of
resource allocations at time t. Ideally, at each time moment
we aim to operate the system under the constraint:
N∑
k=1
xk(t) ≤ c, ∀t, (3)
where c > 0 is the resource (e.g., transmission capacity or
electric power). It appears that if we substitute the above hard
constraint with a soft time-averaged constraint, the problem
becomes more tractable. Namely, consider
N∑
k=1
lim sup
τ→∞
1
τ
Euk
[∫ τ
0
xk(t)dt
]
≤ c.
Our first objective is to propose an impulsive control
in closed form, which solves the following constrained
problem:
J(u) :=
N∑
k=1
lim inf
τ→∞
1
τ
Euk
[∫ τ
0
x1−αk (t)
1− α dt
]
−→ sup
u∈U
,
subject to:
N∑
k=1
lim sup
τ→∞
1
τ
Euk
[∫ τ
0
xk(t)dt
]
≤ c. (4)
Here the initial state is arbitrarily fixed, and will not
be indicated, α > 0, and the generic notation u =
(u1, u2, . . . , uN ) ∈ U is in use. For each α > 0, J(u) is
the short-term α-fairness [2]. The short-term α-fairness is a
versatile fairness concept, which retrieves as particular cases:
proportional fairness (α → 1), delay-based fairness (α = 2)
and max-min fairness (α→∞).
In order to deal with the control problem under constraints,
we use the multiobjective optimization approach. To this end,
let us define the two competing objectives:
J(u) =
N∑
k=1
Jk(uk)
:=
N∑
k=1
lim inf
τ→∞
1
τ
Euk
[∫ τ
0
x1−αk (t)
1− α dt
]
→ sup
u∈U
,
G(u) =
N∑
k=1
Gk(uk)
:=
N∑
k=1
lim sup
τ→∞
1
τ
Euk
[∫ τ
0
xk(t)dt
]
→ inf
u∈U
.
It appears that it is more convenient to consider −J instead
of J , which leads to the standard multiobjective problem:
−J(u) → inf
u∈U
, G(u) → inf
u∈U
.
Throughout this paper, we assume the following
Assumption 1: γk ∈ [0, 1], α 6= 1, 2− α− γk 6= 0, bk ∈
(0, 1) for each k = 1, 2, . . . , N.
The particular cases excluded by the assumption can be
separately analyzed using similar techniques. We exclude
such cases for the sake of presentation smoothness and
because of space limitation.
III. CONTROL IN THE RELAXED CASE
Let us formally justify the reduction of the problem with
the relaxed constraint to the multiobjective formulation and
demonstrate how the original solution can be reconstructed.
To scalarize the multiobjective problem, we introduce the
variable weight λ ∈ (0,+∞) and consider the combined
criterion
L(λ, u) =
N∑
k=1
Lk(λ, uk)
:=
N∑
k=1
(−Jk(uk) + λGk(uk))→ inf
u∈U
.
Note that the above problem reduces to N subproblems:
for each k = 1, 2, . . . , N,
−Jk(uk) + λGk(uk)→ inf
uk∈Uk
. (5)
Lemma 1: For each k = 1, 2, . . . , N, and λ > 0, an
optimal policy for problem (5) is of threshold type with the
threshold x¯k(λ) given by
x¯k(λ) =
{
(2− γk)(1− b2−α−γkk )
(1− b2−γkk )(2− α− γk)λ
} 1
α
. (6)
In greater details, under this threshold policy, the user k
decreases the sending rate at time t as soon as xk(t) ≥ x¯k.
(It is clear that this threshold policy induces a policy in U ′k.)
Proof. Let k = 1, 2, . . . , N be fixed. As was shown in [6]
(see there Theorem 3.1), the policy say u∗k ∈ U ′k defined by
the threshold x¯k given by (6) is optimal to the following
problem
lim sup
τ→∞
1
τ
Euk
[∫ τ
0
(
−x
1−α
k (t)
1− α + λxk(t)
)
dt
]
→ inf
U ′k
.
(7)
It is clear that this policy is also optimal to the above problem
but out of all the policies Uk, i.e.,
lim sup
τ→∞
1
τ
Euk
[∫ τ
0
(
−x
1−α
k (t)
1− α + λxk(t)
)
dt
]
→ inf
Uk
.
(In fact, if it is outperformed by a mixed policy, then
there must be another deterministic policy outperforming
this threshold policy, which contradicts the optimality of the
threshold policy out of U ′k.) Then
−Jk(u∗k) + λGk(u∗k)
= lim
τ→∞
1
τ
Eu
∗
k
[∫ τ
0
(
−x
1−α
k (t)
1− α + λxk(t)
)
dt
]
≤ lim sup
τ→∞
1
τ
Euk
[∫ τ
0
(
−x
1−α
k (t)
1− α + λxk(t)
)
dt
]
≤ −Jk(uk) + λGk(uk)
for each uk ∈ Uk. 2
Lemma 2: For each k = 1, 2, . . . , N, and λ > 0, under
the threshold policy u∗k given by (6), if γk < 1,
−J∗k (λ) := −Jk(u∗k)
= −[x¯k(λ)]1−α (1− b
2−α−γk
k )(1− γk)
(1− α)(2− α− γk)(1− b1−γkk )
,
G∗k(λ) := Gk(u
∗
k)
= x¯k(λ)
(1− b2−γkk )
(2− γk)
(1− γk)
(1− b1−γkk )
,
L∗k(λ) := Jk(u
∗
k) + λGk(u
∗
k)
= −x¯k(λ)λ α
1− α
(1− b2−γkk )
(2− γk)
(1− γk)
(1− b1−γkk )
;
(8)
and if γk = 1,
−J∗k (λ) = [x¯k(λ)]1−α
1− b1−αk
(1− α)2 ln bk ,
G∗k(λ) = x¯k(λ)
bk − 1
ln bk
,
L∗k(λ) = −x¯k(λ)λ
α
1− α
bk − 1
ln bk
.
(9)
Proof. The details needed for the derivation of the above
objectives can be found in [6]. 2
Let us now investigate the trade off G∗k against −J∗k . We
consider two cases (a) α < 1 and (b) α > 1 separately. The
following two observations hold for γk ∈ [0, 1].
(a) α < 1: by equation (6), if λ → 0 then x¯k → ∞ and
consequently G∗k → +∞; at the same time, λ1−1/α →
∞ and consequently −J∗k → −∞. Now if λ→∞ then
x¯k → 0 and G∗k → 0; and at the same time λ1−1/α → 0
and consequently −J∗k → 0.
(b) α > 1: Again by equation (6), if λ→ 0 then x¯k →∞
and consequently G∗k → +∞. However, in this case
λ1−1/α → 0 and consequently −J∗k → 0. Now if λ→
∞ then x¯k → 0 and G∗k → 0; and at the same time
λ1−1/α →∞ and consequently −J∗k → +∞.
Next we establish the convexity of the epigraph.
Lemma 3: For each k = 1, 2, . . . , N, G∗k, legitimately
regarded as a function of −J∗k , is convex. Moreover, its
epigraph coincides with the convex hull of its graph.
Proof: To prove the convexity, it will be more convenient
to consider the parametrization with respect to x¯k. We note
that since there is a one-to-one correspondence between λ
and x¯k, the two parametrizations are equivalent. Observe that
−J∗k (x¯k) = −c1
x¯1−αk
1− α, c1 > 0,
G∗k(x¯k) = c2x¯k, c2 > 0,
where the constants c1, c2 come from (8) (resp., (9)) when
γk < 1 (resp. γk = 1). Thus, we can write
G∗k(−J∗k ) = c2
[
(−J∗k )(1− α)
−c1
] 1
1−α
.
Hence,
dG∗k
d(−J∗k )
= −c2
c1
[
(−J∗k )(1− α)
−c1
] α
1−α
,
and
d2G∗k
d(−J∗k )2
= α
c2
c21
[
(−J∗k )(1− α)
−c1
] 2α−1
1−α
> 0,
since [(−J∗k )(1− α)/(−c1)] > 0 always.
The last assertion follows from the two observations before
this lemma: there is no asymptote if α < 1, and the same
conclusion holds if α > 1, too. Examples of the epigraph in
the two cases are displayed in Figures 1.(a) and 1.(b). This
completes the proof. 2
(a) Case α < 1. (b) Case α > 1.
Fig. 1. Epigraph of Ωk .
Remark 1: For each k = 1, 2, . . . , N, denote by Ωk the
convex hull of the graph (or equivalently the epigraph,
according to the previous lemma) of G∗k as a function of
−J∗k . It can be seen that {(−Jk(uk), Gk(uk)) : uk ∈
Uk} = Ωk. Indeed, if there is some uk ∈ Uk such that
((−Jk(uk), Gk(uk))) /∈ Ωk, it can only lie below the graph
of G∗k against −J∗k , but then for some λ > 0, it contradicts
the fact that the threshold policy u∗k given by x¯k(λ) is optimal
for problem (5) with the same λ > 0. This observation is
important for the argument below.
Now we consider problem (4), and reformulate it in the
space of performance vectors. That is, we reformulate{
−J(u) = ∑Nk=1(−Jk(uk))→ infu∈U ,
G(u)− c = ∑Nk=1Gk(uk)− c ≤ 0,
as { −J˜(ω)→ infω∈Ω,
G˜(ω)− c ≤ 0, (10)
where
−J˜(ω) :=
N∑
k=1
ω1k,
G˜(ω) =
N∑
k=1
ω2k,
and where
ω = {(ω1k, ω2k)}Nk=1 ∈ Ω :=
N∏
k=1
Ωk ⊂ R2N .
In fact, these two problems are equivalent because of the
following. For each u ∈ U , there exists some ω ∈ Ω such
that J(u) = J˜(ω) and G(u) = G˜(ω) , and conversely for
each ω ∈ Ω, there exists some u ∈ U satisfying J˜(ω) =
J(u) and G˜(ω) = G(u); recall Remark 1. However, the
correspondence u↔ ω may be not one-to-one.
We shall effectively solve problem (10), whose optimal
solution then induces one to problem (4).
The main statement is now in position.
Theorem 1: The following assertions hold.
(a) The set Ω is convex in R2N , the functions −J˜(ω) and
G˜(ω) on Ω are convex and real-valued.
(b) There exists some ωˆ ∈ Ω such that G˜(ωˆ) < c, i.e.,
Slater’s condition for problem (10) is satisfied.
(c) The threshold policy u∗ = (u∗1, . . . , u
∗
N ) ∈ U ′ is
optimal for problem (4), where for each k = 1, . . . , N,
u∗k ∈ U ′k is induced by the threshold x¯k(λ∗), with
λ∗ =
1
cα
( ∑
k=1,...,N :γk 6=1
(1− γk)
(2− γk)
(1− b2−γkk )
(1− b1−γkk )
×
(
2− γk
1− b2−γkk
)1/α(
1− b2−α−γkk
2− α− γk
)1/α
+
∑
k=1,...,N :γk=1
(
1− b1−αk
1− α
)1/α
(1− bk)(1−α)/α
(− ln bk)
)α
(11)
In the homogeneous case (γk = γ and bk = b) the
expression becomes even simpler:
λ∗ =
Nα
cα
(1− γ)α
(1− b1−γ)α
(1− b2−γ)α
(2− γ)α
× (2− γ)
(1− b2−γ)
(1− b2−α−γ)
(2− α− γ) ,
and, consequently,
x¯k(λ
∗) =
c
N
1− b1−γ
1− γ
2− γ
1− b2−γ , (12)
in case γ 6= 1, and
λ∗ =
1
cα
(
N
(1− b1−α)1/α(b− 1)
((1− b)(1− α))1/α ln b
)α
.
in case γ = 1.
Proof. Part (a) is evident. For part (b), note that one can take
such ωˆ ∈ Ω that
∀k ∈ {1, ..., N}, ωˆ2k <
c
N
.
This is possible because G∗k(λ) approaches zero when λ→
∞. Thus, Slater’s condition is satisfied.
The rest of this proof verifies part (c). For each λ >
0, let ω∗(λ) ∈ Ω be generated by the threshold policy
u = (u1, . . . , uN ) determined by the threshold x¯k(λ), k =
1, . . . , N. We solve
G˜(ω∗(λ)) = c (13)
for λ∗ given by (11). Then it holds that
−J˜(ω∗(λ∗)) + λ∗(G˜(ω∗(λ∗))− c)
≤ −J˜(ω) + λ∗(G˜(ω)− c), ∀ ω ∈ Ω, (14)
by Lemma 1. According to Theorem 1 of Section 8.4 in
[19], this shows that ω∗(λ∗) ∈ Ω solves problem (10). Part
(c) immediately follows. 2
Consider λ∗ given by (11). According to (14) and that
(13) is satisfied by ω∗(λ∗), we see
µ0 = inf
ω∈Ω
{−J˜(ω) + λ∗(G˜(ω)− c)},
where
µ0 = inf −J˜(ω), subject to ω ∈ Ω, G˜(ω) ≤ c.
Any constant λ ≥ 0 satisfying the above equality with
λ∗ being replaced by λ is sometimes called a geometric
multiplier for problem (10), see Definition 6.1.1 of [4]. The
following result from [19, Thm. 1 in Sect. 8.3], see the proof
therein, shows that λ∗ is the unique geometric multiplier for
problem (10).
Proposition 1: Let Ω ∈ Rm be a convex set. Let f be
a real-valued convex function on Ω and G be a real-valued
convex function on Ω. Assume the existence of a point ωˆ ∈ Ω
for which G(ωˆ) < 0. Let
µ0 = inf f(ω), subject to ω ∈ Ω, G(ω) ≤ 0, (15)
and assume µ0 is finite. Then there is a number λ′ ≥ 0 such
that
µ0 = inf
ω∈Ω
{f(ω) + λ′G(ω)}, (16)
and thus a geometric multiplier exists. Furthermore, for each
geometric multiplier λ′, if the infimum is achieved in (15)
by an ω∗ ∈ Ω, G(ω∗) ≤ 0, it is achieved by ω∗ in (16) and
λ′G(ω∗) = 0.
Corollary 1: λ∗ given by (11) is the unique geometric
multiplier for problem (10)
Proof. Suppose λ′ ≥ 0 is a geometric multiplier for problem
(10). Let ω∗ = ω∗(λ∗) ∈ Ω be as in the proof of Theorem
1. Let us verify that λ′ > 0. Suppose for contradiction that
λ′ = 0. Consider the case of α < 1. Remember, µ0 is finite.
However, since λ′ = 0 is a geometric multiplier,
∀k ∈ {1, ..., N}, inf
ωk∈Ωk
[ω1k] = −∞,
and
µ0 = inf
ω∈Ω
[−J˜(ω)] = −∞,
which leads to a contradiction. Consider the case of α > 1.
Then µ0 is strictly positive. However,
∀k ∈ {1, ..., N}, inf
ωk∈Ωk
[ω1k] = 0,
and since λ′ = 0 is a geometric multiplier,
µ0 = inf
ω∈Ω
[−J˜(ω)] = 0,
which again leads to a contradiction.
Thus, λ′ > 0. According to Proposition 1, λ′ satisfies
G˜(ω∗(λ′)) = c, which admits the unique solution λ′ = λ∗.
2
The above results call for a number of distributed control
algorithms. At first, let us suppose that the numbers of users’
types are known to all users or broadcasted to the users by a
central authority (e.g., SDN controller). Then, each user can
calculate its threshold x¯k by (6),(11) and can control his rate
xk(t) by reducing it when the threshold is achieved. Thus,
except for the complete initial knowledge of the system’s
parameters, no further exchange of information is required.
Then, another interesting case is when each user knows
its individual parameters but not the parameters of the other
users. In this case, the central controller can calculate the
Lagrange multiplier by equation (11) and distribute it to the
users.
IV. INDEX POLICY FOR HARD CONSTRAINT
Since λ = λ(x¯) is monotone and decreasing function of
x¯, the comparison of λ(x¯k) with λ∗ provides the optimal
solution for the relaxed problem formulation. What is more,
the fact that λ(·) is a monotone and decreasing function
implies indexability of the problem with hard constraint [28].
Then, we can propose the following heuristic for the case
of hard constraint [28]: whenever the hard constraint (3)
is achieved, the user with the minimal value of λ(xk(t))
reduces his rate. Let us call the resulting policy the Whittle-
type index policy or briefly the index policy.
It is very intriguing to observe that the expression for λ(x¯)
contains neither the parameters of the other users nor the
number of users. Therefore, may be the Whittle index type
approach can be very useful in the adaptive scenario when
the number of users changes with time.
From now on, in this section, we consider the homoge-
neous case, i.e., we suppose ak = a, γk = γ ∈ [0, 1) and
βk = b ∈ (0, 1) for each k = 1, . . . , N . This is the standard
first step in the analysis of index policies [27]. As previously,
Assumption 1 is supposed to hold without explicit references.
It is without loss of generality to assume a = 1.
Let uind be the index policy. Let u∗ be the threshold policy
obtained in Theorem 1, which is optimal for problem (4).
Note that the index policy uind satisfies the hard capacity
constraint (3). Therefore, denoting UH as the class of policies
satisfying the hard capacity constraint (3), one has
J(uind, x, c,N) ≤ sup
u∈UH
J(u, x, c,N) ≤ J(u∗, x, c,N),
for each initial state x, capacity constraint c, and the number
of users N , which we signify in this section for the following
reason. Our objective is to show that the index policy is
asymptotically optimal in the following sense:
lim
N→∞
1
N
J(uind, x, cN,N) = lim
N→∞
1
N
J(u∗, x, cN,N). (17)
In the important case of γ = 0 corresponding to the
AIMD dynamics, we show that the index policy uind is
asymptotically optimal for each initial state, and in case of
γ ∈ [0, 1), we show that it is asymptotically optimal for the
initial states close enough to the steady state.
A. The AIMD (γ = 0) case
Suppose γk = 0 and βk = b ∈ (0, 1) for each k =
1, . . . , N .
We first observe that since λ(·) is monotone and decreas-
ing in the homogeneous case the index policy is equivalent
to the policy that reduces the maximal sending rate at the
moment when the hard constraint is achieved. Let us now
consider, under the index policy, the sequence of the sending
rates, observed at each time when the capacity constraint is
met. Following [3], for each x˜ = (x˜1, . . . , x˜N ) ∈ (0,∞)N
such that
x˜ ≥ x˜2 ≥ · · · ≥ x˜N > 0;
N∑
i=1
x˜i = c, (18)
we introduce
g(x˜) := (g1(x˜), . . . , gN (x˜))
defined in the following way. If
x˜k ≥ bx˜1 > x˜k+1 (19)
for some 1 ≤ k ≤ N with the convention xN+1 := 0, then
g1(x˜) := x˜2 + b1x˜1,
...
gk−1(x˜) := x˜k + b1x˜1,
gk(x˜) := bx˜1 + b1x˜1,
gk+1(x˜) := x˜k+1 + b1x˜1,
...
gN (x˜) := x˜N + b1x˜1,
where the last two lines are not relevant if k = N, and
b1 =
1−b
N > 0 is a constant. Note that if ∆(x˜) denotes the
time duration since the reduction of x˜ according to the index
policy until the next time when the hard capacity constraint
is met, then
b1x˜1 =
(1− b)x˜1
N
= a∆(x˜). (20)
The interpretation of g(x˜) is the vector of the ordered sending
rates from the largest to the smallest one, when the next time
the hard capacity constraint is met (before the reduction),
starting from x˜. Put x˜ =: x˜(0), with x˜ ∈ (0,∞)N is a fixed
vector satisfying (18),
x˜(m) := g(x˜(m−1)) =: g(m)(x˜), m ≥ 1,
we are interested in x˜(m) as m → ∞. Let us introduce for
each vector x˜ satisfying (18) k(x˜) as the integer k satisfying
(19).
Theorem 2: Suppose γk = 0 and βk = β for each k =
1, . . . , N . Then the mapping g has a unique fixed point, say
x˜∗ = (x˜∗1, . . . , x˜
∗
N ), in the space of vectors satisfying (18),
given by
x˜∗n =
(
b+
(N − n+ 1)(1− b)
N
)
c
Nb+ (N+1)(1−b)2
, (21)
1 ≤ n ≤ N , and x˜(m) → x˜∗ as m→∞.
Proof. Firstly, note that there exists some integer m0 > 0
such that k(x˜(m0)) = N, for otherwise, the sending rate of
some user would have blown up to ∞, violating the hard
capacity constraint.
Next, observe that if for some m ≥ 0, k(x˜(m)) = N, then
k(x˜(m+1)) = N as well. Indeed, if this was not the case,
then we would have
bx˜
(m+1)
1 = b(x˜
(m)
2 + b1x˜
(m)
1 ) > bx˜
(m)
1 + b1x˜
(m)
1
and thus
0 ≥ b(x˜(m)2 − x˜(m)1 ) > b1(x˜(m)1 − bx˜(m)1 ) > 0,
which is a desired contradiction. Therefore, for some and all
subsequent steps, the maximal sending rate (before reduc-
tion) when the hard capacity constraint is met will become
the minimal sending rate (just after reduction).
Consequently, for all large enough m, we have
x˜(m+1) = g(x˜(m))
=

b1 1 0 . . . 0
b1 0 1 . . . 0
...
...
... . . .
...
b1 0 0 . . . 1
b1 + b 0 0 . . . 0
 x˜(m),
Since the matrix
A =

b1 1 0 . . . 0
b1 0 1 . . . 0
...
...
... . . .
...
b1 0 0 . . . 1
b1 + b 0 0 . . . 0

is an aperiodic irreducible (column) stochastic matrix, we
conclude that x˜(m) converges to the unique fixed point x˜∗
of g in the space of vectors satisfying (18).
Let us compute the fixed point x˜∗ = (x˜∗1, . . . , x˜
∗
N ) by
solving the following system:
x˜∗1 := x˜
∗
2 + b1x˜
∗
1,
...
x˜∗2 := x˜
∗
3 + b1x˜
∗
1,
...
x˜∗N := bx˜
∗
1 + b1x˜
∗
1,∑N
i=1 x˜
∗
i = c,
which gives{
x˜∗n := (b+ (N − n+ 1)b1)x˜∗1, 1 ≤ n ≤ N,∑N
i=1 x˜
∗
i = c,
Therefore,
x˜∗1 =
c∑N
i=1(b+ ib1)
=
c
Nb+ (N+1)(1−b)2
,
x˜∗n = (b+
(N − n+ 1)(1− b)
N
)
c
Nb+ (N+1)(1−b)2
,
2 ≤ n ≤ N,
see (21). 2
We remark that the reduce maximal sending rate pol-
icy was investigated in [3]. There only the existence and
uniqueness of the fixed point (21) was established but the
convergence or the absence of cycling behaviour was not
shown.
Next, we shall scale the capacity constraint c by a mul-
tiplicative constant N . When we do such scaling, it is
convenient to signify the dependence of x˜∗(cN) on the
capacity constraint cN explicitly.
Theorem 3: Suppose γk = 0 and βk = β for each
k = 1, . . . , N . Then for each initial state, the index policy
is asymptotically optimal for the problem with hard capacity
constraint, i.e., (17) holds.
Proof. Note that for each fixed N, according to Theorem 2,
1
N
J(uind, x, CN,N) =
∫ x˜∗1(cN)
bx˜∗1(cN)
x1−α
1−α dx∫ x˜∗1(cN)
bx˜∗1(cN)
1dx
. (22)
Therefore, the statement would be proved if we can verify
that as N → ∞, x˜∗1(cN) → x¯1(λ∗), with x¯1(λ∗) being
given by (6), where
λ∗ =
Nα
(cN)α
1
(1− b)α
(1− b2)α
2α
× 2
(1− b2)
(1− b2−α)
(2− α)
=
1
cα
(1 + b)α
2α−1
1− b2−α
(1− b2)(2− α) .
is provided by Theorem 1(c). This can be done through direct
calculations, which we omit, as in the proof of Theorem 4
below, this fact will be verified in a more general setup. 2
B. The G-AIMD (γ ∈ [0, 1)) case
In this subsection, we assume γk = γ ∈ [0, 1) for each
k = 1, . . . , N .
As in the previous subsection, whose notations are adopted
here without repeating, we consider, under the index policy,
the sequence of the sending rates, observed at each time
when the hard capacity constraint is met (right before the
reduction in the maximal sending rate). Now for each x˜ ∈
(0,∞)N satisfying (18), if (19) holds for some 1 ≤ k ≤ N
with the convention xN+1 := 0, then g(x˜) is defined by
g1(x˜) := [x˜
1−γ
2 + (1− γ)∆(x˜)]
1
1−γ ,
...
gk−1(x˜) := [x˜
1−γ
k + (1− γ)∆(x˜)]
1
1−γ ,
gk(x˜) := [(bx˜1)
1−γ + (1− γ)∆(x˜)] 11−γ ,
gk+1(x˜) := [x˜
1−γ
k+1 + (1− γ)∆(x˜)]
1
1−γ ,
...
gN (x˜) := [x˜
1−γ
N + (1− γ)∆(x˜)]
1
1−γ ,
where the last two lines are not relevant if k = N, and ∆(x˜)
is such that
∑N
k=0 gk(x˜) = c.
As in the proof of Theorem 2, there exists some integer
m0 > 0 such that k(x˜(m0)) = N. Moreover, if for some
m ≥ 0, k(x˜(m)) = N, then k(x˜(m+1)) = N as well, for
otherwise, we would have
bx˜
(m)
1 = b[(x˜
(m)
2 )1− γ + (1− γ)∆(x˜(m))]
1
1−γ
> [(bx˜
(m)
1 )1− γ + (1− γ)∆(x˜(m))]
1
1−γ
so that
0 ≥ b1−γ [(x˜(m)2 )1−γ − (x˜(m)1 )1−γ ]
> (1− b1−γ)(1− γ)∆(x˜(m)) > 0,
which is a contradiction. Therefore, for all large enough m,
g1(x˜
(m+1)) := [(x˜
(m)
2 )
1−γ + (1− γ)∆(x˜(m))] 11−γ ,
...
gk(x˜
(m+1)) := [(x˜
(m)
k+1)
1−γ + (1− γ)∆(x˜(m))] 11−γ ,
...
gN (x˜
(m+1)) := [(bx˜
(m)
1 )
1−γ + (1− γ)∆(x˜(m))] 11−γ .
(23)
Next note that the unique fixed point x˜∗ of g in the space
of vectors satisfying (18) can be computed by solving
x˜∗1 := [(x˜
∗
2)
1−γ + (1− γ)∆(x˜∗)] 11−γ ,
...
x˜∗k := [(x˜
∗
k+1)
1−γ + (1− γ)∆(x˜∗)] 11−γ ,
...
x˜∗N := [(bx˜
∗
1)
1−γ + (1− γ)∆(x˜∗)] 11−γ .∑N
i=1 x˜
∗
i = c,
and hence, we have
x˜∗1 =
c∑N
i=1(b
1−γ + iN (1− b1−γ))
1
1−γ
, (24)
x˜∗n = x˜
∗
1[b
1−γ +
N − n+ 1
N
(1− b1−γ)] 11−γ ,
2 ≤ n ≤ N.
Let us now show the local asymptotic stability of the
nonlinear dynamics (23). After linearization around the fixed
point (24) and change of variables δz˜k = δx˜k/(x˜∗k)
γ , δx˜k =
x˜k − x˜∗k, the linearized dynamics (23) takes the form
δz˜(m+1) = [I − 1pT ]Bδz˜(m),
where pk = (x˜∗k)
γ/((x˜∗1)
γ + ...+ (x˜∗N )
γ), for k = 1, ..., N,
1 is the vector of ones, and the matrix B is defined as follows:
B =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
... . . .
...
0 0 0 . . . 1
b1−γ 0 0 . . . 0
 .
Let us investigate the eigenvalues of [I − 1pT ]B. First,
we note that it has one zero eigenvalue with the asso-
ciated left eigenvector pT . Then, let us multiply xT [I −
1pT ]B = λxT from the right by the right null eigenvector
[b−(1−γ) 1 · · · 1]T , which gives
λ[b−(1−γ) 1 · · · 1]Tx = 0.
Thus, if [b−(1−γ) 1 · · · 1]Tx 6= 0, λ = 0 and on the other
hand, if λ 6= 0, we have [b−(1−γ) 1 · · · 1]Tx = 0.
Using the additional condition [b−(1−γ) 1 · · · 1]Tx = 0,
after some algebra, we obtain an equation for the nonzero
eigenvalues of [I − 1pT ]B:
λN − b1−γ + (1− b1−γ)(p1 + p2λ+ ...+ pnλn−1) = 0,
which is in fact also the characteristic equation of a column
stochastic Leslie matrix. Consequently, [I−1pT ]B has N−1
roots smaller than unity and one zero root, which implies
local asymptotic stability.
If we now replace c with c1N in the expression (24) for
x˜∗1, then
lim
N→∞
x˜∗1(c1N) =
c1
1
N
∑N
i=1(b
1−γ + iN (1− b1−γ))
1
1−γ
=
c1∫ 1
0
(b1−γ + x(1− b1−γ)) 11−γ dx
= c1
1− b1−γ
1− γ
2− γ
1− b2−γ = x¯1(λ
∗(cN)),
which is the expression (12) with c being replaced by c1N .
Thus, we have the following result:
Theorem 4: Suppose γk = γ ∈ [0, 1) for each k =
1, . . . , N . Then, if the initial state is close enough to the
steady state, the index policy is asymptotically optimal for
the problem with hard capacity constraint.
We note that there is no stability in the case γ = 1. This
fact is in agreement with the observed extreme unfairness of
the MIMD dynamics [1]. However, the relaxed control in the
form of threshold policy still works in this case.
V. CONCLUSION AND FUTURE RESEARCH
We have analysed the impulsive control of the G-AIMD
dynamics under hard and relaxed constraints. In the case
of the relaxed constraint, we have shown that threshold-
type policy is optimal. For the much more challenging case
of hard constraint, we have proposed Whittle-type index
policy and have shown its asymptotic optimality in the ho-
mogeneous case. A number of interesting research questions
remain open: first, it would be good to establish global
stability of the index policy for the nonlinear G-AIMD.
Second, we need to investigate if asymptotic optimality of the
index policy still holds in the non-homogeneous case. And
third, it will be useful to extend the case of one constraint
to the case of several constraints, as in [5], [15], [20], [24],
representing a more complex network structure.
REFERENCES
[1] Altman, E., Avrachenkov, K.E. and Prabhu, B.J., “Fairness in MIMD
congestion control algorithms”. Telecommunication Systems, 30(4),
pp.387-415, 2005.
[2] Altman, E., Avrachenkov, K. and Ramanath, S., “Multiscale fairness
and its application to resource allocation in wireless networks”.
Computer Communications, 35(7), pp.820-828, 2012.
[3] Altman, E., Barman, D., Tuffin, B. and Vojnovic, M., “Parallel TCP
sockets: Simple model, throughput and validation”. In Proceedings of
IEEE INFOCOM 2006.
[4] Bertsekas, D., Nedic, A. and Ozdaglar, A., Convex analysis and
optimization, Athena Scientific, 2003.
[5] Avrachenkov, K., Borkar, V. and Pattathil, S., “Controlling G-AIMD
by index policy”. In Proceedings of IEEE CDC 2017.
[6] Avrachenkov, K., Habachi, O., Piunovskiy, A. and Zhang, Y., “Infinite
horizon optimal impulsive control with applications to Internet con-
gestion control”. International Journal of Control, 88(4), pp.703-716,
2015.
[7] Avrachenkov, K., Ayesta, U. and Piunovskiy, A., “Convergence of
trajectories and optimal buffer sizing for AIMD congestion control”.
Performance Evaluation, 67(7), pp.501-527, 2010.
[8] Avrachenkov, K., Ayesta, U., Doncel, J. and Jacko, P., “Congestion
control of TCP flows in Internet routers by means of index policy.”
Computer Networks, 57(17), 3463-3478, 2013.
[9] Corless, M., King, C., Shorten, R. and Wirth, F., AIMD dynamics and
distributed resource allocation. SIAM, 2016.
[10] Crisostomi, E., Liu, M., Raugi, M. and Shorten, R., “Plug-and-play
distributed algorithms for optimized power generation in a microgrid”.
IEEE Trans. Smart Grid, 5(4), pp.2145-2154, 2014.
[11] Crisostomi, E., Shorten, R., Stu¨dli, S. and Wirth, F., Electric and Plug-
in Hybrid Vehicle Networks: Optimization and Control. CRC Press,
2018.
[12] Ha, S., Rhee, I. and Xu, L., “CUBIC: A new TCP-friendly high-speed
TCP variant”. ACM SIGOPS Operating Systems Review, 42(5), pp.64-
74, 2008.
[13] Hermanns, H., and Wiechmann, H., “Demand-response management
for dependable power grids.” Embedded Syst. Smart Appliances Energy
Manag. 3, pp.1-22, 2013.
[14] Jacko, P. and Sanso, B., “Optimal anticipative congestion control of
flows with time-varying input stream.” Performance Evaluation, 69(2),
86-101, 2012.
[15] Kelly, F.P., Maulloo, A.K. and Tan, D.K., “Rate control for commu-
nication networks: shadow prices, proportional fairness and stability”.
Journal of the Operational Research Society, 49(3), pp.237-252, 1998.
[16] Kelly, T., “Scalable TCP: Improving performance in highspeed wide
area networks”. ACM SIGCOMM Comp. Comm. Review, 33(2), pp.83-
91, 2003.
[17] Keshav, S. and Rosenberg, C., “How internet concepts and technolo-
gies can help green and smarten the electrical grid”. ACM SIGCOMM
Computer Communication Review, 41(1), pp.109-114, 2011.
[18] Kreutz, D., Ramos, F.M., Verissimo, P.E., Rothenberg, C.E., Azodol-
molky, S. and Uhlig, S., “Software-defined networking: A comprehen-
sive survey”. Proceedings of the IEEE, 103(1), pp.14-76, 2015.
[19] Luenberger, D.G., Optimization by vector space methods, Wiley, 1969.
[20] Miller, A., and Miller, B., “Control of connected Markov chains.
Application to congestion avoidance in the Internet”. In Proceedings
of IEEE CDC 2011.
[21] Miller, B.M. and Rubinovich, E.Y., Impulsive Control in Continuous
and Discrete-Continuous Systems. Springer, 2012.
[22] Mo, J. and Walrand, J., “Fair end-to-end window-based congestion
control”. IEEE/ACM Trans. on Networking, 8(5), pp.556-567, 2000.
[23] Naoum-Sawaya, J., Crisostomi, E., Liu, M., Gu, Y. and Shorten, R.,
“Smart Procurement of Naturally Generated Energy (SPONGE) for
Plug-In Hybrid Electric Buses”. IEEE Trans. Automation Science and
Engineering, 14(2), pp.598-607, 2017.
[24] Srikant, R., The mathematics of Internet congestion control. Springer,
2012.
[25] Stevens, W.R., TCP/IP Illustrated. Addison-Wesley, 1993.
[26] Tan, K., Song, J., Zhang, Q. and Sridharan, M., “A compound TCP
approach for high-speed and long distance networks”. In Proceedings
of IEEE INFOCOM 2006.
[27] Weber, R.R. and Weiss, G., “On an index policy for restless bandits”.
Journal of Applied Probability, 27(3), pp.637-648, 1990.
[28] Whittle, P., “Restless bandits: Activity allocation in a changing world.”
Journal of Applied Probability, 25(A), pp.287-298, 1988.
[29] Zhang, Y., Piunovskiy, A., Ayesta, U. and Avrachenkov, K., “Conver-
gence of trajectories and optimal buffer sizing for MIMD congestion
control”. Computer Communications, 33(2), pp.149-159, 2010.
