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We study Bell scenarios with binary outcomes supplemented by one bit of classical communication.
We develop a method to find facet inequalities for such scenarios even when direct facet enumeration
is not possible, or at least difficult. Using this method, we partially solve the scenario where Alice
and Bob choose between three inputs, finding a total of 668 inequivalent facet inequalities (with
respect to relabelings of inputs and outputs). We also show that some of these inequalities are
constructed from the facet inequalities found in scenarios without communication, the well known
Bell inequalities.
I. INTRODUCTION
Bell nonlocality [1, 2] is one of the most intriguing phe-
nomena encountered in modern physics. Nonlocality was
discovered more than 50 years ago, and still there are sim-
ple well-posed fundamental questions about nonlocality
which remain unanswered. In this article, we focus on
one of these questions, which is impressively simple to
state but has proven very hard to answer. In the inter-
est of quantifying and understanding nonlocality, one can
create variations of Bell’s original local hidden variable
(LHV) model by adding a nonlocal resource. A nonlocal
resource is any resource that establishes correlations at a
distance. A PR box [3–5] is an example of such a nonlo-
cal resource. Another example is classical communication
[6–10], which is the focus of this paper. In particular, one
can ask how many bits of information are needed to re-
produce the correlations arising from projective measure-
ments on any two-qubit state [6, 8, 9, 11]. For the singlet
it is known that one bit is sufficient (the explicit model
is given in [10]), therefore we are interested in partially
entangled states, which are known to be simulable with
two bits [10], but not with zero bits [12]. We ask our-
selves whether one bit also suffices to simulate projective
measurements on all two-qubit partially entangled states.
It is interesting that such a well-posed, binary-answer
question for projective measurements on two-qubit pure
states, still has not been answered even though several
authors have worked on this problem [13, 14]. This il-
lustrates the technical difficulty of studying nonlocality.
Our strategy is to find Bell-like inequalities which are
satisfied by all LHV models supplemented by one bit of
communication, and then look for a violation of such in-
equalities. Although we do not provide an answer to
Toner and Bacon’s question here, our results already pro-
vide a deeper understanding of Bell-like inequalities for
scenarios with one bit of communication.
Regular Bell scenarios and Bell scenarios supplemented
with one bit of communication sent by Alice to Bob are
formally described in section II, along with the meth-
ods we have used to find the main results. In particular,
we introduce a useful notation and propose a method to
tackle scenarios where direct facet enumeration is diffi-
cult. Section III gives a proof that all projective measure-
ments on quantum states can be reproduced by one bit of
communication, for scenarios where Bob only has two di-
chotomic measurement settings, despite the fact that we
assume the bit to be communicated from Alice to Bob.
In section IV, we discuss the results we have obtained for
the scenario where both Alice and Bob have three inputs.
Finally, we conclude by discussing the general structure
of Bell-like inequalities with one bit of communication,
and future directions of research.
II. BELL INEQUALITIES WITH AUXILIARY
COMMUNICATION
A. Bell scenarios
In a bipartite Bell scenario, the two observers are usu-
ally called Alice and Bob. Alice and Bob choose from
a set of inputs (measurement settings) and as a result
get an output (measurement outcome). After they have
selected their inputs, Alice and Bob are not allowed to
communicate. Nevertheless, they have both access to the
same set of local variables because they share random-
ness that was generated by a common source at a past
time. The observers are allowed to use the local variables
to produce their outcomes. Alice and Bob both have a
number of measurements settings X,Y resp. and a num-
ber of outputs A,B. This defines the physical setup, or
Bell scenario generally noted XYAB. Since in this arti-
cle we restrict to binary outcome measurements, we shall
note Bell scenarios XY22 simply as XY. In the lab, Alice
and Bob perform measurements repetitively and record
the outcome statistics, which are described by a joint
probability distribution p(ab|xy). If the correlations al-
lowed by p(ab|xy) are explainable using only the common
past history and local operations by the observers, physi-
cists say the experiment statistics admit a local hidden
variable (LHV model). In such a case, we can write
p(ab|xy) =
∫
q(λ)pA(a|xλ)pB(b|yλ) (1)
where λ is a local variable (infinite shared ran-
domness), q(λ) is its probability distribution, and
pA(a|xλ), pB(b|yλ) are respectively Alice and Bob’s
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2x   {0,1,...,X-1}
a(x,λ)   {0,1} b(y,c,λ)   {0,1}
y   {0,1,...,Y-1}
A B*
c(x,λ)   {0,1}
XY+1
λ λ
FIG. 1. XY+1 scenario where Alice and Bob choose between
X and Y binary outcome measurements, respectively, and use
share the local hidden variables λ (shared randomness). Alice
is allowed to send one bit c(x, λ) of classical communication
to Bob.
marginal probabilities. If Eq. 1 is not satisfied, p(ab|xy)
is not local.
If locality is assumed, then the deterministic strate-
gies can be defined through the marginals of Alice and
Bob. The marginals define their respective local strate-
gies. The set L of all local strategies pL(ab|xy) is fi-
nite because Alice and Bob choose from a finite set of
measurements, and it defines a convex polytope usually
called the local polytope. The facets of this polytope
define inequalities which are satisfied by any probability
distribution in L, but are violated for quantum probabil-
ity distributions. These are the famous Bell inequalities,
the simplest of which is the CHSH inequality, for binary
inputs and outputs on both sides:
p(00|00) + p(00|01)+p(00|10)− p(00|11)
− pA(0|0)− pB(0|0) ≤ 0 (2)
This inequality is violated by quantum mechanical prob-
ability distributions, up to 1√
2
− 12 ≈ 0.2071.
B. Bell scenarios supplemented by one cbit
(Bell+1)
The protocol goes as follows: Alice and Bob first re-
ceive their inputs, then Alice is allowed to send one bit
of classical communication to Bob. In this way Alice and
Bob can simulate all p(ab|xy) that satisfy:
p(ab|xy) =
∫
q(λ)pA(a|xλ)pB(b|ycλ) (3)
where the marginal of Bob now depends also on the value
of the classical bit c = c(x, λ).
One can define all the local strategies with one bit of
communication analogously to the original Bell scenario.
The local strategies can all be written in terms of the local
deterministic strategies, for which the marginal probabil-
ities of Alice and Bob can only take the values 0 and 1.
There is a finite number of such strategies, hence a finite
number of vertices which define a convex polytope. Once
we have generated all the vertices, we look for the facets
of this polytope: this is the so-called facet enumeration
problem. We will call the set of local strategies with one
bit of communication C. The inequalities defining these
facets will be violated only if there exists a two-qubit
state and projective measurements yielding correlations
that cannot be reproduced using one bit of classical com-
munication.
C. Local strategies for Bell+1 and notation
The joint probability distribution p(ab|xy) for each lo-
cal strategy can be computed in the following way:
p(ab|xy) =
∑
λ
pA(a|xλ)pB(b|cyλ) (4)
where c = c(x, λ) is the communication function and can
be encoded in multiple ways. In a similar fashion to
Bell scenarios, we define such a scenario as XY+1, where
again we omit the number of outputs as they are always
binary. For a given number of inputs on Alice’s side
X, the number of communication functions in the case
of one cbit is given by the Stirling number of the second
kind denoted S(X, 2) or
{
X
2
}
. The Stirling number of the
second kind gives the number of distinct ways to divide
a set into two non-empty subsets.
By directly generating all local strategies, we obtain{
X
2
} · 2X · 22Y vertices. This method generates repeated
vertices, because it takes into account the situations
where Bob does not use the communication bit. By re-
moving the repetitions we end up with a smaller number
of vertices, given by
2X
(
2Y +
{
X
2
}
(22Y − 2Y )
)
(5)
This is a sum of three terms. The first term gives the
vertices for the local polytope of the Bell scenario, where
no communication function is used. The second term
accounts for the strategies where the bit is used while
the third term is for strategies where the bit is not used.
An interesting consequence of this is the fact that for
different values of (X,Y), one can have the same amount
of vertices. In fact, any scenario XX+1 will have the
same number of vertices as a (X+1)(X-1)+1 scenario.
Also, any X(X+1)+1 scenario has the same number of
vertices as a (X+2)(X-1)+1 scenario.
The dimension of the XY+1 polytope is X+2XY.
This is the minimal number of variables (probability
elements) needed to define the polytope. The usual
notation for the vertices, from Toner and Bacon [11],
is given by {p(00|xy) . . . p(10|xy) . . . pA(a = 0|x) . . . }.
The three dots mean that we run through all the
values of x and y, for example {p(00|xy) . . . } means
{p(00|00), p(00|01), p(00|10), p(00|11), etc...}. We in-
stead chose to use the notation {p(00|xy) . . . pB(b =
0|xy) . . . pA(a = 0|x) . . . } similarly to [15] because it
makes it easier to see what the inequalities reduce to
3when considering probability distributions in the no-
signalling (NS) subspace, such as quantum probability
distributions,see Table X. This becomes clear when we
study the first non-trivial scenarios, 32+1 and 33+1.
2Y+1 is trivial for all Y because Alice can simply send
her input as the communication bit, and in fact as we
will show in section III, X2+1 is also trivial for all X.
A Bell+1 inequality can be written∑
xy
dxyp(00|xy) +
∑
xy
exyp
B(0|xy) +
∑
x
fxp
A(0|x) ≤ b
(6)
We can represent such an inequality as a table, see
I, in which the elements are the coefficients multiply-
ing each of the probability elements {p(00|xy) . . . pB(b =
0|xy) . . . pA(a = 0|x) . . . }. We denote the coefficients for
p(00|xy) elements as dxy, while the coefficients for Bob’s
marginals are exy and for Alice’s marginals fx. Finally,
an inequality is also characterized by its bound b.
f0
d00 d01 d02
e00 e01 e02
f1
d10 d11 d12
e10 e11 e12
f2
d20 d21 d22
e20 e21 e22
≤ b
TABLE I. 33+1 inequalities notation. fx are the weights of
the marginals pAx (a = 0|x) of Alice, dxy are the weights of the
joint probabilities for outcomes a = b = 0 and exy are the
coefficients for Bob’s marginals pB(b = 0|xy).
Note that a vector of this form belongs to the NS sub-
space if exy is independent of x for all y.
Knowing the vertices, it is possible to compute all the
facets of a given polytope using dedicated software such
as PORTA [16] or PANDA [17].
D. Extension of inequalities from Bell to Bell+1
scenarios and intersection of Bell+1 inequalities
with the NS subspace
An inequality of a Bell scenario can be extended to the
corresponding Bell+1 scenario. We extend the inequal-
ities from the NS space to the 1-bit space by choosing
the coefficients for Bob’s marginals in a clever way. For
any Bell inequality, there are infinitely many such exten-
sions. We choose the one orthogonal to the NS subspace
as depicted in Fig. 3, i.e. we impose that the vector
characterising the extension lies within the NS subspace.
This orthogonal extension is unique. Let us look at the
example of 33+1, a scenario where we need to use this
technique because a full resolution of the polytope is dif-
ficult. In table II, we show how to extend an arbitrary
33 inequality to the 33+1 space. We extend the inequal-
ity to the 33+1 space by adding coefficients for Bob’s
marginals which in this higher-dimensional space depend
on both x and y. We choose the coefficients for Bob’s
marginals such that e′y satisfies e0y = e1y = e2y = e
′
y/3
for all y, where e′y are the coefficients of the 33 inequality
for Bob’s marginals pB(0|y). In this way, one can inter-
sect the 1-bit inequality with the non-signalling subspace
and map it back to the original Bell inequality that was
used for the extension.
e′0 e
′
1 e
′
2
f0 d00 d01 d02
f1 d10 d11 d12
f2 d20 d21 d22
≤ 0 −→
f0 d00 d01 d02
e′0/3 e
′
1/3 e
′
2/3
f1 d10 d11 d12
e′0/3 e
′
1/3 e
′
2/3
f2 d20 d21 d22
e′0/3 e
′
1/3 e
′
2/3
≤ 0
TABLE II. Orthogonal extension of a Bell inequality to the
1-bit communication space (example for 33+1). The bound
in both cases is the local bound.
Intersecting a 1-bit inequality with the NS subspace is
also straightforward to do using our choice of notation,
as one simply has to sum up the coefficients for Bob’s
marginals
∑
x exy = e
′
y, then
~IS =
f0
d00 d01 d02
e00 e01 e02
f1
d10 d11 d12
e10 e11 e12
f2
d20 d21 d22
e20 e21 e22
≤ b NS−−→ ~INS =
e′0 e
′
1 e
′
2
f0 d00 d01 d02
f1 d10 d11 d12
f2 d20 d21 d22
≤ b
TABLE III. Intersecting a 1-bit inequality IS with the NS
subspace amounts to summing the coefficients for Bob’s
marginals characterizing one of his inputs y.
The bound for the NS inequality in Table III has to
be considered carefully. Indeed, this bound is the 1-bit
bound for ~IS , a particular extension (not the orthogonal
one) of ~INS of Table III. Different extensions do not give
the same 1-bit bound though, see Fig. 2. For clarity,
we use a simplified scheme. In Fig. 2, we represent the
signalling space as a plane containing the NS space, rep-
resented itself as a line. Using brackets, we also represent
the bounds of the NS polytope which are given by the
positivity condition p(ab|xy) ≥ 0 for all a, b, x, y. In a
similar way, the vertical lines in the NS space delimit the
local polytope. The points where those lines are placed
represent facets of the local polytope. A facet of the 1-
bit polytope is a hyperplane IS , in our representation it
is an interval. In order for the probability distribution
to not be reproducible by one bit of communication, we
need its representative point to be further to the right
than the intersection of IS with the NS space. For any
point in the NS space ~q ∈ NS, ~IS ·~q = ~INS ·~q. Therefore,
a quantum bound for ~INS larger than the one bit bound
of ~IS implies that the distribution attaining the value of
the quantum bound cannot be reproduced with one bit
of communication. Note that the orthogonal extension’s
bound is always equal or larger to the correct 1-bit bound
since having one bit of communication implies leaving the
4NS subspace.
NS [ ]
local
hyperplane
FIG. 2. Schematic of the geometry of the 1-bit and no-
signalling spaces. The NS space is represented as a line, while
the signalling space is represented as two-dimensional. The
positivity conditions delimiting the NS polytope are repre-
sented by brackets.
E. Cutting the polytope
When direct facet enumeration cannot be done in up
to one or two weeks, we use a trick to find a smaller set of
inequalities. The trick consists in enumerating the facets
for a subpolytope of C, where C is the 1-bit polytope.
The way we select the subpolytope is by taking a Bell
scenario inequality, extending it to the 1-bit space in an
orthogonal way as shown in Fig. 3 and removing any
vertex that satisfies this new inequality. This amounts
to cutting the polytope with a hyperplane.
As previously described, we choose the coefficients for
Bob’s marginals in the 1-bit space to be equal because
this corresponds to an orthogonal extension of the facet
with respect to the NS space, i.e. IS ⊥ NS, where IS
is the rightmost inequality in Table II. We have tested
the choice of the coefficients extensively with the 32+1
scenario, which has already been fully solved [14]. In
order to generate all the relevant facets, it is impor-
tant that Bob’s marginals for the inputs which give a
CHSH inequality are equal. The other coefficients seem
completely arbitrary. In the 33+1 example of table II,
for Bob’s input y = 1, this means the coefficients for
pB(0|xy) for x = 0, 1 should be equal, and the coefficient
for x = 2 is arbitrary.
When we change the choice of coefficients for Bob’s
marginals, we are performing a rotation of the hyperplane
used to cut the 1-bit polytope. Therefore, one could try
different choices of coefficients in order to select different
sets of vertices and therefore produce several subpoly-
topes out of the original polytope. Furthermore, each
relabelling of the inequality cuts a different region of the
polytope, possibly revealing new facets.
There is another freedom for the cut, one can modify
the bound of the inequality used for the cut. This will
cause a translation of the hyperplane, which allows one to
change the size of the subpolytopes we generate. There-
fore for very hard problems we can increase the bound to
NS space
local vertices
L
Extended inequality used
           for the cut
FIG. 3. A C polytope is cut by an extended Bell inequality,
which is orthogonal to the NS subspace. The NS subspace
is represented as a two-dimensional space. We choose not to
represent the C polytope as we do not know it’s geometrical
form. By keeping all the vertices which saturate or violate
such an inequality one obtains a subpolytope for which it is
easier to find the facets via direct facet enumeration.
try to solve smaller subpolytopes. This translation tech-
nique has been used before, see [18] for further details.
Last but not least, when we cut a polytope and find
the facets of the subpolytope, some facets are not facets
of the original polytope: they were created by the cut. In
order to keep only the relevant inequalities, we check their
rank and whether the vertices of the original polytope
saturate exactly the bound of the inequalities.
III. X2+1 SCENARIOS
2Y+1 scenarios are trivial because Alice can send her
input as the classical bit. Surprisingly, X2+1 inequalities
also cannot be violated by any NS distribution despite
the fact that we assume the classical bit is sent from Al-
ice to Bob. The reason is that every NS vertex of a X2
Bell scenario can be reproduced using one PR box [4, 19].
Therefore, one PR box can simulate any quantum state
in X2 scenarios, as boxes can be written as convex combi-
nations of the NS vertices. Furthermore, one bit of com-
munication is a strictly stronger nonlocal resource that
one PR box [20]. Therefore one bit of communication
can simulate any quantum state in a X2 scenario.
IV. 33+1 SCENARIO
In this section, we present our results for the 33+1 sce-
nario. For this scenario the facet enumeration is demand-
ing, but by cutting the polytope one is able to recover a
large list of inequalities. In the corresponding 33 Bell sce-
nario, besides CHSH there is one new inequality, called
I3322, which we can also use to cut the 33+1 polytope:
5I3322 =
-1 0 0
-2 1 1 1
-1 1 1 -1
0 1 -1 0
≤ 0
A. Cutting with CHSH
We apply the cut with the extended CHSH inequality,
using the procedure described above.
We then solve the subpolytope. We find 657 inequiva-
lent inequalities, where 179 inequalities have a quantum
advantage when intersected with the NS subspace. Note
that quantum probabilities do not violate the 1-bit bound
C, but they can offer, as is the case for the 179 inequal-
ities, an advantage with respect to the local bound L in
the NS subspace. One can distinguish the inequalities by
how close the quantum bound is from the one bit bound,
with the following figure of merit:
Q− L
C − L (7)
This figure of merit also gives a lower bound on the
amount of average communication required to reproduce
3322 correlations [21]. The best quantum bound that we
obtain with respect to the local bound is halfway between
the local and 1-bit bounds, see inequalities 195 and 232 in
Table X. This result implies that to reproduce 3322 corre-
lations, Alice needs to send to Bob one bit at least half of
the time on average. By looking in the NS subspace, we
can show that our half-way quantum bound is obtained
through a sum of two I3322 inequalities (recall that the
quantum bound of I3322 is equal to 0.25). We also find
inequalities which in the NS subspace correspond to the
sum of two CHSH, and inequalities corresponding to one
CHSH or one I3322. We also find violations which corre-
spond to a CHSH or an I3322 inequality plus some term
which changes the optimal state/measurement and there-
fore modifies the quantum bound too. Doing the same
analysis in the 32+1 scenario, one finds that correlations
can be reproduced only if the amount of average commu-
nication is higher than 0.4142.
-3 2 2 2
-1 -1 -1
-1 2 2 -2
-1 -1 1
0 2 -2 0
-1 1 0
≤ 1 NS−−→
-3 -1 0
-3 2 2 2
-1 2 2 -2
0 2 -2 0
≤ 1
TABLE IV. Facet of 33+1, for which the quantum bound
is halfway between the local and 1-bit bounds. When inter-
sected with the NS space, this inequality reduces to a sum of
I3322 inequalities. This inequality corresponds to facet num-
ber 232 in Table X.
In table IV, we give an explicit example of a facet which
has a larger quantum bound with respect to the local
bound: inequality number 232 in Table X, which can be
found in the Appendix. In the non-signalling subspace,
this facet corresponds to a sum of I3322. In order to make
this clear, we intersect the facet of the C polytope with
the NS subspace.
The resulting inequality is I3322+I
perm
3322 with a bound of
one instead of zero, where Iperm3322 is I3322 with a relabeling
of the parties (permutation of Alice and Bob labels). We
found another inequality of the same type, which also
includes a sum of I3322 and I
perm
3322 , although it is less
obvious to see it because it also includes some other terms
which do not contribute to the quantum bound. The
second inequality (number 195 in Table X) is
-3 2 2 2
-1 -1 -1
-1 2 -2 1
-1 1 0
0 2 1 -2
-1 -1 1
≤ 1 NS−−→
-3 -1 0
-3 2 2 2
-1 2 -2 1
0 2 1 -2
≤ 1
TABLE V. Second facet (number 195) of 33+1 for which
the quantum bound is halfway between the local and 1-bit
bounds.
We give more examples of 33+1 inequalities in the Ap-
pendix, along with their NS intersections.
We have also tested the subpolytope method in the
32 + 1 scenario. By cutting with CHSH, we retrieve 80
inequalities. By removing those which are not true facets
of the 1-bit polytope, we obtain 17 inequalities. By sort-
ing these inequalities into inequivalence classes, we end
up with 9 inequalities, a positivity facet and the 8 new
facets which were published in [14]. In this scenario, by
cutting the polytope one easily recovers the complete list
of facet inequalities. Additionally, by intersecting these
facets with the NS subspace, we find again that the in-
equalities which have a larger quantum bound than local
bound are constructed from CHSH. The best inequal-
ity in terms of distance between the local and quantum
bounds in 32+1 is a sum of two CHSH.
B. Cutting with I3322
We repeat the “cutting” procedure, using the I3322 in-
equality instead of CHSH. There are two other versions
(in fact many more: any relabeling as discussed in Sec-
tion II E) of I3322 that we can use. One of them is I
perm
3322 ,
which we have introduced previously. The other is the
symmetrized version of I3322:
Isym3322 =
-1 -1 0
-1 0 1 1
-1 1 -1 1
0 1 1 -1
≤ 0
These inequalities are equivalent in the NS subspace,
but when extended to the 1-bit space they become in-
equivalent. Therefore each cut will give a different num-
ber of vertices and facets. Cutting with I3322, we obtain
6513 inequivalent facets, 151 of them having a larger quan-
tum bound than local bound in the NS subspace. The
cut with Isym3322 yields 642 inequivalent inequalities, 171 of
them having a quantum advantage in the NS subspace.
Finally Iperm3322 gives 634 facets, 174 with a quantum ad-
vantage in the NS subspace.
We grouped all these inequalities together, and re-
moved equivalent inequalities. We end up with a total
of 667 inequalities, 184 of which have a stronger quan-
tum bound than local bound.
We find the same construction as before, the inequal-
ities are constructed out of inequalities of the Bell poly-
tope. For example, we find the same facet inequalities
for 33+1 which reduce to the sum of two I3322 in the NS
subspace.
We have also attempted to directly solve the full poly-
tope. At the moment when we extracted the list of in-
equalities generated with the full polytope, the number
of inequalities had not increased in the last two months.
We thus conjecture that the list of 668 facet inequalities
is complete.
V. CONCLUSION
We present a method and notation to find facets of
Bell scenarios supplemented by one bit of classical com-
munication. The notation we use simplifies the study
of the 1-bit inequalities, especially with respect to their
intersection with the NS subspace. Even though the 1-
bit polytope is difficult to solve directly, we are able to
find an extensive list of facets, that we conjecture to be
complete. In the scenario 33 + 1, we find no quantum vi-
olation of the 1-bit bound. Given the structure of 33 + 1
facets, and assuming our conjecture is correct, we have
proven that the statistics obtained by choosing between
three projective measurements on any two-qubit quan-
tum state can be reproduced by one bit of classical com-
munication between the parties. Our results also imply
that in this scenario, Alice must send one bit at least
half of the time on average to Bob in order for the two
parties to reproduce the quantum correlations. These
findings constitute a step further towards answering the
binary-answer question raised in Section I. Our results
provide a better understanding of the general structure
of Bell inequalities supplemented by one bit. Indeed,
we found that by intersecting the facets of the C poly-
tope with the NS subspace, we derive inequalities which
are constructed from Bell inequalities of the correspond-
ing scenario without the communication. This can be a
starting point to guess new facets for scenarios where the
Bell inequalities are known.
The next scenarios to tackle are 34+1, 43+1 and 44+1.
An important point is that our results show the best in-
equalities we find in terms of distance between the local
and quantum bounds are sums of the same Bell inequal-
ity of the corresponding Bell scenario, for example for
33+1 the best inequality is a sum of two Bell inequali-
ties from 33. If this is a general trend for Bell scenarios
supplemented by one bit of communication, then in or-
der to find a violation of the 1-bit bound we require that
the Bell inequalities of the corresponding Bell scenario
should be:
1) maximally violated by a partially entangled state.
2) have a quantum bound which is more than half-way
between the local and 1-bit bounds.
Only starting from four settings on one side and three
on the other do we have partially entangled states maxi-
mally violating a Bell inequality [22]. In addition, in the
44+1 scenario the states which maximally violate the
Bell inequalities are in most of the cases very close to
maximally entangled [22]. Furthermore, for polytopes of
higher dimension than the 44 scenario [23], we still do not
know the complete list of facets, which makes the prob-
lem even more complicated. All of these points are quite
negative in the perspective of solving the binary-answer
question, nevertheless there are possible avenues to get
closer to the solution. One idea is to generate facets from
subpolytopes of such complicated scenarios, but one has
to be lucky to find the optimal inequalities in terms of
communication. Another possibility is to guess inequal-
ities using known Bell inequalities, at least up to four
settings for each party.
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8EXAMPLES OF 33+1 FACETS AND COMPLETE
LIST
In this appendix, we give examples of facets of 33+1,
along with their NS intersection and their connection to
Bell inequalities. We start with a 33+1 facet which re-
duces to the sum of two CHSH inequalities in the NS
subspace, inequality 349 in our Table X.
0 -1 0 1
0 0 0
0 0 1 -1
0 0 0
-2 1 1 2
0 -1 -1
≤ 1 NS−−→
0 -1 -1
0 -1 0 1
0 0 1 -1
-2 1 1 2
≤ 1
TABLE VI. Facet of 33+1, for which the quantum bound is√
2 − 1, for a local bound of zero and a 1-bit bound of one.
When intersected with the NS space, this inequality reduces
to a sum of CHSH inequalities.
This inequality corresponds, in the NS subspace, to a
sum of one CHSH inequality which uses Alice’s inputs
x = 0, 2 and Bob’s inputs y = 0, 2 and another CHSH
which uses x = 1, 2 and y = 1, 2. Therefore, the quan-
tum bound of this inequality is
√
2−1 ≈ 0.4142, which is
two times the amount of violation for CHSH. The quan-
tum bound is obtained for the maximally entangled state
1/
√
2(|00〉+ |11〉).
One can also have a single I3322 contained in the facet,
as the following example shows (inequality number 529)
-1 0 1 1
0 0 -1
0 1 1 -1
-1 -1 1
-1 1 -1 1
0 0 0
≤ 1 NS−−→
-1 -1 0
-1 0 1 1
0 1 1 -1
-1 1 -1 1
≤ 1
TABLE VII. Facet of 33+1, for which the quantum bound
is 0.25, for a local bound of zero and a 1-bit bound of one.
When intersected with the NS space, this inequality reduces
to I3322. In fact, we see that it corresponds to I
sym
3322 if we
permute Alice’s inputs x = 1 and x = 2. This inequality is
maximally violated by the maximally entangled state and it’s
quantum bound is the I3322 quantum bound.
Next, we give an example of a facet which when inter-
sected with the NS space reduces to a CHSH inequality
and some other terms. Despite the extra terms, its quan-
tum bound is the maximum violation of CHSH, attained
for the maximally entangled state. This inequality is
number 380 in Table X. This inequality has a similarity
with the inequality of Table V, in the sense that both are
constructed from Bell inequalities and have in addition
some extra terms which do not contribute to the quan-
tum bound. If we would remove these extra terms, the
quantum and local bounds would therefore not change.
Understanding how these extra terms arise could lead to
a better understanding of how to construct Bell+1 in-
equalities from Bell inequalities.
0 -1 1 0
0 -1 1
-2 0 2 2
1 -1 -1
-1 1 1 0
-1 0 -1
≤ 1 NS−−→
0 -2 -1
0 -1 1 0
-2 0 2 2
-1 1 1 0
≤ 1 =
0 -1 0
0 -1 1 0
0 0 0 0
-1 1 1 0
+
0 -1 -1
0 0 0 0
-2 0 2 2
0 0 0 0
≤ 1
TABLE VIII. Facet of 33+1, for which the quantum bound
is 1/2(
√
2 − 1), for a local bound of zero and a 1-bit bound
of one. When intersected with the NS space, this inequality
reduces to a CHSH inequality for two of each party’s inputs
and some other terms. This inequality is maximally violated
by the maximally entangled state and it’s quantum bound is
the CHSH quantum bound.
Most inequalities of 33+1 have a quantum bound
which is different than the bound of CHSH, I3322 or twice
their amount. Most inequalities have quantum bounds
that do not relate easily to Bell inequalities for binary
outcomes, up to three settings. As a final example, we
show such an 33+1 facet, and how its NS intersection is
constructed from CHSH and I3322 even if the quantum
bound does not relate directly to the maximal violations
of the Bell inequalities. One such inequality is inequality
number 196 in Table X,
-1 0 1 1
0 0 0
-2 2 -1 2
-1 0 -1
0 2 1 -2
-1 -1 1
≤ 1 NS−−→
-2 -1 0
-1 0 1 1
-2 2 -1 2
0 2 1 -2
≤ 1 =
-1 -1 0
-1 0 1 1
-1 1 -1 1
0 1 1 -1
+
-1 0 0
0 0 0 0
-1 1 0 1
0 1 0 -1
≤ 1
TABLE IX. Facet of 33+1, for which the quantum bound is
0.4158, for a local bound of zero and a 1-bit bound of one.
When intersected with the NS space, this inequality reduces
to a sum of a CHSH inequality for two of each party’s inputs
and an I3322. This inequality is maximally violated by the
non-maximally entangled state.
As shown in Table IX, facet number 196 corresponds
to a sum of Isym3322 and CHSH using inputs x = 1, 2 of
Alice and y = 0, 2 of Bob. maximum violation of 0.4158
is given by a partially entangled state
|ψ〉 = 0.7379|00〉+ 0.6749|11〉 (8)
and the resistance to noise for this inequality is λ =
0.7830, larger than the resistance to noise of CHSH
(λCHSH = 0.7071) but lower than the resistance to noise
of I3322 (λI3322 = 0.8).
8TABLE X: Conjectured complete list of tight Bell+1 inequalities with three settings for both
parties. The coefficients for each inequality are given in the following order d00 d01 d02 d10 d11
d12 d20 d21 d22 e00 e01 e02 e10 e11 e12 e20 e21 e22 f0 f1 f2. For each inequality we give the local
bound L, the two-qubit quantum bound Q, the one bit of communication bound C and the
quantum state that achieves the largest quantum bound |ψ(θmax)〉 = cos θmax|00〉+sin θmax|11〉.
All quantities are computed for non-degenerate measurements.
# Ineq L Q C θmax/pi
1 -9 6 8 9 1 9 4 6 -5 3 -5 -5 -3 -1 -3 -1 -1 -1 0 -10 -4 1 1 4 0
2 -8 6 8 8 -2 8 4 6 -2 3 -5 -5 -3 -1 -3 -1 -1 -1 0 -8 -4 1 1 4 0
3 -8 6 8 8 0 8 4 6 -4 3 -5 -5 -3 -1 -3 -1 -1 -1 0 -8 -4 1 1 4 0
4 -7 5 6 7 1 6 3 5 -4 3 -4 -4 -3 -1 -2 -1 -1 0 0 -7 -3 1 1 3 0
5 -6 5 6 6 -1 6 3 5 -2 3 -4 -4 -3 -1 -2 -1 -1 0 0 -6 -3 1 1 3 0
6 -6 5 6 6 0 6 3 5 -3 3 -4 -4 -3 -1 -2 -1 -1 0 0 -6 -3 1 1 3 0
7 -5 2 5 0 0 0 5 0 5 1 -2 -2 1 2 -3 -1 -2 -3 0 0 -5 1 1 3 0
8 -5 2 5 0 1 -1 5 0 5 1 -2 -2 1 1 -2 -1 -2 -3 0 0 -5 1 1 3 0
9 -5 2 5 1 2 -2 5 0 5 1 -2 -2 0 0 -1 -1 -2 -3 0 0 -5 1 1 3 0
10 -5 2 5 5 1 6 0 0 0 1 -2 -2 -1 -2 -3 1 2 -3 0 -6 0 1 1 3 0
11 -5 2 5 5 1 6 0 1 -1 1 -2 -2 -1 -2 -3 1 1 -2 0 -6 0 1 1 3 0
12 -5 2 5 5 1 6 1 2 -2 1 -2 -2 -1 -2 -3 0 0 -1 0 -6 0 1 1 3 0
13 -5 2 5 5 2 7 1 2 -3 1 -2 -2 -1 -2 -3 0 0 -1 0 -7 0 1 1 3 0
14 -5 2 7 5 2 5 0 0 0 1 -2 -3 -1 -2 -2 -1 2 -4 -2 -5 0 0 0 2 0
15 -5 2 7 5 2 5 0 2 -2 1 -2 -3 -1 -2 -2 -1 0 -2 -2 -5 0 0 0 2 0
16 -5 3 6 5 0 5 2 2 0 1 -3 -3 -1 -1 -2 -1 1 -3 -1 -5 -2 0 0 2 0
17 -5 3 6 5 0 5 2 3 -1 1 -3 -3 -1 -1 -2 -1 0 -2 -1 -5 -2 0 0 2 0
18 -5 4 4 4 -3 4 5 5 1 1 -3 -3 -1 -1 -1 -1 -1 -1 0 -4 -6 0 0.0899 2 0.1448
19 -5 4 6 5 1 5 2 4 -3 1 -3 -3 -1 -1 -1 -1 -1 -1 -2 -6 -2 0 0 2 0
20 -5 5 7 5 0 5 3 3 0 2 -4 -4 -2 -1 -1 -2 1 -3 -2 -5 -3 0 0 2 0
21 -5 5 7 5 0 5 3 5 -2 2 -4 -4 -2 -1 -1 -2 -1 -1 -2 -5 -3 0 0.0045 2 0.2044
22 -5 6 7 5 2 5 3 6 -6 1 -2 -3 -1 -2 -2 -4 -4 2 -6 -5 0 0 0.044 2 0.1871
23 -5 7 7 4 -4 7 5 5 0 2 -4 -4 -3 1 -3 -2 -1 -1 -4 -3 -5 0 0.0844 2 0.2235
24 -4 1 5 4 2 4 -1 2 -2 1 -1 -2 -1 -2 -2 0 0 -1 -1 -4 0 0 0.3467 2 0.1895
25 -4 2 4 4 0 4 1 1 0 1 -2 -2 -1 -1 -2 0 1 -2 0 -4 -1 0 0.3106 2 0.1655
26 -4 2 4 4 0 4 1 2 -1 1 -2 -2 -1 -1 -2 0 0 -1 0 -4 -1 0 0.3033 2 0.1639
27 -4 2 6 0 0 0 0 2 -2 1 -1 -2 3 -1 2 -1 -1 -2 -2 0 0 3 3 5 0
28 -4 2 6 0 2 -2 2 0 2 1 -1 -2 -1 -1 -2 1 -1 0 -2 0 -2 1 1 3 0
29 -4 3 2 2 0 2 2 3 -1 2 -2 -1 -2 -1 -1 0 -1 1 0 -2 -2 1 1 2 0
30 -4 3 3 2 -3 3 4 3 1 2 -2 -2 -1 1 -1 -2 -1 -1 0 -1 -4 1 1.0667 2 0.2167
31 -4 3 3 2 -1 3 2 3 -1 2 -2 -1 -2 0 -2 0 -1 1 -1 -2 -2 1 1.1019 2 0.2144
32 -4 3 3 3 -1 3 3 3 -1 2 -2 -2 -2 -1 -1 -1 -1 1 0 -3 -2 1 1 2 0
33 -4 3 3 4 1 3 1 1 -1 2 -2 -2 -2 -1 -1 0 1 -1 0 -4 -1 1 1 2 0
34 -4 3 3 4 1 3 1 2 -2 2 -2 -2 -2 -1 -1 0 0 0 0 -4 -1 1 1 2 0
35 -4 3 4 -1 -1 0 2 3 -1 2 -2 -2 2 0 2 -2 -1 -1 -1 1 -2 3 3 4 0
36 -4 3 4 2 1 1 2 3 -1 2 -2 -2 0 -1 1 -2 -1 -1 -1 -2 -2 1 1 2 0
37 -4 3 4 3 -4 4 4 4 1 2 -2 -2 -2 2 -2 -2 -2 -1 -1 -1 -4 1 1 2 0
38 -4 3 4 3 -2 4 3 3 -1 2 -2 -2 -2 0 -2 -1 -1 1 -1 -3 -2 1 1.0505 2 0.2262
39 -4 3 5 2 3 3 2 5 -3 0 -1 -1 2 -3 1 -2 -2 -1 -3 -5 -2 1 1 3 0
40 -4 3 5 3 1 3 1 3 -2 1 -2 -2 0 -1 0 -1 -1 -1 -2 -4 -1 0 0.365 2 0.208
41 -4 3 6 1 3 -2 3 -1 2 1 -2 -2 -1 -1 -2 0 -1 0 -2 -1 -2 1 1 3 0
42 -4 4 0 2 0 2 0 0 0 1 -1 1 -3 -3 -1 3 1 -1 0 -2 0 2 2 4 0
943 -4 4 0 2 0 2 2 2 -2 1 -1 1 -3 -3 -1 1 -1 1 0 -2 0 2 2 4 0
44 -4 4 0 2 2 4 4 6 -4 1 -1 1 -1 -3 -3 -1 -3 3 0 -4 -2 2 2 4 0
45 -4 4 0 4 2 2 0 0 0 1 -1 1 -3 -3 -1 3 1 -1 0 -4 0 2 2 4 0
46 -4 4 0 4 2 2 2 2 -2 1 -1 1 -3 -3 -1 1 -1 1 0 -4 0 2 2 4 0
47 -4 4 0 4 2 4 4 4 -4 1 -1 1 -3 -3 -3 -1 -3 3 0 -4 0 2 2.1102 4 0.1491
48 -4 4 5 4 0 4 2 4 -2 2 -3 -3 -2 -1 -1 -1 -1 0 -1 -4 -2 0 0.4426 2 0.2234
49 -4 4 5 5 -1 5 3 4 -2 1 -3 -3 -2 0 -2 -1 -1 -1 -1 -4 -3 0 0 2 0
50 -4 4 6 4 0 4 2 2 0 1 -3 -3 -1 -1 -1 -1 1 -3 -2 -4 -2 0 0 2 0
51 -4 4 6 6 -2 6 4 4 -2 1 -3 -3 -3 1 -3 -1 -1 -1 -2 -4 -4 0 0 2 0
52 -4 4 7 4 1 4 1 4 -3 1 -3 -3 -1 -2 -1 -1 -1 -1 -3 -4 -1 0 0 2 0
53 -4 4 7 7 -3 7 5 5 -2 1 -3 -3 -4 2 -4 -1 -2 -1 -3 -4 -5 0 0 2 0
54 -4 4 8 0 0 0 2 6 -4 1 -1 -2 3 -3 2 -3 -3 -2 -4 0 -2 2 2 5 0
55 -4 4 8 2 6 -4 2 -2 2 1 -1 -2 -3 -3 -2 1 -1 0 -4 -2 0 2 2 5 0
56 -4 5 7 2 -1 3 2 5 -3 2 -3 -3 0 -1 0 -2 -2 -1 -3 -2 -2 1 1 3 0
57 -4 6 6 4 -4 6 4 4 0 1 -3 -3 -3 1 -3 -1 -1 -1 -4 -2 -4 0 0.1239 2 0.2228
58 -4 6 7 5 -5 7 5 5 0 1 -3 -3 -4 2 -4 -1 -2 -1 -5 -2 -5 0 0.0913 2 0.2154
59 -3 -2 -3 5 -2 5 5 2 -5 0 4 4 -3 -2 -1 -2 -2 1 5 -5 0 6 6 8 0
60 -3 0 3 -1 0 -1 1 0 1 1 0 -1 0 0 -1 1 0 0 0 1 -1 2 2 3 0
61 -3 0 3 0 0 0 -1 0 -1 1 0 -1 2 0 1 0 0 -1 0 0 1 3 3 4 0
62 -3 0 3 0 0 0 0 0 0 1 0 -1 2 0 1 -1 0 -2 0 0 0 2 2 3 0
63 -3 0 3 1 -1 1 0 0 0 1 -1 -2 1 1 1 -1 1 -1 0 -1 0 2 2 3 0
64 -3 0 3 2 1 2 -1 1 -1 1 0 -1 0 -1 -1 0 0 -1 0 -2 0 1 1 2 0
65 -3 0 3 3 1 3 0 0 0 1 -1 -2 -1 -1 -1 -1 1 -1 0 -3 0 0 0 1 0
66 -3 0 3 3 2 3 -1 2 -2 1 0 -1 -1 -2 -2 0 0 0 0 -3 0 1 1 2 0
67 -3 1 2 2 0 2 1 0 1 1 -1 0 -1 -1 -2 1 1 -1 0 -2 -1 1 1.0391 2 0.1059
68 -3 1 2 2 0 2 1 1 0 1 -1 0 -1 -1 -2 1 0 0 0 -2 -1 1 1.0053 2 0.0616
69 -3 1 2 3 -1 2 1 1 0 1 -1 0 -2 0 -2 1 0 0 0 -2 -1 1 1.0117 2 0.1016
70 -3 1 3 0 -1 -1 1 1 0 1 -1 -1 2 0 2 -1 0 -2 0 1 -1 3 3 4 0
71 -3 1 3 0 0 0 1 1 0 1 -1 -1 2 -1 1 -1 0 -2 0 0 -1 2 2 3 0
72 -3 1 3 0 0 0 4 0 4 0 -1 -1 1 1 -2 -1 -1 -2 0 0 -4 0 0.2003 2 0.1594
73 -3 1 3 0 1 -1 1 0 1 1 0 -1 -1 -1 -1 1 0 0 -1 0 -1 1 1.0099 2 0.0873
74 -3 1 3 0 1 -1 1 1 0 1 0 -1 -1 -1 -1 1 -1 1 -1 0 -1 1 1.0641 2 0.1558
75 -3 1 3 1 0 1 1 1 0 1 -1 -1 1 -1 0 -1 0 -2 0 -1 -1 1 1 2 0
76 -3 1 3 1 1 -1 3 0 3 1 -1 -1 0 0 0 -1 -1 -2 0 0 -3 1 1 2 0
77 -3 1 3 1 1 -1 4 0 4 0 -1 -1 0 0 -1 -1 -1 -2 0 0 -4 0 0.1772 2 0.1512
78 -3 1 3 1 1 0 2 -1 1 1 -1 -1 -1 0 -2 0 0 0 0 -1 -1 1 1 2 0
79 -3 1 3 1 1 0 4 -1 3 1 -1 -1 1 0 -1 -2 0 -2 0 -1 -3 1 1 2 0
80 -3 1 3 1 1 2 1 1 0 1 -1 -1 1 -1 0 -1 0 -2 0 -2 -1 1 1 2 0
81 -3 1 3 2 1 -1 4 -1 3 1 -1 -1 0 0 0 -2 0 -2 0 -1 -3 1 1 2 0
82 -3 1 3 3 -1 3 1 1 1 1 -1 -1 -1 -1 -2 1 1 -1 0 -3 -2 1 1 2 0
83 -3 1 4 0 0 0 1 1 0 1 0 -1 2 -1 1 -2 0 -3 -1 0 -1 1 1 3 0
84 -3 1 4 0 0 0 1 2 -1 1 0 -1 2 -1 1 -2 -1 -2 -1 0 -1 1 1.0595 3 0.1514
85 -3 1 4 0 0 0 5 0 5 -1 -1 -1 1 1 -3 -1 -1 -2 -1 0 -5 0 0 2 0
86 -3 1 4 1 1 -1 5 0 5 -1 -1 -1 0 0 -2 -1 -1 -2 -1 0 -5 0 0 2 0
87 -3 1 4 1 1 0 1 -1 1 1 0 -1 -2 0 -3 1 0 0 -1 -1 0 1 1 3 0
88 -3 1 4 1 2 -1 1 -1 1 1 0 -1 -2 -1 -2 1 0 0 -1 -1 0 1 1.084 3 0.1846
89 -3 1 4 3 1 3 -1 3 -3 2 0 -2 -2 -2 -1 -1 -1 1 -1 -3 0 1 1 2 0
90 -3 1 4 3 1 3 0 0 0 1 -1 -2 -1 -1 -1 -1 1 -2 -1 -3 0 0 0 1 0
91 -3 2 1 1 0 1 1 0 1 1 -1 0 -1 -1 -1 1 1 -1 0 -1 -1 1 1.0811 2 0.1667
92 -3 2 1 1 0 1 1 1 0 1 -1 0 -1 -1 -1 1 0 0 0 -1 -1 1 1.0099 2 0.0879
10
93 -3 2 1 1 0 1 2 2 -1 1 -1 0 -1 -1 -1 0 -1 1 0 -1 -1 1 1.0168 2 0.1554
94 -3 2 1 3 2 3 1 2 -3 1 -1 0 -1 -1 -1 0 -1 1 0 -5 0 1 1.0719 2 0.2269
95 -3 2 2 2 -3 2 3 3 1 1 -1 -1 -1 1 -1 -1 -1 -1 0 0 -4 1 1.0698 2 0.2233
96 -3 2 2 2 -1 2 1 1 0 1 -1 0 -2 0 -2 1 0 0 -1 -1 -1 1 1.0057 2 0.0966
97 -3 2 2 2 -1 2 1 1 1 1 -1 -1 -1 -1 -1 1 1 -1 0 -2 -2 1 1 2 0
98 -3 2 2 2 -1 2 2 2 -1 1 -1 0 -2 0 -2 0 -1 1 -1 -1 -1 1 1.0967 2 0.1829
99 -3 2 2 2 -1 2 3 3 -1 1 -1 -1 -1 -1 -1 -1 -1 1 0 -2 -2 1 1 2 0
100 -3 2 3 -1 -1 -1 1 1 0 1 -1 -1 2 0 2 -1 0 -2 -1 2 -1 3 3 4 0
101 -3 2 3 -1 -1 -1 1 2 -1 1 -1 -1 2 0 2 -1 -1 -1 -1 2 -1 3 3 4 0
102 -3 2 3 0 0 0 1 2 -2 1 0 -1 2 0 1 -2 -2 0 -2 0 0 2 2 3 0
103 -3 2 3 1 0 1 1 2 -2 1 0 -1 1 0 0 -2 -2 0 -2 -1 0 1 1.0031 2 0.0926
104 -3 2 3 3 -2 3 3 2 1 1 -2 -2 -1 0 -1 -1 0 -1 0 -3 -3 0 0.1438 1 0.1796
105 -3 2 3 3 -1 3 1 2 -1 1 -2 -2 -1 0 -1 0 0 0 0 -3 -1 1 1 2 0
106 -3 2 3 3 -1 3 2 2 0 1 -2 -2 -1 0 -1 -1 0 -1 0 -3 -2 0 0.0772 1 0.1441
107 -3 2 3 3 0 3 2 2 -1 1 -2 -2 -1 0 -1 -1 0 -1 0 -3 -2 0 0.0584 1 0.1316
108 -3 2 3 3 2 3 1 4 -4 1 0 -1 -1 -2 -2 -2 -2 2 -2 -3 0 1 1 2 0
109 -3 2 3 5 2 5 3 4 -5 -1 0 0 -1 -2 -1 -2 -2 1 -2 -7 0 1 1 3 0
110 -3 2 4 0 0 0 1 3 -2 1 0 -1 2 -1 1 -2 -2 -1 -2 0 -1 1 1.1966 3 0.1881
111 -3 2 4 1 3 -2 1 -1 1 1 0 -1 -2 -2 -1 1 0 0 -2 -1 0 1 1.253 3 0.2063
112 -3 2 4 3 1 3 1 1 0 1 -2 -2 -1 -1 -1 -1 1 -2 -1 -3 -1 0 0 1 0
113 -3 2 4 3 1 3 1 2 -1 1 -2 -2 -1 -1 -1 -1 0 -1 -1 -3 -1 0 0 1 0
114 -3 2 4 4 -1 4 3 3 -1 1 -2 -2 -2 1 -2 -1 -1 -1 -1 -3 -3 0 0 1 0
115 -3 2 5 0 0 0 5 -2 3 -1 -2 -2 1 2 -3 -1 0 -1 -2 0 -3 1 1 3 0
116 -3 2 5 0 1 -1 5 -2 3 -1 -2 -2 1 1 -2 -1 0 -1 -2 0 -3 1 1 3 0
117 -3 2 5 1 2 -2 5 -2 3 -1 -2 -2 0 0 -1 -1 0 -1 -2 0 -3 1 1 3 0
118 -3 2 5 2 4 -2 1 0 -1 1 0 -1 -3 -2 -2 2 -2 2 -2 -2 0 2 2 4 0
119 -3 3 0 2 2 3 3 3 -3 1 -1 0 -1 -2 -2 -1 -2 2 0 -3 -1 1 1 2 0
120 -3 3 0 3 3 4 3 3 -4 1 -1 0 -1 -2 -2 -1 -2 2 0 -5 -1 1 1.0504 2 0.2267
121 -3 3 1 1 -1 0 4 3 -1 1 -1 -1 1 0 1 -2 -2 0 0 0 -3 2 2 3 0
122 -3 3 1 2 1 -1 2 1 1 1 -1 -1 0 0 0 -1 -2 0 0 -1 -2 1 1 2 0
123 -3 3 1 3 2 2 2 1 -2 1 -1 -1 -1 -2 0 0 0 0 0 -4 -1 1 1 2 0
124 -3 3 1 3 2 4 2 3 -4 1 -1 0 -1 -1 -2 -1 -2 2 -1 -5 0 1 1.0667 2 0.2169
125 -3 3 2 -1 -1 0 3 3 -2 1 -2 -2 2 0 2 -1 -1 0 0 1 -3 3 3 4 0
126 -3 3 2 0 -1 1 3 3 -1 1 -2 -2 1 0 1 -1 -1 0 0 0 -3 2 2 3 0
127 -3 3 2 0 0 0 3 3 0 1 -2 -2 1 -2 2 -1 -1 0 0 0 -3 2 2 3 0
128 -3 3 2 1 -1 1 3 3 0 1 -2 -2 0 -1 1 -1 -1 0 0 -1 -3 1 1 2 0
129 -3 3 2 3 2 2 1 1 -2 1 -1 -1 -1 -2 0 0 0 0 -1 -4 0 1 1 2 0
130 -3 3 2 6 1 6 5 4 -6 -1 0 0 -2 -1 -2 -3 -3 2 -2 -7 0 1 1 3 0
131 -3 3 3 0 -1 -1 2 3 -2 1 -1 -1 2 0 2 -2 -2 0 -2 1 -1 3 3 4 0
132 -3 3 3 0 -1 1 3 3 0 2 -2 -2 1 0 1 -2 -1 -1 0 0 -3 2 2 3 0
133 -3 3 3 1 -1 2 3 3 0 2 -2 -2 0 0 0 -2 -1 -1 0 -1 -3 1 1 2 0
134 -3 3 3 1 1 2 2 3 -2 1 -1 -1 1 -1 0 -2 -2 0 -2 -2 -1 1 1 2 0
135 -3 3 3 2 -2 3 3 3 0 2 -2 -2 -1 1 -1 -2 -1 -1 0 -1 -3 1 1 2 0
136 -3 3 3 3 0 3 0 0 0 2 -2 -2 -2 -1 -1 1 2 -1 0 -3 0 2 2 3 0
137 -3 3 4 -1 -1 0 1 3 -2 1 -2 -2 2 0 2 -1 -1 0 -2 1 -1 3 3 4 0
138 -3 3 4 1 -1 2 2 3 -1 2 -2 -2 0 0 0 -2 -1 -1 -1 -1 -2 1 1 2 0
139 -3 3 4 2 2 2 1 1 0 0 -1 -1 1 -2 1 -1 1 -3 -3 -4 -1 0 0.0304 2 0.1301
140 -3 3 4 2 2 2 1 3 -2 0 -1 -1 1 -2 1 -1 -1 -1 -3 -4 -1 0 0.2518 2 0.1976
141 -3 3 4 3 -3 4 4 4 0 2 -2 -2 -2 2 -2 -2 -2 -1 -1 -1 -4 1 1 2 0
142 -3 3 4 4 -1 4 3 3 -2 1 -2 -2 -2 1 -2 -1 -1 0 -2 -3 -3 0 0 1 0
11
143 -3 3 5 2 0 2 1 3 -2 1 -2 -2 0 -1 0 -1 -1 -1 -2 -2 -1 0 0.2625 2 0.2072
144 -3 4 1 3 2 1 0 0 0 1 -1 0 -2 -3 0 2 1 -1 -1 -3 0 1 1.133 3 0.1829
145 -3 4 1 3 2 1 1 1 -1 1 -1 0 -2 -3 0 1 0 0 -1 -3 0 1 1.1313 3 0.1974
146 -3 4 1 4 1 4 4 4 -4 1 -1 0 -2 -2 -3 -2 -3 3 -1 -4 0 1 1.4021 3 0.1987
147 -3 4 2 4 0 4 4 4 -4 1 -1 0 -2 -1 -3 -2 -3 3 -2 -4 0 1 1.4667 3 0.2054
148 -3 4 3 2 -1 3 0 0 0 2 -2 -2 -2 -1 -1 1 2 -1 -1 -2 0 2 2 3 0
149 -3 4 3 2 -1 3 1 1 0 2 -2 -2 -2 -1 -1 0 1 -1 -1 -2 -1 1 1 2 0
150 -3 4 4 3 3 3 2 2 -1 -1 -1 -1 1 -3 1 -1 1 -3 -4 -6 -2 0 0 2 0
151 -3 4 4 3 3 3 2 4 -3 -1 -1 -1 1 -3 1 -1 -1 -1 -4 -6 -2 0 0 2 0
152 -3 5 5 3 3 3 1 1 0 -1 -2 -1 1 -3 1 -1 2 -4 -5 -6 -1 0 0 2 0
153 -3 5 5 3 3 3 1 4 -3 -1 -2 -1 1 -3 1 -1 -1 -1 -5 -6 -1 0 0 2 0
154 -2 -2 0 0 0 0 0 0 0 0 1 1 2 -1 1 0 1 -1 2 0 0 4 4 5 0
155 -2 -2 0 2 0 2 0 0 0 0 1 1 0 -1 -1 0 1 -1 2 -2 0 2 2 3 0
156 -2 -2 0 4 -1 4 0 0 0 -1 2 2 -1 -1 -2 1 1 -2 2 -4 0 2 2.0766 4 0.1627
157 -2 -2 0 4 -1 4 1 1 -1 -1 2 2 -1 -1 -2 0 0 -1 2 -4 0 2 2.173 4 0.2053
158 -2 -2 2 6 0 6 2 0 -2 -2 1 1 -2 -1 -3 0 1 -1 0 -6 0 1 1 3 0
159 -2 -1 -2 1 -1 1 3 2 -2 0 2 2 0 -1 0 -1 -1 0 3 -1 -2 3 3 4 0
160 -2 -1 -2 2 -1 2 3 1 -2 0 2 2 -1 -1 0 -1 -1 0 3 -2 -1 3 3 4 0
161 -2 -1 1 2 1 3 1 0 1 0 1 1 0 -2 -2 0 2 -2 1 -3 -1 2 2 3 0
162 -2 -1 1 4 -1 3 2 1 -1 0 1 1 -2 0 -2 0 0 0 1 -3 -1 2 2 3 0
163 -2 -1 1 4 0 4 0 0 0 -1 1 1 -1 -1 -2 1 1 -2 1 -4 0 1 1.0162 3 0.1623
164 -2 -1 1 4 0 4 1 1 -1 -1 1 1 -1 -1 -2 0 0 -1 1 -4 0 1 1.1763 3 0.2174
165 -2 0 2 0 0 0 -1 0 -1 1 0 -1 1 0 1 0 0 0 0 0 1 2 2.1547 3 0.1959
166 -2 0 2 0 0 0 4 0 4 -1 0 0 1 1 -2 -1 -1 -2 0 0 -4 0 0 2 0
167 -2 0 2 1 0 1 -1 0 -1 1 0 -1 0 0 0 0 0 0 0 -1 1 1 1.4142 2 0.25
168 -2 0 2 1 1 -1 4 0 4 -1 0 0 0 0 -1 -1 -1 -2 0 0 -4 0 0.0981 2 0.1667
169 -2 0 2 1 2 -1 1 0 -1 1 1 0 -2 -1 -1 1 -1 1 0 -1 0 2 2 3 0
170 -2 0 2 2 -2 4 2 0 -2 1 1 0 -1 1 -2 -1 -1 0 0 -2 0 2 2.0981 3 0.25
171 -2 0 2 2 1 2 -1 1 -1 1 0 -1 -1 -1 -1 0 0 0 0 -2 0 0 0.4158 1 0.2358
172 -2 1 -1 0 -1 -1 4 4 -1 0 1 1 2 -1 1 -2 -2 0 1 1 -4 3 3 4 0
173 -2 1 -1 0 0 0 4 3 -1 0 1 1 2 -1 1 -2 -2 0 1 0 -3 3 3 4 0
174 -2 1 -1 1 -2 -1 4 4 -1 0 1 1 1 0 1 -2 -2 0 1 1 -4 3 3 4 0
175 -2 1 -1 1 -1 0 4 3 -1 0 1 1 1 0 1 -2 -2 0 1 0 -3 3 3 4 0
176 -2 1 -1 1 0 1 4 3 -1 0 1 1 1 -1 0 -2 -2 0 1 -1 -3 2 2 3 0
177 -2 1 -1 1 1 1 2 2 -1 0 1 1 0 -2 0 0 0 0 1 -2 -2 2 2 3 0
178 -2 1 -1 2 0 2 4 3 -2 0 1 1 0 -1 -1 -2 -2 1 1 -2 -2 2 2 3 0
179 -2 1 -1 2 1 1 2 1 -1 0 1 1 -1 -2 0 0 0 0 1 -2 -1 2 2 3 0
180 -2 1 -1 3 1 3 4 3 -3 0 1 1 -1 -2 -2 -2 -2 2 1 -3 -1 2 2 3 0
181 -2 1 1 0 0 0 0 0 0 1 -1 1 -1 -1 -2 1 1 -1 0 0 0 1 1 2 0
182 -2 1 1 1 0 1 0 0 0 1 -1 1 -1 -1 -2 1 1 -1 0 -1 0 1 1 2 0
183 -2 1 1 1 1 2 0 0 0 1 -1 1 -1 -1 -2 1 1 -1 0 -2 0 1 1 2 0
184 -2 1 1 2 2 3 0 0 0 1 -1 1 -1 -1 -2 1 1 -1 0 -4 0 1 1 2 0
185 -2 1 1 3 1 3 2 2 -3 0 0 0 -1 -1 -1 -1 -1 1 0 -4 0 1 1 2 0
186 -2 1 2 -1 -1 -1 1 2 -1 0 0 0 2 0 2 -1 -1 -1 -1 2 -1 3 3 4 0
187 -2 1 2 -1 -1 0 1 1 -1 0 0 0 2 0 2 -1 -1 -1 -1 1 0 3 3 4 0
188 -2 1 2 0 0 0 0 1 -1 1 0 -1 1 0 1 -1 -1 0 -1 0 0 1 1.1739 2 0.2319
189 -2 1 2 0 0 0 1 1 0 0 -1 -1 2 -1 1 0 0 -1 0 0 -1 2 2 3 0
190 -2 1 2 1 -1 0 1 1 0 0 -1 -1 1 0 1 0 0 -1 0 0 -1 2 2 3 0
191 -2 1 2 1 0 1 0 1 -1 1 0 -1 0 0 0 -1 -1 0 -1 -1 0 0 0.3808 1 0.2312
192 -2 1 2 1 1 0 2 0 2 0 -1 -1 0 0 -1 0 -1 -1 0 -1 -2 0 0.0521 1 0.111
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193 -2 1 2 1 1 1 1 1 0 0 0 0 1 -1 1 -1 0 -2 -1 -2 -1 0 0.3632 2 0.2355
194 -2 1 2 1 2 2 1 3 -2 0 0 0 1 -2 0 -1 -1 0 -1 -3 -1 1 1 2 0
195 -2 1 2 2 -2 2 2 2 1 1 -1 -1 -1 1 -1 -1 -1 -1 0 -1 -2 0 0.5 1 0.25
196 -2 1 2 2 -1 2 1 1 0 1 -1 -1 -1 0 -1 0 0 0 0 -2 -1 0 0.4158 1 0.2358
197 -2 1 2 2 -1 2 2 2 0 1 -1 -1 -1 1 -1 -1 -1 -1 0 -1 -2 0 0.2249 1 0.2161
198 -2 1 2 2 -1 2 2 2 1 0 -1 -1 0 -1 -1 0 0 -1 0 -2 -3 0 0.0295 1 0.094
199 -2 1 2 2 0 2 1 0 1 1 -1 -1 -1 -1 -1 0 1 -1 0 -2 -1 0 0.3371 1 0.2098
200 -2 1 2 2 1 2 0 0 0 1 -1 -1 -1 -1 -1 0 1 -1 0 -2 0 0 0.3094 1 0.2253
201 -2 1 2 2 1 2 1 2 -2 0 0 0 0 -1 0 -1 -1 0 -1 -3 0 1 1 2 0
202 -2 1 2 2 1 3 0 0 0 1 -1 0 -1 -1 -2 1 1 -1 0 -3 0 1 1 2 0
203 -2 1 2 2 1 3 1 1 -1 0 -1 -1 0 -1 -1 0 0 -1 0 -3 -1 0 0.0386 1 0.1142
204 -2 1 3 0 -1 -1 0 0 0 0 -1 -1 2 0 2 0 1 -2 -1 1 0 3 3 4 0
205 -2 1 3 0 -1 -1 0 1 -1 0 -1 -1 2 0 2 0 0 -1 -1 1 0 3 3 4 0
206 -2 1 3 0 0 0 -1 1 -1 0 -1 -1 2 0 1 0 0 -1 -1 0 0 2 2 3 0
207 -2 1 3 0 0 0 0 -1 1 1 0 -1 -1 0 -2 1 0 0 -1 0 0 1 1 2 0
208 -2 1 3 0 0 0 0 0 0 0 -1 -1 2 -1 1 0 1 -2 -1 0 0 2 2 3 0
209 -2 1 3 0 0 0 0 0 0 1 0 -1 -1 0 -2 1 -1 1 -1 0 0 1 1 2 0
210 -2 1 3 0 0 0 0 1 -1 0 -1 -1 2 -1 1 0 0 -1 -1 0 0 2 2 3 0
211 -2 1 3 0 0 0 2 -1 1 0 -1 -1 0 1 -2 0 0 0 -1 0 -1 1 1 2 0
212 -2 1 3 0 0 0 2 0 2 0 -1 -1 0 1 -2 0 -1 -1 -1 0 -2 0 0 1 0
213 -2 1 3 0 1 -1 0 0 0 1 0 -1 -1 -1 -1 1 -1 1 -1 0 0 1 1 2 0
214 -2 1 3 0 1 -1 2 -1 1 0 -1 -1 0 0 -1 0 0 0 -1 0 -1 1 1 2 0
215 -2 1 3 1 0 1 -1 1 -1 0 -1 -1 1 0 0 0 0 -1 -1 -1 0 1 1 2 0
216 -2 1 3 1 2 -1 4 -2 2 -1 -1 -1 0 0 -1 -1 0 -1 -1 -1 -2 0 0.1449 2 0.2126
217 -2 1 3 2 1 -1 4 -2 3 0 -1 -1 0 0 0 -2 1 -2 -1 -1 -2 1 1 2 0
218 -2 1 3 2 1 2 -2 3 -3 2 0 -1 -2 -2 -1 0 -1 1 -1 -2 0 1 1.0808 2 0.1372
219 -2 1 3 2 1 3 0 0 0 0 -1 -1 0 -1 -1 0 1 -2 -1 -3 0 0 0 1 0
220 -2 1 3 4 -1 4 2 2 -1 0 -1 -1 -2 1 -2 0 -1 -1 -1 -3 -2 0 0 1 0
221 -2 2 -1 2 0 2 6 5 -2 -2 1 1 0 -3 -1 -2 -2 1 0 -2 -4 1 1 3 0
222 -2 2 0 0 0 0 0 0 0 1 -1 1 -1 -1 -1 1 1 -1 0 0 0 1 1 2 0
223 -2 2 0 2 1 3 2 3 -3 1 0 1 -1 -1 -2 -1 -2 2 0 -3 0 2 2.1038 3 0.2203
224 -2 2 0 2 2 2 0 0 0 1 -1 1 -1 -1 -1 1 1 -1 0 -4 0 1 1 2 0
225 -2 2 1 0 0 0 2 2 0 1 -1 -1 1 -1 1 -1 -1 0 0 0 -2 1 1 2 0
226 -2 2 1 2 1 1 1 1 -1 1 -1 -1 -1 -1 0 0 0 0 0 -2 -1 0 0.4347 1 0.2432
227 -2 2 2 -1 -1 0 1 1 0 1 -1 -1 1 0 1 -1 0 -1 -1 1 -1 1 1.4142 2 0.25
228 -2 2 2 0 0 0 1 2 -1 1 -1 -1 1 0 1 -1 -1 0 -1 0 -1 1 1.3371 2 0.25
229 -2 2 2 1 -1 2 1 1 0 1 -1 -1 -1 0 -1 0 0 0 -1 -1 -1 0 0.4365 1 0.25
230 -2 2 2 2 -2 2 2 2 0 0 -1 0 -2 1 -2 0 -1 0 -2 0 -2 0 0.1419 1 0.158
231 -2 2 2 2 -2 2 2 2 0 1 -1 -1 -1 1 -1 -1 -1 -1 0 0 -2 1 1 2 0
232 -2 2 2 2 -2 2 2 2 0 1 -1 -1 -1 1 -1 -1 -1 0 -1 -1 -2 0 0.5 1 0.25
233 -2 2 2 2 2 2 2 2 -1 -1 0 0 1 -2 1 -1 0 -2 -2 -4 -2 0 0 2 0
234 -2 2 2 2 2 2 2 3 -2 -1 0 0 1 -2 1 -1 -1 -1 -2 -4 -2 0 0.0353 2 0.1542
235 -2 2 2 4 1 4 3 3 -4 -1 0 0 -1 -1 -1 -2 -2 1 -2 -5 0 0 0.3331 2 0.1861
236 -2 2 2 6 1 6 5 4 -6 -2 1 0 -2 -1 -2 -3 -3 2 -2 -7 0 1 1 3 0
237 -2 2 3 -1 -1 -1 0 0 0 0 -1 -1 2 0 2 0 1 -2 -2 2 0 3 3 4 0
238 -2 2 3 -1 -1 -1 0 1 -1 0 -1 -1 2 0 2 0 0 -1 -2 2 0 3 3 4 0
239 -2 2 3 -1 -1 -1 1 2 -2 0 -1 -1 2 0 2 -1 -1 0 -2 2 0 3 3 4 0
240 -2 2 3 0 0 0 1 1 0 1 -1 -1 1 -1 1 -1 0 -2 -1 0 -1 1 1 2 0
241 -2 2 3 1 -1 1 1 1 0 1 -1 -1 0 0 0 -1 0 -2 -1 0 -1 1 1 2 0
242 -2 2 3 1 -1 1 1 2 -1 1 -1 -1 0 0 0 -1 -1 -1 -1 0 -1 1 1 2 0
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243 -2 2 3 1 0 -1 3 -1 3 1 -1 -1 1 1 0 -2 0 -2 -1 0 -2 2 2 3 0
244 -2 2 3 2 1 2 0 0 0 0 -1 -1 0 -1 0 0 1 -2 -2 -3 0 0 0 1 0
245 -2 2 3 3 -2 3 1 1 0 0 -2 -2 -1 1 -1 0 1 -1 -1 -2 -1 1 1 2 0
246 -2 2 3 3 -1 3 1 1 -1 0 -2 -2 -1 1 -1 0 1 -1 -1 -2 -1 1 1 2 0
247 -2 2 3 3 -1 3 1 1 0 1 -1 -1 -2 0 -2 1 0 -1 -1 -2 -1 1 1 2 0
248 -2 2 3 4 -1 4 3 2 -2 0 -1 -1 -2 1 -2 -1 -1 0 -2 -3 -2 0 0 1 0
249 -2 2 4 0 0 0 0 2 -2 1 -1 -2 1 -1 2 -1 -1 0 -2 0 0 2 2 3 0
250 -2 2 4 2 0 2 0 2 -2 1 -1 -2 -1 -1 0 -1 -1 0 -2 -2 0 0 0 1 0
251 -2 2 4 2 4 -2 4 -2 2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -2 -2 -2 0 0 2 0
252 -2 3 1 0 0 0 4 3 -2 0 -1 -1 2 -1 1 -2 -2 1 -1 0 -2 2 2 3 0
253 -2 3 1 1 -1 0 4 3 -2 0 -1 -1 1 0 1 -2 -2 1 -1 0 -2 2 2 3 0
254 -2 3 2 0 -1 1 3 3 -2 0 -2 -2 1 0 1 -1 -1 1 -1 0 -2 2 2 3 0
255 -2 3 2 0 0 0 3 3 -1 0 -2 -2 1 -2 2 -1 -1 1 -1 0 -2 2 2 3 0
256 -2 3 2 0 0 0 3 3 -1 1 -1 -1 2 -1 1 -2 -2 0 -1 0 -2 2 2 3 0
257 -2 3 3 0 -1 1 2 3 -1 1 -2 -2 1 0 1 -1 -1 0 -1 0 -2 2 2 3 0
258 -2 3 3 0 0 0 2 3 -2 1 -1 -1 2 -1 1 -2 -2 0 -2 0 -1 2 2 3 0
259 -2 3 3 0 0 0 2 3 -1 1 -2 -2 1 -1 2 -1 -1 0 -1 0 -2 2 2 3 0
260 -2 3 4 2 0 2 1 1 0 1 -2 -2 -1 -1 0 -1 1 -2 -2 -2 -1 0 0 1 0
261 -2 3 4 3 3 -3 4 1 3 -1 -1 -1 -2 -2 0 -1 -2 0 -3 0 -4 0 0.0274 2 0.1577
262 -2 3 5 0 1 1 2 5 -3 0 -1 -1 2 -3 1 -2 -2 -1 -3 -1 -2 1 1 3 0
263 -2 4 4 -2 -2 -2 1 3 -3 -1 -2 -1 3 0 3 -1 -1 0 -4 4 0 4 4.2275 6 0.1741
264 -2 4 4 0 0 0 4 2 2 -1 -1 -1 1 1 -3 -1 -3 1 -4 0 -4 0 0 2 0
265 -2 4 4 2 2 -2 4 2 2 -1 -1 -1 -1 -1 -1 -1 -3 1 -4 0 -4 0 0 2 0
266 -2 4 4 2 2 2 0 0 0 -1 -2 -1 1 -2 1 0 2 -3 -4 -4 0 0 0 2 0
267 -2 4 4 2 2 2 0 2 -2 -1 -2 -1 1 -2 1 0 0 -1 -4 -4 0 0 0.027 2 0.1235
268 -2 4 4 2 2 2 2 2 0 -1 -1 -1 1 -3 1 -1 1 -3 -4 -4 -2 0 0 2 0
269 -2 4 4 2 2 2 2 4 -2 -1 -1 -1 1 -3 1 -1 -1 -1 -4 -4 -2 0 0 2 0
270 -2 4 4 4 -2 4 4 4 -2 1 -2 -2 -2 1 -2 -2 -2 1 -3 -3 -3 0 0 1 0
271 -2 4 6 2 -2 2 2 4 -4 1 -1 -2 1 -1 0 -3 -3 0 -4 -2 0 1 1 3 0
272 -2 4 6 2 0 2 -2 2 -2 1 -1 -2 -1 -3 0 1 1 -2 -4 -2 0 1 1 3 0
273 -2 5 5 0 0 0 4 3 1 -1 -1 -2 1 1 -3 -1 -4 2 -5 0 -4 0 0 2 0
274 -2 5 5 1 1 -1 4 3 1 -1 -1 -2 0 0 -2 -1 -4 2 -5 0 -4 0 0 2 0
275 -2 5 5 5 0 5 5 5 -5 -1 -1 -2 -1 -1 -2 -4 -4 2 -5 -5 0 0 0.1545 2 0.1534
276 -2 6 4 -2 -2 2 2 2 0 -1 -2 -3 1 -2 1 1 0 -1 -4 0 -2 1 1 3 0
277 -1 -1 -1 0 0 0 1 1 -1 0 1 1 1 -1 0 0 0 0 2 0 -1 2 2.125 3 0.2098
278 -1 -1 0 -1 1 -1 0 0 0 0 1 1 1 -1 1 0 0 -1 1 1 0 2 2.2071 3 0.25
279 -1 -1 0 0 -1 1 1 2 -1 0 2 2 1 -1 0 -1 -1 -1 1 0 -1 3 3 4 0
280 -1 -1 0 0 0 0 0 0 0 0 1 1 1 -1 1 0 0 -1 1 0 0 2 2 3 0
281 -1 -1 0 0 0 0 0 1 -1 0 1 1 1 -1 0 0 0 0 1 0 0 2 2 3 0
282 -1 -1 0 0 0 0 1 0 1 0 1 1 0 1 -1 0 -1 -1 1 0 -1 1 1 2 0
283 -1 -1 0 0 0 0 1 1 -1 0 2 2 1 -2 2 -1 -1 -1 1 0 0 4 4 5 0
284 -1 -1 0 0 0 0 1 1 0 -1 1 1 2 -1 1 0 0 -1 1 0 -1 3 3 4 0
285 -1 -1 0 0 0 0 1 1 0 0 1 1 1 -1 0 -1 0 -1 1 0 -1 1 1 2 0
286 -1 -1 0 0 0 0 1 2 -1 0 2 2 1 -2 1 -1 -1 -1 1 0 -1 3 3 4 0
287 -1 -1 0 0 1 -1 1 -1 0 0 1 1 0 0 0 0 0 0 1 0 0 2 2.2071 3 0.25
288 -1 -1 0 0 1 -1 1 0 1 0 1 1 0 0 0 0 -1 -1 1 0 -1 1 1.299 2 0.25
289 -1 -1 0 0 1 1 1 2 -1 -1 1 1 2 -2 0 0 0 0 1 -1 -1 3 3 4 0
290 -1 -1 0 0 1 1 2 2 0 -1 1 1 2 -2 0 -1 0 -1 1 -1 -2 2 2 3 0
291 -1 -1 0 0 2 2 5 5 0 -2 2 2 3 -4 0 -3 -1 -2 1 -2 -5 2 2 4 0
292 -1 -1 0 1 -1 0 1 1 0 -1 1 1 1 0 1 0 0 -1 1 0 -1 3 3 4 0
14
293 -1 -1 0 1 -1 1 1 1 -1 0 2 2 0 -1 1 -1 -1 -1 1 -1 0 3 3 4 0
294 -1 -1 0 1 -1 1 1 2 -2 0 2 2 0 -1 0 -1 -1 0 1 -1 0 3 3 4 0
295 -1 -1 0 1 0 1 2 2 0 -1 1 1 1 -2 -1 -1 0 -1 1 -1 -2 1 1 2 0
296 -1 -1 0 1 1 0 1 -1 0 0 1 1 -1 0 -1 0 0 0 1 -1 0 1 1.1547 2 0.1959
297 -1 -1 0 1 1 0 2 0 2 -1 1 1 0 0 -1 0 -1 -1 1 -1 -2 1 1 2 0
298 -1 -1 0 1 1 2 1 2 -1 -1 1 1 1 -2 -1 0 0 0 1 -2 -1 2 2 3 0
299 -1 -1 0 1 2 -1 3 -2 1 -1 1 1 0 0 0 -1 0 -1 1 -1 -1 2 2 3 0
300 -1 -1 0 2 -1 1 1 1 -1 0 1 1 -1 0 -1 0 0 0 1 -1 -1 1 1.3913 2 0.2371
301 -1 -1 0 2 1 3 1 0 1 -1 1 2 0 -2 -2 0 2 -2 1 -3 -1 2 2 3 0
302 -1 -1 0 3 -1 3 0 0 0 -1 1 1 -1 0 -1 1 0 -2 1 -3 0 1 1 2 0
303 -1 -1 0 4 -1 3 2 1 -1 -1 1 2 -2 0 -2 0 0 0 1 -3 -1 2 2 3 0
304 -1 -1 0 4 0 4 0 0 0 -2 1 2 -1 -1 -2 1 1 -2 1 -4 0 1 1 3 0
305 -1 -1 0 4 0 4 1 1 -1 -2 1 2 -1 -1 -2 0 0 -1 1 -4 0 1 1.0466 3 0.1797
306 -1 -1 0 5 5 0 5 -5 2 -2 2 2 -3 -1 -2 -2 1 -2 1 -5 0 2 2.0009 4 0.0451
307 -1 -1 1 0 2 -2 3 0 3 -1 1 2 1 0 0 -1 -2 -3 0 0 -3 1 1.0334 3 0.2183
308 -1 -1 1 1 1 -1 3 0 3 -1 1 1 0 0 0 -1 -1 -2 0 0 -3 1 1 2 0
309 -1 -1 1 1 1 0 3 -1 2 -1 1 1 0 1 -1 -1 -1 -2 0 -1 -2 1 1 2 0
310 -1 -1 1 1 2 -1 2 0 2 -1 1 1 0 0 0 0 -2 -2 0 -1 -2 0 0.4142 2 0.25
311 -1 -1 1 1 2 -1 3 -1 2 -1 1 1 0 0 0 -1 -1 -2 0 -1 -2 1 1 2 0
312 -1 -1 1 2 0 2 1 1 0 -1 1 1 0 -2 -2 0 1 -1 0 -2 -1 0 0.1514 2 0.1891
313 -1 -1 1 2 0 2 3 3 0 -2 1 1 1 -3 -2 -1 0 -1 0 -2 -3 0 0 2 0
314 -1 -1 1 2 0 2 5 5 1 -3 1 1 2 -4 -2 -2 -1 -2 0 -2 -5 0 0 2 0
315 -1 -1 1 2 1 3 1 1 0 -1 1 1 0 -2 -2 0 1 -1 0 -3 -1 1 1 2 0
316 -1 -1 1 2 1 3 3 3 0 -2 1 1 1 -3 -2 -1 0 -1 0 -3 -3 0 0.0173 2 0.2023
317 -1 -1 1 2 1 3 5 5 1 -3 1 1 2 -4 -2 -2 -1 -2 0 -3 -5 0 0 2 0
318 -1 -1 1 2 2 0 4 -1 3 -2 1 1 0 0 -1 -1 -1 -2 0 -2 -3 0 0.1794 2 0.2091
319 -1 -1 1 2 2 4 3 3 -1 -2 1 1 1 -3 -2 -1 0 -1 0 -4 -3 0 0.0609 2 0.2326
320 -1 -1 1 2 3 5 5 5 -1 -3 1 1 2 -4 -2 -2 -1 -2 0 -5 -5 0 0 2 0
321 -1 -1 1 3 0 3 4 4 1 -3 1 1 1 -3 -2 -1 -1 -2 0 -3 -4 0 0 2 0
322 -1 -1 1 3 1 4 2 2 -1 -2 1 1 0 -2 -2 0 0 -1 0 -4 -2 0 0.0838 2 0.2363
323 -1 -1 1 4 0 4 1 -1 -1 -1 1 1 -2 -1 -2 1 1 -1 0 -4 0 1 1 2 0
324 -1 -1 1 4 0 4 2 0 -2 -1 1 1 -2 -1 -2 0 0 0 0 -4 0 0 0.5298 2 0.218
325 -1 -1 1 4 0 4 2 1 -1 -2 1 1 -1 -1 -2 0 0 -1 0 -4 -1 0 0.1763 2 0.2174
326 -1 -1 1 4 0 4 3 3 0 -3 1 1 0 -2 -2 0 -1 -2 0 -4 -3 0 0 2 0
327 -1 -1 1 4 1 5 3 3 -1 -3 1 1 0 -2 -2 0 -1 -2 0 -5 -3 0 0 2 0
328 -1 -1 1 5 0 5 0 0 0 -2 1 1 -2 -1 -2 2 0 -3 0 -5 0 0 0 2 0
329 -1 -1 1 5 0 5 2 0 -2 -2 1 1 -2 -1 -2 0 0 -1 0 -5 0 0 0.0551 2 0.1467
330 -1 -1 1 5 0 5 2 2 0 -3 1 1 -1 -1 -2 1 -1 -3 0 -5 -2 0 0 2 0
331 -1 -1 1 5 0 5 3 2 -1 -3 1 1 -1 -1 -2 0 -1 -2 0 -5 -2 0 0 2 0
332 -1 -1 1 6 0 6 1 1 0 -3 1 1 -2 -1 -2 2 -1 -4 0 -6 -1 0 0 2 0
333 -1 -1 1 6 0 6 3 1 -2 -3 1 1 -2 -1 -2 0 -1 -2 0 -6 -1 0 0 2 0
334 -1 0 -1 0 0 0 2 1 -1 0 1 1 1 -1 1 -1 -1 0 1 0 -1 2 2 3 0
335 -1 0 -1 1 -1 0 4 3 -1 -1 2 1 1 0 1 -2 -2 0 1 0 -3 3 3 4 0
336 -1 0 -1 1 -1 2 1 1 -2 0 2 2 -1 -1 -1 0 0 0 1 -1 0 3 3 4 0
337 -1 0 -1 3 -1 3 3 3 -4 0 2 2 -1 -1 -2 -2 -2 2 1 -3 0 3 3 4 0
338 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
339 -1 0 1 -1 -1 -1 2 2 -1 -1 1 0 2 0 2 -1 -1 -1 0 2 -2 3 3 4 0
340 -1 0 1 -1 0 -1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1.2071 2 0.25
341 -1 0 1 0 -1 1 1 1 -1 0 1 1 1 0 1 -1 -1 -1 0 0 0 3 3 4 0
342 -1 0 1 0 0 0 0 0 0 0 0 0 -1 0 -1 1 0 0 0 0 0 0 0 1 0
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343 -1 0 1 0 0 0 0 1 -1 0 0 0 1 -1 0 0 0 0 0 0 0 1 1 2 0
344 -1 0 1 0 0 0 1 0 1 0 0 0 0 1 -1 0 -1 -1 0 0 -1 0 0 1 0
345 -1 0 1 0 0 0 1 1 -1 0 1 1 1 -1 2 -1 -1 -1 0 0 0 3 3 4 0
346 -1 0 1 0 0 0 1 1 0 0 1 1 1 -1 1 -1 0 -2 0 0 -1 1 1 3 0
347 -1 0 1 0 0 0 1 2 -1 0 1 1 1 -1 1 -1 -1 -1 0 0 -1 2 2 3 0
348 -1 0 1 0 1 -1 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1.299 2 0.25
349 -1 0 1 0 1 -1 1 1 2 0 0 0 0 0 0 0 -1 -1 0 0 -2 0 0.4142 1 0.25
350 -1 0 1 0 1 1 1 3 -2 0 1 1 1 -2 0 -1 -1 0 0 -1 -1 2 2 3 0
351 -1 0 1 1 -1 1 1 2 -1 0 1 1 0 0 0 -1 -1 -1 0 0 -1 2 2 3 0
352 -1 0 1 1 -1 2 1 1 -1 0 1 1 0 0 0 -1 -1 -1 0 -1 0 2 2 3 0
353 -1 0 1 1 0 1 1 1 -1 0 1 1 0 -1 1 -1 -1 -1 0 -1 0 2 2 3 0
354 -1 0 1 1 0 1 2 2 0 -1 0 0 1 -2 -1 -1 0 -1 0 -1 -2 0 0 1 0
355 -1 0 1 1 1 0 2 0 2 -1 0 0 0 0 -1 0 -1 -1 0 -1 -2 0 0 1 0
356 -1 0 1 1 1 2 0 0 0 0 0 0 0 -1 -1 0 1 -1 0 -2 0 0 0.1784 1 0.2185
357 -1 0 1 1 1 2 1 3 -3 0 1 1 0 -2 -1 -1 -1 1 0 -2 0 2 2 3 0
358 -1 0 1 1 1 2 2 2 0 -1 0 0 1 -2 -1 -1 0 -1 0 -2 -2 0 0 1 0
359 -1 0 1 1 2 3 2 2 -1 -1 0 0 1 -2 -1 -1 0 -1 0 -3 -2 0 0 1 0
360 -1 0 1 2 1 1 2 1 -1 -1 1 0 0 -1 1 -1 -1 -1 0 -2 -1 1 1 2 0
361 -1 0 1 3 -3 4 3 2 -1 0 1 1 -2 2 -2 -1 -2 -1 0 -1 -2 2 2 3 0
362 -1 0 1 3 -1 3 2 1 -1 -1 1 0 -1 1 -1 -1 -1 -1 0 -2 -1 1 1 2 0
363 -1 0 1 3 -1 3 2 1 -1 0 1 1 -2 0 -2 0 0 0 0 -2 -1 2 2 3 0
364 -1 0 1 3 0 3 3 0 -3 0 1 0 -2 -1 -1 -1 -1 1 0 -3 0 1 1 2 0
365 -1 0 1 7 2 5 5 2 -5 -3 2 0 -3 -2 -1 -2 -2 1 0 -7 0 1 1 3 0
366 -1 1 -1 -3 3 1 -1 -2 -1 2 0 2 2 -1 -2 -1 0 1 1 0 2 5 5 6 0
367 -1 1 -1 -3 3 1 0 -1 -1 2 0 2 2 -1 -2 -2 -1 1 1 0 1 4 4 5 0
368 -1 1 -1 -2 2 1 -2 -1 1 2 0 2 1 -1 -2 0 0 0 1 0 1 4 4 5 0
369 -1 1 -1 -2 2 1 -1 -1 0 2 0 2 1 -1 -2 -1 0 1 1 0 1 4 4 5 0
370 -1 1 -1 -2 2 1 0 0 0 2 0 2 1 -1 -2 -2 -1 1 1 0 0 3 3 4 0
371 -1 1 -1 -1 2 1 -1 -1 1 2 0 2 0 -1 -2 -1 0 1 1 -1 0 3 3 4 0
372 -1 1 -1 -1 2 1 0 0 0 2 0 2 0 -1 -2 -2 -1 2 1 -1 0 3 3 4 0
373 -1 1 -1 0 0 0 -3 -1 2 2 0 2 -1 2 -1 1 -1 -2 1 0 1 4 4 5 0
374 -1 1 -1 1 0 1 4 4 -1 -2 1 1 1 -3 -1 -1 -1 0 0 -1 -4 0 0 2 0
375 -1 1 -1 1 1 2 4 4 -1 -2 1 1 1 -3 -1 -1 -1 0 0 -2 -4 0 0.0942 2 0.1859
376 -1 1 -1 1 2 3 4 4 -2 -2 1 1 1 -3 -1 -1 -1 0 0 -3 -4 0 0.2038 2 0.1945
377 -1 1 -1 2 0 2 4 3 -1 -2 1 1 0 -2 -1 -1 -1 0 0 -2 -3 0 0.1794 2 0.2091
378 -1 1 -1 2 0 2 6 5 -2 -3 2 1 0 -3 -1 -2 -2 1 0 -2 -4 1 1 3 0
379 -1 1 0 0 0 0 3 3 -1 0 1 1 2 -1 1 -2 -2 0 0 0 -2 3 3 4 0
380 -1 1 0 0 2 2 1 1 0 0 -1 1 1 -1 -1 -1 0 -1 0 -2 -1 0 0.2071 1 0.25
381 -1 1 0 1 -1 0 3 3 -1 0 1 1 1 0 1 -2 -2 0 0 0 -2 3 3 4 0
382 -1 1 0 1 0 1 1 1 -1 0 1 1 -1 -2 0 0 0 0 0 -1 0 1 1.0989 3 0.1682
383 -1 1 0 1 0 1 3 3 -1 0 1 1 1 -1 0 -2 -2 0 0 -1 -2 2 2 3 0
384 -1 1 0 1 1 1 1 1 -1 0 0 0 -1 -1 -1 0 -1 1 0 -1 0 0 0.25 1 0.25
385 -1 1 0 1 1 1 1 2 -1 0 1 1 0 -2 0 0 0 0 0 -2 -1 2 2 3 0
386 -1 1 0 2 1 1 1 1 -1 0 1 1 -1 -2 0 0 0 0 0 -2 0 2 2 3 0
387 -1 1 1 -1 -1 -1 2 2 -2 -1 0 0 2 0 2 -1 -1 0 -1 2 -1 3 3 4 0
388 -1 1 1 -1 -1 1 0 1 -1 -1 1 0 -1 -1 -1 2 0 1 -1 0 0 1 1.095 3 0.166
389 -1 1 1 0 0 0 1 1 0 0 -1 -1 1 -1 1 0 0 0 0 0 -1 1 1 2 0
390 -1 1 1 0 0 0 2 1 -1 -1 -1 -1 2 -1 1 0 0 0 0 0 -1 2 2 3 0
391 -1 1 1 0 1 -1 1 1 0 -1 0 1 -1 -1 -1 1 -1 1 -1 0 -1 1 1 2 0
392 -1 1 1 0 5 -5 2 -1 1 0 0 2 1 -1 2 -1 -3 -3 0 0 -1 3 3 5 0
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393 -1 1 1 1 1 -1 2 1 1 -1 0 1 -1 -1 -1 0 -1 1 -1 0 -2 1 1 2 0
394 -1 1 1 1 1 1 1 1 -1 -1 0 0 1 -1 1 0 0 -1 -1 -2 -1 0 0.25 2 0.25
395 -1 1 1 1 2 -1 2 -1 1 0 0 0 0 0 0 -1 -1 -1 0 -1 -1 1 1 2 0
396 -1 1 1 1 2 2 1 3 -2 -1 0 1 1 -2 0 -1 -1 0 -1 -3 -1 1 1 2 0
397 -1 1 1 1 2 2 2 2 -1 -1 0 0 1 -2 0 -1 0 -1 -1 -3 -2 0 0 1 0
398 -1 1 1 2 -1 1 2 1 -1 -1 -1 -1 0 0 0 0 0 0 0 -1 -1 1 1 2 0
399 -1 1 1 2 1 2 1 1 -1 -1 0 0 0 -1 0 0 0 -1 -1 -3 -1 0 0 1 0
400 -1 1 1 2 1 2 1 2 -2 -1 0 1 0 -1 0 -1 -1 0 -1 -3 0 1 1 2 0
401 -1 1 1 2 1 2 2 2 -2 -1 0 0 0 -1 0 -1 -1 0 -1 -3 -1 0 0 1 0
402 -1 1 1 2 2 2 3 3 -2 -2 1 0 1 -2 1 -1 -1 -1 -1 -4 -3 0 0 2 0
403 -1 1 1 5 1 4 4 2 -4 -2 1 0 -2 -1 -1 -2 -2 1 -1 -5 0 0 0.2731 2 0.1695
404 -1 1 2 -1 1 -2 1 0 1 -1 -1 0 0 0 0 1 -1 -1 -1 1 -1 1 1 2 0
405 -1 1 2 0 0 0 0 0 0 0 -1 -1 1 0 1 0 1 -1 -1 0 0 1 1 2 0
406 -1 1 2 0 0 0 1 0 1 -1 -1 0 -1 1 -2 1 -1 -1 -1 0 -1 0 0 1 0
407 -1 1 2 0 0 0 1 1 -1 -1 -1 -1 2 -1 1 0 0 0 -1 0 0 2 2 3 0
408 -1 1 2 0 0 0 1 1 0 0 0 0 1 -1 1 -1 0 -2 -1 0 -1 0 0.2071 2 0.25
409 -1 1 2 0 1 -1 1 0 1 -1 -1 0 -1 0 -1 1 -1 -1 -1 0 -1 0 0 1 0
410 -1 1 2 1 0 1 1 1 0 -1 -1 0 1 -2 -1 -1 1 -2 -1 -1 -1 0 0 1 0
411 -1 1 2 1 0 1 1 2 -1 -1 -1 0 1 -2 -1 -1 0 -1 -1 -1 -1 0 0 1 0
412 -1 1 2 1 1 0 1 -1 1 0 0 0 -1 0 -2 0 0 0 -1 -1 0 0 0.2035 2 0.2107
413 -1 1 2 1 2 -1 2 -1 1 -1 -1 0 -1 0 -1 0 -1 -1 -1 -1 -1 0 0 1 0
414 -1 1 2 1 2 3 1 1 0 -1 -1 0 1 -2 -1 -1 1 -2 -1 -3 -1 0 0 1 0
415 -1 1 2 1 2 3 1 2 -1 -1 -1 0 1 -2 -1 -1 0 -1 -1 -3 -1 0 0 1 0
416 -1 1 2 2 0 2 0 2 -2 1 0 -1 -1 -1 -1 -1 -1 1 -1 -2 0 0 0.2361 1 0.25
417 -1 2 1 -1 1 1 4 4 -1 -2 0 -1 2 -3 0 -1 -1 0 -1 0 -4 0 0.0437 2 0.1724
418 -1 2 1 0 0 0 2 2 -1 0 -1 -1 1 -1 1 -1 -1 1 -1 0 -1 1 1.0097 2 0.0985
419 -1 2 1 0 0 0 3 3 -1 -1 -1 -1 1 -2 1 -1 -1 1 -1 0 -2 1 1 2 0
420 -1 2 2 -1 -2 2 1 0 1 -1 0 -1 -1 0 -1 1 0 -1 -2 0 -1 0 0 1 0
421 -1 2 2 -1 -1 -1 1 2 -2 -1 -1 0 2 0 2 -1 -1 0 -2 2 0 3 3 4 0
422 -1 2 2 0 -2 2 1 1 1 -1 0 -1 -1 0 -1 1 0 -1 -2 0 -2 0 0 1 0
423 -1 2 2 1 0 1 1 1 0 0 -1 -1 0 -1 0 0 0 -1 -1 -1 -1 0 0.069 1 0.157
424 -1 2 2 1 0 1 2 2 -1 0 -1 -1 0 -1 0 -1 -1 0 -1 -1 -1 0 0.0833 1 0.2233
425 -1 2 2 1 2 2 1 1 0 -1 -1 0 1 -2 0 -1 1 -2 -2 -3 -1 0 0 1 0
426 -1 2 2 1 2 3 3 4 -3 -1 0 -1 1 -2 -1 -2 -2 1 -2 -3 -2 0 0 1 0
427 -1 2 2 2 -1 2 2 2 -1 0 -1 -1 -1 0 -1 -1 -1 0 -1 -1 -1 0 0 1 0
428 -1 2 2 2 1 2 0 0 0 -1 -1 0 0 -1 0 0 1 -2 -2 -3 0 0 0 1 0
429 -1 2 2 2 1 2 0 1 -1 -1 -1 0 0 -1 0 0 0 -1 -2 -3 0 0 0 1 0
430 -1 2 2 3 2 1 0 0 0 -1 0 -1 -1 -2 1 1 0 -2 -2 -3 0 0 0 1 0
431 -1 2 2 3 4 -1 2 -2 0 -1 0 -1 -1 -2 1 -1 0 -1 -2 -3 0 0 0 1 0
432 -1 2 3 0 0 0 0 1 -1 0 -1 -1 1 -1 1 0 0 -1 -2 0 0 1 1 2 0
433 -1 2 3 0 1 -1 0 0 0 1 0 -1 -1 -1 -1 1 -2 1 -2 0 0 1 1 2 0
434 -1 2 3 1 2 -2 0 0 0 1 0 -1 -2 -2 0 2 -2 1 -2 0 0 2 2 3 0
435 -1 3 3 0 -3 3 1 1 1 -1 -1 -1 -2 1 -2 1 -1 -1 -3 0 -1 0 0 1 0
436 -1 3 3 0 0 0 2 3 -3 0 -1 -1 2 -1 1 -2 -2 1 -3 0 0 2 2 3 0
437 -1 3 3 1 2 3 2 4 -3 -1 -1 -1 1 -2 -1 -2 -2 1 -3 -3 -1 0 0 1 0
438 -1 3 3 2 -2 1 1 1 0 2 -1 -2 -1 0 1 -2 0 -1 -2 -1 -1 1 1 2 0
439 -1 3 3 3 3 -3 4 1 3 -2 -1 0 -2 -2 0 -1 -2 0 -3 0 -4 0 0.0834 2 0.1114
440 -1 3 4 0 -2 2 0 3 -3 0 -2 -2 1 1 0 -1 -1 1 -3 0 0 2 2 3 0
441 -1 3 4 3 -1 4 3 3 -3 -1 -1 -1 -1 -1 -1 -2 -2 0 -3 -3 0 0 0.0001 2 0.0323
442 -1 3 4 3 0 3 3 3 -3 -1 -1 -1 -1 -2 0 -2 -2 0 -3 -3 0 0 0.0083 2 0.0999
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443 -1 4 3 1 1 1 3 4 -1 -1 -1 -1 1 -3 1 -1 -1 -1 -3 -2 -3 0 0 2 0
444 -1 4 4 2 -2 1 2 2 -1 2 -2 -2 -1 0 1 -2 0 -1 -3 -1 -2 1 1 2 0
445 -1 4 4 2 3 -2 3 -3 1 2 -2 -2 -2 -1 0 -1 1 1 -3 -2 -1 2 2 3 0
446 -1 4 4 5 4 -7 5 -2 3 2 -2 0 -1 -2 3 -4 0 -3 -3 -2 -3 2 2.0941 4 0.2057
447 -1 4 5 2 -2 2 -1 1 -2 2 -1 -3 -1 -1 1 -1 0 0 -4 -2 1 1 1.1787 3 0.2295
448 -1 5 6 3 -3 3 3 5 -5 1 -1 -2 1 -1 -1 -4 -4 1 -5 -3 0 1 1 3 0
449 -1 6 6 3 -2 3 3 2 -5 2 -2 -2 -2 -2 -1 -1 0 1 -5 -3 0 2 2 4 0
450 -1 6 7 3 -2 3 -1 2 -3 2 -2 -4 -2 -2 1 -1 0 0 -6 -3 1 1 1 3 0
451 0 -2 -2 0 0 0 -1 1 -1 2 2 0 -2 1 -1 0 -2 2 2 0 1 3 3 5 0
452 0 -2 2 0 0 0 0 -2 -2 1 1 0 -1 1 0 1 1 0 0 0 2 4 4 5 0
453 0 -1 -1 -5 5 0 -1 -1 1 4 3 0 1 -2 -1 0 -2 0 1 0 1 6 6 8 0
454 0 -1 -1 -5 5 0 0 0 0 4 3 0 1 -2 -1 -1 -3 1 1 0 0 5 5 7 0
455 0 -1 -1 -1 1 0 -1 -1 0 1 1 -1 0 1 1 1 -1 2 1 0 1 5 5 6 0
456 0 -1 -1 -1 2 1 0 -1 1 2 2 0 -1 -1 -1 1 -1 0 1 -1 0 3 3 4 0
457 0 -1 -1 0 0 0 -1 -1 -1 2 1 0 -2 2 -1 -1 -1 1 1 0 1 2 2 4 0
458 0 -1 -1 0 0 0 -1 -1 0 1 1 -1 -1 2 1 1 -1 2 1 0 1 5 5 6 0
459 0 -1 -1 0 0 0 -1 -1 1 2 1 0 -2 1 -1 0 0 0 1 0 1 2 2 4 0
460 0 -1 -1 0 0 0 0 -1 1 1 1 -1 -1 1 1 1 0 1 1 0 0 4 4 5 0
461 0 -1 -1 0 0 0 0 0 0 1 1 -1 -1 1 1 1 -1 2 1 0 0 4 4 5 0
462 0 -1 -1 0 0 0 0 0 0 2 1 0 -2 1 -1 -1 -1 1 1 0 0 1 1 3 0
463 0 -1 1 0 0 0 2 0 2 -1 1 1 1 1 -1 -1 -1 -2 0 0 -2 1 1 2 0
464 0 -1 1 1 2 3 3 3 -1 -2 1 0 1 -2 -1 -1 -1 -1 0 -3 -3 0 0 1 0
465 0 -1 1 2 0 2 2 2 0 -2 1 0 0 -1 -1 0 -1 -1 0 -2 -2 0 0 1 0
466 0 -1 1 2 1 3 2 2 -1 -2 1 0 0 -1 -1 0 -1 -1 0 -3 -2 0 0 1 0
467 0 0 0 -7 4 -5 -3 2 5 4 2 -1 3 -2 1 0 -2 -1 0 3 -2 7 7 9 0
468 0 0 0 -7 5 -6 -1 -5 -4 4 1 -2 3 -1 2 -2 1 4 0 2 5 10 10 12 0
469 0 0 0 -5 4 -4 0 -3 -3 3 1 -1 2 -1 1 -2 0 3 0 1 3 6 6.182 8 0.1553
470 0 0 0 -4 0 -4 -1 -1 1 3 0 -2 1 1 2 0 0 1 0 4 1 6 6 8 0
471 0 0 0 -4 0 -4 0 0 0 3 0 -2 1 1 2 -1 -1 2 0 4 0 5 5 7 0
472 0 0 0 -4 1 -3 -1 -1 0 2 1 -1 2 -1 1 -1 1 2 0 3 1 6 6 7 0
473 0 0 0 -4 3 -3 -4 -1 3 1 2 2 2 -2 2 2 0 -2 0 3 1 8 8 9 0
474 0 0 0 -4 4 0 -4 -4 -2 2 1 -2 2 -1 1 2 1 2 0 0 6 8 8.0275 10 0.1268
475 0 0 0 -4 4 0 -1 -1 -1 2 2 0 2 -2 -1 -1 -1 1 0 0 1 3 3.0656 5 0.2394
476 0 0 0 -3 -1 -3 -1 1 -1 2 0 -2 1 2 2 0 -2 2 0 4 1 5 5.0883 7 0.2088
477 0 0 0 -3 0 -3 -1 1 1 2 1 -1 1 1 1 0 -1 1 0 3 -1 5 5 6 0
478 0 0 0 -3 1 -3 -1 2 2 2 2 -1 1 1 1 0 -2 0 0 2 -2 5 5 6 0
479 0 0 0 -3 2 -3 0 -2 -2 2 1 -1 1 0 1 -1 0 2 0 1 2 5 5 6 0
480 0 0 0 -3 3 -2 -1 -3 -2 2 1 -2 1 -1 0 0 1 2 0 0 3 5 5 6 0
481 0 0 0 -3 3 -1 -2 -1 1 1 2 1 2 -2 0 0 0 0 0 1 1 5 5 6 0
482 0 0 0 -3 3 -1 0 -1 -1 2 1 -1 1 -1 1 -1 -1 0 0 0 1 3 3 4 0
483 0 0 0 -3 3 -1 0 0 0 2 1 -1 1 -1 1 -1 -2 -1 0 0 0 2 2 3 0
484 0 0 0 -3 3 0 -1 -1 -1 2 2 0 1 -2 1 0 0 0 0 0 2 4 4.1432 6 0.1845
485 0 0 0 -3 3 0 0 0 0 1 1 -1 2 -1 1 -2 -2 0 0 0 0 1 1 3 0
486 0 0 0 -2 -1 -2 -2 2 1 2 2 -1 0 1 1 2 -2 0 0 3 0 6 6 7 0
487 0 0 0 -2 0 -2 -2 2 2 2 2 -1 0 0 1 2 -2 -1 0 2 0 5 5 6 0
488 0 0 0 -2 0 -2 -1 -1 0 2 0 -1 0 1 1 0 0 1 0 2 1 4 4 5 0
489 0 0 0 -2 0 -2 -1 1 1 2 2 -1 0 1 1 1 -2 0 0 2 0 5 5 6 0
490 0 0 0 -2 1 -2 0 -1 -1 2 2 -1 0 1 1 0 -1 1 0 1 1 5 5 6 0
491 0 0 0 -2 1 -1 -2 -1 -1 2 1 -1 0 1 1 1 -1 1 0 1 2 5 5 6 0
492 0 0 0 -2 1 -1 -1 -1 -1 2 2 -1 0 1 1 1 -1 1 0 1 2 6 6 7 0
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493 0 0 0 -2 1 -1 0 -5 5 1 -1 -3 1 3 3 -1 1 -2 0 1 0 5 5 7 0
494 0 0 0 -2 1 2 -1 -1 1 2 1 1 0 1 -1 0 -1 -1 0 -1 0 3 3 4 0
495 0 0 0 -2 2 -2 -2 -2 -2 2 0 -1 0 0 1 0 0 1 0 0 2 3 3 4 0
496 0 0 0 -2 2 0 -2 -2 -1 1 1 -1 1 0 1 1 0 1 0 0 3 5 5 6 0
497 0 0 0 -2 2 0 -2 -2 0 0 0 -1 1 -1 1 1 1 1 0 0 2 3 3.0811 4 0.141
498 0 0 0 -2 2 0 -1 -1 -1 1 1 -1 1 -1 -1 0 0 1 0 0 1 2 2 3 0
499 0 0 0 -2 2 0 -1 1 -1 1 3 2 1 0 -2 0 -3 2 0 0 1 5 5 7 0
500 0 0 0 -1 -1 -2 -2 -2 0 2 0 -1 -1 2 1 1 0 1 0 2 2 5 5 6 0
501 0 0 0 -1 -1 -1 -1 1 0 2 1 -1 -1 1 1 2 -1 1 0 2 0 5 5 6 0
502 0 0 0 -1 -1 -1 0 0 0 2 1 -1 -1 1 1 2 -1 1 0 2 0 5 5 6 0
503 0 0 0 -1 -1 2 -1 -1 0 2 1 1 -1 2 -1 1 -1 -1 0 0 1 4 4 5 0
504 0 0 0 -1 0 -1 -2 -2 0 2 0 -1 -1 2 1 1 0 1 0 1 2 5 5 6 0
505 0 0 0 -1 0 -1 0 -1 -1 2 2 -1 -1 1 1 1 -1 1 0 1 1 5 5 6 0
506 0 0 0 -1 0 -1 0 0 0 1 0 -1 0 1 1 0 -1 1 0 1 0 2 2 3 0
507 0 0 0 -1 1 -1 0 -1 -1 1 1 -1 0 0 0 0 0 1 0 0 1 2 2 3 0
508 0 0 0 -1 1 -1 0 0 0 0 1 1 1 -1 0 -1 -1 1 0 1 0 2 2 3 0
509 0 0 0 -1 1 0 0 0 0 1 0 -1 0 0 0 0 -1 1 0 0 0 1 1 2 0
510 0 0 0 0 0 0 0 -1 -1 1 1 -1 -1 1 -1 0 0 1 0 0 1 2 2 3 0
511 0 0 0 0 0 0 0 0 0 -1 0 -1 0 0 1 1 0 -1 0 0 0 0 0 1 0
512 0 0 0 0 0 0 0 0 0 -1 1 1 -1 -1 -1 1 1 -1 0 0 0 1 1 2 0
513 0 1 -1 -5 6 2 -2 -2 2 4 1 1 1 -2 -1 -1 -2 -1 0 -2 0 4 4 6 0
514 0 1 -1 -4 1 4 -1 -1 0 2 0 2 2 -1 -2 -1 1 -2 0 0 1 4 4 5 0
515 0 1 -1 -3 3 1 -3 -3 0 1 0 2 2 -1 -2 1 1 -1 0 0 3 5 5 6 0
516 0 1 -1 -3 4 1 0 -1 1 2 1 1 1 -2 -1 -1 -1 0 0 -1 0 3 3 4 0
517 0 1 -1 -3 4 2 0 -2 2 2 1 1 1 -2 -1 -1 0 -1 0 -2 0 3 3 4 0
518 0 1 -1 -3 4 2 2 2 -2 3 0 1 0 -1 -1 -3 -3 1 0 -2 0 2 2 4 0
519 0 1 -1 -2 1 1 -3 -1 -3 1 0 -1 0 0 0 2 0 2 0 0 4 5 5 6 0
520 0 1 -1 -2 2 -1 0 -3 -3 1 -1 1 1 0 -1 -1 1 2 0 0 3 4 4 5 0
521 0 1 -1 -1 0 1 -1 -1 0 2 0 2 -1 2 -1 1 -1 -2 0 0 1 4 4 5 0
522 0 1 -1 -1 1 -1 0 3 3 1 1 0 0 -1 2 1 -2 -2 0 1 -3 3 3 4 0
523 0 1 -1 -1 1 0 -3 -1 -3 1 0 -1 -1 0 1 2 0 2 0 0 4 5 5 6 0
524 0 1 -1 -1 1 0 -2 -1 1 1 0 2 0 1 -1 1 -1 -2 0 0 1 3 3 4 0
525 0 1 -1 -1 1 0 -1 0 -1 1 0 0 0 0 1 0 -1 0 0 0 1 2 2 3 0
526 0 1 1 -1 1 0 -1 -1 1 1 1 0 0 1 -1 1 -1 -1 -1 0 1 3 3 4 0
527 0 1 1 0 2 2 -1 -2 1 1 0 -2 -1 0 -1 1 0 1 -1 -2 1 2 2 3 0
528 0 1 1 0 5 5 -2 -3 1 2 1 -3 -2 -1 -3 2 -1 2 -1 -5 2 3 3 5 0
529 0 1 1 1 1 -1 1 -1 1 0 0 -1 -1 -1 1 0 0 0 -1 0 -1 0 0.25 1 0.25
530 0 1 1 2 1 -2 1 -1 -1 1 0 1 -1 1 0 -1 -1 0 -1 -1 0 2 2 3 0
531 0 1 1 4 4 -5 3 -3 0 1 0 2 -1 -1 2 -3 0 -2 -1 -3 0 2 2.3249 4 0.1815
532 0 1 1 4 5 -7 2 -5 -3 2 0 3 -2 -1 3 -2 1 0 -1 -2 3 7 7 9 0
533 0 1 1 6 5 -7 4 -5 -1 2 0 3 -2 -1 3 -4 1 -2 -1 -4 1 5 5 7 0
534 0 2 -2 -3 3 2 -1 -1 -1 1 0 2 2 -2 -2 -1 0 0 0 0 1 3 3.0349 4 0.1041
535 0 2 -2 -3 4 2 -1 1 -2 1 0 1 2 -2 -1 -1 -2 1 0 -1 1 3 3.0522 4 0.2413
536 0 2 -2 -2 2 0 -3 -2 -3 1 -1 0 0 -1 1 2 1 2 0 0 5 6 6.0637 7 0.228
537 0 2 -2 0 2 -2 0 -2 -2 1 -1 1 -1 -1 1 0 1 1 0 0 2 3 3.2361 4 0.25
538 0 2 -2 0 5 5 -2 -2 2 1 0 0 -1 -2 -3 1 -1 1 0 -5 0 1 1.2107 3 0.2346
539 0 2 2 -1 1 1 3 3 0 -2 0 -1 2 -3 0 -1 0 -1 -2 0 -3 0 0.0334 2 0.2183
540 0 2 2 1 -1 1 1 1 -1 1 -1 -1 -1 0 0 0 0 0 -2 -1 -1 0 0.1278 1 0.1768
541 0 2 2 1 -1 1 1 1 -1 1 0 -1 1 -1 0 -2 -1 0 -2 -1 0 1 1 2 0
542 0 2 2 1 1 -1 2 -2 1 1 0 -1 -2 -1 0 0 0 0 -2 0 -1 1 1 2 0
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543 0 2 2 1 1 -1 3 -3 0 1 0 -1 -2 -1 0 -1 1 1 -2 0 0 2 2.0035 3 0.1258
544 0 2 2 1 3 -3 1 -1 1 0 0 0 -2 -2 1 1 -1 -1 -2 0 -1 0 0.365 2 0.2117
545 0 2 2 5 6 -7 5 -4 1 1 0 2 -1 -2 3 -4 0 -3 -2 -4 -1 3 3 5 0
546 0 3 -3 -3 3 0 -3 -3 -3 2 0 1 1 0 2 2 0 2 0 0 6 10 10.1105 12 0.1165
547 0 3 3 -1 1 1 4 5 -1 -2 0 -1 2 -4 0 -2 -1 -1 -3 0 -4 0 0 2 0
548 0 3 3 1 -2 1 1 1 -1 1 -1 -1 0 0 0 -1 0 -1 -3 0 -1 1 1 2 0
549 0 3 3 1 1 1 3 3 0 -2 0 -1 1 -3 1 -1 0 -2 -3 -2 -3 0 0 2 0
550 0 3 3 1 1 1 3 4 -1 -2 0 -1 1 -3 1 -1 -1 -1 -3 -2 -3 0 0 2 0
551 0 3 3 2 2 -2 3 -3 0 1 -1 -1 -2 -1 0 -1 1 1 -3 -1 0 2 2.0178 3 0.25
552 0 3 3 2 3 -3 2 -3 3 0 -1 -2 -2 -2 2 0 1 -1 -3 0 -2 1 1.1565 2 0.1695
553 0 3 3 2 4 -2 1 -1 -1 -1 -1 0 -2 -1 -1 1 -2 1 -3 -2 0 0 0.067 2 0.1508
554 0 3 3 3 -2 2 3 1 -3 1 -1 -1 -2 0 -1 -1 0 1 -3 -2 -1 1 1.0164 2 0.2309
555 0 3 3 3 -1 3 1 2 -2 1 -1 -2 -1 -1 -1 -2 -1 1 -3 -3 0 0 0 1 0
556 0 3 3 3 6 -3 2 -2 -2 -1 -1 1 -3 -2 -1 1 -2 1 -3 -3 0 1 1 3 0
557 0 3 3 5 4 -7 5 -2 3 1 -1 1 -1 -2 3 -4 0 -3 -3 -2 -3 2 2 4 0
558 0 3 3 5 5 -7 5 -3 2 1 -1 1 -1 -2 3 -4 0 -3 -3 -3 -2 2 2 4 0
559 0 4 4 1 2 -2 2 -2 1 1 -2 -2 -1 0 0 -1 0 1 -4 -1 -1 1 1 2 0
560 0 4 4 2 -4 4 1 0 -1 -1 -1 -2 -2 1 -2 1 1 -1 -4 0 0 1 1.1946 3 0.1836
561 0 4 4 2 -2 2 2 2 -2 1 -2 -2 -1 0 0 -1 0 0 -4 -2 -2 0 0 1 0
562 0 4 4 2 -2 2 2 4 -4 0 -1 -1 1 -1 -1 -3 -3 1 -4 -2 0 0 0.0393 2 0.124
563 0 5 5 -1 -1 1 -1 1 -2 -1 -2 -2 1 -2 1 1 1 -1 -5 0 1 1 1.0109 3 0.1264
564 0 5 5 1 -1 1 1 0 -1 1 -2 -2 -1 -2 1 -1 2 -2 -5 -1 0 0 0.0168 2 0.1472
565 0 5 5 3 -3 3 3 4 -4 1 -1 -2 1 -1 -1 -4 -3 1 -5 -3 0 1 1 3 0
566 0 6 6 1 1 -1 2 -1 -1 1 -2 -2 -1 1 -3 -1 -3 3 -6 -1 0 1 1 3 0
567 0 6 6 1 3 -3 2 -2 2 1 -3 -3 -1 0 0 -1 -1 1 -6 -1 -2 0 0 2 0
568 0 6 6 2 -2 2 2 2 -4 1 -2 -2 -1 -2 0 -1 0 0 -6 -2 0 1 1 3 0
569 0 7 7 1 3 -3 2 -2 2 1 -3 -3 -1 0 -1 -1 -2 1 -7 -1 -2 0 0 2 0
570 0 8 8 2 -2 2 1 3 -4 1 -3 -3 -1 -3 1 -1 0 -1 -8 -2 0 0 0 3 0
571 1 -1 -2 -1 2 1 -2 1 1 1 2 1 -1 -1 -2 1 -2 1 1 -1 0 3 3 4 0
572 1 -1 -2 -1 3 -3 -1 -3 -3 1 1 1 -1 -1 2 -1 1 1 1 0 3 5 5 6 0
573 1 -1 -1 -2 2 -1 -1 -2 -1 0 1 2 1 0 -1 0 0 0 1 0 2 4 4 5 0
574 1 -1 1 1 4 -4 3 -1 2 -2 2 2 1 -1 1 -2 -2 -3 0 -1 -2 2 2 4 0
575 1 -1 1 1 5 -5 3 -2 1 -2 2 2 1 -1 2 -2 -2 -3 0 -1 -1 3 3 5 0
576 1 -1 1 1 8 -8 3 -4 -1 -3 3 3 2 -2 4 -3 -2 -3 0 -1 1 6 6 9 0
577 1 -1 1 1 8 -8 3 -3 0 -3 3 3 2 -2 4 -3 -3 -4 0 -1 0 5 5 8 0
578 1 -1 1 2 0 2 1 0 -1 -3 2 0 0 -2 -1 2 2 0 0 -2 0 3 3 5 0
579 1 -1 1 3 8 -6 5 -3 2 -3 3 3 0 -2 2 -3 -3 -4 0 -3 -2 3 3 6 0
580 1 0 -1 -2 1 -1 2 1 1 1 1 0 0 1 1 -1 -2 0 0 1 -2 3 3 4 0
581 1 0 -1 -2 2 -1 -1 -2 -2 0 0 2 1 0 -1 0 0 0 0 0 2 3 3 4 0
582 1 0 -1 -2 2 -1 -1 -1 -1 0 0 2 1 0 -1 0 -1 -1 0 0 1 2 2 3 0
583 1 1 -2 -3 1 -3 -1 -3 -3 1 -1 1 1 1 1 -1 1 2 0 2 3 6 6 7 0
584 1 1 -2 -2 1 1 -3 -1 -3 0 0 0 0 0 0 2 0 2 0 0 4 5 5 6 0
585 1 1 -2 -2 2 -2 -3 -4 -2 2 -1 1 -1 1 1 0 1 1 0 0 4 5 5.0263 7 0.2163
586 1 1 -1 -6 2 -6 -1 -4 -3 3 -1 -1 2 1 2 -2 1 4 -1 4 4 9 9 11 0
587 1 1 -1 -5 2 -5 -2 -4 -2 3 -1 -1 1 1 2 -1 1 3 -1 3 4 8 8 10 0
588 1 1 -1 -5 2 -4 -3 -4 -1 3 -1 -1 1 1 2 0 1 2 -1 3 4 8 8 10 0
589 1 1 -1 -5 2 -3 -5 1 5 3 1 1 1 -2 -1 2 -2 -1 -1 3 0 6 6 8 0
590 1 1 -1 -5 2 -3 4 4 1 3 -1 -1 1 1 2 -3 -3 1 -1 3 -5 4 4 6 0
591 1 1 -1 -5 3 -4 -2 2 4 2 1 0 2 -1 1 0 -2 -1 -1 2 -2 4 4.2859 6 0.1825
592 1 1 -1 -5 4 -4 -1 -4 -3 2 0 -1 2 -1 1 -1 1 3 -1 1 4 6 6.2804 8 0.1734
20
593 1 1 -1 -5 5 -1 0 -2 -2 2 1 1 2 -2 -1 -2 -1 2 -1 0 2 4 4.0558 6 0.1579
594 1 1 -1 -5 6 -2 0 -2 -2 3 2 1 1 -2 1 -1 -2 1 -1 0 2 6 6 8 0
595 1 1 -1 -4 1 -4 -3 -4 -1 3 -1 -1 0 2 2 0 1 2 -1 3 4 8 8 10 0
596 1 1 -1 -4 1 -3 -4 1 4 2 1 1 1 -1 0 2 -2 -1 -1 3 0 5 5.1471 7 0.1509
597 1 1 -1 -4 2 -3 -2 -3 -1 2 -1 -1 1 0 1 0 1 2 -1 2 3 5 5.253 7 0.2063
598 1 1 -1 -4 2 -2 -3 -3 -1 2 -1 -1 1 0 1 1 1 2 -1 2 4 6 6.2398 8 0.2005
599 1 1 -1 -4 4 -4 -1 -4 -4 2 0 -1 1 -1 1 -1 1 3 -1 0 4 5 5.1721 7 0.1879
600 1 1 -1 -3 1 -3 -1 1 2 1 0 0 1 0 1 0 -1 0 -1 2 -1 3 3.0038 4 0.0626
601 1 1 -1 -3 1 -3 -1 2 2 1 1 0 1 1 1 0 -2 0 -1 2 -2 4 4 5 0
602 1 1 -1 -3 2 -3 -1 2 3 1 1 0 1 0 1 0 -2 -1 -1 1 -2 3 3 4 0
603 1 1 -1 -3 2 -2 -1 -2 -1 1 0 0 1 0 1 0 0 1 -1 1 2 4 4.0391 5 0.119
604 1 1 -1 -2 1 -2 -1 -2 -1 1 0 0 0 1 1 0 0 1 -1 1 2 4 4 5 0
605 1 1 -1 -2 5 3 -2 -2 2 2 1 0 -1 -2 -3 1 -1 1 -1 -3 0 2 2 4 0
606 1 1 2 1 1 2 4 4 -2 -2 1 -1 1 -2 -1 -2 -2 1 -2 -2 -3 0 0.0355 1 0.25
607 1 1 2 1 3 -3 2 -2 0 -1 0 0 0 -1 1 -1 0 -1 -2 -1 0 1 1 2 0
608 1 1 2 4 4 -5 3 -3 0 0 0 1 -1 -1 2 -3 0 -2 -2 -3 0 1 1.2736 3 0.1773
609 1 2 -2 -5 5 -5 -2 -5 -5 3 -1 -1 1 -1 1 -1 1 4 -1 0 5 7 7 9 0
610 1 2 -2 -3 5 2 -2 -2 2 0 0 -1 3 -2 1 -1 -1 -1 -1 -2 0 2 2.093 4 0.2118
611 1 2 -2 -2 2 -2 -2 -4 -2 2 -1 1 -1 1 1 0 1 1 -1 0 4 5 5.0279 7 0.2116
612 1 2 -2 -1 3 -3 -2 -3 -4 1 -1 0 -1 -1 2 1 1 2 -1 0 4 5 5 6 0
613 1 2 -2 -1 3 -3 0 -3 -3 1 -1 1 -1 -1 1 -1 1 2 -1 0 3 4 4 5 0
614 1 2 -1 -5 6 2 -2 -2 2 3 0 1 1 -2 -1 -1 -2 -1 -1 -2 0 3 3 5 0
615 1 2 2 1 -4 4 2 0 -2 -1 1 0 0 1 -1 -1 -1 -1 -3 -1 0 1 1.152 3 0.196
616 1 2 2 2 1 -2 3 -3 1 0 0 -2 -2 -1 2 -1 1 1 -3 0 -1 2 2 3 0
617 1 2 2 2 1 -2 3 -3 1 0 0 -1 -2 -1 1 -1 1 0 -3 0 -1 1 1 2 0
618 1 2 2 3 -2 1 3 2 -3 0 0 0 -2 0 -1 -1 0 1 -3 -1 -2 1 1 2 0
619 1 2 2 3 -2 3 3 1 -3 -1 0 -1 -1 0 -1 -2 -2 1 -2 -3 0 0 0 1 0
620 1 2 2 4 -4 4 4 1 -4 0 1 0 -1 1 -1 -3 -2 1 -3 -4 0 1 1.2159 3 0.1933
621 1 2 2 4 3 -5 4 -2 2 0 0 1 -1 -1 2 -3 0 -2 -3 -2 -2 1 1.3659 3 0.2012
622 1 2 2 4 4 -5 4 -3 1 0 0 1 -1 -1 2 -3 0 -2 -3 -3 -1 1 1.2955 3 0.187
623 1 2 3 1 6 -6 2 -2 -1 -1 0 1 0 -2 2 -1 -2 -1 -3 -1 0 2 2 4 0
624 1 2 3 2 5 -4 2 -2 0 -1 0 0 -1 -2 1 -1 -1 -1 -3 -2 0 0 0.3225 2 0.1917
625 1 2 3 2 6 -5 2 -2 -1 -1 0 1 -1 -2 1 -1 -2 -1 -3 -2 0 1 1 3 0
626 1 2 3 5 4 -7 5 -2 3 0 0 1 -1 -2 3 -4 0 -3 -3 -2 -3 2 2 4 0
627 1 2 3 5 6 -7 5 -4 1 0 0 1 -1 -2 3 -4 0 -3 -3 -4 -1 2 2 4 0
628 1 3 -3 -1 3 -3 -1 -4 -3 1 -2 1 -1 -1 1 0 2 2 -1 0 4 5 5 6 0
629 1 3 3 2 -5 6 2 0 -2 -1 1 0 -1 1 -2 -1 -1 -2 -4 -2 0 1 1 3 0
630 1 3 3 2 2 -3 3 -3 2 0 -1 -2 -2 -1 2 -1 1 0 -4 0 -2 1 1 2 0
631 1 3 3 3 1 -3 3 -3 2 0 -1 -1 -1 0 1 -2 1 -1 -4 -1 -1 1 1.0178 2 0.25
632 1 4 3 2 -2 2 2 3 -3 0 -1 -1 1 -1 -1 -3 -2 1 -4 -2 0 0 0.1265 2 0.2018
633 1 6 5 2 -2 2 2 5 -5 -1 -2 -1 1 -2 -1 -3 -3 1 -6 -2 0 0 0 2 0
634 2 1 -3 -2 2 -2 -3 -4 -3 1 -1 2 -1 1 1 0 1 1 0 0 4 5 5.1446 7 0.208
635 2 1 -3 -2 3 -3 -4 -5 -3 2 -1 2 -2 1 2 0 1 1 0 0 5 7 7 9 0
636 2 1 -1 -2 6 -5 -2 -2 -2 -1 1 4 1 -2 1 1 -2 -1 -1 0 2 5 5 7 0
637 2 2 -2 -6 2 -4 -4 2 4 2 1 1 2 -1 1 2 -3 -1 -2 4 0 7 7 9 0
638 2 2 -2 -6 4 -5 -1 -4 -3 2 -1 -1 2 -1 1 -1 1 4 -2 2 4 7 7.0094 9 0.076
639 2 2 -2 -6 4 -4 -2 -4 -2 2 -1 -1 2 -1 1 0 1 3 -2 2 4 7 7.0049 9 0.0702
640 2 2 -2 -6 5 -6 -1 5 6 2 1 0 2 -1 2 -1 -4 -2 -2 1 -5 4 4 6 0
641 2 2 -2 -6 6 -4 -2 -6 -4 2 0 -1 2 -2 1 0 2 3 -2 0 6 8 8 10 0
642 2 2 -2 -5 4 3 -5 -2 -5 1 0 -2 1 -2 -2 4 0 4 -2 0 7 8 8 10 0
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643 2 2 -2 -5 5 -2 -1 3 4 2 1 2 1 -1 0 -1 -4 -2 -2 0 -3 3 3 5 0
644 2 2 -2 -4 4 -4 0 -4 -4 1 0 0 1 -1 1 -1 1 3 -2 0 4 5 5.2977 7 0.1778
645 2 2 -2 -4 6 2 -2 -2 2 2 1 1 0 -3 -3 0 -1 1 -2 -2 0 2 2.3913 5 0.25
646 2 2 -2 -2 3 -3 -1 2 2 1 1 2 -1 -1 1 1 -3 -2 -2 0 -1 2 2.0377 4 0.1528
647 2 2 4 4 6 -6 4 -4 0 -1 0 0 -1 -2 2 -3 0 -2 -4 -4 0 1 1 3 0
648 2 3 -3 -2 3 -3 -2 -5 -3 2 -1 2 -2 1 2 0 1 1 -2 0 5 7 7 9 0
649 2 3 3 2 -5 5 4 1 -4 -2 1 0 0 1 -1 -2 -2 0 -5 -2 0 2 2 4 0
650 2 3 3 6 5 -6 6 -5 1 0 0 1 -2 -1 2 -4 1 -2 -5 -5 -1 2 2 4 0
651 2 3 4 5 -5 5 5 2 -5 -1 1 -1 -1 1 -1 -4 -3 1 -5 -5 0 1 1 3 0
652 2 4 4 6 2 -4 6 -6 4 0 0 -1 -4 -2 1 -2 2 -1 -6 -2 -4 1 1 3 0
653 2 4 4 6 4 -4 6 -6 2 0 0 -1 -4 -2 1 -2 2 -1 -6 -4 -2 1 1 3 0
654 2 4 5 3 7 -5 3 -3 0 -2 -1 -1 -2 -3 1 -1 -1 -1 -5 -3 0 0 0 2 0
655 2 5 5 6 3 -5 6 -6 3 0 -1 -2 -4 -2 2 -2 2 -1 -7 -2 -3 1 1.0318 3 0.2291
656 2 5 7 6 5 -7 4 -5 3 -2 -1 -4 -4 -4 4 0 1 -1 -7 0 -2 2 2 4 0
657 2 6 6 4 -6 10 4 0 -4 -3 -1 -2 -3 1 -4 -1 -1 -2 -6 -4 0 0 0 3 0
658 2 6 6 6 4 -6 6 -6 4 0 -2 -3 -4 -2 3 -2 2 -1 -8 -2 -4 1 1.0391 3 0.2249
659 2 7 7 6 5 -7 6 -7 5 0 -3 -4 -4 -2 4 -2 3 -1 -9 -2 -4 2 2.0527 4 0.2253
660 2 7 7 9 4 -6 9 -9 5 1 -1 -3 -6 -3 2 -3 3 -2 -9 -4 -5 1 1.1066 4 0.2276
661 3 1 -4 -3 3 -3 -3 -5 -5 1 -1 3 -1 1 1 -1 1 2 0 0 5 7 7 9 0
662 3 2 5 3 6 -6 4 -4 -1 -2 0 -1 -1 -2 2 -2 0 -1 -5 -3 0 1 1.0502 3 0.234
663 3 3 -3 -7 8 -4 -2 4 6 3 2 3 1 -2 1 -1 -6 -3 -3 0 -4 5 5 8 0
664 3 3 -3 -4 8 4 -3 -3 3 2 1 1 -1 -4 -5 1 -1 2 -3 -4 0 2 2.6847 6 0.25
665 3 4 -4 -5 5 -5 0 -5 -5 1 -1 1 1 -1 1 -1 1 4 -3 0 5 7 7.0992 9 0.1211
666 4 4 8 6 10 -8 6 -6 0 -3 0 -2 -3 -4 2 -3 0 -2 -8 -6 0 0 0.1712 3 0.21
667 4 6 5 9 7 -9 9 -7 2 -1 -1 1 -3 -1 3 -6 1 -3 -9 -7 -2 2 2 5 0
668 0 0 0 0 0 0 0 0 0 0 -1 -1 -1 0 1 1 1 0 0 0 0 0 0 2 0
