Formigrams are a natural generalization of the notion of dendrograms. This notion has recently been proposed as a signature for studying the evolution of clusters in dynamic datasets across different time scales. Although its formulation is set-theoretic, the notion of formigram is deeply related to certain algebraic-topological methods used in topological data analysis, such as Reeb graphs and zigzag persistence modules. In this paper we give a self-contained study of the algebraic structure of formigrams and their interleaving distance. For a finite set X, we define a partial order on the collection of all formigrams and we show that every formigram over X has a canonical decomposition into a join of simpler formigrams. This is analogous to the decomposition of persistence modules into direct sums of interval modules. Furthermore, we show that the interleaving distance between formigrams decomposes into a product metric of the interleaving distance between certain pre-cosheaves. This is analogous to the celebrated interleaving-bottleneck isometry theorem for persistence modules.
Introduction
Topological data analysis (TDA) studies in a rigorous way the notion of 'shape of a dataset' [4] . The main paradigm of TDA, called persistent homology, studies the 'evolution' or 'persistence' of certain topological features (loops, holes, cavities) on a dataset, under a given filtration on the dataset [15] . The 'persistence' of these features is encoded in a persistence diagram [14] . This, involves considering, first a graded sequence of vector spaces from datasets, called a persistence module, usually yielded by either the Vietoris-Rips or theČech filtration on datasets, and then considering their associated persistence diagram. Persistence modules are compared via the interleaving distance, and the persistence diagrams are compared via the bottleneck distance [8] . Arguably, the most important results in TDA are (i) the stability theorem, by Cohen-Steiner et al. [9] , that shows that persistence diagrams are stable under small perturbations in the datasets, and (ii) the interleaving-bottleneck isometry theorem, by Chazal et al. [8] and Lesnick [20] , which shows that there is an isometry between point-wise finite dimensional persistence modules and their persistence diagrams. Carlsson et al. observed that if we think of persistence modules as graded vector spaces, then we can alternatively think of the persistence diagram as a graded basis of a graded vector space. This way, we obtain the notion of barcode of a persistence module which is equivalent to the notion of persistent diagram [7] . Crawley-Boevey showed that any pointwisefinite dimensional persistence module has a unique decomposition (up to permuting the factors) into a direct sum of interval modules [10] .
Formigrams One of the main tasks in data analysis is finding and studying clusters in datasets. A dataset is often given as a finite metric space. Some of the commonly used methods are: flat and hierarchical clustering [17] . Hierarchical clustering studies hierarchical families of partitions on datasets, called dendrograms. More generally, we can study dynamic metric spaces. W. Kim and F. Mémoli developed a generalization of dendrograms, called formigrams, which permits to modeling phenomena arising from dynamic data. For example: when data points may separate or disband and then regroup at different parameter values. Formigrams arise naturally from dynamic graphs via the path connected functor π 0 [18, Defn. 5.15] . In particular, the map π 0 is 1-Lipschitz, meaning that formigrams are stable to small perturbations of dynamic graphs; see [18, Thm. 6.32] . A webpage dedicated to illustrating this theoretical framework via synthetic flocking models can be found at https://research.math.osu.edu/networks/formigrams/.
Reeb graphs Every formigram has an underlying Reeb graph [18] . de Silva et al. [12] have shown that Reeb graphs can be identified with certain Set-valued cosheaves on R, and therefore, can be thought of as generalized persistence modules in the sense of Bubenik et al. [2] . Now, for a given Reeb graph, one can associate the levelset persistent homology and obtain a zigzag persistence module [18] . Then, because of the interval decomposition of zigzag persistence modules one can thus obtain a meaningful topological signature for Reeb graphs. However, by doing so, an important part of the information of the Reeb graph is lost. Recently, A. Stefanou showed that there exists also a canonical decomposition for Reeb graphs: if we fix a direction, then every Reeb graph admits a canonical coproduct decomposition into ordered Reeb trees [23] .
Our contribution Inspired by the tree-decomposition of Reeb graphs (which in turn was inspired by interval-decomposition of persistence modules), and the interleaving-bottleneck isometry theorem for persistence modules, in this paper we show that analogous results also hold in the setting of formigrams. Our main result is Theorem 4.30 (Structural theorem for d F I ). Let θ X ,θ Y be any two formigrams over X and Y , respectively. We have:
where the minimum is taken over all tripods R :
Organization The paper is organized as follows:
• In Sec. 2 we recall the basic definitions from the theory of lattices, we define subpartitions of a set X and show that the collection of all subpartitions of X forms a lattice. Then, we define formigrams over X, and their interleaving distance.
• In Sec. 3 we study two canonical decompositions of subpartitions of X: the one given by single block subpartitions, and the other one given by restrictions, and then we utilize the second type of decomposition of subpartitions of X to the setting of formigrams over X, to obtain a decomposition of formigrams into a join of simpler formigrams. This join-decomposition of formigrams can be seen as an analogue of the direct sum decomposition of persistence modules in the setting of formigrams. Furthermore, we show that joins of formigrams are stable in the interleaving distance.
• In Sec. 4 we define pre-cosheaves on R valued in the category of subpartitions of X, and we define the interleaving distance on these structures in the sense of Bubenik et al. [2] . In particular, by utilizing the decomposition of subpartitions of X into single block subpartitions, we show that the interleaving distance on pre-cosheaves has an associated product decomposition. This metric decomposition is an analogous to the interleaving-bottleneck isometry theorem. We show that the space of formigrams isometrically embeds into the space of precosheaves valued in the category of subpartitions of X. To some extend, this is analogous to the way Reeb graphs are identified with certain Set-valued cosheaves, in the sense of de Silva et al [12] . This result allows us to obtain a closed formula for the formigram interleaving distance.
The space of formigrams
In this section we recall the basic definitions from the theory of lattices and subpartitions [16, 18] . Moreover, we show that the collection of all subpartitions of a fixed set X forms a lattice. Then, we define the notion of formigrams over a set X and their associated interleaving distance.
Lattices
First, we recall the notion of a poset.
Definition 2.1. A partially ordered set or poset (P, ≤) is any set P equipped with a relation ≤ on P satisfying the following properties
• (reflexive) For any x ∈ P, we have: x ≤ x.
• (anti-symmetric) For any x, y ∈ P, we have: x ≤ y and y ≤ x ⇒ x = y.
• (transitive) For any x, y, z ∈ P, we have: x ≤ y and y ≤ z ⇒ x ≤ z.
Remark 2.2. Any poset (P, ≤) can be thought of as a category whose objects are the elements p ∈ P, and whose morphisms are the inequalities x ≤ y in P. Also it is easy to check that a functor F : (P, ≤) → (Q, ≤) of posets is simply an order preserving map, i.e. x ≤ y ⇒ F(x) ≤ F(y).
Let (P, ≤) be a poset which we fix from now on. Definition 2.3. A subset U of P is said to be an upper set in P, if for any x, y ∈ P:
x ∈ U and x ≤ y ⇒ y ∈ U. Definition 2.5. Let x 1 , x 2 , . . . , x n in P.
• A join of x 1 , . . . , x n , is an element y ∈ P such that (i) x i ≤ y, for all i = 1, . . . , n, and (ii) it satisfies the property: for any w ∈ P, if x i ≤ w for all i = 1, . . . , n, then y ≤ w.
• A meet of x 1 , . . . , x n , is an element z ∈ P such that (i) z ≤ x i , for all i = 1, . . . , n, and (ii) it satisfies the property: for any w ∈ P , if w ≤ x i for all i = 1, . . . , n, then w ≤ z.
Proposition 2.6 (See [16] ). Let x 1 , . . . , x n in P.
• If a join of x 1 , . . . , x n exists in P, then it is unique and it is denoted by
• If a meet of x 1 , . . . , x n exists in P, then it is unique and it is denoted by
Because of Prop. 2.6, we will refer to the join and the meet of x 1 , . . . , x n whenever they exist.
Remark 2.7. From the viewpoint of category theory, the notions of 'meet' and 'join' correspond to the categorical notions of a product and coproduct respectively [21] .
Definition 2.8. A poset (P, ≤) that admits all finite meets and all finite joins is said to be a lattice.
In particular we write (P, ≤, ∨, ∧).
Proposition 2.9 (See [16] ). Any lattice (P, ≤, ∨, ∧) satisfies the following properties
Example 2.10. Consider the space R m of all real m-tuples, (a 1 , . . . , a m ). We define the partial order ≤ m on R m given by:
One can easily verify that the poset (R m , ≤ m ) is a lattice, because it admits all finite joins and all finite meets. Namely, if x i = (a (i) 1 , . . . , a (i) m ) ∈ R m , i = 1, . . . , n, is a set of m-tuples, then:
Subpartitions
Let X be a finite nonempty set which we fix from now on. Remark 2.12. It is important to recall here that there is a natural one-to-one correspondence between partitions of X and equivalence relations on X. Namely, every partition P of X induces the equivalence relation given by:
The only partition of ∅ is ∅. The subpartition ∅ of X is said to be the empty subpartition. We denote the set of all subpartitions of X by SubPart(X).
Definition 2.14. Let P 1 , P 2 be two subpartitions of X. P 1 is said to be a refinement of P 2 , if for any block
We write P 1 ≤ P 2 whenever the subpartition P 1 is a refinement of the subpartition P 2 of X.
Remark 2.15. Note that since ∅ has no blocks, then for any subpartition P of X, we have ∅ ≤ P .
If P 1 ≤ P 2 , then P 1 is said to be finer than P 2 , and P 2 is said to be coarser than P 1 .
Proof. The proof is straightforward from the definition of refinement of subpartitions and so, omitted.
Proposition 2.17. The poset of subpartitions over X forms a lattice (SubPart(X), ≤, ∨, ∧).
Proof. First, we claim that the poset (SubPart(X), ≤) admits finite joins. Let P 1 , . . . , P m be subpartitions of X with underlying sets X 1 , . . . , X m ⊂ X, respectively. Let
be the union of their underlying sets. Consider the equivalence relation ∼ generated by the relation
Let J be the partition of X ⊂ X-and thus a subpartition of X-yielded by ∼. By definition of J, we note that P k ≤ J for all k = 1, . . . , m. Now we claim that J = P 1 ∨ · · · ∨ P m . Indeed: let Q be any subpartition of X. Assume that P k ≤ Q, for all k = 1, . . . , m. It suffices to show that there exists an inequality J ≤ Q: that way every inequality P k ≤ Q factors through it, i.e. P k ≤ J ≤ Q.
By definition, the equivalence relation ∼ J associated to J is equal to the equivalence relation generated by the relations
Next we show that SubPart(X) admits finite meets. Consider
the intersection of the underlying sets of P 1 , . . . , P m , and
x belong to the same block in P k , for every k = 1, . . . , m}.
Then, the subpartition X / ∼ R is the meet of P 1 , . . . , P m .
Definition 2.18. Let P 1 , . . . , P m be a finite set of subpartitions of X. The join P 1 ∨ · · · ∨ P m is said to be the finest common coarsening of P 1 , . . . , P m . Dually, P 1 ∧ · · · ∧ P m is said to be the coarsest common refinement of P 1 , . . . , P m .
Formigrams
The formigrams is a mathematical tool for modeling 'time varying clusters' in dynamic metric spaces. Here, by 'time varying clusters', we mean 'time varying subpartitions of a given set X'.
We define the poset of formigrams and its associated interleaving distance. Let X be a finite nonempty set which we fix from now on.
• (Tameness) the set crit(θ) of discontinuity of θ is locally finite. 1 We call the elements of crit(θ) the critical points of θ.
Since SubPart(X) is a poset, the collection of all formigrams on X forms a poset on its own, with the inequality given by
Notation 2.20. We denote by Formi(X) the poset of all formigrams over X.
and depicted as in Fig. 1 . 
• (order-preserving) For any ε ≥ 0, we have:
Remark 2.26. One can check that Prop. 2.25 shows that the R-indexed family S = (S ε ) ε≥0 of maps forms a strict flow on the poset Formi(X) (viewed as a category) in the sense of de Silva et al. [13] , or equivalently, a linear family of translations on the poset Formi(X) in the sense of Bubenik et al. [2] .
Definition 2.27 (Intrinsic formigram interleaving distance). Let θ, θ be two formigrams over X. θ, θ are said to be ε-interleaved if θ ≤ S ε (θ ) and θ ≤ S ε (θ). We define the intrinsic formigram interleaving distance between θ and θ as
If θ, θ are not ε-interleaved for every ε, then we declare that d F (θ, θ ) is ∞. [3] : d F measures the structural difference between formigrams over the same underlying set, whereas d F I measures the structural difference between formigrams over (possibly) underlying sets. Furthermore, it is easy to check the inequality d F I ≤ d F for formigrams on the same underlying set, which is analogous to the inequality d GH ≤ d H for closed subsets of a certain metric space.
is an extended metric on formigrams. Namely, it satisfies the properties: For all θ, θ , θ in Formi(X),
Proof. The first two properties are straightforward and so they are omitted.
For the triangle inequality: assume that θ, θ are ε-interleaved and θ , θ are δ-interleaved. Then, θ ≤ S ε (θ ) and θ ≤ S ε (θ), and also θ ≤ S δ (θ ) and θ ≤ S δ (θ). So, we have θ ≤ S ε (θ ) and θ ≤ S δ (θ ), and in particular S ε (θ ) ≤ S ε (S δ (θ )) and S δ (θ ) ≤ S δ (S ε (θ)), by applying the second bullet of Prop. 2.25 to the inequalities θ ≤ S δ (θ ) and θ ≤ S ε (θ). By the transitive property of ≤ and the first bullet of Prop. 2.25 we obtain: θ ≤ S ε+δ (θ ) and θ ≤ S ε+δ (θ). Thus, θ, θ are (ε + δ)-interleaved.
For the fourth property: assume that d F (θ, θ ) = 0. Then for any ε > 0, the formigrams θ, θ are ε-interleaved. We claim that θ = θ . It suffices to show that θ ≤ θ; the proof of the inequality θ ≤ θ is the same: Let t ∈ R. Because of the third condition in the definition of formigrams, for c = t we can find a δ > 0 small enough, such that θ(t − r) ≤ θ(t) and θ(t + r) ≤ θ(t), for all 0 < r ≤ δ, respectively. Since θ, θ are ε-interleaved for any ε > 0, then in particular, θ, θ are δ-interleaved. Thus, we have
Example 2.30. Fix δ > 0. Consider the formigrams θ, θ : R → SubPart({1, 2}) given as:
if t ≥ δ (see Fig. 2 ). The formigram θ has no critical point, whereas the formigram θ has two critical points −δ, δ. Let ε ≥ 0. Because the partition {{1}, {2}} of {1, 2} always refines the partition {{1, 2}} 3 Join-decomposition of a formigram
In this section we consider two canonical join-decompositions for subpartitions of a given set X.
Join-decompositions of subpartitions
Let X be a finite nonempty set which we fix from now on.
Definition 3.1. Let P be a subpartition of X. For any x, x ∈ X we denote by P {x,x } the subpartition of X given by
Proposition 3.2. For any pair P, Q of subpartitions on X we have:
Proof. We have Proof. First, we prove the inequality ≥, and then the inequality ≤.
• By definition, for all x, x ∈ X, we have P {x,x } ≤ P . By definition of joins, we get:
Example 3.4. Consider X = {1, 2, 3, 4, 5, 6, 7} and the subpartition P = {{{1, 2, 3}, {4, 5}, {6}}} of X. Let ∼ P be the equivalence relation corresponding to P . Then ∼ P is generated by the relations 1 ∼ P 2, 2 ∼ P 3, and 4 ∼ P 5. In particular, ∼ P is generated by the relations 1 ∼ P 2, 2 ∼ P 3, 1 ∼ P 3, 4 ∼ P 5, and j ∼ P j for all j = 1, . . . , 6. Also, by definition of P , we have P {i,7} = P {7,i} = ∅, for any i = 1, . . . , 7. Thus, we get i,j∈{1,...,7}
Next, we define restrictions on subpartitions.
Definition 3.5. Let P be any subpartition of X. Let A be any subset of X. We define the restriction P |A of P on A to be the subpartition of X given by Remark 3.7. Let P be a subpartition of X. For any x, x ∈ X, the subpartition P |{x,x } is given by the formula
Theorem 3.8 (Decomposition into restrictions). Let X be a finite set. Let P be a subpartition of
Proof. The proof of Thm. 3.8 is similar to that of Thm. 3.3 and thus we omit it.
Proposition 3.9. For any pair P, Q of subpartitions on X we have:
Proof.
• Assume P ≤ Q. By Prop. 3.6, for A = {x, x }, we get P |{x,x } ≤ Q |{x,x } , for all x, x ∈ X.
• Assume P |{x,x } ≤ Q |{x,x } , for all x, x ∈ X. By Prop. 2.9, we obtain
By Thm. 3.8, we obtain P ≤ Q.
Join-decomposition of a formigram
Let X be a finite nonempty set. Recall that Formi(X) is a poset. 
given point-wisely by the restriction of the subpartition θ(t) of X to the set {x, x }. Then:
• For any x, x ∈ X, θ |{x,x } is a formigram over {x, x }.
Proof. The join decomposition is yielded, point-wisely, by Thm. 3.8. Now, we need to show that θ |{x,x } is a formigram over {x, x }; namely it satisfies the three conditions of Defn. 2.19.
• (Tameness) This is straightforward from the definition of θ |{x,x } .
• (Interval lifespan) We claim that the lifespans of x and x are nonempty closed intervals. It suffices to show that the lifespan of x is indeed a nonempty closed interval; the proof for the other case is similar. Indeed, we have:
Thus, I Remark 3.13 (Dendrograms). A dendrogram over a finite set X is a special type of formigram satisfying several properties: Namely, a formigram θ :
for every pair t 1 ≤ t 2 in R, and (4) there exists T > 0 such that θ(t) = {X} for t ∈ [T, ∞) (note that by Conditions (2) and (3), for each positive t, θ X (t) is a partition of X, not just a subpartition). Given a dendrogram θ over X and x, x ∈ X, we define u θ (x, x ) := min{ε ∈ R :
x and x belong to the same block in θ(ε)}, which is an ultrametric [5] on X. For any x, x ∈ X, note that θ| {x,x } is defined as Fig. 3 (where the real line R can be thought of as seating vertically next to each formigram). The formigrams θ |{1} , θ |{2} , and θ |{3} correspond to the blue, red, and green colored line segments respectively. The formigram θ |{1,2} has a loop, and the formigrams θ |{1,3} , θ |{2,3} have no loops. These are called treegrams [19, 22] . Proof. Assume that θ j , θ j are ε-interleaved, for all j ∈ J, for some ε ≥ 0. Then
Let i ∈ J. Then, clearly θ i ≤ j∈J θ j and θ i ≤ j∈J θ j . Therefore, j∈J θ j , j∈J θ j are ε-interleaved.
Metric structure of the formigram interleaving distance
In this section, we define pre-cosheaves valued in SubPart(X), and their associated interleaving distance. In particular, we show that this distance decomposes into a product metric on precosheaves valued in SubPart({x, x }), for all x, x ∈ X. Moreover, we show that formigrams isometrically embed into the category of pre-cosheaves valued in SubPart(X). This embeding combined with the product decomposition of the interleaving distance on pre-cosheaves, yields a closed formula for the formigram interleaving distance.
Pre-cosheaves valued in SubPart(X)
Let X be a finite nonempty set which we fix from now on. In terms of category theory, a pre-cosheaf, α, is simply a functor α : (Int, ⊂) → (SubPart(X), ≤). Proof. Assume that I ∈ supp(α) and I ⊂ J. Then, α(I) = ∅, and α(I) ≤ α(J), because α is a pre-cosheaf. Thus, we have α(J) = ∅ and in turn J ∈ supp(α).
Definition 4.6. For every ε ≥ 0, the poset Int is equipped with the ε-thickening map . We define the pre-cosheaf interleaving distance as
If α, α are not ε-interleaved for all ε ≥ 0, we declare d I (α, α ) = ∞.
Remark 4.9. Note that the pre-cosheaf interleaving distance in Defn. 4.8 is a special case of an interleaving distance on generalized persistent modules in the sense of Bubenik et al. [2] . By definition of joins, if I ⊂ J in Int, then θ(I) ≤ θ(J). Thus, θ is a pre-cosheaf.
Remark 4.11. Again, following the same reasoning as in Rem. 2.23, we easily see that the join of subpartitions s∈I θ(s) (although seems infinite) is actually a join of finitely many distinct subpartitions of X. Because SubPart(X) is lattice, then s∈I θ(s) exists, i.e. it is indeed a subpartition of X. Thus, the pre-cosheaf θ : I → θ(I) is well defined. Proof. First we prove the inequality ≥, and then the inequality ≤.
• Assume that θ, θ are ε-interleaved, for some ε ≥ 0. Let I be an open interval of R. We compute:
Similarly θ (I) ≤ θ(I ε ). Hence, θ, θ are ε-interleaved, and so, d I ( θ, θ ) ≤ d F (θ, θ ).
• Assume that d I ( θ, θ ) = ε. Then, by definition of the interleaving distance d I :
For all δ > 0, the pre-cosheaves θ, θ are (ε + δ)-interleaved.
Pick any ζ > 0. We claim that the formigrams θ, θ are (ε + 2ζ)-interleaved.
Let t ∈ R. Then we compute
≤ θ ((t − ζ − (ε + ζ), t + ζ + (ε + ζ))), by taking δ = ζ in Eqn. (4)
Hence, θ ≤ S ε+2ζ (θ ) and similarly we get θ ≤ S ε+2ζ (θ). Namely, θ, θ are (ε + 2ζ)interleaved. Therefore, we have d F (θ, θ ) ≤ ε + 2ζ. If we let ζ → 0, then we obtain d F (θ, θ ) ≤ ε.
Metric decomposition of the pre-cosheaf interleaving distance
We show that the pre-cosheaf interleaving distance d I between a pair of pre-cosheaves valued in SubPart(X) is actually equal to the product metric between certain pre-cosheaves valued in SubPart({x, x }), over all pairs x, x ∈ X. To construct these pre-cosheaves, we will apply the decomposition of subpartitions that uses single block subpartitions (see Defn. 3.1 and Thm. 3.3).
Remark 4.13. Note that if we apply the decomposition of subpartitions that uses restrictions, we could still obtain a metric decomposition. However, working with the decomposition of subpartitions that uses single blocks has computational advantages over the other. (A, B) .
We prove the two inequalities, ≥ and ≤, respectively. [24] . Hence, the ∞-product metric in the RHS of Eqn. (5) can naturally be thought of as the analogue of the bottleneck distance in the setting of pre-cosheaves valued in SubPart(X). Thus, Thm. 4.15 forms an analogue to the interleavingbottleneck isometry theorem [8, 20] . 
Structural theorem for the formigram interleaving distance
Let θ be a formigram over X and let θ be its associated pre-cosheaf. Let x, x ∈ X. Hausdorff distances between subsets of (R 2 , − ∞ ). Assuming that |crit(θ)| =: m, the set supp( θ {x,x } ) for each x, x ∈ X has the descriptive complexity of O(m). Also, at worst O(m 3 ) join computations between two subpartitions are required for obtainingθ from θ (this follows from the subsequent observation: When I ∈ Int contains k critical points of θ, the subpartition s∈I θ(s) can be obtained via computing k number of join operations between two subpartitions). Fromθ, we can directly read off supp( θ {x,x } ) for each x, x ∈ X. Comparison of formigrams over different underlying sets. Let X, Z be two sets, let P ∈ SubPart(X), and let ϕ : Z → X be a surjective map. The pullback of P via ϕ is the subpartition of Z defined as ϕ * P := {ϕ −1 (B) ⊂ Z : B ∈ P }. Let θ X be a formigram over X. The pullback of θ X via ϕ is the formigram ϕ * θ X : R → SubPart(Z) defined as (ϕ * θ X ) (t) := ϕ * (θ X (t)) .
Let X and Y be any two nonempty sets. A tripod R between X and Y is a pair of surjections R : X ϕ X − − Z ϕ Y − − Y from another set Z onto X and Y . For x ∈ X and y ∈ Y , we write (x, y) ∈ R when there exists z ∈ Z such that x = ϕ X (z) and y = ϕ Y (z). Definition 4.28 (Interleaving distance between formigrams over (possibly) different underlying sets [18, 19] ). Let θ X ,θ Y be any two formigrams over X and Y , respectively. We define Figure 6 : 1, 2, 3 are colored blue, red and green respectively. On the left is the formigram θ, and on the right is the formigram θ = S δ/2 (θ). 
