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a b s t r a c t
Let Un be U-statistics based on a symmetric kernel h(x, y) and i.i.d. samples {Xn; n ≥ 1}. In
this paper, under some suitable conditions, we show that a general law for the moment
convergence of U-statistics holds. It can describe the relations among the boundary
function, weighted function, convergence rate and limit value in the study of precise
asymptotics for complete moment convergence.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
We assume that {Xi; i ≥ 1} is a sequence of independent and identically distributed random variables. Let h(x, y) be
a real-valued Borel measurable function, symmetric in its arguments. Define U-statistics based on {Xi; i ≥ 1} with kernel
function h as follows:
Un :=
∑
1≤i<j≤n
h(Xi, Xj) n
2
 , n ≥ 2. (1.1)
This class of U-statistics was introduced by Hoeffding [1] and Halmos [2] in the 1940s. Since then, we have witnessed a
rapid development in the asymptotic theory of U-statistics. For more details, we refer the reader to [3].
It is well known that, for i.i.d. random variables, we have the following famous result, for 0 < p < 2 and r ≥ p,
∞−
n=1
nr/p−2P(|Sn| ≥ εn1/p) <∞, ε > 0,
if and only if E|X |r < ∞ when r ≥ 1, and EX = 0. For r = 2, p = 1, the sufficiency was proved by Hsu and Robbins [4],
and the necessity by Erdös [5,6]. For the case r = p = 1, we refer to [7], and one can refer to [8] for the general result.
Note that the sums obviously tend to infinity as ε ↘ 0. Thus it is interesting to discuss the precise rate and limit value of∑∞
n=1 ϕ(n)P(|Sn| ≥ εh(n)) as ε ↘ a, a ≥ 0, where ϕ(x) and h(x) are the positive functions defined on [0,∞). We call ϕ(x)
and h(x)weighted function and boundary function, respectively. The first result in this direction was due to [9], who proved
that
lim
ε↘0 ε
2
∞−
n=1
P(|Sn| ≥ εn) = EX2,
if and only if EX = 0 and EX2 < ∞. Later, Chen [10] and Gut and Spătaru [11] both studied the precise asymptotics of the
infinite sums as ε ↘ 0. Moreover, Gut and Spătaru [12,13] studied the precise asymptotics in the law of the iterated
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logarithm and the precise asymptotics of multidimensionally indexed random variables. Lanzinger and Stadtmüller [14],
Spătaru [15,16], Huang and Zhang [17] obtained the precise rates in some other cases. Recently, Zhou et al. [18] have derived
the precise asymptotics in the laws of large numbers and law of iterated logarithm of a special kind of statistics, which
includes U-statistics.
On the other hand, Chow [19] first introduced the complete moment convergence of i.i.d. random variables and derived
the result as follows.
Theorem A. Let {Y , Yk; k ≥ 1} be a sequence of i.i.d. random variables with EY1 = 0. Suppose that p ≥ 1, α > 12 , pα >
1, E{|Y |p + |Y | log(1+ |Y |)} <∞. Then for any ε > 0, we have
∞−
n=1
npα−2−αE

max
j≤n
 j−
k=1
Yk
− εnα

+
<∞.
Then, Jiang and Zhang [20] also investigated the precise asymptotics in the law of the iterated logarithm for the moment
convergence of i.i.d. random variables by using the strong approximation method. Recently, Tan and Yang [21] have
investigated a general case of precise asymptotics of linear processes generated by positively associated sequences.
Inspired by them, in this note, we aim to establish a general law of precise asymptotics for the complete moment
convergence of U-statistics holds, which extends results of [22], and obtain the corresponding results for a class of weighted
functions and boundary functions.
2. Main results
In this section, we will state our main results. It is natural that we will make some appropriate limitations to weighted
functions and boundary functions, and these limitations will not impact the generality of main results. Now we will state
our main results as follows.
Theorem 2.1. Let Un be U-statistics defined by (1.1). Suppose that Eh(X1, X2) = 0, E|h(X1, X2)|2 > 0 and E|h(X1, X2)|q < ∞
for q ≥ 2. Assume that g(x) is differentiable on the interval [0,+∞), which is nonnegative and strictly increasing to∞, and
the differentiable function g ′(x) is nonnegative. Suppose g ′(x) is monotone. If g ′(x) is monotone nondecreasing, we assume that
limx→∞ g
′(x+1)
g ′(x) = 1. Then, for s > 0, we have
lim
ε↘0 ε
1
s
∞−
n=1
g ′(n)E{√n|Un| − εg s(n)}+ = ss+ 1E|N|
1+ 1s .
Here N is a normal random variable with mean zero and variance 4E(h˜1(X1))2, where h˜1(x) = E(h(X1, X2)|X1 = x).
Theorem 2.2. Under the same conditions of Un as Theorem 2.1. Assume that g(x) is differentiable on the interval [0,+∞),
which is strictly increasing to∞, and differentiable function g ′(x) is nonnegative. Suppose g ′(x)g(x) is monotone. If g
′(x)
g(x) is monotone
nondecreasing, we assume that limx→∞ g
′(x+1)g(x)
g(x+1)g ′(x) = 1. Then, for s > 0, we have
lim
ε↘0
1
− log ε
∞−
n=1
g ′(n)
g(n)
E
√
n|Un| − εg s(n)

+ =
1
s
.
Remark 1. To obtain this kind of moment convergence results, one way is using strong approximation methods (c.f. [20]),
but this method is not applicable here. Another way is using the Berry–Esseen inequality (c.f. [23]), and we do not take this
approach either.
As examples, in Theorem 2.1, we can obtain some corollaries by choosing different s > 0 and g(x) as follows.
Corollary 2.1. Let g(x) = (2 log log x)b+ 12 , s = 12b+1 , where b > − 12 , we have
lim
ε↘0 ε
2b+1
∞−
n=1
(log log n)b−
1
2
n log n
E
√
n|Un| − ε

2 log log n

+
= 2
−1/2−bE|N|2(b+1)
(b+ 1)(2b+ 1) .
This is Theorem 1.1 of [22].
Corollary 2.2. Let g(x) = (log x)bd− d2+1, s = 1
2b+ 2d−1
, where d > 0 and 12 < b+ 1d < 1, we have
lim
ε↘0 ε
2b+ 2d−1
∞−
n=1
(log n)bd−
d
2
n
E
√
n|Un| − ε(log n) d2

+
= dE|N|
2b+ 2d
(bd+ 1)(2bd+ 2− d) .
This is Theorem 1.3 of [22].
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Corollary 2.3. Let g(x) = x rp−1, s = 2−p2(r−p) , where 0 < p < r < 2, we have
lim
ε↘0 ε
2(r−p)
2−p
∞−
n=1
n
r
p−2E
√
n|Un| − εn 1p− 12

+
= p(2− p)
(r − p)(2r − 3p+ 2)E|N|
1+ 2(r−p)2−p .
3. Proof of Theorem 2.1
First, we introduce some key lemmas, which will be used to prove our main results.
Lemma 3.1 (Chen [24]). Let Un be defined by (1.1). Suppose that Eh(X1, X2) = 0 and E|h(X1, X2)|q <∞ for q ≥ 2. Then there
exists a constant Dq depending only on q such that
E|Un|q ≤ Dqn−qE|h(X1, X2)|q. (3.1)
Lemma 3.2 (Serfling [3]). Let Un be defined by (1.1). If Eh(X1, X2) = 0 and 0 < E|h(X1, X2)|2 <∞. Then
n1/2Un
d→ N(0, 4E(h˜1(X1))2)
where h˜1(x) = E(h(X1, X2) | X1 = x).
Lemma 3.3 (Toeplitz lemma of Stout [25]). Let {ank; n ≥ 1, 1 ≤ k ≤ kn, kn ≥ 1} be a matrix of real numbers. Let xk → 0 as
k →∞. If ank → 0 as n →∞ for each k ≥ 1, and for all n ≥ 1,∑knk=1 |ank| ≤ C <∞. Then
kn−
k=1
ankxk → 0, as n →∞.
In what follows, let A(ε) = g−1

Mε−
1
s

, for M > 1 and ε > 0, g−1(x) is the inverse function of g(x). Here and in the
sequel, C shall denote positive constants, possibly varying from place to place. Without loss of generality, assume
E(h˜1(X1))2 = 14 . The proof of Theorem 2.1 is based on the following propositions.
Proposition 3.1. For s > 0, we have
lim
ε↘0 ε
1
s
∞−
n=1
g ′(n)E{|N| − εg s(n)}+ = ss+ 1E|N|
1+ 1s .
Proof. Via the change of variable y = εg s(x), for arbitrary δ > 0, we have
lim
ε↘0 ε
1
s
∫ ∞
δ
g ′(x)
∫ ∞
εgs(x)
P(|N| ≥ t)dtdx = lim
ε↘0
1
s
∫ ∞
εgs(δ)
y
1
s −1
∫ ∞
y
P(|N| ≥ t)dtdy
= lim
ε↘0
1
s
∫ ∞
εgs(δ)
P(|N| ≥ t)
∫ t
εgs(δ)
y
1
s −1dydt
= lim
ε↘0
∫ ∞
εgs(δ)
t
1
s P(|N| ≥ t)dt
= s
s+ 1E|N|
1+ 1s . (3.2)
Thus, if g ′(x) is monotone nonincreasing, then g ′(x)
∞
εgs(x) P(|N| ≥ t)dt is nonincreasing. Hence∫ ∞
2
g ′(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy ≤
∞−
n=2
g ′(n)E{|N| − εg s(n)}+
≤
∫ ∞
1
g ′(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy,
then, by (3.2), the proposition holds. If g ′(y) is nondecreasing, then by limn→∞ g
′(n+1)
g ′(n) = 1, for any 0 < δ0 < 1, there exists
n1 = n1(δ0), such that g ′(n+1)g ′(n) < 1+ δ and g
′(n)
g ′(n+1) > 1− δ for n ≥ n1. Thus, we have
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1
1+ δ
∫ ∞
2
g ′(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy ≤
∞−
n=2
g ′(n)E{|N| − εg s(n)}+
≤ 1
1− δ
∫ ∞
1
g ′(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy,
then, by (3.2) and let δ ↘ 0, we complete the proof of this proposition. 
Proposition 3.2. For any M > 0, we have
lim
ε↘0 ε
1
s
−
n≤A(ε)
g ′(n)
E √n|Un| − εg s(n)+ − E{|N| − εg s(n)}+ = 0.
Proof. First, by Lemma 3.2, it follows that
△n := sup
x
P √n|Un| ≥ x− P(|N| ≥ x)→ 0, as n →∞. (3.3)
Then, it is easy to see
ε
1
s
−
n≤A(ε)
g ′(n)
E √n|Un| − εg s(n)+ − E{|N| − εg s(n)}+
= ε 1s
−
n≤A(ε)
g ′(n)
∫ ∞
0
P
√
n|Un| ≥ x+ εg s(n)

dx−
∫ ∞
0
P(|N| ≥ x+ εg s(n))dx

≤ ε 1s
−
n≤A(ε)
g ′(n)
∫ ∞
0
P √n|Un| ≥ x+ εg s(n)− P(|N| ≥ x+ εg s(n)) dx
= ε 1s
−
n≤A(ε)
g ′(n)(△n1+△n2),
where
△n1 =
∫ △− 14n
0
P √n|Un| ≥ x+ εg s(n)− P(|N| ≥ x+ εg s(n)) dx,
△n2 =
∫ ∞
△−
1
4
n
P √n|Un| ≥ x+ εg s(n)− P(|N| ≥ x+ εg s(n)) dx.
For△n1, by (3.3), we have
△n1 ≤ △
3
4
n → 0, as n →∞. (3.4)
For△n2, by Lemma 3.1 and Markov’s inequality, we have
△n2 ≤ C
∫ ∞
△−
1
4
n
1
n(x+ εg s(n))2 dx+ C
∫ ∞
△−
1
4
n
E|N|2
(x+ εg s(n))2 dx
≤ C
∫ ∞
△−
1
4
n
1
x2
dx → 0, as n →∞. (3.5)
Denote△′n = △n1+△n2, by (3.4) and (3.5), we have△′n → 0, as n →∞.
It is noted that there exists positive constant C such that−
n≤A(ε)
g ′(n) ≤ C
∫ A(ε)
1
g ′(x)dx ≤ Cg(A(ε)).
Thus
1
g(A(ε))
−
n≤A(ε)
g ′(n) ≤ C <∞.
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For each n ≥ 1, it is obvious that g ′(n)g(A(ε)) → 0, as ε ↘ 0. Then, by Lemma 3.3, we have
ε
1
s
−
n≤A(ε)
g ′(n)
E √n|Un| − εg s(n)+ − E{|N| − εg s(n)}+ ≤ ε 1s −
n≤A(ε)
g ′(n)△′n
= M
g(A(ε))
−
n≤A(ε)
g ′(n)△′n → 0, as ε ↘ 0.
Consequently, the proof is completed. 
Proposition 3.3. For any s > 0, uniformly for ε > 0, we have
lim
M→∞ ε
1
s
−
n>A(ε)
g ′(n)E
|N| − εg s(n)+ = 0.
Proof. Note that, by the proof of Proposition 3.1, it follows that
ε
1
s
−
n>A(ε)
g ′(n)E{|N| − εg s(n)}+ = ε 1s
−
n>A(ε)
g ′(n)
∫ ∞
εgs(n)
P(|N| ≥ x)dx
≤ ε 1s
∫ ∞
A(ε)
g ′(y)
∫ ∞
εgs(y)
P(|N| ≥ x)dxdy
≤ C
∫ ∞
εgs(A(ε))
t
1
s −1
∫ ∞
t
P(|N| ≥ x)dxdt
≤ C
∫ ∞
Ms
P(|N| ≥ x)
∫ x
Ms
t
1
s −1dtdx
≤ C
∫ ∞
Ms
x
1
s P(|N| ≥ x)dx → 0, as M →∞.
Thus, this proposition is proved. 
Proposition 3.4. For any s > 0, uniformly for ε > 0, we have
lim
M→∞ ε
1
s
−
n>A(ε)
g ′(n)E
√
n|Un| − εg s(n)

+ = 0.
Proof. By Lemma 3.1 with q > max
 1
s + 1, 2

and Markov’s inequality, it follows that
ε
1
s
−
n>A(ε)
g ′(n)E
√
n|Un| − εg s(n)

+ = ε
1
s
−
n>A(ε)
g ′(n)
∫ ∞
εgs(n)
P
√
n|Un| ≥ x

dx
≤ ε 1s
−
n>A(ε)
g ′(n)
∫ ∞
εgs(n)
E
√
n|Un|
q
xq
dx
≤ ε 1s
−
n>A(ε)
g ′(n)
∫ ∞
εgs(n)
1
xq
dx
≤ Cε 1s −q+1
−
n>A(ε)
g ′(n)g−s(q−1)(n)
≤ Cε 1s −q+1
∫ ∞
A(ε)
g ′(x)g−s(q−1)(x)dx
≤ Cε 1s −q+1g1−s(q−1)(A(ε))
≤ CM−s(q−1)+1 → 0, as M →∞.
So, this proposition holds. 
The proof of Theorem 2.1 now follows from the propositions.
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4. Proof of Theorem 2.2
In this section, let B(ε) = g−1(ε−r), for r > 1s and ε > 0, g−1(x) is the inverse function of g(x). Theorem 2.2 will be
proved via the following propositions which can be proved in a same way in Section 3 and we will still give the proof of
them for completeness.
Proposition 4.1. For s > 0, we have
lim
ε↘0
1
− log ε
∞−
n=1
g ′(n)
g(n)
E{|N| − εg s(n)}+ = 1s .
Proof. Via the change of variable, for arbitrary δ > 0, we have
lim
ε↘0
1
− log ε
∫ ∞
δ
g ′(x)
g(x)
∫ ∞
εgs(x)
P(|N| ≥ t)dtdx = lim
ε↘0
1
− log ε
∫ ∞
g(δ)
1
y
∫ ∞
εys
P(|N| ≥ t)dtdy
= lim
ε↘0
1
−s log ε
∫ ∞
εgs(δ)
1
x
∫ ∞
x
P(|N| ≥ t)dtdx
= lim
ε↘0
1
s
∫ ∞
εgs(δ)
P(|N| ≥ t)dt
= 1
s
. (4.1)
Thus, if g
′(x)
g(x) is monotone nonincreasing, then
g ′(x)
g(x)
∞
εgs(x) P(|N| ≥ t)dt is nonincreasing. Hence∫ ∞
2
g ′(y)
g(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy ≤
∞−
n=2
g ′(n)
g(n)
E{|N| − εg s(n)}+
≤
∫ ∞
1
g ′(y)
g(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy,
then, by (4.1), the proposition holds. If g
′(y)
g(y) is nondecreasing, then by limn→∞
g ′(n+1)g(n)
g ′(n)g(n+1) = 1, for any 0 < δ0 < 1, there
exists n1 = n1(δ0), such that g ′(n+1)g(n)g ′(n)g(n+1) < 1+ δ and g
′(n)g(n+1)
g ′(n+1)g(n) > 1− δ for n ≥ n1. Thus we have
1
1+ δ
∫ ∞
2
g ′(y)
g(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy ≤
∞−
n=2
g ′(n)
g(n)
E{|N| − εg s(n)}+
≤ 1
1− δ
∫ ∞
1
g ′(y)
g(y)
∫ ∞
εgs(y)
P(|N| ≥ t)dtdy,
then, by (4.1) and let δ ↘ 0, we complete the proof of this proposition. 
Proposition 4.2. For s > 0, we have
lim
ε↘0
1
− log ε
B(ε)−
n=1
g ′(n)
g(n)
E √n|Un| − εg s(n)+ − E{|N| − εg s(n)}+ = 0.
Proof. Similar to Proposition 3.2. 
Proposition 4.3. For s > 0, we have
lim
ε↘0
1
− log ε
−
n>B(ε)
g ′(n)
g(n)
|E{|N| − εg s(n)}+| = 0.
Proof. It follows that
lim
ε↘0
1
− log ε
−
n>A(ε)
g ′(n)
g(n)
E{|N| − εg s(n)}+ ≤ lim
ε↘0
1
− log ε
∫ ∞
A(ε)
g ′(x)
g(x)
∫ ∞
εgs(x)
P(|N| ≥ t)dtdx
≤ lim
ε↘0
C
− log ε
∫ ∞
g(A(ε))
1
y
∫ ∞
εys
P(|N| ≥ t)dtdy
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≤ lim
ε↘0
C
−s log ε
∫ ∞
ε1−rs
1
x
∫ ∞
x
P(|N| ≥ t)dtdx
≤ lim
ε↘0
C
s
∫ ∞
ε1−rs
P(|N| ≥ t)dt
= 0.
Then, this proposition holds. 
Proposition 4.4. For s > 0, we have
lim
ε↘0
1
− log ε
−
n>B(ε)
g ′(n)
g(n)
E √n|Un| − εg s(n)+ = 0.
Proof. By Lemma 3.1 with q > 2 and Markov’s inequality, it follows that
1
− log ε
−
n>B(ε)
g ′(n)
g(n)
E
√
n|Un| − εg s(n)

+ =
1
− log ε
−
n>B(ε)
g ′(n)
g(n)
∫ ∞
εgs(n)
P
√
n|Un| ≥ x

dx
≤ 1− log ε
−
n>B(ε)
g ′(n)
g(n)
∫ ∞
εgs(n)
E
√
n|Un|
q
xq
dx
1
− log ε
−
n>B(ε)
g ′(n)
g(n)
∫ ∞
εgs(n)
1
xq
dx
1
− log ε
−
n>B(ε)
g ′(n)
g(n)
g−s(q−1)(n)
≤ C ε
−q+1
− log ε
∫ ∞
B(ε)
g ′(x)
g(x)
g−s(q−1)(x)dx
≤ C ε
(rs−1)(q−1)
− log ε → 0, as ε ↘ 0.
So, this proposition holds. 
Theorem 2.1 follows from the propositions using the triangle inequality.
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