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Abstract
We introduce BilBOWA (Bilingual Bag-of-
Words without Alignments), a simple and
computationally-efficient model for learning
bilingual distributed representations of words
which can scale to large monolingual datasets
and does not require word-aligned parallel train-
ing data. Instead it trains directly on monolingual
data and extracts a bilingual signal from a smaller
set of raw-text sentence-aligned data. This is
achieved using a novel sampled bag-of-words
cross-lingual objective, which is used to regular-
ize two noise-contrastive language models for ef-
ficient cross-lingual feature learning. We show
that bilingual embeddings learned using the pro-
posed model outperform state-of-the-art methods
on a cross-lingual document classification task as
well as a lexical translation task on WMT11 data.
1. Introduction
Raw text data is freely available in many languages, yet
labeled data – e.g. text marked up with parts-of-speech
or named-entities – is expensive and mostly available for
English. Although several techniques exist that can learn
to map hand-crafted features from one domain to another
(Blitzer et al., 2006; Daume´ III, 2009; Pan & Yang, 2010),
it is in general non-trivial to come up with good features
which generalize well across tasks, and even harder across
different languages. It is therefore very desirable to have
unsupervised techniques which can learn useful syntactic
and semantic features that are invariant to the tasks or lan-
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guages that we are interested in. Unsupervised distributed
representations of words capture important syntactic and
semantic information about languages and these techniques
have been succesfully applied to a wide range of tasks (Col-
lobert et al., 2011; Turian et al., 2010), across many differ-
ent languages (Al-Rfou’ et al., 2013). Traditionally, induc-
ing these representations involved training a neural network
language model (Bengio et al., 2003) which was slow to
train. However, contemporary word embedding models are
much faster in comparison, and can scale to train on billions
of words per day on a single desktop machine (Mnih &
Teh, 2012; Mikolov et al., 2013b; Pennington et al., 2014).
In all these models, words are represented by learned, real-
valued feature vectors referred to as word embeddings and
trained from large amounts of raw text. These models have
the property that similar embedding vectors are learned for
similar words during training. Additionally, the vectors
capture rich linguistic relationships such as male-female
relationships or verb tenses, as illustrated in Figure 1 (a)
and (b). These two properties improve generalization when
the embedding vectors are used as features on word- and
sentence-level prediction tasks.
Distributed representations can also be induced over dif-
ferent language-pairs and can serve as an effective way
of learning linguistic regularities which generalize across
languages, in that words with similar distributional syn-
tactic and semantic properties in both languages are rep-
resented using similar vectorial representations (i.e. embed
nearby in the embedded space, as shown in Figure 1 (c)).
This is especially useful for transferring limited label in-
formation from high-resource to low-resource languages,
and has been demonstrated to be effective for document
classification (Klementiev et al., 2012), outperforming a
strong machine-translation baseline; as well as named-
entity recognition and machine translation (Zou et al.,
2013; Mikolov et al., 2013a).
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Figure 1. (a & b) Monolingual embeddings have been shown to capture syntactic and semantic features such as noun gender (blue) and
verb tense (red). (c) The (idealized) goal of crosslingual embeddings is to capture these relationships across two or more languages.
Since these techniques are fundamentally data-driven tech-
niques, the quality of the learned representations improves
as the size of the training data improves (Mikolov et al.,
2013b; Pennington et al., 2014). However, as we will
discuss in more detail in §2, there are two significant
drawbacks associated with current bilingual embedding
methods: they are either very slow to train or they can
only exploit parallel training data. The former limits the
large-scale application of these techniques, while the latter
severely limits the amount of available training data, and
furthermore introduces a big domain bias into the learning
process, since parallel data is typically only easily available
for certain narrow domains (such as parliamentary discus-
sions).
This paper introduces BilBOWA (Bilingual Bag-of-Words
without Word Alignments), a simple, scalable technique for
inducing bilingual word embeddings with a trivial exten-
sion to multilingual embeddings. The model is able to
leverage essentially unlimited amounts of monolingual raw
text. It furthermore does not require any word-level align-
ments, but instead extracts a bilingual signal directly from
a limited sample of sentence-aligned, raw-text parallel data
(e.g. Europarl) which it uses to align embeddings as they
are learned over monolingual training data. Our contribu-
tions are the following:
• We introduce a novel, computationally-efficient sam-
pled cross-lingual objective (“BilBOWA-loss”) which
is employed to align monolingual embeddings as they
are being trained in an online setting. The mono-
lingual models can scale to large-scale training sets,
thereby avoiding training bias, and the BilBOWA-
loss only considers sampled bag-of-words sentence-
aligned data at each training step, which scales ex-
tremely well and also avoids the need for estimating
word-alignments (§3.2);
• we experimentally evaluate the induced cross-lingual
embeddings on a document-classification (§5.1) and
lexical translation task (§5.2), where the method out-
performs current state-of-the-art methods, with train-
ing time reduced to minutes or hours compared to sev-
eral days for prior approaches;
• finally, we make available our efficient C-
implementation1 to hopefully stimulate further
research on cross-lingual distributed feature learning.
2. Learning Cross-lingual Word Embeddings
Monolingual word embedding algorithms (Mikolov et al.,
2013b; Pennington et al., 2014) learn useful features about
words from raw text (e.g. Fig 1 (a) & (b)). These algo-
rithms are trained over large datasets to be able to predict
words from the contexts in which they appear. Their work-
ing can intuitively be understood as mapping each word
to a learned vector in an embedded space, and updating
these vectors in an attempt to simultaneously minimize the
distance from a word’s vector to the vectors of the words
with which it frequently co-occurs. The result of this opti-
mization process yields a rich geometrical encoding of the
distributional properties of natural language, where words
with similar distributional properties cluster together. Due
to their general nature, these features work well for several
NLP prediction tasks (Collobert et al., 2011; Turian et al.,
2010).
In the cross-lingual setup, the goal is to learn features
which generalize well across different tasks and different
languages. The goal is therefore to learn features (embed-
dings) for each word such that similar words in each lan-
1 https://github.com/gouwsmeister/bilbowa
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guage are assigned similar embeddings (the monolingual
objectives), but additionally we also want similar words
across languages to have similar representations (the cross-
lingual objective). The latter property allows one to use
the learned embeddings as features for training a discrimi-
native classifier to predict labels in one language (e.g. top-
ics, parts-of-speech, or named-entities) where we have la-
belled data, and then directly transfer it to a language for
which we do not have much labelled data. From an opti-
mization perspective, there are several approaches to how
one can optimize these two objectives (our classification):
OFFLINE ALIGNMENT: The simplest approach is to opti-
mize each monolingual objective separately (i.e. train em-
beddings on each language separately using any of the sev-
eral available off-the-shelve toolkits), and then enforce the
cross-lingual constraints as a separate, disjoint, ‘alignment’
step. The alignment step consists of learning a transforma-
tion for projecting the embeddings of words onto the em-
beddings of their translation pairs, obtained from a dictio-
nary. This was shown to be a viable approach by (Mikolov
et al., 2013a) who learned a linear projection from one em-
bedding space to the other. It was extended by (Faruqui &
Dyer, 2014), who simultanteously projected source and tar-
get language embeddings into a joint space using canonical
correlation analysis. The advantage of this approach is that
it is very fast to learn the embedding alignments. The main
drawback of this approach is that it is not clear that a sin-
gle transformation (whether linear or nonlinear) can cap-
ture the relationships between all words in the source and
target languages, and our improved results on the transla-
tion task seem to point to the contrary (§5.2). Furthermore,
an accurate dictionary is required for the language-pair and
the method considers only one translation per word, which
ignores the rich multi-sense polysemy of natural languages.
PARALLEL-ONLY: Alternatively, one may leverage purely
sentence-aligned parallel data and train a model to learn
similar representations for the aligned sentences. This is
the approach followed by the BiCVM (Hermann & Blun-
som, 2013) and the bilingual auto-encoder (BAE, (Chan-
dar et al., 2014)). The advantage of this approach is that it
can be fast when using an efficient noise-contrastive train-
ing criterion like that of the BiCVM. The main drawbacks
of this method are that it can only train on limited paral-
lel data, which is expensive to obtain and not necessarily
written in the same style or register as the domain where
the features might be applied (i.e. there is a strong domain
bias).
JOINTLY-TRAINED MODELS: Another approach is to
jointly optimize the monolingual objectives L(·), with the
cross-lingual objective enforced as a cross-lingual regu-
larizer (see Figure 2 for a schematic). To do this, we define
a cross-lingual regularization term Ω(·), and use it to con-
Figure 2. Schematic of the proposed BilBOWA model architec-
ture for inducing bilingual word embeddings. Two monolingual
skipgram models are jointly trained while enforcing a sampled
L2-loss which aligns the embeddings such that translation-pairs
are assigned similar embeddings in the two languages.
strain monolingual models as they are jointly being trained
over the context h and target word wt training pairs in the
dataset D, e.g.
L = min
θe,θf
∑
l∈{e,f}
∑
wt,h∈Dl
Ll(wt, h; θl)︸ ︷︷ ︸
feature learning
+λΩ(θe, θf )︸ ︷︷ ︸
alignment
.
(1)
This formulation captures the intuition that we want to
learn representations which model their individual lan-
guages well (the first term) while the Ω(·) regularizer en-
courages representations to be similar for words that are
related across the two languages. Conceptually, this regu-
larizer consists of minimizing a distance function between
the vector representations ri learned for words wi in the
two domains, weighted by how similar they are, i.e.
Ω(Re,Rf ) =
∑
wi∈V e
∑
wj∈V f
sim(wi, wj) · distance(rei , rfj ).
(2)
where we use R to denote learned embedding represen-
tations, and ri to denote the embedding learned for word
wi. In other words, when this weighted sum (and hence
its contribution to the total objective) is low, one can be
sure that words across languages that are similar (i.e. high
sim(wi, wj)) will be embedded nearby each other.
This approach was shown to be useful by (Klementiev
et al., 2012). Crucially, the advantages of this formulation
are that it enables one to train on any available monolin-
gual data, which is both more abundant and less biased
than the parallel-only approach, since one can train on data
which resembles the data one will be applying the learned
features to. The disadvantage is that the original model
of Klementiev et al. is extremely slow to train. The train-
ing complexity stems both from how the authors imple-
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ment their monolingual and cross-lingual objectives. For
the monolingual objective, they train a standard neural lan-
guage model for which the complexity of the output soft-
max layer grows with the output vocabulary size. There-
fore, in order to evaluate the model the authors had to re-
duce the output vocabulary to only the 3000 most frequent
words. The second reason for the slow training time is
that the cross-lingual objective considers the interactions
between all pairs of words (in the worst case) between the
source and target vocabulary at each training step, which
scales as the product of the two vocabularies2. In this work,
we address these two issues individually.
3. The BilBOWA Model
As discussed in §2, the primary challenges with existing
bilingual embedding models are their computational com-
plexity (due to an expensive softmax or an expensive reg-
ularization term, or both), but most importantly, the strong
domain bias that is introduced by models that train only on
parallel data such as Europarl.
The BilBOWA model is designed to overcome these issues
in order to enable computationally-efficient cross-lingual
distributed feature learning over large amounts of monolin-
gual text. A schematic overview of the model is shown in
Figure 2. The two main aspects (discussed in the following
sections) are
1. First, similar to (Zou et al., 2013), we leverage ad-
vances in monolingual feature learning algorithms by
replacing the softmax objective with a more efficient
noise-contrastive objective (§3.1), allowing monolin-
gual training updates to scale independently of the vo-
cabulary size.
2. Second, we introduce a novel computationally-
efficient cross-lingual loss which only considers sam-
pled, bag-of-words sentence-aligned data for the
cross-lingual objective (§3.2). This avoids the need for
estimating word alignments, but moreover, the com-
putation of the regularization term reduces to only the
words in the observed sample (compared to consider-
ing theO(V 2) worst-case possible interactions at each
training step in the naive case).
3.1. Learning Monolingual Features: The L term
Since we do not care about language modelling, but more
about feature learning, an alternative to the softmax is to
use a noise-contrastive approach to score valid, observed
combinations of words against randomly sampled, unlikely
combinations of words. This idea was introduced by Col-
lobert and Weston (Collobert et al., 2011) where they opti-
2If we limit each word to align to k words this is still O(V k).
mized a margin between the observed score and the noise
scores. In their formulation, scores were computed on se-
quences of words, but in (Mikolov et al., 2013a) this idea
was taken one step further and successfully applied to bag-
of-word representations of contexts in their continuous bag-
of-words (CBOW) and skipgram models trained using the
negative sampling training objective (a simplified version
of noise-contrastive estimation (Mnih & Teh, 2012)). Any
of these objectives would yield comparable speedup and
could be used in our architecture. In this work we opted for
the skipgram model trained using negative sampling since
it has been shown to learn high-quality monolingual fea-
tures.
3.2. Learning Cross-lingual Features: The
BilBOWA-loss (Ω term)
Besides learning how words in one language relate to each
other, it is equally important for the representations to cap-
ture how words between the two languages relate to each
other, which we enforce using the Ω term in equation 1. In
the general bilingual setting, word similarities can be ex-
pressed as a matrix A where aij encodes the translation
“score” of word i in one language with word j in the other.
In the rest of our discussion we will refer to English and
French, and denote all English-specific parameters using e
superscript, and all French-specific parameters with f su-
perscript.
If the K-dimensional word embedding row-vectors ri are
stacked to form a (V,K)-dimensional matrix R, then we
can express what we will refer to as the exact cross-lingual
objective as follows:
ΩA(R
e,Rf ) =
∑
i
∑
j
aij ||rei − rfj ||2 (3)
= (Re −Rf )>A(Re −Rf ). (4)
where subscript A indicates that the alignments are fixed
(given). A captures the relationships between all V e words
in English with respect to all V f words in French, and is
indeed also the source of the two main challenges in this
formulation, namely:
1. how to derive or learn which words to pair as transla-
tion pairs (i.e. deriving/learning A);
2. how to efficiently evaluate Ω(·) during training, since
naively evaluating it scales as the product of the two
vocabulary sizes O(|V e| · |V f |) at each training step.
The cross-lingual objective therefore penalizes the Euclid-
ian distance between words in the two embedding spaces
(Re and Rf ) proportional to their alignment frequency.
Previous work approached this step by performing a word-
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Figure 3. Using global word-alignments for aligning cross-lingual embeddings (equation 3) is costly and scales as the product of the two
vocabulary sizes. In contrast, the BilBOWA-loss (equation 7) approximates the global loss by averaging over implicit local co-occurrence
statistics in a limited sample of parallel sentence-pairs.
alignment step prior to training to learn the alignment ma-
trix A. However, performing word alignment requires run-
ning Giza++ (Och & Ney, 2003) or FastAlign (Dyer et al.,
2013) software and training HMM word-alignment mod-
els. This is both computationally costly and also noisy. We
would like to learn the translation correspondences without
utilizing word alignments. In order to do that, we directly
exploit the parallel training data. The main contribution of
this work is to approximate the costly Ω(·) term, defined in
equation 3 in terms of the global word-alignment statistics,
using cheaply-obtained local word co-occurrence statistics
obtained from raw-text parallel sentence-pairs (i.e. without
running a word-alignment step). The main concept is il-
lustrated schematically in Figure 3, and discussed in more
detail below.
As a first step, notice that since the alignment weights can
be normalized to sum to one, we can interpret the alignment
weights as a distribution and write equation 3 as an expec-
tation over the distribution of English and French word-
alignment probabilities aij = P (wei , w
f
j ),
ΩA(R
e,Rf ) = E
(i,j)∼P (we,wf )
[
||rei − rfj ||2
]
(5)
Since the parallel data is paired at the sentence level, we
know that translation pairs for the en sentence occur in the
fr sentence, but we do not know where. We therefore need
a word-alignment model. A naive assumption is to assume
that each observed en word can potentially be aligned with
each observed fr word (i.e. to assume a uniform word-
alignment model), for each word in the observed sentence
pairs. Under this assumption, one can then approximate
equation 5 by sampling S m-length English and n-length
French sentence-pairs (se, sf ) from the parallel training
data:
ΩA(R
e,Rf ) ≈ 1
S
∑
(se,sf )∈S
1
mn
∑
wi∈se
∑
wj∈sf
||rei − rfj ||2
(6)
It is important to note that the lengths of the sampled En-
glish and French parallel sentences m and n need not be
equal, and more importantly m  |V e| and n  |V f |.
Furthermore, notice that under a uniform alignment model,
at each training step, each word in the sampled English sen-
tence se will be updated towards all words in the French
sentence sf . We can precompute this by simply updating
each English word towards the mean French bag-of-words
sentence-vector. Specifically, we implement equation 6 by
sampling only one parallel sentence-pair per training step
(i.e. S = 1), and at each training step t we optimize the fol-
lowing sampled, approximate cross-lingual objective:
Ω
(t)
A (R
e,Rf ) , || 1
m
m∑
wi∈se
rei −
1
n
n∑
wj∈sf
rfj ||2 (7)
where s∗ denotes the English or French sampled sentence-
pair drawn from the parallel corpus. In other words, the
BilBOWA-loss minimizes a sampled L2-loss between the
mean bag-of-words sentence-vectors of the parallel corpus.
On its own, this objective is degenerate since all embed-
dings would converge to the trivial solution (by collapsing
all embeddings to the same value), but coupled as a regu-
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larizer with the monolingual losses, we find that it works
very well in practice. By sampling training sentences from
the parallel document distribution, this objective efficiently
approximates equation 3 (the more two words are observed
together in a parallel sentence-pair, the stronger the embed-
dings for the two words will be pushed together, i.e. propor-
tional to aij), without having to actually compute the word
alignment weights aij .
3.3. Parallel subsampling for better results
Equation 7 is an approximation of equation 3. As illus-
trated in Figure 3, we are really interested in estimating the
global word-alignment statistics for a word-pair, i.e. aij .
However, by sampling words at the sentence-level, the lo-
cal alignment statistics are skewed by the words’ unigram
frequencies of occurrence in a given sentence (i.e. regard-
less of alignment). Since language has a very strong Zipfian
distribution we therefore find in practice that equation 7
over-regularizes the frequent words. A simple solution to
this is to subsample (discard) words from the parallel sen-
tences proportional to their unigram probabilities of occur-
rence. In other words, we discard each word from the paral-
lel sentences with a probability that depends on its unigram
frequency of occurrence. This heavily discards frequent
words and effectively flattens the unigram distribution to
a uniform distribution. This idea is closely related to the
monolingual subsampling employed in the word2vec mod-
els, although it is motivated for a different reason in the
cross-lingual setting to obtain a better approximation of the
global word-alignment statistics from the local sentence-
level co-occurrence statistics (see Figure 3).
In practice we found this useful to learn finer-grained cross-
lingual embeddings for the frequent words. To better illus-
trate the effect this has on training, we jointly visualized the
top-25 most frequent words in English and German using
the t-SNE algorithm. This is illustrated in Figure 4. We
show in red the embeddings trained without subsampling
and in blue the embeddings for the same words trained us-
ing parallel subsampling. As the visualization shows, with-
out subsampling frequent words are over-regularized and
cluster near the origin. This effect is largely reduced by the
proposed subsampling scheme.
4. Implementation and Training Details
We implemented our model in C by building on the pop-
ular open-source word2vec toolkit3. The implementa-
tion launches a monolingual skipgram model as a separate
thread for each language, as well as a cross-lingual thread.
All threads access the shared embedding parameters asyn-
chronously. For training the model, we make use of online
3https://code.google.com/p/word2vec/
Figure 4. A joint t-SNE visualization of the same 25 most fre-
quent English and German words trained without (red, left) and
with parallel subsampling (blue, right), illustrating the effect that
occurs without parallel subsampling, as frequent words are over-
regularized towards the origin.
asynchronous stochastic gradient descent (ASGD), where
at time step t, parameter θ is updated as
θ(t) = θ(t−1) − η ∂L
∂θ
(8)
Our initial implementation synchronized updates between
threads, but we found that simply clipping individual up-
dates to [−0.1, 0.1] per thread was sufficient to ensure train-
ing stability and considerably improved training speed. For
monolingual training data, we use the freely available, pre-
tokenized Wikipedia datasets (Al-Rfou’ et al., 2013). For
cross-lingual training we use the freely-available Europarl
v7 corpus (Koehn, 2005). Unlike the approach of (Kle-
mentiev et al., 2012) however, we do not need to perform
a word-alignment step first. Instead our implementation
trains directly on the raw parallel text files obtained af-
ter applying the standard preprocessing scripts that come
with the data to tokenize, recase and remove all empty
sentence-pairs. Embedding matrices were initialized by
drawing from a zero mean, unit-variance gaussian distri-
bution. The skipgram negative sampling objectives (a sim-
plified form of noise-contrastive estimation) require us to
sample k noise words per training pair from the unigram
P (w) en and fr distributions, and we set k = 15 which has
been shown to give good results.
Doing each training update therefore occurs asyn-
chronously across the threads. Monolingual threads each
select a context-target (h,wt)-pair for each language and
sample k noise words according to their unigram noise dis-
tributions. The cross-lingual thread samples a random pair
of parallel sentences from the parallel data. Finally, each
thread makes an update to all parameters asynchronously
according to equation 8, for which gradients are easy to
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compute due to the square-loss of the BilBOWA-loss and
the log-linear nature of the skipgram models. The learning
rate was set to 0.1, with linear decay.
5. Experiments
In this section we present experiments which evaluate the
utility of the induced representations. We evaluate the em-
beddings in a cross-lingual document classification task
which tests semantic transfer of information across lan-
guages, as well as a word-level translation task which tests
fine-grained lexical transfer.
5.1. Cross-lingual Document Classification
We use an exact replication of the cross-lingual document
classification (CLDC) setup introduced by Klementiev et
al. (Klementiev et al., 2012) to evaluate their cross-lingual
embeddings. The CLDC task setup is as follows: The goal
is to classify documents in a target language using only la-
belled documents in a source language. Specifically, we
train an averaged perceptron classifier on the labelled train-
ing data in the source language and then attempt to apply
the classifier as-is to the target data (known as “direct trans-
fer”). Documents are represented as the tf-idf-weighted
sum of the embedding vectors of the words that appear in
the documents.
Similar to Klementiev, we induce cross-lingual embed-
dings for the English-German language pair, and use the in-
duced representations to classify a subset of the English and
German sections of the Reuters RCV1/RCV2 multilingual
corpora (Lewis et al., 2004) as pertaining to one of four cat-
egories: CCAT (Corporate/Industrial), ECAT (Economics),
GCAT (Government/Social), and MCAT (Markets).
For the classification experiments, 15,000 documents (for
each language) were randomly selected from the RCV1/2
corpus, with one third (5,000) used as the test set and the
remainder divided into training sets of sizes between 100
and 10,000, and a separate, held-out validation set of 1,000
documents used during the development of our models.
Since our setup exactly mirrors Klementiev et al, we use
the same baselines, namely: the majority class baseline,
glossed (replacing words in the target document by their
most frequently aligned words in the source language), and
a stronger MT baseline (translating target documents into
the source language using an SMT system).
Results are summarized in Table 1. In order to make all
results comparable, results for all methods reported here
were obtained using the same embedding dimensionality
of 40 and the same training data. We use the first 500K
lines of the English-German Europarl data both as mono-
lingual and parallel training data. We use a vocabulary size
of 46, 678 for English and 47, 903 for German. Since our
method is motivated as a faster version of the model pro-
posed by Klementiev et al., we note that we significantly
improve upon their results, while training in 6 minutes ver-
sus the original 10 days (14,400 minutes). This yields a
total factor 2, 400 speedup. This demonstrates that the Bil-
BOWA loss (equation 7) is both a computationally-efficient
and an accurate approximation of the full cross-lingual ob-
jective implemented by Klementiev (equation 3).
Next, we compare our method to the current state-of-the-art
bilingual embedding methods. The current state-of-the-art
on this task is 91.8 (en2de) and 72.8 (de2en) reported us-
ing the Bilingual Auto-encoder (BAE) model by (Chandar
et al., 2014). Hermann et al. (Hermann & Blunsom, 2013)
report 83.7 and 71.4 with the BiCVM model. As shown,
our model outperforms the BiCVM on both tasks, and out-
performs BAEs on German to English to yield a current
state-of-the-art result on that task of 75%. The runtime of
our method also compares very favorably to other meth-
ods. Note that even though the BiCVM method should in
principle be as fast or faster than our method, its reported
training time here is slightly higher since it was trained for
more iterations over the data.
5.2. WMT11 Word Translation
We also evaluated the induced cross-lingual embeddings on
the word translation task used by Mikolov et al. (Mikolov
et al., 2013a) using the publicly-available WMT11 data4.
In this task, the authors extracted the 6K most frequent
words from the WMT11 English-Spanish data, and then
used the online Google Translate service to derive dictio-
naries by translating these source words into the target lan-
guage (individually for English and Spanish). Since their
method requires translation-pairs for training, they used the
first 5K most frequent words to learn the “translation ma-
trix”, and then evaluated their method on the remaining 1K
words used as a test set. To translate a source word, one
finds its k nearest neighbours in the target language em-
bedding space, and then evaluate the translation precision
P@k as the fraction of target translations that are within
the top-k words returned using the specific method. Our
method does not require translation-pairs for training, so
we simply test on the same 1K test-pairs.
We use as baselines the same two methods described in
(Mikolov et al., 2013a). Edit Distance ranks words based
on their edit-distance. Word Co-occurrence is based on dis-
tributional similarity: For each word w, one first constructs
a word co-occurrence vector which counts the words with
whichw co-occurs within a 10-word window in the corpus.
The word-count vectors are then mapped from the source
to the target language using the dictionary. Finally, for each
test word, the word with the most similar vector in the tar-
4http://www.statmt.org/wmt11/
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Method en→ de de→ en Training Time (min)
Majority Baseline 46.8 46.8 -
Glossed Baseline 65.1 68.6 -
MT Baseline 68.1 67.4 -
Klementiev et al. 77.6 71.1 14,400
Bilingual Auto-encoders (BAEs) 91.8 72.8 4,800
BiCVM 83.7 71.4 15
BilBOWA (this work) 86.5 75 6
Table 1. Classification accuracy and training times for the proposed BilBOWA method compared to Klementiev et al. (Klementiev et al.,
2012), Bilingual Auto-encoders (Chandar et al., 2014), and the BiCVM model (Hermann & Blunsom, 2013), on an exact replica of the
Reuters cross-lingual document classification task. These methods were all used to induce 40-dimensional embeddings using the same
training data. Baseline results are from Klementiev.
Method En→Sp P@1 Sp→En P@1 En→Sp P@5 Sp→En P@5
Edit Distance 13 18 24 27
Word Co-occurrence 30 19 20 30
Mikolov et al., 2013 33 35 51 52
BilBOWA (this work) 39 (+6) 44 (+9) 51 55 (+3)
Table 2. Results for the translation task measured as word translation accuracy (out of 100, higher is better) evaluated on the top-1 and
top-5 words as ranked by the method. Cross-lingual embeddings are induced and distance in the embedded space are used to select word
translation pairs. +x indicates improvement in absolute precision over the previous state-of-the-art on this task (Mikolov et al., 2013a).
get language is selected as its translation.
The results on the English-Spanish translation tasks are
summarized in Table 2. We induced 40-dimensional em-
beddings using the English and Spanish Wikipedias and
Europarl as parallel data. Our model improves on both
the baselines and on Mikolov et al.’s method on both tasks
and gives a noticeable improvement in accuracy for the
P@1 prediction. For the English to Spanish translation,
we improve absolute word translation accuracy by 6 per-
cent. For the Spanish to English task, we improve abso-
lute word translation accuracy by 9 percent. This indi-
cates that our model is able to learn fine-grained translation
equivalences from the monolingual data by using only the
raw-text, sentence-aligned parallel data, despite the lack of
word-level alignments or training dictionaries.
6. Discussion
The BilBOWA model as introduced in this paper utilizes
a sampled L2 bag-of-words cross-lingual loss. This is the
main source of the significant speedup over the Klementiev
model, allowing training to scale to much larger datasets,
which in turn yields more accurate features. We found
that the asynchronous implementation significantly speeds
up training with no noticeable impact on the quality of
the learned embeddings, and the parallel subsampling im-
proves the accuracy of the learned features. Getting asyn-
chronous training to work required clipping the updates,
especially as the dimensionality of the embeddings gets
larger. Parallel subsampling makes training more accurate,
especially for the frequent words, and therefore turns out
to be important both in the monolingual and crosslingual
setting. We have motivated the reason for the crosslin-
gual setting as helping to uncover a better approximation
of the global alignment statistics from the observed local,
sentence-level co-occurrences.
Despite the speedup, the model is still much slower to use
than offline methods like translation matrix (Mikolov et al.,
2013a) or multilingual CCA (Faruqui & Dyer, 2014). How-
ever, results on the translation task suggest BilBOWA can
learn finer-grained cross-lingual relationships than these
methods, and can train over much larger monolingual
datasets than parallel-only methods. If the goal is to learn
high-quality general purpose bilingual embeddings, it is al-
ways beneficial to leverage more training data, and hence a
hybrid model like BilBOWA might be a better choice than
a parallel-only technique like BiCVM or BAEs.
7. Conclusion
We introduce BilBOWA, a computationally-efficient model
for inducing bilingual distributed word representations di-
rectly from monolingual raw text and a limited amount of
parallel data, without requiring word-alignments or dictio-
naries. BilBOWA combines advances in training monolin-
gual word embeddings with a particularly efficient novel
sampled cross-lingual objective. The result is that the re-
quired computations per training step scales only with the
number of words in the sentences, thereby enabling effi-
cient large-scale cross-lingual training. We achieve state-
of-the-art results for English-German cross-lingual docu-
ment classification whilst obtaining up to three orders of
magnitude speedup, and improve upon the previous state
of the art in an English-Spanish word-translation task.
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