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TABLES
INTRODUCTION
A knowledge of flood characteristics of streams is essential for designing roadway drainage structures, establishing flood-insurance rates, and for other uses by urban planners and engineers. Because urbanization can produce significant changes in the flood-frequency characteristics of streams, natural (rural) basin floodfrequency relations are not applicable to urban streams.
Recognizing the need for additional data for comparison or verification of the statewide urban estimating equations presented by Inman (1995) , the U.S. Geological Survey (USGS), in cooperation with the Georgia Department of Transportation and the Federal Highway Administration, began a project in 1987 to monitor urban floods in Georgia. The study was expanded to cover the South Georgia areas of Albany, Moultrie, Thomasville, and Valdosta in 1994.
Background
Recognizing the need for reliable urban peak-flood data and improved equations for estimating floods in Georgia, the USGS collected data at 65 rainfall-runoff stations-beginning in 1973 in Metropolitan Atlanta (Inman, 1983) ; continuing in 1978 in Athens, Augusta, Columbus, Rome, and Savannah (Inman, 1988) ; and continuing in 1986 in Albany, Moultrie, Thomasville, and Valdosta, Ga. (Inman, 1995) (fig. 1 ). These data were used to calibrate a USGS rainfall-runoff model (RRM), as described by J.M. Bergmann, E.J. Inman, and A.M. Lumb (U.S. Geological Survey, written commun., 1990).
After the RRM was successfully calibrated for each drainage basin, long-term rainfall and daily panevaporation data from nearby National Weather Service stations were used to synthesize about 60 to 90 years of annual peak flows, depending on the length of the longterm rainfall. These synthesized peaks were used to develop flood-frequency relations for each basin. The final step in analyzing these data was to develop regression equations that can be used to estimate the magnitude and frequency of floods at ungaged urban sites in Georgia. Detailed descriptions of the RRM calibration, the long-term simulation, and the regression analyses were given by Inman (1995) . The estimating equations for the four flood-frequency regions in Georgia for the 2-through 500-year floods, also given in Inman (1995) , are shown in table 1.
Six to eight years of observed annual peak flows are insufficient for developing reliable flood-frequency estimates. Collection of additional flood data at about 40 percent of the stations used in the statewide report (Inman,1995) would provide a data base of sufficient length for verification or comparison with the floodfrequency data computed using the statewide estimating equations.
Purpose and Scope
This report describes the results of the expanded study to compare the results of the statewide floodfrequency estimating equations presented by Inman (1995) with the flood-frequency data computed from observed data. To accomplish the project objectives, 28 urban stations were selected from previous urban flood-frequency investigations to collect additional data through September 1996, which provides a data base of sufficient length to compare flood frequencies.
At least two urban stations were selected in each of the 10 cities from the previous study (Inman, 1995) ( fig. 1, table 2) . Stability of the stage-discharge relations at each site was the primary selection criterion; together with range in size of drainage areas, and percent impervious areas.
The U.S. Geological Survey is responsible for the information contained in this report. The report does not necessarily reflect the official view or policy of the Georgia Department of Transportation or the Federal Highway Administration, nor does the report constitute a standard, specification, or regulation. 
FLOOD-FREQUENCY ANALYSES
A log-Pearson Type III frequency distribution was fitted to the logarithms of the annual peak discharges at each of the 28 urban stations in accordance with "Guidelines for Determining Flood Flow Frequency," Bulletin 17B (Interagency Advisory Committee on Water Data, 1982) recommendations. These recommendations include the proper handling of low and high outliers. Skew coefficients were computed directly from the observed data. No attempt was made to adjust the skew coefficients of the frequency curves based on regionalized skews because the data did not meet the criteria specified in the Interagency Advisory Committee on Water Data (1982) . The generalized skew-coefficient map in Interagency Advisory Committee on Water Data (1982) , was used in the adjustment computations only for rural watersheds and is not applicable to urban flood peaks.
Frequency curves for the observed annual flood peaks of the 28 urban stations represent an "as is" storage condition that may be present at upstream roadway embankments with culverts of limited capacity, or minor floodplain storage. The annual peaks for the frequency curves in the earlier study were simulated with the RRM using the same storage conditions of the observed peaks. Therefore, any difference in flood frequency is due to temporal climatological differences. At least 10 years of record were available at the 28 urban stations as recommended in the Interagency Advisory Committee on Water Data (1982) . Eighteen of the urban stations had 18 or more years of record and one station in Atlanta had 33 years. Flood-frequency data from the log-Pearson Type III frequency analysis for selected recurrence intervals at the 28 urban stations are shown in table 3.
Statistical Methods Used for Flood-Frequency Comparisons
The statistical analyses and computations for the flood-frequency comparisons were conducted using procedures defined by the SAS Institute, Inc. (1989). All peak-discharge data were transformed to logarithmic units before conducting the statistical analysis and computations. The logarithmic residual, x, of the estimated discharges minus the observed discharges for each series of differences for the 2-, 25-, and 100-year floods were analyzed using the student's ttest at the 0.05 level of significance, to determine if the mean, x, was significantly different from zero. A mean residual (x) significantly different from zero indicates possible bias in the flood-frequency estimating equations, or a bias of the observed discharge due to the time of the sampling period. The SAS univariate procedure was used for all mean-bias testing and to determine if all distributions were normal according to the Shapiro-Wilk statistic (SAS Institute, Inc.,1989).
In order to determine if a bias exists and if the bias varies with the magnitude of discharge, logarithms of observed discharges are regressed against logarithms of discharges estimated from regional regression equations. Then, if the slopes of the regression lines are significantly different from an equal yield line, a bias may exist. In particular, if the slopes are significantly different from 1.0, the bias is a function of magnitude of flow. The student's t-test at the 0.05 significance level is used to determine if the slopes of the regressions is different from 1.0 and if the intercepts are different from zero. Iman and Conover's (1983) methodology of using the student's t-test determines if the slopes or intercepts are biased. Plots of these comparisons are shown in figures 2, 3, and 4.
Data from the 26 urban stations were analyzed as one group, rather than dividing the stations into regions, because some regions had only five or six stations. Groups having five or six stations are too small to make reliable statistical analyses of basins.
Comparison of Flood-Frequency Data
Flood-frequency data are used to determine if significant differences exist between the flood frequency of observed discharges from the 28 selected urban stations and the discharges computed from the estimating equations for the four urban flood-frequency regions (Inman, 1995) . Flood-frequency data for the 2-, 25-, and 100-year floods from the 28 urban stations with observed data, from the estimating equations, and from the most recent (latest) 20 years of simulated data at each of the 28 urban stations are shown in table 4. Stations 02196725 in Augusta and 02318565 in Moultrie were deleted from further comparisons, because neither station had as much as a 2-year flood during the period of observed record. The flood-frequency data computed from the statewide regression equations are higher than the flood-frequency data computed from observed data for the 2-year flood at 15 urban stations and are equal at one urban station; higher for the 25-year flood at 20 stations and equal at one station; and higher for the 100-year flood at 22 stations (see table 4). Therefore, the peak flows computed with the statewide estimating equations generally are higher than those computed using the observed data. The two highest simulated floods used in developing the estimating equations occurred before the observed record began; thus, indicating a relatively dry period of observed record at 25 of the 26 urban stations. The dates and peak discharges of the two highest observed and simulated floods are shown in table 5. Further evidence that a relatively dry period of record occurred can be observed in table 4 by comparing the results of the log-Pearson flood-frequency analysis of the simulated annual peaks for the most recent (latest) 20 years of record for each urban station with the flood-frequency data from the estimating equations. The magnitudes of the 2-, 25-, and 100-year floods computed from the statewide regression equations, were higher than the corresponding 2-, 25-, and 100-year floods computed from the latest 20 years of record at 20 urban stations. Data in Savannah do not indicate this trend, because the highest simulated annual peaks occurred in Savannah in 1971.
Even though Georgia experienced one of the largest floods of record on the Flint and Ocmulgee Rivers in the southwestern part of Georgia in July 1994, following Tropical Storm Alberto, the very heavy rainfall accompanying this flood did not occur in any of the 10 cities in which the observed record was collected. The city of Albany had extensive flooding caused by very heavy rainfall upstream of the city. Albany had 6.75 inches of rainfall over a five-day period (U.S. Department of Commerce, National Weather Service, 1994). The 1994 annual peak flow for the two Albany urban stations occurred in August. ATLANTA and AUGUSTA long-term rainfall data were used for ATHENS stations with 50 percent weights applied to their simulated flood frequencies.
3/ ATLANTA and CHATTANOOGA long-term rainfall data were used for ROME stations with 60 percent and 40 percent weights, respectively, applied to their simulated flood frequencies.
RESULTS OF COMPARISONS
Mean residuals, computed as the logarithms of observed discharges subtracted from logarithms of discharges estimated by statewide regional regression equations, are higher for the 2-, 25-, and 100-year recurrence interval floods at the 26 urban stations used in this study. The mean residuals for the 2-year flood is 2.5 percent higher than the observed mean residuals; however, the t-test indicates that the differences are not significant at the 0.05 level of significance. The mean regional regression equation discharge for the 25-year and 100-year floods are higher than the mean observed discharge for the 25-year and 100-year floods by 26.2 percent and 31.6 percent, respectively. The t-tests indicate that both differences are significant at the 0.05 level of significance, but the percentages are within the range or close to the range of the standard error of prediction for the statewide regression equations (Inman, 1995) .The slopes of the regression lines are not significantly different from 1.0, for the three recurrence intervals; therefore, the bias is not a function of discharge, and the bias computed by the mean residuals is assumed to apply over the whole range of discharges. The significance or non-significance of the intercept is not a valid indicator of bias because the y-intercept is too far removed from most of the data. Regression equations are computed from normal distributions, as demonstrated by the Shapiro-Wilk statistic from the SAS univariate procedure (SAS Institute, Inc., 1989) (table 6) . No attempt was made to adjust the estimating equations because higher peaks can occur after a period of observed record, and an adjustment may cause an underestimation of design floods.
Comparison of mean residuals of the 2-, 25-, and 100-year floods computed using the latest 20 years of record and the mean residuals of the same floods estimated using the regional regression equations, show similar results as previous comparisons of the observed data with the same floods estimated from the regional regression equations. The mean residuals of the 2-, 25-, and 100-year floods estimated from the regional regression equations are 13.5 percent, 19.9 percent, and 22.4 percent higher, respectively, than the mean residuals of the corresponding floods computed from the 20 years of simulated annual peak flows. The t-tests indicate that the differences are significant in all cases; however, the differences are within the range of the standard error of prediction for the statewide regression equations (Inman, 1995) . These 20-year-period comparisons eliminate model error as the cause of the regression-equation discharges being higher than observed discharges, because both the 20-year-period annual peak flows and the annual peak flows used for developing the regression equations were simulated with the same model. 
SUMMARY
The U.S. Geological Survey, in cooperation with the Georgia Department of Transportation, began a study in 1987 to monitor small urban streams in Georgia to verify the accuracy of the urban flood-frequency estimating equations previously published in 1995. Data collection for the monitoring study consisted of obtaining additional annual peak-flow data at 28 selected gaging stations in 10 cities, all of which were part of the previous study. These additional data provided an adequate data base for computing flood-frequency relations with observed data at the selected stations.
Flood-frequency relations were computed for the 28 urban stations and the 2-, 25-, and 100-year recurrence interval floods were compared to the 2-, 25-, and 100-year recurrence interval floods computed from the regional regression equations from the previous study. Two stations were deleted from further comparisons, or analyses, because neither station had as much as a 2-year recurrence interval flood during the period of observed record.
Comparisons at the 26 remaining stations were based on the student's t-test statistics at the 0.05 level of significance. The mean (x) residual of the 2-year recurrence interval floods computed from observed data was about 2.5 percent lower than the mean (x) residual of the 2-year recurrence interval floods computed from the regional regression equations; however, the t-test indicated that the bias was not significant at the 0.05 level of significance. The mean (x) residuals of the 25-and 100-year recurrence interval floods computed from observed data were 26.2 and 31.6 percent lower than the mean residuals of the 25-and 100-year recurrence interval floods computed from the regional regression equations; both floods were significantly biased according to the t-test at the 0.05 level of significance, but were within or close to the limits of the standard error of prediction for the statewide equations. A comparison also was made by regressing logarithms of the 2-, 25-, and 100-year recurrence interval floods computed from observed discharges against logarithms of the 2-, 25-and 100-year recurrence interval floods estimated from the regional regression equations. This regression "best-fit" line was compared to a line of equality and results of the student's t-test indicated that the slope of the regression line was not significantly different from 1.0 at the 0.05 significance level. Therefore, the bias did not vary with discharge.
The primary reason that the mean (x) of the observed 25-and 100-year floods were biased (less than) the mean (x) of the 25-and 100-year floods computed from the regional regression equations is because the observed period of record was a relatively dry period. At 25 of the 26 stations, the two highest simulated peaks used in developing the estimating equations occurred before the observed record began. However, no attempt was made to adjust the estimating equations because higher peaks could occur after the period of observed record, and an adjustment could cause an underestimation of design floods.
