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AN ATTEMPT TO CHARACTERIZE THE "TURBULENCE BURST PHENOMENA" USING DIGITAL TIME
SERIES ANALYSIS
Bruce Johnson and Roger Saylor
Naval Systems Engineering Department
U.S. Naval Academy
ABSTRACT
Several attempts to measure "periodicity" in the output signal of hot wires 
and hot films located in the viscous sublayer have been made in recent years.
The usual method is to perform an autocorrelation on the signal and to interpret 
the strong peaks in the correlation function as indicative of the mean period 
of the "turbulence bursts" during a particular sampling interval.
The data analyzed for the presence of "turbulent bursts" were from the testi 
of a 60-foot, 8-oared racing shell at the David Taylor Model Basin of the Naval 
Ship Research and Development Center. The shell was instrumented with flush 
mounted hot film sensors at several locations along the bottom and the hot film 
data were recorded on magnetic tape and saved for this study.
Initial attempts to uncover periodicity directly from frequency domain 
analysis were unsuccessful since the random components in individual spectral 
estimates were too great. A two-step algorithm sequence was then developed 
which averaged out many of the random components by autocorrelating a 2000 point 
sample, and then taking the auto spectrum of the resulting 1000 point corre­
lation function. This method is considerably more revealing than "eyeballing" 
a 100 point lag function for "peaks." Using this technique, the entire hot 
film record at each speed was analyzed, and a mean bursting frequency and the 
corresponding standard deviation were calculated.
The results for ten different Reynolds numbers indicated that the Kline 
and Black models predict burst frequencies which are much higher (burst periods 
much lower) than any observed values except at the lowest Reynolds numbers. The 
Einstein-Li model, on the other hand, predicted burst frequencies less than the 
observed values at the lowest Reynolds numbers. In the middle range of Rey­
nolds numbers, the Einstein-Li prediction was within the standard deviation of 
the mean observed value and equal to the mean value at Reynolds number of 
1.7 x 10^. The observed data then dropped below the Einstein-Li prediction at 
the highest Reynolds numbers.
These results are clouded by the second part of the investigation in which 
it was discovered that it is possible to closely simulate the "periodic" 
autocorrelation function by analyzing filtered random noise with a frequency 
roll-off similar to that of the time averaged turbulent spectra.
INTRODUCTION
Investigations concerning the structure of the turbulent boundary layer 
have centered recently on characterizing the instabilities present in the
transition process and in the "turbulent burst" phenomena.'*' Kline and his 
2 3 4co-workers ’ and Corino and Brodkey have observed a viscous sublayer erup­
tion" process in their visual studies. The Stanford group has developed an 
empirical model which correlates reasonably well with their low Reynolds number 
visual and hot-wire measurements and has been compared favorably with the 
theoretical model of Black. When compared with non-visual measurements at 
higher Reynolds number such as those of Tu and Willmarth,^ however, the 
prediction of mean burst frequencies breaks down. Other prediction models of 
the burst phenomena by Einstein and Li^’ have not been verified except by 
isolated correlation samples which are by no means statistically significant.
The attempts to characterize the output signal from hot-wire and hot-film 
measurements in the viscous sublayer as "periodic" are generally based on 
autocorrelation techniques. These techniques include painstaking hand cal­
culations by Einstein and Li, moving head magnetic tape correlators used by
Tu and Willmarth, the Princeton Model 100 hybrid correlator used for several
9 10unpublished investigations at the U.S. Naval Academy, ’ and digital computer
2 11 12calculations of Kim, KLine, and Reynolds, Armistead and Keyes and Gupta.
13Tu and Willmarth and Bakewell and Lumley have also used cross correlation 
techniques using multiple sensors.
In all cases cited, the technique for attributing "periodicity" to the 
result was to interpret any "peaks" in the correlation function as represen­
tative of a bursting period during the particular sampling interval. This is 
a tenuous assumption but is based on the fact that ergodic samples of the 
truly random higher frequency components are averaged out by the autocorrelation 
process. What is left in the correlation function of an individual sample are 
the non-ergodic samples of the lower frequency random components plus any er­
godic samples of periodic components. Since long term averaging (either en­
semble or time, depending on the correlation technique used) usually shows no 
repeating periodicity, the "periodicity" present in the individual samples is 
assumed to represent non-ergodic samples of the burst phenomena.^ Whether 
this is the case or whether any random phenomena with a spectrum like that of 
turbulence will produce "apparent periodicity" will be discussed later in this 
paper.
Our initial experience at the Naval Academy in looking for turbulence 
burst signatures was with a Princeton Model 100 correlator. This is a hybrid 
device which calculates 100 lag increments simultaneously and averages them 
with continuous updating using an RC network having a time constant of 20 se­
conds. For ordinary micro scale correlations, the total lag period is much 
less than the time constant and the correlation function appears to be station­
ary. However, when the total lag period approaches the order of magnitude of 
the time constant of the averager, the output becomes markedly non-stationary 
and randomly distributed peaks appear in the correlation function. There is 
a temptation to select just those peaks which will support a particular em­
pirical model of the burst phenomena, but this temptation must be resisted.
Figure 1 from Reference 10 shows examples of the output of the Princeton cor­
relator for the case where the magnetic tape record was played back at a slower 
speed to decrease the time constant of the correlator. This gaves many more 
statistically independent samples which could be ensemble averaged for a mean 
burst frequency, but the decision as to which "peaks" are significant is com­
plex as can be seen from the records. We have abandoned the use of the Princeton 
correlator for this type of analysis since acquiring a Time Data 100. This is 
a digital machine which enables one to ensemble average statistically indepen­
dent samples of the spectrum of the correlation function for means and standard 
deviations of the "peaks." This is more analogous to the technique used in
2analyzing the visual observations of Kim.
A Comparison of Empirical Correlations of Turbulent Burst Periods
In the following comparison, the first letter of the investigators last 
name will be used as a subscript to indicate predictions of the mean period or
®This calls into question correlation techniques based on the inverse Fourier 
transform of the auto spectrum of the signal since the time series must be 
ergodic for the transform pair of the estimates of the correlation and spectrum 
to be valid.1^,15
Re = 31,700 
Uq = 2 .k  m/sec. 
y+ = 9 .7
Thus for turbulent flows, the Black model predicts much higher burst fre­
quencies (much shorter burst periods) than the Einstein-Li model. Even for 
artificially stimulated boundary layers at low Reynolds numbers such as that 
of Kim, et al. where = 0.0046, the ratio remains above 4 to 1. In the 
107 range for R̂ , the Black model predicts frequencies in the 100-300 Hz range 
(see Table 1) well above the spectral peak of the turbulence. For simplicity
VELOCITY REYNOLDS DRAG KIM BLACK EINSTEIN-LI
FPS NUMBERS COEFFICIENT MODEL MODEL MODEL
HZ Hz Hz
2 2.3xl06 0.00315 5.8 5.2 0.75
4 4.6x10® 0.00274 20.3 18.2 2.3
6 6.9x10® 0.00253 42.1 37.7 4.3
8 9.2x106 0.00239 70.6 63.3 6.9
10 1.1x107 0.00228 105 94.6 9.8
12 1.4xl07 0.00220 146 131 13.2
14 1.6xl07 0.00213 193 173 16.9
16 1,8xl07 0.00207 245 220 20.9
18 2.IxlO7 0.00203 304 272 25.2
20 2.3xl07 0.00199 367 329 29.8
Figure 1 - Autocorrelograms of u'v' Correlator Time Constant = 2.25 sec.
Table 1 - Comparison of Predicted Burst Frequencies
frequency of the burst.
The Einstein-Li model7 predicts a mean burst period, T^:
EL n 4 (1)
of calculation, since we are dealing with large standard deviations in the 




u* = r = U 2 C,/2 = u2 f/8o t
flat plate pipe
combining Eqs. 1 and 2:
(2)
Substituting Eq. 10 into Eqs. 3 and 6 :
EL “ IT 8/5 ( 11)
Flate plate T
Pipe = 256 v
EL 1T U2(f/8 ) 2 71 U2f2
The Black model predicts a mean burst period:





for fixed locations in flat plate experiments.
The Kim - Kline - Reynolds model is somewhat more complex to relate to a 
mean bursting period since the visual observations are in terms of a mean streak 
spacing, X, and a mean burst rate, F, in bursts/sec-inch. In order to compare 
the visual observations with hot wire observations, Kim, et al. assume that:





p+ _ Fv _ non-dimensional 
3 burst rate
Again combining Eqs. 2 and 5:
Flate plate T 115 v _ 230 v%o fU 2C,/2 U ^C o f  "
( 6 )
This is then related to the observed circular burst frequency, cu, and its non 
dimensionalized frequency, tu+ :
115v 920v
Pipe T = qr----  =
C U^ f/8 U^f
(7)
It is useful to compare the Einstein-Li and Black predictions by taking 
ratios of the mean periods. Since this investigation utilizes frequency ana­
lysis the frequency ratios will also be shown.
■ V t- w V ~
0) = to -- 7? =  ™---- 7T = 2 IT A F




Eq. 15 is very similar to Black's model, Eq. 5, and their ratio1
Flat plate
Pipe
16 _ 0.022 
230 7rCf Cf
256 C.089
920 irf “ f
(8) (16)
(9)
which if one accepts the constant value of 10 of 0.06 found by the Stanford 
2 3investigators ’ gives:
70
(17)
This would also indicate mean burst frequencies of 100-300 Hz at Reynolds 
numbers in the 107 range, which does not agree with either the present in­
vestigation or that of Tu and Willmarth. ** Also using the mean value of X+ =
+ -A100 determined by the Stanford group, this would fix F at 0.96 x 10 . (Gupta
+ -4used an F = 1.48 x 10 ).
The constant value of to+ along with the Black model implies that:
T a 9/5
for fixed locations in flat plate experiments.
For purposes of calculating u+ in this investigation we combine Eqs. 15 
and 2 to yield:
(18)
with C„ evaluated from Eq. 10 and T . = 1/observed mean bursting frequency,f obs
A Strouhal number^* based on the observed burst frequency can also be defined: 
. 2irfobs »* (19)
* 6For simplicity, the 1/7 power velocity profile is assumed i.e. 6 “ g">
giving:
2tt 0.38x
obs o 8 R !/5- „ R 1/5 ̂ ODS O X
(20)
const S 6/5 (21)
a much lower exponent than any of the previously mentioned models.
EXPERIMENTAL
A. Equipment
The turbulence data analyzed in this report were taken during the 1968 test 
of a 60 foot, eight oared racing shell in the deep water basin at the Naval 
Ship Research and Development Center. During these test, one of the shells 
was instrumented with flush-mounted hot-film sensors located at 12, 21 and 30 
feet from the bow. The speed range of 3 to 20 feet per second gave correspond­
ing length Reynolds numbers at the forward sensor of 3.5 x 10^ to 2.3 x 107. 
Since the racing shell has a very fine bow, it was assumed that the boundary 
layer built up as on a flat plate. Although there are 3-dimensional effects 
near the bow, the stations where the sensors were located were quite flat.
This was not an ideal geometry, but the advantages of obtaining data from an 
unstimulated developing turbulent boundary layer were felt to outweigh the 
disadvantages. At velocities below 3 feet per second, intermittent transition 
could be observed at the forward sensors. There is, of course, considerable 
uncertainty in assigning an equivalent flat plat length from the leading edge
In the literature on flow induced noise, spectral densities are normally
plotted vs a non-dimensional Strouhal number rather than the one-dimensional
wave number in cm ^ which is common in turbulence literature. In view of the
useful practice of using non-dimensional parameters for plotting purposes, one
wonders wonders why the latter practice persists. The characteristic length
•k
used in defining the Strouhal number is generally 6 for boundary layer flows 
and the pipe diameter for pipe flows.
for the computation of a meaningful Reynolds number.
Thermo-Systems model 1050 constant temperature anemometers were used with­
out linearization and the signals were recorded on a Pemco Model 120 FM tape 
Recorder after blocking the mean voltage and amplifying the signal through the 
Columbia Model 6040 amplifiers. The DC values were read from a Systron-Donner 
Integrating Digital Voltmeter and printed on a Hewlett Packard line printer.
All signals were monitored on oscilloscopes and the RMS of the signal was 
measured on a HP 3400-A TRMS meter. The tapes were saved until the Naval Acad­
emy acquired a Time Data 100 digital time series analyzer which can compute 
Fourier transforms and auto spectra in real time and can calculate a 1000 lag 
correlation function from a 2000 point input sample in five seconds. This 
delay range is ten times as long as the Princeton unit, and the speed makes it 
possible to analyze many statistically independent samples much faster and more 
conveniently than the analysis of a single sample on a large computer.
B, Data Analysis
Initial attempts to uncover periodicity directly from frequency domain 
analysis on the Time Data 100 were unsuccessful since the random distribution 
of individual spectral estimates yielded no identifiable patterns. A two step 
algorithm sequence was then developed which suppressed the higher frequency 
random components by autocorrelating a 2000 point sample, and then taking the 
auto spectrum of the resulting 1000 point correlation function. This method 
is considerably more revealing than "eyeballing" a correlation function for 
"peaks". The Fourier decomposition of the correlation function not only 
accurately measured the frequency of the easily observable "apparent period­
icity", but measured any significant harmonics present as well.
Using this technique, the entire hot-film record at each speed was analyzed, 
and an ensemble mean bursting frequency and the corresponding standard deviation 
were calculated on the Naval Academy's Honeywell 635 time-shared computer. This 
later information was stored in a computer file and then plotted along with the 
empirical predictions on the "Typagraph" terminal in the Engineering Building.
A weighted mean calculation was also used which took into account the amplitude 
of the harmonics of the correlation function, but this yielded results very 
close to the previously computed mean. The exact amplitude was not recorded 
for all the data, so the mean calculation was based on the averaging of signif­
icant harmonics from each trial. Since the run record length limited the 
analysis to 7 and 13 independent samples, the statistical confidence is not what 
it should be. However, the Nyquist frequency was changed as the speed of the 
towing carriage increased, so that the sample period and consequently the aver­
aging time of an individual sample could be decreased as the total running time 
decreased. As we shall see later, this caused some problems in interpreting 
the results since it was found that the apparent burst frequency is significantly 
affected by the sampling period.
Figure 2 shows a sample spectral density analysis of the flush mounted 
sensor output for a Reynolds number of 1.8 x 107. A pink noise (1/f) spectral 
slope is indicated to show how the turbulence can be simulated in the fre­
quency range of interest by a proper choice of high pass filtering of the pink 
spectrum. The Nyquist frequency used in the autocorrelation measurements is 
also indicated. A low pass filter v;as tuned to this frequency to prevent ali­
asing of the input data. The sharp roll off at the high end of the spectrum 
is most likely caused by the limited bandwidth of the flush mounted sensor.
Also indicated is the mean burst frequency and the range of the standard de­
viation. The nature of the flat portion of the spectral peak cannot be seen 
in the 10 Hz bandwidth analysis of Figure 2, so a 1.0 Hz bandwidth analysis 
was made at each velocity. From this narrow band analysis, the approximate 
-1 db high and low frequency limits of the spectral peak were noted in Table 
2 for correlation with the observed "burst" frequency. The upper and lower
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Figure 2 - Spectral Analysis of Flush Mounted Sensor.
limits of the spectral peak showed no definite velocity dependence, which 
indicates that one must be very careful in selecting the AC coupled recording 
amplifier since the choice may eliminate important low frequency components. 
The narrow band analysis was limited to averaging 50 spectral estimates (100 
degrees of freedom in a Chi-squared distribution) so the statistical scatter 
is about + 1 db, which is of the order of magnitude of the peak limits being 
defined.
RESULTS AND DISCUSSION
A. Apparent Periodicity of Turbulence Data
Figure 3 shows the mean observed burst frequency with its standard de­
viation plotted vs the hull speed along with the predicted values of Einstein-
prove or disprove any theory from single sensor measurement as is shown in the 
next section. However, as shown in Table 2, the observed mean always lies in 
the peaked portion of the energy spectrum at or just above the spectral peak 
of the turbulence. This flattened peak section was also not observed to 
follow a recognizable dependence on velocity as is predicted by the theories. 
This may have been caused by the high pass characteristics of the recording 
amplifiers.
PEAK MEAN CALCULATED
NUMBER NYQUIST SPECTRAL OBSERVED STANDARD BURST
VELOCITY SAMPLES FREQUENCY DENSITY BURST DEVIATION CALCULATED STROUHAL
FPS ANALYZED Hz Hz FREQUENCY Hz uc * NUMBER
3 19 200 3-12 5.35 1.7 0.0268 0.31
3 13 250 3-12 6.46 2.68 0.0323 0.37
4 12 200 5-15 7.47 2.77 0.0222 0.31
5 10 400 7-13 8.91 3.23 0.0178 0.28
8 13 400 4-24 13.5 8.5 0.0116 0.24
8 18 500 4-24 14.2 6.73 0.0121 0.26
9.8 14 1000 4-13 15.9 6.18 0.0099 0.23
12 12 400 4-11 8.9 3.95 0.0037 0.10
14 11 1000 5-14 10.7 3.3 0.0033 0.10
16 14 1000 8-15 13.0 3.8 0.0032 0.10
17.9 9 1000 5-14 13.2 6 0.0027 0.09
19.9 6 1000 8-12 13.3 4.1 0.0022 0.08
Table 2 - Observed and Calculated Results for Racing Shell Test.
Also tabulated in Table 2 are calculated values iof «+ based on Eq. 19
and calculated values of Strouhal number based on Eq . 21. The estimated
+ 2 to does not approach the 0.06 value reported by Kim. The Strouhal number
varies over a smaller range and may be related to changes in the peak in the 
spectral density when the spectral density is plotted vs Strouhal number for 
various velocities.
This also implies that there may be no universal model of the burst pheno­
mena, but that it depends on the flow conditions and geometry which affect the 
shape of the low wave number content of the spectrum.
B. Analysis of Non-White Random Noise
As is commonly known, the correlation of white noise (a flat spectrum out
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Figure 3 - Observed Mean Burst Frequencies Compared with Various Sublayer Models
Li and Black/Kim. It is felt that the relatively high apparent burst frequencies 
at low velocity are caused by the high pass roll-off of the AC coupled recording 
amplifiers. The raggedness of the line connecting the experimental means is 
occasionally r e l a t e d  to changes in Nyquist frequency, but not always. More 
samples would smooth out the curve, but in no case would the experiment seem 
to show the dependence on velocity predicted by any of the theories. The 
Einstein-Li model is generally closer to the observed results, but one cannot
to the Nyquist frequency) produces a mean square peak at t = 0 and a correlation 
function of nearly zero everywhere else (Figures 4, 5 and 6).
WHITE NOISE SAMPLE
Figure 4 Digitized 1000 Point Samples from Pseudo—Random Noise Generator.
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AUTOCORRELATION OF "WHITE NOISE" SAMPLE
AUTOCORRELATION OF "PINK NOISE" SAMPLE #1
Figure 5 - 1000 Point Autocorrelations of Random Noise Total Delay Range =0.5 
seconds.
AUTOCORRELATION OF "PINK NOISE" SAMPLE #2
Figure 6 - 1000 Point Autocorrelations of Random Noise Total Delay Range = 0.5 
seconds.
In experimenting with the influence of low pass filtering of white noise 
on the correlation function, it was noticed that significant "apparent period­
icity" results in the autocorrelation function when the low pass filter (24 
db per octave) is less than 25 per cent of the Nyquist frequency (one half of 
the sampling frequency). In fact the individual correlations looked surpris­
ingly like the autocorrelations of turbulence data. Since turbulence in the 
low frequency range is essentially "pink noise" i.e. the roll-off is 3 db per
octave giving a minus one slope on a log log plot, it was decided to run a 
test on pink noise shaped approximately like our turbulence data. This was 
accomplished by using a Hewlett-Packard Model 3722A Digital Pseudo-Random 
Noise Generator, which when set on an infinite sequence length, produces a 
flat noise spectrum from DC to whatever upper frequency is selected on the 
front panel. The output of this noise generator was put through a standard 
General Radio Pink noise filter. The input filters to the Time Data 100 were 
set to 1.5 Hz high pass and the Nyquist frequency for the low pass. The output 
of the pink noise filter was run directly into one channel of the Time Data 
and the signal was also run through the same Columbia recording amplifier that 
was used in recording the turbulence data. The recording amplifier starts to 
roll off gradually at the low end at about 2 Hz and it was necessary to check 
the influence of high pass filtering on the "bursting". About 20 "bursts" 
were observed and averaged for mean and standard deviation at Nyquist frequen­
cies of 250, 500 and 1000 Hz. As can be seen from Figure 7, the mean "apparent
TOTAL CORRELATION TIME LAG
Figure 7 - Autocorrelation Analysis of Pink Noise, 1000 Lag Point
periodicity" increases nearly linearly with Nyquist frequency and the results 
for the Columbia amplifier are a fixed offset from the pink noise. The stan­
dard deviations were about 50 per cent of the mean, but even so, the mean 
apparent periodicity was always above the measured spectral peak of the noise 
as determined from ensemble averaging 100 samples of the auto spectrum of the 
noise, with filter bandwidth of 0.5 Hz. However, the mean and standard de­
viations lie in the relatively flattened sections just above the spectral peak 
very similar to the turbulence analysis. This causes one to conclude that 
"apparent periodicity" can be measured in short samples of any random phenomena 
which is of the 1/f category. This periodicity is randomly distributed in the 
region including and just above the spectral peak of the noise and is a charac­
teristic of non-ergodic samples of this data. As Kline16 has observed, if 
enough samples are averaged to give a smooth spectrum, the process tends to­
ward stationarity, and the correlation function will die out in the traditional 
manner.
Brophy1 1 ’ 16 in discussing "1/f noise" characterizes it as "noisey noise" 
since it has a random distribution of variances for successive trials as shown 
in Figure 8 reproduced from his paper11 This type of noise is quite non-sta- 
tionary in a statistical sense, but a mean value of the variance can still be 
computed. (For years before the development of the integrating digital 
voltmeter, hot-wire experimenters depended on "eyeballing" the variance on 
their analog TRMS meters.)
Figure 8 - Comparison of Nyquist Noise and 1/f Noise (from Reference 17).
Before attempting any further turbulence analysis, an extensive investi­
gation of the influence of Nyquist frequency, sampling period, and spectrum 
shape on the "apparent periodicity" of 1/f noise is being made. Once these 
influences are understood, we will attempt to analyze good turbulence records 
which have long running times, very low frequency cutoffs on the recording 
amplifiers, and relatively high Reynolds numbers. From the pink noise analysis, 
appropriate corrections for the mean frequency shifts caused by discrete ana­
lysis can be made. The goal of these investigations will be to see if the 
"apparent periodicity" of turbulence records can be distinguished from the 
apparent periodicity of pink noise. If not, further use of the autocorrelation 
function as a technique for turbulence burst analysis may as well be discon­
tinued .
SUMMARY AND CONCLUSIONS
On comparing the data of various investigators over a wide range of Rey­
nolds numbers, there appears to be no universal model of the "turbulence burst 
phenomena." "Apparent periodicity" in the short term autocorrelation function 
is a characteristic of any "random" phenomena which has a low frequency peak 
combined with a roll off at higher frequencies in its spectral density function. 
Consequently, the use of autocorrelations of single sensor hot-wire or hot-film 
measurements made in the viscous sublayer as a basis for demonstrating the ex­
istence of turbulence bursts is questionable.
This investigation has demonstrated that the "apparent periodicity," what­
ever it may represent, appears to be related to the location in the frequency 
domain of the low wave number peak in the turbulence spectrum. The location 
of this region of maximum turbulence energy deserves careful experimental in­
vestigation.
Using carefully recorded anemometer data and an analyzer capable of very 
narrow band low frequency analysis, an attempt to relate the location and shape 
of the measured spectral peak to parameters describing the flow conditions and 
geometry should be made. One useful parameter will probably be a Strouhal 
number which relates the characteristic velocity, frequencies and size of a 
boundary layer. As suggested by the results of this investigation, a constant 
Strouhal number predicts a weaker dependence of "apparent burst frequency" on 
fluid velocity than some of the non-dimensional parameters based on "inner 
variables" such as the wall friction velocity used by previous turbulence 
burst investigators.
However, simultaneous visual observations and multiple sensor array mea­
surements over a wide range of Reynolds numbers will be required to establish 
whether the "apparent periodicity" in a hot wire signal indicates the same
phenomena as the visually observed turbulent bursts. If the visually observed 
bursts occur at higher frequencies with increasing Reynolds numbers as pre­
dicted by any of the previous models, they would be hidden in autocorrelation 
measurements of hot-wire signals by whatever is producing the low wave number 
"peak" in the turbulence spectrum. However, if it can be established that the 
visually observed mean and spread of the bursting frequencies are directly re­
lated to the location and shape of the peak in the turbulence spectrum, we will 
have made a significant step in understanding the structure of turbulence.
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SYMBOLS
Cj skin friction coefficient
f Darcy friction factor
fg mean burst frequency for Black model
fgk mean burst frequency for Einstein-Li model
fR mean burst frequency for Kim-Kline model
fobs observed mean burst frequency
F mean burst rate
F+ non- dimensional mean burst rate
R^ Reynolds number based on distance from bow
5 Strouhal number
Tg mean burst period for Black model
Tg^ mean burst period for Einstein-Li model
T^ mean burst period for Kim-Kline model
^obs observed mean burst period
Uq free stream velocity
U average velocity in a pipe
*u wall friction velocity
x distance from bow
6 boundary layer thickness 
*
6 boundary layer displacement thickness
X mean streak spacing
A+ non-dimensional mean streak spacing
p fluid density
v kinematic viscosity
t  wall shear stressw
co circular burst frequency
u+ non-dimensional circular burst frequency
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DISCUSSION
T. H. HODGSON (Syracuse University) : While listening to these excellent papers 
on measurements of the burst phenomenon, I have been reminded of the early 
description of the big eddies by Townsend in his Freiburg paper, and later by 
Grant, as well as the computational experiments of Betchov stemming from the 
Kraichnan theory of turbulence. With these previous approaches in mind, could 
you summarize the position you have reached in a description of the burst pheno­
menon? Are you trying to obtain a three-dimensional picture which a computer 
would plot out and say these are the big eddies, then trying to link up with some 
pseudo-wave theory of turbulence? Or are you just electrically processing some 
electronic noise and saying this is turbulence?
JOHNSON: Well, that's not really what our goal is. We are trying to understand 
more about spectral analysis of pseudo-random phenomena as we process turbulence 
in the computer age. I think we're in the infancy stage in this respect and I 
am analyzing pseudo-random noise for that purpose. Our ultimate goal is to try 
to understand turbulence. I'm not a model builder; I'd just like to investigate 
what people like Professor Kline and others are trying to build as a model. In 
other words, we'd like to help them out in their data analysis problem. My 
conclusion to date, if I could believe that the results represent a physical 
picture of the turbulence, is that the burst phenomenon is an outer layer driven 
variable. The size of the boundary layer appears to determine the peak in the 
spectra, which is the only correlation we have been able to find which is valid 
over all Reynolds numbers we investigated. The peak in the spectrum, i.e., the 
flattened section in the low frequency region, appears to be governed by outer 
variables and the size of the boundary layer. I will let the turbulence experts 
interpret the significance of those results. I would encourage all of you in 
reporting spectral results to drop the wave number, k, as the plotting parameter. 
I would encourage you to use a Strouhal number as the independent variable and 
to take your analysis as low in frequency as you possibly can while retaining 
statistical confidence. The problem with interpreting most of the data is that 
many investigators are satisfied to compare the "minus 1 region" and the
"”5/3 region," etc. but there's always a divergence of the data in the low 
frequency region which everybody ignores. I maintain that the lowest frequency 
region is one of the most important areas in understanding turbulence and we've 
got to do a better job of reporting power spectra. It's really not very well 
done at the present time, which is a shame considering the computer tools we 
now have.
KLINE: It sounds to me as if Professor Hodgson leans toward an eddy theory, as 
many of us have for a long time. However, what we see, when we actually look 
at the visual record is something that appears to fit what Professor Hodgson 
called a "psuedo-wave theory" far better. Moreover, in the report by Lahey and 
Kline (Ref. 16 of our paper), a direct comparison is given between one of the 
very few results of Lahey. This is the estimate of the largest eddy size by
H. Grant. Grant's result barely fits the tail of the actual R ^ t ) data, and 
that correlation has been checked by several people. Lahey's result is nearly 
indistinguishable from the data over the entire span of the R1^(t ) curve, and 
Lahey's model, as noted earlier is the sum of Markov noise and a travelling 
wave— it is not an eddy model. As also noted earlier this kind of "psuedo-wave" 
representation fits every kind of two-point space time data we have been able to 
find in the literature. It is not likely to be completely wrong. To put this 
differently, one might say we are trying to do what Prof. Hodgson asked. That 
is, we are looking for a model to put into a theory, but we do not want to bias 
the model by assuming a priori that it is eddies or that it is waves; we prefer 
to follow the data. What worries us right now in the data reduction, as both 
Mr. Offen and Prof. Johnson have pointed out, is that one must be very careful 
in how you process the data. One needs to understand very thoroughly what 
happens when you filter. This is anything but a trivial question for applications 
in turbulence.
OFFEN: What made you believe that the peak in the spectrum was related to the
burst frequency, that is, the rate at which bursts occur?
JOHNSON: I always found that there was direct correspondence between the measured 
spectral peak in the turbulence and the mean observed burst frequency. It's not 
a well defined correlation and I think the scatter indicated in Table 2 is probably
caused by the fact that we only had between 1% and 2 minutes running time. This
is model basin data and you start down at one end of the tank and you've got to 
stop before you crash into the other end. So consequently our statistics in 
this particular experiment are not what they should be. I'd like to have an hour 
record of some of good low frequency turbulence data. I think one could really 
tie the spectral peak down, but at the present time for one Hertz band width, we're 
only getting 2 degrees of freedom per second of run (n = 2BT). Consequently, 
we're limited in our confidence in the spectral analysis. But we did find a 
correlation between the spectra peak and the mean observed burst frequency 
whatever that may mean.
OFFEN: Let me present some of the results I found from the visual data. I was 
looking at the average time between bursts based on dye observations, and I ran 
19 tests, each of which was about 3 minutes long. That's approximately 25 bursts 
per test. The mean of the average time between bursts was about 7 seconds for 
each of these 3-minute records, but the standard deviation about this mean was 
nearly 1 second. So even three minutes is not long enough to attain statistical 
stationarity in a low-speed water channel, where the highest frequency of interest 
is approximately 15 Hertz.
The reason I asked the question about the spectral peak was that our inter­
pretation of bursting frequencies relative to their location on the spectrum, if 
one can connect them at all, is that they may occur in the neighborhood of the 
spectrum where the slope is -1. This is largely based on the results of the 
Rao, et al. (JFM, j48_, 339-352 (1971)) paper. They find a Strouhal number rela-
tionship for the burst rate which seems to show that the burst frequency corres­ get rid of the sampling frequency. Consequently, if you can do burst detection
ponds to the region of the spectrum where the slope is -1 . 1 would suspect that unambiguously, we can ensemble average; otherwise I think not!
the peak of the spectrum may be related to what we call the internal frequency
Z. WARSI (University of Mississippi): In the collection of perturbation
in the burst. That is, if there is some coherent structure during the burst,
velocities have you come up with some data by which we can find the empirical
something that repeats for a few cycles, the frequency of this structure may be
relationship for pressure fluctuation and rate of strain of the fluctuating
what is near, or at, the peak of the spectrum.
components and decay of energy?
JOHNSON: I f  you use the 10 Hertz analysis band width, one could conclude that
KLINE: No! There are no data on pressure fluctuations because in these water
the mean burst frequency was in the -1 region. To go to a very fine grain
flows the total head is about 0 .1 inches of water, and one cannot dissect that
analysis of 1 Hertz band width for example requires 10 times the record length
into the thousand parts necessary to do pressure fluctuations. So we don't have
for the same statistical confidence. The longer time you average, the more
any pressure fluctuation data to go with the visual data at this time.
accurately you're establishing the power spectrum.
V. GOLDSCHMIDT (Purdue University): Have you proven that turbulence is not
H. NAGIB (Illinois Institute of Technology): In your .1967 paper you did mention 
the fact that bursting was associated with a horseshoe-type breaking and lifting.
ergodic?
From your movie you made the remark now that this is not the way you are looking
JOHNSON: We'll have to define what we mean by ergodic. I'm talking about at it presently?
comparing finite samples which must have the same statistical characteristics
KLINE: I think the movies show that it is essentially one-sided as I indicated.
to be considered ergodic. The problem is that when we're looking for bursts
These are more detailed than the earlier studies. There has always been some
we have to deal with finite samples of very short duration. As Professor Kline
doubt in our mind about the horseshoe model. Wilmarth still believes that it
pointed out, if you integrate long enough for turbulence to be ergodic, you've
is the proper model, and so do some other people. But there are questions.
erased the quantity that you're looking for. You've averaged it out. No, we
Kim's data is in too narrow a Reynolds number range. Kim's correlation would
haven't proved that turbulence is not ergodic. It's just that the sample sizes
we're using in searching for "bursts" are non-ergodic samples. Turbulence
work if the Rg is essentially constant and you change U or V. But if you plot
measured by a hot film is a time series. If you take a non-ergodic time series
F versus Rg, where F is non-dimensional bursting frequency and Rg is Reynolds
and analyze it you are going to end up with some strange results.
number based on momentum thickness, you get a fairly defineable function of Rg. 
If you then plot the function in the variables that Professor Johnson suggested,
B. G. JONES (University of Illinois) : I have several comments which will be 6*, and U,,,, you get essentially a constant. Narahari, et al. (Ref. 19 of our
posed in the form of questions. I believe one point to be noted here is that paper) did this by picking off "bursts" by eye after a double differentiation
both Lagrangian and Eulerian measurements are being compared directly, and in of the signal; this raises some doubts. However, they do find what amounts to
addition that the processes are non-stationary. Is this a correct assertion? a constant Strouhal number as Professor Johnson has suggested.
If this is true, is not part of the problem due to the fact that we do not know
G. P. C0RPR0N (The Foxboro Company): When performing cross correlation analysis
how to relate these two frames of reference?
of pressure fluctuations at the wall of a pipe, acoustic resonances can be a
Secondly, in terms of the short bursts and the averaging times being used,
dominant factor in obscuring a correlation peak. When this is the case, it
one should be able to ensemble several trials to provide the appropriate
should be possible to use dynamically matched pressure sensors, and autocorrelate
averaging for tanks of finite length. Cannot one run the experiment several
the difference in the sensor outputs to obtain a negative correlation peak at
times and effectively ensemble to produce a correct stationary estimate for
a delay time equal to the expected delay time for a cross correlation peak.
such results?
Thirdly, in terms of the spectrum, you are applying one-dimensional L. THOMAS (University of Akron): I just wanted to mention that two papers by
spectral interpretation for three-dimensional phenomena. For a one-dimensional Meek and Baer [A.I.Ch.E. J., 1£, 841 (1970) and 16, 1100 (1970)] and a dissertation
spectrum the zero frequency contribution must remain finite because it relates by Dr. Meek [University of Utah, 1968] presented quite a lot of data on auto­
directly to the finite integral scale, whereas, a three-dimensional spectrum correlations from flush-mounted anemometer probes, and also from fluctuations
reduces to zero as it should in agreement with the turbulent phenomena (i.e., in the pressure at the wall. The correlations seem to be quite consistent.
zero energy contribution at zero frequency). I don't know what kind of time segments that they tested. Recently, I have done
KLINE: I agree with you that the difficulty of translating is partly due to
some autocorrelations from flush-mounted anemometer probes and the correlations 
seem to be quite consistent [AIChE Meeting, St. Louis, 1972, preprint 14c].
Eulerian and Lagrangian reference frames and I don't know the answer. It is
We used various time segments for the analysis; these ranged from around half
something that clearly needs more consideration. About ensemble averaging, I
’a second for pulsatile flow up to two or three seconds. The period that we're
think that to be able to do that you have to be able to do signal recognition,
talking about (or the resonance time) is of the order of 0.01 seconds. In
that is detection of the part of the process you want unambiguously, because
comparison to the 0 .0 1 seconds period that we're trying to measure, the length
if you don't do that and you merely patch together, for example the records that
of signal that we considered was considerable. Hence, data are available
Bruce was C a lk ing about, you wxYl introduce strong frequencies which are related
which suggests that there may be some real benefit from measurements of this
to tank length. We've tried that and it doesn't work. You just get results
type at the wall.
that relate to the sampling frequency and nothing else. I don't know how to
76
