To date, the most efficient sol ver used in the petroleum industry for the resolution of linear systems in reservoir simulation is the generalized conjugate-gradient acceleration method called Bi-CGSTAB. However, difficulties still appear in matrix resolution when the Bi-CGSTAB method is used without an appropriate preconditioner. Moreover, most effective preconditioners are very costly in terms of memory consumption and the high recursivity of their algorithm is often a problem on vector computers. In this study, a variant of the Incomplete Block LU Factorization coupled with Bi-CGSTAB has been implemented in a multipurpose reservoir simulator. It provides an efficient solver with low memory cost weIl suited for difficult problems such as heterogeneous or dual permeability models with local grid refinement. The algorithm has been vectorized and is therefore highly efficient on supercomputers such as Cray or Fujitsu. The factorization is based on a special matrix ordering by blocks in which Incomplete LU factorization is performed. Ibis sorting varies according to the problem.
INTRODUCTION
In the last 10 years, important technology advances drastically increased the computing power available for reservoir simulation.
At the same time, features of reservoir simulators became more and more complex. Nowadays, full field sophisticated EOR models such as compositional, thermal, dual porosity and permeability modeIs, coupled with fully implicit numerical schemes, are commonly used in reservoir simulation. As problem size increases, the linear solver of ten dominates the total execution time. Then, direct sol vers cannot be used because of the huge memory and CPU requirements. Moreover, with use of local grid refinement around welIs, the Jacobian matrices generated by simulators are no more block-banded matrices with constant bandwidth. Acceleration methods based on Krylov algorithms were developed and adapted for reservoir simulations to overcome these difficulties. In the following section, we present a standard acceleration method commonly used in reservoir simulation. Ibis method has been improved by an appropriate preconditioner for very ill-conditioned linear systems which is presented thereafter.
Then, some simulation experiments carried out with different resolution methods are discussed.
BI-CGSTAB AND ILU PRECONDITIONER

The Bi-CGSTAB Aigorithm
Krylov algorithms are among the fastest and most robust iterative solvers for a wide variety of applications. The Bi-CGSTAB method developed by Van der Vorst [11 as a variant of the Bi-CG algorithmïu is one of the most efficient and economie solver within the Krylov family of non-symmetrie solvers. The basic idea, as in all the Krylov algorithms, is the projection of the original set of equation Ax = b on an increasing Krylov subspace Ki CA, TO)' where TO is the initial residue for an initial guess xo .
A New Robust and Vectorized ILU-based Preconditioning Technique for reservoir simulation ECMOR V, 1996
The resulting set of equations is then solved and the projected solution is used to correct the solution of the original problem. The projection operator is computed so that r j satisfies the relation r j = Pj (A) Qj (A) r0 where P and Q are polynomial functions of A. P is the Bi-CG polynomial that creates an A-orthogonal Krylov basis and The fust is to perform a Gaussian elimination of A and store only given elements, usually so that the preconditioner has the same sparsity pattem as A. The second is to have a preconditioner P with same sparsity pattem as A, and to compute the elements of P by minimizing the norm of (I -PA). The ILU(O) factorization is a good candidate for reservoir simulation matrix preconditioning and is recommended for most problems, especially on scalar machines. However, for difficult problems such as heterogeneous or dual permeability modeIs, it may not converge. Moreover, in the absence of significant vectorization, this preconditioner is not suitable for vector computers. WeIl known examples are block SOR[J)[8J and the nested factorization algorithmr", Recently, Meyerink!" has proposed an incomplete block factorization of the matrix for a three dimensional case with a regular geometry. The differential equation is approximated by à five point finite difference equation and the first-order convective term is discretized using the usual upstream formulation. The Bi-CGSTAB algorithm is applied to the entire Jacobian matrix generated by discretization of both mass balance equations and well constraint equations (with the weU coupling option). However, it is not necessary to have a preconditioner for the well terms, since they are not a problem for Bi-CGSTAB convergence. The preconditioned matrix A is then partitioned as follow:
::. The algorithm of the block factorization can be described as follow: A LU factorization is computed on the first diagonal block
All. The factorization is exact because diagonal blocks are tridiagonal submatrices. Then, elements of L2 and L3 below the first diagonal block are eliminated. To keep the same sparsity pattem as matrix A, only the diagonal of k i ll and the two codiagonals above and below this one are used to eliminate these elements. This process is applied to the other diagonal blocks. This block factorization gives an attractive alternative to standard incomplete LU(O) preconditioners for three reasons: 1. The algorithm can easily be vectörlzed because of the defined block structure. 2. It requires Iess memory space. In fact, only the LU factorization of the diagonal blocks are stored (two diagonals for a normalized Jacobian matrix A). 3. This preconditioner is more efficient than incomplete LU(O) because the factorization of the diagonal blocks is exact. For a diagonally dominant matrix, this improves the convergenee behaviour of Bi-CGSTAB.
GRID REFJNEMENT
Advanced reservoir simulators enable complex 3-D local grid refinement with severallevels of subgridding so that the structure of the Jacobian matrix is no more regular. This paper describes generalisation of Block factorization algorithm to an irregular matrix generated by alocal grid refinement. First, a privileged direction is computed. This is the direction for which the sum of transmissivities is the highest. Generally, the privileged direction is the Z direction because of the cell dimensions. Then, pseudos blocks are defined. A block contains all cells connected in the privileged direction. This leads to determine n blocks of different sizes without conneetion between them in the privileged direction. A ILU(O) factorization is then performed on each submatrix. Note that the factorization may be incomplete if grid refinement generate connections in the privileged direction. The chosen preconditioner is the block diagonal matrix M, with as blocks submatrices MiJwhere: _ M~i is a NjxNj ILU(O) factorizationof r= blocks. Mi.j' (i;o!: j) is a zero matrix elsewhere.
Father grid Subgrid
DUAL PERMEABILITY MODEL
With the dual permeability option, the structure of the matrix is:
[M~describes the matrix-matrix exchanges. It is a zero matrix in a dual porosity-single permeability model, a banded matrix when dual permeability and regular geometry options are used.
[Fl~describes the fracture-fracture exchanges. It is a banded matrix in case of regular geometry.
[Mfj and [FM]
The previous block LU factorization can be generalized for dual permeability cases. The principle does not change. The preconditioner is a diagonal blocks matrix. The diagonal blocks are built with both the connections of eells in the direction of the highest sum of transmissivities and the matrix-fracture and fracture-matrix connections.
CODE IMPLEMENTAIION
The block LU factorization has been implemented in ATHOSI10l multipurpose reservoir simulator for regular and refined geometry, black-oil, compositional, single and dual permeability models, For almost all tests run, a preconditioner built from the pressure equations is sufficient even with a fully implicit numerical scheme. But, for very difficult compositional models, it may be necessary to have a preconditioner for the entire Jacobian matrix A. Construction of the preconditioner and its application have both been vectorized which made easier the optimization of Fortran compilers even on scalar machines.
NUMERI CAL BESULTS
To measure the efficiency of the block LU factorization, three test problems based on field study were carried out on different machines. For each problem, three resolution methods were compared: Bi-CGSTAB without preconditioner, with ILU(O) preconditioner and block LU preconditioner. Firstly, a representative Jacobian matrix has been extracted on which the different method behaviours are highlighted.
Figures show the decimallogarithm of the relative residual norm versus the number of iterations. The relative residual norm at iteration i is defined as:
In this equation, r, is the residue at iteration i and r» the residue of the arbitrary initial guess. Secondly, graphs were drawn to show the cumulative number of solver iterations versus the simulated time. Values were taken from the simulation numerical reports. Such an information is directly connected with the solver robustness tested during the simulation. A good method should lead to a smooth shaped curve which a low slope straight line fit. Thirdly, CPU times are presented for the whole simulation using the three methods on IBM RS6000 and Fujitsu VP2400. These are the measured cpu times per successful time step and per cello A time step is validated when no problem has occurred with the solver convergence (a maximum number of sol ver iteration is defined), the Newton's balance and the maximum variation ofpressure and saturation. Thus, a successful time step can include several time step cuts and reruns which increase its measured cpu time.
Problem 1.
This is a dual permeability case dealing with black-oil 3-phase flow. It is a 25,476 cell father grid with 5 subgrids and 3 refinement levels. 
(5)
There are 9,053 active cells in the matrix and 2,170 active cells in the fracture (the others are dead cells). As explained above, the dual permeability features result in ill-conditioned Jacobian matrices. Actually, as shown in Fig. 3 , the non preconditioned solver has a slow convergence behaviour compared with others: the relative residual norm drops bel ow 10. 5 iii .. The Fig. 4 shows that the non preconditioned sol ver iterates nearly 200,000 times for a 700 day simulation. The periods when convergence problems occur correspond to the near-vertical parts of the curve. There are no such variation for the two other sol ver curves. So, the numbers of iterations for the ILU(O) and block LU preconditioners are much lower (respectively 35,000 and 10,000 at time 700 days) . On the IBM RS6000 scalar machine, these differences are confumed at the whole simulation scale by the CPU times presented in Table l . Nevertheless, block LU preconditioner appears to be faster than its compared behaviour should let us expect. On Fujitsu VP2400, the poor vector capabilities of the ILU(O) preconditioner decrease its performance. On the other hand, block LU preconditioner remains the most effective method. This is the SPE9 Comparative Solution Project problem, An Expanded Three-Dimensional Problem with a Geostatistical Distribution of Permeability. This is an heterogeneous case dealing with black-oil 3-phase flow with a 9,000 cell regular grid. On IBM RS6000, the CPU times presented in Table 2 for the two preconditioners are close, more or less twice as small as in the third method.
On the other hand, the block LU preconditioner and the non preconditioned method realize nearly equal performances on the Fujitsu VP2400 machine. So, block LU preconditioner remains a good candidate for this case even on vector machine. This is a multi component case using a 10,603 cell grid with local grid refinement (17 subgrids and 3 refinement levels). In addition to grid refinement that damages the Jacobian matrix conditionement, vertical transmissivities appear to be much higher than the horizontal ones. That may explain the ILU(O) preconditioner ineffectiveness for that case. As we can see in Fig. 7 , it takes 415 iterations to converge with a 10-5 stopping criterion, much less than the non preconditioned solver (305 iterations). Due to the block LU algorithm, the high vertical transmissivities (in that case, Z is the privileged direction) are no more a problem and the convergence is obtained af ter 128 iterations. Note that no method has a smooth convergence behaviour, which is the sign of a difficult case anyway. For this case, Fig. 8 is particularly interesting. The ILU(O) preconditioner corresponds to the winding curve, meaning that a lot of convergence problems have been encountered (42,800 iterations for one year). The non preconditioned solver has three critical periods near times 140, 190 and 280 days (20,250 iterations). But the block LU preconditioner results in a perfect curve (3,650 iterations). Therefore, the way it takes into account geometry and physical aspects of this problem clearly improves the quality of the simulation. Table 3 : CPU times per time step and per cello CPU times presented in Table 3 complete the precedent observations. ILU(O) preconditioner is the worst method on scalar and vector machines. Concurrently, the robustness of the block LU preconditioner is proved since it is the fastest method on both machines again. CONCWSIONS 1. A new robust and vectorized preconditioner is proposed for reservoir simulation. It is based on a LU blocks factorization. The construction of the blocks depends on geometry and physics simulated by the modeL 2. The block LU factorization is cheaper than conventional preconditioner in terrns of storage requirements and CPU consumptions. 
