The main aim of this paper is to develop an econometric approach to estimation of marginal costs of improving quality of service. We implement this methodology by way of applying it to the case of the UK electricity distribution networks. The estimated marginal costs allow us to shed light on the effectiveness of the current UK incentive regulation to improve quality, and to derive optimal quality levels and welfare losses due to sub-optimal quality levels. The proposed method also allows us to measure the welfare effect of the observed quality improvements in the UK between 1995 and 2003. Our results suggest that while the incentive schemes established by the regulator to encourage utilities to reduce network energy losses leads to improvement in sector performance, they do not provide utilities with sufficient incentives to avoid power interruptions. We find that the observed improvements in quality during the period of this study only represented 30% of the potential customer welfare gains, and hence there was still significant scope for quality improvements.
Introduction
Since the 1990s, many regulators of infrastructure industries around the world have implemented incentive-based regulation models that mimic market mechanisms and promote efficiency improvements in natural monopolies. Such schemes have in particular been adopted in the regulation of electricity transmission and distribution networks (Jamasb and Pollitt, 2001 ). Service quality is an important attribute of electricity distribution for residential, commercial and industrial customers as many functions of the modern society depend on electricity. The incentive schemes incentivize the network utilities to undertake cost savings. However, the striving for cost savings may result in lower service quality as maintaining or improving upon a given level of quality of service is costly (see Ter-Martirosyan, 2003) . The likely effects of traditional incentive regulation on service quality has recently attracted regulators' interest and a number of electricity regulators have made considerable effort to design incneitve regulation mechanisms for quality of service in electricity transmission and distribution networks (see Yu et al., 2009a) .
In an ideal competitive electricity market, the socio-economic optimum occurs at a quality level where the sum of the total cost of quality provision by the network and the total quality induced costs to consumers is minimized. However, in the absence of (incentive) regulation, distribution companies may operate at suboptimal quality and social cost levels. In principle, the companies should be incentivized to provide the optimal quality level -i.e. where the marginal benefit of an extra unit of quality received by the customer is equal to its marginal cost (Ajohia et al., 2005) . As shown in Figure 1 , ineffective incentives might result in under-supply or over-supply of quality, and higher or lower than optimum levels of quality will result in welfare losses. Willingness-to-pay for Quality improvement Sappington (2005) concludes that there are no simple policy solutions for effective regulation of quality of service but they depend on the information available to the regulator on consumer preferences and production technologies. Indeed, in designing quality-incorporated regulatory mechanisms, regulators are faced with the task of determining a market demand curve for service quality (i.e. the price customers are willing to pay for quality) and marginal cost of quality improvements. On the demand side, several studies have attempted to quantify the value of service reliability using the direct costs incurred by customers from service interruptions (Allan et al., 1999; Kariuki et al., 1996) or estimation of the consumers willingness-to-pay (WTP) to avoid power interruptions (Yu et al. 2009a ). On the cost side, while previous papers have incorporated WTP and quality of service variables in non-parametric regulatory benchmarking (Giannakis et al., 2005; and Yu et al. 2009a, 2009b) , marginal cost of quality improvements were not explicitly estimated. While the non-parametric approach to measure firms' efficiency does not provide information about the production characteristics or cost frontier, except for the returns to scale nature of the technology, aggregate inefficiency scores that include inefficient quality allocation can be obtained.
Previous studies have showed that utilities respond to quality of service incentives (Jamasb and Pollitt, 2007; Tangeras, 2009 ). However, in order to provide regulated utilities with proper reward and penalty for service quality it is crucial to have information on other technology characteristics and in particular on marginal costs of quality improvement. Indeed, the marginal cost of quality improvement can be viewed as a lower bound for setting incentive targets, as basing rewards or penalties merely on marginal benefit of improvement may provide utilities with overly generous incentive for socially efficient quality improvement. Hence, the aim of this paper is to estimate econometrically marginal costs of improving quality services of the UK electricity distribution utilities, and to shed light on the effectiveness of the current incentives to improve quality. Moreover, estimates of marginal costs indicate how far the utilities are from their optimal quality level (given the marginal benefit of quality improvement) and allow for computing welfare losses due to sub-optimal quality. We also measure the effect on welfare of quality improvements in the UK.
Section 2 introduces the empirical model and discusses several theoretical and econometrical issues concerning the estimation of marginal costs. Section 3 describes the data and variables used in the empirical exercise. Section 4 presents the parameter estimates using different specifications and estimators. Section 5 summarizes the results, and presents the main conclusions.
Specification of the empirical model
In this section we specify an empirical model to estimate marginal costs of improving quality service and apply this to case of the UK electricity distribution companies.
An important issue to address is that, while accurate information about operational and capital costs and quality services might be available, the explanatory variable i.e. the marginal cost of quality improvements, is not observed. However, although we cannot estimate the marginal cost function directly, it may be inferred from previous estimations of the utilities' cost function. This means that while we can estimate "reasonably well" the cost level of a particular utility, the inferred marginal costs are less accurate -i.e. the confidence intervals and prediction errors are larger than in the cost function. 1 The basic cost function to be estimated can be written as:
where C is a measure of utility costs, y is the energy delivered, n is the network length, e stands for network energy losses, and q is a measure of service quality (measured by the customers minutes lost), and t is a time trend. 2 We include network length to reflect the size of service area and network and has been used (as an output of networks) by Ofgem in benchmarking of the utilities' operating costs. An alternative way to write the cost function (1) is:
where d=y/n is a measure of network density. 3 Functions (1) and (2) are equivalent. But the interpretation of some coefficients changes, for example, while energy delivered in equation (1) is expressed in absolute terms, in equation (2) it is expressed in relative terms. The advantage of (2) is that it makes easier to measure both economies of scale and economies of density.
1 In technical terms, this means that while translog and quadratic cost functions can be viewed as secondorder approximations to the underlying, and true, cost function, their first derivatives (i.e. elasticities or marginal cost) are only first-order approximations to elasticities or marginal costs. 2 Customer numbers (cu) and units of energy delivered (y) are the most commonly used outputs in benchmarking of distribution network utilities (Giannakis et al., 2005; and Yu et al. 2009a, 2009b) . These output variables are important cost drivers and influence the pricing of distribution services. However, the statistical correlation between these two outputs is very large in the present application (over 97%). In this case we have four options. The first is to estimate the cost function with both outputs, as in some previous studies. With this strategy not only we are not coping with a significant collinearity problem, but also cu cannot be interpreted as an output because, given that energy delivered is the product of customer number times per capita demand, the derivative of cost with respect to cu captures a substitution effect, i.e. the effect of an increase in the number of customers and simultaneously a reduction in per capita demand. The second option is to drop energy delivered as explanatory variable. This would create an endogeneity problem in the present application as network energy losses depend on total demand and changes in total demand caused by changes in per capita demand -that now belong to the error term-are correlated with energy losses. Hence, if we estimate a cost function by just including customer numbers as output, the parameter of energy losses will be overestimated. The third option, followed in this paper, is to drop customer numbers as output. This does not imply that we ignore cu as it is already included in y, and the main driver of change in energy delivered is by far cu. On the other hand, as y includes per capita demand, we do not have an endogeneity problem. The fourth option is to add per capita demand as an additional cost driver, but given the small size of our sample and that the coefficient of this variable was always statistically insignificant, we drop this.
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We use the sum of operational and capital expenditures (Totex) as the dependent variable. Improving quality of services involves operating cost (Opex) and capital cost (Capex) for the utilities. Due to the presence of possible trade-offs between Opex and Capex (Giannakis et al. 2005) , utilities might adopt different strategies to combine operating and capital inputs to improve service quality. These strategies might be affected by the regulatory incentives. For example, in the UK a firm receives greater benefits from saving Opex than by an equal amount of Capex reduction (Ofgem, 2003a) . Hence, in order to examine existence of different strategies in the UK utilities to improve quality, and to ascertain whether the current regulation has distorted the allocation of operating and capital inputs we also consider Capex and Opex as dependent variables. In a previous study (see Jamasb et al., 2010) we added the cost of energy distribution losses to the Totex. Here we use energy losses, e, as a cost determinant as we are interested in estimating its effect on total cost of reducing distribution losses.
Both n and d allow us to distinguish between economies of scale and economies of density. The first type is related to system expansion at constant density, e.g. urban fringe expansion. As network density is held constant, this type of expansion requires enlarging the current network to meet extra demand. These economies that involve increases in demand and network can be measured by (partial) elasticity of cost with respect to network length, n. The second type involves simultaneously expanding the output and service density, i.e. expansion in the existing serviced area where additional network is not required. These economies can be measured by the (partial) elasticity of cost with respect the network density, d. It is expected that the economies in distribution are mostly from increased densities. Yu et al. (2009b) treated the social cost of customer minutes lost as a cost to be minimized together with private costs. 4 We treat social and private costs somewhat differently, and include customer minutes lost, q, as a determinant of private costs. This allows us to obtain a measure of the private marginal costs of quality improvements. 5 We multiply the per-customer minutes lost by the number
If the relationship between q and Q can be represented by the linear function Q=A-q, where A can be viewed as the maximum quality level, the above marginal cost reduces to:
In order to get a positive marginal cost of quality improvements, the derivative of the cost function with respect to q should be negative. It is argued before that this might not be the case as q cost might be negatively and positively correlated.
of customers, in order to scale the variable and include it as a determinant of network company costs.
The coefficient of the time trend is normally interpreted as capturing the cost effect of improvements in technology. In this paper we use a broad definition of technology as the estimated cost function likely reflects both the underlying (physical) technology and the (consequences of the) regulatory regime that conditions utilities' performance. In this sense, the time trend coefficient of the model may also reflect improvements in cost efficiency in response to regulatory incentives.
Unfortunately input price data for operating and capital inputs is not available. By convention, many papers using non-parametric techniques set the price of operating and capital inputs to unity. If we followed the same strategy in a parametric framework (i.e. including invariant input prices), we would not able to distinguish their effect from those of other explanatory variables. In general, we expect that the price effect of operational and capital inputs is captured by the time trend as many industrial prices tend to increase gradually over time, i.e. as with a time trend. Hence, the coefficient of the time trend variable might be capturing the net effect of improvements in technology or cost efficiency and input prices (changes).
Another issue is to control for the effect of differences among utilities in environmental factors, such as the weather, geography, etc. In Jamasb et al. (2010) we show that weather conditions should be included as determinants of distribution costs as they have shown a statistically significant effect on costs, and because ignoring the effect of weather on distribution costs might bias the parameter estimates of other relevant variables. This endogeneity appears because bad weather conditions tend to increase costs but also lead to lower quality. This case is presented in Figure 2 where we draw two hypothetical cost functions, one for good weather and other bad weather. If the random data generation process behind service quality were completely independent of weather, we would have observations along both cost functions. However, bad weather conditions tend to reduce service quality.
In order to estimate consistently a cost function in the electricity distribution sector, we include weather data as cost determinants. 6 More specifically, we simply add the weather variables to the cost function as in Jamasb et al. (2010) we could not reject separability and a linear functional form for the weather variables. Our cost function can then be written as. 7
where g(w) is a linear function and w is a set of weather variables that might affect costs. According to (3), the vertical distance between both good and bad weather cost functions in Figure 2 is now captured by g(w), and consequently the simultaneity biases should now disappear. A final issue is that there is a feed-back between service quality and cost, making it difficult to formulate hypotheses with respect to the effect of quality on cost. This is illustrated in Figure 3 , where an increase in power interruptions caused by severe weather conditions or equipment decay require corrective costs associated with the steps needed to replace the damaged equipment and to restore power. As a result, we expect a positive (negative) correlation between the number and duration of power interruptions (quality services level) and cost.
At the same time, Yu et al. (2009b) argue that, over time, utilities might adapt their operating and investment practices to prevent power interruptions. As a result, we also expect a positive correlation between quality of service and cost. Hence, quality of service is likely negatively correlated with corrective costs, but positively correlated with preventative costs. We attempt to distinguish between the types of cost by taking into account that each cost maintains a different relationship with quality of service (number and duration of power interruptions) over time. In other words, some costs are likely correlated with contemporaneous interruptions, while other costs with future or expected interruptions. These (inter)temporal relationships are represented in Figure 4 . The figure assumes that corrective costs are logically explained just by contemporaneous power interruptions -i.e. number of minutes lost per customer for planned and unplanned interruptions lasting three minutes or longer, q=CML. 8 On the other hand, the distribution utilities were incentivized to reduce both the number and duration of interruptions during the period analyzed in the present paper. In 1999, the distribution performance standards were introduced, and the third price review period (2000) (2001) (2002) (2003) (2004) (2005) introduced an incentive scheme of penalties and rewards focuses on improving rather than maintaining the level of quality. 9 Given this incentive scheme, it is reasonable to assume that each utility has invested in specific equipment every period to prevent power interruptions in the future. 10 Obviously, these preventative costs might have also a contemporaneous effect on q, resulting in the contemporaneous relationship between total cost and customer minutes lost being indeterminate as the relationship of q with preventative cost is negative, while it is positive with corrective costs. Weather, technical failures, etc.
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Before describing the implications of this theoretical framework for the specification of the cost function (3), we test whether it is supported by the data. If the above framework is correct: i) the dependence of q on contemporaneous expenditures is likely not statistically significant because not all new equipment to prevent power interruptions are available at the beginning of the period and the negative, although weak, effect on q of preventative costs offsets the positive effect of corrective cost; and ii) customer minutes lost reductions should depend on past rather than contemporaneous expenditures.
In order to test these hypotheses we estimate several models using q=CML as a dependent variable, and past and contemporaneous values of Totex as explanatory variables. A summary of the results are shown in Table 1 . 11 In all models, Totex lagged one period is always statistically significant, indicating that changes in q depend indeed on past expenditures, as predicted by the framework outlined above. Note, however, that Totex lagged two periods is not statistically significant, even when other cost variables are not included in the model. Also, as expected, the contemporaneous value of Totex does not have a significant effect on current q. The results in Table 1 seem to support the theoretical framework described in Figure 4 . 12 Next we examine the implications of this theoretical framework on the specification of the cost function (3). In particular, we can hypothesize from Figure  4 that: i) corrective cost depends exclusively on contemporaneous customer minutes lost, q; ii) preventative cost depends on expected customer minutes lost; iii) Totex depends on both contemporaneous and expected customer minutes lost; 13 and iv) while the effect of contemporaneous customer minutes lost on Totex might be both positive or negative, the effect of expected customer minutes lost on Totex should be negative and larger in absolute terms. In summary, if the above framework holds, the cost function in (3) should be written as:
where Eq is the expectation in t about customer minutes lost in t+1. In this specification, the derivative of cost with respect to Eq allows us to measure, once we change its sign, the real marginal cost of quality improvements as this derivative is not "contaminated" by corrective cost effects. 14 The sign of the derivative of cost with respect to q is unknown as it captures both corrective and preventative effects.
The magnitude of power interruptions in the future is not observed by the utilities (but it is observed by the researchers). For this reason their decisions are likely based on expected values. These expected values are in turn conditioned by the firm-specific targets set by Ofgem to incentivize improvements in service quality.
The expected values, however, are not observed by the researchers. Hence, we replace Eq by q at t+1, that is,
where subscript i stands for utilities, subscript t stands for time period, and it is the classical error term. We expect the classical errors-in-variables attenuation bias where the coefficient of the variable measured with error is biased toward zero (Wooldridge, 2002) . Therefore, the marginal cost of quality of service improvement estimated using (5) can be viewed as a lower-bound of the real marginal costs.
Estimation strategy
In addition to including weather variables as cost determinants, a fixed-effect type estimator is used to control for unobserved heterogeneity among firms that might be correlated with the explanatory variables. The traditional fixed-effect (FE) estimator in the present application may be inappropriate as many crucial determinants of utility costs, such as the energy delivered, the number of customers, or the network length are persistent or rarely variant variables. Plumper and Troeger (2007) pointed out that the FE estimator may be inappropriate because the information between firms is mostly ignored, and the estimates of rarely changing variables are inefficient. In order to address this issue, they propose using the Fixed Effect Vector Decomposition (FEVD) method. They show, through a Monte Carlo analysis, that FEVD has a better performance than OLS, Random Effect Estimator, and the Hausman-Taylor Estimator if time variant and time invariant variables are correlated with fixed effects. If we use the traditional FE estimator to estimate our cost function, the model to be estimated can be re-written as follow:
In this equation we have re-label the cost explanatory variables according to their time (within-firm) variability: xit stands for variables that vary notably over time (such as prices or service quality), and zit stands for rarely variant variables or time-invariant (e.g. number of customers or network length). The key characteristic of the FE estimator is that it eliminates the concern about any individual fixed error term, i, by focusing solely on how much companies vary from their time-means. This is known as the within-firm variation and shown in equation (7):
By eliminating the unobserved fixed effect, i, unbiased estimates of the x variables can be obtained even if the explanatory variables are correlated with the fixed error effect. Since the FE model focuses solely on explaining the within-firm variation, and all of the between-firm information is mostly ignored, it is not possible to obtain reliable estimates on variables that have low within-firm variation using a FE estimator. Moreover, in the extreme case that zit=zi, the FE estimator is not able to distinguish the effect of time-invariant explanatory variables from the fixed effects. The coefficients of persistent variables or rarely variant variables usually become statistically insignificant as their effect are being also captured by the fixed effects.
However, in our present application rarely variant variables such as the energy delivered, the number of customers, or the network length are crucial cost determinants, and their parameters should be estimated properly. In order to address this issue, Plumper and Troeger (2007) proposed using the FEVD estimator, based on the former FE estimator. The FEVD is a three-stage estimator. In first stage, the fixed effects vector decomposition procedure carries out a standard FE model to obtain estimates of the fixed effects. These can be obtained using the following expression: 15
The estimated fixed effects using (8) are not the same as the true unobservable heterogeneity outlined in equation (6) as they also contain the intercept, the eliminated information contained in time-invariant variables, as well as the mean effects of the rarely variant variables. For this reason, Plumper and Troeger (2007) suggest decomposing in a second stage the estimated fixed effects into a part that is observable and a part that is not. The decomposition takes place using both time-invariant and rarely invariant variables to predict the estimated fixed effects obtained from stage one:
The error term ωi in equation (9) 
Data and sample
We utilize the same dataset as in Yu et al. (2009b) and Jamasb et al. (2010) on 12 distribution networks in the UK for the 1995/96 to 2002/03 period. The crosssectional and time dimension of our panel data set is conditioned by availability of weather data. Two companies were excluded as complete data records of weather in their service areas were not available. In addition, we excluded the 2003/04 data from the analysis, which had been subject to adjustment in order to control for weather related atypical costs. 16 Two weather stations in the service area of the companies were selected to represent each firm and the averages of their measurements was taken (if two 13 weather stations were not available, one weather station was used). All yearly weather data is used to maximize the use of the information available for each company. We use four weather variables, viz. minimum air temperature (mate),the number of days when minimum concrete temperatures were below zero degrees (dcte), the number of days with heavy hail (dhail), and the number of days with heard thunder (dthu). In Jamasb et al. (2010) we have shown that these were sufficient to control for most of the effect of weather conditions on costs. Description of the Weather Variables: mate=Minimum air temperature (lowest monthly average). dcte=Number of days when minimum concrete temperature was below zero degrees C. dhail=Number of days when hail fell (00-24 GMT) ie. solid precipitation with a diameter 5mm or more. dthu=Number of days when thunder was heard.
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Empirical results
According to Section 2 we estimate a translog specification of the cost function (5). This function can be interpreted as second-order approximation to the companies' underlying cost function. All explanatory variables were divided by the sample geometric mean, so the first order parameters can be interpreted as elasticities at the sample geometric means. Table 3 shows the parameter estimates. Using the Breusch-Pagan LM chi-squared test we reject the null hypothesis of no heteroskedasticity at the 5% percent level of significance for all specifications of the cost function. Although accounting for heteroskedasticity does not produce significant changes in inference, we report the White heteroskedasticity-consistent t-ratios. Table 3 shows the estimated coefficients using OLS, FE and FEVD. All elasticities in the OLS model have their expected signs at the sample geometric mean: the estimated first-order coefficients of network length (nit) and network density (dit) are positive and statistically significant, and the coefficient of energy losses (eit) and lead of the customer minutes lost (qit+1) are negative, suggesting a positive marginal cost of quality improvements that we discuss later. As expected, the effect of contemporaneous customer minutes lost (qit) on Totex is not statistically significant. This suggests that contemporaneous power interruptions are positively correlated with corrective cost, but negatively correlated with costs caused by the acquisition of new equipment to prevent power interruptions (in the future). Overall, these results seem to support the theoretical framework described in Figure 4 . The FE estimator allows us to control for unobserved heterogeneity among firms that may be correlated with the explanatory variables. The use of the FE estimator in the present application is clearly inappropriate as the first-order coefficients of network length (nit), network density (dit) and energy losses (eit) are not statistically significant. This is caused by the fact that the within variation of these variables (i.e. the variation over time with respect to the respective firm average) is very low (Table 4) . Indeed, the within firm variation of network length, network density and energy losses is much lower than the variation among firms, i.e. the between variation. As many relevant cost determinants have large between-towithin variations, a large amount of observable information will be discarded when using the FE model. Depending on the correlation between the unobservable heterogeneity and any cost determinant, estimation using FEVD might be the preferred estimation strategy. 17 Since the between-to-within variation of network length is larger than 10, it is larger than 3 for network density and energy losses, FEVD is likely a better estimator than FE. For this reason, we estimate a FEVD model using these three variables, their squares and their interactions as regressors in the second stage. The final estimates are obtained by estimating (5) including, as an additional regressor, the unexplained part of the decomposed fixed effect vector obtained in the second stage. The FEVD results are shown in the last two columns in Table 3 .
The last two columns in Table 3 show that all elasticities of Totex with respect network length, network density, energy losses and the lead of the customer minutes have again their expected signs at the sample geometric mean, i.e. the coefficients of nit and dit are positive, the coefficients of eit and qit+1 are negative, and the effect of qit on Totex is not statistically significant. The coefficient of the residual fixed effects is close to unity. We use this result as evidence that the FEVD model is well specified. Although the magnitudes of the first-order FEVD coefficients are somewhat less than the OLS counterparts, they are quite similar, indicating that most of the fixed effects are explained by rarely variant variables (i.e. network length, network density and energy losses) 18 , and that the use of the FE estimator is not appropriate in the present application.
On the other hand, the coefficient of the time trend is negative and statistically significant, indicating either a general increase in cost efficiency or the existence of technical progress in the sector. This improvement in performance may be caused by the current regulatory regime in the UK as each firm is incentivized to save both operating cost and capital cost. It is worth mentioning that when Capex is used as the dependent variable (see Appendix) the improvement in performance is lower (about 3%) than when we use Totex (about 8%). This implies that the rate of improvement in Opex is much larger than in Capex.This is a reasonable result as in the UK a firm receives greater benefits from saving Opex than Capex (Ofgem, 2003) over the sample period 19 . Hence, this result seems to support the former notion that the current regulation framework in the UK has distorted significantly the allocation of operating and capital inputs. Regarding the weather factors, most weather coefficients are statistically significant (even when we control for unobserved time-invariant variables) indicating that weather conditions matter and that they should be included as cost determinants. 20 Network length (nit) and network density (dit) allow us to measure respectively economies of scale and economies of density. Economies of scale are related to system expansion at constant density and hence it can be measured by the partial elasticity of cost with respect to network length. The first-order coefficient of network length is 1.2086. That is, the technology exhibits decreasing returns to scale at the sample mean when expansion requires enlarging the current network to meet extra demand. Some previous studies have found diseconomies of scale in the electricity distribution (see e.g. Yatchev, 2000; Cronin and Motluk, 2007) . On the other hand, economies of density involve simultaneously output expansion and service densification, i.e. expansion in the existing service areas where additional network is not required. The first-order coefficient of network density is 0.6808, indicating that economies of density are higher than economies of scale 18 The R-square statistic of the second stage is about 97%. 19 This has been altered for the price control period beginning in April 2010 (see Ofgem, 2009) . 20 As weather is a complex phenomenon and its overall effect on cost is unknown, we take an agnostic position and do not make specific assumptions about the probable (partial) effect of each weather variable on distribution costs. Alternatively, given the large correlation among some of the weather variables, a particular weather variable may be capturing not only their own effect but also the effect of other (correlated) variables that might have a non expected sign or magnitude. In this sense, what matters is the overall effect and not the effect of each particular weather variable. (Guldmann, 1985; Filippini, 1998) , and that increasing returns arise from increased densities. That is, given network infrastructure, electricity distribution networks have natural monopoly characteristics. 21 Figure 5 depicts the elasticity of total cost with respect to network length estimated for each observation, sorted by network length. 22 Using the parameter estimates of the model with Capex as dependent variable (see Appendix) we also compute the elasticity of capital cost with respect to network length. In order to be consistent with the previous two equations, the elasticity of operational cost is then obtained using the equation (11):
where elas is the elasticity of total cost, elas1 is the elasticity of capital cost, elas2 is the elasticity of operational cost, and s1 and s2 are respectively the share of Capex and Opex on total cost. 23 Figure 5 shows that firstly, Totex elasticity of scale increases with size (in terms of network length) where the smallest companies exhibit increasing returns to scale, and medium to large companies exhibit decreasing returns to scale. Secondly, both Capex scale elasticity and Opex scale elasticity are positive, indicating that both types of cost increase (i.e. they are complementary) when additional network is required to meet extra demand. Finally, while Opex scale elasticity is lower than unity, Capex scale elasticity is increasingly higher than one, indicating that the "decreasing nature" of Totex scale elasticity is caused by decreasing returns to scale in Capex.
Using the parameter estimates of the model with Totex and Capex as dependent variables and the equation (11) we depict in Figure 6 the three types of density elasticities, sorted by network density. 24 The negative values and the abrupt changes on the left in both Capex and Opex density elasticities should be viewed with caution as they correspond to some observations exhibiting a network density far away from the sample mean. 25 With this caution in mind, we can see 21 Also Salvanes and Tjøtta (1998) find evidence of natural monopoly characteristics in the Norwegian electricity distribution networks. 22 We note again that our elasticity function (i.e. the first derivative of our cost function) just provides a first-order approximation to the underlying elasticity at the sample mean, and hence the estimated elasticities tend to lose reliability when we move away from the sample mean. 23 In order to smooth the series we control for changes in other variables and evaluate the other cost determinants at the sample mean. Hence, the decomposition in Figure 5 (and following figures) allows us to analyze changes in elasticities or marginal costs of a "representative" utility that increases or reduces its size (or its density or quality level in the following figures). Similar results are obtained, however, if we do not control for changes in other variables. 24 Again we evaluate the other cost determinants at the sample mean in order to compute these elasticities. 25 For most functional forms (e.g., the translog function) there is a fundamental trade-off between flexibility and theoretical consistency. For instance, maintaining global monotonicity (e.g. positive elasticities and marginal costs) is impossible without losing second order flexibility. For example, Barnett et al. (1996) show that the monotonicity requirement is by no means automatically satisfied for most functional forms, and that violations are frequent.
that, in contrast to Figure 5 , Opex density elasticity is normally negative, suggesting that Opex decreases when network density increases.
Figure 5. Elasticities of scale
In addition, since Capex density elasticity is positive, as seen from Figure 6 , and in contrast to Figure 5 again, we can conclude that utilities tend to substitute Capex for Opex as network density increases. This means that low and high network density utilities adopt different combinations of operating and capital inputs. The less operating intensive strategy followed by high network density utilities may be explained by different consumer mix (e.g. household vs. industrial users) or differences in service areas (e.g. urban vs. rural). Huang et al. (2009) also found two different cost structures for low and high network density utilities in their study of electricity distribution firms in Taiwan. 
Opex Elasticity
We aim to estimate econometrically marginal costs of improving quality services of the utilities in order to shed light on the effectiveness of the current regulatory incentives in the UK to improve quality. Once we estimate the translog cost model, a marginal cost value can be obtained for each firm using the following equation:
where EL is the elasticity of cost with respect to z, and z stands for either network energy losses or total customer minutes lost.
Using the parameter estimates of the FEVD model in Table 3 we compute the marginal costs of reducing energy losses for each firm as shown in Figure 7 . The last two columns in Table 3 show that the first-order coefficient of energy losses (in logs) is negative and statistically different from zero. This suggests that, on average, the marginal cost of reducing electricity losses is positive. The average marginal cost in our sample is about 2.8 pence per kWh. Note that the magnitude is smaller than the 4.8 pence per kWh set by the regulator to reward (penalize) loss reductions (increases) in the fourth control period (Joskow, 2006 and Yu et al. 2009a ). Hence, we can conclude that the scheme established by regulators to incentive utilities to reduce their levels of electricity distribution losses is sufficient to improve performance. However, we might expect that this improvement will not be homogeneous as many observations in Figure 7 have higher marginal costs than 4.8 pence per kWh, and hence they are not sufficiently incentivized to reduce their electrical losses, though we note that the value of loss reduction should relate to the wholesale cost of power and any un-priced associated environmental externality. (12) we compute the total, capital and operational marginal costs of reducing energy losses for each firm. The computed values are shown in Figure 8 . With the same caution regarding the values on the left, we can identify three different regions in Figure 8 , according to the relative weight of Capex and Opex in total marginal cost. These regions loosely correspond to small, medium, and large utilities, and suggest different strategies to reduce energy losses. Indeed, in the first region, i.e. small utilities, reducing losses mainly implies operational expenses because Opex marginal cost is positive, while Capex marginal cost is negative. In the second region, i.e. medium utilities, both Capex and Opex marginal costs are similar in magnitude and positive indicating that improving quality service implies an investment in both capital and operational inputs. For large utilities, i.e. the third region, Capex marginal cost is considerably larger than Opex marginal cost, indicating that for low quality utilities (in absolute terms) reducing losses mostly requires capital investments. Overall, these results suggest the presence of different strategies among the UK distribution utilities to improve service quality.
Figure 8. Decomposing marginal cost of reducing electricity distribution losses
The blue dots in Figure 9 represent the estimated marginal costs of reducing the customer minutes lost by one minute. These values were obtained using the parameter estimates of the FEVD model in Table 3 and equation (12). The marginal costs were obtained by computing the elasticity of cost with respect to the lead customer minutes lost, qt+1, as this elasticity is not "contaminated" by corrective costs and, hence, it tends to capture preventative marginal costs. The green dots simulate the marginal cost in case other cost determinants are evaluated at the sample mean. Two comments are in order. First, the green dots suggest a decreasing relationship between marginal cost and customer minutes lost. This implies that, as shown in Figure 1 , higher quality level is associated with higher marginal cost of quality improvement (see Yu et al., 2009a) . Second, the large dispersion of the blue dots around the green dots indicates that the marginal cost of improving quality varies considerably across utilities due to their different configuration (i.e. network length, network density, weather conditions, etc.). However, given their own configuration, all of them have similar downward marginal cost curves to that represented in Figure 9 for the "representative" utility. The last two columns in Table 3 show that the first-order coefficient of lnqt+1 is negative and statistically different from zero. This suggests that, on average, the marginal cost of reducing customer minutes lost is positive and statistically significant. In particular, the average marginal cost in our sample is about 25.6 pence per minute lost. Multiplying this by the number of customers we get the marginal cost of avoiding one minute across all customers. This marginal cost of one minute per customer is equal to 0.56 million pounds for the average utility in our sample (6.72 million pounds for the 12 analyzed utilities). Hence, the marginal costs estimated here are considerably larger than the incentive rates established by the UK regulator for each utility in the most recent price review to reduce customer minute lost (see, Joskow, 2006, p.56) . Indeed, using the period 2004/5 as a reference, the average incentive for one minute per customer is 0.18 million pounds, i.e. a third of the estimated marginal cost per customer. As Yu et al. (2009a) already found, we can conclude as well that the UK incentives are not sufficiently strong to incentivise improvements in service quality. In particular, Yu et al. (2009a) found that the social cost of outages (measured by multiplying business and domestic willingness-to-pay by total customer minutes lost) was considerably higher than the utilities' current incentive/penalty.
On the other hand, as pointed out by Joskow (2006) , it is not clear where the values for the incentive rates established by the UK regulator for each utility originate from. However, it is expected that they are correlated with utilities' marginal cost. Indeed, using the incentive rates for the period 2004/5, the coefficient of correlation with our marginal costs is quite high, about 46%. This coefficient rises until 55% if we compare the incentive rates with the marginal cost of avoiding one minute per customer. This suggests that, although the estimated cost function in Table 3 only provides at the sample mean a first-order approximation to the underlying marginal costs, the estimated differences among utilities seem to be reliable. Conversely, since marginal costs of improving quality vary across utilities as different (higher) quality levels are associated with different (higher) marginal costs and there are large differences among utilities in size and network characteristics, our results suggest tailoring the incentives for each utility. The high correlation between incentive rates and estimated marginal costs seems to indicate that the regulator has taken, to some extent, into account the differences in marginal costs to design the incentive schemes in the UK.
Using the parameter estimates of the model with Totex and Capex as dependent variables and equation (12) we have computed the total, capital and operating marginal costs of reducing customer minute lost for each observation. The computed values are shown in Figure 10 . The left side of Figure 10 corresponds to high quality utilities, and movements to the right represent deteriorations in quality. As in Figure 6 , the different weight of Capex and Opex in total marginal cost, and its evolution, suggests presence of different strategies to improve consumer service quality. Indeed, for low quality utilities, reducing customer minutes lost mostly implies increasing operational inputs. In contrast, when service quality is already high, reducing customer minutes lost even more mostly implies investing in capital inputs. This investment might imply, for instance, acquiring sophisticated equipment or undergrounding activities which are likely quite expensive. This also explains why the marginal cost of quality improvement for high quality utilities is larger than for low quality companies. Finally, as illustrated in Figure 11 , the estimated marginal costs allow us to know how far the utilities are from their optimal quality level and to compute welfare losses due to sub-optimal quality levels. This requires an estimate of customer willingness-to-pay (WTP) for quality improvement. To this end, we use the WTP data used by Yu et al. (2009a) . This data covers domestic and business customers and was obtained from the Ofgem-Accent's customer survey of WTP for quality of service in 2004 (Ofgem, 2004) . 26 For the sample analyzed in the present paper, the WTP for avoidance of a one minute power interruption is on average about 1.92 pounds. However, the preliminary results from the last survey carried out in 2008 seem to suggest that the former WTP is overestimated (see Accent, 2008, p.103) . For this reason, we also simulate the optimal quality levels assuming that underlying WTP might be 75 and 50% of the former WTP. 27 Figure 11 . Optimal vs. actual quality levels and welfare gains
The simulation results are presented in Table 5 . Any of the WTP values shown in Table 5 when compared to the estimated marginal costs suggest that actual service quality is on average far from the optimal levels. The results are per company. In particular, while actual customer minutes lost is about 161 million on average, the optimal customer minute lost is 29-45% less than the actual levels. Moving from actual levels to the optimal ones would yield a customer welfare gain of £48-144 million. This improvement in quality would cost about £23-57 million, which represent an increase of 13-32% in total cost for each utility. Overall the social welfare would be higher as the social welfare gains are valued between £25 and 87 million. 28 In addition, the estimated marginal costs allow us to measure the effect on welfare of the quality improvements in the UK. The simulation results using the original WTP are shown in Table 6 . Similar conclusions stem from the adjusted WTPs. The average quality improvement in our sample was about 9.1% from 1995/6 to 2002/3, which represent one fifth of the optimal reduction in customer minute lost. This improvement has yielded a customer welfare gain of 43 million of pounds, which represents 30% of the potential customer welfare gains. This improvement in quality has cost about 10 million pounds, which represents a 5.6% of utilities total costs. Overall, the social welfare has increased in 33 million of pounds. 
Summary and conclusions
Quality of service in electricity distribution networks is important for residential, commercial, and industrial customers alike, as many functions of modern society depend on electricity. However, improving upon a given level of quality of service has a cost. The likely effects of incentive regulation on service quality has recently attracted regulators' interest and a number of electricity regulators have made considerable effort to design appropriate regulation mechanisms of quality of service in electricity transmission and distribution networks. In designing qualityincorporated regulatory mechanisms, regulators are faced with the task of determining a market demand curve for service as well as marginal cost of quality improvements.
The main aim of this paper is to estimate econometrically marginal costs of improving quality services in the UK electricity distribution networks. The estimated marginal costs allow us to shed light on the effectiveness of the current UK incentives to improve quality, and to compute optimal quality levels and welfare losses due to sub-optimal quality levels. Our parameter estimates also allow us to measure the effect on welfare of the quality improvements observed in the UK.
In order to achieve these objectives we addressed several issues. First, while accurate information about operational and capital costs and quality services may be available, the marginal cost of quality improvements is not directly observed. For this reason, it is inferred from a previous estimation of the utilities' cost function that reflects both the underlying (physical) technology and the (consequences of the) regulatory environment that conditions utilities' performance. A second issue is that service quality is likely to be negatively correlated with corrective costs, but positively correlated with preventative costs. We attempted to distinguish between both types of cost by including current and (a proxy of) expected levels of quality services as cost determinants. A third issue is to control for the effect of differences among utilities in environmental factors, such as weather, geography, etc. In order to estimate consistently a cost function in the electricity distribution networks, we included weather variables as cost determinants. In addition, we use a fixed-effect type estimator to control for unobserved heterogeneity among firms that might be correlated with the explanatory variables. However, the use of the traditional Fixed Effect estimator in the present application is not inappropriate as many crucial determinants of electricity distribution costs, such as the energy delivered, number of customers, or network length are persistent variables. In order to address this issue we have used the FEVD estimator introduced by Plumper and Troeger (2007) .
All elasticities have the expected signs at the sample geometric mean, i.e. the coefficients of network length and network density are positive, the coefficients of energy losses and lead of the customer minutes lost are negative, and the effect of contemporaneous customer minutes lost on cost is also not statistically significant. As in previous studies, we found that technology exhibits decreasing returns to scale when expansion requires enlarge the current network to meet extra demand, but increasing returns when network density increases. That is, given network infrastructure, electricity distribution has characteristics of a natural monopoly.
We also found that Totex elasticity of scale increases with size, and that Capex and Opex have a complementary relationship when additional network is required to meet extra demand. However, utilities tend to substitute Capex for Opex when network density increases, indicating that low and high network density utilities adopt different combinations of operating and capital inputs.
The estimated marginal costs suggest that the incentives offered by the UK regulator to reduce their network energy losses are sufficient to yield an improvement in sector performance. However, this improvement is likely not homogeneously distributed among utilities as some of them seem to be insufficiently incentivized to reduce their energy losses. Our results also suggest the existence of different strategies in the UK electricity distribution networks to undertake reductions in network energy losses.
On the other hand, we found that while higher service quality level is associated with higher marginal cost of quality improvement, the marginal cost of improving quality varies considerably across utilities due to their different configuration. Our results hence suggest tailoring the incentives for each utility. The high correlation between incentive rates and estimated marginal costs seems to indicate that they took into account differences in marginal costs to design the incentive schemes in the UK. However, based on our results, we conclude that the UK incentive scheme is not sufficiently strong to incentivise reductions in customer minutes lost as the marginal costs estimated in this paper are much larger than the incentive rates established by the UK regulator. We also found different strategies to tackle reductions in customer minutes lost. Indeed, for low quality utilities, reducing customer minutes lost mostly implies increasing operating cost. In contrast, when service quality is already high, reducing customer minutes lost mostly implies investing in capital inputs.
Finally, we also found that the optimal customer minutes lost is 29-45% less than the actual levels, based on the willingness to pay estimate relating to the sample period. The observed improvements in quality during the period of this study only represented a 30% of the potential customer welfare gains, and hence there is still a large range for quality improvements. But, achieving the optimal level of customer minutes lost would represent an increase of 13-32% in total cost for each utility. Use of more recent data on costs, quality and willingness pay might however give different results, as there appears to have been a significant fall in customer willingness to pay for quality in more recent years. 
APPENDIX
