In this paper, we present a new algorithm for compressive sensing that makes use of binary measurement matrices and achieves exact recovery of ultrasparse vectors in a single pass and without any iterations. Due to its noniterative nature, our algorithm is hundreds of times faster than 1 -norm minimization and methods based on expander graphs, both of which require multiple iterations. Our algorithm can accommodate nearly sparse vectors, in which case, it recovers an index set of the largest components, and can also accommodate burst noise measurements. Compared to compressive sensing methods that are guaranteed to achieve exact recovery of all sparse vectors, our method requires fewer measurements. However, methods that achieve statistical recovery, that is, recovery of almost all but not all sparse vectors, can require fewer measurements than our method.
I. INTRODUCTION
A. Definition of Compressive Sensing C OMPRESSIVE sensing refers to the recovery of highdimensional but low-complexity objects using a very small number of measurements. Some examples are the recovery of high-dimensional vectors that are sparse (with very few nonzero components) or nearly sparse, or high-dimensional matrices of low rank. The focus in this paper is on vector recovery. In order to make the discussion precise, we give an exact formulation of what "compressive sensing" means. Our terminology more or less follows that in [1] , [2] . Throughout, n denotes the dimension of the unknown vector, and [n] denotes the set {1, . . . , n}. The symbol supp(x) ⊆ [n] denotes the "support" of a vector x ∈ R n ; that is supp(x) := {i ∈ [n] : x i = 0}. If k < n is a specified integer, then Σ k ⊆ R n denotes the set of k-sparse vectors, that is
Suppose · is some specified norm on R n , and k < n is a specified integer. Then the sparsity index σ k (x, · ) is defined by
For a given x ∈ R n and an integer k < n, the symbols x d ∈ R n and x r ∈ R n denote respectively the dominant part and the residual part of x. Thus x d is the vector consisting of the k largest components by magnitude of x with the remaining components set equal to zero, and x r = x − x d . Note that, strictly speaking, we should write x d,k because the dominant part depends on the specified integer k, but we do not do this in the interests of less cluttered notation. It is obvious that, for any p ∈ [1, ∞] , we have that σ k (x, · p ) = x r p . Also, in case of "ties," when two or more components of x have the same magnitude, the symbol x d can be defined in any consistent fashion. Following the notation in [2] , we view compressive sensing as consisting of two maps: A measurement matrixA ∈ R m n where m < n is the number of measurements, and a decoding map Δ : R m → R n .
Definition 1: A pair (A, Δ) is said to achieve exact sparse recovery of order k if Δ(Ax) = x, ∀x ∈ Σ k .
(
A pair (A, Δ) is said to achieve stable sparse recovery of order k if there exists a constant C such that
A pair (A, Δ) is said to achieve robust sparse recovery of order k if there exist constants C, D such that, whenever η ∈ R m satisfies η 2 ≤ , we have that
It is easy to verify that robust recovery implies stable recovery, which in turn implies exact recovery.
Note that in Definition 1, the various inequalities are required to hold for all vectors x. For want of a better phrase, this could be thought of as "guaranteed" sparse recovery. An alternate and weaker requirement would be "statistical" sparse recovery, in which the pair (A, Δ) recovers almost all, but not necessarily all, sparse vectors, with respect to a predefined probability measure on the set of vectors. In such a case the number of measurements m can be significantly reduced. We will describe this alternative in greater detail in Section II-C.
B. Overview and Our Contributions
By now there are several approaches to the recovery of sparse vectors. If x ∈ R n is an unknown sparse vector and y = Ax ∈ R n is the measured vector, then the most "logical" approach to finding x would be to solvê
where z 0 = |supp(z)| denotes the number of nonzero components of z. Unfortunately this problem is NP-hard, as shown in [3] . Therefore one can think of replacing the function · 0 by its "convex envelope," which is the largest convex function that is dominated by · 0 . Using methods similar to those in [4] , it can be shown that the convex envelope of · 0 over the unit ball in · ∞ is · 1 . Consequently the most popular algorithm is 1 -norm minimization with a measurement matrix A chosen to satisfy the so-called restricted isometry property (RIP), which is defined precisely in Section II-A. The methods used for choosing the matrix A so as to satisfy the RIP can either be deterministic or probabilistic. Probabilistic methods lead to A matrices that do not have any structure; moreover, verifying whether such a probabilistically generated matrix satisfies the RIP condition is NP-hard [5] . In contrast, deterministically constructed matrices are often binary and thus readily verified to have the required properties, easy to implement, and faster than using random matrices. However, even with binary measurement matrices, convex optimization is far slower than greedy methods such as matching pursuit [6] , orthogonal matching pursuit [7] , [8] , and CoSaMP [9] . The main disadvantage of greedy methods is that the known sufficient conditions for them to work are more stringent than those for convex relaxation methods to work. Another recent innovation, that combines the advantages of greedy algorithms with weak sufficient conditions of convex optimization, is based on the use of expander graphs [10] , [11] . The measurement matrices in this approach are always binary and thus easy to implement. Further, the measurement matrices in this approach are expected to satisfy an analog of the RIP condition, known as 1 -RIP. There is reason to believe that, at least in principle, the number of measurements in this approach can be order-optimal [12] , [13] .
The above discussion pertains to methods that lead to the recovery of all sufficiently sparse vectors. By weakening the requirement, and asking only that the algorithm be able to recover almost all sufficiently sparse vectors, the number of measurements drops drastically. Among such methods, approximate message passing (AMP) introduced in [14] is among the most thoroughly studied. The analysis in [14] shows that the recovery algorithm displays a phase transition whereby the performance of the algorithm undergoes an abrupt change. A readable survey of these results is given in [15] . In [16] , a very general model is studied, wherein the unknown vector obeys a known probability distribution, the encoder is allowed to be nonlinear (as opposed to a linear map A), and the decoder is Lipschitz-continuous and may make use of the known probability distribution of the unknown vector. It is shown that, in the case of i.i.d. input processes, the phase-transition threshold for optimal encoding is given in terms of the Rényi information dimension of the input distribution. More details are given in Section II-C. In [17] , the procedure in [16] is incorporated into the approximate message passing (AMP) framework, along with the idea of spatial coupling taken from [18] , and the phase transition properties of this algorithm are studied. In [19] , a general theory of phase transitions is developed for convex regularizers, which includes the widely used technique of 1 -norm minimization, and a very sharp characterization of the phase transition boundary is given. Thus there is a fairly complete theory for the case of "statistical" signal recovery, which is only briefly touched upon here.
Against this backdrop, we now describe the contributions of the present paper and place them in perspective. In this paper we present a new noniterative algorithm for the recovery of vectors that are extremely sparse. Due to its noniterative nature, it is hundreds of times faster than both 1 -norm minimization using binary measurement matrices, and methods based on expander graphs. Our algorithm works also for vectors that are nearly sparse but not exactly sparse, and/or measurements that are corrupted by noise. Our method requires slightly fewer measurements than either the RIP condition or the expander graph construction. However, this claim should be tempered by the results based on approximate message passing and the Rényi information dimension, which show that if one is ready to settle for the recovery of almost all sparse vectors, the required number of measurements is far smaller than those required by the RIP condition, and by inference, far smaller than those required by our method.
II. LITERATURE REVIEW

A. Compressive Sensing via 1 -Norm Minimization
One of the most popular approaches to compressive sensing is 1 -norm minimization. This approach is originally introduced in [20] , [21] as a heuristic and is called "basis pursuit." The method consists of defining the decoding map Δ as Δ(y) =x := argmin 
in the case where y = Ax + η with η 2 ≤ . In several papers over the years, beginning with [22] , [23] , it is shown that 1norm minimization achieves robust sparse recovery in the sense of Definition 1 if the matrix A satisfies suitable conditions. At present, the two most popular sufficient conditions for 1norm minimization to achieve robust sparse recovery are the restricted isometry property (RIP), and the robust null space property (RNSP). It is shown in [24] that RIP implies the RNSP, so we restrict our attention to the RIP.
Definition 2:
A matrix A ∈ R m n is said to satisfy the restricted isometry property (RIP) of order k with constant δ if
Available results show that 1 -norm minimization achieves robust sparse recovery provided the measurement matrix A satisfies the RIP with a sufficiently small constant. The definitive results in this direction are derived in [25] . . Then for all ξ > 0 and all k ≥ 5/ξ, there exists a matrix A that satisfies the RIP of order tk with constant δ tk < (t − 1)/t + ξ, and a vector x ∈ Σ k such that 1) With the noise-free measurement y = Ax, the decoder map Δ defined in (5) fails to recover x. 2) With a noisy measurement y = Ax + η where η 2 ≤ , the decoder map Δ defined in (6) fails to recover x. This raises the question as to how one may construct measurement matrices that satisfy the RIP. There are two distinct approaches to this, namely probabilistic, and deterministic. In the probabilistic approach, A is chosen to equal (1/ √ m)Φ, where Φ is an m × n matrix consisting of independent samples of a sub-Gaussian random variable, such as Bernoulli or any finite-valued random variable, or a normal random variable. Such a construction leads to a matrix A that satisfies the RIP with high probability which can be made close to, but not equal to, one. Moreover, as shown in [5] , verifying whether a particular randomly generated matrix A satisfies the RIP is NP-hard. An alternative that is gathering interest in recent times is the use of deterministic methods. The paper [26] is apparently the first to provide a deterministic method for constructing matrices that satisfy the RIP. This construction results in a binary matrix that is well-suited for implementation.
B. Compressive Sensing Using Expander Graphs
A recent development is the application of ideas from algebraic coding theory to compressive sensing. In [27] , a method called "sudo-codes" is proposed, which is based on low density parity check (LDPC) codes, which are well-established in coding theory. The sudo-codes method can recover sparse signals with high probability. Motivated by this method, Xu and Hassibi in [10] proposed a method based on expander graphs, which are a special type of bipartite graph. For the convenience of the reader, the definition of an expander graph is recalled next.
The object under study is an undirected bipartite graph, consisting of a set V I of input vertices, a set V O of output vertices, and an edge set E ⊆ V O × V I , where (i, j) ∈ E if and only if there is an edge between node i ∈ V O and node j ∈ V I . The corresponding matrix A ∈ {0, 1} |V O |×|V I | is called the biadjacency matrix of the bipartite graph. The graph is said to be left-regular of degree D, or D-left regular, if every input node has degree D. This is equivalent to requiring that every column of the bi-adjacency matrix A has exactly D elements equal to 1.
Given an input vertex j ∈ V I , let N (i) ⊆ V O denote the set of its neighbors, defined as
Given set of input vertices S ⊆ V I , the set of its neighbors
It can be shown [28] that randomly generated left-regular graphs are expanders. The next theorem is a paraphrase of [1, Theorem 13.6] in the current notation; note that this theorem is based on [28] .
Theorem 3: Given integers d, m, n with d < m < n, let B(m, n, d) denote the set of d-left-regular bipartite graphs. Suppose an integer K < m/d and real numbers β ∈ (0, 1),
where e denotes the base of the natural logarithm. Then the fraction of graphs in B(m, n, d) that are (K, 1 − β) expanders exceeds 1 − . Note that the above theorem is not very useful, because testing whether a given randomly generated left-regular graph is a (K, 1 − β)-expander or not would require us to compute the neighbors of n K sets of vertices. While this number is "polynomial" in n, it would be impractically large.
In [10] , Xu and Hassibi introduce a new signal recovery algorithm in which the bi-adjacency matrix of an expander graph with β ≤ 1/4 is used as the measurement matrix. It is referred to here as the "Expander Recovery Algorithm." Xu and Hassibi show that their algorithm recovers an unknown k-sparse vector x exactly in O(k log n) iterations. Subsequently, their method was updated in [11] by increasing the expansion factor from 1 − 1/4 = 3/4 to 1 − in which < 1/4. With this change, it is shown that the number of recovery iterations required is O(k). However, the number of measurements is more than in the Xu-Hassibi algorithm.
Expander Recovery Algorithm 1: Initialize x − 0 n ×1 2: if Y = Ax then return output x and exit 3: else 4: find a variable x j such that at least (1 − 2 ) D of the measurements it participates in have identical gap g 5: x j ← x j + g and go to step 2 6: end if In the algorithm above, the term g is called the gap and it determines the amount of information of the unknown signal that is missing in the estimate. The gap is defined as following:
in which x, y and A are the unknown signal, the measurement vector and the measurement matrix, respectively.
C. Statistical Recovery and Phase Transitions
The preceding two subsections were devoted to two methods for guaranteed recovery of all sparse vectors. For such methods, the restricted isometry property (RIP) is the most popular sufficient condition. It is known that, if the measurement matrix A is generated in a probabilistic fashion, the RIP holds with high probability with m = O(k ln(n/k)). In contrast, with deterministic methods, the number of measurements m is typically O(max{k 2 , n 1/2 }). However, in practice deterministic methods often require fewer measurements. Further details can be found in the Appendix.
If the requirement is relaxed from guaranteed recovery to recovery with high probability, or statistical recovery, then there is a parallel body of research showing that the number of measurements m can be reduced quite substantially. In fact m = O(k) measurements suffice. In this subsection, we highlight just a few of the many papers in this area of research. To streamline the presentation, the papers are not always cited in chronological order.
In [16] , the underlying assumption is that the unknown vector x is generated according to a known probability distribution p X , which can in fact be used by the decoder. Three different dimensions of the probability distribution p X are introduced, namely the Rényi information dimension, the MMSE dimension, and the Minkowski dimension. The encoder is permitted to be nonlinear, in contrast to earlier cases where the encoding consisted of multiplication by a measurement matrix. The decoder is also permitted to be nonlinear but is assumed to be Lipschitz continuous. The optimal performance in this setting is analyzed. A central result in this paper states that, asymptotically as the vector dimension n and the number of measurements m both approach infinity, statistical recovery is possible if and only if
whered(p X ) denotes the Rényi information dimension of p X . Since the Rényi information dimension is comparable to the ratio k/n, the above result states that O(k) measurements are sufficient. However, no procedure is given to construct an encoderdecoder pair.
In a series of papers [14] , [29] , [30] , Donoho and various co-workers studied "phase transitions" in the performance of various recovery algorithms. A readable survey of these results is given in [15] . The unknown n-vector is assumed to be ksparse, and the measurement vector y ∈ R m equals Ax, where A consists of samples of normal random variables, scaled by the normalization factor 1/ √ m. Two quantities are relevant here, namely the "under-sampling rate" δ = m/n, and the sparsity ρ = k/m. In all of these papers, the aim is to show that for each algorithm there exists a sharp threshold ρ θ (δ) such that, if ρ > ρ θ (δ), then the unknown vector is recovered with probability approaching one, whereas if ρ < ρ θ (δ), then the algorithm fails with probability approaching one.
Specifically in [14] an algorithm known as "approximate message passing" (AMP) is analyzed. AMP is a simple thresholding type of algorithm that is much faster than minimizing the 1norm. Specifically, suppose φ : R → R is a smooth "threshold" function, and extend it to a map from R n to R n by applying it component-wise. The AMP algorithm begins with an initial guess x 0 = 0, and then one sets
where φ denotes the derivative of φ. It is clear that AMP is much faster than 1 -norm minimization. Despite this, it is shown in [14] that the phase transition behavior of AMP is comparable to that of 1 -norm minimization. In [17] , the AMP algorithm is modified to incorporate the results of [16] , and phase transition results are derived. In this paper, the authors also introduce the idea of "spatial coupling" introduced in [18] . Finally, in [19] , the authors study a very general class of algorithms. Suppose as before that y ∈ R m equals Ax, where A consists of samples of normal random variables, scaled by the normalization factor a/ √ m. The decoding algorithm iŝ
where the "regularizer" f (·) is a convex function satisfying some technical conditions. So this theory applies to 1 -norm minimization. In this paper, a central role is played by the "descent cone" of f at a point x, which is defined as 
then the decoding algorithm fails with probability ≥ 1 − . If
then the decoding algorithm succeeds with probability ≥ 1 − .
III. THE NEW ALGORITHM
Now we present our new algorithm, and show that it can exactly recover sparse signals in a single pass, without any iterations. Then we analyze the performance of the algorithm when the true but unknown vector is not exactly sparse, and/or the measurement is corrupted by noise. The performance of our algorithm is compared with those of 1 -norm minimization and expander graph algorithms in the next section.
A. The New Algorithm
Suppose a matrix A ∈ {0, 1} m ×n has the following properties, referred to as the main assumption:
1) Every column a j of A has precisely q entries of 1 and m − q entries of 0. 2) If a j , a t are distinct columns of A, then a j , a t ≤ r − 1. Suppose x ∈ Σ k is a k-sparse n-dimensional vector, and define y = Ax to be the measurement vector. For a given index j ∈ [n], let {v 1 (j), . . . , v q (j)} ⊆ [m] denote the q rows such that a ij = 1. For an index j ∈ [n], the reduced measurement vector y j ∈ R q is defined as
Note thatȳ j is the vector consisting of the q measurements in which the component x j participates.
The main result is given next. Recall that v 0 denotes the number of nonzero components of a vector v.
components that are all equal to x j . Proof: For t ∈ [n], let e t ∈ R n denote the t-th canonical basis vector, which has a 1 as its t-th element, and zeros elsewhere, and let 1 q ∈ R q denote the column vector consisting of all ones. Then we can write:
x t e t , y = Ax = t∈ supp(x)
where a t denotes the t-th column of A. Therefore, for a fixed j ∈ [n] and l ∈ [q], we have that
Letting l range over [q] shows that
where (a t ) j is the reduced vector of a t consisting of (a t ) v 1 (j ) , · · · , (a t ) v q (j ) . Proof of (1): Suppose j ∈ supp(x). Then j = t for all t ∈ supp(x). Therefore, according to item (ii) of the main assumption, we have that a j , a t ≤ r − 1. Recall that v 1 (j), · · · , v q (j) are the row indices of column j that contain a 1. Therefore, for a fixed index t = j, the number of 1's in the set {(a t ) v 1 (j ) , . . . , (a t ) v q (j ) } equals the inner product a j , a t and thus cannot exceed r − 1. Therefore, for a fixed index t ∈ supp(x), the vector x t (a t ) j contains no more than r − 1 nonzero entries. Substituting this fact into (9) shows thatȳ j is the sum of at most k vectors (because x is k-sparse), each of which has no more than r − 1 nonzero entries. Therefore ȳ j 0 ≤ k(r − 1). (2): Suppose j ∈ supp(x). Then we can writē
Proof of
because the "reduced vector" (a j ) j consists of q 1's, as denoted by 1 q . By the same reasoning as in the proof of (1), it follows that
Therefore at least q − (k − 1)(r − 1) terms inȳ j equal x j . In view of Theorem 5, we can formulate an algorithm for the recovery of k-sparse vectors, as follows:
Construct the reduced measurement vectorȳ j .
3:
Find the number of the elements ofȳ j that are nonzero; call it ν.
(In implementation, we find the number of elements that are greater than some tolerance δ.) 4:
if ν > q/2 then 5:
Find a group of q/2 elements inȳ j that are equal; call this value θ j . (In implementation, we allow some tolerance here.) 6:x j = θ j . 7: else 8:x j = 0 9: end 10: end Note that there is no iterative process involved in the recovery -the estimatex is generated after a single pass through all n indices.
Theorem 6: If x is k-sparse, and A satisfies the main assumption with q > 2k(r − 1), thenx = x.
Proof: Note q > 2k(r − 1) implies that
Therefore, by Statement 1 of Theorem 5, it follows that if j ∈ supp(x), then ȳ j 0 ≤ k(r − 1) < q/2. Taking the contrapositive shows that if ȳ j 0 ≥ q/2, then j ∈ supp(x). Therefore, by Statement 2 of Theorem 5, it follows that at least q − (k − 1)(r − 1) > q − k(r − 1) > q/2 elements ofȳ j equal x j . Next we present the extension of our basic algorithm to the cases of a sparse signal with measurement noise, and a nearly sparse signal.
B. Recovery of Sparse Signals With Measurement Noise
In previous work, the model for noisy measurements is that y = Ax + η where there is a prior bound of the form η 2 ≤ . If x ∈ Σ k , then σ k (x, · 1 ) = 0. Therefore, if robust sparse recovery is achieved, then the bound in (4) becomes x − x 2 ≤ D . However, our approach draws its inspiration from coding theory, wherein it is possible to recover a transmitted signal correctly provided the transmission is not corrupted in too many places. Therefore our noise model is that η 0 ≤ M . In other words, it is assumed that a maximum of M components of the "true" measurement Ax are corrupted by additive noise, but there are no assumptions regarding the magnitude of the error signal η. In this case it is shown that, by increasing the number of measurements, it is possible to recover the true sparse vector , let y j ∈ R q denote the reduced measurement vector, consisting of the components y v 1 (j ) through y v q (j ) , and defineū j ∈ R q and η j ∈ R q analogously.
First suppose j ∈ supp(x). Then it follows from Item (1) of Theorem 5 that ū j 0 ≤ k(r − 1). Moreover, because η has no more than M nonzero components andη j is a sub-vector of η, it follows that η j 0 ≤ M . Therefore
This is Item (1) above. Next, suppose that j ∈ supp(x). Then it follows from Item (1) of Theorem 5 that at least q − (k − 1) (r − 1) elements ofū j equal x j . Because η j 0 ≤ M , it follows that at least q − (k − 1)(r − 1) − M components ofȳ j equal x j . This is Item (2) above. Finally, if q > 2k(r − 1) + 2M , it follows as in the proof of Theorem 6 thatx = x.
Note that the assumption on the noise signal η can be modified to η j 0 ≤ M for each j ∈ [n]. In other words, instead of assuming that η has no more than M nonzero components, one can assume that every reduced vectorη j has no more than M nonzero components.
C. Recovery of Nearly Sparse Signals
As before, if x ∈ Σ k , then let x d ∈ R n denote the projection of x onto its k largest components, and let x r = x − x d . We refer to x d , x r as the dominant part and the residual respectively. Note that, for any p ∈ [1, ∞], we have that the sparsity index σ k (x, · p ) equals x r p . To (nearly) recover such a vector, we modify the New Recovery Algorithm slightly. Let δ be a specified threshold.
Modified Recovery Algorithm 1: for j ∈ [n] do 2:
3:
Find the number of the elements ofȳ j that are greater than δ in magnitude; call it ν.
4:
Find a group of q/2 elements inȳ j such that the difference between the largest and smallest elements is no larger than 2δ; Let θ j denote the average of these numbers. 6:x j = θ j . 7: else 8:x j = 0 9: end 10: end
is the dominant part of x consisting of its k largest components, and x r = x − x d is the residual. Let y = Ax where A satisfies the main assumption with q > 2k(r − 1), and apply the modified recovery algorithm.
Remark: If 1 -norm minimization is used to recover a nearly sparse vector using (5) , then the resulting estimatex need not be sparse, and second, the support set of the dominant part ofx need not equal the support set of the dominant part of x.
Proof: Write x = x d + x r where x d consists of the dominant part of x and x r consists of the residual part. By assumption, x r 1 ≤ δ. Note that the measurement y equals Ax = Ax d + Ax r . Let u = Ax d and observe that x d ∈ Σ k . Further, observe that, because the matrix A is binary, we have that the induced matrix norm
Therefore Ax r ∞ ≤ x r 1 ≤ δ. Now, by Item (1) of Theorem 5, we know that if j ∈ supp(x d ), then no more than k(r − 1) components of the reduced vectorū j are nonzero. Therefore then no more than k(r − 1) components of the reduced vectorȳ j have magnitude more than δ. By Item (2) of Theorem 5, we know that if j ∈ supp(x d ), then at least
, then there is only one collection of q − (k − 1)(r − 1) > q/2 components of the reduced vectorȳ j that lie in an interval of width 2δ. The true x j lies somewhere within this interval, and we can setx j equal to the midpoint of the interval containing all of these components. In this case |x j − x j | ≤ δ. Because this is true for all j ∈ supp(x d ), it follows that (i) supp(x) = supp(x d ), and (ii)
Finally, it is easy to combine the two proof techniques and to establish the following theorem for the case where x is not exactly sparse and the measurements are noisy.
Theorem 9: Suppose x ∈ R n and that σ k (x, · 1 ) ≤ δ. Write x = x d + x r where x d is the dominant part of x consisting of its k largest components, and x r = x − x d is the residual. Let y = Ax + η where η 0 ≤ M , and A satisfies the main assumption with q > 2k(r − 1) + 2M . Apply the modified recovery algorithm. Then (i) supp(x) = supp(x d ), and (ii)
x − x d ∞ ≤ δ.
D. Construction of a Binary Measurement Matrix
The results presented until now show that the key to the procedure is the construction of a binary matrix A that satisfies the main assumption. In this subsection, it is shown that previous work by DeVore [26] provides a simple recipe for constructing a binary matrix with the desired properties. Note that [26] was the first paper to propose a completely deterministic procedure for constructing a matrix that satisfies the restricted isometry property. It is shown in this section that DeVore's matrix is also a special case of the bi-adjacency matrix of an expander graph. Therefore the DeVore matrix acts as a bridge between two distinct compressive sensing algorithms.
We now describe the construction in [26] . Suppose q is a prime number or a power of a prime number, and let F q denote the finite field with q elements. Suppose a is a polynomial of degree r − 1 or less with coefficients in F q , and define its "graph" as the set of all pairs (x, a(x)) as x varies over F q . Now construct a vector u a ∈ {0, 1} q 2 ×1 by setting the entry in row (i, j) to 1 if j = a(i), and to zero otherwise. To illustrate, suppose q = 3, so that F q = {0, 1, 2} with arithmetic modulo 3. Let r = 4, and let a(x) = 1 + 2x + x 2 + x 3 . With this choice, we have that a(0) = 1, a(1) = 2, and a(2) = 2. The corresponding 9 × 1 column vector has 1's in positions (0, 1), (1, 2), (2, 2) and zeros elsewhere. This construction results in a q 2 × 1 column vector u a that consists of q blocks of size q × 1, each of which contains a single 1 and q − 1 zeros. Therefore u a contains q elements of 1 and the rest equal to zero. Now let Π r −1 (F q ) denote the set of all polynomials of degree r − 1 or less with coefficients in F q . In other words,
Note that Π r −1 (F q ) contains precisely q r polynomials, because each of the r coefficients can assume q different values. 1 
Now define
The following theorem from [26] shows that the matrix A constructed as above satisfies the main assumption, and also the RIP with appropriately chosen constants. Theorem 10 (See [26, Th. 3.1] ): For the matrix A ∈ {0, 1} q 2 ×q r defined in (12) , we have that
whenever a, b are distinct polynomials in Π r −1 (F q ). Consequently, if we define the column-normalized matrix A = (1/ √ q)A, then A satisfies the RIP of order k with constant δ k ≤ ((k − 1)(r − 1))/q. In Theorem 3 it is shown that randomly generated left-regular graphs are expanders, but this result is not particularly useful. It is therefore of interest to have available methods that are guaranteed to generate expander graphs, even if the number of output vertices is larger than with random constructions. One such procedure is given in [31] . We now describe this construction, and then show that the DeVore construction is a special case of it. The construction in [31] is as follows: Let h ≥ 2 be any integer. Then the map Γ :
An alternate way to express the function Γ is:
In the definition of the function Γ, y ranges over F q as the "counter," and the above graph is left-regular with degree q. The set of input vertices is F r q , consisting of polynomials in some indeterminate Y with coefficients in F q of degree no larger than r − 1. The set of input vertices has cardinality q r . The set of output vertices is F s+1 and each output vertex is an (s + 1)tuple consisting of elements from F q . The set of output vertices has cardinality q s+1 . Note that the graph is q-left regular in that every input vertex has exactly q outgoing edges. Note that the inequality simply ensures that β > 0. Now we relate the construction of DeVore with that in [31] . Theorem 12: The matrix A constructed in [26] is a special case of the graph in Theorem 11 with s = 1, and any value for h. Therefore a bipartite graph with the biadjacency matrix of [26] 
whenever h < q r − 1 + 1.
Proof: Suppose that s = 1 and that h is any integer. In this case each polynomial f with coefficients in F q of degree r − 1 or less gets mapped into the pair (y, f (y)) as y ranges over F q . This is precisely what was called the "graph" of the polynomial f in [26] .
IV. COMPUTATIONAL RESULTS
Theorems 10 and 12 show that the measurement matrix construction proposed in [26] falls within the ambit of both the restricted isometry property as well as expander graphs. In other words, the binary DeVore's measurement matrix satisfies both RIP-2 and RIP-1 due to its construction and expander graph nature, respectively. Hence this matrix can be used together with 1 -norm minimization, the expander graph algorithm of Xu-Hassibi, as well as our proposed algorithm. In this section we compare the performance of all three algorithms using the DeVore construction. Note however that the number of rows of the matrix (or equivalently, the number of measurements) will vary from one method to another. This is discussed next.
A. Number of Measurements Required by Various Methods
In this subsection we compare the number of measurements required by 1 -norm minimization, expander graphs, and our method.
In 1 -norm minimization, as shown in Theorem 10, the matrix A, after column normalization dividing each column by √ q, satisfies the RIP with constant δ k = (k − 1)(r − 1)/q. Combined with Theorem 1, we conclude that 1 -norm minimization with the DeVore construction achieves robust k-sparse recovery whenever
To maximize the value of k for which the above inequality holds, we set r to its minimum permissible value, which is r = 3. Also, we replace tk − 1 by its upper bound tk, which leads to
Elementary calculus shows that the right side is maximized when t = 1.5. So the RIP constant of the measurement matrix must satisfy
Let us choose a value of 0.5 for δ tk to give some "cushion." Substituting the values t = 1.5, r = 3 in (17) and ignoring the rounding operations finally leads to the condition
For expander graphs, we can calculate the expansion factor 1 − β from Theorem 11. This gives β = (r − 1)(h − 1)s q .
Since we wish the expansion factor 1 − β to be as close to one as possible, or equivalently, β to be as small as possible, we choose s to be its minimum value, namely s = 1. Now we substitute r = 3, h = 2k (following [10] ), and set 1 − ≥ 3/4, or equivalently ≤ 1/4. This leads to
. Finally, for the new algorithm, it has already been shown that q ≥ 2(r − 1)k = 4k. Note that, since the matrix A has q 3 columns, we must also have that n ≤ q 3 .
The required number of measurements for each of the three algorithms are as shown in Table I . To facilitate the presentation, we introduce the notation x p to denote the smallest prime number that is no smaller than x.
B. Computational Complexity
Because the new algorithm does not involve any iteration, it is very fast. In this subsection we analyze the number of arithmetic operations involved in implementing it. For each index j ∈ [n], there are in essence two steps: First, to determine whether j belongs to the support of the unknown vector, and second, if j does belong to supp(x), to determine the value of x j . This is achieved as follows: For each index j ∈ [n], the reduced vectorȳ j is computed; thenȳ is sorted in decreasing order of magnitude. Ifȳ (q +1)/2 = 0, then j ∈ supp(x). Ifȳ (q +1)/2 = 0, then the sorted vector is scanned over a window of width (q + 1)/2, and an index a is chosen such thatȳ a =ȳ a+(q −1)/2 . This is the value of x j . Thus, for each index j, the most time-consuming step is to sortȳ. Sinceȳ has q components, the complexity is O(q log q), and since q = O(k), the complexity is O(k log k). Since this has to be done n times, the overall complexity is O(nk log k). Note that the algorithm is fully parallelizable, in that each index j can be processed separately and independently of the rest.
C. Numerical Examples
In this section we present a numerical example to compare the three methods. We chose n = 20, 000 to be the dimension of the unknown vector x. Since all three methods produce a measurement matrix with m = q 2 rows, we must have q < 141 ≈ √ 20000, because otherwise the number of measurements would exceed the dimension of the vector! Since the expander graph method requires the most measurements, the sparsity count k must satisfy 8(2k − 1) < 141, which gives k ≤ 9. However, if we try to recover k-sparse vectors with k = 9 using the expander graph method, the number of measurements m would be essentially equal to the dimension of the vector n. Hence we chose value of k = 6. With this choice, the values of q and the number of measurements are shown in Table II . Note that q must be chosen as a prime number.
Having chosen the values of n and k, we generated 100 different k-sparse n-dimensional vectors, with both the support set of size k and the nonzero values of x generated at random. 2  TABLE II  NUMBER OF MEASUREMENTS REQUIRED FOR THE NUMERICAL EXAMPLES WITH n = 20, 000 AND k = 6 As expected, both the expander graph method and the new algorithm recovered the unknown vector x exactly in all 100 cases. The 1 -norm minimization method recovers x with very small error. However, there was a substantial variation in the average time over the 100 runs. Our algorithm took an average of 0.0951 seconds, or about 95 milliseconds, 1 -norm minimization took 21.09 seconds, and the expander-graph algorithm took 76.75 seconds. Thus our algorithm was about 200 times faster than 1 -norm minimization and about 800 times faster than the expander-graph algorithm. As a final example, we introduced measurement noise into the output. As per Theorem 7, if y = Ax + η where η 0 ≤ M , then it is still possible to recover x exactly by increasing the prime number q. (Note that it is also possible to retain the same value of q by reducing the sparsity count k so that k + M is the same as before.) Note that the only thing that matters here is the number of nonzero components of the noise η, and not their magnitudes. One would expect that, if the norm of the noise gets larger and larger, our algorithm would continue to recover the unknown sparse vector exactly, while 1 -norm minimization would not be able to. In other words, our algorithm is tolerant to "shot" noise whereas 1 -norm minimization is not. The computational results bear this out. We choose n = 20, 000 and k = 6 as before, and M = 6, so that we perturb the true measurement Ax in six locations. Specifically we chose η = αv where each component of v is normally distributed, and then increased the scale factor α. Each experiment was repeated with 100 randomly generated sparse vectors and shot noise. The results are shown in Table III. V. DISCUSSION AND CONCLUSIONS In this paper we have presented a new algorithm for compressive sensing that makes use of binary measurement matrices and achieves exact recovery of sparse vectors, without any iterations. Exact recovery continues to hold even when the measurements are corrupted by a noise vector with a sufficiently small support set; this noise model is reminiscent of the model used in algebraic coding. When the unknown vector is not exactly sparse, but is nearly sparse with a sufficiently small residual, our algorithm exactly recovers the support set of the dominant components, and finds an approximation for the dominant part of the unknown vector. Because our algorithm is noniterative, it executes orders of magnitude faster than algorithms based on 1 -norm minimization and methods based on expander graphs (both of which require multiple iterations). Moreover, our method requires a smaller number of measurements in comparison to these two approaches when the measurement matrix is binary. On test examples of k-sparse n-dimensional vectors with k = 6 and n = 20, 000, our algorithm executes roughly 1,000 times faster than the Xu-Hassibi algorithm [10] based on expander graphs, and roughly 200 times faster than 1 -norm minimization.
On the other hand, these two methods do have their own advantages over the algorithm proposed here. The Xu-Hassibi algorithm [10] and its extension in [11] can be used with any expander graph with an expansion factor that is sufficiently close to one. In contrast, our algorithm makes use of a particular family of expander graphs whose bi-adjacency matrix satisfies the "main assumption." Similarly, if 1 -norm minimization is used to reconstruct a vector, then a bound of the form (4) holds no matter what the unknown vector is. In contrast, our error bounds require that the residual part of the unknown vector must be sufficiently small compared to the dominant part of the vector. This might not be a serious drawback however, because the objective of compressive sensing is to recover nearly sparse vectors, and not arbitrary vectors.
APPENDIX
In this appendix, we compare the number of measurements used by probabilistic as well as deterministic methods to guarantee that the corresponding measurement matrix A satisfies the restricted isometry property (RIP), as stated in Theorem 1. Note that the number of measurements is computed from the best available sufficient condition. In principle it is possible that matrices with fewer rows might also satisfy the RIP. But there would not be any theoretical justification for using such matrices.
In probabilistic methods, the number of measurements m is O(k log(n/k)). However, in reality the O symbol hides a huge constant. It is possible to replace the O symbol by carefully collating the relevant theorems in [1] . This leads to the following explicit bounds.
Theorem 13: Suppose X is a random variable with zero mean, unit variance, and suppose in addition that there exists a constant c such that 3 E[exp(θX)] ≤ exp(cθ 2 ), ∀θ ∈ R.
Define γ = 2, ζ = 1/(4c), α = γe −ζ + e ζ , β = ζ, (20) c := β 2 2(2α + β) .
Suppose an integer k and real numbers δ, ξ ∈ (0, 1) are specified, and that A = (1/ √ m)Φ, where Φ ∈ R m ×n consists of independent samples of X. Then A satisfies the RIP of order k with constant δ with probability ≥ 1 − ξ provided 
In (22), the number of measurements m is indeed O(k log(n/k)). However for realistic values of n and k, the number of measurements n would be comparable to, or even to exceed, n, which would render "compressive" sensing meaningless. 4 For "pure" Gaussian variables it is possible to find improved bounds for m (see Also, for binary random variables where X equals ±1 with equal probability, another set of bounds is available [32] . While all of these bounds are O(k log(n/k)), in practical situations the bounds are not useful.
This suggests that it is worthwhile to study deterministic methods for generating measurement matrices that satisfy the RIP. There are very few such methods. Indeed, the authors are aware of only three methods. The paper [26] uses a finite field method to construct a binary matrix, and this method is used in the present paper. The paper [33] gives a procedure for choosing rows from a unitary Fourier matrix such that the resulting matrix satisfies the RIP. This method leads to the same values for the number of measurements m as that in [26] . Constructing partial Fourier matrices is an important part of reconstructing time-domain sparse signals from a limited number of frequency measurements (or vice versa). Therefore the results of [33] can be used in this situation. In both of these methods, m equals q 2 where q is appropriately chosen prime number. Finally, in [34] a method is given based on chirp matrices. In this case m equals a prime number q. Note that the partial Fourier matrix and the chirp matrix are complex, whereas the method in [26] leads to a binary matrix. In all three methods, m = O(n 1/2 ), which grows faster than O(k log(n/k)). However, the constant under this O symbol is quite small. Therefore for realistic values of k and n, the bounds for m from these methods are much smaller than those derived using probabilistic methods. Table IV gives the values of m for various values of n and k. Also, while the chirp matrix has fewer measurements than the binary matrix, 1 -norm minimization with the binary matrix runs much faster than with the chirp matrix, due to the sparsity of the binary matrix. In view of these numbers, in the present paper we used DeVore's construction as the benchmark for the recovery of sparse vectors. For probabilistic constructions, the failure probability is ξ = 10 −9 . m G , m S G , m A denote respectively the bounds on the number of measurements using a normal Gaussian, a sub-Gaussian with c = 1/2, and a bipolar random variable and the bound of Achlioptas. For deterministic methods m D denotes the number of measurements using DeVore's construction, while m C denotes the number of measurements using chirp matrices.
