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ABSTRACT
This study investigates the use of a Model Reference Adaptive Control (MRAC) direct
approach to solve the attitude control problem of an Expendable Launch Vehicle (ELV) during
its boost phase of flight. The adaptive autopilot design is based on Lyapunov Stability Theory
and provides a useful means for controlling the ELV in the presence of environmental and
dynamical uncertainties.
Several different basis functions are employed to approximate the nonlinear parametric
uncertainties in the system dynamics. The control system is designed so that the desired
response to a reference model would be tracked by the closed-loop system. The reference model
is obtained via the feedback linearization technique applied to the nonlinear ELV dynamics. The
adaptive control method is then applied to a representative ELV longitudinal motion, specifically
the 6th flight of Atlas-Centaur launch vehicle (AC-6) in 1965. The simulation results presented
are compared to that of the actual AC-6 post-flight trajectory reconstruction.
Recommendations are made for modification and future applications of the method for
several other ELV dynamics issues, such as control saturation, engine inertia, flexible body
dynamics, and sloshing of liquid fuels.
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CHAPTER 1: INTRODUCTION
This study investigates the use of a Model Reference Adaptive Control (MRAC) direct
approach to solve the attitude control problem of an Expendable Launch Vehicle (ELV) during
its boost phase. The adaptive autopilot design is based on Lyapunov Stability Theory and
provides a useful means for controlling the ELV in the presence of environmental and dynamical
uncertainties.

1.1

Motivation
Adaptive control techniques began to emerge in the mid 1950’s for applications of flight

control [1]. Supersonic flight was still a rather new phenomenon, hypersonic flight was just
starting to be researched, and ballistic missiles were being developed to deliver weapons from
space. When the Soviet Union launched the first Sputnik satellite, many aerospace research and
development programs were initiated and/or infused with funding. One particular program, the
experimental hypersonic research program of the X-15, would provide a test bed for adaptive
flight control.
The current Space Shuttle orbiter owes many of its technical achievements to the X-15
program. The X-15 had the first aerodynamic/reaction control system, which allowed it to
transition from atmospheric flight to space fight and back. The third X-15 aircraft had an
adaptive control system developed by Honeywell [2] that was a model following adaptive
variable gain, rate command augmentation system and autopilot. The system was installed in
series with the basic X-15 hydromechanical control system in the same general arrangement as
the basic stability augmentation system which it replaced [3]. The adaptive control system flew
many times before a disastrous flight test accident took the life of a pilot in November 1967.
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While many factors were found to have contributed to the failure, it was established that the
adaptive control system did not normally reduce the gains and they drifted to critical values.
Due to the control actuation also being saturated, a limit-cycle developed that put the vehicle in
accelerations that exceeded its structural limits.
An important outcome of that accident was the questioning of the use of adaptive control
over that of conventional (and simpler) gain/filter scheduling at several fixed intervals in the
flight envelope [4]. This philosophy would prevail in industry over much of the next 25 years,
until rigorous stability proofs and architectures to prevent parameter drift were revisited. Even
with the X-15 failure, 65 previous flight tests demonstrated that the adaptive control system
provided nearly invariant response at essentially all aerodynamic flight conditions. They also
proved that a priori knowledge of the aircraft aerodynamics was not required and configuration
changes were adequately compensated. These are benefits of adaptive control that can be
exploited today.
Most current expendable launch vehicles (ELVs) evolved from original designs from the
1950’s and 1960’s [5], [6]. They employ time dependent gain/filter scheduling across a large
flight envelope as the vehicle is accelerating after launch. Control actuation is achieved by
gimbaled nozzles that vector the thrust from the engines. Evolved designs usually include
changing external mold lines, such as adding solid rocket motors (SRMs) for increased
performance or changing payload fairings (PLFs) for enhanced payload capabilities. In addition
to aerodynamic changes of the ELV configurations, there are external disturbances of wind gusts
that affect the controllability of the vehicle and launch opportunities throughout the year. For
example, engine actuator saturation may occur near maximum dynamic pressure portions of the
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trajectory with unknown wind gusts. Lastly, all large ELVs deal with uncertain dynamics such
as time varying mass properties, aero-elasticity (bending) and fuel slosh that may cause stability
or performance issues that gain/filter scheduled autopilots may not easily solve. Adaptive
control schemes can be investigated to alleviate these problems with a unified framework using
the most recent advances in the theory.
The direct MRAC scheme has potential cost savings by reducing the amount of windtunnel testing needed as well as eliminating the need for maintenance of large aerodynamic
databases. The ability to design and develop a single control system design for several vehicle
variants reduces design complexity as well as cost. MRAC also has shown robustness to
uncertainties with sometimes improved and more predictable performance.

1.2

Problem Definition
In this research the ELV data studied is that of the sixth Atlas-Centaur flight (AC-6). The

Surveyor program of lunar probes consisted of several AC flights, of which AC-6 was a test
flight with a simulated payload in 1965. AC-6 is representative of current ELV designs with
available data that does not have ITAR or company proprietary restrictions [7]-[11]. Figure 1
shows the launch of AC-10, the NASA Surveyor 1 mission that scouted the lunar surface for
future Apollo manned lunar landing sites.
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Figure 1. Atlas-Centaur 10 - Carrying the Surveyor 1 Spacecraft (NASA)

The goal of this research is to solve an attitude control problem of an AC-6 type ELV
during its boost flight by investigating the direct MRAC approach utilizing Lyapunov stability
theory. It is followed by testing the control scheme under the presence of environmental and
dynamical uncertainties.

1.3

Approach
Indirect methods of adaptive control require plant parameter estimation. The direct

approach only estimates controller parameters via adaptive gains that are derived through an
adaptation law. The method investigated in this thesis does not rely on convergence of the
estimated control parameters to their true unknown values, but are required to be bounded for
stability.
The first step will be to use a system plant (e.g. ELV) with known dynamics structure but
unknown parameters. Next, a reference system that specifies the desired response to a given
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command signal (e.g. pitch rate) is selected. Then the controller is parameterized and an
adaptation law that adjusts the parameters based on the state error between the plant and
reference model is developed. To guarantee stability, the adaptive law is chosen such that the
time-derivative of a chosen Lyapunov function decreases along the error dynamics trajectory
[12]. Figure 2 shows the generic architecture of the direct MRAC approach.

Figure 2. General MRAC Architecture

The baseline Atlas-Centaur controller [10] (i.e. proportional-integral control) is applied
because it provided good tracking of the input command (i.e. pitch rate command). To obtain
the reference model, Jacobian linearization of the system plant (i.e. baseline controller and ELV
dynamics) was done at several time-points along the AC-6 trajectory. Because some of the state
derivatives have no equilibrium points as the ELV is accelerating, there would have needed to be
some type of “scheduling” of reference models for the entire flight envelope. Figure 3 shows
this type of MRAC architecture. Notice that the reference command signal (r) to the autopilot is
assumed to be supplied by a guidance system in an outer-loop. Most ELVs fly with an openloop guidance scheme for first part of atmospheric flight (i.e. a pre-determined pitch rate
command) that will minimize aerodynamic loading on the vehicle.
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Figure 3. First ELV MRAC Architecture

Feedback linearization methods, and specifically the normal form, of the system
dynamics result in a linear time-invariant (LTI) reference model development. The methods of
feedback linearization, in [13] and [14], transform the nonlinear system into an equivalent linear
system through a change of variables and suitable control input. An LTI reference model can be
found of the same order of the transformed nonlinear dynamics. The architecture shown in
Figure 4 is what was used in the research presented by this thesis.
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Figure 4. Final ELV MRAC Architecture

1.4

Overview
This document consists of six chapters. In chapter 2 a review of previous work in the

field of aerospace adaptive control is done. Chapter 3 derives the equations of motion of the
pitch-plane dynamics of the ELV. In chapter 4 the MRAC architecture is derived based on the
Lyapunov stability theory found in [12]. Various system simulation results are shown in chapter
5. The thesis ends with chapter 6 that provides the conclusion of the research and
recommendations for future work.
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CHAPTER 2: LITERATURE REVIEW
2.1

Aerospace Applications
The theory of adaptive control history is well documented, but its success in aerospace

applications is varied. In a paper [15] in 1991, MRAC was one of eight advanced control system
design techniques that were evaluated for the USAF Advanced Launch System (ALS) program.
The techniques represented a cross-section of recent developments in control synthesis at the
time. They included: multivariable linear and nonlinear design and analysis methods, frequency
weighting approaches, and adaptive schemes.
That paper [15] stated that direct MRAC had several issues that severely limited it as a
viable candidate for ALS application. The most important issue they avowed is that persistent
excitation requirements could call for cycling of the gimbaled engines, resulting in non-standard
and non-optimal guidance trajectories. While guidance system changes would need to be traded
with other benefits of MRAC in order to achieve the desired payload objective, persistent
excitation (as it pertains to stability) now can be handled with modifications to direct MRAC.
Boundedness of controller parameters has been shown by several authors [17]. Details, or
proofs, of the authors’ concerns where not shown in the ALS paper.
Another paper [16] discusses direct MRAC for several aircraft and weapon systems. All
examples used aerodynamic control surfaces vs. the thrust vector control (TVC) for ELVs.
Some use dynamic inversion with neural networks as their control scheme. Important
assumptions for all the examples are that the reference models must be stable and are developed
by a Jacobian linearization of the system dynamics about trajectory equilibrium (trim) points.
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They also assume a special linear form of system dynamics, where the adaptive controller is
assumed to augment a baseline linear controller.

2.2

ELV Specific Application
Except for at the trivial first time-point (t=0) in a launch, no equilibrium points exist for

an ELV. Jacobian linearization to achieve reference models would not work for ELVs. In a
paper in 2006 [18] feedback linearization methods were shown to overcome the analytical
intractability of a nonlinear air-breathing hypersonic vehicle with coupled engine and aeroelasticity (bending) dynamics. Using the normal form of [13] and [14] results in a
transformation of the nonlinear system to an equivalent linear system with a change of variables
and a suitable control input.
Leonessa, et al., has shown in [12] a more general MRAC framework. There are no
requirements for a stable reference model or the form of the system dynamics (e.g. dynamics can
be nonlinear), as long as the model matching conditions, or compatibility relations, for the
uncertainty hold. The paper’s real benefit is for systems with actuator rate and amplitude
saturation, but the general MRAC premise is useful for this thesis. That paper also expressly
states, “If the system dynamics is in Normal Form with asymptotically stable internal dynamics,
then one can always construct basis functions (uncertainty) and a stabilizable reference model
that meet the matching conditions without requiring knowledge of the system dynamics”.
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CHAPTER 3: EQUATIONS OF MOTION
3.1

Introduction
For simplicity, only the pitch-plane of the ELV motion is studied in this work. The

control problem in the context of the short-period dynamics of the vehicle is concerned mainly
with ensuring that the ELV responds satisfactorily to input signals in the form of rate or attitude
commands. The long-period dynamics are also of concern in ELV motion. The relations
between speed and attitude (long-period) and that of angle-of-attack, attitude, and attitude rate
(short-period) are not as decoupled as those in aircraft motion. The energy used for stability and
performance of the short-period dynamics may result in undesired final speed and position, i.e.
the final orbit.
The derived equations are presented with relation to a defined coordinate system. Several
assumptions are made that allow for simplification of the equations. The equations of motion of
an ELV are complicated by the fact that the vehicle has time-variable mass and inertia. There
are also relative motion between various masses within the vehicle and the origin of the body
axes, such as fuel sloshing, engine gimbal rotation, and vehicle flexibility. The derivations and
assumptions in this research follow those found in [5].

3.2

Coordinate Frame
The assumed pitch-plane coordinate frame is shown in Figure 5. Forces and moments

acting on the ELV are shown in dark bold. The launch azimuth is assumed to be directly East.
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Figure 5. ELV Free-body Diagram of Pitch Plane

Referencing Figure 5 above, the major assumptions are outlined as:
- The inertial origin is at the launch pad on a flat-Earth coordinate frame
- The body axes origin is at the center-of-gravity (CG) of the vehicle
- Only rigid-body motions are considered in the pitch-plane (3-DOF)
- The cross-products of inertia are negligible as the vehicle is symmetric
- Aerodynamic forces are found via look-up tables: C A = f ( Mach ) and C N = f (α , Mach )
- Acceleration due to gravity is considered constant (32.174 ft/sec2)
- Engine deflections are small enough ( δ p << 1 ) such that sin δ p ≈ δ p and cos δ p ≈ 1
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- Inertial position, X I , Y I , does not affect attitude dynamics directly
- Incidence angle α << 1 such that Vr ≈ U and α ≈ ⎛⎜ W ⎞⎟
⎝U ⎠

Other useful relationships, including wind velocity WE, are defined as:
- Relative Airspeed: Vr = U ′2 + W ′2

⎛W ′⎞
- Angle-of-Attack: α = tan −1 ⎜ ⎟
⎝ U′ ⎠
- Flight-Path Angle: γ = θ − α
- Dynamic Pressure: q = 12 ρVr2
- Aerodynamic Forces: F A = q S ref C A and FN = q Sref (CN 0 + CN α α )
The body-axes components of velocity are defined as U ′ = U + WE cos θ and W ′ = W + WE sin θ .

3.3

Pitch-Plane Equations
The architecture introduced earlier in Figure 3 can be written to separate the baseline

controller from the rest of the nonlinear system, where the system dynamics are of the form

v
v
x& sys = f ( x sys ) + Bsysδ p
v
v
y sys = x sys

(1)

and defined as

⎡ x&1 ⎤
⎢ x& ⎥
⎢ 2⎥
⎢ x&3 ⎥
⎢& ⎥
⎣ x4 ⎦ sys

qS C
⎡
(T + Tc ) ⎤
− qW − g sin θ − ref A + s
⎡ 0 ⎤
⎢
m
m ⎥ ⎢ ⎛ Tc ⎞ ⎥
⎡U& ⎤ ⎢
⎥
⎢ & ⎥ ⎢ qU + g cosθ − q S ref (C N 0 + C N α α ) ⎥ ⎢ ⎜⎝ m ⎟⎠ ⎥
W
⎥δ
m
=⎢ ⎥=⎢
⎥ + ⎢⎛
p
⎞
T
l
⎢
⎢ q& ⎥ ⎢
&I
q S ref lα (C N 0 + C N α α ) ⎥ ⎜ c c ⎟⎥
yy
⎢ ⎥ ⎢ −
q+
⎥ ⎢⎜⎝ I yy ⎟⎠⎥
I yy
I yy
⎣q⎦ ⎢
⎥ ⎢ 0 ⎥
⎦
&
⎢⎣
⎥⎦ ⎣
θ
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(2)

The baseline controller output is defined as

δ c = δ p = cI + K A (θ e − K Rθ& )

(3)

Where the baseline controller system dynamics are shown in Figure 6 and defined as
v
v
v
x& c = Ac x c + Bc uc
v
v
y c = C c x c + Dc uc

(4)

or
⎡θ&e ⎤ ⎡ 0
⎢ ⎥=⎢
⎣c&I ⎦ ⎣ K A K I

−1
0⎤ ⎡θ e ⎤ ⎡1
⎤ ⎡ θ&c ⎤
+
⎢ ⎥
0⎥⎦ ⎢⎣ cI ⎥⎦ ⎢⎣0 − K A K I K R ⎥⎦ ⎣θ&M ⎦

δ c = δ p = [K A

⎡ θ& ⎤
⎡θ ⎤
1]⎢ e ⎥ + [0 − K A K R ]⎢ c ⎥
&
⎣cI ⎦
⎣θ M ⎦

Where K A and K I are the baseline controller gains and K R is the rate gyro gain. The pitch
program, θ&c , is the commanded (or desired) rate input to the control system and also is the
reference signal ( r ).

Figure 6. Baseline Control System Block Diagram
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(5)

The following state variables are defined for the nonlinear system with the baseline controller
v
x = [U W

q θ

cI

θ e ]T = [x1

x2

x3

x4

x5

x6 ]

T

(6)

The nonlinear system dynamics can now be put in the form
v
v
v
x& = f ( x ) + g ( x )u
v
v
y = h( x )

(7)

After substituting for δ p and the variable definitions, the state equation with no wind becomes
⎡
⎤
ρS ref C A x12 (Ts + Tc )
sin
−
−
−
+
x
x
g
x
⎢
⎥
3 2
4
2m
m
⎡ x&1 ⎤ ⎢
⎥ ⎡ 0⎤
2
ρS ref (C N 0 x1 + C Nα x1 x2 ) Tc
⎢ x& ⎥ ⎢
⎢ ⎥
+ ( x5 + K A (x6 − x3 K R ))⎥⎥ ⎢0⎥
⎢ 2 ⎥ ⎢ x3 x1 + g cos x 4 −
2m
m
⎢ x& 3 ⎥ ⎢
2
⎥ ⎢ 0⎥
&
⎢ & ⎥ = ⎢ − I yy x + ρS ref lα (C N 0 x1 + C Nα x1 x 2 ) + Tc lc ( x + K ( x − x K )) ⎥ + ⎢ ⎥u
0
A
3
5
6
3 R
⎢ x4 ⎥ ⎢
2 I yy
⎥ ⎢ ⎥
I yy
I yy
⎢ x& 5 ⎥ ⎢
⎥ ⎢ 0⎥
x3
⎢ ⎥ ⎢
⎥ ⎢ ⎥
⎣ x& 6 ⎦ ⎢
K A K I ( x6 − x3 K R )
⎥ ⎣1 ⎦
⎢
⎥
− x3
⎣
⎦

(8)

v
The output equation is chosen as y = x 4 = θ . It is also convenient to define other parameters in

(8) as constants, then the nonlinear equation becomes

⎤ ⎡ 0⎤
− x 3 x 2 − K1 sin x 4 − C1 x12 + K 2
⎡ x&1 ⎤ ⎡
⎥ ⎢ ⎥
⎢ x& ⎥ ⎢ x x K
2
0
⎢ 2 ⎥ ⎢ 3 1 + 1 cos x 4 − C 2 x1 − C 3 x1 x 2 + K 3 x5 + K 4 x 6 − K 5 x3 ⎥ ⎢ ⎥
⎥ ⎢ 0⎥
⎢ x& 3 ⎥ ⎢
− K11 x 3 − K 8 x 3 + C 4 x12 + C5 x1 x 2 + K 6 x5 + K 7 x 6
=
⎥ + ⎢ ⎥u
⎢& ⎥ ⎢
x
x
4
3
⎥ ⎢ 0⎥
⎢ ⎥ ⎢
⎥ ⎢ 0⎥
⎢ x& 5 ⎥ ⎢
− K 9 x 3 + K10 x 6
⎥ ⎢ ⎥
⎢ ⎥ ⎢
− x3
⎥⎦ ⎣1⎦
⎣ x& 6 ⎦ ⎢⎣
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(9)

Where the constants are defined as
K1 = g

C1 =

Ts + Tc
m
T
= c
m
TK
= c A
m
TK K
= c A R
m
Tl
= cc
I yy

K2 =
K3
K4
K5
K6

K7 =

Tc l c K A
I yy

K8 =

Tc l c K A K R
I yy

C2 =
C3 =
C4 =
C5 =

ρS ref C A
2m
ρS ref C N 0
2m
ρS ref C Nα
2m
ρS ref lα C N 0
2 I yy

ρS ref lα C Nα
2 I yy

K9 = K AK I K R
K10 = K A K I
I& yy
K11 =
I yy

3.4

Summary

The equations of motion of (9) are now in a form that is convenient for feedback
linearization and adaptive control design. The next chapter will show the derivation of the
reference model and adaptive controller.
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CHAPTER 4: CONTROL SYSTEM DESIGN
4.1

Introduction

In order to obtain the adaptive control architecture defined in Figure 4, feedback
linearization will be performed on the nonlinear system dynamics. This will transform the
nonlinear system into an equivalent linear system through a change of variables and suitable
control input. A special notation is introduced, called the Lie derivative [14] that is convenient
for taking multiple derivatives with respect to the same (or different) vector field. A reference
model can then be developed that meets the compatibility relations.

4.2

Feedback Linearization

To obtain the normal form of the feedback linearized system, one takes the timederivative of the output in successive instances until the input variable appears in the equation.
If the nonlinear equations are in the form

x& = f ( x ) + g ( x )u
y = h(x )

(10)

Where x ∈ ℜ n is the state vector, u ∈ ℜ p is the vector of inputs, and y ∈ ℜm is the vector of
outputs. The first time-derivative of the output in (10) is

y& =

∂h ( x )
∂h ( x )
( f (x ) + g (x )u )
x& =
∂x
∂x

(11)

The time derivative of the output equation in terms of Lie derivatives is

y& = L f h ( x ) + Lg h ( x )u
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(12)

Where the definition of the Lie derivative of h( x ) with respect to f ( x ) is L f h ( x ) =

and the Lie derivative of h( x ) with respect to g ( x ) is Lg h ( x ) =

∂h ( x )
g (x ) .
∂x

∂h ( x )
f (x )
∂x

The relative degree (rd) of the system can be considered as the number of times the output
(y) needs to be differentiated before the input (u) appears in the equation. Assuming rd = n, then
y = h(x )
y& = L f h ( x )

&y& = L2f h ( x )

(13)

M

y (n ) = Lnf h ( x ) + Lg Lnf−1h ( x )u

The state transformation can now be expressed in a new state vector z as
⎡ z1 ( x )⎤ ⎡ h ( x ) ⎤
⎢ z ( x )⎥ ⎢ L h ( x ) ⎥
⎥
⎢ 2 ⎥=⎢ f
M
⎢
⎥
⎢ M ⎥
⎢
⎥ ⎢ Ln −1h ( x )⎥
⎣ z n ( x )⎦ ⎣ f
⎦

(14)

and the resulting system is then effectively a bank of n integrators
L f h(x )
⎤ ⎡ z2 ⎤
⎡ z&1 ( x )⎤ ⎡
2
⎥ ⎢ ⎥
⎢ z& ( x )⎥ ⎢
L f h(x )
⎥ = ⎢ z3 ⎥
⎢ 2 ⎥=⎢
M
⎥ ⎢M⎥
⎢ M ⎥ ⎢
⎢&
⎥ ⎢ Ln h ( x ) + L Ln −1h ( x )u ⎥ ⎢ ⎥
g f
⎣ z n ( x )⎦ ⎣ f
⎦ ⎣υ ⎦
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(15)

4.2.1

ELV Formulation

For the ELV system dynamics in (9), recall the chosen output is y = x 4 = θ and
successive time differentiations result in
y& = x&4 = θ& = x3
&y& = &x&4 = θ&& = x&3 = −(K8 + K11 )x3 + C4 x12 + C5 x1 x2 + K 6 x5 + K 7 x6
&y&& = &x&&4 = θ&&& = &x&3 = −(K8 + K11 )x&3 + C4 x1 x&1 + C5 ( x&1 x2 + x1 x&2 ) + K 6 x&5 + K 7 x&6

&y&& = f1 ( x ) + K 7 u

or

(16)

where
f1 ( x ) = −(2C1C4 + C2C5 )x13 − (K8 + K11 )C4 x12 − (C1C5 + C3C5 )x12 x2 + C5 x12 x3 − 2C4 x1 x2 x3

− (K8 + K11 )C5 x1 x2 − C5 K 5 x1 x3 + C5 K 3 x1 x5 + C5 K 4 x1 x6 + 2C4 K 2 x1 − 2C4 K1 x1 sin x4

[

]

− C5 K1 x1 cos x4 − C5 x22 x3 + C5 K 2 x2 − C4 K1 x2 sin x4 + (K8 + K11 ) − K 6 K 9 − K 7 x3

− (K8 + K11 )K 6 x5 + [K 6 K10 − (K8 + K11 )K 7 ]x6

2

The transformed system dynamics in the normal form of Figure 4 is then
⎤ ⎡
θ&
q
⎡ z&1 ( x )⎤ ⎡ z 2 ⎤ ⎡
⎤
⎢
⎥
⎢ z& ( x )⎥ = ⎢ z ⎥ =
⎢
⎥
&
&
θ
q&
⎥=⎢
⎢ 2 ⎥ ⎢ 3⎥ ⎢
⎥
⎢⎣ z&3 ( x )⎥⎦ ⎢⎣ υ ⎥⎦ ⎢⎣ f1 ( x ) + K 7 u ⎥⎦ ⎢⎣ f1 ( x ) + K 7 u ⎥⎦

4.2.2

(17)

Reference Model

The reference model is chosen such that it tracks the reference signal (r)
sufficiently and has the same number of transformed states (z) as the feedback linearized
ELV system. It is desired for the reference model to respond to the commanded pitch
rate reference signal sufficiently, i.e. the rise and settling times should be approximately
0.6 sec and 2 sec respectively, and a peak overshoot of less than 15%. A second order
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system with damping of 0.53 and frequency of 2.83 rad/sec achieves the desired pitch
rate response to a reference step input (see Figure 7). The transfer function
representation is
z2 (s )
8
= 2
r (s ) s + 3s + 8

Where the second order systems for angular position and acceleration would then be
z1 (s )
8
= 3
r (s ) s + 3s 2 + 8s
z3 (s )
8s
= 2
r (s ) s + 3s + 8
Step Response
1.4
System: rate
Peak amplitude: 1.14
Overshoot (%): 14
At time (sec): 1.34

1.2

System: rate
Settling Time (sec): 2.04
1

System: rate
Rise Time (sec): 0.603

Amplitude

0.8

0.6

0.4

0.2

0
0

0.5

1

1.5

2

2.5

3

Time (sec)

Figure 7. Rate Output Step Response of Selected Reference Model
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3.5

4

The multiple output reference model in control canonical form then becomes
z&r = Ar z r + Br r

(18)

y r = C r z r + Dr r

or
0 ⎤ ⎡ z1 ⎤ ⎡0⎤
⎡ z&1 ⎤ ⎡0 1
⎢ z& ⎥ = ⎢0 0
1 ⎥ ⎢ z 2 ⎥ + ⎢0⎥ r
⎥⎢ ⎥ ⎢ ⎥
⎢ 2⎥ ⎢
⎢⎣ z&3 ⎥⎦ ⎢⎣0 − 8 − 3⎥⎦ ⎢⎣ z3 ⎥⎦ ⎢⎣8⎥⎦
⎡1 0 0⎤ ⎡ z1 ⎤ ⎡0⎤
y r = ⎢ 0 1 0⎥ ⎢ z 2 ⎥ + ⎢ 0 ⎥ r
⎥⎢ ⎥ ⎢ ⎥
⎢
⎢⎣0 0 1⎥⎦ ⎢⎣ z3 ⎥⎦ ⎢⎣0⎥⎦

4.3

(19)

MRAC Design

With the nonlinear system dynamics given in (9) and the reference model of (19), the
adaptive controller can now be derived. To characterize the adaptive feedback tracking control
law for a nonlinear uncertain system, consider the ELV equations derived in (17) as

z&(t ) = f (z (t )) + Bu(t ), z (0) = z0 ,

t≥0

(20)

Where z ∈ ℜ nz is the state vector and u ∈ ℜ m is the vector of inputs. Using the notation found in
[12], assuming a desired trajectory is given as z d (t ), t ≥ 0 , the objective is to find a u (t ), t ≥ 0
so that the system tracks the desired trajectory (i.e. lim z (t ) − z d (t ) = 0 ). Recall that in (19) the
t →∞

reference trajectory need not be stable, only that Ar ∈ ℜ nz ×nz and Br ∈ ℜnz ×m such that the pair

( Ar , Br ) is stabilizable (i.e. all unstable modes are controllable).
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Restated, the goal is to design u (t ), t ≥ 0 and a bounded piecewise continuous reference
function r (t ), t ≥ 0 , such that
lim z (t ) − z r (t ) = 0 ⇒ lim z r (t ) − z d (t ) = 0
t →∞

t →∞

⇒ lim z (t ) − z d (t ) = 0
t →∞

(21)

When the system dynamics are known, the tracking error can be defined as
e(t ) = z (t ) − z r (t )

e(0) = z 0 − z r0 = e0

(22)

With the error dynamics defined as
e&(t ) = z& (t ) − z& r (t ) = { f (z (t )) + Bu (t )} − {Ar z r (t ) + Br r (t )}

(23)

Theorem 2.1 of [12] assumes that ideal gain matrices Θ* ∈ ℜ m×s and Θ*r ∈ ℜm×m exist, as well as
function Φ : ℜn → ℜ s such that the compatibility equations are
0 = f (z ) + BΘ*Φ ( x ) − Ar z

x ∈ ℜn

0 = BΘ*r − Br

(24)

For the ELV system dynamics, (24) becomes
0 ⎤ ⎡ z1 ⎤
⎡ 0⎤ ⎡ z 2 ⎤ ⎡ 0 ⎤
⎡0 1
⎢0⎥ = ⎢ z ⎥ + ⎢ 0 ⎥ Θ*Φ ( x ) − ⎢0 0
1 ⎥ ⎢ z2 ⎥
⎢ ⎥ ⎢ 3 ⎥ ⎢ ⎥
⎢
⎥⎢ ⎥
⎢⎣0⎥⎦ ⎢⎣ f1 (x )⎥⎦ ⎢⎣ K 7 ⎥⎦
⎢⎣0 − 8 − 3⎥⎦ ⎢⎣ z3 ⎥⎦
⎡ 0⎤ ⎡ 0 ⎤
⎡0⎤
⎢0⎥ = ⎢ 0 ⎥ Θ* − ⎢0⎥
⎢ ⎥ ⎢ ⎥ r ⎢ ⎥
⎢⎣0⎥⎦ ⎢⎣ K 7 ⎥⎦
⎢⎣8⎥⎦
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(25)

In order for (25) to hold, the ideal gain matrices must cancel with the uncertainty in the last rows
of both equations.
Even though there is no stability requirement on the reference model, it still must be
stabilizible. To deal with unstable reference models, let there be a gain K ∈ ℜ m×nz that is defined
by
K = − R2−1 BrT P

(26)

Where the n z × n z positive definite matrix P satisfies the algebraic Riccati equation
0 = ArT P + PAr − PBr R2−1 BrT P + R1

(27)

The arbitrary positive definite matrices that are designed to stabilize the system are R1 ∈ ℜ nz ×nz
and R2 ∈ ℜm×m . The control law then becomes
u (t ) = Θ1*Φ1 (t ) + Θ*r r (t )

[ Θ ]∈ ℜ ( )
= [Φ ( x ) e K ]∈ ℜ

Θ1* = Θ*

where

Φ1

T

(28)

m× s + m

*
r

T

T

s+m

(29)

When the ideal gains are not known, only that they exist such that the compatibility
equations (25) hold, the goal is to construct the estimates Θ(t ) ∈ ℜ m×s and Θ r (t ) ∈ ℜ m×m . Using
the same gain K defined in (26), P can be partitioned such that
P = [P1

P2 ] > 0

P1 ∈ ℜ nz ×(nz −m )
P2 ∈ ℜ nz ×m
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(30)

The ELV control now becomes
u (t ) = Θ1 (t )Φ1 (t ) + Θr (t )r (t )

(31)

With adaptive design parameters defined as Γ1 and Γr , the adaptation laws are

Θ1 (0) = 0

& (t ) = − P T e(t )Φ T (t )Γ
Θ
1
2
1
1
T
T
& (t ) = − P e(t )r (t )Γ
Θ
r

2

Γ1 ∈ ℜ( s + m )× ( s + m )

Θ r (0) = 0

r

(32)

Γr ∈ ℜ m × m

Proof that e(t ) → 0 as t → ∞ can be found in [12].

4.4

Basis Functions

With the adaptive controller defined by (32), basis functions must be derived that attempt
to approximate the uncertainty in the system. Recall from (16) that
f1 (x ) = −(2C1C 4 + C 2C5 )x13 − (K 8 + K11 )C4 x12 − (C1C5 + C3C5 )x12 x 2 + C5 x12 x3 − 2C 4 x1 x2 x3

− (K 8 + K11 )C5 x1 x 2 − C5 K 5 x1 x3 + C5 K 3 x1 x5 + C5 K 4 x1 x6 + 2C4 K 2 x1 − 2C 4 K1 x1 sin x 4

[

]

− C5 K1 x1 cos x4 − C5 x 22 x3 + C5 K 2 x2 − C 4 K1 x 2 sin x4 + (K 8 + K11 ) − K 6 K 9 − K 7 x3
− (K 8 + K11 )K 6 x5 + [K 6 K10 − (K 8 + K11 )K 7 ]x6

2

(33)

If all the ELV states (x) can be measured then the basis function can be chosen from (33) as

[

Φ (x ) = x3
x2

x1 x3
x5

x1 x 2 x3
x6

x1 x 2

x12 x3

x22 x3

x1 sin x 4

x1 x5

x1 x6

x12

x12 x 2

x1 cos x 4
x13

]

x2 sin x 4

T

x1 L

(34)

Where the control parameter estimates are defined as
Θ = [θ1 θ 2 θ 3 θ 4 θ 5 θ 6 θ 7 θ 8 θ 9 L

θ10 θ11 θ12 θ13 θ14 θ15 θ16 θ17 θ18 ]
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(35)

Then (29) becomes
Θ1 = [Θ Θ r ]∈ ℜ m×( s + m )

[

(36)

]

Φ 1 = Φ T (x ) e T K T ∈ ℜ s + m

When the feedback linearization was performed, two new states (z) had the same physical
meaning as two of the previous states (x). Because
⎡ z1 ⎤ ⎡θ ⎤ ⎡ x4 ⎤
⎢ z ⎥ = ⎢θ&⎥ = ⎢ x ⎥
⎣ 2⎦ ⎣ ⎦ ⎣ 3⎦

(37)

Combining terms in Φ(x) as a function of x3 and x4 results in the ability of the internal dynamics
to be approximated by only functions of time,

(x

2
1

⎛ N
⎞
+ x1 x 2 + x1 + x 22 )x3 ≈ ⎜ ∑ β1i t i ⎟ z 2
⎝ i =0
⎠

(x1 + x2 ) sin x4 ≈ ⎛⎜ ∑ β 2 t i ⎞⎟ sin z1
N

⎝ i =0

i

⎠

(x1 ) cos x4 ≈ ⎛⎜ ∑ β 3 t i ⎞⎟ cos z1
N

⎝ i =0

⎠

i

⎛
⎞
f ( x1 , x2 , x5 , x6 ) ≈ ⎜ ∑ β 4i t i ⎟
⎝ i =0
⎠
N

If all of the transformed states (z) can be measured (i.e. angular attitude, angular rate, and angular
acceleration), the basis function can then be chosen as a function of time and the new state (z)

[

Φ (t , z ) = z 2

tz 2

t 2 cos z1

t 2 z2

t 3 z2

t sin z1

t 3 cos z1 t 4 cos z1

t 2 sin z1 t 3 sin z1 t 4 sin z1 t cos z1 L
t t2
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t3

t4

t 4 z2

z 23

]

T

(38)

4.5

Summary

The reference model (19), adaptive control laws (33), and two sets of basis functions (34)
and (38) were developed in this chapter. Depending on the measured states that are physically
available, either choice of basis function will work. While a 4th order polynomial was
implemented to approximate the internal dynamics as functions of only time, any suitable
function of time could be used.
The next chapter will show some of the simulation results for both the baseline controller
alone and the adaptive controller. Figure 8 shows the overall simulation architecture, which was
done in MatLab/Simulink software, with both sets of states fed back to the controller. A switch
in the controller can allow either basis function to be used separately in the simulations.
r

[r]

⋅
θc (rad/sec)

[zr]

zr

z_r

z_r

Reference Model
e

[z]
⋅
θc (rad/sec)

r
r

r

z

e

Pitch Program

u

z

u
x

z
x

z

Nonlinear System

e

Adaptive Controller
x
z
e

Figure 8. Adaptive Control Architecture Block Diagram
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[e]

CHAPTER 5: SIMULATION
5.1

Introduction

Several simulation runs were made to validate the baseline controller design, to test the
adaptive controller with two sets of basis functions, and to introduce perturbations from nominal
ELV parameters. This chapter will outline those simulation results and compare the various test
cases. For full flight realization, achievable energy at the end of the boost stage was compared to
a percentage of that of the nominal AC-6 flight. This was done to ensure a reasonable energy
state at the second stage ignition. It is conservatively assumed that if the energy is within the
stated range from AC-6 the upper stage could compensate for the difference and achieve the
desired final orbit. The first simulation runs were made with just the nominal nonlinear system
with the baseline controller (see Figure 9). Actuator dynamics were neglected in all simulations.

rad

deg
Engine Deflection

Airframe /Environment
r_I
u
w
delta _c

u1

delta _p
theta _dot

Rate Command

theta
qdot

theta _e

u

X

w
theta _dot

2
x

theta
c_Int
theta _e

Measured Rate

theta
Control _Int
theta _dot
theta _ddot

Baseline Control System

Measured Rate

Body Rate

theta _dot

Sensors

Figure 9. Simulation Overview with Baseline Controller Only
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1
z

5.2

Baseline Controller Results

Trajectory results with just baseline control used the nominal AC-6 wind profile. The
boost phase of flight is defined as launch time (t=0) until Booster Engine Cut-Off (BECO) at
141.88 sec. The baseline controller gains were defined in [10] and set to
KA = 2
K I = 0.2

(39)

K R = 0.485

The simulation was run until BECO and the values shown in Table 1 were recorded. Negative
differences in altitude and speed indicate values less than those found at AC-6 BECO. Negative
values in energy indicate there was not enough energy to reach the same altitude and speed as
AC-6. Trajectory information is saved during the simulation to evaluate the baseline control
system. Figure 10 and Figure 11 show comparisons of the simulated and AC-6 trajectory
atmospheric related parameters. Both show that the atmospheric model of the ELV simulation is
sufficient for this study.
Table 1. Simulation Values at BECO (Baseline Control Only)
Parameter

ELV Simulation

AC-6 Trajectory

Difference

Altitude (ft)

192,149.50

193,784.50

1,635

Speed (ft/sec)

8254.61

8245.66

-8.95

Energy (%)
[desire ± 0.2%]

0.0984
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Figure 10. Dynamic Pressure Comparison (Baseline Controller)

Figure 11. Atmospheric Density Comparison (Baseline Controller)

Next the angle-of-attack and engine deflections where compared. Figure 12 and Figure
13 show these two comparisons. Notice that because the of the assumptions in chapter 3, and the
fact that the actual autopilot that flew on AC-6 is not exactly like that found in [10], the engine
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deflections are different. But because they are of the same order for peak-to-peak amplitudes,
the controller is not commanding unreasonable engine deflections for TVC.

Figure 12. Angle-of-Attack Comparison (Baseline Controller)

Figure 13. Engine Deflection Comparison (Baseline Controller)
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Figure 14 and Figure 15 compare the altitude and speed respectively along the boost trajectory.

Figure 14. Altitude Comparison (Baseline Controller)

Figure 15. Speed Comparison (Baseline Controller)

The next three figures compare the pitch angular attitude, rate, and acceleration. Notice
that in Figure 17 the rate response around the maximum dynamic pressure (t=72 sec) there are
variations where the baseline controller cannot track the commanded rate. Also plotted in these
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figures are the responses of the reference model (19), to measure the adequacy of its response to
the same rate command.

Figure 16. Pitch Attitude Comparison (Baseline Controller)

Figure 17. Pitch Angular Rate Comparison (Baseline Controller)
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Figure 18. Pitch Angular Acceleration Comparison (Baseline Controller)

Figure 19 shows the error between the chosen reference model states and those in the simulation
with the baseline controller.

Figure 19. Error Signal Comparison (Baseline Controller)
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5.3

MRAC Results
5.3.1

Using Basis Function of Φ(x)

To simulate the adaptive control system, the baseline controller is removed by
setting
KA =1
KI = 0

(40)

KR = 0

The rate feedback loop in the simulation is also opened as shown in Figure 20. The
adaptive design parameters are then chosen as
Γr = 5
Γ1 = I 19×19
R1 = I 3×3
R2 = 1

The basis function, Φ(x), is used first and the results at BECO are shown in Table 2.

Figure 20. Removal of Baseline Controller in Simulation
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(41)

Table 2. Simulation Values at BECO (Adaptive Control and Φ(x))
Parameter

ELV Simulation

AC-6 Trajectory

Difference

Altitude (ft)

191,870.17

193,784.50

1,914.33

Speed (ft/sec)

8257.31

8245.66

-11.65

Energy (%)
[desire ± 0.2%]

0.100

The dynamic pressure comparison in Figure 21 is similar to that found with the
baseline controller. The same can be seen in Figure 22 with the engine deflection
comparison.

Figure 21. Dynamic Pressure Comparison (Adaptive Controller and Φ(x))
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Figure 22. Engine Deflection Comparison (Adaptive Controller and Φ(x))

A closer look at the angle-of-attack in Figure 23 shows that the adaptive
controller maintains α close to zero in the region of maximum dynamic pressure (t=72
seconds). This result is desired, as aerodynamic loading will be kept to a minimum.

Figure 23. Angle-of-Attack Comparison (Adaptive Controller and Φ(x))
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Figure 24 and Figure 25 show the altitude and speed respectively along the boost
trajectory.

Figure 24. Altitude Comparison (Adaptive Controller and Φ(x))

Figure 25. Speed Comparison (Adaptive Controller and Φ(x))
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Again, the next three figures compare the pitch angular attitude, rate, and
acceleration. Notice that in Figure 27 the rate response around the maximum dynamic
pressure (t=72 sec) now tracks the commanded rate much better than the baseline
controller. Also, Figure 29 shows that the error between the ELV system and the
reference model goes to zero after several seconds.

Figure 26. Pitch Attitude Comparison (Adaptive Controller and Φ(x))
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Figure 27. Pitch Rate Comparison (Adaptive Controller and Φ(x))

Figure 28. Pitch Angular Acceleration Comparison (Adaptive Controller and Φ(x))
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Figure 29. Error Signal Comparison (Adaptive Controller and Φ(x))

The 19 parameter estimates of Θ1 are shown in Figure 30.

Figure 30. Control Parameters (Adaptive Controller and Φ(x))
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5.3.2

Using Basis Function of Φ(t,z)

Keeping the same parameters as defined in (40) and (41), but changing the basis
function to that of Φ(t,z) in (38), the results at BECO are shown in Table 3.
Table 3. Simulation Values at BECO (Adaptive Control and Φ(t,z))
Parameter

ELV Simulation

AC-6 Trajectory

Difference

Altitude (ft)

191,814.74

193,784.50

1,969.76

Speed (ft/sec)

8,258.06

8,245.66

-12.40

Energy (%)
[desire ± 0.2%]

0.101

The dynamic pressure in Figure 31 is again similar to that found with the baseline
controller and that of the adaptive controller with Φ(x). The same can also be said of
Figure 32 with the engine deflection comparison. The adaptive controller maintains α
close to zero in the region of maximum dynamic pressure as well (see Figure 33).

Figure 31. Dynamic Pressure Comparison (Adaptive Controller and Φ(t,z))
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Figure 32. Engine Deflection Comparison (Adaptive Controller and Φ(t,z))

Figure 33. Angle-of-Attack Comparison (Adaptive Controller and Φ(t,z))
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Figure 34 and Figure 35 show the altitude and speed respectively along the boost
trajectory. There is no noticeable difference from the case of Φ(x).

Figure 34. Altitude Comparison (Adaptive Controller and Φ(t,z))

Figure 35. Speed Comparison (Adaptive Controller and Φ(t,z))

The next two figures compare the pitch angular attitude and rate again. Also,
Figure 38 shows that the error between the ELV system and the reference model goes to
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zero after several seconds just as in the case of the other basis function simulation. These
show that the use of basis function Φ(t,z) does as well as using Φ(x).

Figure 36. Pitch Attitude Comparison (Adaptive Controller and Φ(t,z))

Figure 37. Pitch Rate Comparison (Adaptive Controller and Φ(t,z))
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Figure 38. Error Signal (Adaptive Controller and Φ(t,z))

The 19 parameter estimates of Θ1 are shown in Figure 39.

Figure 39. Control Parameters (Adaptive Controller and Φ(t,z))
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5.3.3

Induced Uncertainty

The simulations done in previous sections used nominal ELV parameters of AC6. To introduce uncertainty in some of the parameters, multipliers on wind and
aerodynamic components was implemented. The system was simulated using the
adaptive controller with basis function Φ(t,z) and then with the baseline controller in the
presence of the following uncertainties
•

Increase CP location and CN by 50%

•

Increase Westerly wind (-WE) by 50%

•

Increase CG location by 35%

The BECO comparisons between each controller are shown in Table 4.
Table 4. Comparison of Simulation Values at BECO (with Uncertainty)
Adaptive
Baseline
AC-6
AC-6
Parameter
Difference
Control
Control
Trajectory
Trajectory
(Φ(t,z))

Difference

Altitude (ft)

170217.72

193,784.50

23,566.80

171388.50

193,784.50

22,396

Speed (ft/sec)

8258.88

8245.66

-13.22

8249.60

8245.66

-3.934

Energy (%)
[desire ± 0.2%]

-0.005

-0.012

Figure 40 and Figure 41 show the pitch angle achieved with each type of controller.
There are slight differences in the attitude values, but the performance is more noticeable
in the pitch rate plots of Figure 42 and Figure 43. The adaptive controller tracks pitch
rate much better than the baseline controller.
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Figure 40. Pitch Attitude Comparison (with Adaptive Controller and Uncertainty)

Figure 41. Pitch Attitude Comparison (with Baseline Controller and Uncertainty)
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Figure 42. Pitch Rate Comparison (with Adaptive Controller and Uncertainty)

Figure 43. Pitch Rate Comparison (with Baseline Controller and Uncertainty)
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The better tracking performance comes with an increase in engine deflection. The
next two figures show both the adaptive and baseline controllers have increased engine
deflections across the trajectory compared to that of the AC-6 flight.

Figure 44. Engine Deflection Comparison (with Adaptive Controller and Uncertainty)

Figure 45. Engine Deflection Comparison (with Baseline Controller and Uncertainty)
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The angle-of-attack also increases for both types of controllers (see Figure 46 and Figure
47).

Figure 46. Angle-of-Attack Comparison (with Adaptive Controller and Uncertainty)

Figure 47. Angle-of-Attack Comparison (with Baseline Controller and Uncertainty)
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The increase with angle-of-attack combined with increased dynamic pressure shown in
Figure 48 and Figure 49, could lead to unreasonable aerodynamic loading on the vehicle,
especially during the maximum dynamic pressure region, for both controller types.

Figure 48. Dynamic Pressure Comparison (with Adaptive Controller and Uncertainty)

Figure 49. Dynamic Pressure Comparison (with Baseline Controller and Uncertainty)
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The pitch angular acceleration is also greater for the baseline controller as seen in Figure
50 and Figure 51.

Figure 50. Pitch Angular Acceleration (with Adaptive Controller and Uncertainty)

Figure 51. Pitch Angular Acceleration (with Baseline Controller and Uncertainty)
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While the speed of the ELV using both the adaptive and baseline controllers
doesn’t change significantly, the altitude does as seen in Figure 52 and Figure 53.

Figure 52. Speed Comparison (with Adaptive Controller and Uncertainty)

Figure 53. Speed Comparison (with Baseline Controller and Uncertainty)
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The error between the adaptively controlled ELV system and the reference model
goes to zero after several seconds as expected (see Figure 54). The 19 parameter
estimates of Θ1 are shown in Figure 55.

Figure 54. Error Signal (with Adaptive Controller and Uncertainty)

Figure 55. Control Parameters (with Adaptive Controller and Uncertainty)
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5.4

Summary

Simulation runs with the baseline controller show that the ELV tracks the rate command
sufficiently except in the region of maximum dynamic pressure. Comparisons of the AC-6
trajectory with the chosen reference model also validate its use in the adaptive control system.
Two specific sets of basis functions where derived in the previous chapter and each were used in
simulating the adaptive control system. Finally, a comparison of the baseline controller with that
of the adaptive controller, using the basis function Φ(t,z), was achieved. The adaptive controller
was shown to track the desired pitch rate command much better than the baseline controller with
slightly unreasonable uncertainty induced to both simulations. All simulation runs were
compared to the trajectory reconstruction for AC-6.
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CHAPTER 6: CONCLUSION
The simulation results testing the direct MRAC method have demonstrated that the
adaptive control system is robust to uncertainties. Aerodynamics and wind parameters were
perturbed and the resulting trajectory was compared to that of AC-6. This thesis has shown that
a single adaptive design, that could guarantee stability (or boundedness), could use two different
sets of basis functions based on the actual measured states of the ELV. There is no need for
gain/filter scheduling of the baseline control. The adaptive controller has shown better tracking
of commanded pitch rate than that of the baseline controller in the presence of large uncertainty.
This work has shown the merit of direct MRAC applied to ELVs, though more research should
be done.

6.1

Future Work

Future research for direct MRAC of ELVs could include solving the attitude control
problem with actuator rate and amplitude saturation using [12]. Another direction for study
would be to include other ELV dynamics such as bending, slosh, engine inertia, etc. Research
done on feedback linearization for flexibly body dynamics was shown in [18].
Other basis functions could also be investigated. The trade between speed and function
approximation accuracy should be done to find the most suitable basis functions (e.g. sigmoid
functions, radial basis functions, etc.) as well as the number of basis function needed. Also, by
including vehicle dynamics such as flexibility and slosh, there will be a need to develop basis
functions that can approximate the added uncertain dynamics.
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