For the Internet, system developers often have to estimate the QoS by simulation techniques or mathematical analysis. Probabilistic model checking can evaluate performance, dependability and stability of information processing systems with random behaviors. We apply a hybrid analysis approach onto real-time distributed systems. In the hybrid analysis approach, we perform stepwise analysis using probabilistic models of target systems in different abstract levels. First, we create a probabilistic model with detailed behavior of the system (called detailed model), and apply simulation on the detailed model. Next, based on the simulation results, we create a probabilistic model in an abstract level (called simplified model). Then, we verify qualitative properties using the probabilistic model checking techniques. This prevents from state-explosion. We evaluate the validity of our approach by comparing to simulation results of NS-2 using a case study of a video data streaming system. The experiments show that the result of the proposed approach is very close to that of NS-2 simulation. The result encourages the approach is useful for the performance analysis on various domain.
Introduction
Nowadays real-time distributed systems like streaming media systems are widely spreading. These systems require time based transmission such as QoS control to prevent interruption of packet transmission caused by network delay, packet loss, and so on. Since the Internet is a best-effort network shared by a number of nodes, there is no guarantee on the QoS properties such as network bandwidth, delay and throughput. Therefore, system developers preliminary have to estimate the QoS by simulation techniques [1] or mathematical analysis [2] .
Simulation techniques usually do not guarantee qualitative properties such as the maximum throughput and the minimum jitter, and so on, though they can calculate meanvalues along typical traces. In general, these techniques use much resources to simulate accurately the target network systems. On the other hand, mathematical analysis is logically correct, but in many cases the based models are too ideal; hence it is sometimes hard to apply the mathematical analysis to realistic applications.
Formal verification techniques, especially model checking techniques [3] are considered as promising techniques for information systems developing due to their ability of exhaustive checking. Among them, probabilistic model checking can evaluate performance, dependability and stability of information processing systems with random behaviors [4] . PRISM [5] is one of the probabilistic model checkers. It handles automata with probabilities (discrete and continuous time Markov chains) and time elapse. Therefore, it is suitable for modeling the network systems. One of the approaches, which overcomes drawbacks of simulation approach and model checking approach, seems to be a kind of a hybrid approach. In order to find if the hybrid approach is applicable to real systems, in this paper, we apply a hybrid analysis technique onto real-time distributed systems, which uses both of simulation and model checking techniques. In our approach, we perform a stepwise analysis using probabilistic models of target systems in different abstract levels. First, we create a probabilistic model with detailed behavior of the system (called detailed model), and apply simulation on the detailed model. Next, based on the simulation results, we create a probabilistic model in an abstract level (called simplified model). Then, we verify qualitative properties using the probabilistic model checking techniques.
As the target real-time distributed system, we use an experimental system shown in Fig. 1 . The main subsystem of the system is video data streaming which uses RTSP (Real Time Streaming Protocol) for the streaming protocol. The system has also ftp servers and clients which exploit tcp connections, as well as a packet generator that generates udp packets as background noise. Thus, the system involves several simultaneous sessions; it may cause congestion.
In Papers [6] - [8] , we have given case studies where we evaluated QoS properties of real-time distributed systems using both of simulation and model checking functions in PRISM. Based on the case studies, this paper summarizes the QoS evaluation technique for real-time distributed systems in general. Especially, we increase the number of scenarios for the example in order to gain degree of accuracy. The results show that our approach is adaptable to a variety of network topologies. Also, we increase the number of simulation samples in order to check the correctness of our probabilistic models.
As related works, several case studies are performed using PRISM [9] - [11] . For example, Paper [10] a network protocol. Few works, however, concern the QoS analysis of the whole system. Papers [12] and [13] propose abstraction methods for probabilistic systems based on an abstraction refinement approach. Papers [14] and [15] propose verification approach based on the simulation technique. Paper [12] extracts a number of representative sample paths on a probabilistic model and decides if the model satisfies a given property using such paths. In Paper [15] , they model a biomedical sensor network as timed automata, and use the simulation technique to adjust some parameters.
The contribution of the paper includes that we present a technique to guarantee the QoS of real-time distributed systems. Our experimental results show the correctness of our detailed model at least for all of nine scenarios. Also, we can apply probabilistic model checking on the simplified model within realistic time without state explosion. It shows that the proposed method is useful to analyze the network performance. We believe that such analysis is useful for other kind of network analysis.
The rest of the paper is organized as follows. Section 2 gives some backgrounds as preliminaries. Section 3 gives our proposed approach to verify real-time distributed systems without state explosion, and shows an example model described with a PRISM language. Section 4 shows experimental results and gives discussions. Finally Sect.5 concludes the paper.
Preliminaries
This section simply describes the probabilistic model checker PRISM as well as network protocols for net streaming.
Probabilistic Model Checker PRISM
Here, we simply describe an overview of the probabilistic model checker PRISM [5] .
A model checking tool usually has two inputs, a model M and a logical expression p. The model is typically a transition system which represents behavior of the system to check while the logical expression is a temporal logic expression which represents a property to check. The typical output of the model checking tool is whether the logical expression is valid on the model (M | = p). Some model checker outputs a counter example when p is invalid.
The inputs of PRISM include the following three kind of transition systems as a model:
• Discrete-time Markov chains (DTMCs);
• Continuous-time Markov chains (CTMCs); and • Markov decision processes (MDPs).
Each of three systems is a probabilistic transition system (Markov chain). The inputs of PRISM also include Probabilistic Computation Tree Logic (PCTL) [16] for DTMC and MDP, and Continuous Stochastic Logic (CSL) [17] for CTMC. They are CTL based logics enchanted with probability.
PRISM has several analysis modes: a simulation mode, a numerical analysis mode, and a verification mode. Using the simulation mode, we can observe the behavior of the given model system visually. The numerical analysis mode can evaluate the value of uncertain variable specified with PCTL or CSL based on the model. Such numerical analysis is considered as a kind of parametric model checking [18] . PRISM can draw a graph with several trials of such numeric analysis. The verification mode is like typical model checking except that PRISM cannot output counter examples.
In this paper, we use DTMC's as the model of the network. Here, we describe more precisely on a DTMC. Formally, a DTMC D is a tuple (S , s init, P, L), where
• S is a set of states ("state space") ;
• s init ∈ S is the initial state;
is the transition probability matrix where Σ s ∈S P(s, s ) = 1 for all s ∈ S ; and
AP is a function labeling states with atomic propositions.
PRISM allows a transition to specify an action and updating expressions on D, where D is a set of variables with finite domains. In other words, a DTMC of PRISM is a kind of an extended automaton with probabilities. Usually, one execution of a transition is translated into a unit time of time elapse (a tick event). Such scheme is known as digital clock view of a DTMC. Using an integer variable (with the upperbound) explicitly as a clock variable, however, we can also represent a system with discrete time in a DTMC. In this paper, we use the latter scheme to avoid the state explosion problem.
In a PRISM description, a model is composed of a number of modules. Each module is a probabilistic automaton which has some variables and probabilistic transitions. In the PRISM model, those modules can interact with each other. In this paper, the word module indicates the module in the PRISM description.
PRISM accepts a reward model in which certain values of rewards are assigned to the states and transitions of the probabilistic model [19] . It allows us to evaluate quantitative properties. For example, if we assign a reward of one to all transitions on the model, we can evaluate an expected number of transitions in the paths to reach a given state from an initial state.
Protocols for Net-Streaming
Here, we simply summarize typical protocols used in the Internet. Typical protocols used in the Internet have a congestion control mechanism in order to avoid network congestion. For example, TCP (Transmission Control Protocol) uses AIMD (Additive Increase Multiplicative Decrease) type window-flow control as such the mechanism. It controls the data size of sending packets based on the current available bandwidth. Such scheme has an advantage for the correct data transmission. It, however, allows delays, which is not suitable for real-time data transmission. Therefore, RTSP (Real Time Streaming Protocol) is used for real-time application. RTSP is a protocol for the Internet streaming of voice and movies, on TCP/IP network. Famous congestion control mechanisms for RTSP are RAP (Rate Adaptation Protocol) [20] and TEAR (TCP Emulate At Receivers) [21] . Recently, TFRC (TCP-Friendly Rate Control) [22] attracts attention. Hence, this paper models TFRC.
RTSP
RTSP is one of the typical protocols working at end-toend. RTSP has five states, called SETUP, PLAY, RECORD, PAUSE and TEARDOWN. RTP (Real-time Transport Protocol) is responsible for transmission of stream-data. It determines the throughput of RTP based on a rate control scheme of TFRC using the report message of RTCP (RTP Control Protocol).
TCP Friendly Rate Control TFRC
TFRC is a rate control scheme for fairness between RTP and TCP. It controls the rate in order to avoid bad effects on existing TCP flows in the same network, which increases total effectiveness of the whole network. TFRC controls the rate using a report message of RTSP. The report message contains loss of packets and jitters, which can be estimated via the sequence number of received RTP packets and time stamps, respectively. RFC3448 describes the following formula for determining the throughput:
where the unit of X is Byte/second. The parameter of the formula is summarized in Table 1 . The calculated throughput is a rate with which a RTSP server should send packets considering the network congestion at the time. Therefore weighted average values of the parameters in a short period are applied into the equation. Paper [22] also defines the calculation methods for the parameters. When the value of X A TCP retransmission timeout value is less than the bandwidth, TFRC lets RTSP set the value as throughput.
Proposed Approach
Probabilistic model checking which can evaluate complicated properties with a high level of confidence is useful for performance evaluation of information systems [4] . However, if we model whole systems with several simultaneous sessions in detail, we cannot avoid the state explosion problem. To avoid the problem, in our approach we model realtime distributed systems in different abstraction levels. Using both of simulation and model checking techniques, we perform qualitative analysis in a stepwise fashion. For a probabilistic model in a detailed level, we model behaviors of protocols of RTSP, TCP, and UDP in detail, and perform several trials of simulation in order to analyze throughput, packet loss rates, and so on. A simplified model is based on the simulation results. For the simplified model, data transmission which we want to analyze is modeled in detail, while other data transmission is abstracted. For the transmission which we do not concern, we decide transmission rates probabilistically based on the simulation results.
In the rest of this section, we describe the detailed model and the simplified model with a case study of a video data streaming system [23] . In our approach, both of the models are described with the PRISM language.
Target System
Here, we introduce an example of a real-time distributed system. As the example system, we select a video data streaming system [23] shown in Fig. 1 . The system is composed of a pair of a video server and its client, a number of pairs of FTP servers and their clients, and a packet generator, which are connected to each other through routers located at the middle of Fig. 1 . The routers are connected through the 10 Base-T Ethernet, which is considered as a bottleneck of packet transmission. In the considering scenario, the video server sends 80 MB of video data with throughput of 1 Mbps using the rate control of TFRC. After 100 seconds from the start of the video streaming, FTP servers and clients start their data transmission through TCP sessions. Also, the packet generator always sends UDP packets with the throughput of 8 Mbps as background noise.
The Detailed Model
The main component of the detailed model is a queue which buffers packets of a router in a bottleneck link. Behavior such as packet loss and round trip time are based on the state of the queue. Also, for each application in the system, we model behavior of its server in detail, while behavior of its client are abstracted as an operation of dequeue. Time elapsing is controlled discretely with an integer variable. Figure 2 is an abstract outline of the detailed model for the case study of Fig. 1 . The module Timer contains two variables and is implemented as eleven lines of code.
Module Router
The module Router manages buffer control of the router with a queue which buffers transferring packets. In the module, the current queue length is managed with an integer variable. Enqueue and dequeue behaviors are described in the module as operations. Also, regardless of the current queue length, enqueueing packets are dropped with certain probability. In order to construct the module Router, we have to specify the maximum length of the queue, a packet transfer rate of the link between the routers, and a constant probability to drop enqueueing packets randomly as its parameters.
In the enqueue operation, if the current queue length becomes larger than the maximum one, the enqueueing packets are dropped (drop tail). The dequeue operation is abstracted; together with the time elapsing operation, a number of packets are output from the queue at a time according to the packet transfer rate of the link. Figure 3 shows the module Router described with the PRISM language. The module also manages the history of packet loss intervals used for the congestion control. It contains ten variables and is implemented as about 80 lines of code. In Fig. 3 , the ten variables are firstly declared. Several actions are defined in CCS like expressions with probabilities. For example, the expression Fig. 3 The module of router described with PRISM language.
[ENQFTP1] (q_len <= MAXQLEN -pnum_ftp1) -> 1 -P_LOSS_RATE : (q_len' = q_len + pnum_ftp1); + P_LOSS_RATE : true; stands for that when the action ENQFTP1 occurs and (q len ≤ MAXQLEN − pnum ftp1) holds, the variables q len is updated to q len + pnum ftp1 with probability 1 − P LOSS RATE, or do nothing with probability P LOSS RATE.
Module MediaServer
The module MediaServer manages the transmission of RTSP packets. A packet transmission rate is calculated from the throughput equation defined in [22] . To use the equation, we also have to model round trip time and a packet loss rate of the RTSP session (see Sect. 3.2.5 and 3.2.6). The module MediaServer contains six variables and is described with about 37 lines of code.
In our model, the packet transmission behaviors are abstracted as a number of packets are transmitted simultaneously.
Module FTPServer
The slow-start and congestion avoidance behaviors of TCP are embedded to the module FTPServer. For each connection of the TCP, we declare two integer variables to manage the slow-start threshold and the window size. In total, we declare four variables and the behavior is implemented as about 26 lines of code for each connection.
Module RTTObserver
The module RTTObserver observes round trip time of RTSP packets. In the module, the round trip time is obtained using physical delay and delay in the router. The delay in the router is calculated as the time to transmit all packets currently buffered in the router. Therefore, we obtain the delay in the router using current queue length and a packet transmission rate of the link.
Module PLRObserver
The module PLRObserver calculates a packet loss rate of RTSP packets. In the TFRC specification [22] , a packet loss rate is calculated using intervals of packet loss. To avoid the loss rate varying rapidly, a history of the packet loss intervals is used. Nine integer variables are declared to manage the history, which are declared in the module Router. In the calculation of the loss rate, recent intervals in the history are weighted heavily.
The Simplified Model
The detailed model described in Sect. 3.2 is too complicated to verify its qualitative properties using probabilistic model checking. Here, we create a simplified model based on simulation results on the detailed model in order to perform model checking. Using the simplified model, we can verify the minimum throughput of the media server.
In the simplified model, behavior of application servers which we do not concern is abstracted. The abstraction is based on the simulation results on the detailed model. In the simulation, we obtain probability distributions of transmission rates for the application servers depending on current queue length. The simplified model decides the packet transmission rate using the distributions to simulate the behaviors of the servers. Figure 4 is an abstract outline of the simplified model. The number of states is a few, thus the module contributes reducing the number of whole states.
The simplified model does not have an integer variable to control time elapsing in order to reduce a state space. Instead of using such an integer variable, we assign a certain period into an action transition of the model. Each module transmits a number of packet due to its current transmission rate. In this paper, we let the period be 50 ms.
Here, we describe how to analyze such probability distributions on the detailed model and how to construct the abstracted module from the distributions.
Analysis of the Probability Distributions on the Detailed Model
We use reward descriptions of the PRISM to obtain the probability distributions of transmission rates for application servers. In our detailed model, at every one second in the scenario, we calculate a summation of packet transmission rates for all application servers within the period. If the calculated rate occurs in the range of transmission rates specified by the reward property, we assign the reward one in the reward description. Evaluation of the reward property by the PRISM simulation can generate a histogram of the transmission rates among the extracted paths. Then, we translate the histogram into the discrete probability distribution. Since the distributions depend on the condition of the queue, we add the condition of latest queue length in the reward description. Figure 5 shows a part of the reward descriptions in our detailed model. The reward is assigned to the transition labeled with the CHECK action. The guard condition for each reward description is composed of the conditions of the queue length and those of the transmission rates. The parameters Q OCC LBn and Q OCC UBn (1 ≤ n ≤ 4) stand for lower and upper bounds of queue occupancy rates, respectively. Totally, in our detailed model, we specify 140 of reward properties to obtain the histograms for all conditions of the queue.
Construction of the Abstracted Module
The abstracted module is based on the discrete probability distributions obtained from the results of PRISM simulation. Figure 6 shows the abstracted module obtained in our experiment shown in Sect. 4, which simulates the behaviors of four FTP servers in the example of Sect. 3.1. In the module, there are four transitions labeled with the action ENQ with the different guarded conditions involved with the queue length (q length). For each transition, it decides its packet transmission rate (other rate) according to the probability distribution. In the simplified model, the abstracted module interacts with the modules of the media server and the queue.
Experiments
We have performed some experiments using our PRISM models described in Sect. 3. We have also modeled the system by NS-2 [1] , [24] to compare the simulation results. The experiments were performed under an environment of Fedora 13 (64 bit), Intel Core 2 Duo 2.33 GHz, and 2.00 GB of M.M.
In the experiments, we assume packet transmission parameters as follows: the packet size is 500 Byte, the number of packets acknowledged by a single TCP acknowledgment is one, and the TCP retransmission timeout value is 4 × RT T second. We assume that transmitted packets are lost with the probability 0.001.
In this paper, we have performed two experiments. The first experiment checks the correctness of our detailed model. In the experiment, we performed 1000 trial runs for PRISM and NS-2 simulation, respectively, and compared the simulation results. In this experiment, we consider nine scenarios with respect to the buffer size of routers and the number of the FTP servers. In the scenarios, the buffer sizes are 32, 64, and 128 KB, respectively. Also, the number of the FTP servers are three, four, and five, respectively.
In the second experiment, we performed about 10000 trial runs for PRISM simulation, and created a more simplified PRISM model based on the simulation results. As a target scenario, we selected a scenario of 64 KB of buffer and four FTP connections. Using the simplified model, we verified the minimum throughput of the RTP session. 
Analysis of the Correctness
Before analyzing the 1000 trials of simulation, we extracted one sample from the simulation results by PRISM and NS-2, respectively. Figure 7 and Fig. 8 represent measured throughput and packet loss rates, respectively, in the scenario of 64 KB of the buffer and four FTP connections. Throughput in the graph means the average throughput within one second, and a packet loss rate means a calculated value at the time as defined in [22] . In the scenario of the example, file transmission starts after 100 seconds from the start of the RTP session, and this causes the network congestion. Consequently, the throughput of the RTP session goes down and the packet loss rate of it comes up. The simulation results of Fig. 7 and Fig. 8 show that our PRISM model and NS-2 model behave similarly even if the network congestion occurs.
To analyze the correctness of our PRISM model in detail, we compare the average, variance, minimum and maximum of throughput of the media server in the 1000 of runs measured by PRISM and NS-2. Tables 2, 3 Tables 2, 3 , and 4 show that the behavior of our detailed model is similar with that of the NS-2 model for all scenarios. Also we have analyzed packet loss rates and RTT as well. The results also show our detailed model behaves similarly to the NS-2 model. In the cases of the buffer size 32 KB, however, we can see the difference of the maximum throughput between the detailed model and NS-2. We think one of the reasons is that we strongly abstract a packet sending mechanism in the PRISM model, that is, when the packet transmission rate is high, our model transmits a number of packets at a time. When the buffer size is small, transmitted packets tend to be lost because of such abstraction. We think this causes the differences of behaviors between the PRISM model and NS-2 one.
For one trial run of the PRISM simulation, it takes 2.5 seconds averagely, while it takes 34.1 seconds in the simulation of NS-2.
Verification Results for the Simplified Model
Here, we verify the minimum throughput that the media server may provide in the worst case. In the verification, we use a simplified model based on the simulation results on the detailed PRISM model. The simulation results should contain discrete probability distributions of the throughput of FTP servers and the packet generator. Since the packet generator generates UDP packets at the same rate in the example, we can decide the transmission rate to be the same rate.
The discrete probability distributions of the total throughput of the four FTP servers are shown in Fig. 9 , where the buffer size is 64 KB and the number of the FTP is four. The charts are divided with respect to values of buffer occupancy. It takes about 173 minutes to perform 10000 trials of PRISM simulation.
Based on the results of Fig. 9 , we create the simplified Fig. 9 The discrete probability distribution of throughput of the FTP servers.
model. The simplified model is described with 136 lines of code and seven variables. In order to reduce a state space, we have reduced a range of integer variables for the control of packet loss intervals. The verification property for checking the minimum throughput is given as follows;
. This property means the probability of throughput being the value of x is greater than 0, where throughput is a variable to measure throughput of the RTP session within one second and measure is a boolean variable which represents timing to measure the throughput. In order to evaluate the value of throughput within one second, we let measure become true periodically for every one second (20 steps) in the scenario. The verification is performed with varying the value of x from 0. The minimum throughput is defined as a minimum value of x such that the result of model checking becomes true. In the experiment, we have performed model checking with varying x from 0 to 56 which is the minimum throughput obtained by simulation on the detailed model.
Model checking on the simplified model outputs the minimum throughput 20 Kbps. The number of states constructed by PRISM is 10885476, and it takes 940 seconds for model checking. We can see that the obtained minimum throughput doesn't contradict with the simulation results shown in Table 3 .
Discussion
In the simulation on the detailed model, we have obtained similar results with NS-2. We conclude that we have modeled correctly the behavior of real-time distributed systems. Also, the execution time of PRISM simulation for one trial is shorter than that of NS-2. We think that this is because NS-2 implements behavior of protocols definitely while our detailed model has some abstracted behavior. From the experimental results, we expect that we can use PRISM as a network simulator for the real-time distributed systems.
In the verification on the simplified model, it has taken about 173 minutes for simulation and about 15 minutes for model checking. We think that we can verify the property within the realistic time. For the state space, we have constructed about ten millions of states, though we reduce the space by some abstraction. In order to analyze other qualitative properties or apply our technique into more complicated systems, we have to apply other abstraction techniques to reduce the state spaces as a future work.
For validity, we did not fully show the validity of our simplified model by the experiment. Therefore, we cannot say the results of probabilistic model checking are reliable. We believe that, however, as reported in Paper [4] there are many works in which they apply probabilistic model checking to performance evaluation of information systems, and our hybrid approach is useful to reduce verification costs. We have to show the validity of our simplified model by performing other experiments in the future.
Conclusion
This paper presents a hybrid evaluation method for a realtime distributed system based on the probabilistic model checking technique and simulation. In our approach, we perform stepwise analysis using probabilistic models of target systems in different abstract levels (detailed model and simplified model). To validate the correctness of our model, we model it in a model for the well-known network simulator NS-2, and give the comparison of their simulation results. The comparison shows that the result of PRISM simulation is very similar to that of NS-2. It shows that the proposed approach is useful to analyze the network performance. We believe that such analysis is useful for other kind of network analysis.
The future works include validation of our simplified model, and also automatic derivation of the simplified model suitable for model checking analysis. Many abstraction techniques are proposed for model checking. We want to apply such techniques to the process.
