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Abstract
K-Medoids(KM) is a standard clustering method, used extensively on semi-metric
data. Error analyses of KM have traditionally used an in-sample notion of error,
which can be far from the true error and suffer from generalization error. We
formalize the true K-Medoid error based on the underlying data distribution, by
decomposing it into fundamental statistical problems of: minimum estimation
(ME) and minimum mean estimation (MME). We provide a convergence result for
MME and bound the true KM error for iid data. Inspired by this bound, we propose
a computationally efficient, distributed KM algorithm namely MCPAM. MCPAM
has expected runtime O(km) and provides massive computational savings for a
small tradeoff in accuracy. We verify the quality and scaling properties of MCPAM
on various datasets. And achieve the hitherto unachieved feat of calculating the
KM of 1 billion points on semi-metric spaces.
1 Introduction
K-medoids [24] is an extremely general clustering method. Given a data sample, it finds K central
points (jointly called a K-medoid), that jointly minimize distance to rest of the dataset. K-medoids
is extensively used on semi-metric data, that doesn’t necessarily respect the triangle inequality. Eg
internet RTT [11], RNA-Seq analysis [32], recommender systems [26] where Euclidean metric doesn’t
apply. See [4, 24] for good introductions. Other K-medoid algorithms include [8, 23, 30, 31, 33, 37].
Traditionally, K-medoids has used an in-sample notion of error [4, 8], taking the K-medoid (i.e. K
central points) of the sample as the reference / true value. Any dataset is a random, limited sampling
of an underlying distribution D. All sample quantities are fluctuating, noisy approximations to
underlying distributional quantities, and should be treated as such. Some K-medoid error analyses
[30] do study the underlying distributionD for runtime estimates. However, no analysis has calculated
error relative to the medoid of D. Since K-medoids calculates a notion of centrality from sampled
data, this is analogous to taking the sample mean µˆ as the true mean µ∗ and calculating error relative
to µˆ. However µˆ is a fluctuating quantity and |µˆ− µ∗| can be quite large. There are other issues with
in-sample error as well, such as generalization error and optimal algorithm identification (2).
Our contributions include: (i) Formalizing the true K-medoid error and providing a general algorithmic
framework (GPAM) which enables a far-reaching error analysis. (ii) Fundamental insights into the
nature of K-medoids problem, by showing that medoid estimation decomposes into two basic
statistical problems: minimum estimation (ME) & minimum mean estimation (MME). We reveal the
strong link between K-medoids and Extreme Value Theory (EVT). (iii) A fundamental convergence
result for MME and a true error bound for core K-medoids routine on iid data. (iv) A new extremely
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scalable K-medoid algorithm (MCPAM) in a data regime suggested by our analyses. We demonstrate
good performance of MCPAM in terms of quality and computational cost. We provide detailed
comparisons of these contributions to prior literature in sections 4.1,5.1.
2 Problem Formulation
Let (X , d) be a semi-metric space with a probability distribution DX on X . A K-medoid is K points
from X that are the centers of K clusters. We formalize this. Let X = X × · · · × X be the cartesian
product of k copies of X . An element of X is called a K-point and it’s lth entry is x[l]. The distance
between a K-point x ∈ X and a point x ∈ X is the minimum distance of the k componentwise
distances: d(x, x) = minkl=1 d(x[l], x). This is the standard distance for K-medoids [24] and the
probabilistic setting is found in [30].
Definition 1 (True Medoid and Eccentricity). The average distance of a K-point x to the points in X
is the eccentricity Ecc. A k-medoid ν is a K-point that has minimum eccentricity.
Ecc(x) := E
X∼DX
d(X, x) ν := arg min
x∈X
Ecc(x)
Eccentricity is inverse centrality. We also have corresponding sample quantities. Let {xi} be m
samples from X . Let {xα} =
∏k
l=1{xi}, here α ∈ Zk and its components take values in [1,m].
Definition 2 (Sample Medoid and Eccentricity). The average distance of a K-point x to points in
{xi} is the sample eccentricity Êcc (also called clustering cost). The sample K-medoid ˆˆν is a K-point
from {xα} that has minimum sample eccentricity:
Êcc(x; {xi}) := 1
m
m∑
i=1
d(x, xi) ˆˆν({xi}) := arg min
{xα}
Êcc(xα, {xi})
The reason for the double hat notation is now explained. There is a third notion of medoid.
Definition 3 (True Eccentricity Sample Medoid). The true eccentricity sample medoid νˆ is the
minimizer of true eccentricity Ecc, over the K-points from {xα}: νˆ({xα}) := arg min{xα} Ecc(xα)
νˆ has one level of approximation to ν, namely the use of {xα} as a proxy for X . Whereas ˆˆν has two
levels of approximation to ν, the additional one being the use of Êcc as a proxy for Ecc. Hence, we
can also view ˆˆν as a one level approximation to νˆ. The median is a good example to illustrate ˆˆν, νˆ, ν.
Example 1 (1-medoid on R). It is widely recognized [4] that K-medoids on R with k = 1 is
the median. Consider data from a normal distribution with mean = std.dev = 100. For a sam-
ple {90, 170, 60, 200, 190}, ˆˆν = 170, νˆ = 90 and ν = 100 . With two more data points
{90, 170, 60, 200, 190, −10, 150}, ˆˆν = 150, νˆ = 90 and ν = 100.
The sample medoid changes with the sample and can be far from the center of the distribution. This
is widely recognized in the median context and various error estimates and confidence intervals have
been developed for the sample median [6, 29].
Several algorithms [8, 23, 24, 31] calculate an approximation to ˆˆν via an estimator θ({xi}), especially
when K > 1. Errors between these estimators are defined in 4 & conceptually visualized in figure 1.
Definition 4 (Four K-Medoid Errors). We have three partial notions of errors:
err1 :=
E |Êcc(θ)− Êcc(ˆˆν)|
E(Êcc(ˆˆν))
err2 :=
E |Ecc(ˆˆν)− Ecc(νˆ)|
E(Ecc(νˆ))
err3 :=
E |Ecc(νˆ)− Ecc(ν)|
E(Ecc(ν))
And one true error
err4 :=
E |Ecc(ˆˆν)− Ecc(ν)|
E(Ecc(ν))
2
err2
err3
err4
θ(fxig) ν^ = aminfx
α
gEcc(xα) ν = aminx2XEcc(x)^^ν = aminfx
α
gE^cc(xα)
err1
Less Accurate True ValueMore Accurate
Figure 1: We conceptually visualize the various errors. There are 4 columns, representing from left
to right: θ, ˆˆν, νˆ, ν, i.e in increasing order of accuracy. Each circle represents an estimator and each
solid disc a quantity being estimated. E.g. the bottom row uses ˆˆν to estimate ν, corresponding to err4.
Each error is the relative error between its estimator and its target.
Since the introduction of the PAM algorithm in [24], there have been vast advances in K-medoids,
including various error guarantees. However, the literature has traditionally focused on bounding err1
[8, 37], in some cases even to zero [4, 30, 33]. err1 is important and valuable, but is an in-sample
notion of error. Like all sample based errors it can suffer from overfitting and generalization error.
These issues in the context of clustering have been studied in [18]. From a statistical point of view,
the err1 usage of sample medoid as the reference is analogous to taking the sample mean as the true
mean. Whereas, the core of statistical inference is estimating the error between the sample mean and
true mean (e.g. via the CLT). Example 1 is an illustration of the pitfall of using ˆˆν as the reference.
In the extreme case, ˆˆν may not be a consistent estimator of ν and may never converge. Inconsistent
estimators are found for the sample mean (e.g. sample mean of Cauchy distribution). Errors using
ν as reference will take all these issues into account. Further, the structure of err4 is relevant for
designing optimal algorithms. We also study err2 and err3, as they provide a crucial decomposition
of err4 into canonical problems.
3 Framework to Organize Several K-Medoid Algorithms
With a small generalization to the previous setting, we get a framework that loosely contains many
K-medoids algorithms. Consider two, possibly independent, samples from X : {xi} i = [1,m] and
{yj} j = [1, n]. {Xα} is constructed from {xi} and {yj} is used for estimating eccentricities.
Many K-medoid algorithms can be conceptually viewed as the interplay of two optimization avenues:
(i) better sampling of candidate medoids {Xα}, possibly by varying m (ii) better estimation of
eccentricity of sampled candidates, possibly by varying n. We turn this into a framework: GPAM
(Generalized PAM) is defined to take in {xi}, {yj} with arbitrary (in)dependence (listings 1, 2).
GPAM is parametrized by the input {xi}, {yj}, this is concisely denoted as GPAM(m, n). The initial
choice of xcur can be done by any standard intialization routine. GPAM_INNER is calculating the
sample medoid of the k-points constructed by swapping the k slots of xcur with m points of {xi} and
err4 is the true error of GPAM_INNER.
Algorithm 1 GPAM_INNER
Require: Candidate k-medoid xcur, Êcc(xcur); samples {xi}, {yilj}, i = [1,m] l = [1, k], j = [1, n]
1: for i = 1 to m do
2: for l = 1 to k do
3: xil ← xcur; xil[l]← xi // {Xα} construction by swapping elements of xcur
4: Êcc(xil)← 1n
∑n
j=1 d(yilj , xil)
5: if Êcc(xil) < Êcc(xcur) then
6: xcur ← xil; Êcc(xcur)← Êcc(xil)
7: return xcur, Êcc(xcur)
3
Algorithm 2 GPAM_OUTER
Require: Candidate k-medoid xcur ∈ X , Êcc(xcur); samples {xi} ⊂ X , i = [1,m]; samples
{yilj} ⊂ X , l = [1, k], j = [1, n]
1: xnew, Êcc(xnew)← GPAM_INNER(xcur, Êcc(xcur), {xi}, {yilj})
2: if Êcc(xcur)− Êcc(xnew) > TOL then
3: xcur ← xnew; Êcc(xcur)← Êcc(xnew)
4: repeat from 1
5: return xcur, Êcc(xcur)
The widespread applicability of err4 will now become apparent, since a number of K-medoid
algorithms formally or loosely fit into the GPAM framework. If {yj} = {xi}, (n = m) and set
yilj = yj for all i, l (i.e repeat the yj), then PAM = CLARA = GPAM(m, m). CLARA [23] typically
sets m much smaller than PAM [24], and does multiple reruns. If {xi} is a randomly permuted subset
of {yj}, (m << n), then CLARANS [31] is GPAM(m, n) with the modification that on a successful
swap (GPAM_INNER line 6), GPAM_INNER exits immediately. When k = 1 and {yj} is sampled
with replacement from {xi}, (m >> n), RAND [8] is GPAM_INNER(m, n). TOPRANK [33] is
several repeated applications of RAND, by taking the best medoids from the previous run and then
increasing n, followed by a final exact calculation. Hence TOPRANK is intimately connected to
GPAM_INNER(m, n). Understanding the dynamics of GPAM for different regimes of m and n, will
give a broad understanding of this algorithmic landscape. We provide a substantial characterization
of GPAM by analyzing GPAM_INNER in section 4.
While other algorithms do not use the sample medoid as the estimator, they follow the general idea of
sampling either {yj} or {xi} to identify better medoids. The 1-medoid algorithms trimed (triangle
inequality based eccentricity bounding) [30] and meddit (multi-armed bandits based sample medoid
estimation) [4] work in the regime m >> n. PAMAE (hybrid of CLARA and ’K-means’ style
approach) [37] works in the m = n regime.
4 Results on K-Medoids Errors
Our goal is to find conditions under which err4 is bounded. We: (i) decompose err4 into two canonical
problems (ii) derive a new fundamental convergence result for one of these, namely the minimum
mean estimation (MME) problem. (iii) use the above to bound err4
We start by unifying the distance distributions into a family. As the K-point x varies over X , the
distribution of d(X, x) varies, here X ∼ DX . This gives us a family of distance distributions. We
have developed a very general distribution family, called the power-variance family in definition 5.
The power-variance model is very general and it is easy to encode distance families with. We also
define two fundamental statistical problems 6 7.
Definition 5. Consider a family F of distributions E parametrized by the mean µ: F = {E(µ)|µ ∈
R>0} and the variance is a power function of the mean: σ2(µ) := αµβ+k The parameters α, β, γ, k
are constants for the entire family F and satisfy: β ≥ 0, α > 0, µ ≥ γ > 0, αγβ ≥ −k
Definition 6 (Minimum Mean Estimation (MME)). LetF be a power variance family of distributions.
Let m distributions from F and n samples from each be given. Let imin be the index of the minimum
mean distribution. Let µˆi be the sample mean of the ith distribution and let us estimate imin via
iˆmin := arg mini=1,...,m µˆi . Then define the MME error as errMME := |µiˆmin − µimin |/|µimin |
Definition 7 (Minimum Estimation). Given m samples from a distribution, estimate the minimum
of the distribution xmin using the min of the sample xˆmin. Then define the ME error as errME :=
|xˆmin − xmin|/|xmin|
As a concrete example of power-variance, consider example 2 in appendix B. Next, we have the result
(proof at appendix E, theorem 4):
Theorem 4. As x varies over X , let the distribution family d(x, Y ), Y ∼ DX be a power-variance
family as per definition 5. Then
err4 := errMME + errMMEerrME + errME
4
The structuring of the true error err4 into these canonical problems holds with great generality and is
one of our important contributions, as it reveals the internal workings of K-medoids. Next, to calculate
E errMME requires calculating probabilities of the form: P(µˆi < µˆ1 · · · µˆ(i−1), µˆ(i+1) · · · µˆm). Even
for m = 3 and Gaussian E this requires the integration of a complicated function of a polynomial of
Φ (standard normal cdf) and is intractable. One of our chief theorems is the upper bound of expected
MME error (theorem 3 from appendix D.2). In simplified form:
Theorem 3. Let F be a power-variance distribution family, having continuous cdfs, power param-
eter β and uniformly bounded kurtosis3 ≤ κUB. Let 0 < p ≤ pmax,m > mmin, β < 43 , n =⌈
Cm1/2/p3/2
⌉
. Then the expected MME relative error: errMME < p100
In other words, under general conditions, we can control the MME error to arbitrarily small tolerance
p with a n = O(m1/2/p3/2). Where C is a constant for a given F . A more general version is
theorem 2 in appendix D.2. Under general conditions it gives the bound: errMME < O(m1/3/n2/3)
These are fundamental results for MME and one of our chief contributions. They are the analog of
the standard square root rate of convergence of Monte Carlo algorithms. Unlike the asympototic CLT
based convergence our result is an exact upper bound when its conditions are satisfied.
The ME problem is well studied in the Extreme Value Theory literature [5, 25, 36]. A central
theorem here is the Fisher-Tippet-Gnedenko (FTG) theorem providing asymptotic distributions for
the minimum. This reveals a deep connection between the K-medoids problem and the dynamics of
the FTG theorem. Leveraging all the above we bound err4 (proof at appendix E, theorem 6)
Theorem 6. Let us sample m′ points {xi} following DX . And independently sample m′ × k × n iid
points {yilj} per DX . Let GPAM be run on these. As k-tuple x varies over X , let the distribution
family d(x, Y ) be a relaxed power-variance family as per definition 5. Let m = m′ × k be large
enough and choose n, p > 0 such that the conditions of the above theorem 3 are met. Then, errME is a
strictly decreasing function of m. And err4 can be upper bounded by the strictly decreasing function:
err4(m) ≤ p+ p errME(m) + errME(m)
If we further require that the swaps on GPAM line 3 are also iid by sampling fresh {xi} points for
each l = [1, k], i = [1,m] and assume the min Ecc(Xi) do converge to some limiting distribution,
then GPAM is a consistent estimator:
lim
n,m→∞ err4 = 0
4.1 Related Work
MME like problems have been well studied under the rich theory of multi armed bandits. However our
setting has significant differences from earlier settings. For instance, in stochastic linear bandits [1, 7],
the decision space is Rd and rewards are linear. We don’t make any assumptions about the decision
space. A more direct comparison can be made to [2]. The decision space D is arbitrary. But the
rewards over D are restricted to be a discrete set with a gap parameter ∆ > 0. Analyzing K-Medoids
true error requires consideration of a continuous rewards set with ∆ ∈ [0,∞). In exchange, our
problem has more structure in terms of the relation between the rewards and noise (power variance),
which they do not assume. Due to the differing nature of problems the error bounds are also different
O(log(n)/n×m/∆4max) vs O(m1/3/n2/3). A direct comparison is not possible, but we have taken
their total regret, normalized by total amount of data (mn) as a rough analog and assumed all gaps
∆i≥2 = ∆max (which decreases the bound). We refer to our MME setting as familywise bandits. To
our knowledge, we are the first to (i) prove a convergence result for familywise bandits (ii) decompose
and bound the true error err4. Various K-medoid error analyses include [4, 8, 30, 33] (1-medoid),
[38] (PAM) and [37] (PAMAE), However, error is calculated with respect to sample medoid i.e err1.
3 kurtosis (or Pearson kurtosis) is the fourth standardized moment E
[
X−µ
σ
]4
.
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5 Faster, Large Scale K-Medoids
The upper bound on err4 without lower bounds is not conclusive about the optimal regime for
GPAM_INNER (m << n vs n = m vs m >> n). However, lemma 6 (appendix D.1) suggests that
for Gaussian and sub-Gaussian eccenticity distributions, err2 is exceedingly fast decreasing in n for a
given tolerance T . Given that EVT error convergence rates are usually slow [21, 25], this suggests
an optimal region of m >> n. This is inline with the 1-medoid algorithms RAND, TOPRANK,
trimed and meddit And differs from the K-medoid algorithms PAM, CLARA, PAMAE (m = n) &
CLARANS (m << n). We propose a novel K-medoid algorithm MCPAM in the m >> n regime.
MCPAM (Monte Carlo PAM) estimates the n required for a given error tolerance using a Monte
Carlo approach (listing 3). The core idea is to estimate Ecc of candidate medoids via sequential
Monte Carlo sampling. We start with an initial medoid and n = 103 and increment by factors of 10
until a medoid swap having lower Ecc with high probability, is found. We chose zα to give 1− α
coverage and calculate symmetric confidence intervals:
Var(Êcc(x, {yj})) = 1
n
n∑
j=1
(d(yj , x))2 − Êcc(x, {yj}), Êcclo(x) = Êcc(x)− zα(Var(Êcc(x))) 12
Algorithm 3 MCPAM
Require: Initial candidate k-medoid xcur; samples of X : {xi}, i = [1,m]; consts τ ≥ 0, nmax > 0
1: Calc Êcc(xcur, {xi}), Êcclo(xcur, {xi}), Êcchi(xcur, {xi})
2: xnew ← xcur
3: repeat
4: xcur ← xnew ; n← 1000
5: while n < nmax do
6: sample {yj} j = [1, n] from {xi}
7: minhi← arg mini,l∈[1,m],×[1,k] Êcchi(xil; {yj})
8: minlo← arg mini,l∈[1,m],×[1,k] Êcclo(xil; {yj})
9: if Êcchi(xcur; {xi}) < Êcclo(xminlo) + τ then
10: break // no significant improvement available
11: else if Êcclo(xcur; {xi})) ≥ Êcchi(xminhi) + τ then
12: xnew ← xminhi // significant improvement available
13: Calc Êcc(xnew, {xi}), Êcclo(xnew, {xi}), Êcchi(xnew, {xi})
14: break
15: else
16: // significant improvement not found, but may exist
17: n = 10 ∗ n // Try with larger sample size
18: until Êcc(xcur; {xi})− Êcc(xnew; {xi}) ≤ 0
19: return xcur, Êcc(xcur, {xi}), Êcclo(xcur, {xi}), Êcchi(xcur, {xi})
Loop 5 of MCPAM corresponds to GPAM_INNER and we call it MCPAM_INNER.
practical optimizations: τ, nmax are practical controls for time vs accuracy. In the m >> n regime,
the confidence intervals of Êcc(xcur, {xi}) are quite small compared to the error bars of Êcc(xil, {yi}).
As a practical optimization we use Êcc(xcur, {xi}) instead of Êcclo(xcur, {xi}), Êcchi(xcur, {xi}).
Practically, we find a strong correlation between Ecclo(xminlo) & Ecchi(xminhi). Hence we use xminhi for
both lines 9 and 11, and combine by exiting without swapping if Êcc(xminhi, {yj})±zασÊcc(xminhi,{yj})
is within τ of Êcc(xcur, {xi}). Else we either swap or continue the loop depending on whether
Êcc(xcur, {xi}) is higher or lower.
Single Medoid Variant: When k = 1, the set of swaps is unchanged as xcur changes (line 4). This
allows us to unify the outer and inner loops (lines 3 & 5). Hence we propose a simplified 1-medoid
variant of MCPAM. We repeat at line 18 unconditionally, modify line 14 to be a continue of loop 5.
and modify line 10 to terminate the program. Then the only way to exit loop 5 and the program is via
condition 9.
6
Distributed MCPAM: The computationally heavy steps are 7,8 O(kmn) & 1,13 O(km). These
are parallel operations on {xi} and each xi needs the full set {yj} for its calculations. Assume the n
chosen by MCPAM will be n << m (this is confirmed in theorem 7). Then, given c worker nodes
and 1 master node, {xi} is distributed in c chunks to workers. Since n << m, we simply sample on
the master and broadcast a copy of {yj} to each worker. Our costs are given in theorem 7.
5.1 Theoretical Guarantees and Related Work
To simplify computational costs we assume m,n > k in this subsection. We analyze MC-
PAM_INNER, with τ = 0, nmax = ∞ (we will lose some accuracy in exchange for speed if
τ > 0, nmax < ∞). In the MCPAM setting, we assume that the minimum gap ∆ between the
eccentricities of all k-points constructable on {xi}, is strictly positive and indpendent of m. This is
similar to the assumption in [4]. Simplified versions of our convergence results are:
Theorem 7. [MCPAM K ≥ 1] When ∆ > 0 and ∆ = Θ(1). MCPAM_INNER (loop 5) has expected
runtime O(km). Upon exit from MCPAM_INNER, with high probability we have either: (i) a
decrease in Ecc from Ecc(xcur) or (ii) the swap set constructed around xcur has no smaller Ecc.
MCPAM provides a true confidence interval on the eccentricity for the final medoid estimate. For the
distributed version, computational cost is O(kmc ) and communication cost is Θ(1).
Theorem 8. [MCPAM K = 1] When ∆ > 0 and ∆ = Θ(1). MCPAM has expected runtime O(m).
It finds the sample medoid with high probability and provides a true confidence interval on the
eccentricity of the same.
Proofs are in appendix F.1: theorems 8, 7. The MCPAM outer loop almost always runs only a
few times (like other K-medoid methods), so O(km) is the practical runtime. Note, the confidence
intervals are not for estimates of Ecc(ν), but are true confidence intervals for Ecc(xcur). To our
knowledge, MCPAM is the first to (i) find n to control a true error (true error of Êcc(xcur)) (ii) find
true confidence intervals for the same (iii) have average case linear cost for 1-medoids (iv) be scalable
to billion points in the general semi-metric case
We compare to the 1-medoid algorithms first. RAND [8] computes -approximate sample 1-medoid
w.h.p in O(m log(m) ) time for all finite datasets. However,  is measured relative to the network
diameter ∆, which can be fragile. The 1-medoid algorithms TOPRANK, trimed, meddit all have
various distributional assumptions on the data. TOPRANK [33] finds the sample 1-medoid w.h.p
in O(m 53 log 43 m). trimed [30] finds the sample 1-medoid in O(m 32 2Θ(d)) for dimension d while
requiring the distances to satisfy the triangle inequality. This and the exponential dependence on
d significantly limit the applicability of trimed. meddit [4] finds the sample 1-medoid w.h.p in
O(m log(m)) time, when ∆ = Θ(1) > 0. These are all worst case times.
The runtimes per iteration for PAM [24], CLARANS [31] are O(km2) (although swaps are subsam-
pled in CLARANS, they are kept proportional to km). CLARA [23] is O(kn2), PAMAE [37] is
O(m+ rkn2) (distributed O(m+ kn2)), where n is sample size typically set to a multiple of k and
r is number of reruns. PAMAE has an accuracy guarantee, bounding the error in the estimate relative
to the sample medoid. However, PAMAE is rather restrictive requiring the data come from a normed
vector space.
5.2 Results and Comparisions
We perform scaling and quality comparisons on various datasets from literature [12, 14, 27, 39] and 2
newly created datasets (appendix F.2.1). We compare to PAM, as that is the ’gold standard’ in quality
for K-medoids. Since PAM = GPAM(m, m) & MCPAM = GPAM(m, n) with m >> n, PAM will
have better quality. However, per our motivation, we expect MCPAM to have a small drop in quality
with a massive speedup in runtime. This is verified in table 2 and 3. MCPAM was run with K++
initialization [3], 10 times on each dataset. PAM, MCPAM were run with the true number of clusters.
We compare to DBSCAN as it is widely used for non-Euclidean distributed clustering [9, 16, 20].
To estimate epsilon parameter for DBSCAN, we (i) visually identify the knee of knn plot, (ii) do
extensive grid search around that (iii) pick epsilon giving maximum ARI. The full details of our
experimental setup are given in appendix F.2.2. We also compare MCPAM to PAM via clustering
cost, again MCPAM is quite close to PAM in quality: figure 5 in appendix F.2.3.
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Dataset K PAM-ARI MCPAM-ARI(lo)
MCPAM-ARI
(mean)
MCPAM-ARI
(hi) DBSCAN-ARI
MCPAM
rel. err
DBSCAN
rel. err
S1 15 0.985 0.98 0.983 0.986 0.947 0.268 3.91
S2 15 0.934 0.9 0.92 0.939 0.664 1.5 28.8
S3 15 0.72 0.639 0.684 0.73 0.448 4.99 37.8
S4 15 0.635 0.529 0.576 0.623 0.394 9.22 37.9
leaves 100 0.278 0.194 0.211 0.228 0.0161 24.2 94.2
letter1 26 0.264 0.249 0.268 0.287 0.408 -1.76 -54.8
letter2 26 0.164 0.144 0.166 0.189 0.204 -1.46 -24.3
letter3 26 0.196 0.158 0.193 0.228 0.254 1.61 -29.4
letter4 26 0.162 0.13 0.154 0.177 0.135 5.48 16.8
M1 32 0.756 0.546 0.641 0.735 0.519 15.3 31.4
M2 32 0.483 0.36 0.393 0.426 0.191 18.6 60.5
M3 32 0.353 0.273 0.291 0.309 0.137 17.6 61.2
M4 32 0.246 0.212 0.227 0.241 0.0696 7.81 71.7
Avg-all Datasets 7.954 25.819
Figure 2: Quality comparison between PAM and MCPAM. We use ARI as it is based on underlying
truth and is a loose proxy for err4. Higher ARI is better [35]. MCPAM ARI is quite close to PAM 8%
degradation on average, compare to 26% for DBSCAN.
The variance of eccentricity distributions tends to be correlated with the mean. Since n is just required
to control the variance of eccentricity distributions relative to their means, it is quite small for a
variety of natural and artifical datasets, almost always n = 103 in practice. This enables MCPAM to
scale to very large dataset sizes. Figure 3 shows MCPAM scaling linearly as m increases keeping
underlying distribution same. Figure 4 shows distributed MCPAM results. We are, to the best
of our knowledge, the first team to scale a semi-metric K-medoids algorithm to 1 billion points
(with 6 attributes) (see BillionOne dataset appendix F.2.1). PAMAE [37] does run on a dataset of
around 4 billion, but the data is restricted to Euclidean space, other distributed semi-metric K-medoids
algorithms [19, 22, 28, 40, 41] are not run at this scale. To compare to other non-Euclidean algorithms,
HPDBSCAN [16] demonstrates runs upto 82 million points with 4 attributes.
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Figure 3: Memory and time scaling of PAM and MCPAM on a single CPU, as m increases. The
points were subsampled from the letters data set.
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Figure 4: The first & second plots show memory usage & runtime of distributed MCPAM as num
CPUs increase. Each line corresponds to a particular k, showing the progression across k also. We see
near-linear scale-up. This is on 32 million point Foursquare data (appendix F.2.1). y-axis quantities
are medians across multiple MCPAM loop 3 iterations. The 3rd plot shows clustering cost & runtime
on BillionOne data F.2.1 as k increases, numCPUs = 12 (full scaling data in appendix F.2.3, table 1).
6 Conclusions
We have formalized the true K-medoid error err4, and revealed a core dynamic inside this error by
decomposing it into the ME and MME problems. We have a new ’familywise bandits’ convergence
result to bound MME, and a bound on err4 under general conditions, showing the consistency of
GPAM. Inspired by the tradeoffs in these bounds, we have proposed the first K( > 1) medoids
algorithm in the n << m regime: MCPAM. MCPAM has good scaling and quality properties, and is
the first K-medoids algorithm to provide true confidence interval on Ecc of estimated medoid.
This work opens some interesting future directions: (i) tighter bounds on err4 to resolve the m vs n
issue conclusively. (ii) Identifying conditions under which the GPAM estimators are diverging. Based
on our study of the core z0 function in appendix C.1, we suspect there are diverging distributions
when the power-variance parameter β > 2. (iii) Finally, our analysis combined with EVT provides a
possible, natural approach to analyzing the number of K-medoid outer loop iterations.
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A Minimum Mean Estimation: Introduction
Before we develop medoid error estimates, we develop an inference result for the minimum mean
estimation problem. Given m distributions chosen from a family of distributions, and some samples
from each, the inference problem is to identify the distribution having the minimum mean. We are
interested in the error of the inferred mean and we develop bounds on this error.
The minimum mean inference result is developed in 3 parts. First we formalize the problem (appendix
B). Next, we upper bound the error in the 2-D case, where we restrict to two distributions (appendix
C). Finally, we generalize the bound to the M-D case, where we have m distributions (appendix D).
B Statistical Inference of Minimum of Means: Problem Formulation
B.1 Parametrization of Distributions
We start by defining the power-variance family of distributions.
Definition 5. Consider a family F of distributions E parametrized by the mean µ:
F = {E(µ)|µ ∈ R>0}
and the variance is a power function of the mean:
σ2(µ) := αµβ + k
The parameters α, β, γ, k are constants for the entire family F . and satisfy:
β ≥ 0, α > 0, µ ≥ γ > 0, αγβ ≥ −k
The inequality µ ≥ γ > 0 models the strict positivity of distances. The inequality αγβ ≥ −k is
needed to ensure positivity of σ2. This model is quite general and permits us to easily encode distance
distributions.
Example 2 (Eccentricity of Gaussian). Let us use the notation of sections 2 and 3. Let (X , d,DX ) =
(R, ||.||22,N (0, 1)) and K = 1. Let us sample two iid sets:
Xi ∼ N (0, 1) i = [1,m]
Yij ∼ N (0, 1) j = [1,m]
Then
Xi = Xi
Êcc(Xi, {Yij}) = 1
n
n∑
j=1
||Xi − Yij ||22
Then for a given Xi = xi = xi, the distances are distributed as
||xi − Yij ||22 ∼ χ2(1, x2i )
Where χ2(1, λ) denotes a non-central Chi-squared random variable with 1 degree of freedom and
having mean, variance: µ = 1 + λ, σ2 = 2(1 + 2λ). In our case We can rewrite the variance as
σ2 = 4µ − 2. This is a power-variance distribution: β = 1, α = 4, k = −2, γ = 1. Clearly all
requirements on the parameters are satisfied, including αγβ ≥ −k. To uniformly bound the kurtosis
κ, consider:
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κ(λ) = 3 + 12
(1 + 4λ)
(1 + 2λ)2
We want to upper bound this function. Consider the term:
f(λ) =
(1 + 4λ)
(1 + 2λ)2
log(f(λ)) = log(1 + 4λ)− 2 log(1 + 2λ)
Taking the derivative gives:
d
dλ
log(f(λ)) =
−8λ
(1 + 4λ)(1 + 2λ)
d
dλ
log(f(λ)) < 0 ∀λ > 0
Hence f(λ) is strictly decreasing for all λ > 0. And has a maximum at λ = 0. This gives the upper
bound:
κ(λ) ≤ κ(0) = 15
This distribution model is conceptually similar to the well known Tweedie family of distributions, but
more suited to model families of distance distributions.
B.2 Minimum Mean Inference Problem
Given a finite subset of m distributions {E(µi)|i = 1, . . . ,m} ⊂ F , where the µi are not ordered,
we want to identify the distribution (i.e. the index i) that has the minimum mean. We have n
observations Eij from each E(µi), j = 1, . . . , n. Further, the Eij are independent i.e. Ei,j ⊥ Ei′,j′
when (i, j) 6= (i′, j′). We use the sample means µˆi = 1n
∑n
j=1Eij to estimate the means.
Definition 8 (Minimum Mean Distribution). Let imin be the index of the minimum mean distribution:
imin := arg min
i
µi
Definition 9 (Estimator for Minimum Mean Distribution). Let iˆmin be the index of the minimum
sample mean:
iˆmin := arg min
i
µˆi
Definition 10 (Relative Error of iˆmin). Let (µ1, . . . , µm) be the relative error of the estimate:
(µ1, . . . , µm;n, α, β, γ, k) := E
µiˆmin − µimin
µimin
To summarize, we want to estimate imin, our estimator is iˆmin and its error is measured via
(µ1, . . . , µ2;n, α, β, γ, k). In the setting of section 4  = errMME. But we find it a more com-
pact and convenient notation to use  in this appendix.
At this point it’s convenient to change notation in two ways. First, we suppress the dependence on the
family parameters n, α, β, γ, k, for the most part. Second, akin to order statistics we use the notation
µi:m to denote the ith smallest µi. There is the obvious mapping from the i : m index to the i index,
and µ1:m = µimin . Hereafter we use the i : m indexing, for the most part.
We now derive a simple formula for the relative error.
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Definition 11 (Relative Exceedances). The relative exceedance of the i : mth mean:
δi:m :=
µi:m − µ1:m
µ1:m
Definition 12 (Probability of Choosing i : mth Mean). The probability of the i : mth mean estimate
undershooting all other mean estimates: 4:
Pi:m(µ1:m, . . . , µm:m) := P(µˆi:m < µˆ1:m · · · µˆ(i−1):m, µˆ(i+1):m · · · µˆm:m)
We now have the following obvious proposition.
Proposition 1 (Formula for Expected Relative Error). We can reorder the µi without changing ,
and in particular:
(µ1, . . . , µm) = (µ1:m, . . . , µm:m)
Also we have:
(µ1:m, . . . , µm:m) =
m∑
i=2
δi:mPi:m(µ1:m, . . . , µi:m)
In the next section we upper bound the relative error when m = 2.
C The Two Mean Case
We want to upper bound the relative error in the 2D case. We do this in four subsections. First we
find a more convenient expression for relative error in the 2D case (subsection C.1), then we find an
abstract upper bound (subsection C.2) for this expression. The abstract bound requires the existence
of an upper bounding ’G’ function, satisfying certain properties. Subsequently, we show the existence
of this function and derive concrete upper bounds for the Gaussian (subsection C.3) and arbitrary
distribution (subsection C.4) cases.
C.1 Convenient Expression for 2D Relative Error
In this subsection we derive a more convenient expression for relative error for the 2D case. Let us be
given a distribution family E specified by n, α, β, γ, k.
Definition 13 (2D Relative Error (Reparametrized)). Given the set {E(µi:m)|i = 1, 2} and α >
0, β ≥ 0, µi ≥ γ > 0 and αγβ ≥ −2k as usual. Let δ2:2 be as in definition 11. For convenience set
δ := δ2:2. There is the obvious reparametrization of the relative error:
(µ1:2, δ;n, α, β, γ, k) := (µ1:2, µ2:2;n, α, β, γ, k)
Definition 14 (Difference of Samples). Define Dj as the difference of the j-th pair of samples from
the distributions Ei:m:
Dj = E2:2,j − E1:2,j
The Ei,j are independent of each other as the j index varies and hence the Dj are i.i.d across j. We
drop the subscript hereafter.
E(D) = δµ1:2
Var(D) = α(µβ1:2 + µ
β
2:2) + 2k
4For the case where the semi-metric is almost surely restricted to a countable set of values, ties are broken at
random with equal probability for each possibility.
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Where in the last line we have used that the Ei:m,j are independent of each other as the i : m index
varies. We can rewrite the variance in terms of δ:
Var(D) = α(µβ1:2 + µ
β
2:2) + 2k
= α(µβ1:2 + (µ1:2(1 + δ))
β) + 2k
= α(µβ1:2 + µ
β
1:2(1 + δ)
β) + 2k (∵ µ1:2 > 0, δ > 0)
= αµβ1:2((1 + δ)
β + 1) + 2k
= αµβ1:2
(
(1 + δ)β + 1 +
2k
αµβ1:2
)
When k ≤ 0, our assumptions give us:
2k
αµβ1:2
≥ 2k
αγβ
≥ −2
So:
(1 + δ)β + 1 +
2k
αµβ1:2
≥ 0
And hence Var(D) > 0.
Definition 15 (Difference of Sample Means). Define dˆ as the difference of sample means:
dˆ := µˆ2:2 − µˆ1:2
Or equivalently the mean of the sample differences:
dˆ =
1
n
n∑
j=1
Dj
By independence of Dj we get:
E(dˆ) = δµ1:2
Var(dˆ) =
α
n
µβ1:2
(
(1 + δ)β + 1 +
2k
αµβ1:2
)
Note n, α, β, γ, k are familywise parameters and µ1:2, δ are free parameters unconstrained w.r.t each
other.
Definition 16. Define the z-score of zero (z0) for the random variable dˆ:
z0 := − E(dˆ)√
Var(dˆ)
(1)
It is useful to express z0 as a function of µ1:2, δ:
z0(µ1:2, δ;n, α, β, γ, k) = −µ
1− β2
1:2
√
n
α
1
2
δ(
(1 + δ)β + 1 + 2k
αµβ1:2
) 1
2
Proposition 2 (2D Relative Error Formula). For the 2D relative error as defined in 13 (suppressing
the familywise parameters n, α, β, γ, k) we have:
(µ1:2, δ) = δFd˜(z0(µ1:2, δ))
Where d˜ is the standardized (mean zero and unit variance) version of dˆ and Fd˜ is the cumulative
distribution function.
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Proof. The expected relative error is:
(µ1:2, δ) = (µ1:2, µ2:2) (by definition 13)
= δ2:2P2:2(µ1:2, µ2:2) (by proposition 1)
But:
P2:2(µ1:2, µ2:2) = P(µˆ2:2 < µˆ1:2) = P(dˆ < 0)
dˆ is standardized (mean zero and variance one) by the linear transformation:
l(x) :=
x− E(dˆ)√
Var(dˆ)
So
P(dˆ ≤ 0) = P(l(dˆ) ≤ l(0)) = Fd˜(l(0)) = Fd˜(z0)
The central random variable in the 2D case is dˆ, the difference of the sample averages. We recap the
important quantities defined around it: z0 is the z-score of zero for dˆ, d˜ is the standardized version of
dˆ and Fd˜ the c.d.f of d˜. These quantities make  tractable.
C.2 Upper Bounding  for Two Means: Abstract Bound
For a given family E specified by n, α, β, γ, k, we are interested in upper bounding the worst case
relative error:
(;n, α, β, γ, k) = sup
µ1:2 ∈ [γ,∞)
µ2:2 ∈ [γ,∞)
(µ1:2, µ2:2;n, α, β, γ, k)
= sup
µ1:2 ∈ [γ,∞)
δ ∈ [0,∞)
(µ1:2, δ;n, α, β, γ, k)
It is convenient to breakdown the maximization into two stages. First we maximize over µ1:2.
C.2.1 Maximize Over µ1:2
Define:
(δ;n, α, β, γ, k) = sup
µ1:2 ∈ [γ,∞)
(µ1:2, δ;n, α, β, γ, k)
For convenience we suppress the familywise parameters and denote this by (δ) hereafter. We now
present a helpful proposition (note the extra requirement of continuity, which is usually not needed).
Proposition 3 (sup Over Non-Decreasing Function). Let f, g be functions and D ∈ R. Further, let f
be non-decreasing and continuous. Then
sup
x∈D
f(g(x)) = f(sup
x∈D
g(x))
Proof. Let
X := {g(x)|x ∈ D}
xsup := supX
Y := f(X)
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We want to show that f(xsup) is the sup of Y . First we establish the upper bound property. Let
f−1(y) denote the preimage of y. Then ∀y ∈ Y , f−1(y) ∩X 6= ∅. So by non-decreasing f :
xsup ≥ f−1(y) ∩X ⇒ f(xsup) ≥ y
∀ > 0, since f is continuous ∃δ > 0 such that
f(xsup − δ, xsup + δ) ⊆ (f(xsup)− , f(xsup) + )
f(xsup − δ, xsup] ⊆ (f(xsup)− , f(xsup) + )
But f(xsup) is an upper bound on Y
f(xsup − δ, xsup] ⊆ (−∞, f(xsup)]
Intersecting:
f(xsup − δ, xsup] ⊆ (f(xsup)− , f(xsup)]
Since xsup is sup of X, ∃x′ ∈ X such that x′ ∈ (xsup − δ, xsup]. Combining with above:
f(x′) > f(xsup)−  . Hence f(xsup) is the least upper bound of Y .
Let us assume that Fd˜ is continuous. Now by proposition 1 (formula for relative error)
(δ) = sup
µ1:2 ∈ [γ,∞)
δFd˜(z0(µ1:2, δ))
= δFd˜
(
sup
µ1:2∈[γ,∞)
z0(µ1:2, δ)
)
(By proposition 3)
= δFd˜ (z0(δ)) (2)
Where on the last line we have set
z0(δ;n, α, β, γ, k) := sup
µ1:2∈[γ,∞)
z0(µ1:2, δ;n, α, β, γ, k)
and denoted it by z0(δ) for convenience.
C.2.2 Tractable Upper Bounds for z0(δ)
Before we maximize over δ, we make some simplifications. Instead of writing out z0(δ) explicitly,
we find it easier to upper bound it. We do this for the case β ∈ [0, 2].
z0(δ) = sup
µ1:2∈[γ,∞)
−µ
1− β2
1:2 n
1
2
α
1
2
δ(
(1 + δ)β + 1 + 2k
αµβ1:2
) 1
2
= −
 infµ1:2∈[γ,∞) µ
1− β2
1:2 n
1
2
α
1
2
δ(
(1 + δ)β + 1 + 2k
αµβ1:2
) 1
2

≤ −
 inf
µ1:2∈[γ,∞)
µ
1− β2
1:2 n
1
2
α
1
2

 infµ1:2∈[γ,∞) δ(
(1 + δ)β + 1 + 2k
αµβ1:2
) 1
2

(Since the two terms in the product are positive and non-negative respectively ∀n, α, β, γ, k, µ1:2, δ)
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= −
(
γ1−
β
2 n
1
2
α
1
2
)(
δ
((1 + δ)β + C1)
1
2
)
( ∵ β ≤ 2, 1− β2 ≥ 0⇒ γ1−
β
2 ≤ µ1−
β
2
1:2 ∀µ1:2 ∈ [γ,∞) )
We have defined the constant:
C1 =
{
1 + 2k
αγβ
k > 0
1 k ≤ 0
Note that C1 ≥ 1. Define:
zUB10 (δ) := −
(
γ1−
β
2 n
1
2
α
1
2
)(
δ
((1 + δ)β + C1)
1
2
)
To get z0(δ) ≤ zUB10 (δ)
This upper bound has a convenient closed form. However, we will need (δ) bounds that are easily
invertible and easily demonstrable to be decreasing. To that end we develop a further upper bound.
We start by upper bounding the denominator term: dr(δ) :=
(
(1 + δ)β + C1
) 1
2
Proposition 4 (Monotonicity of dr(δ)). When β > 0
∂dr
∂δ
(δ) > 0 ∀δ ≥ 0
When β = 0
∂dr
∂δ
(δ) = 0 ∀δ ≥ 0
Proof. ∀δ ≥ 0
∂dr
∂δ
(δ) =
1
2
(
(1 + δ)β + C1
)− 12 β(1 + δ)β−1
sgn
(
∂dr
∂δ
(δ)
)
= sgn
(
β
2
)
Since ∀δ ≥ 0: ((1 + δ)β + C1)− 12 > 0 and (1 + δ)β−1 > 0
Now define
δc := max(1, C
1
β
1 − 1)
We now simplify the dynamics of dr when δ ≥ δc. When β = 0, δc =∞ and so suffices to consider
the case δ ≥ δc and β > 0, then δ ≥ 1 and
δ ≥ C
1
β
1 − 1
δ + 1 ≥ C
1
β
1
(1 + δ)β ≥ C1
(Since f(x) = xβ is strictly increasing ∀β > 0) Using the above we get:
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(
(1 + δ)β + C1
) 1
2 ≤ ((1 + δ)β + (1 + δ)β) 12
= 2
1
2 (1 + δ)
β
2
≤ 2 12 (δ + δ) β2
= 2
1
2+
β
2 δ
β
2
Hence ∀δ ≥ δc and β > 0:
dr(δ) ≤ 2 1+β2 δ β2 (3)
When δ ≤ δc and β > 0, by proposition 4
dr(δ) ≤ dr(δc)
≤ 2 1+β2 δ
β
2
c (by equation 3)
So ∀β > 0:
dr(δ) ≤
{
2
1+β
2 δ
β
2
c 0 ≤ δ ≤ δc
2
1+β
2 δ
β
2 δ ≥ δc
(4)
Since dr(δ) > 0 ∀δ ≥ 0, we get when β > 0:
1
dr(δ)
≥

1
2
1+β
2 δ
β
2
c
0 ≤ δ ≤ δc
1
2
1+β
2 δ
β
2
δ ≥ δc
Now −
(
γ1−
β
2 n
1
2
α
1
2
)
δ ≤ 0 ∀δ ≥ 0 and so
zUB10 (δ) ≤

−
(
γ1−
β
2 n
1
2
α
1
2
)(
δ
2
1+β
2 δ
β
2
c
)
0 ≤ δ ≤ δc
−
(
γ1−
β
2 n
1
2
α
1
2
)(
δ
2
1+β
2 δ
β
2
)
δ ≥ δc
Now we define zUB20 , when β > 0:
zUB20 (δ) =

−
(
γ1−
β
2 n
1
2
α
1
2
)(
δ
2
1+β
2 δ
β
2
c
)
0 ≤ δ ≤ δc
−
(
γ1−
β
2 n
1
2
α
1
2
)(
δ1−
β
2
2
1+β
2
)
δ ≥ δc
(5)
It is clear that when β > 0: zUB10 (δ) ≤ zUB20 (δ) ∀δ ≥ 0.
When β = 0 define:
zUB20 (δ) := −
(
γ1−
β
2 n
1
2
α
1
2
)(
δ
(1 + C1)
1
2
)
∀δ ≥ 0
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In both cases zUB20 may be interpreted as a piecewise function, initially linear and then a polynomial.
In the β = 0 case, the linear part occupies the whole of R≥0 since δc =∞ and also the upper bound
is tight zUB10 (δ) = z
UB2
0 (δ) ∀δ ≥ 0. We now unify these two cases. Define:
C2 :=

γ1−
β
2
α
1
2
1
(1+C1)
1
2
β = 0
γ1−
β
2
α
1
2
1
2
1+β
2 δ
β
2
c
β > 0
C3 :=
{
γ1−
β
2
α
1
2
1
2
1+β
2
β > 0, δ ≥ δc
And hence
zUB20 (δ) :=
{ −C2n 12 δ 0 ≤ δ ≤ δc
−C3n 12 δ1− β2 δ ≥ δc
We have already established zUB10 (δ) ≤ zUB20 (δ) ∀δ ≥ 0,∀β ≥ 0.
For a given value of β, zUB20 is continuous on the closed subsets 0 ≤ δ ≤ δc and δc ≤ δ <∞ (easier
to see this by considering the β > 0 case from equation 5 separately). Hence by pasting lemma, zUB20
is continuous in δ.
We now prove a simple monotonicity result.
Proposition 5 (Piecewise Monotonicity). Let f(x) be strictly decreasing on x ≤ xc and on x ≥ xc.
Then f(x) is strictly decreasing everywhere.
Proof. Given any pair x1 < x2 we have three cases:
1. x1 < x2 ≤ xc or xc ≤ x1 < x2
In both possibilities, f(x1) < f(x2) by assumption.
2. x1 ≤ xc < x2 or x1 < xc ≤ x2
For the first possibility, by assumption we have
f(x1) ≤ f(xc)
f(xc) < f(x2)
Combining we get: f(x1) < f(x2) . The other possibility is symmetric.
3. x1 < xc < x2
By assumption:
f(x1) < f(xc)
f(xc) < f(x2)
Combining we get: f(x1) < f(x2) .
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Now we prove the monotonicity of zUB20 . The β = 0 case is trivial. Consider the case β > 0. It is
easy to see zUB20 is strictly decreasing on 0 ≤ δ ≤ δc (linear part). The polynomial Cδ1−
β
2 is strictly
decreasing ∀δ > 0, when β < 2. Hence zUB20 is strictly decreasing on δc ≤ δ. Hence by proposition
5 we have that zUB20 is strictly decreasing.
Any strictly monotonic function is injective and hence invertible on its range. Since zUB20 (δ) is
continuous and strictly decreasing, its range is
[zUB20 (0), lim
δ→∞
zUB20 (δ)) = [0,−∞)
We collect all the above in a proposition.
Proposition 6 (Simple Upper Bound on z0(δ)). The function zUB20 (δ;n, α, β, γ, k) is continuous,
strictly decreasing and invertible on [0,−∞). Furthermore:
zUB10 (δ;n, α, β, γ, k) ≤ zUB20 (δ;n, α, β, γ, k) ∀δ ≥ 0
C.2.3 Maximizing Over δ
We seek an upper bound on (δ) of the following form (essentially a tail bound). For some T, δth > 0:
(δ) < T ∀δ > δth
Sometimes, as in the Gaussian case we can bound  for all δ > 0 (remember (0) = 0 always). But
for the general case our target is the above form.
We start by defining:
UB2(δ) := δFd˜(z
UB2
0 (δ)) ∀δ > 0
Now ∀δ > 0:
(δ) = δFd˜(z0(δ))
≤ δFd˜(zUB20 (δ)) (∵ Fd˜ is increasing)
= UB2 (6)
By proposition 6 (properties of zUB20 ), the inverse of z
UB2
0 exists and we can rewrite 
UB2 as a
function of zUB20 :
UB2(δ) = UB2(zUB20 (δ)) = z
UB2−1
0 (z
UB2
0 (δ))Fd˜(z
UB2
0 (δ)) ∀δ > 0 (7)
Where we have abused notation using UB2(zUB20 (δ)) to denote the dependence of 
UB2 on δ solely
via zUB20 . If exists a function G such that:
G(x) > zUB2−10 (x)Fd˜(x) ∀x ∈ (0,−∞)
Then we have a new upper bound
UB3(zUB20 (δ)) = G(z
UB2
0 (δ)) ∀δ > 0
> zUB2−10 (z
UB2
0 (δ))Fd˜(z
UB2
0 (δ))
= UB2(δ) (by equation 7)
≥ (δ) (by equation 6)
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Further suppose the so constructed UB3(δ) is strictly decreasing. then given a δth > 0:
UB3(δth) > UB3(δ) ≥ (δ) ∀δ > δth
Further, the strict decrease ensures that UB3 is invertible. Then given a target relative error T , we
can set δth = UB3−1(T ). We collect these in a lemma.
Lemma 1 (Abstract Upper Bound on (δ) for Two Means). Given a distribution family F , specified
by parameters n, α, β, γ, k. Let the corresponding Fd˜ be continuous. Then, if there exists G(x) such
that:
G(x) > zUB2−10 (x)Fd˜(x) ∀x ∈ (0,∞ ) (8)
Define
UB3(δ) := G(zUB20 (δ)) ∀δ > 0
Then
UB3(δ) > (δ) ∀δ > 0
Further if UB3 is strictly decreasing then given a T ∈ R(UB3) (R denotes the range of a function).
(δ) < T ∀δ > δth = UB3−1(T )
This is the chief result of this subsection. This is one of our core results, because it is applicable with
great generality and gives us an easy way to bound errors for any distribution family F , provided we
can find a suitable G.
We derive a general formula for inverting piecewise functions.
Proposition 7 (Piecewise Inverse Formula). Let f1(x), f(x) be strictly decreasing functions with
domains D(f1),D(f) and rangesR(f1),R(f). Further let
f(x) = f1(x) x ∈ S
Then given T ∈ R(f) ∩R(f1), if f−11 (T ) ∈ S:
f−1(T ) = f−11 (T )
Proof. Since both functions are strictly decreasing they are invertible. Then given T ∈ R(f1)∩R(f),
if f−1(T ) ∈ S
f(f−11 (T )) = f1(f
−1
1 (T )) = T
C.3 Upper Bounding  for Two Means: Gaussian Case
In this subsection we assume that the distribution family (E) is Gaussian (N ). As usual the family
is further specified by the parameters n, α, β, γ, k. We start by finding an upper bound for Fd˜ = Φ.
Here Φ is the cdf of a standard normal. We use an ubiquitous tail bound.
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Proposition 8 (A Gaussian Tail Bound). This is reproduced from [10]. Let a > 0, then:
Φ(−a) < 1
a
φ(−a)
Proof.
Φ(−a) =
∫ −a
−∞
1√
2pi
e−
x2
2 dx
<
1√
2pi
∫ −a
−∞
x
−ae
− x22 dx
(
∵ x−a > 1
)
=
1
−a
1√
2pi
−e− x
2
2
∣∣∣−a
−∞
=
1
a
1√
2pi
e−
a2
2
=
1
a
φ(−a)
Then we set
GN (x) = zUB2−10 (x)
1
−x
exp
(
−x22
)
√
2pi
∀x ∈ (0,−∞)
Observe 5 that zUB2−10 (x) > 0 ∀x ∈ (0,−∞) . So by using the tail bound in proposition 8:
G(x) = zUB2−10 (x)
1
−x
exp
(
−x22
)
√
2pi
> zUB2−10 (x)Fd˜(x) ∀x ∈ (0,−∞)
Thus satisfying equation 8 and so ∀δ > 0:
UB3N (δ) = z
UB2−1
0 (z
UB2
0 (δ))
1
−zUB20 (δ)
exp
(
− (z
UB2
0 (δ))
2
2
)
√
2pi
= − δ
zUB20 (δ)
exp
(
− (z
UB2
0 (δ))
2
2
)
√
2pi
Substituting for zUB20 :
UB3N (δ) =

1√
2pi
1
C2n
1
2
exp
[− 12C22nδ2] 0 < δ ≤ δc
1√
2pi
δ
β
2
C3n
1
2
exp
[− 12C23nδ2−β] δ ≥ δc
Given a function f , for the log (or any strictly increasing function) we have:
sgn
(
∂f
∂x
)
= sgn
(
∂ log(f)
∂x
)
5 When β ∈ [0, 2), zUB20 is unbounded and so zUB20 ([0,∞)) = [0,−∞). Further zUB20 (0) = 0 always.
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Consider the function:
f(x) =
1√
2pi
x
β
2
C3n
1
2
exp
[
−1
2
C23nx
2−β
]
∀x > 0
Then
∂ log(f)
∂x
=
β
2
1
x
− C
2
3
2
n(2− β)x(1−β)
Hence ∂f∂x < 0 iff:
β
2
1
x
− C
2
3
2
n(2− β)x(1−β) < 0
β
x
< C23n(2− β)x(1−β)
β
C23n(2− β)
< x(2−β) (∵ C23n(2− β) > 0 ∀β ∈ [0, 2) and x > 0)
x >
(
β
C23n(2− β)
) 1
2−β
Where on the last line we used that g(y) = y
1
2−β is strictly increasing ∀β ∈ [0, 2) and y ≥ 0 We
want f to be increasing for all x ≥ δc. So set x = δc
δc >
(
β
C23n(2− β)
) 1
2−β
⇒ n > β
C23 (2− β)δ2−βc
Now by proposition 5 (piecewise montonicity), UB3N (δ) is strictly decreasing when the above equation
is satisfied. Hereafter we assume this. Then with δ > 0:
R(UB3N ) = (UB3N (0), lim
δ→∞
UB3N (δ))
= (
1√
2piC2n
1
2
, 0) (interval is reversed)
Note: In the β > 0 case:
lim
δ→∞
UB3N (δ)) = lim
δ→∞
D1δ
β
2 exp
[−D2δ2−β] (D1, D2 > 0 are constants)
= lim
x→∞D1x
β
4−2β exp [−D2x] (x = δ2−β)
= 0 (by finite number of applications of L′Hospital)
Hence T ∈ R(UB3N ) is equivalent to:
T <
1√
2piC2n
1
2
Given a target T > 0 to bound relative error, we search for a corresponding δthN . If T ≥ 1√
2piC2n
1
2
(T
larger than max-range), then UB3N (δ) < T ∀δ > 0. Hence δthN = 0 in this case.
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Next assume T < 1√
2piC2n
1
2
. Set:
f1(δ) =
1√
2piC2n
1
2
exp
[
−1
2
C22nδ
2
]
∀δ > 0
Now T ∈ R(f1) = R(UB3N ) and
f−11 (T ) =
(
− 2
C22n
log(
√
2pinC2T )
) 1
2
By proposition 7 (piecewise inverse), when f−11 (T ) ≤ δc i.e. when n ≥ 12piC22T 2 exp
[−C22nδ2c ], we
have
UB3−1N (T ) = f
−1
1 (T ) =
(
− 2
C22n
log(
√
2pinC2T )
) 1
2
Hence δthN =
(
− 2
C22n
log(
√
2pinC2T )
) 1
2
in this case.
By lemma 1 (abstract upper bound on (δ)), we get
(δ) < T ∀δ > δthN
We collect all these in a lemma.
Lemma 2 (Upper Bound on  for Two Means: Gaussian Case). When E is the Gaussian family and
given values for n, α, β, γ, k. Define:
UB3N (δ) :=

1√
2pi
1
C2n
1
2
exp
[− 12C22nδ2] 0 < δ ≤ δc
1√
2pi
δ
β
2
C3n
1
2
exp
[− 12C23nδ2−β] δ ≥ δc (9)
This is an upper bound:
UB3N (δ) > N (δ) ∀δ > 0
Additionally, given a T > 0 if n satisfies:
n >
β
C23 (2− β)δ2−βc
(UB3N monotonicity requirement) (10)
n ≥ 1
2piC22T
2
exp
[−C22nδ2c ] (UB3N piecewise inverse requirement) (11)
Then UB3N is strictly decreasing. And we can define a δ
th
N
δthN :=

(
− 2
C22n
log(
√
2pinC2T )
) 1
2
T < 1√
2piC2n
1
2
0 else
(12)
Such that:
N (δ) < T ∀δ > δthN
Typically we will use this result as follows. Given a target T . We will first find the minimum n that
satisfies equations 10, 11. Then we can choose n ≥ nmin to make δthN as small as we want.
25
C.4 Upper Bounding  for Two Means: General Case
In this subsection we work with an arbitrary distribution family (E). As usual the family is specified
by the parameters n, α, β, γ, k. And we want to find a worst case upper bound on . We split this
into two stages. In subsection C.4.1 we find a familywise tail error bound between Fd˜ and Φ. In
subsection C.4.2 we use this to bound gen.
C.4.1 Familywise Tail Bound on Fd˜
By the CLT, the Gaussian cdf Φ is an attractor for the cdf of dˆS . Hence we could attempt to generalize
the bound in lemma 2 (Gaussian upper bound on ) to non-Gaussian distributions by setting Fd˜ = Φ,
when ‘n is large enough’. However, there are significant issues with a naive application of CLT in
our context.
Varying Distributions Firstly, we are applying the CLT over a family of distributions. That is, the
random variable dˆ is the sample mean of one out of a possible family of distributions and
not one fixed distribution. Further the family is infinite (indexed by real valued parameters
µ1:2, µ2:2). It is easy to construct families such that the CLT requires infinite sample size
n to converge to a given tolerance for all members of the family.
Central Convergence vs Tail The CLT is known to converge fast near the mean. And primarily that
is how the CLT is used (to construct confidence intervals around the mean); However we are
interested in the tail of the cdf as well. Convergence may require vastly more samples
than usual.
To deal with the above challenges we develop a familywise version of the non-uniform Berry-Esseen
theorem for the difference of sample averages. Our starting point is the following Berry-Esseen
theorem:
Theorem 1 (Non-Uniform Berry-Esseen [34]). Let Xi be independent random variables such that:
EXi = 0
n∑
i=1
EX2i = 1
E|Xi|3 < ∞ ∀i
Then set Wn :=
∑n
i=1Xi so Var(Wn) = 1. And let FWn denote the cdf of Wn. Then:
|FWn(x)− Φ(x)| ≤
C4
1 + |x|3
n∑
i=1
E|Xi|3
Where C4 < 32.
Then we have a simple corollary.
Proposition 9 (Non-Uniform Berry Esseen for Sample Average). Let Yi be n i.i.d random variables
such that:
EYi = µ
Var(Yi) = σ
2
E|Yi − µ|3 < ∞
Let An := 1n
∑
i Yi be the sample average. Let Wn :=
An−µ
σ/
√
n
be the standardized version of An.
And let FWn denote the cdf of Wn. Then:
|FWn(x)− Φ(x)| ≤
C4
|x|3
E|Yi − µ|3
n
1
2σ3
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Proof. With the above setup define:
Xi :=
Yi − µ√
nσ
So
E|Xi|3 = E|Yi − µ√
nσ
|3 = 1
n
3
2σ
3
E|Yi − µ|3
Thus Xi are i.i.d and
EXi = 0
n∑
i=1
EX2i = 1
E|Xi|3 < ∞ ∀i
n∑
i=1
E|Xi|3 = 1
n
1
2σ
3
E|Yi − µ|3
Further
Wn =
(
1
n
∑
i Yi
)− µ
σ/
√
n
=
∑
i
Xi
The conditions of theorem 1 are satisfied and we have:
|FWn(x)− Φ(x)| ≤
C4
|x|3
E|Yi − µ|3
n
1
2σ3
For distance distributions it can be hard to calculate E|Yi−µ|3. We use the common trick of bounding
by a higher moment via Jensens. But first a technical statement.
Proposition 10. Let Y0 be a random variable and g1, g2 be functions. Define:
Y1 := g1(Y0)
Y2 := g2(Y1)
Then:
EY1g2(Y1) = EY0g2(g1(Y0))
Proof. Clearly, if g is a function and Y is a random variable, we have:
EY g(Y ) = Eg(Y )g(Y ) (13)
If h is a function and define r.v Z := g(Y ), we have:
EZh(Z) = Eg(Y )h(g(Y )) (14)
By using the above two statements:
EY1(g2(Y1)) = Eg1(Y0)(g2(g1(Y0)))
= Eg2(g1(Y0))(g2(g1(Y0)))
And:
EY0(g2(g1(Y0))) = Eg2(g1(Y0))(g2(g1(Y0)))
Proposition 11 (Upper Bound of Third Absolute Moment).
EY |Y |3 ≤
(
EY (Y 4)
) 3
4
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Proof. Recall Jensen’s. When g is concave and finite:
EX [g(X)] ≤ g(EX [X])
Let g(x) = x
3
4 . Then g(x) is concave and we have:
EXX
3
4 ≤ (EX(X))
3
4
Set X := Y 4
LHS = EY 4
(
Y 4
) 3
4
= EY (Y 4)
3
4 (proposition 10)
= EY (|Y |4) 34
= EY |Y |3
RHS =
(
EY 4(Y 4)
) 3
4
=
(
EY Y 4
) 3
4 (proposition 10)
Proposition 12 (Upper Bound of Third Absolute Moment of a Standardized Difference). Let κY :=
E
(
Y−µY
σY
)4
denote the kurtosis of a random variable Y . Let Y1, Y2 be independent random variables
with σYi , κYi <∞. and set Y := Y2 − Y1. Then:
κY =
σ4Y2κY2 + 6σ
2
Y2
σ2Y1 + σ
4
Y1
κY1
(σ2Y2 + σ
2
Y1
)2
E
|Y − µY |3
σ3Y
≤
(
[σ4Y2κY2 + 6σ
2
Y2
σ2Y1 + σ
4
Y1
κY1 ]
(σ2Y2 + σ
2
Y1
)2
) 3
4
Proof. Define the standardized version of Y as X := Y−µYσY . Hence:
E|X|3 = E |Y − µY |
3
σ3Y
EX4 = E
(
Y − µY
σY
)4
= κY
Then by proposition 11 we get:
E
|Y − µY |3
σ3Y
≤ (κY ) 34 (15)
Next we derive a formula for κY . The standard formula for kurtosis of sum of 2 random variables is:
X1, X2:
κX1+X2 =
1
σ4X1+X2
[
σ4X1κX1 + 4σ
3
X1σX2κ(X1, X1, X1, X2)
+6σ2X1σ
2
X2κ(X1, X1, X2, X2)
+4σX1σ
3
X2κ(X1, X2, X2, X2) + σ
4
X2κX2
]
Where κ(, , , ) denotes the cokurtosis function. For independent random variables:
κ(X1, X1, X1, X2) = 0
κ(X1, X2, X2, X2) = 0
κ(X1, X1, X2, X2) = 1
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So
κX1+X2 =
1
σ4X1+X2
[
σ4X1κX1 + 6σ
2
X1σ
2
X2 + σ
4
X2κX2
]
Now set X1 = Y2 and X2 = −Y1 to get:
κY2−Y1 =
1
σ4Y2−Y1
[
σ4Y2κY2 + 6σ
2
Y2σ
2
−Y1 + σ
4
−Y1κ−Y1
]
But σ−Y1 = σY1 , κ−Y1 = κY1 and σY2−Y1 =
√
σ2Y2 + σ
2
Y1
so:
κY2−Y1 =
1
(σ2Y2 + σ
2
Y1
)2
[
σ4Y2κY2 + 6σ
2
Y2σ
2
Y1 + σ
4
Y1κY1
]
Combining with equation 15 we get:
E
|Y − µY |3
σ3Y
≤
(
1
(σ2Y2 + σ
2
Y1
)2
[
σ4Y2κY2 + 6σ
2
Y2σ
2
Y1 + σ
4
Y1κY1
]) 34
Proposition 13 (Familywise Upper Bound on Third Absolute Moment of a Standardized Difference).
Given a pair µ1:2, µ2:2 ∈ [0,∞), Let D be as defined in 14. Let the distribution family F be such
that the kurtosis of any member of the family is upper-bounded (possibly tightly) by a constant κUB.
Then:
κD ≤ max(3, κUB)
E
|D − µD|3
σ3D
≤ (max(3, κUB)) 34
Proof. Define a new familywise upper bound on the kurtosis
κUB2 := max(3, κUB) ≥ κUB
Given an arbitrary pair µ1:2, µ2:2,
Consider an arbitrary µ1:2, µ2:2 pair. Consider D as in definition 14. D = E2:2 − E1:2 and
E2:2 ⊥ E1:2. Let σ2i:2 = VarEi:2 and κi:2 = κEi:2 . Since σi:2 < ∞ (finite function of mean) &
κi:2 ≤ κUB2 <∞, we can apply proposition 12 to get:
E
|D − µD|3
σ3D
≤
(
σ42:2κ2:2 + 6σ
2
2:2σ
2
1:2 + σ
4
1:2κ1:2
(σ22:2 + σ
2
1:2)
2
) 3
4
κD(µ1:2, µ2:2) =
(
σ42:2κ2:2 + 6σ
2
2:2σ
2
1:2 + σ
4
1:2κ1:2
(σ22:2 + σ
2
1:2)
2
)
Clearly this expression is strictly increasing in κi:2, keeping everything else fixed. So we have:
κD(µ1:2, µ2:2) ≤
(
σ42:2κ
UB2 + 6σ22:2σ
2
1:2 + σ
4
1:2κ
UB2
(σ22:2 + σ
2
1:2)
2
)
=
(
σ42:2κ
UB2 + 6σ22:2σ
2
1:2 + σ
4
1:2κ
UB2
(σ22:2 + σ
2
1:2)
2
)
=
(
(σ42:2κ
UB2 + 2κUB2σ21:2σ
2
2:2 + σ
4
1:2κ
UB2 + 6σ22:2σ
2
1:2 − 2κUB2σ21:2σ22:2)
(σ22:2 + σ
2
1:2)
2
)
=
(
(
√
κUB2σ21:2 +
√
κUB2σ22:2)
2 + σ22:2σ
2
1:2(6− 2κUB2)
(σ22:2 + σ
2
1:2)
2
)
= κUB2 +
(
σ22:2σ
2
1:2(6− 2κUB2)
(σ22:2 + σ
2
1:2)
2
)
≤ κUB2
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Now we bound the difference between the functions Fd˜ and Φ.
Proposition 14 (Non Uniform Berry Esseen for Fd˜). : Consider Fd˜ as defined in proposition 2.
Given a distribution E(µ) ∈ F , let κ(µ) denote it’s kurtosis as a function of µ. Further, let:
κ(µ) ≤ κUB ∀µ ∈ [γ,∞)
And define:
C5 := (max(3, κ
UB))
3
4
C6 := C4C5
Then for any µ1, µ2 ∈ [γ,∞):
|Fd˜(x)− Φ(x)| ≤
C6
|x|3n 12
Proof. Given a pair µ1, µ2 ∈ [γ,∞), by proposition 13:
E
|D − µD|3
σ3D
≤ C5
And since σD <∞
E|D − µD|3 ≤ σ3DC5 <∞
Additionally Di are iid. We can now apply proposition 9 by setting Yi := Di. We get:
An = dˆ
Wn = d˜
|Fd˜(x)− Φ(x)| ≤
C4
|x|3n 12 E
|D − µD|3
σ3D
and finally:
|Fd˜(x)− Φ(x)| ≤
C4C5
|x|3n 12 =
C6
|x|3n 12
C.4.2 Bounding gen
Herafter we assume F is such that the kurtosis are uniformly bounded:
κ(µ) ≤ κUB ∀µ ∈ [γ,∞)
Then by the above proposition ∀x < 0:
Fd˜(x) < Φ(x) +
C6
|x|3n 12
≤ 1−x
exp
(
−x22
)
√
2pi
+
C6
|x|3n 12 (by proposition 8 Gaussian tail bound)
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Now zUB2−10 (x) > 0 ∀x ∈ (0,−∞). So:
zUB2−10 (x)Fd˜(x) < z
UB2−1
0 (x)
 1√
2pi
exp
(
−x22
)
−x +
C6
|x|3n 12

And we have the required G satisfying equation 8:
Ggen(x) = z
UB2−1
0 (x)
 1√
2pi
exp
(
−x22
)
−x +
C6
|x|3n 12
 ∀x < 0
We split this into two terms:
Ggen(x) = GN (x) +GBE(x)
Where:
GBE(x) = z
UB2−1
0 (x)
C6
|x|3n 12 ∀x < 0
Correspondingly define the relative error components:
UB3BE (δ) := GBE(z
UB2
0 (δ))
= zUB2−10 (z
UB2
0 (δ))
C6
|zUB20 (δ)|3n
1
2
∀δ > 0
= δ
C6
|zUB20 (δ)|3n
1
2
So:
UB3BE (δ) =
{
C6
C32n
2 δ
−2 0 < δ ≤ δc
C6
C33n
2 δ
3β−4
2 δ ≥ δc
By proposition 5 (piecewise monotonicity), easy to see that UB3BE is strictly decreasing when β <
4
3 = 1.33 . . .
Now we define:
UB3gen (δ) := Ggen(z
UB2
0 (δ))
= GN (zUB20 (δ)) +GBE(z
UB2
0 (δ))
= UB3N (δ) + 
UB3
BE (δ)
UB3gen (δ) is strictly decreasing when equation 10 is satisfied and β >
4
3 . Henceforth we will assume
these conditions are satisfied.
We now seek a formula to invert UB3BE . Let
f1(δ) =
C6
C32n
2
δ−2 ∀δ > 0
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ThenR(f1) = (∞, 0) = R(UB3BE ). So, given T > 0 we have the inverse:
f−11 (T ) =
C
1
2
6
C
3
2
2 nT
1
2
By proposition 7 (piecewise inverse):
UB3−1BE (T ) = f
−1
1 (T ) when f
−1
1 (T ) ≤ δc
The condition f−11 (T ) ≤ δc is equivalent to:
n ≥ C
1
2
6
C
3
2
2 T
1
2 δc
Now we derive a formula for the inverse of UB3gen . Directly inverting 
UB3
gen (in the δ ≤ δc region)
will give a transcendental equation. We get around this with a simple approach. We invert both the
component functions (UB3N and 
UB3
BE ) for a target of
T
2 , and take the max of the resulting δ. Since
these are strictly decreasing functions, their sum will be < T at that δ. We now work out the details.
Given a desired target T > 0, let us assume conditions are satisfied ensuring monotonicity and first
piecewise invertibility6 of UB3N and 
UB3
BE . Note that the conditions for first piecewise invertibility of
UB3N and 
UB3
BE are to be applied for a target of
T
2 and not T . Then consider the case:
T
2
∈ R(UB3N ) ∩R(UB3BE ) =
(
1√
2piC2n
1
2
, 0
)
Set:
δthgen = max
(
UB3−1N (
T
2
), UB3−1BE (
T
2
)
)
= max
((
− 2
C22n
log(
√
pin
2
C2T )
) 1
2
,
C
1
2
6
√
2
C
3
2
2 nT
1
2
)
Next consider the case: T2 ≥ 1√2piC2n 12 By lemma 2 (Gaussian upper bound on rel error two means):
UB3N (δ) <
T
2
∀δ > 0
So set:
δthgen = 
UB3−1
BE (
T
2
)
Then in both cases:
UB3gen (δ
th
gen) = 
UB3
N (δ
th
gen) + 
UB3
BE (δ
th
gen)
≤ T
2
+
T
2
= T
6By first piecewise invertibility we mean that the function inverse is the inverse of the first piecewise segment
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Hence define:
δthgen(T ;n, α, β, γ, k) :=

max
((
− 2
C22n
log(
√
pin
2 C2T )
) 1
2
,
C
1
2
6
√
2
C
3
2
2 nT
1
2
)
T <
√
2
pi
1
C2n
1
2
C
1
2
6
√
2
C
3
2
2 nT
1
2
T ≥
√
2
pi
1
C2n
1
2
And get:
UB3−1gen (T ) ≤ δthgen
Then by lemma 1 (abstract upper bound on relative error):
gen(δ) < T ∀δ > δthgen
We collect all the above in a lemma.
Lemma 3 (Upper Bound on  for Two Means: General Case). Let E be some distribution family
having parameters n, α, β, γ, k. For all distributions Ei:m in this family, let the cdf be continuous
and the kurtosis be uniformly bounded:
κ(µi:m) ≤ κUB ∀µi:m ∈ [γ,∞)
Let UB3BE , 
UB3
gen be defined as:
UB3BE (δ) :=
{
C6
C32n
2 δ
−2 0 < δ ≤ δc
C6
C33n
2 δ
3β−4
2 δ ≥ δc
UB3gen (δ) := 
UB3
N (δ) + 
UB3
BE (δ) ∀δ > 0
This is an upper bound:
UB3gen (δ) > gen(δ) ∀δ > 0
Given a T , let n, T satisfy the following conditions:
T > 0 (ensures : infR(UB3gen ) < T, infR(UB3N ) <
T
2
, infR(UB3BE ) <
T
2
)
n >
β
C23 (2− β)δ2−βc
(ensures monotonicity of UB3N )
n ≥ 2
piC22T
2
exp
[−C22nδ2c ] (required for first piecewise invertibility of UB3N at T2 )
β <
4
3
= 1.333 . . . (ensures monotonicity of UB3BE )
n ≥ C
1
2
6 2
1
2
C
3
2
2 T
1
2 δc
(required for first piecewise invertibility of UB3BE at
T
2
)
and define:
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δthgen(T ;n, α, β, γ, k) :=

max
((
− 2
C22n
log(
√
pin
2 C2T )
) 1
2
,
C
1
2
6
√
2
C
3
2
2 nT
1
2
)
T <
√
2
pi
1
C2n
1
2
C
1
2
6
√
2
C
3
2
2 nT
1
2
T ≥
√
2
pi
1
C2n
1
2
(16)
Then:
gen(δ) < T ∀δ > δthgen
This δthgen formula tells us that the δ threshold required to ensure (δ) less than a specified tolerance is
a relatively rapidly decreasing function of the threshold T (either behaving like
√−C log(CT ) or
C
T
1
2
). For a fixed threshold T , the δthgen is a rapidly decreasing function of n as well (either behaving
like
√
−C log(Cn)n or Cn ). Combined, these indicate small requirements on n to hit a target relative
error.
Our usage of the error bound will be to fix an acceptable error threshold T and to fix an acceptable
threshold on δthgen = 
UB3−1
gen (T ). Then we find n as small as possible that guarantees both simultane-
ously. The bound on δthgen is required to generalize from the 2-dimensional case (min of two sample
means) to the m-dimensional case (min of m sample means).
D M-Mean Case
In this section we derive a series of results upper bounding , when we have more than 2 means. In
the first subsection D.1 (Generalization of 2 Mean Upper Bounds to m means) we prove an important
and central result (lemma 4) that generalizes a 2 mean bound on  to a m ≥ 2 mean bound, for all
distributions with full generality. In the second subsection D.2 (M-mean Case: Main Results), we
state and prove the fundamental result for the minimum mean estimation problem. This is theorem 2
D.1 Generalization of 2 Mean Upper Bounds to m means
The central result is lemma 4 which provides a generalization mechanism for all distributions provided
the 2 mean case is bounded. Subsequent results generalize the various two mean results of section C.
We start by reducing the m mean Pi:m to its two mean counterpart.
Proposition 15 (Pi:m Upper Bound: Reduction from m-Means to 2-Means). :
Pi:m(µ1:m, . . . , µm:m) ≤ P(µi:m < µ1:m)
Proof. Using the definition of Pi:m from definition 12:
Pi:m(µ1:m, . . . , µm:m) = P(µˆi:m < µˆ1:m, . . . , µˆ(i−1):m, µˆ(i+1):m, . . . , µˆm:m)
≤ P(µˆi:m < µˆ1:m)
Lemma 4 ( Upper Bound: Reduction from m Means to 2 Means). Given a distribution family F .
Suppose the relative error  in the 2 mean case is bounded as:
(µ1:2, µ2:2) < T ∀µ1:2 ∈ [γ,∞), µ2:2 > µ1:2(1 + δth)
For some δth, T . Then define a function:
UB4(δth, T,m) := δth +mT
34
This is an upper bound on the relative error in the m mean case:
(µ1:m, . . . , µm:m) < 
UB4(δth, T,m) ∀µi:m ∈ [γ,∞)
Proof. Let µth := µ1:m(1 + δth) . Now given µi:m, let l be the index such that
µ1:m, . . . , µl:m ≤ µth < µ(l+1):m, . . . , µm:m
Then we can split the relative error (using proposition 1) into ’head’ and ’tail’ components.
(µ1:m, . . . , µm:m) =
l∑
i=2
δi:mPi:m(µ1:m, . . . , µm:m) +
m∑
i=l+1
δi:mPi:m(µ1:m, . . . , µm:m)
We can bound the head component in the following manner. Observe
µi:m ≤ µ1:m(1 + δth)⇒ δi:m ≤ δth. Hence:
l∑
i=2
δi:mPi:m(µ1:m, . . . , µm:m) ≤
l∑
i=2
δthPi:m(µ1:m, . . . , µm:m)
= δth
l∑
i=2
Pi:m(µ1:m, . . . , µm:m)
≤ δth
Where we have used
∑m
i=1 Pi:m(µ1:m, . . . , µm:m) = 1. Next we bound the tail component.
m∑
i=l+1
δi:mPi:m(µ1:m, . . . , µm:m) ≤
m∑
i=l+1
δi:mP(µˆi:m < µˆ1:m) (by proposition 15)
=
m∑
i=l+1
(η1, η2) (η1 := µ1:m, η2 := µi:m)
<
m∑
i=l+1
T (∵ η2 > η2(1 + δth))
= mT
Combining:
(µ1:m, . . . , µm:m) < δ
th +mT
Lemma 5 (Abstract Upper Bound on ). Given a distribution family F , specified by parameters
n, α, β, γ, k. Let the correspoding Fd˜ be continuous. Given m distributions from F specified by:
µi:m ∈ [γ,∞) i = 1, . . . ,m
Let the conditions of lemma 1 (abstract upper bound on  for two means) be satisfied. We define:
UB4(δth, T,m) := δth +mT
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for δth, T as defined in lemma 1. This is an upper bound on .
(µ1:m, . . . , µm:m) < 
UB4 ∀µi:m ∈ [γ,∞)
Proof. Since the conditions of lemma 1 (abstract upper bound on  two means) are satisfied we have:
(µ1:2, µ2:2) < T ∀µ1:2 ∈ [γ,∞), µ2:2 > µ1:2(1 + δth)
For δth, T as defined in the same lemma. Then by lemma 4 ( upper bound reduction from m means
to 2 means), we have the upper bound:
(µ1:m, . . . , µm:m) < 
UB4(δth, T,m) ∀µi:m ∈ [γ,∞)
Lemma 6. (Upper Bound on : Gaussian Case) Let F be the Gaussian family with given values for
n, α, β, γ, k. Further, given m distributions from F , specified by
µi:m ∈ [γ,∞) i = 1, . . . ,m
Then given a T > 0, suppose n satisfies equations 10 and 11:
n >
β
C23 (2− β)δ2−βc
(UB3N monotonicity requirement)
n ≥ 1
2piC22T
2
exp
[−C22nδ2c ] (UB3N piecewise inverse requirement)
And δthN is defined as in equation 12:
δthN :=

(
− 2
C22n
log(
√
2pinC2T )
) 1
2
T < 1√
2piC2n
1
2
0 else
Then define
UB4N (T,m) = δ
th
N (T ) +mT
Then
N (µ1:m, . . . , µm:m) < UB4N (T,m) ∀µi:m ∈ [γ,∞)
Proof. Since the conditions of lemma 2 (upper bound on  with two means: Gaussian case) are
satisfied, we have:
N (µ1:2, µ2:2) < T ∀µ1:2 ∈ [γ,∞), µ2:2 > µ1:2(1 + δthN )
For T > 0 and δthN as defined in above lemma. Hence by lemma 4 ( upper bound reduction from m
means to 2 means):
N (µ1:m, . . . , µm:m) < UB4N (T,m) ∀µi:m ∈ [γ,∞)
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Lemma 7. (Upper Bound on : General Case) Let F be some distribution family, having parameters
n, α, β, γ, k. For all distributions (µ) in this family, let the cdf be continuous and the kurtosis be
uniformly bounded:
κ(µi:m) ≤ κUB ∀µi:m ∈ [γ,∞)
Given m distributions from F , specified by:
µi:m ∈ [γ,∞) i = 1, . . . ,m
Given a T, let n, T satisfy the following conditions
T > 0 (ensures : infR(UB3gen ) < T, infR(UB3N ) <
T
2
, infR(UB3BE ) <
T
2
)
n >
β
C23 (2− β)δ2−βc
(ensures monotonicity of UB3N )
n ≥ 2
piC22T
2
exp
[−C22nδ2c ] (required for first piecewise invertibility of UB3N at T2 )
β <
4
3
= 1.333 . . . (ensures monotonicity of UB3BE )
n ≥ C
1
2
6 2
1
2
C
3
2
2 T
1
2 δc
(required for first piecewise invertibility of UB3BE at
T
2
)
and define:
δthgen(T ;n, α, β, γ, k) :=

max
((
− 2
C22n
log(
√
pin
2 C2T )
) 1
2
,
C
1
2
6
√
2
C
3
2
2 nT
1
2
)
T <
√
2
pi
1
C2n
1
2
C
1
2
6
√
2
C
3
2
2 nT
1
2
T ≥
√
2
pi
1
C2n
1
2
Then if we define:
UB4gen (T,m) := δ
th
gen(T ) +mT
We have:
gen(µ1:m, . . . , µm:m) < 
UB4
gen (T,m) ∀µi:m ∈ [γ,∞)
Proof. Since the conditions of lemma 3 (upper bound on  with two means: General case) are
satisfied, we have:
gen(µ1:2, µ2:2) < T ∀µ1:2 ∈ [γ,∞), µ2:2 > µ1:2(1 + δthgen)
Hence by lemma 4 ( upper bound reduction from m means to 2 means):
gen(µ1:m, . . . , µm:m) < 
UB4
gen (T,m) ∀µi:m ∈ [γ,∞)
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D.2 M-Mean Case: Main Results
In this subsection, we derive a fundamental bound (theorem 2) on the relative error  for the minimum
mean estimation problem. This is a simple closed form bound on the error convergence rate:
 < O
(
m
1
3
n
2
3
)
This result is the analog of the standard square root rate of convergence of Monte Carlo algorithms.
In theorem 3, we derive conditions on m,n to hit a given tolerance.
Our approach is to simplify lemma 7 (upper bound on  general case) by expressing the free variable
T in terms of m,n. We choose a value T = T ∗ to decrease the upper bound.
Theorem 2 (Minimum Mean Estimation: Error Convergence Rate). Let F be some distribution
family, having parameters n, α, β, γ, k. For all distributions (µ) in this family, let the cdf be
continuous and the kurtosis be uniformly bounded:
κ(µ) ≤ κUB ∀µ ∈ [γ,∞)
Given µi:m i = 1, . . . ,m, let the following conditions be satisfied:
n >
β
C23 (2− β)δ2−βc
(monotonicity of UB3N )
n ≥ 1
C22δ
2
c
[
log
(
2
5
3
piC
2
3
6
)
+
4
3
log(m) +
1
3
log(n)
]
(first piecewise invertibility of UB3N at
T ∗
2
)
β <
4
3
= 1.333 . . . (monotonicity of UB3BE )
n ≥ C
1
2
6 2
C
3
2
2 δ
3
2
c
m
1
2 (first piecewise invertibility of UB3BE at
T ∗
2
)
Further if either, the below pair of conditions are both satsified:
m4n >
C26pi
3
25
n ≤ 2C26m2
 1
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
)

3
(conditions on first piecewise component of δthgen)
or the below single condition is satisfied:
m4n ≤ C
2
6pi
3
25
(condition on second piecewise component of δthgen)
then we have a simplified upper bound on the error:
UB5gen (m;n, α, β, γ, k) = C7
m
1
3
n
2
3
(17)
gen(µ1:m, . . . , µm:m) < 
UB5
gen ∀µi:m ∈ [γ,∞) (18)
Where
38
C7 :=
C
1
3
6
C2
3
2
1
3
Proof. We can vary the free variable T to decrease the upper bound UB4gen (T,m). We first provide
motivation for our choice of T . Let us assume the upper bound is of the following form:
f3(T,m) = f2(T ) +mT
where f2(T ) =
2
1
2C
1
2
6
C
3
2
2 nT
1
2
T > 0
f2(T ) is the second term (BE term) in the max term in δthgen. Roughly, we are assuming that δ
th
gen
simplifies to UB3−1BE under widely valid conditions. Then we want to find the minimizer T
∗ of:
min
T
f3(T,m)
∂f3
∂T
= −1
2
2
1
2C
1
2
6
C
3
2
2 nT
3
2
+m
equating to zero gives
1
2
2
1
2C
1
2
6
C
3
2
2 n(T
∗)
3
2
= m
⇔ (T ∗) 32 = C
1
2
6
2
1
2C
3
2
2 nm
⇔ T ∗ = C
1
3
6
2
1
3C2n
2
3m
2
3
Further
∂2f3
∂T 2
=
3
4
C
1
2
6 2
1
2
C
3
2
2 nT
5
2
> 0 ∀T > 0
Hence T ∗ is the global minimum. The corresponding upper bound:
f3(T
∗, n) =
2
1
2C
1
2
6
C
3
2
2 n
2
1
6C
1
2
2 m
1
3n
1
3
C
1
6
6
+
mC
1
3
6
2
1
3C2m
2
3n
2
3
=
m
1
3
n
2
3
C
1
3
6
C2
3
2
1
3
= C7
m
1
3
n
2
3
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Where C7 :=
C
1
3
6
C2
3
2
1
3
. Now we ask given a m,n when such an upper bound might hold. We answer
this by plugging in the value for T ∗ into the conditions of lemma 7 (upper bound on : general case).
Consider the condition:
n ≥ 2
piC22T
2
exp
[−C22nδ2c ]
Plugging in T ∗:
n ≥ 2
piC22
(
2
1
3C2m
2
3n
2
3
C
1
3
6
)2
exp
[−C22nδ2c ]
⇔ n ≥ 2
5
3
pi
m
4
3n
4
3
C
2
3
6
exp
[−C22nδ2c ]
⇔ exp [C22nδ2c ] ≥ 2 53pi m
4
3n
1
3
C
2
3
6
(
∵ exp
[
C22nδ
2
c
]
,
1
n
> 0
)
⇔ C22nδ2c ≥ log
(
2
5
3
piC
2
3
6
)
+
4
3
log (m) +
1
3
log(n) (∵ both sides were strictly positive)
⇔ n ≥ 1
C22δ
2
c
[
log
(
2
5
3
piC
2
3
6
)
+
4
3
log (m) +
1
3
log(n)
] (
∵ 1
C22δ
2
c
> 0
)
(19)
Next consider the condition:
n ≥ 2
1
2C
1
2
6
C
3
2
2 T
1
2 δc
Plugging in T ∗:
n ≥ 2
1
2C
1
2
6
C
3
2
2 δc
(
2
1
3C2m
2
3n
2
3
C
1
3
6
) 1
2
⇔ n ≥ 2
2
3C
1
3
6
C2δc
m
1
3n
1
3
⇔ n 23 ≥ 2
2
3C
1
3
6
C2δc
m
1
3
(
∵ 1
n
1
3
> 0
)
⇔ n ≥ 2C
1
2
6
C
3
2
2 δ
3
2
c
m
1
2 (∵ both sides were > 0 we can raise to positive power)
(20)
Since conditions 19, 20 are satisfied by assumption and further:
T ∗ > 0
n >
β
C23 (2− β)δ2−βc
β <
4
3
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are also satisfied by assumption, the conditions for lemma 7 (upper bound on : general case) hold at
T = T ∗. Thus we have the upper bound on gen
UB4gen (T
∗,m) = δthgen(T
∗) +mT ∗
Where δthgen(T ) is as defined in equation 16. It remains to see when δ
th
gen(T
∗) = f2(T ∗). We rewrite
δthgen. Let
f1(T ) =

(
− 2
C22n
log(pi
1
2 n
1
2
2
1
2
C2T )
) 1
2
0 < T < TC
0 T ≥ Tc
Where
Tc =
1√
pin
2 C2
f2(T ) =
2
1
2C
1
2
6
C
3
2
2 nT
1
2
∀T > 0
Then:
δthgen(T ) = max(f1(T ), f2(T )) ∀T > 0
Now, what are the conditions under which δthgen(T
∗) = f2(T ∗). We need conditions such that
f1(T
∗) ≤ f2(T ∗)
This will happen when T ∗ ≥ Tc, i.e. when:
C
1
3
6
2
1
3C2m
2
3n
2
3
≥ 1√
pin
2 C2
⇔
√
pi
2C
1
3
6
2
1
3m
2
3
≥ n 16
⇔ n ≤ (
pi
2 )
3C26
22m4
(∵ both sides were > 0 we can raise to positive power)
⇔ m4n ≤ pi
3C26
25
(21)
Next, when T ∗ < Tc, δthgen(T
∗) will equal f2(T ∗) if f1(T ∗) ≤ f2(T ∗). That is:
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(
− 2
C22n
log(
pi
1
2n
1
2
2
1
2
C2T
∗)
) 1
2
≤ 2
1
2C
1
2
6
C
3
2
2 n(T
∗)
1
2
⇔
(
− log(pi
1
2n
1
2
2
1
2
C2T
∗)
) 1
2
≤ C
1
2
6
C
1
2
2 n
1
2 (T ∗)
1
2
(∵ C2n
1
2 > 0)
⇔
(
− log(pi
1
2n
1
2
2
1
2
C2T
∗)
)
≤ C6
C2nT ∗
(∵ both sides were > 0)
⇔ n ≤ C6
C2T ∗
1(
− log(pi
1
2 n
1
2
2
1
2
C2T ∗)
) (∵ − log(pi 12n 12
2
1
2
C2T
∗), n > 0
)
⇔ n ≤ 2C26m2
1(
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
))3 (plugging in T ∗)
So δthgen(T
∗) = f2(T ∗) when the following conditions are both met:
m4n >
pi3C26
25
(⇔ T ∗ < Tc)
n ≤ 2C26m2
1(
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
))3
So δthgen(T
∗) = f2(T ∗) if either condition 21 or the above pair are satisfied. We note that the above
pair is easier to satisfy than condition 21. Then:
UB4gen (T
∗,m) = f2(T ∗) +mT ∗
and define:
UB5gen (m) := 
UB4
gen (T
∗,m) = C7
m
1
3
n
2
3
Completing the proof.
We want to understand the feasible region of n in the above theorem. In practice n will mostly satisfy
the pair of conditions:
m4n >
C26pi
3
25
n ≤ 2C26m2
 1
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
)

3
(conditions on first piecewise component of δthgen)
and not:
m4n ≤ C
2
6pi
3
25
(condition on second piecewise component of δthgen)
Hence we will restrict our study to the feasible region when n satisfies the former pair in conjunction
with the other conditions on n from theorem 2. We start with an useful definition
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Definition 17 (Extended Inverse). Given f : D → R and a target y′ . If |f−1(y′)| ≤ 1, then define
the extended inverse x
′
of y
′
as:
x
′
=
 −∞ y
′
< y ∀y ∈ R
f−1(y
′
) y
′ ∈ R
∞ y < y′ ∀y ∈ R
Note that the extended inverse coincides with the inverse when y
′ ∈ R. Hence, hereafter we use the
same notation f−1(y
′
) for both.
Proposition 16 (Feasible Region for Theorem 2). Consider the conditions on n in theorem 2
(minimum mean estimation: error convergence rate). When:
m ≥ e
1
4pi
3
4C
1
2
6
2
5
4
a feasible region for these conditions is:
n > g−11 (0)
n ≥ g−12 (0)
n ≥ g−13 (0)
n > g−14 (0)
n ≤ g−15 (0)
Where gi are the conditions of theorem 2 expressed in functional form, equations 22, 23, 24, 25, 26
respectively. And the inverses are the extended inverses as per definition 17.
Proof. Consider the conditions on n in theorem 2, specifically where ’conditions on first piecewise
component of δthgen’ are being satisfied in conjunction with the rest. These 5 conditions may be split
into four lower bounds and one upper bound. We rewrite these conditions in functional form. The
domain for all these functions will be [1,∞). We start by rewriting the lower bounds. Define:
g1(n) := n− β
C23 (2− β)δ2−βc
(22)
g2(n) := n− 1
C22δ
2
c
[
log
(
2
5
3
piC
2
3
6
)
+
4
3
log(m) +
1
3
log(n)
]
(23)
g3(n) := n− C
1
2
6 2
C
3
2
2 δ
3
2
c
m
1
2 (24)
g4(n) := n− C
2
6pi
3
25m4
(25)
Then the lower bound conditions are:
g1(n) > 0
g2(n) ≥ 0
g3(n) ≥ 0
g4(n) > 0
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If for all n ≥ 1 such that gi(n) ≥ 0:
dgi
dn
> 0
then gi is strictly increasing when it is non-negative valued. Hence the gi have an unique pre-image
for 0 (if it exists):
|g−1i (0)| ≤ 1
Again by the above monotonicity property and using definition 17 (extended inverse), we can write
the feasible regions as
n > g−11 (0)
n ≥ g−12 (0)
n ≥ g−13 (0)
n > g−14 (0)
We now establish the monotonicity of the gi, starting with g2.
dg2
dn
= 1− 1
3C22δ
2
c
1
n
If n ≥ 1 is such that g2(n) ≥ 0, then:
n ≥ 1
C22δ
2
log(
2
5
3m
4
3
piC
2
3
6
)
But:
m ≥ e
1
4pi
3
4C
1
2
6
2
5
4
⇔ 3 log
(
2
5
3m
4
3
piC
2
3
6
)
> 1
and so:
n >
1
3C22δ
2
c
then:
dg2
dn
> 1− 1 = 0
The other three lower bound gi have derivative 1 everywhere. Next consider the upper bound
condition, we rewrite this initially as:
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g5orig(n) := n− 2C26m2
 1
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
)

3
g5orig(n) ≤ 0
We will now rewrite this in a more tractable form and establish the same monotonicity property for it
as well. Consider the upper bound condition:
n ≤ 2C26m2
 1
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
)

3
We have log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
)
> 0 when: pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
< 1. But:
pi
1
2C
1
3
6
2
5
6m
2
3n
1
6
< 1
⇔ m4n > C
2
6pi
3
25
This is satisfied when g4(n) > 0 i.e. when n > g−14 (0). Then for such a n we can rewrite the upper
bound condition as:
n
(
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3n
1
6
))3
≤ 2C26m2
⇔ n 13
(
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3n
1
6
))
≤ 2 13C 236 m
2
3
⇔ n 13
(
log
(
2
5
6m
2
3n
1
6
pi
1
2C
1
3
6
))
≤ 2 13C 236 m
2
3
⇔ n 13
[
log
(
2
5
6m
2
3
pi
1
2C
1
3
6
)
+
1
6
log(n)
]
− 2 13C 236 m
2
3 ≤ 0
then set:
g5(n) := log
(
2
5
6m
2
3
pi
1
2C
1
3
6
)
n
1
3 +
1
6
log(n)n
1
3 − 2 13C 236 m
2
3 (26)
then the upper bound condition is the same as:
g5(n) ≤ 0
Now we want to show the strict increase of g5. It suffices to show the strict increase of
h(n) := n
1
3 log(n)
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But:
sgn
(
dh
dn
)
= sgn
(
d
dn
log(h)
)
And so it suffices to show the strict increase of log(h). This in turn is equivalent to:
1
n
(
1
3
+
1
log(n)
)
> 0
When n > 0, suffices to have:
(
1
3
+
1
log(n)
)
> 0
Clearly this is satisfied for all n ≥ 1. Now we have:
n ≥ 1 ⇒ dg5
dn
> 0
So:
n ≤ g−15 (0) ⇒ g5(n) ≤ 0
But:
n > g−14 (0) ⇒ (g5orig(n) ≤ 0⇔ g5(n) ≤ 0)
So a feasible region defined by the upper bound condition is:
g−14 (0) < n ≤ g−15 (0)
This is a qualitative result showing that the feasible region has a simple form: an interval. It is easy to
see that this interval is non-empty for a very wide range of n and m. Since the g−15r (0) term will grow
almost like O(m2) whereas the other terms will grow almost like O(m 12 ). In the following theorem
we will formally prove the non-emptiness of the interval by picking the smallest n in the feasible
interval (given a m). We now give more context on this theorem.
In the following theorem, we use the above result (theorem 2) to answer a practical question that has
strong implications for algorithmic design. Given a m, we want to find a n (as small as possible)
such that  is below a tolerance:
(µ1:m, . . . , µm:m;α, β, γ, k) <
p
100
∀µi:m ∈ [γ,∞)
Where p > 0 is a percentage that we want to upper bound the error with. A good answer to this
question will resolve some crucial algorithmic design questions. Our strategy is simple. Given a
target p100 , we will solve our upper bound from equation 17 for n, keeping everything else fixed.
Definition 18 (pmax). Let F be some distribution family having parameters n, α, β, γ, k. For all
distributions (µ) in this family, let the cdf be continuous and the kurtosis be uniformly bounded:
κ(µ) ≤ κUB ∀µ ∈ [γ,∞)
Given µi:m ∈ [γ,∞) i = 1, . . . ,m. Then define:
pmax := 150δc ( ≥ 150)
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Definition 19 (mmin). Let F be some distribution family having parameters n, α, β, γ, k. For all
distributions (µ) in this family, let the cdf be continuous and the kurtosis be uniformly bounded:
κ(µ) ≤ κUB ∀µ ∈ [γ,∞)
Given µi:m ∈ [γ,∞) i = 1, . . . ,m and 0 < p ≤ pmax (required for first piecewise invertibility of
UB3BE at
T∗
2 ), define
mmin 1(p;α, β, γ, k) :=
1
4× 1503
C32
C6C43
(
β
2− β
)2
p3
δ4−2βc
mmin 2(p,m;α, β, γ, k) :=
1
6× 106
p3
C2C6δ4c
[
1
3
log(
24× 102
pi2C2C6
)− 1
3
log(p) + log(m)
]2
mmin 3(p;α, β, γ, k) :=
pi
2
3
2× 10 23 × 3 13 C
1
3
6 C
1
3
2 p
1
3
mmin 4(p,m;α, β, γ, k) :=
33 × 102
25
1
C2C6p
[
1
3
log
(
24× 102
pi2C2C6
)
− 1
3
log(p) + log(m)
]2
and define mmin(p;α, β, γ, k) as the infinimum m that satisfies the equations
m > mmin 1 (required for monotonicity of UB3N )
m ≥ mmin 2 (required for first piecewise invertibility of UB3N at
T ∗
2
)
m > mmin 3 (required for simplified δthgen)
m ≥ mmin 4 (required for simplified δthgen)
Theorem 3 (Upper Bound on n for Given Tolerance). Let F be some distribution family having
parameters n, α, β, γ, k. For all distributions (µ) in this family, let the cdf be continuous and the
kurtosis be uniformly bounded:
κ(µ) ≤ κUB ∀µ ∈ [γ,∞)
Given µi:m ∈ [γ,∞) i = 1, . . . ,m and 0 < p ≤ pmax(;α, β, γ, k) and let m ∈ Z+ be such that:
m > mmin(p;α, β, γ, k)
And let:
β <
4
3
= 1.333 . . .
And let:
n =
⌈
2× 150 32C 126
C
3
2
2 p
3
2
m
1
2
⌉
We have
(µ1:m, . . . , µm:m) <
p
100
∀µi:m ∈ [γ,∞)
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Proof. We consider n of the form:
n = Cm
1
2
Where C > 0. Then we derive equivalent conditions for the conditions of theorem 2 (minimum mean
estimation: error convergence rate). Consider the condition:
n >
β
C23 (2− β)δ2−βc
⇔ Cm 12 > β
C23 (2− β)δ2−βc
(plugging in for n)
⇔ m 12 > β
CC23 (2− β)δ2−βc
(∵ 1
C
> 0)
⇔ m > β
2
C2C43 (2− β)2δ4−2βc
(∵ both sides were ≥ 0) (27)
Next consider the condition
n ≥ 1
C22δ
2
c
[
log
(
2
5
3
piC
2
3
6
)
+
4
3
log(m) +
1
3
log(n)
]
⇔ Cm 12 ≥ 1
C22δ
2
c
[
log
(
2
5
3
piC
2
3
6
)
+
4
3
log(m) +
1
3
log(Cm
1
2 )
]
(plugging in for n)
⇔ m 12 ≥ 1
CC22δ
2
c
log
(
2
5
3C
1
3
piC
2
3
6
m
3
2
)
(∵ 1
C
> 0)
If 2
5
3C
1
3
piC
2
3
6
m
3
2 ≤ 1 the inequality is trivially satisfied. If 2
5
3C
1
3
piC
2
3
6
m
3
2 > 1 then the inequality is equivalent
to:
⇔ m ≥ 1
C2C42δ
4
c
(
log
(
2
5
3C
1
3
piC
2
3
6
m
3
2
))2
(∵ both sides were positive)
⇔ m ≥ 1
C2C42δ
4
c
(
9
4
)(
log
(
2
10
9 C
2
9
pi
2
3C
4
9
6
m
))2
(28)
So we replace the original condition with the above stronger condition. Next, consider the condition
n ≥ C
1
2
6 2
C
3
2
2 δ
3
2
c
m
1
2
⇔ Cm 12 ≥ C
1
2
6 2
C
3
2
2 δ
3
2
c
m
1
2 (plugging in for n)
⇔ C ≥ C
1
2
6 2
C
3
2
2 δ
3
2
c
(29)
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Next consider the condition
m4n >
C26pi
3
25
⇔ m4Cm 12 > C
2
6pi
3
25
(plugging in for n)
⇔ m 92 > C
2
6pi
3
C25
(∵ 1
C
> 0)
⇔ m > C
4
9
6 pi
2
3
C
2
9 2
10
9
(∵ both sides were positive) (30)
Finally consider
n ≤ 2C26m2
 1
− log
(
pi
1
2C
1
3
6
2
5
6m
2
3 n
1
6
)

3
⇔ Cm 12 ≤ 2C26m2
 1
− log
(
pi
1
2C
1
3
6
2
5
6C
1
6m
3
4
)

3
(plugging in for n)
⇔ 2C26m
3
2 ≥ C
(
− log
(
pi
1
2C
1
3
6
2
5
6C
1
6m
3
4
))3
Becausem
1
2 > 0. And− log
(
pi
1
2C
1
3
6
2
5
6C
1
6m
3
4
)
> 0 whenm
3
4 >
pi
1
2C
1
3
6
2
5
6C
1
6
(which is equivalent to condition
30)
⇔ m 32 ≥ C
2C26
(
− log
(
pi
1
2C
1
3
6
2
5
6C
1
6m
3
4
))3
(∵ 2C26 > 0)
⇔ m ≥ C
2
3
2
2
3C
4
3
6
(
− log
(
pi
1
2C
1
3
6
2
5
6C
1
6m
3
4
))2
(∵ both sides were positive)
⇔ m ≥ C
2
3
2
2
3C
4
3
6
(
3
4
)2(
log
(
2
10
9 C
2
9
pi
2
3C
4
9
6
m
))2
⇔ m ≥ 3
2
2
14
3
C
2
3
C
4
3
6
[
log
(
2
10
9 C
2
9
pi
2
3C
4
9
6
)
+ log(m)
]2
(31)
Hence if conditions 27, 28, 29, 30 and 31 are satisfied and also:
β <
4
3
then all the requirements for theorem 2 (minimum mean estimation: error convergence rate) are
satisfied with n = Cm
1
2 . Thus:
UB5gen (m;n, α, β, γ, k) = C7
m
1
3
C
2
3m
1
3
=
C7
C
2
3
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is a constant for all m,n. We want to express this constant as a percentage p > 0:
UB5gen =
p
100
⇔ C7
C
2
3
=
p
100
(plugging in for n)
⇔ C = 2× 150
3
2C
1
2
6
C
3
2
2 p
3
2
(∵ p, C > 0) (32)
We will now plug this requirement into the previously derived set of conditions. Consider condition
29:
C ≥ 2C
1
2
6
C
3
2
2 δ
3
2
c
⇔ 2× 150
3
2C
1
2
6
C
3
2
2 p
3
2
≥ 2C
1
2
6
C
3
2
2 δ
3
2
c
(plugging in for C)
⇔ 2× 150
3
2C
1
2
6
C
3
2
2
C
3
2
2 δ
3
2
c
2C
1
2
6
≥ p 32 (∵ p 32 , C
3
2
2 δ
3
2
c
2C
1
2
6
> 0)
⇔ p ≤ 150δc (∵ both sides were positive, raised to positive power)
⇔ p ≤ pmax (33)
Consider condition 27
m >
β2
C2C43 (2− β)2δ4−2βc
⇔ m >
(
C
3
2
2 p
3
2
2× 150 32C 126
)2
β2
C43 (2− β)2δ4−2βc
(plugging in for C)
⇔ m > 1
4× 1503
C32
C6C43
(
β
2− β
)2
p3
δ4−2βc
(34)
Next consider condition 28.
m ≥ 1
C2C42δ
4
c
(
9
4
)(
log
(
2
10
9 C
2
9
pi
2
3C
4
9
6
m
))2
⇔ m ≥
(
C
3
2
2 p
3
2
2× 150 32C 126
)2
1
C42δ
4
c
(
9
4
)log
 2 109
pi
2
3C
4
9
6
(
2× 150 32C 126
C
3
2
2 p
3
2
) 2
9
m
2 (plugging in for C)
.⇔ m ≥ 1
6× 106
1
C2C6
p3
δ4c
[
1
3
log
(
24× 102
pi2C2C6
)
− 1
3
log(p) + log(m)
]2
(35)
Next consider equation 30:
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m >
C
4
9
6 pi
2
3
C
2
9 2
10
9
m >
C
4
9
6 pi
2
3
2
10
9
(
C
3
2
2 p
3
2
2× 150 32C 126
) 2
9
(plugging in for C)
m >
pi
2
3
2× 10 23 × 3 13 C
1
3
6 C
1
3
2 p
1
3 (36)
Finally consider condition 31.
m ≥ 3
2
2
14
3
C
2
3
C
4
3
6
[
log
(
2
10
9 C
2
9
pi
2
3C
4
9
6
)
+ log(m)
]2
⇔ m ≥ 3
2
2
14
3
1
C
4
3
6
(
2× 150 32C 126
C
3
2
2 p
3
2
) 2
3
log
 2 109
pi
2
3C
4
9
6
(
2× 150 32C 126
C
3
2
2 p
3
2
) 2
9
+ log(m)
2 (plugging in for C)
⇔ m ≥ 3
3 × 102
25
1
C2C6p
[
1
3
log
(
23 × 3× 102
pi2C2C6
)
− 1
3
log(p) + log(m)
]2
(37)
Since conditions 33, 34, 35, 36 and 37 are satisfied by assumption and also:
β <
4
3
n ≥ 2× 150
3
2C
1
2
6
C
3
2
2 p
3
2
m
1
2
We have:
UB5gen ≤
p
100
E Medoid Error Analysis: err2,3,4
In this section we analyze err2, err3, err4 and provide bounds. it is convenient to focus on the random
variables generating the samples.
Definition 20 (Random Variables X,Y,X). Hereafter, X,Y will both denote X -valued random
variables with distribution DX . A collection of copies of X eg {Xi} will always be iid. Similarly
for Y . Hereafter, X will denote a X valued random variable. The joint distribution of a collection
{Xi} will depend on the algorithm under consideration. But will be derived from the fundamental
distribution DX in one way or another.
We work with slightly more general definitions of sample eccentricity and sample medoid than the
ones in section 2. This is the same setting as 3 (GPAM).
Definition 21 (Sample Eccentricity Êcc). Given a sample {Yj} ⊂ X , j = [1, n] and a k-tuple x,
define sample eccentricity (Êcc) as:
Êcc(x, {Yj}) := 1
n
n∑
j=1
d(x, Yj)
51
Definition 22 (Sample Medoid). Given samples {Xi} ⊂ X , {Yij} ⊂ X , i ∈ [1,m], j ∈ [1, n]. Xi
not necessarily correlated with Yij . Given a specific Xi let {Yj} denote the subset of {Yij} for the
given i. Define the sample medoid as the minimizer over {Xi} of sample eccentricity:
ˆˆν({Xi}, {Yij}) := arg min
{Xi}
Êcc(Xi, {Yj}) (38)
The generalization being the de-linking of K-point sample {Xi} from Êcc sample {Yij}. Earlier, a
sample {Xi} was central, used to construct {Xi} and for Êcc calculation. We lose the construction
of K-points from {Xi} and merely assume we have a sample of K-points {Xi}. We are now
able to change the Zk index α to the Z index i for convenience. Further, a sample {Yij} possibly
independent from {Xi} is used for Êcc calculation. The {Xi} and {Yij}may be drawn independently.
Expectations will now be over the joint distribution of {Xi}, {Yij}.
Lemma 8 (Decomposition of err4 into err2, err3).
err4 := err2 + err2err3 + err3
Proof.
err4 =
E
∣∣∣Ecc(ˆˆν)− Ecc(ν)∣∣∣
E(Ecc(ν))
=
E
∣∣∣Ecc(ˆˆν)− Ecc(νˆ) + Ecc(νˆ)− Ecc(ν)∣∣∣
E(Ecc(ν))
But by definition Ecc(ˆˆν({xi}, {yij}))− Ecc(νˆ({xi})) ≥ 0 and Ecc(νˆ({xi}))− Ecc(ν) ≥ 0 for all{xi} ⊂ X and {yij} ⊂ X . So:
err4 =
E
∣∣∣Ecc(ˆˆν)− Ecc(νˆ)∣∣∣+ |Ecc(νˆ)− Ecc(ν)|
E(Ecc(ν))
=
E
∣∣∣Ecc(ˆˆν)− Ecc(νˆ)∣∣∣
E(Ecc(νˆ))
E(Ecc(νˆ))
E(Ecc(ν))
+
|Ecc(νˆ)− Ecc(ν)|
E(Ecc(ν))
= err2
E(Ecc(νˆ))
E(Ecc(ν))
+ err3
But E(Ecc(νˆ)) = (1 + err3)E(Ecc(ν)). So:
err4 = err2(1 + err3) + err3
= err2 + err2err3 + err3
Theorem 4 (Decomposition of err4 into Canonical Problems). As x varies over X , let the distribution
family d(x, Y ), Y ∼ DX be a power-variance family as per definition 5. Then
err4 := errMME + errMMEerrME + errME
Proof. The sample {Xi} indexes m distance distributions whose means are the eccentricities of the
K-points in {Xi}. νˆ is the K-point with minimum eccentricity, i.e. the minimum mean. And in err2
the ˆˆν (the argmin estimator) is used to estimate νˆ. Hence:
err2 = errMME
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Consider the distribution Ecc(X) with X a random variable onX . ν is the minimum of the distribution
Ecc(X). νˆ is the corresponding sample minimum. err3 uses νˆ to estimate ν. Hence:
err3 = errME
The result is now immediate from lemma 8.
Lemma 9 (Bound on |ˆˆν − νˆ|). Given samples {Xi} ⊂ X , {Yij} ⊂ X , i ∈ [1,m], j ∈ [1, n]. Let
the following independence assumptions be satisfied. Define the random vectors (flattened matrices
actually):
X := [X1, . . . ,Xm]
Y := [Y11, Y12, . . . , Y1n, . . . , Ymn]
And require:
• X ⊥ Y
• Yij ⊥ Yi′j′ for ij 6= i′j′
As x varies over X , let the distribution family d(x, Y ) be a power-variance family as per definition 5.
Let the num samples m,n and p > 0 be such that the conditions of theorem 3 are met. Then taking
expectation over {Xi}, {Yij}, we have:
E |Ecc
(
ˆˆν ({Xi}, {Yij})
)
− Ecc (νˆ ({Xi})) | ≤ pE [Ecc (νˆ ({Xi}))]
Proof. For all {xi} ⊂ X , {yij} ⊂ X we have by definition:
Ecc(ˆˆν({xi}, {yij})) ≥ Ecc(νˆ({xi}))
Hence:
E
∣∣∣Ecc(ˆˆν ({Xi}, {Yij}))− Ecc (νˆ ({Xi}))∣∣∣ = E [Ecc(ˆˆν ({Xi}, {Yij}))− Ecc (νˆ ({Xi}))]
= E
[
Ecc
(
ˆˆν ({Xi}, {Yij})
)]
− E [Ecc (νˆ ({Xi}))]
(39)
Consider the first term. The independence X ⊥ Y implies that the joint law of [X, Y ] is a product
measure (PX × PY ) . By non-negativity of Ecc we can now apply Fubini-Tonelli:
E
[
Ecc
(
ˆˆν ({Xi}, {Yij})
)]
= E
{Xi}
E
{Yij}
[
Ecc
(
ˆˆν ({Xi}, {Yij})
)]
=
∫
Ω{Xi}
∫
Ω{Yij}
Ecc
(
ˆˆν ({Xi}, {Yij})
)
dP{Yij}dP{Xi}
=
∫
Ω{Xi}
E
{Yij}
Ecc
(
ˆˆν ({xi}, {Yij})
)
dP{Xi} (40)
Consider the inner integral:
E
{Yij}
Ecc
(
ˆˆν ({xi}, {Yij})
)
Given {xi}, consider the random variable ˆˆν as a function of the random variables {Yij}:
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ˆˆν = arg min
xi∈{xi}
Êcc(xi, {Yij})
= arg min
xi∈{xi}
 1
n
n∑
j=1
d(x1, Y1j), · · · ,
1
n
n∑
j=1
d(xm, Ymj)

We have a family of distributions. For each xi ⊂ X , the distribution of d(xi, Y ) has mean Ecc(xi).
By assumption this can be expressed as a distribution family F indexed by µi = Ecc(xi), with the
variance a power function of the mean. In the setting of section B, let E(µi) be the distribution of
d(xi, Y ) and let Eij = d(xi, Yij) be the jth sample from E(µi). Then
ˆˆν = arg min
i=1,...,m
µˆi
νˆ({xi}) = arg min
xi∈{xi}
Ecc(xi)
= arg min
xi∈{xi}
d(xi, Y )
= arg min
i=1,...,m
µi
Ecc(ˆˆν) = µiˆmin
Ecc(νˆ) = µimin
Then since Eij is a function of Yij ,
Yij ⊥ Yi′j′ ⇒ Eij ⊥ Ei′j′
And we are estimating the minimum mean of m distributions from independent samples. Thus we
are in the setting of theorem 3 (upper bound on n for given error tolerance p). By assumption the
conditions of this theorem are satisfied and so:
E
{Eij}
µiˆmin ≤ (1 + p)µimin (41)
But, since ˆˆν is a function of Yij only through Eij = d(xi, Yij), we can apply tower property:
E
{Eij}
µiˆmin = E{Yij}
Ecc(ˆˆν)
So equation 41 becomes:
E
{Yij}({xi},{Yij})
Ecc(ˆˆν) ≤ (1 + p)Ecc(νˆ({xi}))
Plugging into equation 40:
E
[
Ecc
(
ˆˆν ({Xi}, {Yij})
)]
≤
∫
Ω{Xi}
(1 + p)Ecc(νˆ({xi}))dP{Xi}
= (1 + p) E
{Xi}
Ecc(νˆ({Xi}))
= (1 + p) E
{Xi},{Yij}
Ecc(νˆ({Xi}))
Plugging into equation 39
E |Ecc
(
ˆˆν ({Xi}, {Yij})
)
− Ecc (νˆ ({Xi})) | ≤ (1 + p)E [Ecc (νˆ ({Xi}))]− E [Ecc (νˆ ({Xi}))]
≤ pE [Ecc (νˆ ({Xi}))]
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Theorem 5 (Optimal n to Bound err2). Let us sample m′ points {xi} following DX . And indepen-
dently sample m′ × k × n iid points {yilj} per DX . Let GPAM be run on these. As x varies over
X , let the distribution family d(x, Y ) be a relaxed power-variance family as per definition 5. Let the
num samples m,n and p > 0 be such that the conditions of theorem 3 are met. Then:
err2 ≤ p
That is, for any given value of m(= m′ × k), err2 can be controlled to desired tolerance p by n
growing at a slow rate O(m 12 ).
Proof. The {xi}, {yilj} are realizations of random variables {Xi}, {Yilj} respectively. GPAM thus
constructs {Xi} out of {Xi}. Hence X ⊥ Y and Yij ⊥ Yi′j′ . The other conditions for lemma 9
(Bound on |ˆˆν − νˆ|) are also satisfied. So:
err2 =
E |Ecc
(
ˆˆν
)
− Ecc (νˆ) |
E [Ecc (νˆ)]
≤ p
Theorem 6 (Conditions For Stability of K-Medoids). Let us sample m′ points {xi} following DX .
And independently sample m′ × k × n iid points {yilj} per DX . Let GPAM be run on these. As
k-tuple x varies over X , let the distribution family d(x, Y ) be a relaxed power-variance family as
per definition 5. Let m = m′ × k be large enough and choose n, p > 0 such that the conditions
of theorem 3 are met. Then, errME is a strictly decreasing function of m. And err4 can be upper
bounded by the strictly decreasing function:
err4 ≤ p+ p errME(m) + errME(m)
If we further require that the swaps on GPAM line 3 are also iid by sampling fresh {xi} points for
each i = [1,m], l = [1, k] and assume the min Ecc(Xi) do converge to some limiting distribution,
then
lim
n,m→∞ err4 = 0
Proof. Consider the expected min of two non-constant random variables Z1, Z2. Since the min is a
strictly concave function, we can apply Jensens to get:
E (min(Z1, Z2)) ≤ min(EZ1,EZ2)
Applying this to inductively to:
errME(m) = E
[
min
[
min
(
Ecc(X1), . . . ,Ecc(Xm−1)
)
,Ecc(Xm)
]]
shows that errME(m) is decreasing in m. The upper bound is now immediate from lemma 8 (decom-
position of err4 into canonical problems) and theorem 5 (optimal n to bound err2). When the Xi are
iid with cdf F , the cdf of min of m copies Fmin:
Fmin(x) = 1− (1− F (x))m
But if we let γ > 0 be the minimum eccentricity over X , then 1− F (γ) = 1. And 1− F (x) < 1 for
all x > 0. So:
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lim
m→∞Fmin(γ) = 0
lim
m→∞Fmin(x) = 1 ∀x > γ
This shows that when the min Ecc(Xi) do converge to a limiting distribution Fmin, we have
limm→∞ errME(m) = 0. As we have seen earlier, for any m we can choose n = O(m 12 ) to
decrease p as needed. Hence err4 can be bounded to any required tolerance.
F MCPAM Proofs and Experimental Details
F.1 Theory
Theorem 7 (MCPAM Guarantees k ≥ 1). We analyze MCPAM inner loop (line 5), with τ =
0, nmax = ∞. Let ∆ = min |Ecc(xi1) − Ecc(xi2)|, with xi1 , xi2 taken over all possible k-points
generatable from {xi}. Let ∆ > 0 and be independent ofm, let the distributions Ecc(x) be supported
on R. Let C be the runtime cost of loop 5. Then loop 5 is guaranteed to terminate and (expectation
over the {{Yj}})
EC = O(km)
Upon exit, with high probability, either one of the following holds:
• we have found a smaller Ecc than Ecc(xcur)
• there are no smaller Ecc than Ecc(xcur) in the swap set constructed from xcur
And the confidence interval [Êcclo(xnew), Êcchi(xnew)] has true coverage of ≥ α.
For the distributed version, computational cost is O(kmc ) and communication cost is Θ(1).
Proof. It is easy to show via SLLN that sample mean and sample variance converge almost surely
to the mean and variance respectively, for r.v with finite variance. This gives that the width of the
confidence intervals of the Êcc go to zero almost surely as n increases. Since ∆ > 0, the intervals
become non-overlapping and either line 9 or 11 of MCPAM must be satisfied a.s . Hence we will exit
from the loop of line 5.
Let p(n) be the probability of exiting from loop 5. We have shown limn→∞ p(n) = 1. We are
increasing n in steps of 10. Let F be number of iterations of loop 5 before exit. This is a non-
homogenous geometric variable. Let C(F ) denote the runtime cost. We have per iteration cost
kmn = km102+f . By summing the geometric progression km103, km104, . . . we get:
C(f) =
103
9
km(10f − 1)
EC(F ) ≥ 10
3
9
km(10E(F ) − 1) (by Jensens)
E(F ) =
∞∑
i=1
ip(10i+2)
i−1∏
j=1
(1− p(10j+2))
The E(F ) sum is dependent on the data distribution and independent of m. It is easy to see the
convergence of this sum, by applying the ratio test. Let Ti be the ith term.
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lim
i→∞
|Ti+1
Ti
| = lim
i→∞
i+ 1
i
p(10i+3)
p(10i+2)
(1− p(10i+2))
= lim
i→∞
i+ 1
i
lim
i→∞
p(10i+3)
p(10i+2)
lim
i→∞
(1− p(10i+2))
= 0
Hence the average runtime is E(C(F )) = O(km). We believe the sum E(F ) will be upper bounded
by 1p(103) .
The procedure we follow in loop 5 is termed sequential Monte Carlo. It is well studied and has a con-
vergence result [15] similar to the CLT. The confidence interval [Êcclo(x), Êcchi(x)] contains Ecc(x)
with 1−α probability asm increases. Finally, note that condition 9 is checking (across il) Ecc(xcur) <
Ecc(xil) for the box confidence region of [Êcclo(x
cur), Êcchi(xcur)] × [Êcclo(xil), Êcchi(xil)]. The
box confidence region is a superset of the actual 1 − α ellipsoidal confidence region, even in the
correlated means case. The result on the distributed version is immediate from the above.
Theorem 8 (MCPAM Guarantees k = 1). We analyze 1-medoid MCPAM, with τ = 0, nmax =∞.
If the conditions of 7 hold with k = 1, Then MCPAM is guaranteed to terminate and EC = O(m)
Upon exit, we have found the sample medoid with high probability and the confidence interval around
the estimate has true coverage of ≥ α.
Proof. In the 1-medoid case, we finally exit loop 5 only via condition 9. The arguments of theorem
7 apply essentially unchanged. When we satisfy line 9, Êcc(xcur) now has the lowest Ecc with
probability 1− α.
F.2 Experiments
F.2.1 Datasets
We use the collection of datasets provided in [13] for most of our evaluation. S1, S2, S3, S4 are
datasets of size 5000 in two dimensions with increasing overlap among a cluster. For ex- S4 will have
significantly higher overlap among the clusters compared to S1, S2 and S3. They all have 15 clusters.
Leaves is taken from [27] it contains 1600 rows with 64 attributes. There are 100 clusters. letter1 to
letter4 is borrowed from [14] each of them have around 4600 rows with 16 attributes with increasing
overlap among the classes. They all have 26 clusters.
For large scale run we used Foursquare checkin dataset [39] which contains around 32 million rows.
In addition we have generated two non-Euclidean datasets.
M1,M2,M3,M4: These are synthetic datasets with mixed (numeric and categorical) attributes. Each
dataset consists of 2 numeric attributes and 1 categorical attribute with 2 levels. There are 3200 points
in total and 32 clusters. Each cluster is a hybrid distribution, the numeric attributes are drawn from
uncorrelated multivariate gaussian. The categorical attribute follows a Bernoulli distributon. The
datasets M1,M2,M3,M4 are in increasing order of overlap. We use Gowers distance [17] with equal
weights.
BillionOne: This is a synthetic, mixed (numeric and categorical attributes) dataset with a billion
points. We have 5 real valued attributes, 1 categorical attribute with 24 levels. Each cluster is a
hybrid distribution, the numeric attributes are drawn from an uncorrelated multivariate gaussian. The
categorical attribute is drawn from a categorical distribution, aka generalized binomial distribution.
There are 24 such clusters. We use Gowers distance [17] with equal weights.
F.2.2 Experimental Setup
Software Setup: For PAM we used R’s cluster package: cluster_2.0.3, R version 3.2.3 . For dbscan
we used R’s dbscan package: dbscan_1.1-2 . The OS was Ubuntu 16.04 .
Hardware Setup: For small scale time and memory comparison we used commodity 16 GB RAM
laptop, with a 6th Generation Intel i7 processor. For Foursquare dataset we used a local cluster of 4
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Dataset PAM-CC MCPAM-CC(mean)
S1 42767.52 46250.96
S2 52284.17 59683.26
S3 60695.48 67777.88
S4 57481.78 66843.88
Leaves 0.00278 0.0034
letter1 13496.55 15265.26
letter2 13081.18 15222.28
letter3 11666.38 13750.14
letter4 12879.32 14947.95
M1 0.315 0.411
M2 0.454 0.546
M3 0.511 0.603
M4 0.554 0.644
Figure 5: Clustering cost(CC) comparison between PAM and MCPAM on various datasets. Less CC
is better. MCPAM closely follows PAM in general.
K Num Workers Num MCPAMIters Runtime (s) Memory (MB)
1 12 2 5800 4030
2 12 2 5870 4030
5 12 3 6310 4030
10 12 3 7300 4030
15 12 6 8510 4030
20 12 8 9830 4030
30 12 10 11800 4030
50 12 5 15700 4030
100 12 1 25400 4030
Table 1: Scaling of MCPAM on BillionOne dataset. Due to the large size of the dataset, we only run
with 12 workers.
commodity machines. Each with 32 GB RAM and Intel Core i7 CPUs, connected by a 1 Gigabit
network. Each machine was running multiple workers, but the workers were isolated in different
userspaces, so no two workers were affecting each other despite running on the same machine. For 1
Billion data point run we used 4 C5.4x large each with four workers and a C5.2x large as master.
Distribution Setup: For distribution, we implemented a master worker topology. For which we
use Flask to create REST API endpoints and Redis as Message Broker for making asynchronous
requests. Given c workers, the data is partitioned into c chunks of m/c points. In our implementation
the Master does out of core random sampling. The data is on the hard disk, but is never loaded into
memory. Alternatively, it is also possible for master to not have access to any data just knowledge of
how many data points each worker has is sufficient.
F.2.3 Experimental Results (Contd.)
Table 5 compares clustering cost between PAM and MCPAM.
Table 1 details the scaling of MCPAM on BillionOne data set.
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