A main focus of current research on evolutionary multiobjective optimization (EMO) is the study of the effectiveness of EMO algorithms for problems with many objectives. Among the several techniques that have led to the development of more effective algorithms, decomposition and component-wise design have presented particularly good results. But how do they compare? In this work, we conduct a systematic analysis that compares algorithms produced using the MOEA/D decomposition-based framework and the AutoMOEA component-wise design framework. In particular, we identify a version of MOEA/D that outperforms the best known MOEA/D algorithm for several scenarios and confirms the effectiveness of decomposition on problems with three objectives. However, when we consider problems with five objectives, we show that MOEA/D is unable to outperform SMS-EMOA, being often outperformed by it. Conversely, automatically designed AutoMOEAs display competitive performance on three-objective problems, and the best and most robust performance among all algorithms considered for problems with five objectives.
Introduction
Over the past years, research on evolutionary multi-objective optimization (EMO) has focused on the development of effective algorithms for many-objective optimization, as evidenced by the number of recent publications on this topic [20] . Many are the reasons that stirred this interest. First, Pareto dominance becomes a weak relation as the number of objectives increases. As a result, the number of feasible solutions that are incomparable becomes too large to give algorithms that rely on Pareto dominance enough convergence pressure [1, 13] . Second, the number of applications of many-objective optimization has demanded more effective algorithms for this scenario. In particular, many real-world engineering problems can be modeled as many-objective optimization problems, where constraints are considered objectives [10] . Finally, the number of solutions needed to accurately approximate Pareto fronts grows exponentially with the number of objectives [13] .
Among the many different search techniques proposed for improving the effectiveness of many-objective algorithms, indicator-and decomposition-based approaches have shown very good results [16, 23, 28] . In particular, decomposition is an old search paradigm originally applied by EMO already two decades ago [11] , which has recently regained prominence with the proposal of the MOEA/D framework [26] . In this search paradigm, the original multi-objective problem is decomposed into simpler, single-objective subproblems by means of scalarizations. Originally, this approach was not pursued by the EMO community in general, particularly because decomposition-based algorithms may waste function evaluations searching in directions that do not present Pareto-optimal solutions. However, the best-known MOEA/D algorithm [27] , which won the IEEE CEC 2009 competition on multi-objective optimization [28] , uses a dynamic resource allocation strategy to overcome this drawback. Unfortunately, no performance assessment concerning this version of MOEA/D has been reported so far using large and representative benchmark sets on which other EMO algorithms have typically been tested.
More recently, another promising paradigm for devising effective EMO algorithms was proposed, namely the component-wise design [5] . This paradigm proposes reusing algorithmic components from well-known EMO algorithms in novel ways, thus leading to new designs. Concretely, given a flexible template, algorithms can be created by plugging in a set of desired components. In the original proposal, authors have automatically designed several algorithms using the component-wise design framework for continuous and combinatorial optimization [5] . We call the algorithms resulting from this automatic configuration process AutoMOEAs in what follows. The AutoMOEAs devised for many-objective optimization problems have shown competitive performance when compared to several Pareto-and indicator-based algorithms on a large set of three-and fiveobjective benchmark test problems, being able to match (and often surpass) the performance of the original algorithms from which the AutoMOEAs components were gathered.
In its current stage, the component-wise AutoMOEA framework only contains components from Pareto-based and indicator-based algorithms. However, given the interesting results the AutoMOEAs were already able to achieve, in this work we conduct a systematic performance assessment to understand how they compare to the effective decomposition-based approach. In particular, we consider several MOEA/D algorithms, including the version that won the IEEE CEC competition, and the AutoMOEAs designed in the original componentwise design paper [5] . To make this analysis more representative, we also include two effective indicator-based algorithms, SMS-EMOA [3] and IBEA [29] , as well as the two best known Pareto-based algorithms, NSGA-II [8] and SPEA2 [30] . Furthermore, we consider a wide benchmark test set comprising the DLTZ [9] and WFG [12] benchmarks with three and five objectives, as well as several different problem sizes. In all scenarios considered, algorithms are properly tuned to perform at their best.
The investigation we conduct in this paper produces many interesting insights. First, we show that the MOEA/D algorithm that won the IEEE CEC competition is unable to outperform some of the other algorithms considered. Particularly for the five-objective WFG set, this version is clearly outperformed by SMS-EMOA. Second, we show that a straightforward alternative version of MOEA/D is able to consistently outperform the version used in the IEEE CEC competition, and also outperforms all other algorithms for the WFG set with three-objective problems. Nevertheless, SMS-EMOA still presents better results than this improved MOEA/D version on the five-objective WFG set. Finally, we show that the AutoMOEAs match the best-performing algorithms on all WFG scenarios, and outperform them on the 5-objective DTLZ set.
The remainder of this paper is organized as follows. We review the EMO search paradigms we consider in Section 2. Next, we describe the decompositionbased and the component-wise design paradigms in Sections 3 and 4, respectively. In particular, we detail the designs of the algorithms that are used in the experimental evaluation. The experimental setup is given in Section 5 followed by the presentation and discussion of the results in Section 6. We conclude and discuss future work in Section 7.
Search paradigms in multi-objective optimization
In this section, we briefly review the search paradigms found in the EMO literature that we use in this performance assessment. While this review is not exhaustive, the algorithms we highlight in each of the paradigms are the most representative and most effective in the literature for their corresponding paradigm [5] . In particular, this represents a major improvement over other recent experimental analysis conducted on the effectiveness of EMO algorithms for many-objective optimization [16] , which have used representative but not the most effective algorithms for each paradigm.
Pareto-based approaches. Early EMO algorithms tried to find approximation fronts as diverse and close to the optimal front as possible mostly thanks to the convergence pressure provided by Pareto dominance. Among these, we highlight NSGA-II [8] and SPEA2 [30] . Although these algorithms use different mechanisms, both are based on pushing the population towards convergence by favoring nondominated solutions, while simultaneously trying to maintain a population as diverse as possible. In EMO, diversity is a measure of the different trade-offs among the objectives considered, rather than an attempt to prevent stagnation as in the single-objective optimization literature. For most of the test problems considered then, these Pareto-based approaches were able to perform quite effectively [9, 31] . However, the majority of these test cases considered two or three objectives only. be used within algorithms to direct their search in a Pareto-compliant way. More importantly, the convergence pressure provided by these quality indicators does not weaken as the number of objective increases. Within this paradigm, we highlight IBEA [29] and SMS-EMOA [3] . IBEA uses a binary quality indicator to compare solutions. In particular, the most effective version of IBEA uses the binary -indicator [5, 29] . By contrast, SMS-EMOA uses the exclusive hypervolume contribution to direct its search. Although theoretical complexity analysis shows that this indicator can become exponentially costly as the number of objectives increases [2] , empirical analysis has shown that recent efficient algorithms [2, 24, 25] give a runtime reasonable for practical purposes [19] .
Decomposition-based approaches. Decomposition is one of the earliest search paradigms in EMO [11] . It is based on the principle that tackling singleobjective subproblems is an easier task than facing the original multi-objective problem. However, in continuous optimization, decomposition was initially considered inefficient in comparison with other EMO algorithms, mostly due to the number of function evaluations that it may waste while searching along directions that do not present Pareto-optimal solutions. More recently, the MOEA/D [26] framework stirred the research on this paradigm, primarily when a variant of MOEA/D won the IEEE CEC 2009 competition on multi-objective optimization [27, 28] . This variant improves over the original MOEA/D by using dynamic resource allocation, i.e., favoring search directions where the algorithm is progressing better. However, no performance assessment concerning this version of MOEA/D has been reported so far using a large and representative benchmark set where other EMO algorithms are typically tested.
Component-wise design. Proposed as a comprehensive design paradigm, the component-wise design aims at gathering the potential of the different existing EMO search paradigms. In its current version, the AutoMOEA framework [5] provides a flexible template and a collection of algorithmic components comprising both Pareto-based and indicator-based paradigms. Given an application, designers can then tailor algorithms to their target application. To demonstrate the potential of the component-wise design, the authors used an automatic configuration tool to automatically design various AutoMOEAs for the most-used continuous benchmarks [5] , as well as for several combinatorial problems [6] . In particular, the AutoMOEAs designed for five-objective problems presented outstanding performance, matching the best-performing algorithms for the WFG benchmark, and outperforming all of them for the DTLZ benchmark [5] .
In the following sections, we detail the specific variants of MOEA/D and AutoMOEA that are the focus of our performance assessment.
MOEA/D
Although it may be understood as an algorithmic framework, MOEA/D was originally proposed as a stand-alone algorithm [26] . Later, improved versions were also proposed as stand-alone algorithms [15, 27] . For this reason, from now on we always refer to the different MOEA/D algorithms rather than to instantiations of a more general framework.
The common underlying structure shared by all MOEA/D algorithms considered in this work is the structure of the original MOEA/D algorithm, to which we will refer simply as MOEA/D. MOEA/D simultaneously explores the different search directions defined by the weight vectors of scalarization methods such as weighted linear sums or Tchebychev utility functions. Another particular feature presented by MOEA/D is the selection mechanism, namely, variation is applied to randomly selected parents from local neighborhoods, built for each search direction. Although the algorithm maintains a single global population, these local neighborhoods are meant to help the algorithm progress along the search directions employed.
A couple of years later, a new version of MOEA/D was proposed [27] . MOEA/D DRA-DE , as we will call it, uses dynamic resource allocation (DRA) and the differential evolution (DE) variation operator. The DRA strategy works as follows. Initially, each of the N weight vectors is given the same utility value. At each iteration, MOEA/D DRA-DE selects a subset N ν to explore via tournament selection based on the utility values of the weights. Once the weights have been selected, DE variation is applied to each search direction. In this version, however, a parameter δ regulates whether the target vector will be randomly chosen from the local neighborhood or from the whole population. Finally, a subset of the selection set (local neighborhood or population) is used to update the search reference point for the current weight. The size of this subset is regulated by an additional parameter φ. Every 50 iterations, the utility values of the weights are recomputed.
The differences between MOEA/D and MOEA/D DRA-DE are substantial, particularly given the number of parameters used to define the DRA strategy. In addition, since MOEA/D DRA-DE uses a different variation operator from all the other EMO algorithms we consider here, it is not really possible to assess whether improvements over the original MOEA/D (and other algorithms) could be explained solely by DRA, by DE, or by the combination of both components. For this reason, we consider an alternative version of MOEA/D DRA-DE that we call MOEA/D DRA-SBX . The only difference between MOEA/D DRA-DE and MOEA/D DRA-SBX is how a trial vector (or offspring) is generated, that is, MOEA/D DRA-SBX uses the SBX crossover operator, instead of DE variation, to produce a single solution at a time.
Below we summarize all the MOEA/D algorithms we consider in this work. All versions use Tchebychev utility functions to search the objective space.
MOEA/D: original MOEA/D algorithm [26] , with SBX crossover and no dynamic resource allocation.
MOEA/D DRA-DE : MOEA/D algorithm used in the 2009 IEEE CEC competition [27] . This algorithm uses DE variation and dynamic resource allocation.
MOEA/D DRA-SBX : alternative version of the MOEA/D algorithm used in the 2009 IEEE CEC competition [27] . This algorithm uses the SBX crossover operator and dynamic resource allocation.
The AutoMOEA component-wise design framework explores the concept that existing algorithmic components can lead to more effective designs than existing stand-alone algorithms if components are combined in more effective ways. This idea has been used in other multi-objective metaheuristics and led to the development of effective algorithms that significantly outperformed existing approaches from which algorithmic components were gathered [4, 18] . Concerning EMO, the AutoMOEA framework is based on a template where components can be selected from existing Pareto-and indicator-based approaches.
The core structure of AutoMOEA algorithms are no different from traditional evolutionary algorithms. Starting from an initial population, select a mating pool of solutions from the population, apply variation operators to this pool, and replace solutions from the old population with these new offspring. AutoMOEA algorithms may also use an external bounded-size archive to store nondominated solutions, which is updated at the end of each iteration. The flexibility of the template relies heavily on the general preference relations used by the main components, namely mating, environmental, and external archive selection. For assembling a preference relation, AutoMOEA uses a tuple comprising a dominance-based set-partitioning, an indicator-based refinement, and a diversity metric. Concretely, solutions are partitioned in dominance-equivalent classes using a set-partitioning method, such as the ones originally proposed by Pareto-based approaches like NSGA-II or SPEA2. Since these partitions may contain incomparable solutions, indicator-based refinement relations are used, as in indicator-based approaches such as IBEA or SMS-EMOA. Finally, if solutions are still incomparable, diversity metrics are employed to ensure the population represents different trade-offs between the objectives.
Two other design concepts behind AutoMOEA provide additional flexibility to this framework. First, each of the main components may use a different preference relation, as proposed by more recent indicator-based algorithms like SMS-EMOA. Second, an AutoMOEA algorithm may use an internal boundedsize archive instead of a fixed-size population to increase the convergence pressure of the algorithms when required, as in algorithms such as PAES [14] .
Below we summarize all the AutoMOEA algorithms we consider in this work. These algorithms are instantiations of the general AutoMOEA framework and have been automatically designed in [5] for the DTLZ and WFG benchmark sets with three and five objectives. The main components used by these algorithms are given in Table 1 , where BuildMatingPool is the mating selection procedure, Replacement is the environmental selection procedure, and Replacement Ext is the external archive truncation method. AutoMOEA D5 is an instantiation of AutoMOEA for 5-objective DTLZ problems. This algorithm uses a fixed-size population, mating selection based on deterministic tournament, and a mating preference relation that comprises dominance count set-partitioning, the exclusive hypervolume contribution as refinement, and crowding diversity. The environmental selection used by AutoMOEA D5 is based on a preference relation that comprises dominance depth set-partitioning, the binary -indicator, crowding diversity, and sequential solution removal. In addition, AutoMOEA D3 uses an external archive based on the exclusive hypervolume contribution and crowding diversity.
AutoMOEA W3 is an instantiation of AutoMOEA for 3-objective WFG problems. This algorithm uses a fixed-size population, random mating selection, and steady-state environmental selection based on dominance strength, the shared hypervolume contribution (I h H ), and nearest neighbor diversity. In addition, AutoMOEA W3 uses an external archive based on the exclusive hypervolume contribution and nearest neighbor diversity.
AutoMOEA W5 is an instantiation of AutoMOEA for 5-objective WFG problems.
This algorithm uses a bounded internal archive, mating selection based on deterministic tournament, and a mating preference relation that comprises the exclusive hypervolume contribution and crowding diversity. The environmental selection used by AutoMOEA W5 is based on a preference relation that comprises the exclusive hypervolume contribution, fitness sharing diversity, and sequential solution removal. In addition, AutoMOEA D3 uses an external archive based on the binary -indicator and nearest neighbor diversity.
In the next section, we present the experimental setup we use in this work for the performance comparison of the different EMO paradigms.
Experimental setup
The experimental setup we use in this work is the same used in the original component-wise design [5] . Since we use the same experimental setup, we use the same tuned settings for all algorithms except for the MOEA/D variants, which were not considered in the original paper and we tune them here. The benchmark sets we use are the DTLZ [9] and WFG [12] functions (DTLZ1-7 and WFG1-9), with three and five objectives. Concerning the number of variables n, we consider problems with n ∈ {20, 21, . . . , 60} \ n testing for tuning, and n testing = {30, 40, 50} for testing. For both testing and tuning, algorithms are given 10 000 function evaluations per run, and all experiments are run on a single core of Intel Xeon E5410 CPUs, running at 2.33GHz with 6MB of cache size under Cluster Rocks Linux version 6.0/CentOS 6.3. For each problem instance, the approximation fronts produced by the algorithms are normalized to the range [1, 2] to prevent issues due to dissimilar domains. Finally, we compute the hypervolume for each front using r i = 2.1, i = 1, 2, . . . , M as reference point, where M is the number of objectives considered. We tune the MOEA/D algorithms using irace [17] and the hypervolume as the quality measure, following the same procedure used for tuning all the other algorithms. In particular, for each tuning scenario, irace stops after 20 000 runs. For the original MOEA/D, the population size is given by the number of divisions in the objective space N divisions and the number of objectives. Since the population size can grow exponentially with the number of objectives, we use different ranges for each scenario: for the 3-objective problems, we use N divisions ∈ {1, 2, . . . , 30}, whereas for 5-objective problems we use N divisions ∈ {1, 2, . . . , 10}. For both MOEA/D DRA algorithms, the population size can be freely selected, and hence we use µ ∈ {100, 200, . . . , 500}. The remaining parameters tuned for the MOEA/D algorithms are given in Table 2 . In particular, parameter ρ controls the size of the local neighborhoods (ρ · µ), parameter t size is the size of the tournament used by the DRA strategy, and parameter η m is the distribution index used by the polynomial mutation operator. For more details about any of the remaining parameters, we refer to Section 3 and to the original MOEA/D papers [26, 27] . Finally, for the algorithms that use the SBX crossover, the tuning range of parameters p c (crossover probability) and η c (the distribution index) is the same used by all other algorithms. By contrast, when DE variation is used, there are two other parameters: the crossover probability CR ∈ [0, 1] and the scale factor F ∈ [0.1, 2]. For brevity, the tuned settings selected for the MOEA/D algorithms are provided as supplementary material [7] .
To compare algorithms, we run each algorithm 25 times and evaluate them based on the relative hypervolume of the approximation fronts they produce w.r.t. the actual Pareto optimal fronts. More precisely, we use the same Pareto fronts used by [5] . Given an approximation front A and the Pareto front for a problem instance P , the relative hypervolume of A equals I H (A)/I H (P ). A relative hypervolume of 1.0 means the algorithm was able to perfectly approximate the Pareto front for the problem considered. Algorithms are then compared based on boxplots of these relative hypervolumes. To draw overall conclusions, we aggregate results through rank sums and test for significant differences using Friedman's test with 99% confidence level. Since we generate a large set of results, we only discuss the most representative ones here. The full set of results is provided as supplementary material [7] .
Results and discussion
Before proceeding to the actual comparison between the different search paradigms, we start this section with boxplots on selected 3-objective WFG problems ( Fig. 1) to demonstrate the effect of the tuning on the performance of MOEA/D DRA-DE , which can also be observed for other MOEA/D algorithms. In particular, the label "W3" indicates that the MOEA/D DRA-DE algorithm has been tuned for 3-objective WFG problems. This notation is also used in all remaining boxplots to make it explicit that all algorithms have been properly tuned for the scenarios in which they are compared. Concerning the parameter settings used by MOEA/D DRA-DE , the most interesting remark is the very low δ values for both 3-objective benchmarks (δ ≤ 0.1), which indicate that local neighborhoods are rarely used by this algorithm in these scenarios. By contrast, for all DTLZ scenarios MOEA/D DRA-SBX uses extremely high δ values (δ ≥ 0.93), and MOEA/D uses extremely large niche sizes (ρ ≥ 0.97). Altogether, these settings indicate that the effectiveness of the local neighborhood component is tightly related to the benchmark, number of objectives, and variation operator considered. We then proceed to an analysis per benchmark.
Analysis on the DTLZ benchmark set
The performance comparison of all algorithms on the DTLZ benchmark set is given in Fig. 2 . Results for 3-objective problems are shown on the top row, while the bottom row depicts the performance assessment on the 5-objective problems. These results confirm insights previously identified in the literature [5] . First, the overall difficulty of this benchmark is low, as reflected by the very high relative hypervolumes achieved by most algorithms. In fact, we do not show the plots for DTLZ1-3 because they are identical to the plots shown for the 3-objective DTLZ5 problem, i.e., all algorithms are able to well approximate the Pareto optimal fronts used as reference. Second, the Pareto-based approaches are the ones that present worst-quality results among all algorithms. Although one can notice this already for 3-objective problems, it becomes far more evident when 5-objective problems are considered.
Regarding the performance of the remaining algorithms on the 3-objective problems, the only problem that actually poses difficulties for some algorithms is DTLZ6, where MOEA/D DRA-DE and SMS-EMOA presents results better than all other algorithms considered. The pattern observed in the boxplots is confirmed by the rank sum analysis given in Table 3 . For the 3-objective DTLZ set, no difference can be observed between the four top-performing algorithms. Interestingly, MOEA/D DRA-DE ranks sixth, alongside IBEA. Concerning the 5-objective problems, AutoMOEA D5 , SMS-EMOA, and IBEA appear to always accurately approximate the Pareto fronts (Fig. 2, bottom) , while the MOEA/D versions sometimes face difficulties, such as for problems DTLZ5 and DTLZ6. However, when we consider the rankings over the whole 5-objective DTLZ set (Table 3) , AutoMOEA D5 ranks first with much lower ranks than all other algorithms. No significant difference is observed between MOEA/D DRA-DE , MOEA/D, and SMS-EMOA, nor between MOEA/D DRA-SBX , and IBEA. As expected, the Pareto-based algorithms rank last. Table 3 . Rank sum analysis depicting overall performance on all scenarios. The best ranked algorithms are shown on top. Algorithms in boldface present rank sums not significantly worse than the best ranked algorithm. Algorithms within the same block are not significantly different, in terms of ranking, to the first algorithm of the same block. 
Analysis on the WFG benchmark set
Results for the WFG benchmark set are much more heterogeneous, confirming that this benchmark set is far more difficult for EMO algorithms than the DTLZ one. The performance comparison for 3-objective problems is given in Fig. 3 . In fact, it is difficult to even find patterns on the performance of the algorithms. Given any pair of algorithms, one cannot visually identify the best approach when all problems are considered, which confirms that most algorithms perform very similarly in all problems. For this reason, we proceed to the rank sum analysis, also given in Table 3 . Surprisingly, the algorithm that achieves lowest rank sums is MOEA/D DRA-SBX , outperforming MOEA/D DRA-DE again for a 3-objective benchmark set. Ranking second, MOEA/D DRA-DE , AutoMOEA W3 , and SPEA2 show equivalent rank sums. This indicates that some components from SPEA2 are indeed particularly effective for this benchmark, since AutoMOEA W3 heavily relies on SPEA2 components. The indicator-based approaches come right after, and MOEA/D ranks last this time. This reinforces the contribution of our experimental analysis, since previous results led to the conclusion that MOEA/D was particularly effective for 3-objective benchmarks in general [16] .
The performance assessment for the 5-objective WFG benchmark is given in Fig. 4 . Again it is difficult to make an overall analysis since the results vary per problem instance, nonetheless both AutoMOEA W5 and SMS-EMOA perform consistently well. Concerning the MOEA/D algorithms, all present very similar performances. The rank sum analysis (Table 3 ) confirms these observations: AutoMOEA W5 and SMS-EMOA present nearly identical rank sums, outperforming all MOEA/D algorithms, which present equivalent rank sums. 
Conclusions
The decomposition-based EMO paradigm has drawn a strong interest from the EMO community due to the possibility of devising more effective algorithms, particularly for many-objective optimization problems. In this paper, we have shown that, considering the most used benchmark sets from the EMO literature, MOEA/D is competitive or superior to other state-of-theart EMO algorithms only on scenarios with three objectives. We have also shown that, neither the dynamic resource allocation (DRA) nor the differential evolution (DE) operator adopted by the IEEE CEC 2009 competition MOEA/D algorithm (MOEA/D DRA-DE ) actually led to improvements over the original MOEA/D version for most of the scenarios considered in this paper. The only scenario that proved an exception to these two conclusions is the WFG benchmark with 3-objective problems. In this particular scenario, MOEA/D DRA-DE performed very competitively, but since it was outperformed by MOEA/D DRA-SBX (the same algorithm using the SBX crossover operator instead of DE variation), we see that the component that actually leads to this significant performance improvement over the original MOEA/D is the DRA. Moreover, for most of the scenarios considered, the DE operator did not improve the performance of the original MOEA/D. Since related work has shown that DE variation can often improve the performance of other algorithms [22] , we hypothesize that the interaction between the decomposition approach and DE is responsible for this.
Concerning the effectiveness of the recently proposed AutoMOEAs, we see that these algorithms are generally able to match the performance of indicatorand decomposition-based algorithms for scenarios with three objectives, and to outperform most of them when five objectives are considered. The high performance of the AutoMOEAs designed for 3-objective problems is in fact impressive, since extensive research has been conducted on this type of application scenario, leading to very effective human-designed algorithms. Achieving the same performance with automatically designed algorithms is remarkable. Even more exciting, the AutoMOEAs designed for 5-objective scenarios show a very robust and competitive performance. For the DTLZ benchmark, the difference in the rank sums between the AutoMOEA D5 and the best performing indicatorand decomposition-based algorithms is such that it indicates that AutoMOEA D5 consistently produces better approximation fronts than the others. For the WFG benchmark, AutoMOEA W5 matches the performance of SMS-EMOA, outperforming all MOEA/D versions. These results indicate the potential of the componentwise design approach, since we have attained this performance level by combining only two among the different effective EMO search paradigms.
Although the results for the current stage of the component-wise design approach are already quite convincing, further research efforts in this direction could potentially improve even further the performance of newly designed AutoMOEAs. Besides including algorithmic components proposed for algorithms from other paradigms, more effective automatic configuration tools (or longer tuning budgets) could lead to even more effective designs. However, it is also imperative to develop this research field towards practical application requirements. For instance, since many real-world problems are computationally demanding, the number of function evaluations desired might not allow offline tuning. One possible way to work around this problem is to devise several automatic designs for different benchmarks and learn problem features that could help understand better the effectiveness of individual algorithmic components.
