Abstract. The present paper studies an optimal control problem governed by measure driven differential systems and in presence of state constraints. The first result shows that using the graph completion of the measure, the optimal solutions can be obtained by solving a reparametrized control problem of absolutely continuous trajectories but with time-dependent state-constraints. The second result shows that it is possible to characterize the epigraph of the reparametrized value function by a Hamilton-Jacobi equation without assuming any controllability assumption 1 .
1. Introduction . This paper deals with an optimal control problem of measuredriven dynamical systems of the form:
(1.1) dy(t) = g 0 (t, y(t), α(t))dt + g 1 (t, y(t))dµ for t ∈ (τ, T ],
where g 0 and g 1 are continuous functions whose values, respectively, are in R d and M d×p (the space of d × p matrices), and µ is a given vector-valued measure with values in R p (see section 2 for precise assumptions). The input α is a measurable function belonging to the set of admissible controls A, that is: Measure-driven dynamical systems arise in many physical or economic applications that undergo forces whose actions have instantaneous effects. These systems are also called impulsive, they include mechanical systems with impacts [5, 12, 20, 21] , Faraday waves [3, 22, 14] , and several other applications in biomedecine or neuroscience, see [15] and the references therein.
The impulsive character of the dynamical system (1.1) forces the trajectories to be discontinuous with implicit jumps. The magnitude of this jump should be first clarified in order to well define the behavior of the trajectory at the times of jump and then to have a precise notion of solution. Several studies have been devoted to the question of giving a precise meaning to the notion of solution of impulsive systems like (1.1) and more generally to defining the product of a measure by a discontinuous function.
An illuminating point of view was introduced and analysed in a series of papers [7, 8, 9, 16] , where the authors used the concept of graph completion to define the multiplication of a point-mass measure with a discontinuous state-dependent term. Basically, a graph completion (φ 0 , φ 1 ) : [0, 1] → [0, T ] × R p consists of an absolutely continuous map, where φ 0 is nondecreasing mapping anto [0, T ], and φ 1 is an extension to the graph of the primitive function B of the measure µ. This extension φ 1 prescribes an arc that connects the left and right hand limits of B at the points of discontinuity. Each graph completion then leads to a reparametrization of the time variable:
The reparametrization W is uniquely determined at each continuity point of B, while at the discontinuity points t i , W is discontinuous and [W(t − i ), W(t + i )] corresponds to a "fictive" time interval. In the sequel, the set of discontinuities of B will be denoted T . In [16] , the solution of (1.1) is defined as solution of an auxiliary differential system reparametrized in time. More precisely,
where z is solution of
with σ = W(τ − ), and F is a measurable function which depends on g 0 , g 1 , µ and on the graph completion (φ 0 , φ 1 ) (the precise expression of F will be given in Section 2). The reparametrized solution z of (1.3b) is continuous and is well defined on the reparametrized time interval. In this way the multiplication of g 1 (y(t)) by µ in the jump points is unambiguously defined.
In [16] , a natural graph completion is introduced and analysed. It consists on connecting the endpoints of the jumps of B by a straight line. This graph completion is said to be in the canonical form and it has been proved to lead to the same measuresolution given by the integral form:
Of course, the above integral form has also to be well defined. It is known that each graph completion may lead to a different solution [6] . Further properties of the Graph completion concept and generalization to measure driven differential inclusions can be found in [25, 26, 31, 30] .
In the present paper, the solution of (1.1) will be defined by using the canonical graph completion. For the convenience of the reader, the concept of canonical graph completion and the notion of measure-solution are briefly recalled in Section 2.
With a precise definition of trajectories in hand, we can study the control problem (1.2). Let us mention that several works have carried out on the necessary optimality conditions for problem (1.2) [27, 2] . The present paper focuses mainly on the characterization of the value function v using the HJB approach. The main difficulties lie in the presence of the measure µ and of the state constraints. It is easy to see that the value function v satisfies a Dynamic Programming Principle (DPP) which formally yields the following HJB equation:
However, it is not clear in what sense the term "Dv·µ" should be understood. In order to overcome this problem, using the concept of graph completion, one can consider a reparameterized optimal control problem where the new value functionv is defined by:v
This problem is now classical and the caracterization ofv by a HJB equation falls into the already known theory. Moreover, when K is the hole space R d (no state constraints), it has been shown in [11] that the value function of the original problem (1.2) can be obtained by:
This relation is no more true when the control problem is in presence of state constraints (when K = R d ). Actually, as said before, by the graph-completion technics, to each trajectory y of the problem (1.1) correspond a trajectory z solution to the reparametrized system (1.3). However, it may happen that the trajectory y satisfies the state constraints while the trajectory z does not. Indeed, y and z coincide only on the branches of continuity of y. On these branches the state constraints should be satisfied for both y and z. However, z has also other branches corresponding to the fictive time intervals and it may happen that the state constraints fail to be satisfied on these intervals, unless some controllability assumptions are satisfied, see [17] .
In the general case, it is more natural to consider the auxiliary control problem in the form of
where K s = K for s = W(t) with t ∈ [0, T ] \ T and K s = R d (or any other big set containing all the trajectories) for s ∈ ∪ ti∈T [t
Hamilton-Jacobi approach for state-constrained control problems have been extensively studied in the litterature [28, 29, 13, 18, 4] . When the state constraints are time-dependent, the characterization of the value function becomes more complicated [19] . The main idea to treat the time-dependent state constraints is to characterize the epigraph of the value function instead of characterizing the value function directly. Here, we extend the ideas developped in [1] to the case of time-dependent state constraints, and prove that the epigraph of ϑ can be caracterized by means of a Lipshitz continuous viscosity solution of a time-measurable HJB equation (this notion of viscosity notion will be made precise in Section 4).
The paper is organized as follows. In section 2, the control problem is described and the notion of solution for the state equation is recalled. Section 3 is devoted to the study of the reparametrized control problem while the main characterisation of the value function of the auxiliary control problem is given in Section 4. In the sequel, we use the notations: 2. State constrained problems with BV trajectories. In this section, we formulate a state-constrained control problem with discontinuous trajectories. Then, we recall the graph completion technics and the definition of solution for the state equation introduced in [7, 16] .
2.1. The state equation and the graph completion technique. Let T be a fixed final time, x ∈ K be an initial position. Given a Radon measure µ and a control variable α ∈ A, we consider the controlled trajectory y α x,τ (t) :
where α belongs to the set A of admissible controls, given by:
with A a compact set of R m . The functions g 0 and g 1 will be assumed to satisfy: 
(Hg2) ∃k 0 > 0 such that ∀y, z ∈ R d , a ∈ A, t ∈ R + , we have:
, a ∈ A, and for a.e. t ∈ R + .
Moreover, for a.e t ∈ (0, T ) and for every
The state equation (1.1) is described by a driven-measure differential system, and as mentioned in the introduction, the jumps of the solution should be well described in order to define unambiguous notion of solution. Here we adapt the definition introduced in [7, 16] . Let B be the left continuous primitive of µ, i.e. B ∈ BV ([0, T ]; R p ) and its distributional derivativeḂ coincides with µ on [0, T ). Consider also T := {t i , i ∈ I} the set of all the discontinuity points of B, where I is the at most countable index of these discontinuity points.
Furthermore, let {ψ t } t∈T be a family of Lipschitz continuous maps from
For simplicity, in all the sequel, we use the linear maps:
We will denote by ξ the solution of:
and we set ξ(ξ, ψ t ) := ξ(1) −ξ. Now, we are ready to state the definition of solution introduced by Dal Maso and Rampazzo in [16] . Definition 2.1. Fix an initial position and time (τ, x) and a control variable α ∈ A, the function y
. This definition gives a precise notion for the solution of the equation (1.1). Recall now another definition based on the graph completion technique and which leads to a characterization of the solution through the unique absolutely continuous solution of a reparameterized system. In order to do that, we define
The canonical graph completion of B corresponding to the family of linear functions (ψ t ) t∈T is then defined by:
where (2.8)
Following [16] , we introduce the reparameterized system defined by:
where σ := W(τ ), µ a is the absolutely continuous part of the measure µ with respect to the Lebesgue measure, i.e. µ(t) = µ a (t)dt + µ s . We note that the derivatives of φ 0 , φ 1 are measurable functions. Therefore, under assumptions (Hg1)-(Hg3), the Caratheodory system (2.9) has a unique solution and according to [11, Theorem 2.2] ), the following holds.
is a solution of (2.1) (in the sense of Definition 2.1) if and only if there exists a solution z
The proof uses the same arguments introduced in [16, Theorem 2.2] for the Lipschitz continuous trajectories. The main difference here is to deal with the absolutely continuous trajectories which are less regular than Lipschitz arcs. To overcome this difficulty, we use a generalized chain rule for the composition of absolutely continuous functions and BV functions (presented in [10] ).
The statement of proposition 2.2 links each BV trajectory solution of (2.1) with an absolutely continuous function satisfying the parametrized equation (2.9).
2.2. The control problem. For a given measure µ and a given corresponding graph completion (φ 0 , φ 1 ), consider the set of BV trajectories satisfying (2.1):
τ,x , y satisfies (2.1) and α ∈ A}, and the set of reparametrized trajectories:
σ,x satisfies (2.9) and α ∈ A}.
Given a closed subset K ⊂ R d and a final cost function ϕ : R d → R d , the Mayer control problem governed by the impulse systems is:
We assume in the sequel that: (Hϕ) ϕ : R d → R is a Lipschitz continuous function. It is easy to prove that the value function satisfies a classic Dynamic Programming Principle (see [24] for a general DPP). For each τ ∈]0, T [, and every h ∈ [0, T − τ ], we have
According to this DPP, we can formally derive the HJB equation:
where the Hamiltonian is (2.13)
However, this equation is just formal and several difficulties arise when characterizing the value function by a HJB equation. The main difficulty comes from the fact that in general the value function is not C 1 and it is not clear in which sense the Dv · µ should be understood. The second difficulty comes from the fact that the control problem is in presence of state constraints.
To deal with these difficulties, the idea would be to consider the reparametrized control problem instead of (2.12) (for σ = W(τ )):
When the control problem is without state constraints (ie, when K = ∅), we have (see [11] ):
However, this relation may not be valid when the problem is in presence of state constraints (ie, when
3. Reparametrized control problem.
3.1. Case when some controllability assumptions are satisfied. In this section, we investigate some assumptions that can ensure that (2.15) holds. Here, more assumptions on the behavior of g 1 at the boundary of K are needed:
for any t ∈ (0, 1), and x ∈ K.
This assumption states that for any admissible trajectory y which lies in K before a jump (ie, y(t − i ) ∈ K) will stay in K also after the jump (ie, y(t + i ) ∈ K). Moreover, the following holds, see [17] :
Theorem 3.1. Assume that (Hg1)-(Hg3) are satisfied and that the condition (3.1) holds. Then, for every x ∈ K, and τ ∈ (0, T ): (i) to each admissible trajectory y ∈ S [τ,T ] (x) satisfying the pointwise constraints y(s) ∈ K corresponds a trajectory z ∈ S P [W(τ − ),1] (x) satisfying also the same constraints z(s) ∈ K, where W is given by (2.6).
(ii) Moreover, assume (Hϕ). Let v andv be defined respectively by (2.11) and (2.14). Therefore,
According to this theorem, the characterization of v can be obtained through the reparametrized value functionv. The latter is associated to a control problem of continous trajectories. We refer to [17] for further discussion on the HJB equation satisfied byv and turn now our attention to the more general case when (3.1) does not necessarily hold.
General case without any controllability assumption.
Here no additional condition is made on the vector field g 1 on the boundary of K. The first aim would be to find a more convenient auxilary control problem for which the value function will coincide with the original function v. From the discussion of the previous section, it turns out that the state constraints should be somehow relaxed for the reparametrized trajectories during the "fictive" time intervals [W(t In the sequel, we will use the notation:
where T is the set of discontinuity points of B. We have the following theorem: Theorem 3.2. Assume (Hg1)-(Hg3) and assume K to be a closed subset of R d . Consider the set-valued map x K(x) defined by:
with L g defined in (Hg2) and δ = T + V T 0 (B). Then the multi-application K is upper semicontinuous (usc, in short) (ii) Moreover, if we define
then we have:
Proof. To prove assertion (i), we claim that for any t ∈ [s
Consider first the case when t ∈ [s
] and assume that for any x ∈ ∂K(s) and y ∈ ∂K(t), the following holds:
Let y 0 ∈ ∂K(t) and set z 0 ∈ P Ki (y 0 ). By the definition of K, we deduce that
which contradicts the fact that x 0 ∈ ∂K(s).
To prove assertion (ii), let us consider some z α x,σ solution of (2.9) and satisfying that z On the other side, consider some z α x,σ solution of (2.9) and satisfying that z α x,σ (W(t)) ∈ K, ∀ t ∈ [τ, T ]. We want to prove that z 
In the case of s ∈ [s
, the argument is quite similar by considering a backward dynamical system and using the fact that z α x,σ (s
Then (3.5) follows by the fact that y Theorem 3.2 suggests to compute first the new auxilary value function and then deduce the original value function v by the formula (3.5). The auxilary reparametrized control problem is in presence of time-dependent state constraints. Recall that several papers have been devoted to study the characterization of the value function for state constrained control problems. Under some controllability assumption and when the set of state-constraints is not time-dependent, the value function can be shown to be the unique constrained-viscosity solution on an adequate HJB equation, see in [28, 29, 18] . We refer also to [4, 1] for a discussion on the general case where the control problem is lacking controllability properties.
Here the control problem (3.4) is in presence of time-dependent state constraints and no controllability assumption is assumed. The characterization ofv by an HJB equation on a tube K . is not a simple task because the evolution ofv depends also on the evolution of the map K. Here we extend to time-dependent state-constrained control problems an idea developped recently in [1] which allows to compute all the epigraph of the value functionv by solving an appropriate variational HJB equation.
4. Optimal control problems with time-dependent state constraints. In this section, the main result concerns optimal control problems with time-dependent state constraints and time-measurable Hamiltonians. Introduce the function F defined by:
Remark 4.1. All the results of this section hold in a more general setting, where the following time-dependent state constrained Mayer's control problem is considered:
with the convention that inf ∅ = +∞, where the state equation is given by:
and with F and (K θ ) θ are satisfying:
is measurable with respect to the time variable, and is continuous with respect to the last two variables z and a. Moreover, for each (z, a) ∈ R d ×A, we have F(·, z, a) ∈ L 1 (0, 1), and F(t, z, A) is nonempty compact and convex set, for every x ∈ R d and for almost every t ∈ (0, 1).
(HK) the set-valued application θ K θ is upper semicontinuous on [0, 1]. Our goal is to characterize the new value function ϑ. It is easy to check that the corresponding control problem does not satisfy any controllability condition. Indeed, the field F can never be inward pointing (resp. outward pointing) on s∈[0,1] ×K(s). Then the characterisation of ϑ as constrained viscosity solution of an HJB equation does not hold in the general case [4] .
Epigraph of ϑ.
First of all, to deal with the state constraints, we introduce a Lipschitz continuous function Ψ :
(Note that this is always possible to find such a function Ψ. In particular, according to theorem 3.2, the distance function to the set θ∈[0,1] {θ} × K θ fulfilled the conditions). By using an idea introduced in [1] , an equivalent way to characterize the epigraph of ϑ consists of considering the control problem
where now, the state constraints are included in the cost function to be minimized. In the above expression the notation a ∨ b means the max(a, b). The following result shows the relation between the 0-level set of w and the epigraph of ϑ: Proposition 4.2. Assume that (Hg1)-(Hg2) and (Hϕ) hold true, then we have 
Proposition 4.2 shows that once the auxiliary function w is computed, the epigraph of ϑ can be deduced as the 0-level set of w. for s ∈ (0, 1), (x, ξ) ∈ R d+1 , and
As usual, the proof of Theorem 4.3 is based on the dynamic programming principle (DPP) satisfied by w, and that can be stated here as follows:
Lemma 4.4. The function w is characterized by
. The first consequence of the above lemma is the continuity of the value function w: Proposition 4.5. Assume (Hg1)-(Hg2) and (Hϕ) hold, and K is a closed set of
. By using the definition of w and the simple inequalities:
we get:
where m Φ is the Lipschitz constant of ϕ. By assumption (Hg1)-(Hg2), we know that z α x,t (θ) − z α x ,t (θ) ≤ e k0 x − x for all α ∈ A, θ ∈ [t, 1], then we conclude that:
and we deduce that w(t, ·, ·) is Lpschitz continuous in
Remarking that w(t + τ, x, ξ) ≥ Ψ(t + τ, x, ξ) and by using the DPP, it follows that:
where we have used (4.4) and assumptions (Hg1)-(Hg2). This completes the proof.
Before proving the theorem 4.3, once need first to make more precise the notion of L 1 -viscosity solution for (4.2). Here we extend the L 1 -viscosity notion introduced by Ishii in [23] . Definition 4.6. A lower semi-continuous (resp. upper semi-continuous) func-
A continuous function u is a L 1 -viscosity solution of (4.2) if u is both a supersolution and a subsolution of (4.2). Now, we can give the proof of Theorem 4.3. Proof. [Proof of Theorem 4.3] We first show that w is a solution of (4.2). The fact that w satisfies the initial condition is a direct consequence of Lemma 4.4(ii). Let us check the L 1 -supersolution property of w. By the definition of w, for every
Consider some τ ≤ δ, then by (4.6) and (4.7), we have Let us now prove that w is a L 1 -subsolution. Let (σ 0 , x 0 , ξ 0 ) ∈ (0, 1) × R d+1 . If w(σ 0 , x 0 , ξ 0 ) ≤ Ψ(σ 0 , x 0 ), it is obvious that w satisfies min − ∂ t w(σ 0 , x 0 , ξ 0 ) + H(σ 0 , x 0 , Dw(t 0 , x 0 , ξ 0 )), w(σ 0 , x 0 , ξ 0 ) − Ψ(t 0 , x 0 , ξ 0 ) ≤ 0 in the L 1 -viscosity sense. Now, assume that w(t 0 , x 0 , ξ 0 ) > Ψ(t 0 , x 0 , ξ 0 ). By continuity of w and Ψ, there exists some τ > 0 such that w(σ 0 +τ, z We then deduce by the same argument as for the supersolution property that −∂ t w(σ 0 , x 0 , ξ 0 )+ H(σ 0 , x 0 , Dw(σ 0 , x 0 , ξ 0 )) ≤ 0 in the L 1 -viscosity sense. Therefore, w is a L 1 -viscosity subsolution. The uniqueness follows from the following comparison principle result. Proof. By Definition 4.6, for any (t, x, ξ) ∈ (0, 1) × R d+1 we have that min(−∂ t u(t, x, ξ) + H(t, x, Du), u(t, x, ξ) − Ψ(t, x)) ≤ 0 min(−∂ t v(t, x, ξ) + H(t, x, Dv), v(t, x, ξ) − Ψ(t, x)) ≥ 0 in the L 1 -viscosity sense. If u(t, x, ξ) − Ψ(t, x) ≤ 0, we get u(t, x, ξ) ≥ Ψ(t, x) ≥ v(t, x, ξ).
If u(t, x, ξ) − Ψ(t, x) > 0, then we have ∂ t u(t, x, ξ) + H(t, x, Du) ≤ 0, −∂ t v(t, x, ξ) + H(t, x, Dv) ≥ 0, where we get u(t, x, ξ) ≤ v(t, x, ξ) from a classical comparison principle (see Theorem 8.1 in Ishii [23] ).
