We consider multi-step quasi-Newton methods for unconstrained optimization. These methods were introduced by the authors 6, 7, 8], who showed how an interpolating curve in the variable-space could be used to derive an appropriate generalization of the Secant Equation normally employed in the construction of quasi-Newton methods. One of the most successful of these multi-step methods employs the current approximation to the Hessian to determine the parametrization of the interpolating curve and, hence, the derivatives which are required in the generalized updating formula. However, certain approximations were found to be necessary in the process, in order to reduce the level of computation required (which must be repeated at each iteration) to acceptable levels. In this paper, we show how a variant of this algorithm, which avoids the need for such approximations, may be obtained. This is accomplished by alternating, on successive iterations, a single-step and a two-step method. The results of numerical experiments are reported.
Introduction
Quasi-Newton methods for unconstrained optimization generally employ an updating formula for the Hessian (or inverse Hessian) approximation from the family introduced by Broyden 1, 2]. If we denote the objective function by f (where f : R n ! R) and its gradient and Hessian by g and G respectively, then such methods proceed iteratively, at each stage determining a new estimate (x i+1 , say) of the desired minimum of f from the current estimate x i . In order to display the Broyden family of updates, we rst de ne the step-vectors s i and 
and R. (In particular, the well-known \Broyden -Fletcher -GoldfarbShanno" (BFGS) formula (Broyden 1], Fletcher 3], Goldfarb 10] , Shanno 12] ) is obtained by choosing = 0.) It is also well-known that, for any value of the parameter , the matrix B i+1 generated by equations (3) and (4) will satisfy the Secant Equation:
B i+1 s i = y i ; (5) which may be regarded as an approximate version of the relation (called the Newton Equation by Ford and Saadallah 5] ) which is satis ed by the Hessian G(x i+1 ) itself:
(In this equation, x( ) is any di erentiable path in R n passing through the latest iterate x i+1 , while is the value of for which x( ) = x i+1 . The relation follows immediately from a straightforward application of the Chain Rule to the vector function g(x( )).) In fact, the Secant Equation (5) may be derived from the Newton Equation by taking x( ) to be the straight line passing through x i and x i+1 :
x( ) x i + s i (7) and then selecting = 1, so that (by virtue of equation (1)) x( ) = x i+1 . The required derivative dg=d at = = 1 for the Newton Equation is then approximated (on observing that x(0) = x i ) by a backward di erence employing the known gradient evaluations:
Substitution of the derivative of x( ) and of the derivative approximation y i in (6) then yields the Secant Equation (5), when G(x i+1 ) is replaced by its approximation B i+1 .
Multi-Step Methods
In a series of papers, the authors 6, 7, 8] have developed the concept of multistep quasi-Newton methods, in which data from several recent steps is employed in the construction of an interpolating path x( ). (We observe, by contrast, that the derivation of the Secant Equation described in Section 1 utilizes only data from the most recent step, from x i to x i+1 .) The derivative of x( ) and a suitable estimate for dg=d are then substituted into equation (6) to produce an alternative to the Secant Equation:
B i+1 r i = w i (9) (compare equation (5)). In (9),
Matrices satisfying the condition (9) may then be obtained, for example, from the Broyden family of updates (3) by substituting the vectors r i and w i for s i and y i , respectively. One of the approaches introduced by Ford and Moghrabi 7] employs interpolating (vector) polynomials, both to construct the curve x( ) and to produce an approximation (ĝ( ), say) to g(x( )), from which to estimate the derivative dg=d required for the Newton Equation. It will be su cient for our purposes, here, to consider only quadratic interpolations, based on data deriving from the latest three iterates x i?1 , x i and x i+1 and the associated gradient evaluations. We denote the values of the variable corresponding to these three iterates by 0 , 1 and 2 , respectively, so that:
x( j ) = x i?1+j ; for j = 0; 1; 2:
The numerical experiments reported in 7] showed clearly that the performance of algorithms based on such an approach is strongly in uenced by the manner in which the de ning parameter values f j g 2 j=0 are chosen. Of the six multi-step algorithms whose construction is described in 7], the best numerical performance was obtained from the method denoted there by F2, for which the parameters f j g 2 j=0 are derived as follows:
we rst x the origin for the variable by specifying that
In order to determine the remaining values 0 and 1 , we introduce the following metric, de ned on R n :
where M is a given n x n symmetric positive-de nite matrix. Then the required parameter values 0 and 1 are computed by measuring (with the metric M ) the distance of x i+1 from x i?1 and x i , respectively, bearing in mind the relations (12):
? 0 = 2 ? 0
When the values f j g 2 j=0 have thus been computed, the form of the interpolating polynomials x( ) andĝ( ) may easily be determined, leading to the vectors r i and w i (equations (10) and (11) 
It is evident that this expression is considerably less expensive to evaluate (indeed, the quantity p T i g i may already be available) than that given in equation (20), especially as the dimension increases. In order to reduce the cost of computing the corresponding expression for 0 (equation (21) and making use of equation (22) 
An Alternating Method
Although the assumption made in the previous Section (namely, that B i will approximately satisfy the Secant Equation for the step from x i?1 to x i ) appears to be reasonable and has the virtue (as shown in Section 2) of reducing the computational expense involved in determining 0 , the argument is evidently open to criticism on the grounds that the degree of approximation may be very poor on some iterations. In certain cases, it may be so poor that the expression within the braces in equation (25) turns out to be non-positive, leading to a breakdown in the algorithm as described and necessitating appropriate evasive action in a robust code. To forestall such di culties, we therefore propose a variant of the F2 algorithm in which the two-step method (as described in Section 2) is alternated with the standard single-step approach on successive iterations. Thus, on every second iteration, when we come to apply the quad-ratic interpolations required to determine f j g 2 j=0 , and hence r i and w i , the previous iteration (since it executed a`single-step' update, using s i?1 and y i?1 ) will have produced a Hessian approximation B i satisfying the Secant Equation (24) exactly. It then follows that the expression on the right-hand-side of (25) will give the exact value of the parameter 0 according to the chosen metric. In addition, the expression within the braces is now (barring the e ects of rounding error) guaranteed to be positive (as long as x i?1 6 = x i+1 ).
Numerical Experiments
The alternating method described in Section 3 (and which we denote by F21) was compared with the standard BFGS method and with the F2 method introduced by Ford and Moghrabi 7] . Both of the two-step methods F2 and F21
were implemented using the BFGS formula, but with s i and y i replaced by r i and w i (in the case of F21, on every other iteration), respectively. The numerical experiments were carried out on a set (Ford and Moghrabi 6]) of sixty test functions (each with four di erent starting-points), giving a total of 240 test problems with dimensions ranging from two to eighty. These test functions are taken from standard sets in the literature (such as Mor e, Garbow and Hillstrom 11], for example). As in 6], the sixty test functions were (for convenience) classi ed into subsets of \low" (2 n 15), \medium" (16 n 45) and \high" (46 n 80) dimension. The set of functions (with some modi cations to starting-points and convergence criteria) is described in detail in Ford and Moghrabi 6], where more information concerning the manner in which we have implemented these methods may also be found. We only note here that the line-searches employed were required to produce a point x i+1 (say) satisfying the following standard stability conditions (see Fletcher 4] , for example):
and that (for problems of dimension ten or higher) the initial approximation to the inverse Hessian was scaled (before the rst updating) by the method of Shanno and Phua 13]. For the multi-step methods, the safeguarding parameter max (see Ford and Moghrabi 9] ) was set to the values 4:0 (for F2) and 22:0 (for F21), respectively. These values were determined, for each algorithm, by extensive numerical experimentation, but we stress that the performance of the two methods has not been observed, in either case, to be unduly sensitive to the precise value employed.
We rst provide (in Tables 1, 2 More detailed results are provided in Tables 5 to 11 , where the results from the performance of each of the three methods on each of the test problems are given. The entry in the rst column speci es the test function and startingpoint (as de ned in 6]), while the numerical entries in the remainder of each row give (for the relevant method) the number of function / gradient evaluations required for convergence on that problem, followed (in brackets) by the number of iterations. The best performance (in the sense de ned in the previous paragraph) on each problem is denoted by the symbol y. being approximately 27% and 30%, respectively). Finally, we may note (from Tables 2 
