Inventory of Supplemental
Density plots are superimposed F-D curves recorded at 300, 700, 1500, 4500, and 6000 nm/s for both dark-state rhodopsin and opsin from native ROS disc membranes. The number of F-D curves (n) analyzed is indicated next to the color scale bar in each graph. The color range is scaled relative to the numbers of F-D curves analyzed. Figure S3 , relates to Figure 3 and Table 1 . Applying the Gaussian mixture model to reveal force peak classes and stable structural segments of G90D mutant rhodopsin. Left, Gaussian mixture model fitting to the contour length histogram of force peaks detected upon unfolding of G90D mutant rhodopsin. Contour lengths of force peaks from 689 F-D curves recorded upon unfolding of G90D mutant rhodopsin were analyzed. The SMFS data analyzed were taken from Kawamura et al. (2012) . The bin size of the histogram (grey bars) is 1 amino acid (aa). A Gaussian mixture model was fitted to determine the contour length and width of all force peak classes. Ten Gaussian model components were determined. Each component represents the contour length of a force peak class and is indicated by a unique color. Color bars at the bottom indicate the contour length range of each force peak class as determined by the Bayes classifier. The weighted sum of all components is shown as a black curve. The dashed horizontal line indicates the baseline noise determined by Eq. 2. Right, Contour length of force peak classes that assign structural segments stabilizing G90D mutant rhodopsin. Mean positions of force peak classes are listed with standard deviations (SD). 19.0 ± 4.7 27.8 ± 2.3 36.9 ± 4.5 45.5 ± 12.4 96.4 ± 3.5 108.8 ± 3.3 123.1 ± 11.4 173.9 ± 10.2 217.0 ± 6.1 239.1 ± 6.8
Supplemental
Supplemental Figure S4 , relates to Figures 2 and 3. Contour lengths and average force of force peaks detected in F-D curves. For each pulling velocity, the frequency of detecting a force peak (left), and the average force (center) and standard deviation (right) of every force peak are plotted over the contour length. Rhodopsin (blue) and opsin (red) histograms are overlaid for comparison. Histograms have a bin size of 3 aa. Figure S5 , relates to Figures 2 and 3. Pulling velocity dependent average unfolding force and standard deviation. The average force and standard deviation of all force peaks detected at a given pulling velocity ( Figure S2 ) is depicted in the box plot. The bottom of the box indicates the first quartile and the top the third quartile. The whiskers contain 90% of all force peaks. ✕ indicates the outliers. Figure S6 , relates to Figure 5 and 6. Landscape of an unfolding free energy barrier for a stable structural segment. Schematics of a free energy landscape along the reaction coordinate, x, in the absence and presence of externally applied force, F. The energy landscape is drawn according to the Bell-Evans theory (Bell, 1978; Evans and Ritchie, 1997) . In the absence of an externally applied force, the energy potential (black curve) has an energy barrier that separates the folded from the unfolded state. A stable structural segment has a certain rate, k 0 , to cross this barrier towards unfolding. An externally applied force, F, changes the thermal likelihood of reaching the top of the energy barrier. For a sharp barrier, the distance, x u , of the energy barrier to the folded state does not change. However, the thermally averaged projection of the energy profile along the pulling direction is tilted by the applied mechanical energy -F(cosθ)x (blue-dashed line). This tilt decreases the energy barrier height (blue curve) and increases the unfolding rate, k u,F , of the stable structural segment. Increasing the loading rate raises the mechanical energy required to overcome the barrier, and the rate of unfolding the structural segment increases. Fluctuations along energy profiles indicate the roughness of the energy landscape. In case of transmembrane α-helices this roughness was determined to be ≈4-6 k B T (Janovjak et al., 2007) . Figure 5 . DFS plots of dark-state rhodopsin, opsin, and constitutively active G90D mutant rhodopsin. Each plot contains the DFS data of a stable structural segment determined in dark-state (wild-type) rhodopsin (blue), opsin (red) (graphs taken from Figure  5 ), and constitutively active G90D mutant rhodopsin (green). SMFS data of the G90D mutant was taken from Kawamura et al. (2012) . Plotted is the mean unfolding force of each structural segment at different loading rates. Slanted ellipses indicate one standard error at each data point. The Bell-Evans model was fitted (solid lines) to obtain the unfolding energy barrier parameters (Experimental Procedures and supplementary information Eq. S14-S15). Dark and light colored regions indicate fitting confidence intervals of one (68%) and two (95%) standard deviations, respectively. The unfolding energy parameters and mechanical rigidity computed are given in Table 2 (for rhodopsin and opsin) and supplemental Table S2 (G90D mutant rhodopsin). Table S1 , relates to Table 2 . Automatically fitted unfolding energy barrier parameters (x u , k 0 , ∆G) and mechanical rigidity (κ) characterizing the properties of structural segments stabilizing G90D mutant rhodopsin. Parameters stem from fitting the DFS data in Figure  S7 . Mean values are listed with standard deviations. Kawamura et al. (2012) . Manual fits of the DFS plots ( Figure S7 ) give values different to the automated Bell-Evans fits (Table 2 and S1).
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SUPPLEMENTAL INFORMATION
Part II: Statistical Procedures
Gaussian Mixture Model
Here we introduce the Gaussian mixture model for assigning contour lengths of force peaks obtained from SMFS experiments to stable structural segments. We also describe statistical procedures for testing differences between two independent SMFS data sets and show how to estimate energy landscape parameters from DFS measurements.
Definition of the Gaussian mixture model
The contour length of each force peak represents the position at which a structural segment stabilizing the receptor begins. Let the observed random variable L i denote the contour length measurement number i and let S i be the unobserved (hidden) random variable indicating the stable structural segment to which L i belongs. In our model, we assume that there are M stable structural segments which can unfold. Given that the unfolding occurred in stable structural segment S i = s ∈ {1, ..., M}, the observed contour length L i of this force peak is distributed normally with mean µ s and variance σ s
In the measurements, it is unknown which structural segment s of the receptor unfolded. Suppose that the unfolding occurs for structural segment s with probability π s = Prob(S i = s).
Under these assumptions, the observed contour lengths L i are a mixture of normally distributed random variables, that is L i is generated by a Gaussian mixture model (GMM, (McLachlan and Peel, 2000) ) with probability density (S2)
Here φ denotes the density of the Gaussian distribution and M is the number of stable structural segments. We use the symbol = {π ! , µμ ! , ! ! } !!! ! to summarize all model parameters. In the following we will show how the model parameters θ can be learned from a data set of N observations l i , i =1, ..., N.
Inference
To fit the model parameters, we use maximum likelihood (ML) yielding those model parameters θ for which the observed contour lengths are most probable. In the presence of hidden random variables, ML estimation is commonly achieved by the expectation maximization (EM) algorithm (Dempster et al., 1977) . For each iteration of the EM algorithm, the likelihood (Eq. S2) of each observation l i is computed for the current set of parameter estimates, which are subsequently recomputed. This procedure is repeated until the changes in the parameter values and in the likelihood are small.
In each iteration, we compute the following quantities. Let (S3) be the posterior probability that contour length l i belongs to stable structural segment s. The parameters are computed from the expectation of the corresponding sufficient statistics under the posterior probabilities,
This procedure increases the total log-likelihood (S7) in each iteration and guarantees a set of parameters θ that locally maximizes . As an example, the fit of the contour lengths detected for dark-state rhodopsin is shown in Figure  S8 . To reduce the risk of the algorithm being trapped in local optima, we use multiple independent initializations of the algorithm with different starting values and report the one with maximal likelihood.
Background noise
An extension of the model given by Eq. S2 is to include a (uniform) noise component. This can be easily achieved by adding an additional term to the mixture model, such that (S8) where g denotes the probability density of the noise component. The noise fraction π 0 is computed from the column-wise mean of γ i0 = π 0 g(l i )/f(l i ).
Supplemental Figure S8 , relates to Figure 3 . Mixture model for the dark-state rhodopsin dataset with M = 10 components. Each component represents a force peak class having a certain mean contour length. This contour length is assigned to a stable structural segment of the receptor. Each component of the mixture model is indicated by color, and the overall density is shown as a black line. The grey step curve denotes the histogram of the data. The dashed line represents the background noise level. The colored lines at the bottom indicate the value of the Bayes classifier (Eq. S10) selecting the most probable force peak class for any given contour length.
Model selection
Often, the number of stable structural segments M is not known in advance. The mixture model can be used to infer the optimal number M to explain the histogram of contour lengths.
Selecting the model with the optimal number of mixture components M can be achieved by means of the Bayesian information criterion (BIC) (Schwarz, 1978) , defined as (S9) where ν is the number of free parameters of the model. The BIC is derived from the loglikelihood , but contains an additional penalization term proportional to the number of free parameters to avoid overfitting. The model with the smallest BIC can be assumed to best fit the data. In the case of the mixture model, the number of free parameters is 3M, because one has M values of µ s and σ s 2 plus M free parameters among π 0 , ..., π M due to the constraint .
Confidence intervals for the BIC are computed using 100 bootstrap samples (Efron and Tibshirani, 1994) drawn with replacement from the original data. For each sample the GMM (Eq. S8) is fitted with the EM algorithm and the BIC (Eq. S9) is computed. The BIC value for the contour lengths recorded for dark-state rhodopsin had a minimum for M = 10 components ( Figure S9 ). 
Assignment of contour lengths to force peak classes
A main aim of the analysis is to assign each contour length l i to one of the force peak classes representing a stable structural segment s i ∈{1, ..., M}, each of which is modeled by a Gaussian mixture component. We use the Bayes classifier (Hastie et al., 2009) for this task, which maximizes the posterior probabilities γ is , and set
An example of the resulting assignment is shown by the color coding of the x-axis in Figure  S7 .
Testing differences between two experiments
To compare two sets of SMFS data, one wishes to detect differences between the two GMM fits and to measure the significance of any deviation. This task can be formulated as a hypothesis testing problem.
In this case, the observed contour lengths l i have additional labels d ∈{1, 2}, denoting from which experiment the observation came, for example, pertaining to two different proteins. Without loss of generality, we assume that the first N1 observations come from experiment 1, and the latter N2 observations from experiment 2.
The null hypothesis, H 0 , states that all parameters, which now have an additional label for the two data sets, are identical, i.e., θ s1 = θ s2 , for all s. The alternative, H 1 , is that some of the parameters differ for some indices h, i.e., θ h1 ≠ θ h2 , but are identical for all other segments s ≠ h. Under H 0 , parameters estimation works as described by Eqs. S3-S6. Under the alternative H 1 , one has to estimate separate parameters θ hd for each data set d. In particular, we compute From this definition, the segment probabilities π sd have the same size relative to each other,
We consider the overall likelihoods ! under the null model and ! under the alternative with different parameters for component h to compute the test statistic (S13)
Under H 0 , D is asymptotically -distributed as the difference in the number of parameters is 3, from which we can compute a p-value quantifying how likely the observed data is under the null hypothesis.
We have explicitly discussed the case in which, for a single component h, all three parameters π h , µ h , and ! ! are different under the alternative hypothesis, H 1 . The computations above are readily generalized to multiple differing components or to the case where only some of the parameters are different, for example, different means, µ h1 ≠ µ h2 , but identical variance, !! ! = !! ! . In the first case, one has to compute the parameters θ hd as described above for all h. In the second case, one computes only those parameters θ hd separately that are allowed to differ, while the others are estimated over the entire dataset. The test statistic D is then ! ! distributed, where ν is the number of parameters that can be different under H 1 .
Linear models for dynamic force spectroscopy
After assigning contour lengths l i to stable structural segments s using Eq. S10, we use linear regression of the forces F sv on the logarithmic loading rates log r sv , where log denotes the natural logarithm and the subscript s refers to all measurements i that were assigned to class s. The additional subscript v indicates the average of all data points measured at pulling speed v as described in (Dempster et al., 1977) . As stated in (Evans and Ritchie, 1997; Sapra et al., 2008) , the most probable force F sv is related to the loading rate by the following equation
Here k B is Boltzmann's constant, T the temperature, x u the distance of the energy barrier from the folded state, and k u is the unfolding rate of segment s. Eq. S14 is of the form
allowing for the parameters a and b to be estimated from DFS plots by weighted linear regression ( Figure S10 ). The weights were 1/det(Σ sv ), where Σ sv denotes the covariance matrix of force and logarithmic loading rate at speed v. An example of the fit for peak number 2, corresponding to stable structural segment [H1] , is shown in Figure S10 .
Supplemental Figure S10, 
Error propagation
The parameters characterizing the energy landscape and mechanical rigidity can be derived from the fitted coefficients a and b. In particular, we compute the following values:
It is important to analyze how the uncertainty in a and b affects these derived quantities, especially because a and b are negatively correlated. As the propagation of correlated errors through the nonlinear dependencies stated above is difficult to calculate analytically, we computed mean and variance of the derived quantities in a Monte Carlo approach. A set of new estimates a and b were sampled from a multivariate Gaussian with mean and covariance of the original estimates, restricted to the positive domain. Evaluating the functions (S16-S19) for each sample yielded an empirical distribution of the physical quantities, from which mean and variance could be computed (Table S3) . Quantities from two different experiments were then compared with a Welch test as stated in the following section. Table S3 , relates to Figure 3 . Estimated parameters for a 10-component GMM model for dark-state rhodopsin (Rho) and opsin (Ops). The parameter π denotes the probability that a force peak occurs, µ denotes its mean location in amino acids, σ is the standard deviation. The p-value P asserts how likely a force peak is to be identical between rhodopsin and opsin.
Tests
Single experiment. Under the assumption of normal errors in the fit of the DFS plot, the parameter estimates a and b are also normally distributed with covariance Σ ab . Hence, ! = / !! and ! = / !! are t-distributed with V − 2 degrees of freedom, where V is the number of different speeds. Testing whether a single coefficient is zero can hence be achieved by performing a t-test. A test for an overall effect is the F-test on the ratio of explained vs. unexplained variance.
Two experiments. Two parameters θ and θ' from different experiments can therefore be tested for equality using the statistic (S19)
The effective degrees of freedom are given by (S20)
The corresponding t-test on s with d degrees of freedom is known as Welch test.
An overall effect can be tested by an analysis of variance (ANOVA) on the residual variances in the model fitted separately to each experiment versus the residual variance in a joint model.
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