We separated the training dataset of 60 TM proteins into 5 subsets according to the number of TM helices (i.e. 3-4, 5-6, 7, 8-10, and >10). The performance comparison with TMHcon (Fuchs et al., 2009) of residue contact prediction on the 5 subsets is listed in Table S8 . As can be seen, MemBrain performs better than TMHcon on all the 5 subsets. For TMHcon, the best performance is on proteins with seven TM helices, while MemBrain achieves the best performance on proteins with five to six TM helices. Interestingly, MemBrain performs better on large proteins (>=8 TM helices) than small proteins (<=4 TM helices) while TMHcon performs poorly on large proteins. This may be due to the combination of PSICOV (Jones et al., 2012) into the machine learning predictors. Before combining PSICOV, the ensemble classifier OSC achieves 42.9% and 49.0% prediction accuracy on proteins with eight to ten TM helices and more than ten TM helices respectively. When combined with PSICOV, MemBrain achieves 61.0% and 62.5% prediction accuracy respectively, which is a significant improvement.
a Predictions were extracted from http://www.predictioncenter.org/download_area/CASP9/predictions/. b S denotes short-range contacts defined as sequence separation of two residues between 6 and 11 residues. c M denotes medium-range contacts defined as sequence separation of two residues between 12 and 23 residues. d L denotes long-range contacts defined as sequence separation of two residues more than 23 residues. Figure S1 . Performance of PSICOV depends on the number of homologous sequences searched by PSI-BLAST. When we set the number of aligned sequences to 250 with the -b parameter in PSI-BLAST program, the accuracy is only 21.6% with a coverage rate of 3.5%. When we increase this parameter, the prediction performance improves as well. When it reaches 5,000, the accuracy and the coverage are 42.1% and 6.7% respectively, which are 20.5% and 3.2% higher than those obtained at 250. We then tried to further increase this parameter to greater than 5,000, but found that the prediction performance did not change much. In particular, the prediction accuracy even reduced a little in the case of 8,000 compared to 5,000. Figure S2 . Performance comparisons of OET-KNN classifier for serial and parallel fusions on different reduced dimensionalities. As can be seen, the prediction performances of parallel fusion are consistently better than those of serial fusion using PCA algorithm, and thus the parallel fusion with reduced dimensionality of 70 is used for OET-KNN classifier. 
