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Chapter 1
Introduction
The general form of abductive reasoning can be described by the following
schema proposed by Peirce [40, 5.189]: from the observed phenomenon A and
from the known rule if H then A, infer H. This schema can be interpreted in
many ways and one of them is that abductive reasoning can be used to fill
the gap between a knowledge base Γ and a phenomenon φ, which is unattain-
able from Γ itself [58]. According to an algorithmic point of view advocated
by Gabbay and Woods an abductive hypothesis (or abducible) H “is legiti-
mately dischargeable to the extent to which it makes it possible to prove (or
compute) from a database a formula not provable (or computable) from it
as it is currently structured” [12, p. 28], where φ, a formula to be proven or
computed, is an abductive goal. Let us designate by Γ ′ the knowledge base Γ
augmented with an abducible H. From a slightly more general point of view
than the one offered by Gabbay and Woods we may claim that an abductive
hypothesis is the difference between Γ ′ and Γ . The term ‘difference’ can be
understood here as a symmetric difference. Γ ′ may result from Γ not only
by just addition of new information but also by removal from or modification
of some information in Γ (some similarity can be found in contraction and
revision operations in belief revision theory, see e.g. [19]). This is the way
in which the concept of an abductive hypothesis will be understood in this
work.
My aim is to define such abductive procedure that is capable of generation
of abductive hypotheses as a symmetric difference between initial and final
knowledge base. On the one hand, in order to be able to strictly define what it
means to compare two different knowledge bases they ought to be formalised.
On the other hand, there is no efficient automated formal system that is
able to revise given knowledge base in a way that the information which
is unattainable from such a knowledge base becomes attainable. However,
there are systems in the domain of machine learning algorithms and artificial
neural networks that can be trained with “real world examples” in order to
enhance their ability to model phenomenons they were designed to model.
In particular, when they are trained in a suitable way, they can obtain “new
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knowledge” and what follows, represent information that they were not able
to represent before the training process. Therefore, the main goal of this work
can be further specified as a design of such integrated system that includes
the following properties:
• knowledge base and abductive goal can be represented in the form of a logic
program,
• there is a sound translation of such logic program into an algorithm or
artificial neural network, i.e. the obtained algorithm or neural network
models given semantics for the logic program,
• there is a learning strategy for obtained algorithm or artificial neural net-
work that allows to obtain “new knowledge”,
• there is a sound translation of an algorithm or artificial neural network,
that has been changed under the process of learning, back into a logic
program,
• it is possible to compare two logic programs and return the symmetric
difference between them.
In principle, my procedure for generation of abductive hypotheses will be
implemented in artificial neural networks. The initial state would be a knowl-
edge base Γ and an abductive goal φ. In the next step an artificial neural
network will be created, which represents both: the knowledge base Γ and the
abductive goal φ. In the next step, the network is trained in such a way, that
the abductive goal becomes attainable. The trained neural network repre-
sents the modified knowledge base Γ ′. The symmetric difference between the
initial and the modified knowledge base would be an abductive hypothesis
we were seeking.
The following problems emerge when this approach is concerned: how to
translate the knowledge base and the abductive goal into the artificial neural
network; how to perform learning of the neural network; and how to translate
the artificial neural network back to the form of the (modified) knowledge
base which could be compared with the initial one. On the one hand, the
desired solution would be as follows: the knowledge base, abductive goal and
modified knowledge base are introduced in a purely symbolic form. In such
case the abductive goal could be defined in terms of the logical consequence.
It would be also possible to perform well defined comparison between both
knowledge bases. On the other hand, the most common learning strategy for
artificial neural networks is the Backpropagation algorithm [5; 14, p. 12; 25,
p. 127].
There are a few approaches to the problem of integration of logic and ar-
tificial neural networks. Generally speaking, there are two main strategies:
the unified one and the hybrid one ([14, pp. 3–5]; see also [26]). The first one
employs neural networks alone, while the second combines neural networks
with symbolic models into expert systems, case-based reasoning systems and
decision trees [26, pp. 13–14]. The classification of approaches to the neu-
rosymbolic integration proposed by Hilario [26] is depicted in the Figure 1.1.
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Fig. 1.1 Classification of integrated neurosymbolic systems. [26, p. 14]
Unified strategies can be subdivided into two groups on the basis of the
difference in understanding the concept of the neural network. In the neu-
ronal symbol processing group the term neuronal denotes the network which
properties are as much related to the biological neuronal networks as it is
possible. The point of interest is in the simulation of biological neuronal
structures and in applying such constructions to cognitive phenomena, e.g.
sensorimotor responses, concept formation, language and even higher cog-
nitive functions [26, p. 15]. The approach is bottom-up in the sense that
the neural networks are not predefined. The best known representative is
the neural Darwinism approach by Gerald Edelman [8], where the network
is modified on the basis of the following rules: developmental selection, ex-
periential selection and reentrant mapping [26, p. 15]. An example of this
category is Darwin III system [44, 45].
The connectionist symbol processing group makes use of neural networks,
where the term neural implies that the network is similar to the biological
structures only in general. The aim here is to employ the artificial neural
networks as building blocks for “cognitive architecture capable of complex
symbol processing” [26, pp. 15–16]. In contrast with the former strategy, the
connectionist symbol processing approach is top-down rather than bottom-
up [26, p. 15–16]. It could be the case that the network does not have the
predetermined symbolic structure and processes emerge from it in somehow
unforeseen way [26, p. 16]. However, the majority of applications exploit
the possibility of establishing such structure of the neural network that is
related to the functions the neural network is supposed to model. Systems
that are organised in such a way are for example BoltzCONS [53], Dcps [54],
Rubicon [52] or CHCL [27].
Hybrid strategies also contain two subgroups: translational and functional
hybrids. The main assumption of this approach is that the cooperation of the
two disjoint systems: symbolic and neural, is the key for constructions which
“can attain the full range of cognitive and computational powers” [26, p. 17].
The translational hybrids are intermediate class between unified models and
functional hybrids [26, p. 6]. In the translational hybrids approach only ar-
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tificial neural networks are used as processors while the symbolic structures
are translated to or obtained from (or both) neural networks, for example
system that uses propositional rules [55], fuzzy rules [23] or rules with prob-
ability ratings [11]. The functional hybrids approach explores the full range
of the cooperation between the artificial neural networks and symbolic rules
of inference [26, p. 18]. The variety of possible solutions given by the func-
tional hybrids spreads on two dimensions: the degree of integration, which
is a quantitative dimension; and the integration mode determining the way
the relation between neural and symbolic components is organised in the
whole system, which is a qualitative dimension. We can include in this group
distributed neural networks [41], neural networks combined with rule-based
approach [22] or WATTS system [33] for wastewater treatment.
In view of the desired properties of the system performing the abductive
procedure the most suitable approach is the translational hybrid. Garcez et
al. [14] proposed approach that combines features of connectionist logic sys-
tems and translational hybrids systems. In this approach a logic program is
translated into a neural network, then the obtained neural network is trained
by means of Backpropagation algorithm and finally, the trained neural net-
work is translated back into the new logic program. The authors claim that
this is a new category of neural-symbolic learning systems, which should be
added to the classification proposed by Hilario (see Figure 1.1). Figure 1.2
depicts the full schema of neural-symbolic learning systems with six main
phases [14, p. 6]:
1. Symbolic background knowledge is translated into the initial architecture
of a neural network by a Translation Algorithm.
2. The assumption is that the background knowledge may not be complete,
therefore the neural network is trained on the examples by means of the
Backpropagation algorithm.
3. The proved correctness of the Translation Algorithm guarantees that the
neural network can be used as a massively parallel computational model
of the logical consequences in the form of atoms of the theory encoded in
it.
4. Step 4 allows to introduce changes in the neural network for better rep-
resentation of the background knowledge and the training examples (e.g.
solving inconsistencies between background knowledge and the examples).
5. Provably correct Extraction Algorithm translates all the rules encoded in
the trained neural network back to the symbolic representation.
6. This step represents the verification of the obtained knowledge by an ex-
pert. It could be the case, that the ‘final form’ of the background knowledge
is treated as a new input for the whole system.
Garcez et al. [14] proposed Translation Algorithms for definite, general
and extended logic programs into the three layer partially recurrent neu-
ral networks. They also created Extraction Algorithm for three layer neural



















Fig. 1.2 Schema of the neural-symbolic learning systems. [14, p. 6]
correctness. It means, that on the one hand the neural network obtained
by means of the Translation Algorithm computes the least Herbrand model,
stable model and the answer set for each kind of logic programs respectively
(answer set semantics is used as it is simpler and more general than iterated
fixpoint semantics for logic programs with negation; see [20, 21]). Addition-
ally, the Translation Algorithm creates neural networks which can be trained
by Backpropagation algorithm. On the other hand, the Extraction Algorithm
extracts all the clauses that can be obtained from a given neural network.
Neural networks obtained by means of the Translation Algorithms work
as a TP operator for logic programs. The operator TP is a mapping from
interpretations of logic programs into interpretations of logic programs. Van
Emden and Kowalski [60] defined the fixpoint characterisation of the least
Herbrand model for definite logic programs, which is a fixpoint of TP when it
starts from the empty set. Therefore, with the input vector consisting only of
−1 values (which describes the situation of empty interpretation, i.e. when all
atoms are false), the neural network will finally reach a stable state, where its
output represents the fixpoint of TP . The input layer consists of neurons that
represent atoms occurring in the bodies of Horn clauses in the logic program,
while the heads of those clauses are combined with the neurons from the
output layer. The translation from input to output layer runs through the
hidden layer which contains neurons representing each Horn clause from the
logic program. Due to the recurrent connections the stabilisation of the neural
network in most cases is obtained after more than one run of the signal from
input to output layer. The stabilisation of the neural network means that the
state of the neurons does not change in time. As it is described in further
paragraphs (see Section 2.3 on page 19 and Subsection 2.4.1 on page 45),
when the operator TP starts from the empty interpretation (which means
that all the atoms from the logic program are mapped to false), then after
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finitely many steps it ‘reaches’ the fixpoint which is the least Herbrand model
of the logic program. Analogically, when all the input neurons in the neural
network are set to the −1 value (which symbolises the empty interpretation),
the neural network sets itself after finitely many cycles in the stable state and
neurons that are active in the output layer are those which are associated
with atoms from the least Herbrand model for the logic program. This idea
is used in generation of the training set for the neural network described in
Section 4.2 on page 97.
Garcez et al. [15] proposed two different approaches to the problem of
abductive hypotheses generation by means of the Connectionist Inductive
Learning and Logic Programming (C-IL2P ) system. Both concern the situ-
ation where a neural network representing a knowledge base is already con-
structed and “[a]bduction, in this setting, can be seen as the process of find-
ing input values that would result in a particular output value if presented
to the network” [15, p. 4]. The first approach involves Connectionist Modal
Logic [18, 17]. Generally speaking, the idea is that Horn clauses which are
the basis for the initial neural network construction, are ‘inverted’ and each
atom from the body of the original Horn clause is preceded with the possi-
bility symbol. As a result the new set of clauses is obtained which serves as
a basis for a new neural network. Activation of neurons in the input layer of
the new neural network (they were placed in the output layer in the initial
neural network) leads to the activation of specific neurons in the output layer.
Those are the neurons associated with atoms we were looking for, i.e. that
are a possible explanations for the atoms placed in the heads of clauses in
the initial logic program.
The second approach proposed in [15] is also described in [43]. Similarly to
the previous account, the main goal of the procedure is to find those neurons
from the input layer that are responsible for the activation of the neurons in
the output layer of the network. The difference here is that in this approach
there can be defined a set of integrity constraints, i.e. a set containing clauses
of the form a1, . . . , a2 → ⊥. In other words, the set of integrity constraints
consists of sets of atoms which must not be true at the same time [15, p. 22].
The procedure runs as follows: all combinations of possible activations of
the input neurons are performed. If it is the case that for a combination of
activated input neurons the output neuron of our interest is active and in the
same time the neuron associated with a contradiction symbol is deactivated,
the input pattern is saved. The set of all saved combinations of input atoms
is the set of abductive hypotheses.
In [16] a system is described that combines abductive reasoning (under-
stood here in terms of abductive logic programming) with inductive learn-
ing to evolve (change) requirements specifications in such a way that they
no longer violate desired property, i.e. by means of the abductive reasoning
the analysis is conveyed to “discover whether a given systems description
satisfies a system property and if not, generate appropriate diagnostic in-
formation” [16, pp. 1–2], while inductive learning changes the description of
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the system to fulfil all required properties. Although C-IL2P was one of the
main parts of the system, it was not used to generate abductive hypotheses
but only used training sets made on their basis, i.e. the abductive procedure
based on the approach described in [49, 50] produced a set of atoms that in
turn was used to generate a training example for the artificial neural network
created by means of the translation algorithm in C-IL2P.
What should be observed here is that both mentioned systems can generate
abductive hypotheses only in the form of atoms. It could be justified given
the fact that the consequence relation for logic programs described as the
least Herbrand model also refers only to atoms. The approach described in
this work is more general in the sense that abductive hypotheses and goals
can be introduced in the form of Horn clauses ([59] is an example where
law-like statement of similar form to Horn clauses are generated as abductive
hypotheses) as well as atoms. Therefore, the concept of consequence relation
has to be modified.
Van Emden and Kowalski [60] described the connections between opera-
tional and fixpoint semantics, and a proof theory and model theory for logic
programs. They also proved that for definite logic programs the least Her-
brand model for a logic program is equal to the set of logical consequences
of the logic program. At first, the definition of the TP operator was given.
As Lloyd describes it, “TP provides the link between the declarative and
procedural semantics of P” [35, p. 37], where P denotes the logic program.
Afterwards, they proved that models for logic programs can be characterised
in terms of TP , namely interpretation I is a model for logic program P if
and only if it is a fixpoint of TP . Finally, in the same paper Van Emden and
Kowalski [60] provided theorem for fixpoint characterisation of the least Her-
brand Model. What should be noted here is that the least Herbrand model
is a set of atoms, therefore the logical consequences of a logical program that
can be obtained by means of the operator TP are of the form of an atom.
As it was mentioned, the assumption is that the abductive procedure pre-
sented in this work generates abductive hypotheses for abductive goals in the
form of an atom as well as of a Horn clause. The mechanism used for abduc-
tive hypotheses generation is the Backpropagation training algorithm applied
to a neural network that represents the knowledge base and the abductive
goal. Taking into account that neural networks resulting from the translation
of a logic program model the way the immediate consequence operator works,
I have to extend the concept of logical consequence for Horn clauses.
The schema of our abductive procedure is depicted in the Figure 1.3. The
whole process begins with the knowledge base represented by a logic program
P and an abductive goal GP , which is not derivable from P. In the next step,
the translation algorithm TP→N translates P and GP into neural network.
TP→N is a modified version of translation algorithm proposed by Garcez et
al. [14]. The network is trained by means of the Backpropagation algorithm
with only one training example, i.e. the example where all input atoms are


















Fig. 1.3 Schema of the abductive procedure.
vector of such form simulates the situation with the empty set as a starting
point for TP . The situation is more complicated when the output vector is
concerned. On the one hand, setting −1 value for an atom in the output layer
prevents it from ‘becoming’ a fact during the learning process. On the other
hand, setting value 1 not necessarily amounts to establishing a fact. It still
could be the case, that for a given input, the output neuron would not be
active, therefore it would not be a fact, despite the weight of connection with
the truth neuron being ‘significantly’ different than 0 (i.e. a weight which
value exceeded the initial limitations for additional connections).
What should be noted here is that the output of the neural network is
checked after the stabilisation of the neural network. In this case the situation
is analogous to the starting point of the TP operator with an empty interpre-
tation, and to the final point where the least Herbrand model is identified.
After the training (which ends when the error drops below an established
level) the trained neural network N is translated back to the form of a logic
program P ′ by means of the extraction algorithm TN→P . TN→P is also a mod-
ified version of extraction algorithm proposed by Garcez et al. [14, ch. 5]. The
abductive hypothesis is defined as a symmetric difference dP(P,P ′) between
the initial logic program P and obtained logic program P ′.
It is obvious that the difference dP is not restricted to the addition of
information to the initial knowledge base Γ . Therefore there is a possibility
that abductive hypothesis would be of the form of modification or removal
of information from Γ . As a result, some further considerations are needed
in order to distinguish between the formulas which are added to the program
and the ones which are removed from it.
Thinking about applications of such abductive procedure on the first place
comes the modelling of abductive reasoning on the basis of the results ob-
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tained during precisely designed experiments that involve human subjects.
The initial conditions given to the subjects can be represented in the form
of a logic program and the variety of possibilities for the construction of
training sets for the neural networks gives certain flexibility in the abductive
hypotheses generation.
The chapters in this work are organised in the following way. The second
chapter contains definitions of the consequence relation and abductive goal
for definite and normal logic programs. It describes the first property of the
abductive procedure that we have listed at the beginning of this chapter, i.e.
the symbolic representation of the knowledge base and the abductive goal.
The second, third and fourth property of the abductive procedure concerning
translation of the formalised theories into a neural networks, training neural
network and translating them back into a formalised theory are described
in the following two chapters. In the third chapter the concept of the used
neural networks is formalised. The integration of symbolic and neural struc-
tures is described in the fourth chapter. This is also the chapter where the
detailed description of the abductive procedure is given. Additionally, fourth
chapter contains a brief description of the preliminary results of the imple-
mentation of the abductive procedure in the Framsticks software system [32].
The last chapter before the summary concerns the work that has already
been reported in the literature, i.e. Abductive Logic Programming, abduc-
tive reasoning modelled in the C-IL2P that has been mentioned here in the
introductory Chapter and two other approaches that aim at modelling the
abductive reasoning, and offers some comparison of the four with approach
adopted in this work.

Chapter 2
Logic programs: definite and normal
In this Section the details of definite and normal logic programs will be pre-
sented. Different types of logic programs will be introduced in separate sec-
tions, where each Section concerning a given type of logic program will end
with the definition of an abductive goal for that group of logic programs.
The standard formalisation of logic programs is conveyed in the first order
language (see for example [35]). However, the system C-IL2P is designed
for grounded logic programs [14, p. 24–25], i.e. logic programs in which all
the variables are instantiated with closed terms. The reason for using only
grounded logic programs in C-IL2P is that the neurons in input and output
layers of the neural network created from a given logic program represent
concrete instances of atoms occurring respectively in bodies and heads of
clauses in the logic program. As a result, it is justified to employ propositional
representation in defining our abductive procedure. This issue is discussed
further in the Section 2.1.
Neural networks obtained from logic programs by means of the C-IL2P
translation algorithms convert the activation of input neurons into activation
of output neurons in the same way as the immediate consequence operator
works for those logic programs [14, p. 43–85]. Therefore, Section 2.2 covers the
mathematical background for the construction of the immediate consequence
operator.
Sections 2.3 and 2.4 are devoted to the formalisation of definite and normal
logic programs, respectively. In both Sections the goal is to describe the
method for checking if a given Horn clause is a logical consequence of a logic
program, which is based on the notion of immediate consequence operator.
Additionally, at the end of the Section 2.4 the problem of finding a fixpoint
for immediate consequence operator, as far as normal logic programs are
concerned, is described and a family of acceptable logic programs is defined.
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2.1 Propositional representations
The standard formalisation of logic programs is conveyed in the first order
language. A Horn clause in a general form looks as follows:
head ← body (2.1)
For definite logic programs the head is a single first order atomic formula
(head cannot be empty) and the body consists only of first order atomic
formulas separated by commas. In case of normal logic programs the negation
by finite failure (which will be described in details later on) is allowed before
first order atomic formulas in the body of the clause but without iteration.
Extended logic programs allow to use classically negated first order atomic
formulas in both: the head and body, along with the negation by finite failure
used for first order atomic formulas or classically negated predicates in the
body. If the body is empty, the clause is called a fact and the arrow is omitted.
Logic programs are sets of Horn clauses, thus, for example, a definite logic
program with two definite Horn clauses could look as follows:
{P (x, y)← Q(x), R(y) ; Q(a)} (2.2)
where x and y are individual variables and a is a constant. The actual number
of clauses in a logic program depends on the cardinality of the set of the
considered objects.
C-IL2P system is designed for grounded logic programs, i.e. logic programs
which consist only of ground instances of clauses in the logic program [14,
p. 24–25]. The process of obtaining ground instances of clauses from a logic
program is called instantiation: define a fixed language L which includes at
least constants occurring in the logic program; the set of ground instances
of a clause is the set of clauses obtained by substitution of all the variables
occurring in the clause by a term from L (for each variable the same substitu-
tion is made for all occurrences of the variable); the grounded logic program
is the union of all ground instances [14, p. 24–25].
Grounded logic program obtained from the logic program (2.2) in the
previous example looks as follows, when the language L with two constants
a and b is concerned:
{P (a, a)← Q(a), R(a) ; P (a, b)← Q(a), R(b) ;
P (b, a)← Q(b), R(a) ; P (b, b)← Q(b), R(b) ; Q(a)}
(2.3)
The reason for using only grounded logic programs in C-IL2P system is
that the neurons in input and output layer of the neural network created
from a given logic program represent concrete instances of atoms occurring
respectively in bodies and heads of clauses in the logic program.
After the instantiation all the clauses in the logic program become in fact
propositional. The grounded logic program (2.3) can be written as follows:
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{a1 ← a2, a3 ; a4 ← a2, a5 ; a6 ← a7, a3 ; a8 ← a7, a5 ; a2 ←} (2.4)
Only grounded logic programs are taken into consideration in this work.
Therefore, the languages used to formalise abductive procedure are proposi-
tional ones.
2.2 Mathematical background
Van Emden and Kowalski [60] defined the operational and fixpoint seman-
tics of predicate logic programs. On the one hand, they showed that the
operational semantics, which “defines the input-output relation computed by
a program in terms of the individual operations evoked by the program in-
side a machine” [60, p. 733], can be understood as a part of proof theory.
On the other hand, the fixpoint semantics can be treated as a special case of
model-theoretic semantics. We are especially interested in the fixpoint char-
acterisation of the least Herbrand model, which will be defined in the next
Section, and which requires introduction of some mathematical notions. This
Section will be organised similarly as in [35, ch. 1, sec. 5] or [14, sec. 2.1, 2.4].
At first we are going to define a complete lattice. The reason is that the
set of all Herbrand interpretations forms a complete lattice and that fact will
be used to define a mapping with properties which are of our concern.
Definition 2.1. A binary relation R on a set is called a partial order when
it is reflexive, transitive and antisymmetric.
We will denote a relation which is a partial order by . A set S with a partial
order  is called a partially ordered set. The symbol ≺ will be reserved for
strict partial order relation, i.e. x ≺ y if and only if x  y and x 6= y.
Definition 2.2. Let S be a set with a partial order  and x ∈ S. We define
the following:
• x is a minimum of S iff for all elements y ∈ S: x  y.
• x is a maximum of S iff for all elements y ∈ S: y  x.
Minimum and maximum of a set S are unique, if they exist, and will be
denoted as inf(S) and sup(S) respectively.
Definition 2.3. Let S be a set with a partial order  and R ⊆ S. We define
the following:
• An element x ∈ S is an upper bound of R if for all elements y ∈ R: y  x.
• An element x ∈ S is a lower bound of R if for all elements y ∈ R: x  y.
• An element x ∈ S is the least upper bound of R if x is an upper bound of
R and x  z for all upper bounds z of R.
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• An element x ∈ S is the greatest lower bound of R if x is a lower bound
of R and z  x for all lower bounds z of R.
The least upper bound and the greatest lower bound of a set R are unique,
if they exist, and will be denoted as lub(R) and glb(R) respectively.
Definition 2.4. Let S be a partially ordered set and R ⊆ S. We call S
a complete lattice iff lub(R) and glb(R) exist for every R ⊆ S.
Now we are going to describe two properties for mappings defined on
complete lattices, which will be needed for our purpose.
Definition 2.5. Let S be a complete lattice and R ⊆ S. We call R directed
iff every finite subset of R has an upper bound in R.
Definition 2.6. Let S be a complete lattice, x and y be elements of S, and
T : S −→ S be a mapping. The following holds:
• T is monotonic iff x  y implies T (x)  T (y).
• T is continuous iff for every directed subsetR of S: T (lub(R)) = lub(T (R)).
Fixpoint for a given mapping is such an argument for that mapping that
is mapped onto itself. One of the results of Van Emden and Kowalski [60] was
that they proved existence of a strict connection between fixpoints of some
mappings from and onto set of all Herbrand interpretations of a given logic
program and Herbrand models for that logic program.
Definition 2.7. Let S be a complete lattice and T : S −→ S be a mapping.
An element x ∈ S is the least fixpoint of T iff x is a fixpoint of T (i.e.
T (x) = x) and for every fixpoint y of T : x  y. An element x ∈ S is the
greatest fixpoint of T iff x is a fixpoint of T and for every fixpoint y of T :
y  x.
The least fixpoint of T and the greatest fixpoint of T will be denoted as lfp(T )
and gfp(T ), respectively.
Proposition 2.1. Let S be a complete lattice and T : S −→ S be monotonic.
Then T has lfp(T ) and gfp(T ).
The proof of the Theorem 2.1 is given in [35, p. 28].
Our goal now is to define a way of computing the least fixpoint of a map-
ping T , assuming that the mapping is monotonic, continuous and defined on
a complete lattice. We will use the notion of ordinal powers of mapping T .
The definition is based on properties of ordinal numbers described in [35,
p. 28–29] or [14, p. 26].
Definition 2.8. Let S be a complete lattice and T : S −→ S be monotonic.
Then we define:
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T ↑ 0 = inf(S);
T ↑ α = T (T ↑ (α− 1)), if α is a successor ordinal;
T ↑ α = lub(T ↑ β | β ≺ α), if α is a limit ordinal;
T ↓ 0 = sup(S);
T ↓ α = T (T ↓ (α− 1)), if α is a successor ordinal;
T ↓ α = glb(T ↓ β | β ≺ α), if α is a limit ordinal.
Proposition 2.2. Let S be a complete lattice and T : S −→ S be continuous.
Then lfp(T ) = T ↑ ω.
The ω in Theorem 2.2 denotes the first infinite ordinal. Proof of the Propo-
sition 2.2 is described in details in [35, p. 30].
As we already mentioned (p. 13), the set of all Herbrand interpretations
for a logic program forms a complete lattice. Van Emden and Kowalski [60]
defined a mapping from and onto the set of all Herbrand interpretations for a
logic program, which is called immediate consequence operator. Additionally,
immediate consequence operator is monotonic and continuous for definite
logic programs and at the end of the next Section we will see that its fixpoints
can be associated with Herbrand models for a given logic program. However,
the most important property of immediate consequence operator is that by
means of definition 2.8 and Proposition 2.2 it will be easy to find its least
fixpoint and therefore, the least Herbrand model for a given definite logic
program.
Finally, we define a function c, which returns the cardinality of a given set
of formulas. It will be used in the following Sections.
Definition 2.9. Let S be a family of all finite sets of formulas of a considered
language and let set S = {x, y, . . . , z} be an element of S. Function c : S −→ N
is defined as follows:
c(S) =
{
0 if S = ∅
1 + c({x, y, . . . , z} \ {x}) otherwise
2.3 Definite logic programs
In this Section definite logic programs are defined. The formalisation is con-
veyed similarly to the one given in [14] or [35]. As it was mentioned in the
Section 2.1, the language used is a propositional one which keeps the whole
formalism simple and minimal. The section ends with the definition of the
abductive goal for a definite logic program, where the abductive goal is of the
form of an atom or a Herbrand clause. The introduced method of investiga-
tion if a given Horn clause is a logical consequence of a definite logic program
is based on the immediate consequence operator.
The language Ld consists of the following elements:
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• {a0, a1, a2, . . .} — an infinite, countable set of propositional variables,
• ← — a primitive connective,
• , — a comma.
Further on we shall omit the reference to Ld, if no ambiguity will arise.
Definition 2.10. The set Var of atomic formulas consists of all and only
propositional variables:
Var = {a0, a1, a2, . . .}
We shall usually call the elements of the set Var just atoms or atomic for-
mulas.
There is only one kind of non-atomic formulas for definite logic programs
and it is called a Horn clause.
Definition 2.11. Let aj , ak, . . . , an be atomic formulas. A Horn clause hi
is an expression of the form:
aj ← ak, . . . , an
The atomic formula aj from the definition of the Horn clause is called the
head of the Horn clause hi and will be denoted as head(hi). The set of atomic
formulas {ak, . . . , an} forms the body of the Horn clause hi and will be denoted
as body(hi). It is possible that the body of a Horn clause contains no atoms.
Horn clauses with empty bodies will be called facts.
Definition 2.12. The set Hcl of Horn clauses consists of all and only Horn
clauses:
Hcl = {h0, h1, h2, . . .}
A well-formed formula is either a Horn clause or an atom. We will refer
to well-formed formulas as formulas.
Definition 2.13. The set Form of well-formed formulas is defined in the
following way:
Form = Var ∪Hcl
We will now define definite logic programs, which are sets of Horn clauses.
Definition 2.14. Let hi for 1 ≤ i ≤ n be a Horn clause. A definite logic
program denoted by P is a finite and non-empty set of Horn clauses:
P = {h1, . . . , hn}
An exemplary definite logic program with three Horn clauses, where one is a
fact may look as follows:
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←} (2.5)
2.3 Definite logic programs 17
To improve readability we will use a semicolon sign “;” instead of a regular
comma to separate elements of P.
The following three definitions concern sets of atoms that occur in bodies,
heads and bodies or heads of Horn clauses in a given definite logic program,
respectively.
Definition 2.15. Let P be a definite logic program. We define the set of all
atoms that occur in bodies of Horn clauses in P, in the following way:
BbP = {ai | for some hj ∈ P: ai ∈ body(hj)}
Definition 2.16. Let P be a definite logic program. We define the set of all
atoms that occur in heads of Horn clauses in P, in the following way:
BhP = {ai | for some hj ∈ P: ai = head(hj)}
Definition 2.17. Let P be a definite logic program. We define the set of all




BP is called a Herbrand base of a program P and is defined as in [35, p. 16],
where the language L consists only of constants. Sets BbP and B
h
P are defined
only for our purposes, although in a similar manner as Herbrand base of a
logic program.
We can take under consideration the logic program (2.5) from the previous
example. In that case BbP , B
h
P and BP look as follows:
BbP = {a1, a3, a4}
BhP = {a1, a2, a5}
BP = {a1, a2, a3, a4, a5}
(2.6)
In order to operate on models for definite logic programs we have to define
a valuation, which maps formulas into true or false. Since the language we
use in this work is a propositional one, instead of the usually used first order
(see Section 2.1), definitions of the valuation and interpretation, and what
follows, Corollary 2.1 and 2.2, are contribution of this work.
Definition 2.18. A mapping v : Form −→ {true, false} is a valuation de-
fined as follows:
1. For every atomic formula ai: either v(ai) = true or v(ai) = false.
2. For every Horn clause hi: v(hi) = true iff v(head(hi)) = true or for at
least one aj ∈ body(hi): v(aj) = false.
Instead of checking which atoms are mapped to true and which to false,
we will define an interpretation as a set of all those atoms that are mapped
to true.
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Definition 2.19. Let v be a valuation. An interpretation w.r.t. v is a set I
of all atoms in Var that are mapped to true by v:
I(v) = {ai ∈ Var | v(ai) = true}
Atoms which do not belong to the interpretation I(v) are mapped by valua-
tion v to false.
We can easily prove that a Horn clause hi is mapped by a valuation v to
true iff the interpretation I(v) contains the head of hi or there exists an atom
aj in the body of hi which does not belong to the interpretation I(v).
Corollary 2.1. Let I(v) be an interpretation w.r.t. a valuation v and hi a
Horn clause. The clause hi is mapped by v to true iff head(hi) ∈ I(v) or for
at least one aj ∈ body(hi): aj /∈ I(v).
Proof. (→) By definition 2.18, hi is mapped by v to true, thus v(head(hi)) =
true or for at least one aj ∈ body(hi): v(aj) = false, and what follows from
definition 2.19, head(hi) ∈ I(v) or for at least one aj ∈ boedy(hi): aj /∈ I(v).
(←) By definition 2.19, if head(hi) ∈ I(v) or for at least one aj ∈ body(hi):
aj /∈ I(v), then v(head(hi)) = true or for at least one aj ∈ body(hi): v(aj) =
false, and what follows form definition 2.18, hi is mapped by v to true. ut
The second part of Corollary 2.1 can be changed to implication-like form,
i.e. hi is mapped by v to true iff, if body(hi) ⊆ I(v), then head(hi) ∈ I(v).
Formulas which are true for every interpretation I(v) will be called tau-
tologies. For obvious reasons tautologies can be only of the form of Horn
clauses.
Definition 2.20. Let hi be a Horn clause. The clause hi is called a tautology
iff it is true for every interpretation I(v).
What is more, we can precisely establish types of Horn clauses that are
tautologies, i.e. those which contain an atom from their head in their body.
Corollary 2.2. Let hi be a Horn clause. The clause hi is a tautology iff
head(hi) ∈ body(hi).
Proof. (→) By definition 2.20, if hi is a tautology, then hi is true for every
interpretation I(v) and what follows by Corollary 2.1, for every interpretation
I(v): if body(hi) ⊆ I(v), then head(hi) ∈ I(v). In other words, there does not
exist an interpretation I(v), where body(hi) ⊆ I(v) and head(hi) /∈ I(v),
therefore head(hi) ∈ body(hi).
(←) For a Horn clause hi, if head(hi) ∈ body(hi), then for every interpre-
tation I(v), if body(hi) ⊆ I(v), then head(hi) ∈ I(v). Therefore by Corol-
lary 2.1, hi is true for every interpretation I(v) and what follows from defi-
nition 2.20, hi is a tautology. ut
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Now we are going to define a mapping denoted by CP , which takes as an
argument an interpretation I(v). The mapping CP returns heads of all Horn
clauses from a definite logic program P, whose bodies belong to the inter-
pretation I(v). It is closely related to the immediate consequence operator
defined by Van Emden and Kowalski [60] and described at the end of this
Section (see definition 2.34). By ℘(X) we denote the power set of the set X.
Definition 2.21. Let P be a definite logic program and I(v) an interpreta-
tion w.r.t. a valuation v. The mapping CP : ℘(Var) −→ ℘(Var) is defined as
follows:
CP(I(v)) =df {head(hi) | hi ∈ P, body(hi) ⊆ I(v)}
Let us consider exemplary definite logic program (2.5) and the following
interpretation:
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←}
I(v) = {a1, a3, a7}
(2.7)
The mapping CP for interpretation I(v) and definite logic program P from
example (2.7) looks as follows:
CP(I(v)) = {a1, a5} (2.8)
The mapping CP enables us to define a mapping called chain and denoted
by ch. Taking three arguments: a definite logic program P, an interpretation
I(v) and an atom ai, the chain mapping returns 0 or 1, depending on the
possibility to “travel” from the interpretation I(v) to the atom ai through
Horn clauses from the definite logic program P. If the information obtained
from the mapping ch is 1, we will say that there is a chain from I(v) to ai in
P. Although the mapping ch is defined on the basis of mapping CP , which in
turn is based on the immediate consequence operator, the definition of the
mapping and its later use in the propositions 2.5, 2.6 and 2.7 is an original
contribution of this work.
Definition 2.22. Let P be a definite logic program, I(v) an interpretation
w.r.t. a valuation v and ai an atom. The mapping ch: (P, I(v), ai) −→ {0, 1}
called chain from I(v) to ai in P is defined as follows:
ch(P, I(v), ai) =

1 if ai ∈ I(v)
0 if ai /∈ I(v) and CP(I(v)) ⊆ I(v)
ch(P, I∗(v), ai) otherwise
where I∗(v) = I(v) ∪ CP(I(v)).
For definite logic program P and interpretation I(v) from example (2.7)
the mapping ch will return 1 for the following atoms: a1, a3, a7 and a5. Let
us consider the same definite logic program P but different interpretation
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I(v1) = {a3, a4} and an atom a2. The mapping ch(P, I(v1), a2) would look
as follows:
1. ch(P, {a3, a4} , a2) = ch(P, {a3, a4, a1, a5} , a2), because:
a. a2 /∈ {a3, a4} and
b. CP({a3, a4}) = {a1, a5}.
2. ch(P, {a3, a4, a1, a5} , a2) = ch(P, {a3, a4, a1, a5, a2} , a2), because:
a. a2 /∈ {a3, a4, a1, a5} and
b. CP({a3, a4, a1, a5}) = {a1, a5, a2}.
3. ch(P, {a3, a4, a1, a5, a2} , a2) = 1, because:
a. a2 ∈ {a3, a4, a1, a5, a2}.
What should be noted here is that there will always be a chain from any
interpretation I(v) to an atom ai in definite logic program P, if ai is the head
of fact in P. Additionally, it is obvious that the mapping ch will return 1 for
every atom ai that belongs to the interpretation I(v). We will discuss both
these consequences in more details later on.
Interpretations which make all formulas from a given set of formulas true
will be called models for that set. The definition of a model for a set of
formulas is the same as in, for example, [35, p. 14].
Definition 2.23. Let S be a set of formulas and I(v) an interpretation w.r.t.
a valuation v. A model for S (in symbols: m(S)) is defined as follows:
m(S) =df I(v) for some valuation v such that for every f ∈ S: v(f) = true.
We can prove that, when the considered set of formulas S is a singleton
with a Horn clause hi, the interpretation I(v), which is a model m(S) for this
set, contains the head of the Horn clause hi, if it contains the body of Horn
clause hi.
Corollary 2.3. Let I(v) be an interpretation w.r.t. a valuation v and hi a
Horn clause. I(v) is a model for {hi} iff head(hi) ∈ I(v) or for at least one
aj ∈ body(hi) : aj /∈ I(v).
Proof. (→) By definition 2.23 I(v) is a model for {hi}, therefore v(hi) = true
and what follows from Corollary 2.1, head(hi) ∈ I(v) or for at least one
aj ∈ body(hi) : aj /∈ I(v).
(←) By Corollary 2.1 head(hi) ∈ I(v) or for at least one aj ∈ body(hi) :
aj /∈ I(v), therefore hi is mapped to true by valuation v and what follows
from definition 2.23, interpretation I(v) is a model for set {hi}. ut
Similarly as in the case of Corollary 2.1, the second part of Corollary 2.3
can be changed into implication-like form, i.e. I(v) is a model for {hi} iff, if
body(hi) ⊆ I(v), then head(hi) ∈ I(v).
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By means of the mapping CP we can establish if a given interpretation I(v)
is a model for definite logic program P. It could be the case that the mapping
CP returns the set of atoms equal to the interpretation I(v) for definite logic
program P, i.e. CP(I(v)) = I(v). According to the definition 2.7 from the
previous Section, interpretation I(v) is a fixpoint for mapping CP . In such
situation all heads of Horn clauses from P, whose bodies are in interpretation
I(v), are also in interpretation I(v). Therefore, interpretation I(v) is a model
for definite logic program P. The following two propositions are a consequence
of the fact that mapping CP is based on the immediate consequence operator,
for which the same properties can be proven [60].
Proposition 2.3. Let P be a definite logic program and I(v) an interpreta-
tion w.r.t. a valuation v. I(v) is a model for P iff CP(I(v)) = I(v).
Proof. (→) By definition 2.23, if interpretation I(v) is a model for P, then for
every Horn clause hi ∈ P: v(hi) = true and what follows from Corollary 2.1,
for every hi ∈ P: if body(hi) ⊆ I(v), then head(hi) ∈ I(v). The last part
defines the fixpoint of the mapping CP , i.e. CP(I(v)) = I(v), because it means
that for every Horn clause hi ∈ P: if body(hi) ⊆ I(v), then head(hi) ∈ I(v).
(←) If CP(I(v)) = I(v), then for every Horn clause hi ∈ P: if body(hi) ⊆
I(v), then head(hi) ∈ I(v) and what follows from Corollary 2.1, for every
hi ∈ P: v(hi) = true. Therefore, by definition 2.23 the interpretation I(v) is
a model for definite logic program P. ut
We can extend Proposition 2.3 on the situation, where mapping CP returns
a part of the interpretation that was the argument for the mapping CP , i.e.
CP(I(v)) ⊆ I(v).
Proposition 2.4. Let P be a definite logic program and I(v) an interpreta-
tion w.r.t. a valuation v. I(v) is a model for P iff CP(I(v)) ⊆ I(v).
Proof. (→) By definition 2.23 interpretation I(v) is a model for P, then for
every Horn clause hi ∈ P: v(hi) = true and what follows from Corollary 2.1,
for every hi ∈ P: if body(hi) ⊆ I(v), then head(hi) ∈ I(v). Therefore, for
every Horn clause hi ∈ P: if body(hi) ⊆ I(v), then head(hi) ∈ I(v), and what
follows, CP(I(v)) ⊆ I(v).
(←) If CP(I(v)) ⊆ I(v), then for every Horn clause hi ∈ P: if body(hi) ⊆
I(v), then head(hi) ∈ I(v) and what follows from Corollary 2.1, for every
hi ∈ P: v(hi) = true. Therefore, by definition 2.23 the interpretation I(v) is
a model for definite logic program P. ut
Exemplary models for definite logic program
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←}
from (2.5) are the following interpretations:
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I(v1) = {a5}
I(v2) = {a1, a2, a5}
I(v3) = {a1, a5}
(2.9)
It should be noted that if a definite logic program P contains facts, then
every interpretation I(v) which is a model m(P) for P contains heads of those
facts. The reason is obvious, namely the body of a fact is the empty set, i.e.
body(fact) = ∅, which in turn is a subset of any interpretation I(v). This
observation leads us to the conclusion that there is no semantic difference
between facts and atomic formulas.
Let us focus now on the mapping ch (definition 2.22). We can observe
a dependency between the existence of models for a definite logic program P
and a singleton with a Horn clause hi, and the output value of the mapping
ch(P, body(hi), head(hi)). Particularly, if there is no chain from the body of
a Horn clause hi to its head in a definite logic program P, i.e.
ch(P, body(hi), head(hi)) = 0
then assuming that the body of a Horn clause hi is true we cannot “travel”
to the head of hi by means of Horn clauses in definite logic program P,
and therefore it can be false. It is obvious that such Horn clause hi is not
a tautology, because from Corollary 2.2 we have that for a tautology hi:
head(hi) ∈ body(hi) and hence, the mapping ch(P, body(hi), head(hi)) would
return 1.
Proposition 2.5. Let P be a definite logic program, m(P) a model for P and
hi a Horn clause. If ch(P, body(hi), head(hi)) = 0, then there exists a model
for m(P) P which is not a model for {hi}.
Proof. By definition 2.22 if ch(P, body(hi), head(hi)) = 0, then CP(I(v)) ⊆
I(v) and head(hi) /∈ I(v). By Proposition 2.4 the interpretation I(v) is a
model m(P) for definite logic program P. By definition 2.22 body(hi) ⊆ I(v)
and head(hi) /∈ I(v). Therefore by Corollary 2.3, interpretation I(v) is not a
model for {hi}. ut
We can also observe the reverse dependency, i.e. when
ch(P, body(hi), head(hi)) = 1
there is no such model m(P) for definite logic program P, which would not
be a model for {hi}. The intuition is the following: assuming the body of a
Horn clause hi to be true we can “travel” by means of Horn clauses in P
to the head of hi, and hence it will also be true. Therefore, every model for
definite logic program P is a model for {hi}, because it contains the head of
Horn clause hi, if the body of hi is in the model.
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Proposition 2.6. Let P be a definite logic program, m(P) a model of P and
hi a Horn clause. If ch(P, body(hi), head(hi)) = 1, then for every m(P):
m(P) is a model for {hi}.
Proof. By definition 2.22, if ch(P, body(hi), head(hi)) = 1, then the head(hi)
is in I(v). There are two cases we have to consider:
1. head(hi) ∈ body(hi), therefore by Corollary 2.2, Horn clause hi is a tau-
tology and every model m(P) for P is a model for {hi}.
2. head(hi) /∈ body(hi), therefore the mapping CP returns eventually head(hi),
if body(hi) ⊆ I(v). In other words, if it is the case that body(hi) ⊆ I(v)
and CP(I(v)) ⊆ I(v), then head(hi) ∈ I(v). As a consequence of Proposi-
tion 2.4 we get that, if body(hi) ⊆ m(P), then head(hi) ∈ m(P). ut
Proposition 2.7. Let P be a definite logic program and hi a Horn clause.
ch(P, body(hi), head(hi)) = 0 iff there exists m(P) that is not a model for
{hi}.
Proof. By propositions 2.5 and 2.6. ut
Proposition 2.7 states that by means of the mapping ch we can establish,
if there exists a model m(P) for a definite logic program P which is not a
model for a given Horn clause {hi}. The Horn clause hi not necessarily has
to be an element of a definite logic program P. Let us consider the following
definite logic program P from example (2.5) and a Horn clause hi:
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←}
hi : a2 ← a3, a4
(2.10)
We have that there is a chain from the body of hi to the head of hi in P:
ch(P, body(hi), head(hi)) = 1
It is clear that the Horn clause hi is not an element of definite logic program P.
However, there is no such model m(P) for P which would not be a model for
{hi}, because whenever atoms from the body of Horn clause hi are elements
of the model m(P) for P, the head of hi is also an element of that model.
Now we are going to use mapping ch for another purpose. It could be the
case that a definite logic program P consists of two definite logic programs:
P1 and P2. The model m(P) for P could be equal to the sum of arbitrary
models m(P1) and m(P2) for P1 and P2, respectively, if we add to the m(P)
heads of those Horn clauses hi from P, for which there is a chain from arbi-
trary interpretation I(v) defined as a subset of m(P1)∪m(P2). The following
Proposition 2.8 is an original contribution to this work.
Proposition 2.8. Let P1 and P2 be a definite logic programs and m(P1) and
m(P2) models for P1 and P2, respectively. If P = P1 ∪ P2, then for every
model m(P):
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m(P) = m(P1) ∪m(P2) ∪ {head(hi) | hi ∈ P and for some
I(v) ⊆ m(P1) ∪m(P2): ch(P, I(v), head(hi)) = 1}
Proof. There is only one case we have to consider: when there is an inter-
pretation I(v) ∈ m(P1) ∪ m(P2), an atom head(hi) and a chain between
them in P: ch(P, I(v), head(hi)) = 1. In such situation by Proposition 2.6
head(hi) ∈ m(P). Since the proposition assumes that m(P1) and m(P2) are
arbitrary, it could be the case that head(hi) /∈ m(P1)∪m(P2) and therefore,
we have to add head(hi) to m(P1) ∪m(P2). ut
The following example will illustrate the intuitions underlying Proposi-
tion 2.8. Suppose that we have three definite logic programs P, P1 and P2:
P1 = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←}
P2 = {a1 ← a5, a6}
P = P1 ∪ P2
(2.11)
Proposition 2.8 allows us to “create” a model for definite logic program P
from arbitrary models m(P1) and m(P2) for P1 and P2, for example:
m(P1) = {a4, a5}
m(P2) = {a6}
(2.12)
However, the sum of two models m(P1) ∪m(P2) is not a model for definite
logic program P, because of the following:
ch(P, {a5, a6} , a1) = 1
ch(P, {a4, a5, a6} , a2) = 1
(2.13)
Therefore, the model for definite logic program P will be the following:
m(P) = m(P1) ∪m(P2) ∪ {a1, a2} (2.14)
Now we are going to prove that models for definite logic programs can be
restricted to atoms from those definite logic programs. In other words, if a set
of atoms m(P) is a model for a definite logic program P, then removing from
the set m(P) all those atoms that do not occur in P (i.e. do not belong to
the Herbrand base BP for P) leaves us a model for P. This proposition will
be essential when we define Herbrand models for definite logic programs and
then employ that notion instead of models for definite logic programs. The
following proposition is analogous as in [35, p. 17], although, it is adapted to
match the language used in this work.
Proposition 2.9. Let P be a definite logic program, BP a Herbrand base for
P and m(P) a model for P. Then m(P) \ {ak | ak /∈ BP} is also a model for
P.
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Proof. Proof goes by induction on the number of elements of P, i.e. c(P).
1. c(P) = 1, therefore P = {hi} and by Corollary 2.3 we have two cases:
head(hi) ∈ m(P) or for at least one aj ∈ body(hi): aj /∈ m(P).
a. If it is the case that head(h1) ∈ m(S), then
head(hi) ∈ m(S) \ {ak | ak /∈ BP}
because head(hi) ∈ BP .
b. If it is the case that for at least one aj ∈ body(hi): aj /∈ m(S), then for
at least one aj ∈ body(hl): aj /∈ m(S) \ {ak | ak /∈ BP}.
2. Assuming that the proposition holds for c(P) = i, it holds also for c(P∗) =
i+ 1, where P∗ = P ∪ {hi+1}. By Proposition 2.8 for every model m(P∗)
for P∗:
m(P∗) = m(P) ∪m({hi+1}) ∪ {head(hl) | hl ∈ P∗ and for some
I(v) ⊆ m(P) ∪m({hi+1}): ch(P∗, I(v), head(hl)) = 1}




ak | ak /∈ B{hi+1}
}
is a model for {hi+1}, because
m(P) \ {ak | ak /∈ BP}
by inductive assumption is a model for P and the set
{head(hl) | hl ∈ P∗ and for some I(v) ⊆ m(P) ∪m({hi+1}):
ch(P∗, I(v), head(hl)) = 1}
contains only atoms from BP∗ . By Corollary 2.3 we have two cases:
head(hi+1) ∈ m({hi+1}) or for at least one aj ∈ body(hi+1): aj /∈
m({hi+1}).
a. If it is the case that head(hi+1) ∈ m({hi+1}), then
head(hi+1) ∈ m({hi+1}) \
{
ak | ak /∈ B{hi+1}
}
because head(hi+1) ∈ B{hi+1}.
b. If it is the case that for at least one aj ∈ body(hi+1): aj /∈ m({hi+1}),
then for at least one aj ∈ body(hi+1): aj /∈ m({hi+1})\
{




Looking back at the definite logic program P from the example (2.5) we can
see that in fact any model m(P) for P reduced to the atoms from Herbrand
base BP (2.6) for P is also a model for P:
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m(P) = {a5, a6, a7, a8} m(P) = {a5}
m(P) = {a1, a2, a5, a7}
reduction−−−−−−−−−−−−→
to atoms from BP
m(P) = {a1, a2, a5}
m(P) = {a1, a5, a10} m(P) = {a1, a5}
Now we are going to define a logical consequence of a set of formulas.
Definition 2.24. Let S be a set of formulas and f be a formula. We say that
f is a logical consequence of S iff, for every interpretation I(v), if I(v) is a
model for S, then I(v) is a model for {f}.
The fact that a formula f is a logical consequence of a set of formulas S will
be denoted by:
S  f
Proposition 2.9 states that models for definite logic programs can be re-
stricted only to atoms which occur in those definite logic programs. Such
models will be called Herbrand models. Herbrand models are specific inter-
pretations, therefore firstly we are going to define interpretation restricted
to the atoms that occur in a given definite logic program, called Herbrand
interpretations. Those definitions are taken form [35, p. 16].
Definition 2.25. Let P be a definite logic program, BP a Herbrand base for
P and v a valuation. A Herbrand interpretation for a program P w.r.t. v is
a set IP of all atoms in BP that are mapped to true by v:
IP(v) =df {ai ∈ BP | v(ai) = true}
All three interpretations from example (2.9) are Herbrand interpretations for
definite logic program P (2.5):
I(v1) = {a5} = IP(v1)
I(v2) = {a1, a2, a5} = IP(v2)
I(v3) = {a1, a5} = IP(v3)
(2.15)
Herbrand interpretations from the example above (2.15) are also Herbrand
models for definite logic program P, i.e. all Horn clauses from P are true in
those interpretations.
Definition 2.26. Let P be definite logic program, hi be a Horn clause that
belongs to P and IP a Herbrand interpretation for P w.r.t. valuation v. A
Herbrand model for P (in symbols: mP) is defined as follows:
mP =df IP(v) for some valuation v such that for every hi ∈ P: v(hi) = true
On the basis of Proposition 2.9, where we showed that models for definite
logic programs can be restricted to atoms occurring in those programs, we
can prove that if a definite logic program has a model, then it has a Herbrand
model.
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Proposition 2.10. Let P be a definite logic program. If P has a model, then
it has a Herbrand model.
Proof. By Proposition 2.9 and the fact that m(P) \ {aj | aj /∈ BP} is a Her-
brand model. ut
As we have mentioned before, there is no semantic difference between facts
and atomic formulas, because both kinds of expressions are true in Herbrand
interpretation IP(v) iff they belong to IP(v) (in case of facts we meant their
heads).
Corollary 2.4. Let P be a definite logic program and hi a Horn clause which
is a fact. Let us further assume that hi ∈ P. Then for every model mP for
P: head(hi) ∈ mP .
Proof. By Corollary 2.3 we have that for every mP : head(hi) ∈ mP or for
at least one aj ∈ body(hi): aj /∈ mP . body(hi) = ∅, therefore for every mP :
head(hi) ∈ mP . ut
Herbrand models for definite logic programs are sets of atoms occurring in
those definite logic programs. Therefore we can find minimal Herbrand models
and the least Herbrand model. Both notions are taken from [35, p. 36–37],
along with the Proposition 2.11. However, the proof of the Proposition 2.11
is adapted for the language and definitions used in this work.
Definition 2.27. Let P be a definite logic program and mP a Herbrand
model for P. By mminP we denote a minimal Herbrand model for P and define
it in the following way:
mminP =df mP such that for every m
′
P : c(mP) ≤ c(m′P)
Definition 2.28. Let P be a definite logic program and mP a model for P.
By MP we denote the least Herbrand model for P defined in the following
way:
MP =df mP such that for every m
′
P 6= mP : c(mP) < c(m′P)
Herbrand models for definite logic programs have the following property,
which we are going to prove: the intersection of all Herbrand models for
a given logic program P is also a Herbrand model for P and it is unique. The
consequence of this property is that every definite logic program has a least
Herbrand model.
Proposition 2.11. Let P be a definite logic program and {mPi}n1 be a non-
empty set of Herbrand models for P. Then the intersection of all Herbrand
models for P
⋂
i∈I mPi is an Herbrand model for P.
Proof. Proof goes by induction on c(P) and by induction on c({mPi}):
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1. c(P) = 1, therefore P = {hj}. Induction on c({mPi}):




b. Assuming that the proposition holds for c({mPi}) = k, we show
that it holds for c({mPi}) = k + 1. By assumption
⋂
i∈I mPi, where
i = k is a Herbrand model for P, therefore we have to show that⋂
k∈K mPk ∩mPk+1 is also a Herbrand model. By Corollary 2.3 there
are the following three cases we have to consider:
i. head(hi) ∈
⋂

















2. Assuming that the proposition holds for c(P) = l we show that it holds
for c(P∗) = l + 1. Induction on c({mPi}):




b. Assuming that the proposition holds for c({mPi}) = j we show that
it holds for c({mPi}) = j + 1. We have that
⋂
imPi, where i = j
is a Herbrand model for P = {h1, h2, . . . , hl} (from assumption in 2.
and 2. (b)). P∗ = P ∪ {hl+1}, therefore by Proposition 2.8 for every
mP∗ : mP∗ = mP ∪ m{hl+1} or mP∗ = mP ∪ m{hl+1} ∪ {head(hl+1)},












j {head(hl+1)}, which leads us to a conclusion that
⋂
jmP∗j is also
a Herbrand model for P∗. Finally, we have to show that
⋂
jmP∗j ∩
mP∗j+1 is a Herbrand model for P∗. By Corollary 2.3 for every hn ∈ P∗
there are the following three cases we have to consider:
i. head(hn) ∈
⋂
jmP∗j and head(hn) ∈ mP∗j+1, therefore head(hn) ∈⋂
jmP∗j ∩mP∗j+1.
ii. For at least one ak ∈ body(hn): ak /∈
⋂
jmP∗j , therefore ak /∈⋂
jmP∗j ∩mP∗j+1.
iii. For at least one ak ∈ body(hn): ak /∈ mP∗j+1, therefore ak /∈⋂
jmP∗j ∩mP∗j+1. ut
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Corollary 2.5. Let P be a definite logic program,
⋂
i∈I mPi an intersection




Proof. There is only one intersection of all Herbrand models for P and it
fulfils the definition 2.28. ut
For definite logic program P from example (2.5):
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←}
the least Herbrand model MP = {a5}.
Our purpose is to modify a definite logic program P in such a way that
will allow us to check, if a given Horn clause hi is a logical consequence of
P, by means of the least Herbrand model of the modified definite logic pro-
gram P. This solution will be discussed later on. Now we have to introduce
two mappings, which allow us to mark and unmark atoms, and therefore to
recognise those atoms that are inserted into a modified version of P. Defini-
tions 2.29–2.32 along with Corollary 2.6 and 2.7 are original contribution of
this work.
Definition 2.29. Let S be a family of all finite sets of atoms and set S =




∅ if S = ∅
{am0 } ∪m(S \ a0,m) otherwise
Definition 2.30. Let S be a family of all finite sets of atoms and set
S = {am0 , . . . , amn } be an element of S. Mapping um : (S,m) −→ S called
unmarking is defined as follows:
um(S,m) =

∅ if S = ∅
{an0} ∪ um(S \ an0 ,m) if n 6= m
{a0} ∪ um(S \ am0 ,m) otherwise
The mapping m adds a given letter to the upper index of every atom from
a given set of atoms, while the mapping um removes it. Let us assume that
the set of atoms is S = {a1, a2, a3} and the letter we want to mark atoms
from S with is z. Then both mappings look as follows:
m(S, z) = Sz = {az1, az2, az3}
um(Sz, z) = S = {a1, a2, a3}
Marking of a set of atoms will be used to identify which atoms from a model
for a given modified definite logic program P were inserted in the form of
assumed facts. At the same time we would like marked atoms to have the
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same properties as their unmarked versions, i.e. we would like those atoms
to be “invisible” for a valuation v. If, for every Horn clause form modified
P, a Herbrand interpretation IP(v) contains (possibly marked) atoms which
after unmarking are equal to the body of a Horn clause from modified P,
then IP(v) is a model for modified P when the head of every such clause
is an element of IP(v). To achieve this we have to modify the definition of
a valuation v in such a way, that it stays the same for unmarked atoms, but
additionally takes into account also marked atoms.
Definition 2.31. Let Form be the set of all well-formed formulas and
m(Form,m) the set of all marked well-formed formulas, where m is an arbi-
trary marking string. A mapping v∗ : Form ∪ m(Form,m) −→ {true, false}
is a valuation defined as follows:
1. For every atomic formula ai: either v(ai) = true or v(ai) = false.
2. For every Horn clause hi: v(hi) = true iff
• v(head(hi)) = true or v(m(head(hi),m)) = true, or
• for at least one aj ∈ body(hi): v(aj) = false and v(m(aj ,m)) = false.
3. For every marked atomic formula ami : either v(a
m




We will now introduce a modification of a definite logic program P w.r.t.
a Horn clause hi.
Definition 2.32. Let P be a definite logic program and hi a Horn clause.
Phi is a modification of P w.r.t. hi defined as follows:
Phi =df P ∪ {fact | head(fact) = aj ; aj ∈ m(body(hi), h)}
In other words, a modified definite logic program Phi contains all Horn clauses
from definite logic program P together with all atoms from the body of Horn
clause hi in the form of facts. Let us take for example a definite logic program
P and a Horn clause hi from (2.10):
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←}
hi := a2 ← a3, a4
Modified definite logic program Phi is the following:
Phi =
{
a2 ← a1, a4 ; a1 ← a3 ; a5 ← ; ah3 ← ; ah4 ←
}
(2.16)
According to the definition 2.31 the least Herbrand model for definite logic







4 , a1, a2
}
(2.17)
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The modification of a definite logic program P w.r.t. a Horn clause hi
(Phi) is a sum of two definite logic programs: the first one is obviously P
and the second one is a definite logic program P∗ which consists only of facts
whose heads are marked atoms from the body of hi. Therefore, a Herbrand
model for Phi can be defined as a sum of three sets:
1. A Herbrand model for P.
2. The set of marked atoms from the body of hi (i.e. a Herbrand model for
P∗).
3. Heads of those Horn clauses, for which there is a chain from a subset of
the sum of two previous sets of atoms (without the marking signs) and
the head of Horn clause hi.
Corollary 2.6. Let P be a definite logic program, hi a Horn clause and Phi
the modification of P w.r.t. hi. Then for every model mPhi for Phi :
mPhi = mP ∪m(body(hi), h) ∪ {head(hj) | hj ∈ P and for some
I(v) ⊆ mP ∪ um(body(hi), h): ch(P, I(v), head(hj)) = 1}
Proof. By Proposition 2.8 and definition 2.32 for every model mPhi :
mPhi = mP ∪mP∗ ∪ {head(hj) | hj ∈ P and for some
I(v) ⊆ mP ∪ um(mP∗ , h): ch(Phi , I(v), head(hj)) = 1}
where
P∗ = {fact | head(fact) = ak; ak ∈ m(body(hi), h)}
By Corollary 2.4:
mP∗ = m({head(hl) | hl ∈ P∗} , h)
therefore
mP∗ = m(body(hi), h)
Additionally, since P∗ is a set of facts, the condition for hj can be restricted
to P. ut
Corollary 2.6 states that every model for modified definite logic program
Phi contains the marked body of the Horn clause hi. Therefore, if it is the
case that there is a chain from the body of hi to its head in P, then the head
of hi is in every model mPhi for Phi which is reduced by marked body of
the hi. We can prove also the opposite relation, i.e. that, if the head of the
Horn clause hi is an element of every model mPhi for modified definite logic
program Phi , then there is a chain form the body of hi to its head in definite
logic program P.
Corollary 2.7. Let P be a definite logic program, hi a Horn clause and Phi
a modification of P w.r.t. hi. ch(P, body(hi), head(hi)) = 1 iff for every model
mPhi for Phi : head(hi) ∈ mPhi \m(body(hi), h).
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Proof. (→) ch(P, body(hi), head(hi)) = 1 and by Corollary 2.6 for every
mPhi :
mPhi = mP ∪m(body(hi), h) ∪ {head(hj) | hj ∈ P and for some
I(v) ⊆ mP ∪ um(body(hi), h): ch(P, I(v), head(hj)) = 1}
Therefore for every mPhi : head(hi) ∈ mPhi \m(body(hi), h).
(←) For every mPhi : head(hi) ∈ mPhi \m(body(hi), h), therefore:
1. For at least one mPhi :
head(hi) ∈ {head(hj) | hj ∈ P and for some I(v) ⊆ mP ∪ um(body(hi), h):
ch(P, I(v), head(hj)) = 1}
and what follows ch(P, I(v), head(hj)) = 1.
2. For every mP : head(hi) ∈ mP and by Proposition 2.7:
ch(P, I(v), head(hj)) = 1
ut
Finally, we can prove that a Horn clause hi is a logical consequence of
a definite logic program P iff the head of hi is an element of the least Herbrand
model of the modified definite logic program Phi .
Theorem 2.1. Let P be a definite logic program, hi a Horn clause, Phi a mo-
dification of P w.r.t. hi and MPhi the Herbrand model for Phi . Then the
following holds:
P  hi iff head(hi) ∈MPhi \m(body(hi), h)
Proof. (→) By definition 2.24 P  hi, therefore for every Herbrand model
mP for P: mP is a model for {hi} and what follows by Proposition 2.7, there
is a chain from the body of hi to its head in P: ch(P, body(hi), head(hi)) = 1.
Thus, by Corollary 2.7 for every model mPhi for Phi : head(hi) ∈ mPhi \




mPhi j \m(body(hi), h)
and finally by Corollary 2.5 head(hi) ∈MPhi \m(body(hi), h).




mPhi j \m(body(hi), h)
and what follows from Proposition 2.11, for every mPhi : head(hi) ∈ mPhi \
m(body(hi), h). Therefore, by Corollary 2.7 ch(P, body(hi), head(hi)) = 1.
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Thus, by Proposition 2.7 for every mP : mP is a model for {hi} and further
on by definition 2.24 P  hi. ut
Let us take for example a definite logic program P and a Horn clause hi from
example (2.10), and the modified P w.r.t. hi from example (2.16):
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ←}
hi : a2 ← a3, a4
Phi =
{
a2 ← a1, a4 ; a1 ← a3 ; a5 ← ; ah3 ← ; ah4 ←
}
Following Corollary 2.6 the least Herbrand model MPhi for Phi can be de-
scribed as a sum of the three sets of atoms:






∪ {a1, a2} (2.18)
The head of the Horn clause hi is an element of the least Herbrand model for
modified definite logic program P, therefore hi is a logical consequence of P.
On the basis of Theorem 2.1 we are able to define an abductive goal GP for
a definite logic program P in terms of the least Herbrand model for a modified
definite logic program Phi . In Chapter 1 we said that the abductive goal is
understood here as a piece of information which is unattainable from the
knowledge base. In this case the konwledge base is a definite logic program P
and the attainability relation is just a logical consequence relation. A piece of
information is interpreted as a Horn clause hi. As we have mentioned before,
a valuation mapping v (and also v∗) cannot differentiate between facts and
atoms, therefore there would also be no difference between abductive goals
in the form of facts and atoms.
Definition 2.33. Let P be a definite logic program. The Horn clause hi is
called an abductive goal for P (denoted by GP) iff the following occurs:
GP =df hi such that P 2 hi
Corollary 2.8. Let P be a definite logic program, hi a Horn clause and Phi
a modified P w.r.t. hi. Let us further assume that MPhi is the least Herbrand
model for Phi . Then the Horn clause hi is called an abductive goal GP for P
iff the head of hi is not an element of the MPhi .
Proof. By definition 2.33 and Theorem 2.1. ut
At the beginning of this Section we have said that Van Emden and Kowal-
ski [60] proposed a fixpoint semantic for logic programs, which is based on
the immediate consequence operator. We have also said that neural networks
obtained from a given logic program by means of the C-IL2P translation al-
gorithm emulate the way the immediate consequence operator works for that
logic program. Therefore, now we are going to define immediate consequence
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operator which takes into account also marked atoms. Afterwards the con-
nection between the least Herbrand model for a given definite logic program
and the immediate consequence operator will be described.
The following definition is a modified version of definition from [35, p. 37].
Definition 2.34. Let P be a definite logic program and IP(v∗) an inter-
pretation. The mapping TP(IP(v
∗)) : ℘(BP) −→ ℘(BP) called immediate
consequence operator is defined as follows:
TP(IP(v
∗)) =df {head(hi) | hi ∈ P and for all aj ∈ body(hi):
aj ∈ IP(v∗) or ahj ∈ IP(v∗)}
The collection of all Herbrand interpretations of a definite logic program
P, which is ℘(BP), forms a complete lattice under the partial order of set
inclusion. The top and the bottom element of ℘(BP) is BP and ∅ respectively.
Additionally, we can prove the following properties of the TP operator (proof
of Proposition 2.13 is given in [35, p. 37–38]).
Proposition 2.12. Let P be a definite logic program. Then the mapping TP
is monotonic.
Proof. There is no negation allowed in the bodies of definite logic programs,
therefore, if IP(v
∗
i ) ∈ IP(v∗j ), then TP(I(v∗i )) ∈ TP(I(v∗j )). ut
Proposition 2.13. Let P be a definite logic program. Then the mapping TP
is continuous.
The idea of mapping CP(I(v)) : ℘(Var) −→ ℘(Var) is based on the def-
inition of immediate consequence operator. Therefore, in case of immediate
consequence operator we can prove proposition similar to Proposition 2.3
(proof is given in [35, p. 38]).
Proposition 2.14. Let P be a definite logic program and IP(v∗) be an in-
terpretation. Then IP(v
∗) is a model for P iff TP(IP(v∗)) ⊆ IP(v∗).
Finally, on the ground of the informations given in the Section 2.2 the
following theorem can be proven (proof is given in [35, p. 38]).
Theorem 2.2. Let P be a definite logic program. Then MP = lfp(TP) =
TP ↑ ω.
When we consider modified definite logic program Phi from example 2.16
we can calculate the least Herbrand model MPhi of Phi by means of the
immediate consequence operator starting from the emptyset, as it is shown
in the following example:
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TPhi ↑ 0 = ∅






















4 , a1, a2
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4 , a1, a2
}
is a fixpoint for TPhi operator,
therefore it is also a model for definite logic program Phi and what is more,
from Theorem 2.2 we know that it is the least Herbrand model for Phi .
Looking back at the definition 2.33 of an abductive goal GP for a definite
logic program P it is clear that as a consequence of Theorem 2.2 the proce-
dure which checks if a given Horn clause hi is an abductive goal GP for P
can be based on the immediate consequence operator TP . This fact will be
extensively used in Chapter 4 where the translation algorithms (from logic
programs into neural networks and inversely) are described along with the
methods of neural networks training.
2.4 Normal logic programs
In order to allow for more expressive power of logic programs, a negation as
a finite failure was allowed before atoms from the bodies of Horn clauses. Sets
of such Horn clauses are called normal logic programs (sometimes the term
of general logic programs is used, see e.g. [14]).
The language Lg we use to define normal logic programs is the language
Ld enriched by the ∼ sign denoting negation as finite failure (we will refer
to ∼ just as negation if no ambiguity will arise).
The set of atomic formulas Var is defined in the same way as in defini-
tion 2.10 in previous Section. Similarly, elements of the set Var will be called
atoms or atomic formulas (sometimes we will refer to the set Var itself as
atoms) and will be denoted by ai.
We will relate to atoms or their negations as literals.
Definition 2.35. Let ai be an atom. The literal li is an atom ai or its nega-
tion ∼ai.
If li = aj , then we will say that atom aj occurs positively. If li = ∼aj , then
we will say that atom aj occurs negatively. Additionally, in both cases we can
refer to the base of a literal li, which is the atom aj .
Definition 2.36. Let li be a literal. The base of a literal li denoted by b(li)
is defined in the following way:
b(li) =
{
aj if li = aj
aj if li = ∼aj
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Definition of normal Horn clauses is a generalised version of definition 2.11
for Horn clauses, therefore we will use the same name in both cases, i.e. just
Horn clauses.
Definition 2.37. Let aj be an atomic formula and lk, . . . , ln be literals.
A Horn clause hi is an expression of the form:
aj ← lk, . . . , ln
Similarly as in the previous Section, the atomic formula aj from the defini-
tion 2.37 of a Horn clause is called the head of Horn clause hi and will be
denoted as head(hi). The set of literals {lk, . . . , ln} forms the body of Horn
clause hi and will be denoted as body(hi). Horn clauses which do not contain
literals in their bodies will be called facts.
The body of a Horn clause is defined as a set of literals. It would be also
useful to define a set which contains all atoms from the body of a Horn
clause, regardless of whether the atoms occur positively or negatively, set
which contain all atoms that occur positively and set which contain all atoms
that occur negatively in the body of a Horn clause.
Definition 2.38. Let hi be a Horn clause. The set of atoms that occur in
body(hi) is defined as follows:
bodya(hi) = {aj = b(lk) | lk ∈ body(hi)}
Definition 2.39. Let hi be a Horn clause. The set of atoms that occur pos-
itively in body(hi) is defined as follows:
bodyp(hi) = {aj | aj ∈ body(hi)}
Definition 2.40. Let hi be a Horn clause. The set of atoms that occur neg-
atively in body(hi) is defined as follows:
bodyn(hi) = {aj | ∼aj ∈ body(hi)}
There are two kinds of well-formed formulas: Horn clauses and literals.
We will refer to well-formed formulas as formulas.
Definition 2.41. The set Form of well-formed formulas is defined in the
following way:
Form = {f | f = lj or f = hk}
where lj is a literal and hk is a Horn clause.
Definition of a normal logic program is the same as definition 2.14 of a
definite logic program, i.e. a normal logic program is a set of Horn clauses.
Similarly as in the case of normal Horn clauses, normal logic program is a
generalisation for definite logic program. Because of this reason we will refer
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to normal logic programs as logic programs. An exemplary logic program
which is a result of the addition of a Horn clause of the form a4 ← ∼ a6 to
the logic program from example 2.5 looks as follows:
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ← ; a4 ← ∼a6} (2.19)
Definition of atoms occurring in bodies of Horn clauses from a logic pro-
gram P differs slightly from definition from the previous Section because of
the possible presence of negated atoms in the bodies of Horn clauses. The
definition of the set of all heads of Horn clauses (denoted by BhP) from logic
program P is the same as definition 2.16 with the adjustment that it concerns
logic programs instead of definite logic programs.
Definition 2.42. Let P be a logic program. We define the set of all atoms
that occur in bodies of Horn clauses in P, in the following way:
BbP = {ai ∈ body
a(hj) | hj ∈ P}
Herbrand base of a logic program P containing all atoms that occur in
Horn clauses from P is defined in the same way as in definition 2.17 with the
adjustment that it concerns logic programs instead of definite logic programs.
For logic program from example 2.19 sets BbP , B
h
P and BP look as follows:
BbP = {a1, a3, a4, a6}
BhP = {a1, a2, a5}
BP = {a1, a2, a3, a4, a5, a6}
(2.20)
A valuation which maps formulas into true or false differs from defini-
tion 2.18 of valuation from previous Section because now it takes into account
also negated atoms.
Definition 2.43. A mapping v : Form −→ {true, false} is a valuation de-
fined as follows:
1. For every atomic formula ai: either v(ai) = true or v(ai) = false.
2. For every atomic formula ai: v(ai) = true iff v(∼ai) = false.
3. For every Horn clause hi: v(hi) = true iff v(head(hi)) = true or for at
least one lj ∈ body(hi): v(lj) = false.
An interpretation is a set of all those atoms from the set Var that are
mapped to true by some valuation v. In this case the definition of an inter-
pretation w.r.t. valuation v is the same as definition 2.19. As a straightforward
consequence of definition 2.43 we got: an atom ai belongs to interpretation
I(v) iff negated atom ai, i.e. ∼ai, is mapped to false by valuation v.
Corollary 2.9. Let I(v) be an interpretation w.r.t. a valuation v and ai be
an atom. Atom ai is an element of interpretation I(v) iff ∼ai is mapped to
false by valuation v.
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Proof. (→) By definition 2.19, atom ai belongs to interpretation I(v), there-
fore ai is mapped to true by valuation v and what follows from definition 2.43,
the negated atom ai (i.e. ∼ai) is mapped to false by valuation v.
(←) By definition 2.43, ∼ ai is mapped by valuation v to false, therefore
atom ai if mapped by v to true and following definition 2.19, it belongs to
interpretation I(v). ut
We can also establish if a Horn clause hi is true or false when a given
interpretation I(v) is concerned. A Horn clause hi is mapped by valuation
v to true iff the interpretation I(v) contains the head of hi or there exists
a literal lj in the body of hi which is mapped to false by valuation v, therefore
for atoms that occur positively in the body of hi at least one does not belong
to I(v), or for atoms that occur negatively in the body of hi at least one does
belong to I(v).
Corollary 2.10. Let I(v) be an interpretation w.r.t. a valuation v and hi
a Horn clause. The clause hi is mapped by v to true iff head(hi) ∈ I(v) or,
for at least one aj ∈ bodyp(hi): aj /∈ I(v) or for at least one ak ∈ bodyn(hi):
ak ∈ I(v).
Proof. (→) By definition 2.43, Horn clause hi is mapped by valuation v to
true, therefore v(head(hi)) = true or for at least one lj ∈ body(hi): v(lj) =
false. In the first case, when v(head(hi)) = true, by definition 2.19 head(hi) ∈
I(v). In the second case, when for at least one lj ∈ body(hi): v(lj) = false,
there are two possibilities:
• b(lj) ∈ bodyp(hi), therefore by definition 2.43 and 2.19 b(lj) /∈ I(v) or
• b(lj) ∈ bodyn(hi), therefore by definition 2.43 and Corollary 2.9 b(lj) ∈
I(v).
(←) We have to consider two cases. In the first one head(hi) ∈ I(v), there-
fore by definition 2.19 v(head(hi)) = true and further on by definition 2.43
v(hi) = true. In the second case we have two possibilities:
• for at least one aj ∈ bodyp(hi): aj /∈ I(v), therefore by definition 2.19
v(aj) = false and further on v(lm) = false, where b(lm) = aj ;
• for at least one ak ∈ bodyn(hi): ak ∈ I(v), therefore by definition 2.19
v(ak) = true and further on by Corollary 2.9 v(lm) = false, where b(lm) =
ak.
As we can see, in both cases the literal lm from the body of Horn clause hi
is mapped to false, therefore by definition 2.43 v(hi) = true. ut
The second part of Corollary 2.10 can be changed to implication like form,
i.e. hi is mapped by v to true iff, if for every aj ∈ bodyp(hi): aj ∈ I(v) and
for every ak ∈ bodyn(hi): ak /∈ I(v), then head(hi) ∈ I(v).
Horn clauses that are true for every interpretation I(v) will be called
tautologies, as in the previous Section and definition 2.20 of a tautology can
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be applied without any changes. Similarly, we can precisely establish the class
of Horn clauses that are tautologies, but in this case to those which contain
an atom from their head in their body (occurring positively) or contain in
their body an atom and its negated form.
Corollary 2.11. Let hi be a Horn clause. The clause hi is a tautology iff
head(hi) ∈ body(hi) or for some atom aj: aj ∈ body(hi) and ∼aj ∈ body(hi).
Proof. (→) If Horn clause hi is a tautology, then by definition 2.20 hi is
true for every interpretation I(v). From Corollary 2.10 we get that for every
interpretation I(v): if, for every aj ∈ bodyp(hi): aj ∈ I(v) and for every
ak ∈ bodyn(hi): ak /∈ I(v), then head(hi) ∈ I(v). Now we have to consider
two cases:
• if the first part of implication is fulfilled it is always the case that
head(hi) ∈ I(v), therefore head(hi) ∈ bodyp(hi),
• if the first part of implication is not fulfilled, then the only possibility is
that there exists an atom al such that al ∈ bodyp(hi) and al /∈ I(v) or
al ∈ bodyn(hi) and al ∈ I(v), therefore al ∈ body(hi) and ∼al ∈ body(hi).
(←) There are two cases we have to consider. In the first case head(hi) ∈
body(hi), therefore for every interpretation I(v), if for every aj ∈ bodyp(hi):
aj ∈ I(v) and for every ak ∈ bodyn(hi): ak /∈ I(v), then head(hi) ∈ I(v).
Thus by Corollary 2.10, hi is true for every interpretation I(v) and what
follows from definition 2.20, hi is a tautology.
In the second case for some atom aj : aj ∈ body(hi) and ∼ aj ∈ body(hi).
By definition 2.43 and 2.19 for every interpretation I(v): either aj ∈ I(v) or
aj /∈ I(v). If aj ∈ I(v), then by Corollary 2.9 v(∼ a) = false and further
on, by definition 2.43 v(hi) = true. If aj /∈ I(v), then by definition 2.19
v(aj) = false and further on, by definition 2.43 v(hi) = true. Therefore, in
either case Horn clause hi is mapped to true, therefore by definition 2.20 hi
is a tautology. ut
Definition of a model for a set of formulas mS is the same as definition 2.23.
A logical consequence in the form of a formula f of a set of formulas S is
defined in the same way as in definition 2.24 and denoted by:
S  f
Definitions of a Herbrand interpretation IP(v), Herbrand model mP , min-
imal model mminP , least Herbrand model MP for a logic program P and
marking mapping are the same as definitions 2.25, 2.26, 2.27, 2.28, 2.29,
respectively. It is straightforward to show that also Proposition 2.10 holds.
In order to check if a given Horn clause hi is a logical consequence of
a logical program P we are going firstly to modify P in such a way that the
negated atoms in the bodies of Horn clauses from P are converted to atoms
not preceded by negation but with the upper index “n”.
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• head(hj) = head(hi),
• body(hj) = bodyp(hi) ∪m(bodyn(hi), n).
Let us take for example the following Horn clause and its modified version:
h1 : a1 ← a2, a3,∼a4,∼a5
dn(h1) = a1 ← a2, a3, an4 , an5
Mapping dn converts Horn clauses into definite Horn clauses, where atoms
previously preceded by negation are marked with upper index “n”. Horn
clauses that do not contain negated atoms in their bodies are left unchanged.
We can prove that interpretations which are models for Horn clauses are also
models for modified Horn clauses with negation converted to the upper index,
when we bound ourselves to atoms that are not marked with “n”.
Corollary 2.12. Let hi be a Horn clause and I(v) an interpretation re-
stricted to atoms that are not marked with “n”. If I(v) is a model for hi,
then it is a model for dn(hi).
Proof. By Corollary 2.10 there are three cases we have to consider, when I(v)
is a model for hi:
1. head(hi) ∈ I(v).
2. For some aj ∈ bodyp(hi): aj /∈ I(v).
3. For some ak ∈ bodyn(hi): ak ∈ I(v).
From definition 2.44 we have that head(hi) = head(dn(hi)) and body
p(hi) ⊆
body(dn(hi)), therefore in the first and the second case I(v) is also a model
for dn(hi).
If it is the third case that occurs, then it means that bodyn(hi) 6= ∅.
Therefore by definition 2.44, Horn clause dn(hi) contains atoms marked with
“n”. We know that interpretation I(v) is restricted to atoms that are not
marked with “n”, therefore I(v) is a model for dn(hi). ut
We can also prove that interpretation I(v) which is not a model for a Horn
clause hi is also not a model for modified Horn clause dn(hi), if we enlarge
I(v) with the body of dn(hi).
Corollary 2.13. Let hi be a Horn clause and I(v) an interpretation re-
stricted to atoms that are not marked with “n”. If I(v) is not a model for
hi, then I(v) ∪ body(dn(hi)) is not a model for dn(hi).
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Proof. From Corollary 2.10 we have the following:
• head(hi) /∈ I(v) and
• bodyp(hi) ⊆ I(v) and
• bodyn(hi) ∩ I(v) = ∅.
From facts above and definition 2.44 we have that
I(v) ∪ body(dn(hi)) = I(v) ∪m(bodyn(hi), n)
We will refer to I(v) ∪ body(dn(hi)) as I∗(v).
Additionally, since I(v) is not a model for Horn clause hi, then by defini-
tion 2.20, hi is not a tautology.
Now we can establish the following facts:
• head(dn(hi)) /∈ I∗(v), because from definition 2.44 we have that head(dn(hi)) =
head(hi) and we know that:
– head(hi) /∈ I(v) and
– head(hi) /∈ body(hi), since hi is not a tautology,
• body(dn(hi)) ⊆ I∗(v), because from definition 2.44:
body(dn(hi)) = body
p(hi) ∪m(bodyn(hi), n)
and we have already established that bodyp(hi)∪m(bodyn(hi), n) ⊆ I∗(v).
Therefore by Corollary 2.10, I(v) ∪ body(dn(hi)) is not a model for dn(hi).
ut
Now we will define a positive version of a logic program P, denoted by
Pp, which consists of Horn clauses with atoms marked with the upper index
“n” if they are preceded with negation.
Definition 2.45. Let P be a logic program. A positive version of P is defined
as follows:
Pp = {hi | hi = dn(hj), hj ∈ P}
The positive version of a logic program from example 2.19 looks as follows:
P = {a2 ← a1, a4 ; a1 ← a3 ; a5 ← ; a4 ← ∼a6}
Pp = {a2 ← a1, a4 ; a1 ← a3 ; a5 ← ; a4 ← an6}
An interpretation I(v), which is a model for logic program P and is re-
stricted to atoms that are not marked with “n” is also a model for positive
version of P.
Corollary 2.14. Let P be a logic program, Pp a positive version of P and
I(v) an interpretation restricted to atoms that are not marked with “n”. If
I(v) is a model for P, then it is a model for Pp.
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Proof. Interpretation I(v) is restricted to atoms that are not marked with
“n” and it is a model for every Horn clause hi ∈ P. By definition 2.45 Pp
consists only of Horn clauses of the form dn(hi) for every hi ∈ P. Therefore
by Corollary 2.12, the interpretation I(v) is a model for every Horn clause
hj ∈ Pp, and thus it is a model for Pp. ut
We can also prove that if an interpretation I(v) (restricted to atoms that
are not marked with “n”) is a model for logic program P and is not a model
for Horn clause hi (hence P 2 hi), then I(v) extended by atoms from the
body of modified Horn clause dn(hi) is a model for positive version of P.
Proposition 2.15. Let P be a logic program, Pp a positive version of P, hi
a Horn clause and I(v) an interpretation restricted to atoms that are not
marked with “n”. If I(v) is a model for P and is not a model for hi, then
I(v) ∪ body(dn(hi)) is a model for Pp.
Proof. Taking under consideration definition 2.20 and the fact that interpre-
tation I(v) is not a model for Horn clause hi, it is clear that hi cannot be a
tautology. Additionally, by Corollary 2.10 we have the following:
• head(hi) /∈ I(v) and
• bodyp(hi) ⊆ I(v) and
• bodyn(hi) ∩ I(v) = ∅.
Therefore by definition 2.44 we have that
I(v) ∪ body(dn(hi)) = I(v) ∪m(bodyn(hi), n)
Now we have to consider two cases:
1. bodyn(hi) = ∅, therefore I(v) ∪ body(dn(hi)) = I(v) ∪ m(bodyn(hi), n) =
I(v) ∪ m(∅, n) = I(v). Thus, by Corollary 2.14 we have that I(v) ∪
body(dn(hi)) is a model for Pp.
2. bodyn(hi) 6= ∅ and since interpretation I(v) is a model for P, then by
Corollary 2.10 we have to consider the following situations for each Horn
clause hj ∈ P:
a. head(hj) ∈ I(v).
b. For some ak ∈ bodyp(hj): ak /∈ I(v).
c. bodyp(hj) ⊆ I(v) and for some al ∈ bodyn(hj): al ∈ I(v).
If it is the case 2a, then by definition 2.44 head(hj) = head(dn(hj)), and
therefore I(v) ∪ body(dn(hi)) is a model for dn(hj), because head(dn(hj)) ∈
I(v) ∪ body(dn(hi)).
If it is the case 2b, then by definition 2.44 atom ak ∈ body(dn(hj)). We
know also that ak /∈ I(v)∪body(dn(hi)), because we have already established
that interpretation I(v) is enriched only by atoms from bodyn(hi) which are
marked with “n”. Thus I(v) ∪ body(dn(hi)) is also a model for dn(hj).
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If it is the case 2c, then atom m(al, n) /∈ I(v) ∪ body(dn(hi)), because we
have established that I(v) ∪ body(dn(hi)) = I(v) ∪ m(bodyn(hi)) and al /∈
bodyn(hi) for the following reasons: al ∈ I(v) and bodyn(hi) ∩ I(v) = ∅.
Therefore, I(v)∪body(dn(hi)) is a model for dn(hj), because if al ∈ bodyn(hj),
then by definition 2.44 m(al, n) ∈ body(dn(hj)), and we have established that
m(al, n) /∈ I(v) ∪ body(dn(hi)).
In this way we have shown that if interpretation I(v) is a model for Horn
clause hj ∈ P, then interpretation I(v) ∪ body(dn(hi)) is a model for dn(hj)
and therefore, I(v) ∪ body(dn(hi)) is a model for Pp. ut
There is a strict dependency between the existence of a chain from the
body of a modified Horn clause hi and its head in a positive version of a logic
program P and the fact of hi being a logical consequence of P. Namely, if it
is the case that ch(Pp, body(dn(hi)), head(hi)) = 1, then every model for P is
also a model for hi.
Proposition 2.16. Let P be a logic program, Pp a positive version of P, hi
a Horn clause and I(v) an interpretation. If ch(Pp, body(dn(hi)), head(hi)) =
1, then for every I(v): if I(v) is a model for P, then I(v) is a model for hi.
Proof. Let us assume the following:
1. ch(Pp, body(dn(hi)), head(hi)) = 1.
2. There is an interpretation I(v) such that it it is a model for P and not
a model for hi.
From the first assumption and by Proposition 2.3 we have that there is no
I(v) such that I(v) is a model for Pp and not a model for dn(hi).
From the second assumption we have the following:
• I(v) ∪ body(dn(hi)) is a model for Pp, because of Proposition 2.15,
• I(v) ∪ body(dn(hi)) is not a model for dn(hi), because of Corollary 2.13.
Therefore, there is an interpretation I∗(v) = I(v) ∪ body(dn(hi)) such that
is a model for Pp and not a model for dn(hi), which is contradictory to our
first assumption. ut
Finally, we can prove the following: if head of a Horn clause hi belongs
to the least Herbrand model of positive version of logic program P modified
w.r.t. dn(hi), then hi is a logical consequence of P.
Theorem 2.3. Let P be a logic program and hi a Horn clause. Then the
following occurs:
if head(hi) ∈MPdn(hi)p then P  hi
Proof. By Theorem 2.1 we have that if head(hi) ∈MPdn(hi)p , then
ch(Pp, body(dn(hi)), head(hi)) = 1
and what follows from Proposition 2.16, P  hi. ut
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Let us take for example the following logic program P and Horn clause
h1:
P = {a2 ← a1,∼a4 ; a3 ← a1}
h1 : a2 ← a1,∼a4
(2.21)
It is clear that h1 should be a logical consequence of P, since it is an element
of it. To check if it is the case we make positive version of P and modified
h1:
Pp = {a2 ← a1, an4 ; a3 ← a1}
dn(h1) : a2 ← a1, an4
(2.22)
Now we are able to modify Pp w.r.t. dn(h1):
Pdn(h1)p =
{
a2 ← a1, an4 ; a3 ← a1 ; ah1 ← ; anh4 ←
}
(2.23)
The least Herbrand model for Pdn(h1)p can be found by means of the immediate
consequence operator:
TP ↑ 0 = ∅
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It is the case that head(h1) ∈ MPdn(h1)p , therefore Horn clause h1 is a logical
consequence of logic program P.
Described method is not complete, i.e. there can be found such Horn
clauses whose head does not belong to the least Herbrand model of the mod-
ified positive version of logic program, but they are logical consequences of
that program. The reason for the incompleteness is the way the immediate
consequence operator works for normal logic programs. The problem is dis-
cussed in details in the next Subsection 2.4.1, where the notion of acceptable
logic program is defined. For now, let us consider the same logic program as
in example 2.21 but with a slightly modified Horn clause:
P = {a2 ← a1,∼a4 ; a3 ← a1}
h2 : a2 ← a1,∼a3
(2.25)
The positive version of P is the same as in example 2.22, but now modified
Horn clause h2 and what follows, modified positive version of P w.r.t. dn(h2)
is different:
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Pp = {a2 ← a1, an4 ; a3 ← a1}
dn(h2) : a2 ← a1, an3
Pdn(h2)p =
{
a2 ← a1, an4 ; a3 ← a1 ; ah1 ← ; anh3 ←
} (2.26)
The least Herbrand model for Pdn(h2)p looks as follows:
TP ↑ 0 = ∅




















The head of Horn clause h2 does not belong to MPdn(h2)p
, but there is no such
interpretation I(v) which is a model for P and not a model for h2, hence
P  h2.
Definition of abductive goal GP for a logic program P is the same as the
definition 2.33 with the adjustment that it concerns normal logic programs
instead of definite logic programs. Additionally, by means of the Theorem 2.3
we can prove that if P 2 hi, then head(hi) /∈MPdn(hi)p .
Corollary 2.15. Let P be a logic program, hi a Horn clause and MPdn(hi)p the
least Herbrand model of positive version of P modified w.r.t. hi. If P 2 hi,
then head(hi) /∈MPdn(hi)p .
Proof. By Theorem 2.3.
2.4.1 Acceptable normal logic programs
Immediate consequence operator TP for normal logic programs is not a mono-
tonic mapping. In fact, it is not even continuous. Therefore, there are logic
programs for which TP operator does not have a fixpoint, what results in its
“inability to stop”. Let us first modify the definition of TP operator to suit
normal logic programs.
Definition 2.46. Let P be a normal logic program and IP(v) an interpreta-
tion. The mapping TP : ℘(BP) −→ ℘(BP) is defined as follows:
TP(IP(v)) =df {head(hi) | hi ∈ P and bodyp(hi) ⊆ IP(v) and
bodyn(hi) ∩ IP(v) = ∅}
Definition 2.46 of immediate consequence operator TP for normal logic pro-
grams is extended version of definition 2.34. Definite Horn clause hi contains
only those atoms that occur positively, therefore bodyn(hi) = ∅.
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Now let us consider the following example of a logic program P:
P = {a1 ← ∼a1} (2.28)
The immediate consequence operator TP has no fixpoint, starting from the
bottom of ℘(BP):
TP ↑ 0 = ∅
TP ↑ 1 = {a1}
TP ↑ 2 = ∅
...
(2.29)
It is also the case for a neural network obtained from such a logic program that
it cannot stabilise itself, because, as we have said (p. 11), such neural networks
reflect the way the immediate consequence operator works. Therefore, we will
introduce a concept of acceptable logic programs for which the immediate
consequence operator always reaches a fixpoint.
The following notions are based on definitions introduced by Apt and
Pedreschi [3, p. 128–129]. At first we want to establish if a given atom ai ∈ BP
depends positively or negatively on other atoms from Herbrand base BP . In
that purpose we build a graph GP for a given logic program P.
Definition 2.47. Let P be a logic program and BP the Herbrand base of P.
GP is a directed graph for P, where the set of nodes N is equal to BP . For
every hi ∈ P:
• if aj = head(hi), then:
– for every ak ∈ bodyp(hi): edgep(ak, aj) ∈ GP ,
– for every al ∈ bodyn(hi): edgen(al, aj) ∈ GP ,
• if edgep(am, an) ∈ GP or edgen(am, an) ∈ GP , then path(am, an) ∈ GP ,
• if, edgep(am, an) ∈ GP or edgen(am, an) ∈ GP , and path(an, ao) ∈ GP ,
then path(am, ao) ∈ GP .
edgep(ai, aj) denotes positive edge, while edge
n(ai, aj) denotes negative edge,
between atoms ai and aj .
Graph GP for logic program P = {a2 ← a1,∼a4 ; a3 ← a1} from exam-
ple 2.21 look as follows:
Definition 2.48. Let P be a logic program and GP a directed graph for P.
We say that:
• atom aj depends positively on atom ai if there is path(ai, aj) in GP which
consists only of positive edges,
• atom aj depends negatively on atom ai if there is path(ai, aj) in GP which
contains at least one negative edge.









Fig. 2.1 Directed graph GP for a logic program P = {a2 ← a1,∼a4 ; a3 ← a1};
full arrows denote positive edges, while dashed arrows denote negative edges.
We will now define a logic program P− which consists only of clauses from
a logic program P whose head belong to the set of atoms, where for each of
those atoms there is an atom that occurs negatively in P and depends on it.
At first we define NegP denoting the set of all atoms that occur negatively
in P.
Definition 2.49. Let P be a logic program. The set of all atoms that occur
negatively in P is defined in the following way:
NegP =df {ai | ai ∈ body
n(hj), hj ∈ P}
Thereafter, by Neg∗P we will denote the set of all atoms form logic program
P that each atom from set NegP depends on.
Definition 2.50. Let P be a logic program and NegP the set of all atoms
that occur negatively in P. By Neg∗P we define the following set:
Neg∗P =df {ai ∈ BP | path(ai, aj) ∈ GP , aj ∈ NegP}
A logic program P− is a set of clauses from P whose heads are elements
of Neg∗P .
Definition 2.51. Let P be a logic program. We define logic program P− in
the following way:
P− =df {hi ∈ P | head(hi) ∈ Neg∗P}
Looking back at our logic program form example 2.21 for which we created
a graph GP (see Figure 2.1) we have the following:





Definition of acceptable logic programs requires interpretation of the nega-
tion as finite failure in classical propositional logic (CPL). In order to be able
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to do so we are going to define a completion of a logic program P. Firstly,
we will introduce a definition of an atom ai in a logic program P, which is
a set of all Horn clauses from P with ai as a head.
Definition 2.52. Let ai be an atom and P a logic program. The definition
of ai in P is the following set:
d(ai) = {hj ∈ P | ai = head(hj)}
We will say that Horn clauses that belong to the set d(ai) define the atom
ai in the logic program P. If there is an atom ai ∈ BP and ai /∈ BhP for some
logic program P, then we will say that ai is not defined in P.
On the basis of a definition of an atom ai in a logic program P we will
create a completed definition of an atom ai in P. The completed definition of
ai is an expression of the language LCPL, where LCPL denotes the language of
CPL with the top element >, defined as usual. Similarly, the set of formulas
of language LCPL is defined in a standard way.
Definition 2.53. Let ai be an atom, P a logic program and d(ai) a definition
of ai in P. Let us assume that the definition of ai in P is of the following
form:
d(ai) = {ai ← B1, ai ← B2, . . . , ai ← Bn}
where Bj (1 ≤ j ≤ n) is the body of j-th Horn clause from d(ai). The
completed definition of ai denoted by cd(ai) is the following expression:
ai → (B′1 ∨B′2 ∨ · · · ∨B′n)
whereB′j (1 ≤ j ≤ n) is obtained fromBj by replacing the commas separating
literals by ∧ and all occurrences of default negation ∼ by classical negation
¬. If it is the case that Bj is empty, i.e. ai is a fact, then the top element >
is inserted instead of Bj .
Let us consider the logic program P from example 2.21:
P = {a2 ← a1,∼a4 ; a3 ← a1}
The definition and the completed definition of atom a2 in P look as follows:
d(a2) = {a2 ← a1,∼a4}
cd(a2) = {a2 → a1 ∧ ¬a4}
(2.31)
The Clark completion of a logic program P is a translated version of P
into a CPL, which was introduced by Clark as a way of capturing the mean-
ing of the negation by finite failure in classical propositional logic [7]. The
completed version of a logic program P contains Horn clauses from P with
changed negation and commas replaced by conjunctions, completed defini-
tions of atoms defined in P and additional classically negated atoms for those
atoms that occur in P but are not defined.
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Definition 2.54. Let P be a logic program. The Clark completion of P de-
noted by comp(P) is a set of clauses of LCPL containing the following elements:
• clauses from P with default negation (∼) replaced by the classical negation
(¬), commas in the bodies replaced by conjunction (∧) and arrow (←)
treated as a material implication,
• completed definitions of atoms defined in P,
• expressions of the form: ¬ai, for every atom ai ∈ BP not defined in P.
The completed version of the logic program P from example 2.21 looks as
follows:
comp(P) = {a1 ∧ ¬a4 → a2 ;
a1 → a3 ;
a2 → a1 ∧ ¬a4 ;
a3 → a1 ;
¬a1 ; ¬a4}
(2.32)
Similarly as in the case of logic programs, comp(P) is a set of formulas from
CPL, but instead of separating items by commas we will use a semicolon sign.
Additionally, changed Horn clauses from logic program P and their completed
definitions can be merged into equivalence, therefore the completion of P from
example 2.32 can be rewritten as follows:
comp(P) = {a2 ↔ a1 ∧ ¬a4 ;
a3 ↔ a1 ;
¬a1 ; ¬a4}
(2.33)
The last technical notion used in a definition of an acceptable logic program
is a level mapping function, which assigns to an atom ai from the Herbrand
base BP of a logic program P an arbitrary natural number.
Definition 2.55. Let P be a logic program and BP a Herbrand base of P.
A level mapping is a function | · | : BP −→ N. |ai| is the level of ai and
|ai| = |∼ai|.
An acceptable logic program P is a program for which we can find an
interpretation I (not necessarily a Herbrand one) that is a model for P and
comp(P−) after subtraction from I all atoms that are not elements of Neg∗P ,
and additionally we can find a level mapping | · | that assigns greater number
to the head of a Horn clause than to the first atom (looking from the left to
right, i.e. from arrow to the end of the body) from the body of that Horn
clause that is not a logical consequence of interpretation I, for every Horn
clause from P.
Definition 2.56. Let P be a logic program, | · | a level mapping for P, and
I a model for P whose restriction to the atoms in Neg∗P is a model for the
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completion of P−. Logic program P is called acceptable w.r.t. | · | and I if,
for every clause ap ← lt1 , . . . , lrn in P, the following implication holds for




lqj then |ap| > |lsi |
In other words, P is acceptable w.r.t. | · | and I if
|ap| > |lqi | for i ∈ [1, n]
where
n = min({n} ∪ {i ∈ [1, n] | I 2 lqi})
P is called acceptable if it is acceptable w.r.t. some level mapping and a model
for P.
The notion of acceptability of a logic program was defined as a tool for
checking if a program written in Prolog can successfully execute the compu-
tation. Prolog execution rule checks atoms from the body of a given Horn
clause in the order from left to right (i.e. from arrow to the end of the body).
Therefore the placement of atoms in the body of Horn clauses in logic pro-
gram P is important if the acceptability property is tested with the use of
the definition 2.56. For example, from the two logic programs
P1 = {a1 ← ∼a1, a2}
P2 = {a1 ← a2,∼a1}
only the second one, i.e. P2, is acceptable. As we will see in next chapter,
neural network obtained from a logic program computes the head of a given
Horn clause by taking into account simultaneously all atoms from the body
of that clause. For that reason there would be no difference between neural
networks obtained from logic program P1 and P2. We will modify the defi-
nition of acceptable logic program in such way that the ordering of atoms in
bodies of Horn clauses is no longer significant, as in [14, p. 251].
Definition 2.57. Let P be a logic program. P is acceptable if it is acceptable
w.r.t. a definition 2.56 for some ordering of the atoms in the bodies of the
Horn clauses from P.
Finally, the theorem which determines that for every acceptable logic
program the immediate consequence operator has a unique fixpoint can be
proven.
Theorem 2.4. Let P be an acceptable logic program. The following can be
proven [3]:
• TP ↑ ω is the unique fixpoint of TP ,
• TP ↑ ω = TP ↓ ω.
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2.5 Chapter summary
The Chapter begins with the description of the mathematical background of
propositional account on logic programs. After a brief introduction of some
of the auxiliary notions that were used in the later part of the Chapter the
definite logic programs were introduced with all the formal background. The
goal of this Section (see p. 15) was to introduce Theorem 2.1, which states
that that a Horn clause hi is a logical consequence of a logic program P iff
its head belongs to the least Herbrand model for the modified logic program
P w.r.t. the Horn clause hi. In order to prove Theorem 2.1 some auxiliary
notion were introduced. The first one was chain mapping (Definition 2.22 on
p. 19) which is used to determine if there is a connection between a set of
atoms and an atom by means of Horn clauses from a given logic program.
On this basis Proposition 2.7 was proved, which states that there is a strict
correspondence between the result of the chain mapping with arguments:
a logic program, the head of a Horn clause, a set of atoms that form the
body of that Horn clause, and the ability of finding a model for the logic
program, which in the same time is not a model for the Horn clause. The
modification of a logic program w.r.t. a Horn clause (Definition 2.32 on p. 30)
was another such notion. A logic program modified w.r.t. a Horn clause is
the logic program augmented with atoms from the body of the Horn clause
in the form of facts. In Corollary 2.7 is was proved that chain mapping with
arguments: a logic program, the body of a Horn clause, the head of the Horn
clause, returns positive answer iff every model for the logic program modified
w.r.t. the Horn clause contains the head of the Horn clause. Finally, on the
basis of Theorem 2.1 an abductive goal in the form of a Horn clause was
defined (Definition 2.33 on p. 2.33).
The following Section (see p. 35) characterises the formalisation of the
normal logic programs, i.e. logic programs which contain Horn clauses with
negation allowed in their bodies. Similarly as in the case of definite logic
programs, the goal here was to define logical consequence of the form of
a Horn clause for a logic program in terms of the immediate consequence
operator. However, normal logic programs do not have to have the least Her-
brand model but instead they can have many different minimal models and
by means of the immediate consequence operator not all of those minimal
models can be found. Therefore, Theorem 2.3 proved at the end of the Sec-
tion 2.4 (see p. 43), which states that, if the head of a Horn clause hi belongs
to the least Herbrand model of modified positive version of a logic program
P w.r.t. the positive version of the clause hi, then the clause hi is a logical
consequence of the logic program P, grants us that the method of establish-
ing if a given Horn clause is a logical consequence of a logic program based on
the immediate consequence operator is sound but not complete. The proof of
Theorem 2.3 is based on the Theorem 2.1 from the previous Section. The rea-
son which allows to use theorem for definite in case of normal logic programs
is that the normal logic program is transformed into its positive version (see
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Definition 2.45 on p. 41), i.e. all negated atoms are converted into atoms with
the upper index n, and hence the positive normal logic program is a definite
one.
There is one more problem with the immediate consequence operator when
normal logic programs are concerned. Namely, there are logic programs for
which the immediate consequence operator does not have a fixpoint. In situa-
tion such as this a neural network which is a result of translation of a logic pro-
gram cannot stabilise itself, i.e. the state of the output layer neurons changes
every cycle. For that reason a notion of an acceptable logic program was
introduced in Subsection 2.4.1. The immediate consequence operator always
has a fixpoint when acceptable logic programs are concerned—regardless of
the initial interpretation—which is a minimal model for that logic program.
The subsection concerning acceptable logic programs closes this chapter.
Now directions for the future work will be described, which involve a third
kind of logic programs called extended logic programs. An extended logic
program is a set of Horn clauses of the following form:
li ← lj , . . . , lk,∼ ll, . . . ,∼ lm
where li, lj , lk, ll, lm stand for classically understood literals, i.e. atom or
its classical negation, while the meaning of ∼ is the same as in this work,
i.e. it is understood as a negation by finite failure. Garcez et al. [14] created
a translation algorithm for extended logic programs into neural networks.
A neural network created by means of this algorithm computes the Answer
Set Semantics [21] for extended logic programs. Generally speaking, the an-
swer set which is a stable model [20] for a given extended logic program and
which consists of atoms and classically negated atoms, gives an answer for
each query: yes, if an atom from the query is an element of the stable model,
no, if a negation of an atom from the query is an element of the stable model,
and finally, unknown, if neither of these two situations occur. The semantics
of stable models is briefly described in the Chapter 6 (see p. 119) devoted to
the description of already existing abductive procedures and their compar-
ison with results obtained in this work. Similarly as in the case of definite
and normal logic programs, the goal here would be to create a connection
between the immediate consequence operator and the method of establishing
if a given Horn clause is a logical consequence of an extended logic program.
Chapter 3
Neural networks
The beginning of research on artificial neural networks can be traced back
to year 1943, when McCulloch and Pitts published a paper in which they
described the model of an artificial threshold neuron [37]. The next sev-
eral years of development of the theory concerning artificial neural networks
yielded many results amongst which there was the discovery of the property
of neural networks of universal computation, i.e. the ability to perform any
computation that can be made by means of a digital computer [25]. The
next big breakthrough moment was when Rosenblatt and his group proposed
neural networks organised in layers with feedforward connections between
layers, called perceptrons [46]. However, neural networks alone are not that
much useful. There should be also a method of constructing them in such
a way that given a problem or computation to convey we are able to create
a particular neural network that is able to solve the problem or to compute
desired values. The backpropagation algorithm was the first such method that
allowed to train multilayered neural networks, however it was “not yet the
holy grail of a completely general algorithm able to teach an arbitrary com-
putational task to a network” [25, p. 8]. The first use of the backpropagation
algorithm was in 1974 by Paul Werbose, who described it in his PhD the-
sis [61]. It was rediscovered by Rumelhart, Hinton and Williams in 1985 [47]
and published in article in 1986 [48]. Nowadays using the backpropagation
algorithm is still the most common way of artificial neural networks training.
Artificial neural networks serve as models of phenomenons that are hard
to describe by means of equations or are used to find good approximate
solutions to complex problems that are intractable [24, p. 2]. In other words,
we can find neural networks being used in almost every branch of knowledge
and industry, where the domain of interest relates anyhow to the mentioned
issues.
Haykin [24, pp. 2–3] lists nine major properties and capabilities of artificial
neural networks that make them useful or attractive in the field of compu-
tation and problems solving: nonlinearity, input-output mapping, adaptiv-
ity, evidential response, contextual information, fault tolerance, VLSI imple-
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mentability, uniformity of analysis and design, neurobiological analogy. The
first three properties concern the ability of neural networks to learn solving
complex problems that can have nonlinear nature by establishing the input-
output relation from the data. In addition, neural networks can overcome any
noise that the data can have and that makes them very useful in a changing
environment, where the re is need to retrain the system from time to time.
Neural networks can be designed in such a way that the response for the
input information provides also the confidence of the given answer, which
counts for the evidential response. The following two properties regard to the
knowledge representation in neural networks. Since the process of training
affects the whole structure of a neural network, we can say that the neural
network represents itself the knowledge contained in it. For this reason neural
networks are not susceptible to minor damages or errors in their structure.
The VLSI short cut stands for very-large-scale-integrated technology, i.e. the
massively parallel nature of neural networks makes them potentially very
fast. Finally, the last two properties concern the universal character of the
structures used in neural networks, despite different notations and implemen-
tations, and problems they are used to, what allows to easily move between
different branches of the knowledge in search for the solutions.
The Chapter is organised in the following way: firstly I will describe basic
technical notions used in neural networks domain along with their mathe-
matical background in order to make the Chapter self-contained. Since neu-
ral networks that will be constructed in this work are based on the formal
structures of logic programs and abductive goals, and additionally, I want
to describe a detailed translation algorithm from logic programs to neural
networks, it is convenient to introduce a special notation used to charac-
terise a neural network. Those issues are covered in the second Section of
this Chapter.
3.1 The background
An artificial neural network can be described as a directed graph where units
of the graph are called neurons and connections between nodes are weighted.
The model of a typical artificial neuron consists of the following three
elements [24, p. 10–11]:
1. A set of synapses (connecting links). For a given neuron k, every synapse
delivers an input signal xi magnified by the weight wki.
2. An adder, which sums all the weighted input signals.
3. An activation function. For a given neuron k, the output signal yk is equal
to the result of applying the activation function to the result obtained
from the adder.























Fig. 3.1 Block diagram of a model of a neuron. [24, p. 12]
The block diagram of a model of a neuron is shown in the Figure 3.1. Input
signals are denoted as x0, x1, . . . , xn, where x0 = +1 is a fixed input signal.
Together with synaptic weights for the input connections wk0, wk1, . . . , wkn,
where index k refers to the neuron given in the diagram, they form the set
of synapses for the neuron k. The fixed input x0 modified by the weight wk0
is called the bias (or threshold) of the neuron k and can be marked by bk:
bk = x0wk0 (3.1)
All synapses are connected with the adder or the summing junction as
can be seen in the Figure 3.1. The adder can be described by the following
equation, where vk is the output signal from the adder called the induced





Using the special notation for the bias from Equation 3.1, we can rewrite





vk = bk + uk (3.4)
where uk is called the linear combiner [24, p. 11]. Given that the activation
function for the neuron k is ϕ(·), we can describe the output state of the
neuron by the following equation:
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yk = ϕ(vk) (3.5)
There are three basic activation functions (diagrams for activation func-
tions are shown in the Figure 3.2):
1. Linear activation function:
ϕ(vk) = vk (3.6)
2. Threshold or non-linear activation function:
ϕ(vk) =
{
1 if vk ≥ 0
0 if vk < 0
(3.7)











Fig. 3.2 Activation functions; from left to right: linear, threshold and sigmoid acti-
vation function.
The values of threshold and the sigmoid activation functions defined as in
the equations 3.7 and 3.8 range from 0 to +1. It could be the case that
the desired range for those functions is from −1 to 1. In such situation the
threshold activation function is defined as follows:
ϕ(vk) =

1 if v > 0
0 if v = 0
−1 if v < 0
(3.9)





In order to be able to display neural networks in a clear and transparent
way we will use an architectural graph to represent neural networks [24, p. 17].
Each neuron is called a computation node and is represented by a single
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shaded circle, as can be seen in the Figure 3.3, where a single neuron with n
source nodes (the x0 input signal is fixed and represents the bias) is depicted.
The block diagram from Figure 3.1 and the architectural graph from the







Fig. 3.3 Architectural graph of a neuron.
Neurons in neural networks can be organised in many different ways, but
here we will only deal with layered neural networks, where neurons are organ-
ised in layers. The translation algorithm described in the next Section (see
page 65) produce only three layered neural networks, which are composed
of the input, hidden and output layer of neurons. These neural networks
are of a feedforward type (i.e. the input signal is propagated only in one
direction—to the output layer) and are clearly not fully connected, since in
a fully connected network all neurons from the input layer are connected
with all the neurons from the hidden layer, which in turn are connected with
all the neurons from the output layer. Additionally, neural networks that
are of our interest are partially recurrent [14], where recurrent connections
are made from output neurons to particular input neurons. In the Figure 3.4
a neural network is depicted which is three-layered, feedforward and partially
recurrent.
3.2 The language
Now the special notation will be introduced which allows to precisely de-
scribe both algorithms in the next Chapter (see page 66), i.e. the algorithm
that translates logic programs into neural networks and the algorithm that
translates neural networks into logic programs.
According to the block model from the Figure 3.1 and equations 3.1–3.3
to describe a neuron k we need to specify the following elements:
• the set of input connections {xi}ni=1,
• the set of weights for the input connections {wki}ni=1,
• the value of the bias bk,










Fig. 3.4 Partially connected, feedforward neural network with three layers of neu-
rons: input, hidden and output layer, and one recurrent connection.
• the activation function ϕ(·).
The first two items, i.e. the information about the input connections along
with their weights will be stored in a separate set. Additionally, each neuron
should be equipped with the information about the association of the neuron
with the atom from the logic program (label) and the information about
the interpretation of the activation of the neuron in terms of the truth/false
values of the valuation for the atom associated with that neuron (Amin).
Definition 3.1. A neuron denoted by ni is the following tuple:
〈ϕ(·), bni , label , amin〉
We can distinguish four kinds of neurons in our neural networks:
• input layer neurons (denoted by ii),
• hidden layer neurons (denoted by hi),
• output layer neurons (denoted by oi),
• additional recursive neurons (denoted by ri).
Neurons from given layer are defined as specific instances of the general neu-
ron defined in 3.1. The fourth kind of neurons was not mentioned before,
because it relates to the problem that arises when we translate a logic pro-
gram along with an abductive goal into a neural network that is described
in details at the end of the Subsection 4.1.1.2 (see p. 75). What is important
to note here is that the last kind of neurons does not influence the way the
neural network works.
Since we are using two activation functions for neurons from the input,
the hidden and the output layer in our neural networks, and one for the
additional recursive neurons, we will denote them by fixed symbols for the
rest of the work:
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• g(·) — denoting the identity function:
g(x) = x (3.11)











min if x ≤ Amin +Aamin
x if x ∈ (Amin +Aamin; 1)
1 if x ≥ 1
(3.13)
Now we can define neurons from the input, the hidden and the output
layer on the basis of the general definition of a neuron. Since neurons from
the input and the output layer are associated with atoms from the logic
program P or abductive goal G we recall the notion of a Herbrand base,
i.e. the set of all atoms occurring in a logic program (denoted by BP) or in
an abductive goal (denoted by BG). Neurons from the hidden layer will be
labelled with numbers from indexes of Horn clauses form the logic program
P that they are associated with.
Definition 3.2. An input layer neuron denoted by ii is a neuron, where:
• ϕ(·) = g(·),
• bii = 0,
• label ∈ BP ∪BG ,
• amin = Amin.
Definition 3.3. A hidden layer neuron denoted by hi is a neuron, where:
• ϕ(·) = h(·),
• bhi is calculated by the translation algorithm,
• label ∈ {hj}nj=1; where {hj}
n
j=1 ∈ P,
• amin = Amin.
Definition 3.4. An output layer neuron denoted by oi is a neuron, where:
• ϕ(·) = h(·),
• boi is calculated by the translation algorithm,
• label ∈ BP ∪BG ,
• amin = Amin.
Now we will define two special neurons which are reserved for the trans-
lation of facts: a truth neuron in the input layer and its hidden layer coun-
terpart. There is only one truth neuron and its hidden layer counterpart,
therefore, they will be represented by reserved symbols: t and ht respectively.
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Definition 3.5. The truth neuron denoted by t is an input layer neuron,
where:
• ϕ(·) = 1,
• label = t.
Definition 3.6. The hidden layer truth neuron denoted by ht is a hidden
layer neuron, where:
• ϕ(·) = 1,
• bht = 0,
• label = ht .
In order to be able to introduce new knowledge into the neural network
trained by means of the Backpropagation algorithm, we will add additional
hidden layer neurons. This step will allow to obtain new Horn clauses af-
ter the translation of the neural network into a logic program. Additional
hidden layer neurons have label ha with numeration in the lower index that
is separate from the numeration of hidden layer neurons and the bias is
not calculated but handed over as one of the parameters of the translation
algorithm—the issue is described in details in Subsection 4.1.1.2 in the next
Chapter.
Definition 3.7. An additional hidden layer neuron is a hidden layer neuron
hi, where:
• bhi = ba,
• label = han.
The last kind of neurons that are used in neural networks in this work
concerns units that serve as intermediary between the output and the input
layer neurons. They are concerned with the recursive connections problem
that is described in details in Subsection 4.1.1.2 in the next Chapter. The
activation function of those neurons is the function k(x) described in Equa-
tion 3.13, the bias is equal to 0 and labels are oi numerated with the lower
index. Sice those neurons do not tke part in the translation of the neural
network into a logic program, there is no need for them to have Amin value,
hence the last element of the tuple that defines such neurons is set to 0.
Definition 3.8. An additional recursive neuron is a neuron ri, where:
• ϕ(·) = k(x),
• bri = 0,
• label = oin,
• amin = 0.
On this basis we can define sets with neurons for a neural network from
a given layer: NI , NH , NO for input, hidden and output layer neurons, re-
spectively, and two sets of additional neurons: NAH and NAR for additional
hidden and additional recursive neurons. Combining those sets together we
obtain the set of all neurons N from a neural network.
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Definition 3.9. Let NI , NH and NO be the set of all input, hidden and
output neurons, respectively, and NAH and NAR be the set of all additional
hidden layer and additional recursive neurons. By N we denote set of all
neurons from a neural network:
N = NI ∪NH ∪NO ∪NAH ∪NAR
As we have mentioned earlier, the information about connections between
neurons and their weights will be stored in two separate sets. Now we are
going to define a connection between two neurons, which is a tuple containing
symbols of those neurons.
Definition 3.10. Let ni and nj be neurons. A connection between those
neurons is the following pair:
cninj =df 〈ni, nj〉
The connection cninj states that the output signal from the neuron ni is an
input signal for neuron nj .
We can define the following sets of connections:
• connections from input to hidden layer neurons,
• connections from hidden layer to output neurons,
• recursive connections,
• additional connections.
Definition 3.11. Let ciihj , . . . , cikhl be all the connections from an input to
a hidden layer neuron in a given neural network. By Ci→h we denote the set
of all connections from input to hidden layer neurons in the neural network:
Ci→h = {ciihj , . . . , cilhl}
Definition 3.12. Let chioj , . . . , chkol be all the connections from a hidden
to an output layer neuron in a given neural network. By Ch→o we denote
the set of all connections from hidden to output layer neurons in the neural
network:
Ch→o = {chioj , . . . , chkol}
Recursive connections are established in a neural network only between
neurons from the output and input layer which have the same label .
Definition 3.13. Let oi and ij be output and input neurons in a given neural
network, respectively. By Cr we denote the set of recursive connections from
output to input neurons in the neural network:
Cr = {coiij | oi(label) = ij(label)}
In order to be able train neural network a set of additional connections
will be established.
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Definition 3.14. Let ni, nj , . . . , nk, nl be neurons from a given neural net-
work. By Ca we denote set of the additional connections in the neural network:
Ca = {cninj , . . . , cnknl}
The sum of four above defined sets is the set of all connection in the neural
network.
Definition 3.15. Let Ci→h, Ch→o and Cr and Ca be the set of input to hidden,
hidden to output, recursive and additional connections in a given neural
network, respectively. Then the set of all connections in the network, denoted
by C, is the following:
C = Ci→h ∪ Ch→o ∪ Cr ∪ Ca
Now we can define a function which returns the weight for every connec-
tion. The weight for recursive connections is always the same and is equal to
1. Similarly, the weight of the additional connections is established as a value
from the range [−r, r] with the exception of 0, where r is a parameter of
the neural network which is a real number close to 0. Additional connections
cannot have weight equal to 0 because of the symmetry problem [14, p. 59].
The rest of the connections receive weight W calculated by the translation
algorithm from the next Section.
Definition 3.16. Let cninj be a connection between neurons ni and nj . The




1 if cninj ∈ Cr
R if cninj ∈ Ca
W otherwise
where R ∈ [−r, r] \ {0}.
Definition 3.17. Let cninj be a connection between neurons ni and nj .
A weighted of connection between neuron ni and nj is defined in the fol-
lowing way:
wninj = 〈cninj ,w(cninj )〉
Combining the set of all connections with the function that returns the
weight of a given connection we obtain the set of all connections with their
weights. The set W contains pairs, where the first element is a connection
from the set of all connections C and the second element is the weight of the
connection.
Definition 3.18. Let wninj be a weighted connection between neurons ni
and nj . The set of all weighted connections is denoted by W:
W = {wninj = 〈cninj ,w(cninj )〉 | cninj ∈ C}
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Bringing all pieces together we obtain a neural network which can be
defined as a pair with the set of all neurons and the set of all weighted
connections.
Definition 3.19. Neural network denoted by N is a pair:
N =df 〈N ,W〉
Let us consider the following example of a neural network shown in the
Figure 3.5. The neural network contains the following neurons:
• four input neurons NI = {i1, i2, i3, t}:
i1 = 〈g(·), 0, a1, Amin〉
i2 = 〈g(·), 0, a4, Amin〉
i3 = 〈g(·), 0, a3, Amin〉
t = 〈1, 0, t, Amin〉
• three hidden layer neurons NH = {h1, h2, ht}:
h1 = 〈h(·), bh1 , h1, Amin〉
h2 = 〈h(·), bh2 , h2, Amin〉
ht = 〈1, 0, ht, Amin〉
• three output layer neurons NO = {o1, o2, o3}:
o1 = 〈h(·), bo1 , a2, Amin〉
o2 = 〈h(·), bo2 , a1, Amin〉











Fig. 3.5 Example of a neural network with one recursive connection (dotted line)
and eight additional connections (dashed lines).
The set of weighted connections looks as follows:
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W = {
〈ci1h1 ,W 〉, 〈ci2h1 ,W 〉, 〈ci3h2 ,W 〉, 〈ctht ,W 〉,
〈ch1o1 ,W 〉, 〈ch2o2 ,W 〉, 〈chto3 ,W 〉,
〈co2i2 , 1〉,
〈ci2h2 , R〉, 〈ci3h1 , R〉, 〈ch1o2 , R〉, 〈ch1o3 , R〉,
〈ch2o1 , R〉, 〈ch2o3 , R〉, 〈chto1 , R〉, 〈chto2 , R〉
}
where R ∈ [−r, r] \ {0}. The first line covers connections from neurons from
the input to neurons from the hidden layer, the second, connections from
neurons from the hidden to neurons from output layer, then there is one
recursive connection and, finally, eight additional connections: two between
neurons from input and hidden layer, and six between neurons from hidden
and output layer.
3.3 Chapter summary
In this Chapter the basic notions for neural networks were described along
with their mathematical background. Afterwards, a notation was described
that is used in the algorithm that translates a logic program into a neural net-
work. It gives us a glimpse on the used structures and encountered problems
in the construction of the translation algorithm in the next Chapter. Neurons
are defined in such a way that enables to encode the data about the associa-
tions with atoms and Horn clauses from a given logic program. Additionally,
each neuron is equipped with information which link the state of the neuron
with the truth/false value of the associated atom. I have sketched also a prob-
lem that concerns the recursive connections in the neural networks. Although
neural networks that model logic programs are three-layered, the definition of
the immediate consequence operator given at the end of the previous Chapter
enforce the implementation of additional neurons between the output and the
input layer, which have a unique activation function, that resolve the problem
of recursive connections described in details in Subsection 4.1.1.2 (see p. 75).
Chapter 4
Abductive hypotheses generation
According to the scheme of our abductive procedure from the Figure 1.3
(see p. 8), a logic program along with an abductive goal is translated into
a neural network, which in turn is trained by means of the Backpropagation
algorithm and then the trained neural network is translated back into a logic
program. What we already have underlined is that the translation algorithm
we want to use to translate a logic program P into a neural network N ex-
tends the translation algorithm that Garcez et al. [14] proposed. However,
the general idea of the way the translation is conveyed is preserved, i.e. the
resulting neural network N from a given logic program P simulates the way
the immediate consequence operator TP for a logic program P maps an in-
put interpretation in the form of a set of atoms into another set of atoms
that belongs to the Herbrand base of the logic program P. In the previous
chapter we have described the formal background for logic programs and we
have also proved that consequence of a logic program P and what follows,
the abductive goal GP for that logic program, can be defined employing the
immediate consequence operator TP (theorems 2.1, 2.3 and definition 2.33).
Those results will be the foundations for the extension of the Garcez’s et al.
translation algorithm.
The Chapter is organised as follows. The first part concerns the integra-
tion of logic programs with neural networks, i.e. the translation algorithm
proposed by Garcez et al. is described in details and afterwards, the way we
have extended it to fit our purpose. Next, the translation algorithm from neu-
ral networks to logic programs is defined. The second Section is devoted to
neural networks training process, i.e. the description of possible construction
of the training set in such a way, that after translation of the neural network
back into a logic program the Horn clause that once was the abductive goal
is now, in the sense of definition 2.3, a consequence of that program. After-
wards we move to the Section where the way the abducive hypotheses are
generated is described.
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4.1 Integration
In the next two subsections we are going to describe algorithm that translates
logic programs into neural networks, denoted by TP→N, and algorithm that
does the reverse operation—creates a logic program from a given artificial
neural network, denoted by TN→P . The first subsection is in turn divided
further into two parts where the first one describes in details the algorithm
proposed by Garcez et al. [14] and the second one our proposed extension
of the algorithm. The subsection that concerns the translation from neural
networks to logic programs is based on the work of Garcez et al.
4.1.1 Translation from logic programs to neural
networks
4.1.1.1 The existing algorithm
The algorithm that translates logic programs into neural networks that we
use here extends the one proposed by Garcez et al. [14, p. 48–50]. The general
idea behind the algorithm defined there is that for every Horn clause from
a logic program there is a hidden layer neuron, which connects neurons from
the input layer that have atoms from the body of that Horn clause as labels,
with the neuron from the output layer that has the head of that Horn clause
as a label. Definite logic programs are special cases of normal logic programs,
therefore we will describe one algorithm that translates both kinds of logic
programs into neural networks. Additionally, we will only deal with the case
in which all connections have the same weight1 and the negation will be
represented as a connection with a negative weight.
Let us consider the following example of a logic program:
P = {a2 ← a1,∼a4 ; a1 ← a3 ; a5 ←} (4.1)
The neural network corresponding to the logic program from the example 4.1
looks as it can be seen in the Figure 4.1.
Neurons i1 to i5 and o1 to o5 correspond to the atoms a1 to a5 (atoms
indexes do not necessarily correspond to the neurons indexes), neurons h1
and h2 correspond to the first and the second Horn clause from the logic
program P and finally, neurons t and ht represent the absence of the body
for the fact a5. Below is the list of all neurons along with their detailed
1 The algorithm that Garcez et al. [14, p. 48–50] proposes allows to create artificial
neural network with different weights for different connections, until all of the weights
exceeds some minimal value. The purpose of the simplification in the form of a one
universal weight for all connections is to improve clarity of the ideas and examples
















Fig. 4.1 Neural network that corresponds to the logic program from the example 4.1.
Black arrows denote connection with the weight W , snake arrow denote connection
with the weight −W (to represent the negation in front of the atom a4), dotted arrows
denote recursive connections with the weight 1.
parameters. Connections in the neural network 4.1 are of two types: positive
and negative feedforward connections with weights equal to W (arrows) and
−W (snake arrows), respectively; recursive connections (dotted arrows) that
link neurons from the output layer with neurons from the input layer with
the same label, i.e. associated with the same atom.
i1 = 〈g(·), 0, a1, Amin〉 h1 = 〈h(·), bh1 , h1, Amin〉 o1 = 〈h(·), bo1 , a2, Amin〉
i2 = 〈g(·), 0, a4, Amin〉 h2 = 〈h(·), bh2 , h2, Amin〉 o2 = 〈h(·), bo2 , a4, Amin〉
i3 = 〈g(·), 0, a2, Amin〉 ht = 〈1, 0, ht , Amin〉 o3 = 〈h(·), bo3 , a1, Amin〉
i4 = 〈g(·), 0, a3, Amin〉 o4 = 〈h(·), bo4 , a3, Amin〉
i5 = 〈g(·), 0, a5, Amin〉 o5 = 〈h(·), bo5 , a5, Amin〉
t = 〈1, 0, t, Amin〉
In order for a neural network to operate as the immediate consequence
operator for a logic program that the neural network was based on, weights
and biases have to have specific values. We will now consider an example
which will illustrate how biases and weights are calculated. For this purpose
let us assume a logic program P which has the following Horn clause (it may
contain other Horn clauses as well):
hx : a0 ← a1, . . . , ak,∼al, . . . ,∼am (4.2)
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with body where a1, . . . , ak are atoms and al, . . . , am are negated atoms.













Fig. 4.2 Single Horn clause example
Input layer neurons i1, . . . , ik are associated with atoms a1, . . . , ak and
il, . . . , im are associated with atoms al, . . . , am, hidden layer neurons h1,
. . . , hn, . . . , ho are associated with Horn clauses from logic program P which
have the same head, and where hn represents the Horn clause 4.2, which is of
our interest, and finally, output layer neuron op is associated with the head
of Horn clause 4.2, i.e. atom a0. There are two types of connections in the
Figure 4.2: arrows that stand for positive connections (weight above 0) and
snake arrows that stand for negative connections (weight below 0). Negative
connections are introduced to reflect the fact that some atoms in the bodies
of Horn clauses may be negated, as in our case are al, . . . , am.
The first value we want to calculate is the bias of the hidden layer neuron
hn. Before we do this we have to note three important assumptions that are
made here. The first one concerns the weights of the connections, i.e. we
assume that every positive connection has the same weight equal to W and
every negative connection has the same weight −W . The second assumption
is that the value Amin is the same for every neuron in the neural network.
Finally, the value Amax is equal to −Amin; as Garcez et al. write [14, p. 49],
this assumptions can be made without loss of generality2.
The bias bhn for the hidden layer neuron hn is calculated as average of the
minimal activation potential vminhn for which the neuron should be considered
to be true and the maximal activation potential vmaxhn for which the neuron
should be considered to be false:
2 As we will see, equations we are going to describe provide only the bottom limit









An interpretation I satisfies the body of Horn clause hx 4.2 iff it contains
its all positive atoms and does not contain any of its negative atoms. In other
words, all positive atoms from the body of Horn clause 4.2 are mapped to
true while all negative atoms are mapped to false. Therefore, the minimal
activation potential vminhn reflects a situation in which the following conditions
are met:
• neurons i1, . . . , ik, that are associated with positive atoms from the body
of hx, have the minimal activation potential that allows to consider them
active, i.e. Amin,
• neurons il, . . . , im, that are associated with negative atoms from the body
of hx, have maximal activation potential that allows to consider them to
be inactive, i.e. −Amin.
Since the activation potential depends on the number of the positive and
negative atoms in the body of a Horn clause (as can be seen in the Figure 4.2),
we have to introduce two additional functions that returns the number of
positive and negative atoms in the body of a Horn clause and their sum.












Now we can write down the equation for the activation potential vminhn :
vminhn = p(hx)AminW + n(hx)(−Amin)(−W ) =
= p(hx)AminW + n(hx)AminW
(4.4)
Similarly, an interpretation I does not satisfy the body of a Horn clause
hx 4.2 if it does not contain at least one positive atom or it contain at least
one negative atom. However, the maximal activation potential vmaxhn would be
generated in the first case. Therefore, the activation of neurons i1, . . . , ik−1
associated with positive atoms is equal to 1 and the activation of neuron ik
is maximal, i.e. it is equal to −Amin, and the activation of neurons il, . . . , im
associated with negative atoms is equal to −1:
vmaxhn = (p(hx)− 1)W + (−Amin)W + n(hx)(−1)(−W ) =
= (p(hx)− 1)W −AminW + n(hx)W
(4.5)
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Combining equations 4.4 and 4.5 with equation 4.3 we obtain the bias of





The bias for the output layer neuron op associated with the head of the
clause hx, that is atom a0, depends on the number of Horn clauses in the logic
program P that also have atom a0 in their heads. As in the case of the bias
for the hidden layer neuron, we will calculate minimal activation potential
vminop for which activation of the neuron op should exceed Amin value (in order
to be considered as true) and the maximal activation potential vopmax for
which the activation of the neuron op should be smaller than Amin value (in
order to be considered as false). The bias bop for the output layer neuron op







Knowing that the bias bop depends on the number of Horn clauses with
the same head as in the given Horn clause, we are going to define mapping
µ that returns the number of Horn clauses that have the same atom in their
head as has the given Horn clause.
Definition 4.4. Let hi be a Horn clause. The mapping µ : Hcl −→ N is
defined as follows:
µ(hi) = c({hj | hj ∈ P, head(hj) = head(hi)})
The minimal activation potential vminop is calculated for the situation when
the interpretation satisfies only the body of a considered Horn clause hx in
such a way that the hidden layer neuron hn has activation equal to Amin,
while the bodies of the rest of the Horn clauses in logic program P with atom
a0 in their head are not satisfied, hence corresponding hidden layer neurons
have activation equal to −1:
vminop = AminW + (µ(hx)− 1)(−1)W =
= AminW − (µ(hx)− 1)W
(4.8)
The maximal activation potential vmaxop is calculated for the situation when
the interpretation does not satisfy any body of the Horn clauses from logic
program P in such a way, that hidden layer neurons associated with those
Horn clauses have activation equal to −Amin value:
vmaxop = −Aminµ(hx)W (4.9)
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Combining equations 4.8 and 4.9 with the equation 4.7 we obtain the





The minimal activation potentials for which considered hidden and output
layer neurons are associated with truth value vminhn and v
min
op should be greater
than the maximal activation potentials vmaxhn and v
max
op for those neurons when
they are associated with false value (the usage of indexes “min” and “max”
can be misleading, but we have to remember, that “min” corresponds to the
















We can simplify both equations 4.11 and 4.12 into one condition on the
ground of the assumption that the Amin value is the same for all neurons. To
do so we need to generate values by means of the k and µ mapping for all
Horn clauses in the logic program P and choose the highest value amongst
them. We will now define two sets: one that contains values of k mapping for
every Horn clause in P (denoted by KP) and the second one that contains
values of µ mapping for every Horn clause in P (denoted by MuP).
Definition 4.5. Let hi be a Horn clause and P a logic program. The set KP
is defined as follows:
KP = {k(hi) | hi ∈ P}
Definition 4.6. Let hi be a Horn clause and P a logic program. The set
MuP is defined as follows:
MuP = {µ(hi) | hi ∈ P}




max(KP ∪MuP) + 1
(4.13)
Having defined biases for the hidden and output layer neurons we can now
calculate conditions for weight W of the connections. Let us look back at
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the Horn clause hx 4.2 and its neural representation (Figure 4.2). The hid-
den layer neuron should be associated with the value true if the activation
potential vhn is greater or equal to the value generated by all neurons associ-
ated with positive atoms that are at the minimum activation that allows to
consider them true (i.e. Amin) plus the value generated by all neurons asso-
ciated with negative atoms that are at the maximum activation that allows
to consider them false (i.e. −Amin) minus the calculated bias.
vhn ≥ p(hx)AminW + n(hx)(−Amin)(−W )− bhn
When we substitute for the bias bhn we obtain the following equation:




Additionally, we know that in order for the hn neuron to be considered true
the value of the activation function should be greater or equal to Amin. There-
fore:
h(vhn) ≥ Amin










Combining inequalities 4.14 and 4.15 results in the following inequality:












from which we obtain the condition for the weight W , given that W > 0:
W ≥ − 2
β
· ln(1−Amin)− ln(1 +Amin)
k(hx)(Amin − 1) +Amin + 1
(4.17)
Let us now consider the connections from hidden to output layer. The
activation potential vop for the output neuron to be considered as true should
be greater or equal than the value obtained when the hidden layer neuron
hn is considered to be true with the minimal activation equal to Amin, while
the rest of the hidden layer neurons connected to the concerned output layer
neuron op has activation equal to −1.
vop ≥ AminW + (µ(hx)− 1)(−1)W − bop
After substitution for the bias bop we obtain the following equation:
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Similarly to the hidden layer neurons, we know that in order for the op
neuron to be considered true the value of the activation function should be
greater or equal to Amin:
h(vop) ≥ Amin










Combining both inequalities 4.18 and 4.19 gives us the following inequality:












from which we obtain the condition for the weight W , given that W > 0:
W ≥ − 2
β
· ln(1−Amin)− ln(1 +Amin)
µ(hx)(Amin − 1) +Amin + 1
(4.21)
Similarly as in the case of the Amin value, we can unify conditions 4.17
and 4.21 under assumption, that every weight of the connection has the same
value (where negative connections have the same value also, but negative):
W ≥ 2
β
· ln(1 +Amin)− ln(1−Amin)
max(KP ∪MuP)(Amin − 1) +Amin + 1
(4.22)
Let us go back to our exemplary logic program P from 4.1 and the neural
network 4.1 that is associated with it. We have three Horn clauses in P:
h1 : a2 ← a1,∼a4 k(h1) = 2 µ(h1) = 1
h2 : a1 ← a3 k(h2) = 1 µ(h2) = 1
h3 : a5 ← k(h3) = 0 µ(h3) = 1
Applying equations 4.13 and 4.22 to logic program P from our example 4.1
we obtain the following results:
KP = {2, 1, 0}
MuP = {1}
max(KP ∪MuP) = 2
(4.23)
and the condition for Amin value:





Let us assume Amin =
1
2 . Let us further assume, that β in the activation
function h(·) is equal to 1. The condition for weight W looks as follows:
W ≥ 4.396 (4.25)
Neurons h1 and h2 are associated with Horn clauses h1 and h2, respectively.
Let us assume W = 4.5. We can now calculate biases for those neurons and












Given Amin value, weight W and calculated biases for hidden and output
layer neurons, we have now complete information about the neural network
from Figure 4.1 that is created on the basis of the logic program 4.1.
We will briefly sum up the translation algorithm from logic programs to
neural networks that Garcez et al. [14] propose:
1. Create neural network with hidden neurons associated with Horn clauses
from logic program P, input and output neurons corresponding with atoms
from Hebrand base BP for P and additional truth neuron in the input
layer, if P contains facts.
2. Connect input and hidden layer neurons, and then hidden and output
layer neurons in a way that neurons from the input layers associated wit
the atoms from the body of a given Horn clause are connected through
a hidden layer neuron associated with that Horn clause with the output
layer neuron that is associate with the head of that Horn clause.
3. Connect facts to the truth neuron via dedicated hidden layer neuron.
4. Add recursive connections from output to input layer neurons with the
same label, i.e. those that are associated with the same atom form BP .
5. Calculate k and µ values for every Horn clause in logic program P.
6. Calculate the threshold value for Amin and W . Establish Amin and W
values.
7. Give every connection weight W (or −W , if the connection runs from
input to hidden layer neuron and represents the negated atom).
8. Calculate biases for hidden and output layer neurons.
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Following these steps we obtain a neural networks which works in the same
way as the immediate consequence operator TP works for the logic program
P. Thus we are able to prove the following theorem:
Theorem 4.1. For each propositional normal logic program P, there exists
a feedforward artificial neural network N with exactly one hidden layer and
semi-linear neurons such that N computes TP .
The detailed proof of the Theorem 4.1 can be found in Garcez et al. [14,
p. 52–55]. The proof is conveyed in a form of a detailed analysis of a general
case of a Horn clause, similarly as it is given in the example 4.1, and the
calculations that follow from it.
4.1.1.2 The extension
Up to this point we have described in details how the translation algorithm
from logic programs to artificial neural networks that Garcez et al. [14] pro-
posed works. Now we are going to show how a logic program along with
an abductive goal can be translated into a neural network that is ready for
training.
Let us recall the logic program P from example 4.1:
P = {a2 ← a1,∼a4 ; a1 ← a3 ; a5 ←}
The Horn clause:
hg : a2 ← a3 (4.26)
is an abductive goal GP for P, because head(hg) /∈MPdn(hg)p , where:





We want head(hg) to be an element of the MPdn(hg)p
, therefore at first we
build a neural network by means of the translation algorithm from Garcez et
al. [14], that was described in the previous subsection, for the Pdn(hg)p logic
program. The results are shown in the Figure 4.3—there are two differences,
though. The first one is that there was added a “black rectangle”, which is
visible in the Figure, and the second one is that there are more output layer
neurons than input layer neurons, i.e. there is no input layer neuron for atom
ah3 . Those differences will be discussed in the later part of the subsection.
The association between atoms from logic program Pdn(hg)p and the neural
network from the Figure 4.3 looks as shown below (the ’!’ sign denotes
















Fig. 4.3 Neural network that corresponds to the logic program from the example 4.27
created by means of the Garcez’s et al. [14] algorithm. Arrows denote connections with
the weight W , dotted arrows denote recursive connections with the weight 1 and the
meaning of the black rectangle is discussed on p. 85.
association between given neuron and atom or Horn clause). Neurons t and
ht have been omitted, because they serve only to generate “truth signal”
and for this reason they are not associated with any of the atoms from logic
program Pdn(hg)p .
i1! a1 h1! h1 o1! a2
i2! a
n
4 h2! h2 o2! a
n
4
i3! a2 o3! a1
i4! a3 o4! a3




Now, in order to be able to train the neural network to contain new infor-
mation of the form of new Horn clauses (after translating the trained neural
network back to the form of a logic program) we add additional hidden layer
neurons—a fixed and the same number for every neuron form the output
layer that is not associated with a fact form a logic program P. How the
number of additional hidden layer neurons is established will be discussed in
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the later part of the subsection. We exclude neurons associated with facts
because such atoms will always be true in any interpretation that is a model
for a logic program. In terms of neural networks this means that the output
layer neurons associated with facts will always be active, because of their
connection with the truth neuron. Afterwards, we connect additional hidden
layer neurons with other neurons in the neural network in the following way:
1. Additional hidden layer neurons are connected with the output layer neu-
rons that they were established for, i.e. if we choose to add two additional
hidden layer neurons per output layer neuron, then first two additional
hidden layer neurons are connected only with the first output layer neu-
ron, the next two additional hidden layer neurons are connected only with
the second output layer neuron, and so on.
2. Each input layer neuron (with the exception of the t neuron) is connected
with every additional hidden layer neuron, if the additional hidden layer
neuron is not connected to the output layer neuron with the same label as
the concerned input layer neuron.
3. The hidden layer neuron ht is connected to every output layer neuron, if
it was not already connected with it or, if it is not the head of the GP .
All those new additional connections have to have weight close to 0 but not
0, because of the symmetry that can cause problems during neural network
training—similarly as in [14, p. 59].
The first kind of additional connections between additional hidden layer
neurons and output neurons basically defines how many new Horn clauses
can be established with the same atom as their head, because each additional
hidden layer neuron is connected to only one output layer neuron. The sec-
ond kind of additional connections serves exactly the same purpose—input
neurons are connected with all additional hidden layer neurons in order to
enable new Horn clauses formulation during the training process. However,
there are some connections that we want to avoid, namely those which would
create a connection between the same atoms and therefore, they would lead
to formulation of tautological Horn clauses, that is clauses of the form:
ai ← ah, . . . , ai, . . . , ak
In the Figure 4.4 we can see a part of the neural network from the Figure 4.3
that is enriched by additional hidden layer neurons (two per each output
layer neuron) and additional connections from input to hidden layer and from
hidden to output layer. As we can see, there are no additional connections
between neuron i1 and additional hidden layer neurons h7 and h8, because
both additional hidden layer neurons are connected with the output layer
neuron o3, which in turn is associated with the same atom as the input
layer neuron i1 is, what is represented by the fact that there is a recursive
connection between neuron o3 and i3.
Finally, we add additional connections between hidden layer truth neuron
ht and all output layer neurons that are neither labelled with the head of the












Fig. 4.4 Neural network that corresponds to the part of the logic program from the
example 4.27. Black arrows denote connection with the weight W , dashed arrows
denote additional connections, dotted arrows denote recursive connections with the
weight 1 and dashed circles denote additional hidden layer neurons.
goal Horn clause GP nor are already connected to the ht neuron, i.e. they are
associated with atoms that are heads of facts in logic program P. On the one
hand, we do not have to double connections for neurons that are associated
with facts because they cannot become “more factive”, hence the second
restriction. On the other hand, we want the head of the goal Horn clause GP
to be an element of the fixpoint of the immediate consequence operator TP
but we do not want just to add it to the set but instead, we want to build
connections amongst neurons in the neural network that enable the head of
the abductive goal GP to appear in it. Therefore, we have the first restriction.
The whole enriched neural network that results form the neural network
from the Figure 4.3 can be seen in the Figure 4.5 where all of the “original”
neurons and connections are depicted along with the additional hidden layer
neurons (two per each output layer neuron) and additional connections.
Before we discuss the problem of the recursive connections from output
layer neurons associated with atoms that have upper index h (in the Fig-
ure 4.5 the problem is marked by a black rectangle), we will show, that we
do not have to modify equations that concern biases of the neurons from the
previous subsection. Let us recall the Horn clause hx form the example 4.2:
hx : a0 ← a1, . . . , ak,∼al, . . . ,∼am
Enriching the neural network that is shown in the Figure 4.2 by additional
hidden layer neurons and additional connections we obtain a neural network

























Fig. 4.5 Neural network that corresponds to the logic program from the exam-
ple 4.27. Arrows denote connection with the weight W , dashed arrows denote addi-
tional connections, dotted arrows denote recursive connections with the weight 1 and
dashed circles denote additional hidden layer neurons.
We do not change anything concerning the input layer neurons and what is
more, we do not allow to create new connections between input layer neurons
and hidden layer neurons that are not additional ones (as can be seen in the
Figure 4.5 and even more clearly in the Figure 4.4). In other words, the neural
network that was created at the beginning (see Figure 4.3) is not changed as
far as original hidden layer neurons are concerned. Therefore, equation 4.6
that allow us to calculate the bias bhn for the neuron hn can be left unchanged.
The situation seems to be different in case of the output layer neuron op.
There are multiple additional connections that run from additional hidden
layer neurons to the neuron op and one additional connection from hidden


















Fig. 4.6 Single Horn clause example—enriched
layer truth neuron ht that also serves as input for the neuron op. As in the
previous subsection, we will calculate the bias for the neuron op as average
from the minimal activation potential vminop , according to which the neuron
op should be considered active, and maximal activation potential v
max
op , ac-







We have to extend the equation 4.8 for calculation of the minimal activa-
tion potential vminop with the signal that the neuron op receives from additional
hidden layer neurons hu, . . . , hw, and the hidden layer truth neuron ht. We
can assume that there is l additional hidden layer neurons (as it is stated in
the Figure 4.6) and that each additional connection from additional hidden
layer neuron with the neuron op has some maximal weight r. In such case, the
activation potential would be minimal, if all additional hidden layer neurons
have their output signal −13. The output signal of the hidden layer truth
neuron ht is always equal to 1, therefore we will assume, that the weight of
the additional connection that connects ht neuron with op neuron is equal to
−r.
3 We could have assumed the opposite, i.e. that additional connections from additional
hidden layer neurons have value −r and the output signal of additional hidden layer
neurons is 1.
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vminop = AminW − (µ(hx)− 1)W + l(−1)r + (−r) =
= AminW − (µ(hx)− 1)W − r(l + 1)
(4.28)
Similarly, we have to add to equation 4.9, that allows us to calculate acti-
vation potential vmaxop , information about additional connections from addi-
tional hidden layer neurons and the truth neuron. In this case we assume that
all of the l additional hidden layer neurons are in 1 state and that they are
connected with the neuron op with weight r. Additionally, the truth neuron
is also connected with the neuron op with the weight r.
vmaxop = −Aminµ(hx)W + lr + r =
= −Aminµ(hx)W + r(l + 1)
(4.29)
After substitution for activation potentials vminop and v
max
op to the equa-






For the same reason the equation 4.13 that defines the boundary condition
for Amin value is can be used here:
Amin >
max(KP ∪MuP)− 1
max(KP ∪MuP) + 1
Now we are going to calculate the condition for the weight of the connec-
tions W . Since there is no change for the hidden layer neurons the condition
in equation 4.17 remains the same:
W ≥ − 2
β
· ln(1−Amin)− ln(1 +Amin)
k(hx)(Amin − 1) +Amin + 1
In the light of the assumption that every weight of a connection in the neural
network is equal to W or −W we can generalize the above given equation for
the whole logic program:
W ≥ − 2
β
· ln(1−Amin)− ln(1 +Amin)
max(KP)(Amin − 1) +Amin + 1
(4.30)
This is not the case, if we take under consideration output layer neurons.
On the one hand, the activation of the neuron op should be greater than the
Amin value, if we consider neuron op to be true. Hence, the first condition is
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On the other hand, if the neuron op is considered to be true, then the acti-
vation potential vminop should be grater than the value obtained when the hn
neuron is in minimal activation state, i.e. its output signal is equal to Amin,
the rest of the hidden layer neurons that are not additional ones and are
connected with the neuron op have their output signal equal to −1, all of the
additional hidden layer neurons that are connected with the op neuron have
output signal equal to −1 and the weight of their additional connections is
equal to r, the weight of the additional connection between hidden layer truth
neuron ht and the neuron op is equal to −r, and finally, minus the bias bop :
vop ≥ AminW + (µ(hx)− 1)(−1)W + l(−1)r + (−r)− bop
and after substitution for the bias bop we obtain:




Combining both inequalities 4.31 and 4.19 gives us the following inequality:












from which we obtain the condition for the weight W , given that W > 0:
W ≥ − 2
β
· ln(1−Amin)− ln(1 +Amin) + r(l + 1)
µ(hx)(Amin − 1) +Amin + 1
(4.33)
We can generalise the condition for the whole logic program as in the case of
the equation 4.30:
W ≥ − 2
β
· ln(1−Amin)− ln(1 +Amin) + r(l + 1)
max(MuP)(Amin − 1) +Amin + 1
(4.34)
In case of the logic program Pdn(hg)p from the example 4.27 and the neural
network structure that was created on its basis, now is the time to calculate
the weight W of connections and the Amin value along with biases for hidden
and output layer neurons. Given the Horn clauses from logic program Pdn(hg)p :
h1 : a2 ← a1, an4 k(h1) = 2 µ(h1) = 1
h2 : a1 ← a3 k(h2) = 1 µ(h2) = 1
h3 : a5 ← k(h3) = 0 µ(h3) = 1
h4 : a
h
3 ← k(h4) = 0 µ(h4) = 1
we obtain the following sets:
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KPdn(hg)p









Let us assume that Amin = 0.5. Let us further assume that β = 1, therefore
from equation 4.30 we obtain the following inequality:
W ≥ 4.396 (4.37)
At the beginning of this subsection we decided that there are two additional
neurons per output layer neuron (l = 2). In order to be able to calculate the
second inequality for weight W from equation 4.34 we have to assume some
value for r, e.g. r = 0.05. Therefore, we have the following:
W ≥ 1.898 (4.38)
It turns out that for this particular example we can use the same weight
W = 4.5 as in the example form the previous subsection that concerned
logic program 4.1 and neural network 4.1 obtained from it. Using Amin and
W values we can calculate biases for hidden and output layer neurons. As
a result we obtain almost all information that we need to complete the neural
network, which is shown below:
i1 = 〈g(·), 0, a1, 0.5〉 h1 = 〈h(·), 3.375, h1, 0.5〉 o1 = 〈h(·), 0, a2, 0.5〉
i2 = 〈g(·), 0, an4 , 0.5〉 h2 = 〈h(·), 0, h2, 0.5〉 o2 = 〈h(·), 0, an4 , 0.5〉
i3 = 〈g(·), 0, a2, 0.5〉 ht = 〈1, 0, ht , 0.5〉 o3 = 〈h(·), 0, a1, 0.5〉
i4 = 〈g(·), 0, a3, 0.5〉 o4 = 〈h(·), 0, a3, 0.5〉
i5 = 〈g(·), 0, a5, 0.5〉 o5 = 〈h(·), 0, a5, 0.5〉
t = 〈1, 0, t, 0.5〉 o6 = 〈h(·), 0, ah3 , 0.5〉
The additional hidden layer neurons are not listed above, because they are
all the same except for the label :
hi = 〈h(·), ba, han, 0〉
where i ∈ [3, 10] and n ∈ [1, 8] (there are 2 additional hidden layer neurons
per output layer neuron and we have 4 output layer neurons that are not
associated with facts, therefore there are 8 additional hidden layer neurons).
There is one last part of the neural network that needs to be explained. We
have to deal with the problem of recursive connections and absence of some
of the input layer neurons that would be associated with atoms with upper
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index h. Both problems are strictly connected with the definition 2.46 of
the immediate consequence operator TP and the way it maps interpretations
into interpretations for a given logic program. Let us recall that the head
of a given Horn clause hi belongs to the set that is the result of applying
immediate consequence operator TP to an interpretation IP , if all atoms
from the positive part of the body of clause hi, or their counterparts with the
upper index h, belong to the interpretation IP and at the same time, no atom
that belongs to the negative part of the body of clause hi is an element of the
interpretation IP . Now, the problem concerns the “or” part, namely, when it
is the case that there are two output layer neurons where one is associated
with atom aj and the other one is associated with its counterpart a
h
j . We
could just place in the input layer a neuron that is associated with the atom
ahj . However, then we would have to face the next problem: the immediate
consequence operator TP cannot differentiate between an atom aj and its
counterpart ahj as far as the body of a Horn clause is concerned, therefore
the neural network that is supposed to model the way the TP operator works
should also “not differentiate” between both input neurons. Having neurons
in the input layer for both: atom aj and its counterpart a
h
j we would have to
modify the structure of the network in such a way that it would guarantee
that when all other conditions are met, the output layer neuron associated
with the head of a Horn clause containing atom aj is considered active if either
the neuron associated with atom aj or the neuron associated with atom a
h
j is
considered active. On the one hand, such modifications would lead to other
complications concerning training of the neural network or interpretation of
the translated neural network into a logic program. On the other hand, when
we consider the way the immediate consequence operator TP works for a logic
program P we treat an exemplary atom aj from the interpretation IP as the
same atom aj , if it belongs to the set that is a result of the application of TP
operator to the interpretation IP . However, the situation is different after the
translation of the logic program P into a neural network N. An input layer
neuron associated with atom aj from the interpretation IP is independent
from a neuron from the output layer that is associated with the same atom
aj and here interpreted as an element of the set resulting from application
of TP operator to the interpretation IP . As we will see in the Section 4.2
about neural network training the recursive connections serve only to carry
the information about the state of the neuron from the output layer, that
is associated with a given atom, to the neuron from the input layer, that
is associated with the same atom, in order to set the state of the input
layer neuron to be the same as the state of the output layer neuron. This is
the reason for which recurrent connections are left untouched while neural
network training. Having this perspective in mind it seems that the solution
to the problem of atoms with the upper index h should be organised in such
a way that it would not influence the part of the neural network that will
be trained. For that reason I decided to add additional neurons between the
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output and the input layer, which will mediate the output signal from the
output layer neurons on the recurrent connections to the input layer neurons.
Let us examine a part of the neural network from example 4.27 where the
problem occurs, i.e. between atoms a3 (associated with neuron i4 and o4) and
ah3 (associated with neuron o5). Figure 4.7 shows part of the neural network















Fig. 4.7 Part of the neural network from the example 4.5 with the problematic point
denoted by black rectangle.
Our goal is to merge signals from two recurrent connections running from
neurons o4 and o5 into one signal that serves as an input for neuron i4. There
are two conditions that have to be fulfilled:
1. The output signal of neuron i4 has to be between [−1, 1].
2. Neuron i4 should be always active.
The first condition is concerned with the fact that the activation function
in the input layer neurons is the identity function g(x) and when the input
signal for such neuron exceeds 1 it can “dominate” the rest of the input
neurons connected to the same hidden layer neuron, since the calculations of
the Amin and W values, and what follows, biases for hidden and output layer
neurons assumed that the maximal output value of any input layer neuron is
equal to 1. Therefore, it could be the case that a hidden layer neuron would
be considered active, if not all of the input layer neurons that are connected
to it with a positive weight W are considered to be active, or even if one of
the input layer neurons that is connected to it with a negative weight W is
considered to be active. In the first case the situation for the logic program
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would look as if the head of a Horn clause could belong to the set resulting
from applying the immediate consequence operator to an interpretation that
does not contain all of the positive atoms from the body of that Horn clause.
In the second case the result would be similar, but now the interpretation
that serves as an input for the immediate consequence operator contain one
of the atoms that occur negatively in the body of a concerned Horn clause.
In order to be sure that the output signal of the input neurons has its
values between −1 and 1, we can act in two different ways:
1. We can add an additional neuron ra that has neurons o4 and o6 as inputs,
and neuron i4 as a receiver of the output signal, that would serve as a sum-
ming junction for output signals from those two output layer neurons.
2. We can can change the activation function in the input layer neurons from
identity function g(x) to a function which returns values from the interval
[−1, 1].
We have already stated before that we want to minimise changes in the
part of the neural network that will be influenced by the training process.
Therefore we chose the first solution, i.e. we add an additional neuron ra in
place of the black rectangle from the Figure 4.7 that will combine signals
from output layer neurons that are associated with atoms and counterparts
of those atoms. We propose the following activation for neuron ra:
y(x) =

−1 if x ≤ −1
x if x ∈ (−1; 1)
1 if x ≥ 1
(4.39)
As it turns out, this solution allows us to manage also the second condition
in an easy and clean manner. Let us recall that we want the “permanent
activation” of the neuron from the input layer. This requirement is concerned
with the fact that if this problem occurs for neurons from input and output
layer that are associated with an atom ai it is because of the existence of the
output layer neuron that is associated with the counterpart ahi of the atom ai.
We know that counterparts of atoms are added to the logic program only as
facts. Therefore, it is always the case that the neuron that is associated with
the problematic atom ahi is located only in the output layer and additionally,
it will be always connected with the truth neuron. This is consistent with
the way the immediate consequence operator TP works for a logic program P
that is enriched by facts in the form of counterparts of atoms that are already
in the program P. Starting from arbitrary interpretation the TP operator will
return the set of atoms that contains all atoms with the upper index h. What
follows, in consecutive iterations of TP operator, if all other conditions are
met, we obtain the head of a Horn clause that contains atom ai in the body
even if atom ai was not an element of the interpretation that was an argument




Neuron associated with a given atom is considered to be true when its
activation is greater than the Amin value. The additional neuron na that
combines signals from output layer neurons associated with atom ai and its
counterpart ahi is connected with those neurons, as well as with the input
layer neuron associated with atom ai, and the weight of those connections
is equal to 1. Therefore, the activation of neuron na will be the same as
the activation of the input layer neuron associated with atom ai, if we do
not want to add some bias to the input layer neuron. The lowest possible
activation of the additional na neuron would be equal to Amin − 14, because
the lowest activation of the output layer neuron associated with atom ai is
equal to −1 and the lowest activation of the output layer neuron associated
with atom ahi is equal to Amin.
The easy solution that will keep the activation of the input layer neu-






min if x ≤ Amin +Aamin
x if x ∈ (Amin +Aamin; 1)
1 if x ≥ 1
(4.40)
The Aamin factor is needed because, as we have stated above, a neuron is
considered to be true when its activation is greater than the Amin value.
For every pair of an atom and its counterpart with the upper index h
the situation looks the same. Therefore, instead of black rectangles we place
additional neuron between the output and input layer with k(·) as activa-
tion function, bias equal to 0, labelled oin (where n ∈ N) and 0 instead of
Amin value, since there is no sense to talk about this neuron in truth/false
categories:
rn = 〈k(·), 0, oin, 0〉 (4.41)





Fig. 4.8 Neuron that combines signals from output layer neurons in the problematic
place marked in the example 4.5 by a black rectangle. All connections are dotted, i.e.
treated as recursive, which means they have weight equal to 1. Labels of the neurons
that are connected with the rn neuron are indicated near each connection.
4 In fact, the activation of the additional neuron will be slightly greater than the
value Amin − 1, because the output layer neuron associated with atom ahi is always
considered true, therefore its activation is greater than Amin value.
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It is worth noting that such solution allows us to maintain at least part
of the information about the output layer neuron associated with an atom
ai for the input layer neuron that is also associated with the atom ai. The
input layer neuron reflects the activation of the neuron rn, because it has
identity function as activation function. As we can see, the function k(·) from
equation 4.40 keeps the input layer neuron in a state in which in is considered
to be true. But the state of our input layer neuron (and every other) is more
complex than the logical division true/false, i.e. although given neuron is for
example considered to be true it can be activated in range [Amin + A
a
min; 1].
Therefore, different states of the output layer neuron associated with the
atom ai would reflect in a different states of the input layer neuron that is
associated with the same atom preserving that it would be considered true.
At this point we have a complete transformation of a logic program and
an abductive goal into a neural network. It appears that there are multiple
factors and coefficients that influence the shape of the neural network as well
as some of the properties of parts of the neural network. Those factors and
coefficients can influence the process of neural network training therefore we
want to take them into account while translating a logic program and an
abductive goal into a neural network. We can list all of the factors that we
want to consider:
• β — coefficient in the h(·) activation function described by equation 3.12,
• l — number of additional neurons in the hidden layer per output layer
neuron,
• r — limits for the range for the weight of additional connections r (addi-
tional connections have random values in the range [−r, r] without 0),
• ba — bias for additional hidden layer neurons,
• Aamin — coefficient for the k(·) activation function,
• W f — weight W factor,
• Afmin — Amin value factor.
The first factor, i.e. β is concerned with the construction of the neurons
that establish hidden and output layer of the neural network. The next three
factors, i.e. l, r and ba are concerned with the addition of the neurons in
the hidden layer and additional connections between neurons from input and
hidden layer, and hidden and output layer. Factor Aamin is added because
of the aroused problem with the neurons associated with atoms and their
counterparts with upper index h. Finally, two last factors, i.e. W f and Afmin
are added, because equations 4.13, 4.30 and 4.34 allow only to calculate the
limit for Amin and W values. In order to be able to control their values we






W = W b +W f (4.43)
where W b and Abmin will be calculated by means of mentioned equations.
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Now we can finally describe the whole translation algorithm. We assume,
that the starting point is a logic program P and an abductive goal GP for
that logic program, and that we have provided all factors and coefficients
mentioned above:
1. Create positive version of the logic program P, denoted by Pp, and positive
version of the abductive goal GP , denoted by dn(GP).
2. Create modified version of the logic program Pp w.r.t. the abductive goal
dn(GP), i.e. Pdn(GP)p .
3. Calculate Abmin (by means of equation 4.13) and W
b (by means of equa-
tions 4.22 and 4.30—choose greater value) values and what follows, Amin
and W values (by means of equations 4.42 and 4.43, respectively).
4. Add the truth neuron t to the input layer and neuron ht to the hidden
layer.
5. For every Horn clause from logic program Pdn(GP)p :
a. Add output layer neuron associated with the head of the Horn clause;
exceptions:
• there already exists an output layer neuron that is associated with
that atom.
b. If the Horn clause is a fact, then connect added output layer neuron
with the ht neuron. Otherwise, add a hidden layer neuron and connect
it with the added output layer neuron.
c. Add input layer neuron for each atom from the body of the Horn clause
and for the head of the Horn clause; exceptions:
• there already exists an output layer neuron that is associated with
that atom,
• the head of the Horn clause has upper index h and the counterpart
of this atom is an element of the Herbrand base BPdn(GP )p
.
d. Connect all neurons from the input layer that are associated with atoms
from the body of the Horn clause with the hidden layer neuron (if atom
is preceded with negation, then the weight of the connection is −W ).
e. Add output layer neuron for each atom from the body of the Horn
clause; exceptions:
• there already exists an output layer neuron that is associated with
that atom.
6. For each output layer neuron add l additional hidden layer neurons with
bias ba and Amin value; exceptions:
• output layer neuron represents a fact.
7. Add additional connections between additional hidden layer neurons and
proper output layer neurons. Weight of the additional connections is a ran-
dom value from range [−r, r] without 0.
8. Add additional connections between ht neuron and output layer neurons;
exceptions:
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• output layer neuron represents a fact,
• output layer neuron is associated with the head of abductive goal GP .
9. Add additional connections between the input layer neurons and the hid-
den layer neurons; exceptions:
• the input layer neuron has the same label as the output layer neuron
that is connected with the hidden layer neuron,
• hidden layer neuron is ht neuron.
10. Add additional neurons between the output and the input layer for all
those input layer neurons that are associated with atoms for which there
exist counterparts with upper index h in the Herbrand base BPdn(GP )p
.
11. Add recursive connections, i.e. connections with weight equal to 1, for the
following neurons:
• between the output layer neurons associated with atoms for and those
associated with counterparts for those atoms, and additional neurons
added in the previous step,
• between additional neurons added in the previous step and proper input
layer neurons,
• all other output layer neurons and input layer neurons that have the
same label.
The detailed translation algorithm is given in the Appendix 8.
4.1.2 Translation from neural networks to logic
programs
Andrews et al. [2, p. 376] proposed the method of classification for different
strategies of rules (of any kind) extraction from trained neural networks,
which consists of five dimensions:
1. The expressive power of the extracted rules.
2. The translucency of the view taken within the rule extraction technique
of the underlying artificial neural network units.
3. The extent to which the underlying artificial neural network incorporates
specialised training regimes.
4. The quality of the extracted rules.
5. The algorithmic complexity of the rule extraction/rule refinement tech-
nique.
The first dimension concerns the form of the extracted rules. As the authors
underline, in majority of cases rules are of the form if . . . then. . . else and the
difference between strategies lies only in the field of values used in the logic,
i.e. standard two-valued Boolean logic or fuzzy logic.
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According to the second dimension, there are three ways of extracting
rules from a given neural network: pedagogical, decompositional and eclectic.
The difference between these approaches is in the treatment of the neural
network. The first method maps all possible input states into output states,
regardless of the neural network hidden structures. Thus, the neural network
is treated as a black box equipped with some function that allows to generate
an output state from any given input state, and our goal is to model this
function by the mentioned mapping. Andrews et al. [2] describe the neural
network in this approach as opaque, since we do not want to have access to
the internal structure of the network.
The second approach, i.e. the decompositional strategy, uses internal struc-
ture of the neural network to generate the set of rules that reflects the way the
neural network works. Algorithms operating in such approach create rules for
every hidden and output layer neuron alone—not for the whole output layer
in the neural network, like it was described in the previous approach. There-
fore, in terms of translucency, a neural network is transparent in this setting.
The eclectic group contains approaches that use techniques from both, the
pedagogical and the decompositional strategies.
It could be the case that the rule extraction technique requires special
“training regime” for artificial neural network. Therefore, the third dimen-
sion concerns the portability of the rule extraction techniques across various
artificial neural networks architectures [2, p. 377].
In the fourth dimension the translation algorithm is evaluated according
to the quality of the translations, where the quality of a translation is estab-
lished by the following criteria: accuracy (ability of correct classification of
the previously unseen examples), fidelity (coverage of the whole information
embodied in the neural network), consistency (sets of rules extracted from
the neural networks under different training sessions produce the same clas-
sifications of unseen examples) and comprehensibility (the size of the set of
rules and the size of the rules). What should be noted here is the comment
from Andrews et al. “on the issue of rule quality in general and rule compre-
hensibility in particular [. . . ] that the focus of discussion is exclusively on rule
syntax and not on the more problematic area of rule semantics” [2, p. 377].
Finally, the translation algorithm should be evaluated also for its complex-
ity. In other words, the more efficient the algorithm is, the better evaluation
it gets.
We are going to use the approach described by Garcez et al. [14, ch. 5] at
the beginning of the chapter, which is placed in the pedagogical strategies of
translating neural networks into sets of rules. According to the five dimensions
given by Andrews et al. [2]:
1. The set of rules obtained after translation consists of propositional Horn
clauses and a two-valued logic.
2. The neural network is treated as a black box and our task is to map
every possible combination of the activation of input layer neurons into
the activation of the output layer neurons.
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3. The algorithm will be used only with specific three-layered neural net-
works, that were described earlier.
4. The algorithm is sound and complete.
5. The complexity of the algorithm is 2n, where n is the number of the input
layer neurons.
The choice of the logic and form of the Horn clauses for the extracted
rules is dictated by our goal, i.e. we want to compare the obtained results
with the initial knowledge base, which in turn is formalised in the language
of propositional normal logic programs.
Garcez et al. [14, ch. 5] chose to implement pedagogical approach, but in
order to reduce the search space, which for every combination of the input
layer neurons states is equal to 2n, where n is the number of the input layer
neurons, they propose a number of improvements that allow to narrow it
down. This is possible due to the nature of the translated neural networks,
i.e. the input layer neurons will be checked only for two states: 1 and −1
(which correspond to the true and false states, respectively), and neurons
from the hidden and output layer have bipolar sigmoid activation function,
and additionally, they are “equipped” with a special value Amin that allow to
decide if an atom associated with a given neuron should be mapped to true
or false. This is also the reason why the translation algorithm is designed
only for a certain kind of neural networks and why some information saved
in the neural network is “lost” due to the translation. It should be noted that
although improvements proposed by Garcez et al. decrease the search space
for the majority of problems, in the worst case the complexity is still 2n.
Similarly as Garcez et al. [14, ch. 5], we are going to use the pedagogi-
cal approach, because “only pedagogical approaches can guarantee that the
knowledge extracted is equivalent to the network, i.e. that the extraction
process is sound and complete” [14, p. 116]. The difference is that after the
extraction of the rules from a given neural network we are going to simplify
the logic program.
Having established all properties of the translation algorithm the problem
of finding a set of Horn clauses that can be associated with a given neural
network can be stated in a general form as follows:
Given a particular set of weights Wij and thresholds θi, resulting from a train-
ing process on a neural network, find for each input vector i, all the outputs oj
in the corresponding output vector o such that the activation of oj is greater
than Amin, where Amin ∈ (0, 1) is a predefined value. [14, p. 114]
Some of the improvements to the translation algorithm proposed by Garcez
et al. that reduce the search space can be described on the level of the lan-
guage of the propositional logic programs. The first one, which is stated in
the Proposition 4.1, concerns the following intuition: given two Horn clauses
hi and hj with the same head (head(hi) = head(hj)) and the body of one
Horn clause as a subset of the body of the other (body(hi) ⊆ body(hj)), we
can create two logic programs—one with both Horn clauses (Pk = {hi, hj})
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and one with the Horn clause with the “smaller” body (Pl = {hi})—which
cannot be distinguished as long as interpretations are concerned. In other
words, all and only those interpretations that are models for the first logic
program are all and only models for the second logic program.
Proposition 4.1. Let us assume that hi : ak ← ll, . . . , lm and hj : ak ←
ll, . . . , lm, . . . , ln are Horn clauses, where body(hi) ⊆ body(hj). Let us further
assume that P1 = {hi, hj} and P2 = {hi} are normal logic programs. An
interpretation I is a model for P1 iff I is a model for P2.
Proof. (→) If interpretation I is a model for P1, i.e. a set of Horn clauses,
then by by Definition 2.23 every Horn clause from P1 is mapped to true, i.e.
I is a model for hi and hj—clauses from P1. That means that I is a model
for every Horn clause from P2, since hi is the only Horn clause that is an
element of P2.
(←) If interpretation I is a model for P2, then by Definition 2.23 hi,
which is the only element of P2, is mapped to true. In such situation, by
Corollary 2.10, we have the following three possibilities:
1. ak ∈ I, therefore by Corollary 2.10 hi and hj are mapped to true, and by
Definition 2.23 interpretation I is a model for P1.
2. There is a positive literal lo in the body(hi) and lo /∈ I. Since body(hi) ⊆
body(hj), then lo ∈ body(hj) and what follows, by Corollary 2.10 hi and
hj are mapped to true, and by Definition 2.23 interpretation I is a model
for P1.
3. There is a negative literal lo in the body(hi) and b(lo) ∈ I. Since body(hi) ⊆
body(hj), then lo ∈ body(hj) and what follows, by Corollary 2.10 hi and
hj are mapped to true, and by Definition 2.23 interpretation I is a model
for P1. ut
The Proposition 4.1 serves as a base for the definition of the first simplifi-
cation mechanism for logic programs, i.e. if a logic program P contains two
Horn clauses: hj and hk, where the body of the clause hj is a subset of the
body of the clause hk, and both Horn clauses have the same head, then we
remove the clause hk from the logic program P.
Definition 4.7. Let Pi be a normal logic program and P be a family of logic
programs. The mapping simp1 : P −→ P is defined as follows:
simp1(Pi) =

Pi \ {hk} if there is hj ∈ Pi such that:
body(hj) ⊆ body(hk)
Pi otherwise
It appears that there is another reason for the reduction of the number
of Horn clauses in a logic program P, namely the situation when program
P contains two Horn clauses: hj and hk, where both clauses have the same
head, while the body of the clause hj differs from the body of the clause
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hk only in such a way, that the symmetric difference between them is a set
of complementary literals. Let us assume for example that the body of the
clause hj contains an atom ax and a literal ∼ ay, if the body of the clause
hk contains a literal ∼ ax and an atom ay instead of the atom ax and the
literal ∼ ay, and the rest of literals the same as the body of Horn clause
hj , then the symmetric difference between bodies of those two Horn clauses
yields the following set of complementary literals: {ax,∼ax, ay,∼ay}. In such
a situation we can remove both Horn clauses from the program P and instead
add a “new” one that has the same head as both former clauses hj and hk,
and the body consisting only of those literals that were common elements
between both clauses. In other words, the “new” Horn clause has the body
of the clause hj with removed literal ∼ ax and atom ay, which is the same
as the body of the clause hk with removed atom ax and literal ∼ay. Let us
now define the mapping that returns the symmetric difference between the
bodies of two Horn clauses.
Definition 4.8. Let hi and hj be normal Horn clauses, Hcl be a family
of normal Horn clauses and L be a family of sets of literals. The mapping
dif : Hcl2 −→ L is defined as follows:
dif(hi, hj) =df {lx | lx ∈ body(hi) ∪ body(hj), lx /∈ body(hi) or lx /∈ body(hj)}
We can use the newly defined mapping to establish a property of two Horn
clauses that have the same head and their bodies differ in such a way that the
symmetric difference between them returns the set of complementary literals.
We will call such clauses complementary.
Definition 4.9. Let hi and hj be a normal Horn clauses, and ax an atom.
We call hi and hj complementary iff head(hi) = head(hj), dif(hi, hj) 6= ∅ and
one of the following conditions is satisfied:
• if ax ∈ dif(hi, hj) and ax ∈ body(hi), then ∼ ax ∈ dif(hi, hj) and ∼ ax ∈
body(hj),
• if ∼ ax ∈ dif(hi, hj) and ∼ ax ∈ body(hi), then ax ∈ dif(hi, hj) and ax ∈
body(hj).
For example, the following two Horn clauses are complementary:
h1 : a1 ← a2,∼a3, a4,∼a5
h2 : a1 ← a2,∼a3,∼a4, a5
(4.44)
Now we can prove that as far as interpretations are concerned, there is
no difference between a logic program Pm that contains two complementary
Horn clauses hi and hj , and a logic program Pn that contains a Horn clause
hk, which has the same head as the complementary clauses hi and hj , and the
body of the clause hk is equal to the body of either, clause hi or hj , minimised
by the symmetric difference between both complementary clauses.
4.1 Integration 95
Proposition 4.2. Let hi and hj be normal Horn clauses that are comple-
mentary and hk is also a normal Horn clause, where head(hk) = head(hi) =
head(hj) and body(hk) = body(hi) \dif(hi, hj) = body(hj) \dif(hi, hj). Let us
further assume that there are two normal logic programs Pm = {hi, hj} and
Pn = {hk}. An interpretation I is a model for Pm iff I is a model for Pn.
Proof. (→) An interpretation I is a model for logic program Pm, then by
Definition 2.23 both hi and hj are mapped to true and what follows by
Corollary 2.10, we have the following possibilities:
1. head(hi) ∈ I and head(hj) ∈ I, then head(hk) ∈ I and therefore, by
Corollary 2.10 I is a model for hk, and further by Definition 2.23, I is
a model for Pn.
2. There is an atom az, where az ∈ body(hi) and az ∈ body(hj), and az /∈
I. Therefore, by Definition 4.12 az /∈ dif(hi, hj), and what follows az ∈
body(hk). Thus, by Corollary 2.10, I is a model for hk and further by
Definition 2.23, I is a model for Pn.
3. There is a literal lz, where lz ∈ body(hi) and lz ∈ body(hj), and b(lz) ∈
I. Therefore, by Definition 4.12 lz /∈ dif(hi, hj), and what follows lz ∈
body(hk). Thus, by Corollary 2.10, I is a model for hk and further by
Definition 2.23, I is a model for Pn.
(←) An interpretation I is a model for logic program Pn, then by Defini-
tion 2.23 hk is mapped to true and what follows by Corollary 2.10, we have
the following possibilities:
1. head(hk) ∈ I, then head(hi) ∈ I and head(hi) ∈ I, and therefore, by
Corollary 2.10 I is a model for hi and hj , and further by Definition 2.23,
I is a model for Pm.
2. There is an atom az, where lz ∈ body(hk), and az /∈ I. Since body(hk) ⊂
body(hi) and body(hk) ⊂ body(hj), then az ∈ body(hi) and az ∈ body(hj),
and what follows from Corollary 2.10, I is a model for hi and hj , and
further by Definition 2.23, I is a model for Pm.
3. There is a literal lz, where lz ∈ body(hk), and b(lz) ∈ I. Since body(hk) ⊂
body(hi) and body(hk) ⊂ body(hj), then lz ∈ body(hi) and lz ∈ body(hj),
and what follows from Corollary 2.10, I is a model for hi and hj , and
further by Definition 2.23, I is a model for Pm. ut
On the ground of the Proposition 4.2 we can define the second kind of
logic programs simplification. If a given logic program P contains two com-
plementary Horn clauses: hi and hj , then we can remove both clauses from
program P and add a “new” one that has the same head as both former
clauses and the body that is equal the body of either of the clauses hi or hj
minimised by the symmetric difference between them.
Definition 4.10. Let Pi be a normal logic program and P be a family of
logic programs. The mapping simp2 : P −→ P is defined as follows:
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simp2(Pi) =
{
P ′i if there are hj , hk ∈ Pi that are complementary
Pi otherwise
where P ′i = (Pi \ {hj , hk}) ∪ hl and head(hl) = head(hj) = head(hk),
body(hl) = body(hj) \ dif(hj , hk) = body(hk) \ dif(hj , hk).
The Figure 4.9 illustrates how both simplifications can be applied to a logic
program. Programs P2 and P ′2 were obtained from the program P1 by means
of the simp1 while the program P ′′2 was obtained from the program P1 by
means of the simp2. Afterwards, we can obtain the program P3 from either
of the programs P2, P ′2 or P ′′2 by means of the simp1.
P1 = { a1 ← a2, a3,∼a4
a1 ← a2, a3, a4
a1 ← a2 }
P2 = { a1 ← a2, a3, a4
a1 ← a2 }
P′2 = { a1 ← a2, a3,∼a4
a1 ← a2 }
P′′2 = { a1 ← a2, a3
a1 ← a2 }
P3 = {a1 ← a2}
Fig. 4.9 Example of normal logic program simplification.
Combining both mappings that can reduce the number of Horn clauses
in a given logic program, i.e. simp1 and simp2, we obtain the simplification
mapping that returns a logic program that cannot be further simplified by
means of simp1 or simp2.
Definition 4.11. Let P be a normal logic program and P the family of nor-
mal logic programs. The mapping simp : P −→ P is defined as follows:
simp(P) =

simp(simp1(P)) if simp1(P) 6= P
simp(simp2(P)) if simp2(P) 6= P
P otherwise
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Summing up this subsection, in order to translate a neural network into
a logic program we will implement the pedagogical approach, i.e. we will map
all possible states of the input layer neurons into states of the output layer
neurons, and afterwards, we will simplify obtained logic programs my means
of the mappings simp1 (Definition 4.7) and simp2 (Definition 4.10).
Similar simplification methods were described by Garcez et al. [14, p. 131],
where two definitions were given: Definition 5.2.5 concerning subsumption,
what corresponds to the mapping simp1, and Definition 5.2.6 concerning com-
plementary literals, what corresponds to the mapping simp2. The difference is
that both simplification methods introduced by Garcez et al. are in the form
of definitions without proofs for logic programs, because they arise from con-
siderations concerning tehniques that allow to “trim” the search space for
the pedagogical translation algorithm. Here, the simplification methods are
proven to work regardless from the logic program origins.
4.2 Neural networks training
There are several possible ways of neural networks training. As we have as-
sumed at the beginning, we are going to make use of the Backpropagation
algorithm. Therefore, we need to specify the way the training examples are
generated.
Looking back at the end of the Chapter 2 we see that a Horn clause hi
is an abductive goal G when a logic program P is concerned, if the head of
the clause hi does not belong to the least Herbrand model MPdn(hi)p
, i.e. the
least Herbrand model of the positive version of the program P modified w.r.t.
the clause hi with all negations converted to the upper index n. By means
of the translation algorithm TP→N given in the Subsection 4.1.1 we obtain
a neural network for the positive version of the logic program P, which in
turn is modified w.r.t. the Horn clause hi with all negations occurring in its
body changed to the upper index n, i.e. we obtain a neural network for the
program Pdn(hi)p .
Additionally, we know that a neural network that was created by means of
the translation algorithm TP→N models the way the immediate consequence
operator TP works for logic programs. In particular, we know that the op-
erator TP calculates the least Herbrand model for a definite logic program
P when starting from an empty Herbrand interpretation IP—as the neural
network does, where the empty interpretation is represented by the activation
of all input layer neurons equal to −1 value.
Putting all things together, the neural network created by means of the
translation algorithm TP→N for the logic program Pdn(hi)p computes the least
Herbrand model MPdn(hi)p
, when starting from the point where all of the acti-
vations of the input layer neurons are set to −1 value, i.e. the counterpart for
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the empty interpretation. Since the clause hi is an abductive goal, concerning
the logic program P, we know that the output layer neuron associated with
the atom that is the head of the clause hi will not have activation greater that
the Amin value, because otherwise the atom that is the head of the clause
hi would be considered true and what follows, it would be an element of the
least Herbrand model MPdn(hi)p
, i.e. the clause hi would not be an abductive
goal when the program P is considered.
For those reason we have decided to create one training example for the
neural network, which is the following:
• activations of all of the input layer neurons are set to −1,
• activations of all of the output layer neurons are supposed to be equal 1.
This training example corresponds to the situation in which the immediate
consequence operator TP starts from the empty interpretation and is iterated
till it reaches a fixpoint.
The condition of the activations of all of the output layer neurons to be
equal 1 is a trade-off between the information we want to introduce to the
neural network and the information we want it to obtain “by itself”. We know
that in order for the clause hi to stop being an abductive goal its head has to
be an element of the least Herbrand model MPdn(hi)p
computed by the neural
network. Therefore, the output layer neuron associated with the head of the
clause hi should have activation that allows to consider it true. However, the
question is what to do with the other output layer neurons. In order not to
introduce to much our knowledge in the form of the training examples we
decided to set a condition where all of the activations of the output layer
neurons are equal 1.
One remark should be made here. If we set the training example as de-
scribed in the former paragraph and apply the Backpropagation algorithm
with recursion, then the trained neural network translated into a logic pro-
gram most likely yields a logic program that consists only of facts. In order
to avoid such situation we applied Backpropagation algorithm without recur-
sion, i.e. after setting the activation of the input layer neurons we wait until
the neural network stabilises itself and after we check the activation of the
output layer neurons, we run Backpropagation algorithm only once from the
output to input layer neurons, as if there were no recurrent connections.
4.3 The procedure
Now we can bring all the pieces together and describe the abductive proce-
dure. The starting point is a knowledge base in the form of a logic program P
and an abductive goal G in the form of a Horn clause hi, which is not a logi-
cal consequence of the program P. The first step is to swap possibly negated
atoms in the program P and the Horn clause hi for atoms with the same
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number index, but instead of negation, with the upper index n. Hence we ob-
tain positive version of the program P, denoted by Pp, and positive version
of the Horn clause hi, denoted by dn(hi). Afterwards, the program P is mod-
ified w.r.t. the Horn clause hi, i.e. atoms from the body of the Horn clause
dn(hi) are marked with the upper index h and added to the clauses from
the logic program Pp in the form of facts—the newly obtained logic program
is denoted by Pdn(hi)p . At this point we use the translation algorithm TP→N
from logic programs to neural networks in order to translate program Pdn(hi)p
into a neural network. Our goal now is to train the neural network in such
a way that the output layer neuron associated with the head of the clause hi
has its activation greater than the Amin value after the stabilisation of the
neural network. In addition, the starting point for the neural network is the
situation in which all of the input layer neurons have the minimal activation,
i.e. −1. In this case the training method is the backpropagation algorithm.
After the neural network reaches the required error level, it is translated back
into a logic program by means of the translation algorithm TN→P . The Horn
clause hi should be a logical consequence of the obtained logic program P ′,
since its head belongs to the least Herband model of program P ′.
In order to obtain abductive hypotheses for a given logic program, P and
abductive goal G we have to compare both logic programs, i.e. P and P ′.
The easiest way is to calculate the symmetric difference between programs
P and P ′ and consider it as an abductive hypothesis, because this difference
is what makes the abductive goal obtainable from the knowledge base in the
form of P.
Definition 4.12. Let Pj and Pk be normal logic programs and hi a Horn
clause. The symmetric difference between Pj and Pk is defined as follows:
d(Pj ,Pk) =df {hi | hi ∈ Pj ∪ Pk, hi /∈ Pj or hi /∈ Pk}
This solution returns two kinds of Horn clauses: those that were deleted
from and those that were added to the logic program P during the neural
network training. Such solution requires a strict definition which allows to
state with certainty if a given Horn clause was added to the logic program
or if it was just modified.
Another point is that there could be defined more sophisticated factors
that allow to measure the similarity between two logic programs, e.g. the
number of Horn clauses, facts, atoms in the bodies of the Horn clauses and
so on, which could account for better classification of the obtained results.
In Chapter 6 (see p. 119) I compare my method with few existing solutions
and discuss differences between obtained abductive hypotheses as well as
differences in the approach to the problem of the implementation of the ab-
ductive procedure. Therefore, for the purpose of this work I will stay with
the symmetric difference between two logic programs as a definition of ab-
ductive hypothesis. However, I tackle those problems in the section devoted
the future works.
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4.3.1 Evaluation of abductive hypotheses
For every knowledge base and abductive goal there are many different ab-
ductive hypotheses [58, p. 22]. We can evaluate them according to multiple
criteria and identify those that are “better” in some sense. There are two
properties of abductive hypotheses that are intuitive and come into the fore-
ground, namely the consistency with the knowledge base and the inability
of deriving abductive goal from the hypothesis alone (see for example [1,
pp. 74–75]). Another one is the simplicity of the abductive hypotheses, which
may be construed in different ways, for instance syntactically, as the length
of the hypothesis, like in [6], or proof-theoretically, as inability to derive one
abductive hypothesis from another, like in [28] (see also the Chapter 6 on
p. 119).
There are also more sophisticated methods of abductive hypotheses eval-
uation, like for example in the implementation of abductive reasoning given
in [30] (the procedure is described in the Chapter 6). Komosiński et al. [30]
distinguish five criteria according to which a multi-criteria analysis can be
conveyed in order to classify abductive hypotheses and obtain those that are






Along with those criteria there were also described ways of calculating them
as a numerical values for the further analysis. The abductive hypothesis can
receive two values as far as the consistency criterion is concerned: 0 when the
abductive hypothesis is inconsistent with the knowledge base, and 1 when
the abductive hypothesis is consistent with the knowledge base. The second
criterion, which is the significance also can return two values for an abduc-
tive hypothesis: 0 when the abductive goal is obtainable from the hypothesis
alone, and 1 when the abductive goal is not obtainable from the hypoth-
esis alone. In order to automatise the process of calculation both criteria
for a given abductive hypothesis Komosiński et al. [30] implemented and
used the analytic tableau method. Complexity is measured as the number of
distinct variables in the abductive hypothesis h. Operational complexity is
mesured as the number of two-argument logical operators that are present
in the abductive hypothesis h. As authors write in [30], criteria three and
four do not necessarily overlap, i.e. there are abductive hypotheses for which
they yield different results. Finally, overlapping is measured as the number
of variables that are occur in both: the abductive goal and the abductive hy-
pothesis. Having calculated all values for every obtained abductive hypothesis
we can run multi-criteria analysis, where the first two criteria are preferred
to be maximised, and the remaining three—to be minimised. In such a way
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Komosiński et al. constructed a fully automated procedure that allows to
evaluate abductive hypotheses on multiple levels.
The abductive procedure presented in this work enforces the first men-
tioned property, i.e. the consistency with the knowledge base. The reason is
that it is impossible to obtain hypotheses of the form of Horn clauses with
negated atoms in their heads. In case of the second property there were two
steps which facilitate generation of abductive hypotheses that are not too
strong. The first step is the following: in the translation algorithm from logic
programs to neural networks (see the Subsection 4.1.1.1) the output layer
neuron that is associated with the atom that is the head of the abductive
goal is not connected with an additional connection with the hidden layer
truth neuron, therefore it cannot receive directly the minimal input to be
concerned true and would not be translated into a fact that easy. The second
step concerns the prohibition of creating additional connections between the
input layer neurons and the additional hidden layer neurons that are in turn
connected with the output layer neurons which are associated with the same
atoms as the considered input layer neurons, therefore there cannot estab-
lish simple self sustaining loops that could lead to the formulation of facts
after the translation of the neural network. However, as it turns out in the
Chapter 5 devoted for the description of the implementation of the abductive
procedure and obtained results, those steps do not fully prevent formation of
facts with the head that is the abductive goal.
4.4 Chapter summary
This Chapter is a direct continuation of the results obtained in the first
Chapter (see p. 11). Let us recall the Corollary 2.15 that given a normal
logic program P and a Horn clause hi, if P 2 hi, then head(hi) /∈ MPdn(hi)p ,
i.e. if the clause hi is not a consequence of the program P, then its head
does not belong to the least Herbrand model of the positive version of the
program P modified w.r.t. the clause hi, where all negations were swapped
for the upper index n. This is the starting point for the algorithm TP→N
that translates a logic program into a neural network, because we want to
translate the program Pdn(hi)p into a neural network.
The translation algorithm TP→N, which is based on the work of Garcez et
al. [14, ch. 5] described in details in the Subsection 4.1.1.1, is introduced in
the Subsection 4.1.1.2. The modifications that were introduced regarded the
addition of the additional hidden layer neurons and additional connections:
• for every output layer neuron, with the exception of the facts, there is
added a number of additional hidden layer neurons,
• the additional connections were established between the input and hidden
layer neurons, and the hidden and output layer neurons.
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There were also introduced some restrictions that prevent from establishing
additional connections that after the translation of the neural network into
a logic program could lead to the formulation of tautologies of the form
a1 ← a1, and those which would connect the head of the Horn clause that is
an abductive goal with the truth neuron.
The first kind of problems that had to be solved at this stage of the ab-
ductive procedure was caused by the introduced modifications and concerned
the adjustment of the equations that allow to calculate basic properties of
the constructed neural network, such as the weight of the connections W , the
value Amin or the biases for the hidden and output layer neurons.
The problem of the second kind concerned the fact that the immediate con-
sequence operator TP does not differentiate between atoms and their coun-
terparts with the upper index h, i.e. atoms that appear in the form of the
heads of facts in a logic program after its modification w.r.t. a Horn clause.
The solution involved introduction of neurons with the activation function
that was dependent from the Amin value in the layer that is located between
the output and input layer neurons.
At the end of the Subsection 4.1.1.2 the set of factors was defined that can
influence the process of the abductive hypotheses generation during the train-
ing of the neural network. Those factors concerned mainly the architecture
of the neural network.
Afterwards, in the Subsection 4.1.2 the algorithm TN→P that translates
given neural network into a logic program. The employed approach here is the
pedagogical one, i.e. all possible states of the input layer neurons are mapped
into states of the output layer neurons. Despite the disadvantage of the ped-
agogical approaches, which is their complexity, this is the only approach that
guarantees the soundness and the completeness of the translation algorithm.
In order to reduce the number of the Horn clauses obtained during the trans-
lation process two kinds of simplification mappings for the logic programs
were introduced, which combined result in a mapping that produces a logic
program that cannot be further simplified. Similar solutions can be found in
the work of Garcez et al. [14], although here in this work the properties of
those simplifications are proven on the ground of the logic programs, while in
the work of Garcez et al. they are a consequence of the methods that reduce
the number of the search space for the translation algorithm.
The translation algorithm from neural networks to logic programs closes
the Section 4.1 and we move on to the Section 4.2, where the problem of
neural networks training is concerned. The chosen training strategy is the
following:
• the training set consists only of one training example, where the initial
input for every neuron from the input layer is set to −1 and the expected
activation of every neuron from the output layer is 1,
• the Backpropagation algorithm is used without recursion and the state of
the output layer neurons is checked after the stabilisation of the neural
network.
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The arguments for such approach that are given in the Section 4.2 involve the
method of acquiring the least Herbrand model for a given logic program by
means of the TP operator and the balance between the knowledge we want to
introduce to the neural network in the form of the training examples and the
knowledge we want the neural network to obtain “alone” during the training
process.
Finally, in the Section 4.3 the whole abductive procedure is described
along with the last step, i.e. the comparison between two logic programs—
the initial one and the one that results from the translation of the trained
neural network. In this step the abductive hypotheses are obtained in the form
of a symmetric difference between the initial logic program P and the logic
program P ′ that results from the translation of the trained neural network. At
the end of the Section 4.3 I briefly discuss properties of abductive hypotheses.
Now we move to the presentation of obtained results from the implemen-
tation of the whole abductive procedure. The translation algorithms and the
neural network training process were implemented in the Framsticks [32] en-
vironment, while the simplification of the logic programs was done by means
of the scripts written in Python. Obtained results show that this is not always
the case that for a given logic program and an abductive goal the abductive
hypotheses are the same, even if the factors for the neural network creation
remain unchanged. However, there are some regularities that can be found in





In the Chapter 2 (see p. 11) formal grounds for the definition of abductive
goal in the form of a Horn clause were introduced in terms of the immediate
consequence operator TP , where the knowledge base is formalised as a normal
logic program. Afterwards, in the Chapter 4 (see p. 65), those definitions
served as the basis for the modifications introduced to the Garcez’s et al. [14]
translation algorithm from logic program to neural networks, as well as for
the neural networks training strategy, in order to be able to obtain abductive
hypotheses by means of the neural network training. In this Chapter the
implementation of the abductive procedure is introduced along with obtained
results, which is a joint work described in [13].
There are many different platforms and software libraries that enable im-
plementation of artificial neural networks. However, in many cases there are
limitations that concern for example kinds of neurons used or the neural net-
works structures. Therefore, in the first section tools used for the implementa-
tion of the abductive procedure are described along with a brief justification
for the choices. In the following section three examples of abductive problems
are introduced in order to follow step by step through the implementation
of the abductive procedure. At the end of each example obtained results are
discussed. The Chapter ends with a summary and a description of the future
work.
5.1 Implementation
Framsticks [32] software was chosen for neural networks implementation. The
reasons that support this decision are the following: Framsticks environment
gives a user full control on architecture of created neural networks, i.e. custom
neurons and arbitrary neural networks constructions are fully supported; pos-
sibility of performing computational experiments concerning artificial neural
networks, i.e. there is available an advanced neural networks simulator and
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a script language that enables to create any kind of experiments. In addition,
Framsticks software was already used in experiments that concerned logical
abduction [30, 31] (see more in the next chapter). The implementation of
translation algorithms from logic programs to neural networks (TP→N) and
reverse, from neural networks to logic programs (TN→P), is also conveyed in
the Framsticks environment, since aforementioned script language is already
available for the user.
In Subsection 4.1.2 I described the translation algorithm from neural net-
works to logic programs that returns all combinations of activations of the
input layer neurons that make a given output layer neuron activation above
the Amin value. Every combination is saved as a separate Horn clause, where
the atom associated with the neuron from the output layer forms the head
of the Horn clause, and depending on the activation below or above Amin
value atoms or their negations, associated with neurons from the input layer
are ascribed to the body of the Horn clause. Therefore, for each head we can
create a complete table that contains all possible combinations of the atoms
from the body denoted as 1, when atom is not preceded by the negation,
and 0, when atom is preceded by the negation, and where the head has 1
value, if given combination excites the associated output layer neuron above
Amin value or 0 otherwise. For example, such table for atom a1 from the logic
program from example 4.9:
P1 = { a1 ← a2, a3,∼a4
a1 ← a2, a3, a4
a1 ← a2 }
looks as it is shown in Table 5.1, where clause a1 ← a2, a3,∼a4 is represented
as row 7, clause a1 ← a2, a3, a4 is represented as row 8, and clause a1 ← a2
is represented by rows 5–8. The reason why the Horn clause a1 ← a2 is
represented by four rows is that the neuron from the input layer associated
with atom a2 causes the output layer neuron that is associated with atom a1
to be activated above the Amin value regardless of the activation of the input
layer neurons associated with atoms a3 and a4.
The simplification of logic programs is conveyed as a reduction of Boolean
functions by means of Quine and McCluskey algorithm [36, 42] for a given set
of Horn clauses with the same head. In the example shown in Table 5.1 the
Quine and McCluskey algorithm returns the following Horn clause: a1 ← a2,
which is exactly the same as the one obtained by means of the simplification
methods. This part of the procedure was implemented in Python program-
ming language by means of official packages for the Quine and McCluskey
algorithm implementation.
Both modules, i.e. the scripts written in Framsticks and the simplification
method written in Python, were managed by means of the script written in
the Linux shell language.
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Table 5.1 Table with the information which configurations of the input layer neurons
associated with atoms a2, a3 and a4 cause the output layer neuron, that is associated
with atom a1, to have activation greater than the Amin value.
a1 a2 a3 a4
1 0 0 0 0
2 0 0 0 1
3 0 0 1 0
4 0 0 1 1
5 1 1 0 0
6 1 1 0 1
7 1 1 1 0
8 1 1 1 1
5.2 Results
The first two examples concern generation of abductive hypotheses for ab-
ductive goals in the form of facts. The procedure is equivalent to the situation
when we want to generate abductive hypotheses in the form of atoms, as it
was mentioned at the end of Chapter 2. This detail is going to be used while
discussing differences between the abductive procedure described in this work
and the Abductive Logic Programming approach (see Section 6.1 on p. 119).
Let us consider the two following examples of logic programs P1 and
P2 [13]:
P1 = { a1 ← a2, a3
a2 ← a3
a2 ← a1 }
(5.1)




a2 ← a3 }
(5.2)
and abductive goal in the form of a fact:
G = GP1 = GP2 : a1 ← (5.3)
As we can see, the abductive goal is the same for both logic programs, there-
fore I will refer to it as simply G.
Since body(G) = ∅ and there are no negations in both logic programs P1
and P2, then modified positive versions of logic programs P1 and P2 are the
same as the non-modified logic programs P1 and P2:
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Pdn(G)1p = P1
Pdn(G)2p = P2
The methodology used to generate abductive hypotheses for the logic pro-
gram P1 and P2 is the same, therefore I am going to show the neural network
and the experiment setup only for the logic program P1 and for the logic pro-
gram P2 we will only discuss obtained results.
The neural network that represents logic program P1 and abductive goal
G is depicted in the Figure 5.1. The association between neurons and atoms
is the following:
i1! a1 h1! h3 o1! a2
i2! a2 h2! h2 o2! a1
i3! a3 h3! h1 o3! a3
where:
h1 : a1 ← a2, a3
h2 : a2 ← a3
h3 : a2 ← a1
As I have mentioned in Section 4.1.1, there are several factors that have to
be established and which influence the process of a neural network training.
One of those factors is the number of additional hidden layer neurons and
for that reason in the Figure 5.1 there are three groups of additional hidden
neurons but not a specific number of them:
• h4,. . . , hi are generated for the output layer neuron o1,
• hj ,. . . , hk are generated for the output layer neuron o2,
• hl,. . . , hm are generated for the output layer neuron o3.
The number of additional hidden layer neurons per output layer neuron is not
specified here, because we have generated multiple neural networks with dif-
ferent number of additional hidden layer neurons for both problems. However
the overall structure of the neural network is the same in each case.
In the Figure 5.2 the exemplary neural network from the Figure 5.1 is
visible as implemented in Framsticks environment. In this case the neural
network has one additional hidden layer neuron per output layer neuron
(black neurons in the hidden layer).
We have designed six different experimental conditions listed in the Ta-
ble 5.2. For each experimental setup we have generated 100 neural networks
and trained them with one training example, as it is described in the Sec-
tion 4.2.
After the translation from neural network to logic program and simplifi-
cation we have obtained different programs for different experimental setups,






















Fig. 5.1 Neural network for the logic program P1 and abductive goal G. Arrows
stand for connections in the modified logic program P1 w.r.t. the goal G, dashed
arrows stand for additional connections and dotted arrows for recurrent connections.
program P1 and the abductive goal G. After the translation and simplifica-
tion of the trained neural network the most common logic program we have
obtained was the following:










Fig. 5.2 The neural network from Figure 5.1 as seen in the Framsticks environment.
Table 5.2 Experimental conditions.
Additional hidden layer Bias for each
No neurons per output additional hidden







Therefore, according to the Definition 4.12 the difference between the initial
logic program P1 and the program P ′1, obtained as a result of the abductive
procedure, is the fact a3 ←. It is a “good” abductive hypothesis taking into
account its minimality, consistency with the knowledge base and the inability
of deriving the abductive goal G only from the abductive hypothesis alone
(more about a characteristics of desired properties of abductive hypotheses
was described in the Subsection 4.3.1 on p. 100).
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However, the program P ′1 was not the only one obtained during the exe-
cution of abductive procedure. Figures 5.3 and 5.4 present results obtained
for the logic programs P1 and P2, respectively. The numbers in the tuples on
the horizontal axis describe the experimental condition: the first number is
the bias for the additional hidden layer neurons and the second is the num-
ber of those neurons per output layer neuron. The vertical axis stands for
the number of trials—for each experimental condition there were 100 trials
of the abductive procedure, but within one experimental setup we could get
multiple results. For example, when we consider the diagram with obtained
logic programs for the logic program P1 and abductive goal G, depicted in the
Figure 5.3, we can see that for the bias for additional hidden layer neurons set
to 0.0—regardless of the number of additional hidden layer neurons—there
is only one logic program obtained for all trials, namely “blue one”. Within
the same diagram, moving to the experimental condition where the bias for
additional hidden layer neurons is set to 6.6 and their number to 17, we see
that there are two logic programs obtained: “orange one” in about 20 trials
and “green one” in the rest.
In case of the program P1 there are four different logic programs obtained
considering all experimental conditions, and each logic program is represented
as specific colour. For example, the logic program P ′1 given in 5.4 is the most
common obtained result (i.e. for conditions where the bias for additional
hidden layer neurons was set to 0.0 and 3.3) and is marked in the Figure 5.3
by the blue colour. The rest of obtained programs is listed below, where the
program P ′′1 is the second most common, especially when conditions with
the bias for additional hidden layer neurons set to 6.6 are concerned (in the
Figure 5.3 program P ′′1 is marked with the green colour, P ′′′1 with the orange
colour and P ′′′′1 with the yellow colour).
P ′′1 = { a1 ← P ′′′1 = { a1 ← P ′′′′1 = { a1 ← a3
a2 ← a2 ← a1 a1 ← a2
a3 ← } a2 ← a3 a2 ← a1
a3 ← } a2 ← a3
a3 ← }
What can be seen here is that every obtained logic program contains the
fact a3 ←, which is a “good” abductive hypothesis, i.e. it is consistent with
the knowledge base, the abductive goal is not obtainable from the hypoth-
esis alone, and it is minimal in the sense that there is no other abductive
hypothesis from which it could be obtained. Now, the reason the program P ′1
is “better” from the program P ′′1 is that it does not remove any information
from the knowledge base (what in this particular case is good). In addition,
although the program P ′′1 contains the fact a3 ←, it contains also the fact
a1 ←, which is not desired, because it is the abductive goal G. The process
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Fig. 5.3 Results obtained for the logic program P1 and the abductive goal G. Each
colour represents obtained logic program at the end of the abductive procedure.
of establishing which abductive hypothesis is better can be fully automated,
like it is done for example in [30].
Let us now move to the second abductive problem. In the case of the logic
program P2 the most common result of the abductive procedure application
is the logic program P ′2:







In this case the abductive hypothesis that is “good” is a fact a5 ←. It
allows to obtain the abgictive goal G when added to the llogic program, is
consistent with the knowledge base, and cannot be derived from any other
abductive hypothesis. Although the program P ′2 contains the fact a5 ← it
also removes 3 Horn cluses from the initial knowedge base P2 and insted
inserts 3 facts with the sema heads:
• a4 ← a5 removed, a4 ← added,
• a3 ← a5 removed, a3 ← added,
• a2 ← a3 removed, a2 ← added,
• a5 ← added.
However, this is the most common result when the bias of the additional
hidden layer neurons is set to 0.0 or 6.6. Overall, there are 40 different logic
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programs obtained during the experiment (see Appendix on p. 149), as it is
shown in the Figure 5.4, where P ′2 is marked by the blue colour. What is
more, for the experimental condition with 17 additional hidden layer neurons
and the bias for them set to 3.3 there is a rich diversity of obtained logic
programs and it is hard to point out the one that dominates the rest of the
results.
Next two common results were the following logic programs:













As we can see, in this case the difference between obtained results is the
number of Horn clauses exchanged for facts, i.e. the symmetric difference be-
tween the initial logic program P2 and the program P ′2 is just the fact a5 ←,
what makes this program the best when the properties of abductive hypoth-
esis are concerned. It is marked with the orange colour in the Figure 5.4. We
can see tht this is the most common logic program obtained for conditions
where the number of additional hidden layer neurons per output layer neuron
was 1, and their bias was set to 3.3.
Moving further, in case of the logic program P ′′′2 all of the Horn clauses
from the initial program P2 are removed and replaced by facts. In this case
the abductive hypothesis has the property that we try to avoid, i.e. it contains
the fact a1 ←, which basically is the abductive goal G. This logic program
was obtained for the conditions where there were 17 additional hidden layer
neurons per output layer neuron and their bias was set to 6.6.
In this scenario the most common obtained result turned out to be not the
best abductive hypothesis in terms of the simplicity, while in the same time
it has the other two desired properties, i.e. the resut is consistent with the
knowledge base and the abductive goal is not derivable from th hypothesis
alone. However, for one experimental result “the best” abductive hypothesis
was the most common result obtained. In addition, despite the diversity of
obtained logic programs through the abductive procedure for different exper-
imental conditions, every logic program amongst 40 (see Figure 5.4) contains
the fact a5 ←, which is a “good” abductive hypothesis.
The two considered examples were based on the scenario, where the ab-
ductive goal is of the form of a fact, which is equivalent to the situation
where the abductive goal is of the form of an atom. Let us now consider an
example, where the abductive goal is of the form of a Horn clause. The initial
knowledge base is of the following form of the logic program P2:
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Fig. 5.4 Results obtained for the logic program P2 and the abductive goal G. Each
colour represents obtained logic program at the end of the abductive procedure.




a2 ← a3 }
and the abdictive goal is the following Horn clause:
G′P2 : a4 ← a2 (5.8)
The most common logic programs obtained as a result of applying the
abductive procedure were the following, respectively (in the Figure 5.5 the
program P ′2 is marked by the green colour, the program P ′′2 is marked by the
blue colour, and the program P ′′′2 is marked by the orange colour):
P ′2 = { a1 ← a2 P ′′2 = { a1 ← a2 P ′′′2 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a4 ← a1 a4 ← a5
a3 ← a3 ← a3 ←
a2 ← a2 ← a2 ←
a5 ← } a5 ← } a5 ← }
Let us take for example the symmetric difference between the initial logic
program P2 and the program P ′′′2 , which is the most conservative, i.e. contains
less changes to the initial knowledge base than the other two logic programs:
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Fig. 5.5 Results obtained for the logic program P2 and the abductive goal G′P2 .
Each colour represents obtained logic program at the end of the abductive procedure.
• clauses removed: a3 ← a5, a2 ← a3,
• clauses added: a3 ←, a2 ←, a5 ←.
As we can see, clauses a3 ← a5 and a2 ← a3 were stripped of their bodies. In
addition a fact a5 ← was added. While all hypotheses obtained from those
three logic programs are consistent with the knowledge base only hipotheses
from programs P ′′2 and P ′′′2 have the property of being not to strong, i.e. the
abguctive goal cannot be derived from those hypotheses alone.
The abductive goal is obtainable from all three the logic programs, there-
fore we can say that the goal was reached. However, we wouold like to ob-
tain some connection between the body and the head of the abductive goal
through abducive hypotheses and clauses from the initial knowledge base.
Therefore, the logic program P ′′2 is candidate, since there is a connection
from the knowledge base between the atom a2 and a1, and as a hypothesis
a connection between the atom a2 and a1 was established, as well as making
the atom a2 as a fact. Unfortunately, this is not the case in the remaining
two logic programs. In their cases the abductive goal is derivable from the
knowledge base together with abductive hypotheses only because the head of
the abductive goal is linked with one of the facts.
All results for this example are shown in the Figure 5.5. Overall, there were
10 (see the Appendix on p. 149) different logic programs that were obtained
across all trials and experimental conditions.
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5.3 Chapter summary
In the Section 4.3 (see p. 98) I have described in details particular steps in the
abductive procedure and how they are combined together. At the beginning
of this Chapter, in the Section 5.1, I have shown how individual modules
of the abductive procedure were implemented and gave justification for the
choices of used resources. The main part of the whole procedure, i.e. transla-
tion algorithms, neural networks and the backpropagation training algorithm,
were implemented by means of the Framsticks [32] environment. The rest of
the procedure, which include the simplification of logic programs by means
of the Quine and McCluskey algorithm and automation of the execution of
the all scripts, was executed by means of the Python programming language
and Linux shell script.
Afterwards we have moved to the Section 5.2 devoted for the description
of results obtained by means of the implemented abductive procedure. There
were three cases considered based on two different logic programs, where the
first two situations concerned abductive goals in the form of facts, and the
third one concerned abductive goal in the form of a Horn clause with a body
that is not empty. There are several factors that influence the way a neural
network works when it is created by means of the translation algorithm from
a logic program (see the Subsection 4.1.2 on p. 90). In experiments described
in this Chapter the manipulation concerned only two of the factors: the num-
ber of additional hidden layer neurons per output layer neuron, and their bias.
Obtained results indicate that those two factors influence the formulation of
abductive hypotheses, i.e. logic programs that were results of the translation
of the trained neural networks can be different for distinct experimental se-
tups. For example, in experiment concerning the second logic program and
the abductive goal in the form of a fact the total number of acquired different
logic programs after the translation of the trained neural networks across all
experimental conditions and trials was 40. In addition, for some initial set-
tings we have obtained different results for different trials. We can describe it
as certain “instability” of the abductive procedure for particular settings of
the factors for the translation algorithm from neural networks to logic pro-
grams. However, there were also common properties of abductive hypotheses
that held for all results obtained from a given experiment. Those common
properties indicate that it is possible to obtain “good” abductive hypotheses
by means of described abductive procedure, but it requires more wide-scale
experiments concerning different abductive problems and the influence of the
whole range of factors on the shape of neural networks obtained by means of
the translation algorithm.
This brings us to the subject of future works. The plans are that the
presented methodology will be used to convey experiments with more diverse
types of logic programs and abductive goals. In addition, in order to check
the influence of the combination of all factors that are considered in the
translation algorithm form neural networks to logic programs on the creation
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of abductive hypotheses, we would need to calculate much more examples
for a given set of factors and determine smaller, reasonable intervals between
values of those factors across experimental conditions. Results obtained from
such experiments will have to analysed by means of tools such as the multi-
criteria analysis.
Another point is that the way the neural networks were trained in ex-
amples given in this Chapter is based on only one training example, where
the activations of all of the input layer neurons are set to minimal value, i.e.
−1, and the activations of all of the output layer neurons are supposed to
be maximal values, i.e. 1, after the stabilisation of the neural network. It is
highly probable that this method will not give expected or “good” abduc-
tive hypotheses in some cases of abductive problems. Therefore, it is another
goal for future works to establish its boundaries and check, if other training
examples would yield better results. Finally, there are also other methods of
neural networks training, like for example genetics algorithms [38], that can
turn out as more efficient and give better or more stable results.

Chapter 6
Abductive reasoning models and
implementations
In the first Chapter (p. 1) it was underlined that the concept of abductive rea-
soning can be constructed in many different ways. Differences in approaches
are reflected in the abductive procedures, and finally, in abductive hypotheses
that can be obtained by means of those procedures. However, two abductive
procedures can produce different abductive hypotheses, despite the fact that
there is no difference between them in the general approach to the abduction.
The purpose of this Chapter is to describe a couple of different approaches
to abductive reasoning along with different abductive procedures in such
a way that it is possible to compare them with the abductive procedure pre-
sented in this work. Firstly I will describe and compare Abductive Logic
Programming. The reason is that this procedure uses the same formal struc-
tures as the approach presented in this work. Afterwards I am going to move
to two abductive procedures that are based on the C-IL2P system. Finally,
I will describe two additional approaches to the abductive reasoning that are
based on the classical propositional logic: the first generates one abductive
hypothesis that has certain “good” properties, like for example consistency
with the knowledge base or minimality, while the second produce huge num-
ber of abductive hypotheses in the first step and then screens them out with
multiple filters until the hypotheses that left have desired properties.
6.1 Abductive Logic Programming
Abduction in Abductive Logic Programming (ALP) is understood similarly
as in the algorithmic approach that is mentioned at the beginning of the first
Chapter of this work (see p. 1). Given theory T and sentence G, which is an
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observation, we are seeking for the set ∆ of sentences (explanation1 for G)
that fulfil the following criteria [28]:
1. T ∪∆  G.
2. T ∪∆ satisfies IC .
IC stands for integrity constraints and is a set of conditions that we would
like our abductive explanation to meet. The second condition generalises the
idea that the abductive hypothesis should be consistent with the knowledge
base.
The Abductive Logic Programming will be understood here as an exten-
sion of logic programming [28]. As there were several semantics and proof
procedures proposed, we will use the approach given by Kakas and Mancar-
ella [29], similarly as in the work of Kakas, Kowalski and Toni [28], which is
the base for this section.
The approach described in [29] defines the semantics for Abductive Logic
Programming by extending the stable model semantics for logic programs [20].
Therefore, we are going to describe the stable models first.
Definition 6.1. Let P be a general logic program and IP a Herbrand in-
terpretation for P, i.e. IP ⊆ BP . PIP is a program obtained from P in the
following way:
1. Delete each Horn clause from P that has a negative literal ∼ai in its body,
while ai ∈ IP .
2. Delete all negative literals in the bodies of the remaining Horn clauses.
A logic program PIP is a definite logic program, i.e. it does not contain
negations, therefore, it has the least Herbrand model MPIP . If it is the case
that the least Herbrand model MPIP coincides with IP , then I is a stable set
of P, and every stable set of a logic program is a minimal Herbrand model
for this logic program [20].
Definition 6.2. Let P be a logic program and IP a Herbrand interpretation
for P. IP is a stable model for P iff IP = MPIP .
Now we can move to the Abductive Logic Programming. In general, there
are three ingredients that together create an abductive framework 〈P, A, IC 〉:
the theory of the form of a general logic program P, the set of abducibles A,
and the integrity constraints IC , which is a set of rules that prevent from the
addition of “unwanted” information to our knowledge base, or they represent
desired properties of the logic program. The set of abducibles A contains
atoms from the Herbrand base BP for the program P and as in [28] we are
going to assume that atoms from A do not appear as a head of any Horn
clause in P.
Now we are going to describe the notion of a generalised stable model of
the abductive framework 〈P, A, IC 〉 [28].
1 The term explanation is used by authors in [28] as a replacement for abductive
hypothesis.
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Definition 6.3. Let 〈P, A, IC 〉 be an abductive framework and ∆ ⊆ A be
a set of atoms. M(∆) is a generalised stable model of 〈P, A, IC 〉 iff:
• M(∆) is a stable model of P ∪∆, and
• M(∆)  IC .
The set ∆ from the above definition is an abductive extension of the logic
program P and given a query Q we can call ∆ an abductive explanation of
Q, if M(∆) is a generalised stable model of 〈P, A, IC 〉 and the query Q is
a logical consequence of M(∆).
Definition 6.4. Let 〈P, A, IC 〉 be an abductive framework, Q a query, and
∆ ⊆ A a set of atoms. ∆ is an abductive explanation of Q iff:
• M(∆) is a generalised stable model of 〈P, A, IC 〉, and
• M(∆)  Q.
Let us consider the following example that is taken from [28, pp. 34–35].
The abductive framework 〈P, A, IC 〉 is the following:
P = {p← a ; q ← b} A = {a, b} IC = {p← q} (6.1)
and the atom we want to explain is p. We have the following three possi-
ble abductive explanations (subsets of the set of abducibles A): ∆1 = {a},
∆2 = {b} and ∆3 = {a, b}. Both sets, ∆1 and ∆3, are in fact abductive expla-
nations of p. The reason is that for the interpretation M(∆1) = {a, p}, which
is a stable model of P ∪ ∆1, the set of integrity constraints IC is satisfied,
therefore, M(∆1) is a generalised stable model of the abductive framework
〈P, A, IC 〉, and further more, p is true for the interpretation M(∆1), i.e.
M(∆1)  p. Similar situation occurs when we take the set ∆3 under consid-
eration. The set of integrity constraints IC is satisfied for the interpretation
M(∆3) = {a, b, p, q}, which is a stable model for P ∪∆3, therefore, M(∆3) is
a generalised stable model of the abductive framework 〈P, A, IC 〉, and in the
same time M(∆3)  p. Let us now analyse the last remaining set ∆2 = {b}.
The stable model for P ∪ ∆2 is the interpretation M(∆2) = {b, q}, but for
M(∆2) the set of integrity constraints is not satisfied, therefore M(∆2) is
not a generalised stable model for the abductive framework 〈P, A, IC 〉.
In order to find abductive hypotheses the abductive proof procedure was
developed [28, subsec. 5.2]. The procedure consists of two phases: an ab-
ductive phase (i.e. the standard SLD-resolution) that generates and collects
abductive hypotheses and a consistency phase that checks those hypotheses
w.r.t. the integrity constraints and succeeds if all the branches of the search
space fail finitely. The proof procedure for ALP is an extension of the abduc-
tive proof procedure for negation as finite failure (NAF) [9]. Therefore, the
transformation of a logic program has to be introduced.
Firstly we create the abductive framework 〈P∗, A∗, IC ∗〉 for the logic pro-
gram P in the following way [28, pp. 20–21]:
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• A∗ consists of literals p∗ that are complementary literals for every p from
P,
• P∗ is P with all negative literals of the form ∼p replaced by p∗,
• IC ∗ is the set of all integrity constraints of the form: ¬(p∧ p∗) and p∨ p∗.
The abductive framework that we are going to work on is the following:
〈P∗, A ∪ A∗, IC ∪ IC ∗〉. The set of abducibles ∆ is a subset of A ∪ A∗ that
satisfies integrity constraints IC ∪ IC ∗.
I will use similar example as in [28, pp. 37–38] to demonstrate the way it
works:
P = {p← ∼q ; q ← ∼r} A = {q, r} IC = ∅ (6.2)
After the transformation described above we obtain the following abductive
framework 〈P∗, A ∪A∗, IC ∪ IC ∗〉, where:
P∗ = {p← q∗ ; q ← r∗} A∗ = {p∗, q∗, r∗} IC ∗ = { ¬(p ∧ p∗), p ∨ p∗,
¬(q ∧ q∗), q ∨ q∗,
¬(r ∧ r∗), r ∨ r∗}
The procedure is shown in the Figure 6.1. We start with the query ← p
and perform the abductive phase, which is the standard SLD-resolution. We
move to the atom q∗, which is the “cause” for the atom p, and we assume
that q∗ occurs, i.e. we add to the set ∆ abducible q∗. Now we have to perform
the integrity check for the last added abducible, i.e. q∗, thus we move along
the snake arrow to change the phase. The resolution of q∗ with the integrity
constraint ¬q∨¬q∗ results in getting ¬q, which is equivalent to← q. In order
to show that the integrity constraints are not violated we have to reason
backwards in SLD-fashion and show that all of the branches end in failure
(failure is depicted by a black square in the Figure 6.1). The failure of q is
possible only when r∗ fails, which further means that r succeeds, because
of the integrity constraint r∗ ∨ r. This pushes us again to the abductive
phase, along the dotted line, in order to prove r. The atom r is not a head
of any Horn clause from program P, therefore, we can add r to the set ∆
as an abducible and check if it violates any integrity constraints, thus we
change the phase into the integrity check once more by moving along the
second snake arrow. There are no domain specific integrity constraints, since
IC = ∅. In such cases, when the abducible is a positive literal, the integrity
constraint just checks if the complementary literal—in our situation r∗—does
not belong to the set of abducibles ∆. If it is the case that the complementary
literal does not belong to the set of abducibles ∆, then the current abductive
phase ends with failure and the abducible can be added to the set ∆, which
in our situation is r. Since r is in our abductive set, then we can prove
r, hence the abductive phase ends with success (success is depicted by an
empty square in the Figure 6.1). By proving r we proved also that r∗ fails
finitely, therefore, the integrity check phase that was caused by the abducible
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q∗ ends with failure. Finally, by showing in the integrity check phase that q
fails finitely we proved that the abducible q∗ can be assumed and the whole
procedure ends with success and the set of abducibles ∆ = {q∗, r}, which is










∆ = {q∗, r}
r

Fig. 6.1 The abductive procedure for the example 6.2.
6.1.1 Comparison
The first difference between ALP and the abductive procedure described in
this work lays in the approach to the abductive reasoning and hypotheses
that can be obtained. The ALP procedure allows only for the addition of
information to the knowledge base, while the abductive procedure presented
in this work creates possibility for the addition and removal of information
from the given knowledge base. Additionally, the set of abducibles in ALP
procedure has to be given by the “user”, must contain only atoms and cannot
be different from the information already available in the knowledge base,
i.e. the set of abducibles is the subset of atoms that are present in the logic
program. The same restrictions concern the abductive problem, which must
be of the form of a set of atoms that are already available in the logic program.
On the contrary, in case of the abductive procedure given in this work there
is no predefined set of abducibles, the abductive goal can be of the form of
atoms and Horn clauses, and it is allowed for it to contain information that is
not available in the knowledge base, i.e. the abductive goal possibly contains
atoms that do not belong to the Herbrand base of the logic program that
serves as the initial knowledge base. Therefore, ALP does not allow to form
new knowledge on the contrary to the abductive procedure given in this work.
This is a result of the approach to a logic programs in both procedures—ALP
uses logic program and abductive proof procedure defined for it as a source
of abductive hypotheses, while in approach presented in this work a logic
program is treated only as a “container” for information and therefore, it can
be changed during the whole process.
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We can apply ALP procedure to the examples from the Chapter 5 and see
that in cases where the abductive goal is in the form of an atom, while the
whole logic program does not contain negation, obtained abductive hypothe-
ses are similar or exactly the same. Let us consider the following example
(see p. 107):
P1 = { a1 ← a2, a3
a2 ← a3
a2 ← a1 }
where the atom that is an abductive goal is a1 (in the mentioned exam-
ple 5.1 the abductive goal is in the form of a fact a1 ←, but this makes no
difference). Then both abductive procedures return the same result, i.e. an
abductive hypothesis a3. What should be noted here is that ALP procedure
could produce a hypothesis that consists of two atoms, namely a2 and a3,
but the restriction imposed on the set of abducibles prevents from a situation
where one abducible can be obtained from another one.
Similar situation occurs when the example 5.2 is concerned. In this case
the logic program looks as follows:




a2 ← a3 }
and the abductive goal is the same, i.e. an atom a1. A “good” abductive hy-
pothesis (as it is described in the Section 4.3 on p. 98) is the atom a5, which
is exactly the result of ALP procedure. This is also the most common abduc-
tive hypothesis obtained by means of the abductive procedure described in
this work (see the Section 5.2 on p. 107). Remark from the previous example
holds as well in this case, i.e. the only reason the ALP procedure does not
produce an abductive hypothesis a2 is the mentioned restriction on the set
of abducibles.
There is also a difference between ALP and the abductive procedure de-
scribed in this work that concerns the form of abductive hypotheses. ALP
procedure produces abductive hypotheses in the form of sets of atoms. Such
hypothesis cannot be added to a logic program, since by definition a logic
program is a set of Horn clauses (we would have to change them into facts).
Therefore, authors of ALP call those sets of atoms explanations for abductive
goal, what is understood as follows: if an explanation occurs long with the
clauses from a logic program, then the abductive goal occurs. On the con-
trary, the abductive procedure described on this work produces abductive
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hypotheses of the form of Horn clauses (or their removal) and can be directly
added to the logic program that serves as a knowledge base.
Finally, ALP procedure cannot handle abductive problems that are of
the form of a Horn clause. As it is shown in the Section 5.2 the abductive
procedure described in this work is able to produce abductive hypotheses,
where the knowledge base is of the form of the logic program P2 and the
abductive goal is the clause a4 ← a2.
6.2 Abduction in C-IL2P
There are two solutions based on the C-IL2P system that generate abductive
hypotheses. Both are described in [15]: the first one uses Connectionist Modal
Logic (CML) and the second one implements the Abductive Logic Program-
ming approach. I am going to describe both procedures in the following two
subsections and at the end I am going to compare them with the abductive
procedure introduced in this work.
6.2.1 Using Connectionist Modal Logic (CML)
Neural networks that are created from a logic programs by means of the trans-
lation algorithm [14] described in Subsection 4.1.1.1 can perform massively
parallel deduction from atoms in the bodies of the Horn clauses in a given
logic program into their heads. We could reverse this process, thus we would
check what are the “causes” for our atoms that are heads of the Horn clauses
from the given logic program. The main assumption here is “that abduction
is a form of reverse deduction. . . ” [15, pp. 12–13].
Unfortunately, we cannot just run the neural network in reverse and expect
that we obtain all possible inputs for a given output. Therefore, this approach
is based on the Connectionist Modal Logic (CML) [18] that enables to trans-
late logic programs with modalities (i.e. structures that represent necessity
as  and possibility by ♦) [39, 51] into neural networks.
For a given logic program P the abductive procedure is the following [15,
pp. 18–19]:
1. Create a world wi for each atom from the set B
h
P , i.e. the set of all heads
of the Horn clauses from P.
2. For each Horn clause hj from P create a modal rule:
wi : ai → ♦(ak, . . . , al)
3. Create accessibility relation R(wj , wi) whenever ai is in the body of
a clause in P whose head is aj .
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4. Build a neural network by means of the translation algorithm for CML [18].
5. For each unconnected output neuron of the form ♦(ak, . . . , al) in the en-
semble2, create a new network with output neurons ak, . . . , al so that
neurons ak, . . . , al are activated if neuron ♦(ak, . . . , al) is activated.
6. Connect each output neuron ai in the ensemble to any corresponding out-
put neuron with the same name, i.e. ai, in any other network of the en-
semble such that one neuron is activated whenever the other is activated.
As a result we obtain a neural network that is an ensemble of smaller neural
networks that represent the situation occurring in each possible world. The
idea is visible in the example given below, were the structure of the neural
network is shown in the Figure 6.2.
Let us consider the following example taken from [15, pp. 18–19], where
the logic program is the following:
P = { x← a, b
x← c
y ← x }
(6.3)
that is translated into the following modal logic program (steps 1 and 2):
PM = { w1 : x→ ♦(a, b)
w1 : x→ ♦c
w2 : y → ♦x }
along with the accessibility relation R(w2, w1). In order to resolve ♦(a, b) and
♦c from the world w1 we have to add the following two possible worlds: w3,
where we have a and b, and w4, where we have c, and the relations R(w2, w3)
and R(w2, w4) (step 3).
Now we can create a neural network for the modal logic program PM and
additional accessibility relations (steps 4, 5 and 6)—the final result is shown
in the Figure 6.2.
The neural network is created in such a way that the activation of the
neuron associated with y results in the activation of neurons in the output
layer that are associated with ♦(a, b) and ♦c, and furthermore, neurons that
are associated with a, b and c.
2 Each possible world is represented as a three-layered feedforward neural network
and the accessibility relation is represented by connections that run from one world
to another. In such case the overall structure is called an ensemble of three-layered
neural networks rather than a single multi-layered neural network.
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Fig. 6.2 Neural network for the modal logic program PM [15, p. 19].
6.2.2 Using Abductive Logic Programming
This approach is based on the propositional version of Abductive Logic Pro-
gramming [28], which was described in the Section 6.1. The abductive proce-
dure proposed by Garcez et al. [15] applies the four ingredients of ALP, i.e.
the theory T, which is a logic program, the goal G, which is a set of atoms,
the integrity constraints IC, which is a set of clauses that determines combi-
nations of atoms that if all being true lead to the contradiction, and the set
of abducibles A, along with three additional structures that are shown in the
Figure 6.3.
Elements of the Figure 6.3:
• T—a logic program that is translated into a neural network by means of
the translation algorithm described in the Subsection 4.1.1.1,
• IC —representation of the integrity constraints,
• G—representation of the goal atom,
• LOGIC —the module that decides if the goal is reached,
• CLOCK —the module that waits till the neural network in T stabilise
itself,











Fig. 6.3 The scheme of the abductive procedure in the C-IL2P system modelling
the Abductive Logic Programming approach [15, p. 24].
• COUNTER—the module that produces all possible combinations of the
true and false atoms from the set of abducibles A.
The neural network in T that represents our logic program is connected
with the module G, that represents the goal atom, and the module IC, that
represents integrity constraints, in the following way: if IC (G, respectively)
contains atoms that are associated with neurons neurons from the output
layer of T, then those output layer neurons are connected with IC (G, re-
spectively). The modules IC and G send signals ic and goal to the module
LOGIC if there are some integrity constraints violated or the goal is reached,
respectively. Now, if the module LOGIC receives signal sync, then it sends
signal soln if on the input it has active signal goal and not active signal ic,
otherwise, it sends signal next. The first case describes the situation, where
the goal is reached and the integrity constraints are satisfied, i.e. the output
layer of the neural network T does not change any more, hence the signal
sync from the module CLOCK is active, and neurons from the output layer of
T that are associated with atoms from the goal G are active, while neurons
from the output layer that are associated with atoms from IC are not active
(or are active in a combination that is allowed by integrity constraints). The
module CLOCK sends signal sync when the time that is needed for the neu-
ral network T passed by and signals soln and done are inactive, i.e. there is
no solution yet and there are still combinations of the abducibles to check.
We can move to the module COUNTER which generates the binary output,
where each binary digit represents an abductible, every time it receives signal
next. The output signals of the form of the binary digits are fed to the neural
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network T to the input layer neurons that are associated with abducibles.
If all combinations of abductibles were checked signal done for the CLOCK
module is activated.
It is easy to see that the whole system stops in two cases: the goal is
reached while the integrity constraints are satisfied, or there are no more
combinations of abducibles to check. In the first case the neural network T
is stable and the activation of the input layer neurons is the obtained abduc-
tive hypothesis. The second case describes the situation where the abductive
hypothesis cannot be generated by means of the provided set of abducibles
and integrity constraints.
All of the modules can be implemented as a neural network that is a result
of the translation of the sets of Horn clauses, as it is described in [15, pp. 25–
28] and with more details in [43].
Let us consider the following example taken from [15, p. 23]:
T =

battery flat → wont start
fuel empty → wont start
wet day → battery flat
fan broke → overheat
lights on

G = {wont start}
IC = {battery flat , lights on → ⊥}
A = {fan broke, fuel empty ,wet day}
(6.4)
Assuming that the abducibles are arranged in the order as in the A set
from example 6.4, i.e. the 001 COUNTER output state corresponds to the ab-
ducible wet day be the only true, 010 corresponds to the abducible fuel empty
be the only true and 100 corresponds to the abducible fan broke be the only
true, then the system stabilise at the fuel empty solution, which is the ab-
ductive hypothesis.
6.2.3 Comparison
The abductive procedure that exploits the method of the Connectionist
Modal Logic is described as a reverse deduction that is conveyed from atoms
that are heads of Horn clauses from a given logic program to atoms that
form the bodies of those Horn clauses. There is no method of “picking the
right ones” atoms that are considered true after the network stabilisation,
therefore, when we consider the example 5.1:
130 6 Abductive reasoning models and implementations
P1 = { a1 ← a2, a3
a2 ← a3
a2 ← a1 }
where the abductive goal is atom a1, all of the atoms a1, a2 and a3 are
considered to be true. In such situation it is hard to compare obtained results.
We could also try to run the abductive procedure described in this work for
the example 6.3. If we assume that the abductive goal is of the form of atom
y, then the procedure would most likely produce a hypothesis of the form of
the fact c ← or two facts a ← and b ←, depending on the factors that were
chosen for the translation algorithm form neural networks to logic programs,
as it was in the case of examples from the Section 5.2 (see p. 107).
The limitations of this method concern the fact that the obtained abduc-
tive hypotheses and the abductive goal are of the form of atoms that are
already present in the logic program.
In case of the abductive procedure that is an implementation of the Ab-
ductive Logic Programming approach the differences are the same as it was
described in the Subsection 6.1.1. Additionally, the neural structure that is
constructed in order to compute abductive hypotheses is much smaller in
the case of the procedure described in this book, than the procedure that
implements Abductive Logic Programming. However, work of Garcez et al.
show that it is possible to implement the set of integrity constraints in the
neural network using the translation algorithm that was described in the Sec-
tion 4.1.2. This open possibilities for the abductive procedure described in
this book in the future work, where the knowledge base is translated into
a neural network alongside with the set of integrity constraints.
6.3 Abduction in Abductive Question Answer System
Abductive Question Answer System (AQAS) [6] implements abductive rea-
soning as it is understood in the algorithmic approach (see Introduction on
p. 1), i.e. the abductive hypothesis fills the deductive gap between the knowl-
edge base Γ and the abductive goal ∆. The idea here is that the initial, poten-
tially complex, abductive problem can be decomposed into simpler problems,
where the combined solutions for the simpler problems forms the solution for
the initial problem.
The system is formalised by means of the Inferential Erotetic Logic for
Classical Propositional Logic, where the Socratic Proofs [34, 62] is the proof
method. The language used is L?`CPL, which is an extension of the language
of the CPL by the following symbols: ` (turnstile, intuitively it stands for
the derivability relation in CPL), question mark, comma and semicolon. The
basic structure in the system is a question formalised as a finite and non-
empty sequence of sequents of L?`CPL that consist of finite and non-empty
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sequences of formulas of the CPL language. If a sequent consists only of
literals, then it is called atomic, and if a question consists only of atomic
sequents, then it is called a minimal question.
Definition 6.5. Let Γ and ∆ be finite and non-empty sequences of formulas
of LCPL. An atomic declarative formula of L?`CPL or sequent is the following
structure:
Γ ` ∆
Definition 6.6. Let Φ be a finite and non-empty sequence of sequents. Then
question or erotetic formula of L?`CPL is of the following form:
?(Φ)
Intuitively, this represents a question concerning the CPL-derivability of the
information given in the consequents of sequents in Φ from antecedents of
those sequents. For example, a question ?(S ` A) asks about CPL-derivability
of A from S [62, p. 23].
As in the case of the logic programs, the semicolon is used to separate
sequents in questions, which is visible in the examples given in the later part
of this Section.
There are two kinds of sequents: closed and open. A sequent of the form
Γ ` ∆ is closed iff one of the following conditions is met:
1. Γ or ∆ contains F and ¬F (complementary formulas).
2. Γ and ∆ contain F .
where F is a formula of the CPL. If sequent is not closed, then its open. The
intuition here is the following, if a sequent is closed, then, if all formulas from
Γ are true, then at least one formula in ∆ is true.
An abductive problem (abductive question) occurs when the sequent in the
initial question is open. This is the starting point for the whole procedure.
Now we want to transform the (potentially) complicated problem into simpler
problems. This is obtained by means of ECPL, which is an erotetic calculus
for CPL. The rules of ECPL are shown in Tables 6.1 and 6.2, where the
α, β-notation was used [10]. At the end of a transformation of a question
a minimal question is obtained, which is a sequence of atomic sequents, i.e.
sequents which contain only literals.
Table 6.1 α/β—formulas [6].
α α1 α2 β β1 β2
A ∧B A B ¬(A ∧B) ¬A ¬B
¬(A ∨B) ¬A ¬B A ∨B A B
¬(A→ B) A ¬B A→ B ¬A B
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Table 6.2 Rules of ECPL [6].
?(Φ;Γ, α, Γ ′ ` ∆;Ψ)
?(Φ;Γ, α1, α2, Γ ′ ` ∆;Ψ)
Lα
?(Φ;Γ ` ∆,α,∆′;Ψ)
?(Φ;Γ ` ∆,α1,∆′;Γ ` ∆,α2,∆′;Ψ)
Rα
?(Φ;Γ, β, Γ ′ ` ∆;Ψ)
?(Φ;Γ, β1, Γ ′ ` ∆;Γ, β2, Γ ′ ` ∆;Ψ)
Lβ
?(Φ;Γ ` ∆,β,∆′;Ψ)
?(Φ;Γ ` ∆,β1, β2,∆′;Ψ)
Rβ
?(Φ;Γ,¬¬A,Γ ′ ` ∆;Ψ)





Definition 6.7. A finite sequence of questions s = 〈s1, . . . , sn〉 is a Socratic
transformation (s-transformation) of a question ?(Φ) by means of ECPL iff
the following conditions hold:
1. s1 = ?(Φ).
2. si (1 < i ≤ n) results from si−1 by an application of a rule of ECPL.
An s-transformation which has as the last question a minimal question is
called complete. It is clear that if the initial question Q is an abductive ques-
tion, i.e. a sequent in question Q is open, then the last question of the com-
plete s-transformation of question Q contains at least one open sequent, which
is atomic. The rules of ECPL are invertible, therefore, if we add some formulas
to all of the sequents that are open at the end of the s-transformation in such
a way that they become closed, then the addition of all of those formulas
to the initial question closes it as well. Combining those two facts together,
i.e. the simple form of the last sequents of a complete s-transformation of
an abductive question and the property that grants us that the closure of
the open sequents at the end of the s-transformation leads to the closure of
the initial question, we have obtained the way to resolve a given abductive
problem by decomposing it into simpler problems that are easier to resolve.
In order to close an atomic sequent we are going to use abductive rules
shown in the Table 6.3. There are two ways we can follow: either we are
going to make the antecedent of the sequent contradictory, or we put a con-
nection between a literal from the antecedent of the sequent and a literal
from the consequent of the sequent. The overlined literal l represents the
complementary literal for l.
Table 6.3 Abductive rules. [6]
?(Φ ; Θ1, l, Θ2 ` Θ3 ; Ψ)
l
R1abd




At this stage, applying abductive rules to random literals could result in an
abductive hypothesis that makes initial knowledge base Γ contradictory or is
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too strong, i.e. the abductive goal is obtainable from the abductive hypothesis
alone. In order to prevent situations of these kinds we proposed restrictions for
both abductive rules. The base for those restrictions are downward saturated
sets (or Hintikka sets) and dual downward saturated sets (or dual Hintikka
sets).
Definition 6.8. Let Γ be a sequence of formulas of CPL. By a downward
saturated set (Hintikka set) that corresponds to the Γ we mean a set UΓ that
fulfils the following conditions:
1. If F ∈ Γ , then F ∈ UΓ .
2. If α ∈ UΓ , then α1 ∈ UΓ and α2 ∈ UΓ .
3. If β ∈ UΓ , then β1 ∈ UΓ or β2 ∈ UΓ .
4. If ¬¬F ∈ UΓ , then F ∈ UΓ .
5. Nothing more belongs to UΓ except for those formulas that enter UΓ on
the grounds of conditions 1–4.
Definition 6.9. Let ∆ be a sequence of formulas of CPL. By a dual down-
ward saturated set (dual Hintikka set) that corresponds to the ∆ we mean
a set W∆ that fulfils the following conditions:
1. If F ∈ ∆, then F ∈W∆.
2. If α ∈W∆, then α1 ∈W∆ or α2 ∈W∆.
3. If β ∈W∆, then β1 ∈W∆ and β2 ∈W∆.
4. If ¬¬F ∈W∆, then F ∈W∆.
5. Nothing more belongs to W∆ except for those formulas that enter W∆ on
the grounds of conditions 1–4.
We are interested in all of those downward saturated sets that are consis-
tent, i.e. there exists a Boolean valuation for which all formulas in such set
are true. Taking into account the definition of the downward saturated set
we can say that such set is consistent iff it does not contain complementary
literals. The collection of all consistent downward saturated sets can be un-
derstood as a collection of all those valuations that make all of the formulas
that belong to the knowledge base Γ true. If we add an abducive hypothesis
to every downward saturated set in our collection, then we have an answer
if there exists a valuation under which our hypothesis is consistent with the
knowledge base.
Definition 6.10. By a consistency property corresponding to a sequence of
formulas Γ we understand a finite set UcΓ = {U1Γ , . . . ,UnΓ }, which contains all
downward saturated sets for Γ that do not contain complementary literals.
Similarly for the dual downward saturated sets—a dual Hintikka set is
dually satisfied if there is a Boolean valuation for which at least one formula
in such set is true. Therefore, a dual downward saturated set is dually valid
iff there is no Boolean valuation for which every formula in such set is false.
Taking into account the definition of the dual downward saturated set we can
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identify dually valid sets as those that contain complementary literals. In such
case we are interested in collecting all of those dual downward saturated sets
that are not dually valid. Such collection can be understood as a collection
of all those valuations that can make the antecedent of the sequent, i.e. the
sequence ∆3, false. The reason is that we do not want to create abductive
hypotheses that make the consequent of the sequent (∆) unfalsifiable on the
ground of the abductive hypothesis alone, i.e. they do not make all of the
dual downward saturated sets in non-validity property dually valid.
Definition 6.11. By a non-validity property corresponding to a sequence of
formulas ∆ we understood a finite set Wnv∆ = {W1∆, . . . ,Wn∆}, which contains
all dual downward saturated sets for ∆ that do not contain complementary
literals.
Now we can define restrictions for the abductive rules R1abd and R
2
abd from
the Table 6.3 that will grant us that the crated hypothesis is consistent with
the knowledge base and that it is not too strong, i.e. the abductive goal is not
obtainable from the hypothesis alone. The first kind of restrictions is called
consistency restrictions and the second kind—significance restrictions:
• Consistency restriction on R1abd :
There exists a set UΓ ∈ UcΓ such that l /∈ UΓ .
• Consistency restriction on R2abd :
There exists a set UΓ ∈ UcΓ such that l /∈ UΓ or k /∈ UΓ .
• Significance restriction on R1abd :
There exists a set W∆ ∈Wnv∆ such that l /∈W∆.
• Significance restriction on R2abd :
There exists a set W∆ ∈Wnv∆ such that l /∈W∆ or k /∈W∆.
Having defined all parts of the system we can now describe the abductive
procedure:
1. Given a sequent Γ ` ∆, where Γ stands for the knowledge base and ∆
for the abductive goal, create a complete s-transformation of the question
?(Γ ` ∆).
2. On the basis of Γ create the consistency property UcΓ and on the basis of
∆ the non-validity property Wnv∆ .
3. Take the first open sequent from the last question of the s-transformation
created in the first step and close it with either abductive rule, R1abd or
R2abd , in such a way that the restrictions concerning this rule are not
violated.
4. Remove from the consistency property UcΓ all downward saturated sets
that become inconsistent after the addition of the created hypothesis. Sim-
ilarly, remove from the non-validity property Wnv∆ all those dual downward
3 ∆ stands for the antecedent of a sequent and intuitively is understood as the infor-
mation that is not obtainable from the knowledge base, i.e. antecedent of a sequent
marked by Γ .
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saturated sets that become dually valid after the addition of the created
hypothesis.
5. If there are no other open sequents, combine all hypotheses with the
conjunction—this is your final abductive hypothesis, otherwise, proceed
to the next open sequent and repeat steps 3–4.
In [6] we have a proof of the Theorem, which states that creating abduc-
tive hypotheses in a way described above grants us that the final abductive
hypothesis is consistent with our knowledge base and that the abductive goal
is not obtainable from the hypothesis alone.
Let us consider the following example that illustrate how the abductive
procedure works. The example is taken form [6]. We start with the following
knowledge base Γ and abductive goal ∆:
Γ = 〈p→ (z → q), r ∧ s〉
∆ = 〈r → q〉
The complete s-transformation of the question ?(p→ (z → q), r ∧ s ` r → q)
looks as follows (first step):
?(p→ (z → q), r ∧ s ` r → q)
?(r, s, p→ (z → q) ` r → q) L∧
?(r, s, p→ (z → q) ` ¬r, q) R→
?(¬p, r, s ` ¬r, q ; z → q, r, s ` ¬r, q) L→
?(¬p, r, s ` ¬r, q ; ¬z, r, s ` ¬r, q ; q, r, s ` ¬r, q) L→
Following the abductive procedure, we are going now to generate downward
saturated sets:
U1Γ = {p→ (z → q), r ∧ s, r, s,¬p, z → q,¬z, q}
U2Γ = {p→ (z → q), r ∧ s, r, s,¬p, z → q,¬z}
U3Γ = {p→ (z → q), r ∧ s, r, s,¬p, z → q, q}
U4Γ = {p→ (z → q), r ∧ s, r, s,¬p}
U5Γ = {p→ (z → q), r ∧ s, r, s, z → q,¬z, q}
U6Γ = {p→ (z → q), r ∧ s, r, s, z → q,¬z}
U7Γ = {p→ (z → q), r ∧ s, r, s, z → q, q}
where consistent downward saturated sets form a consistency property:
UcΓ = {U1Γ ,U2Γ ,U3Γ ,U4Γ ,U5Γ ,U6Γ ,U7Γ }
and dual downward saturated sets:
W1∆ = {r → q,¬r, q}
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where non-valid dual saturated sets form a non-validity property:
Wnv∆ = {W1∆}
Looking at the last question in the s-transformation created in the first
step
?(¬p, r, s ` ¬r, q ; ¬z, r, s ` ¬r, q ; q, r, s ` ¬r, q)
we can see that there are two open sequents:
¬p, r, s ` ¬r, q
¬z, r, s ` ¬r, q
Let us take the first open sequent ¬p, r, s ` ¬r, q and close it by means of
the abductive rule R1abd . We can choose literal ¬p from the antecedent of
the sequent and create hypothesis p. We do not violate both restrictions,
however, our consistency property shrinks to those downward saturated sets
that do not contain ¬p:
UcΓ = {U5Γ ,U6Γ ,U7Γ }
Having the first open sequent closed we can move to the second open sequent,
i.e. ¬z, r, s ` ¬r, q. We can close it by means of the second abductive rule
R2abd : let us take the literal ¬z from the antecedent of the sequent and the
literal q from the consequent of the sequent, and from a hypothesis ¬z → q.
This hypothesis does not violate both restrictions for the rule R2abd since the
set U7Γ does not contain the literal ¬z, and the set W1∆ does not contain the
literal z.
There are no other open sequents in our question, therefore, we can move
to the last step of the abductive procedure and form the final abductive
hypothesis, which is a conjunction of both hypotheses generated in previous
steps:
p ∧ (¬z → q)
The addition of the abductive hypothesis p ∧ (¬z → q) to the knowledge
base Γ allows us to derive the abductive goal ∆, while in the same time the
knowledge base remains consistent and the abductive goal cannot be derived
from the abductive hypothesis alone.
6.3.1 Comparison
The approach to the abductive reasoning that is implemented in the Ab-
ductive Question-Answer System is similar to the one used in the Abductive
Logic Programming. The difference here is that in AQAS abductive hypoth-
esis should be consistent with the knowledge base rather than with the set
of integrity constraints. Therefore, at this level the difference between the
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abductive procedure introduced in this work and AQAS is similar as in the
case of ALP, i.e. allowing abductive hypotheses to be a symmetric difference
between the initial knowledge base and the one that results from applying
the abductive procedure is a broader approach than allowing abductive hy-
potheses to be only extra knowledge that is added to the knowledge base.
The starting point is similar in both abductive procedures, i.e. AQAS and
the one described in this work. The abductive goal is defined as information
that cannot be derived from the knowledge base and the set of abducibles is
not given from the beginning. In both cases only one abductive hypothesis
is created rather than a huge number of potential candidates that is system-
atically narrowed down by given criteria, and the hypotheses have desired
properties, which are the consistency with the knowledge base and the in-
ability of the abductive goal derivation from the abductive hypothesis alone.
Now we would like to compare results obtained from specific examples, but
here lays the following problem. The language and semantics of propositional
logic programs can be interpreted in two ways in the CPL that is used in
AQAS. We could treat every Horn clause as implication and the negation as
failure as classical negation. The other way is to create Clark’s completion
of a logic program, which it meant to translate it into the language of CPL
preserving the unique semantics of logic programs (see the Section 2.4.1 on
p. 45). We will try to compare the two abductive procedures in both ways
here.
Let us consider the example 5.1 (see p. 107):
P1 = { a1 ← a2, a3
a2 ← a3
a2 ← a1 }
where the abductive goal is the atom a1.
In the first case, when we treat logic program P1 as a set of classical
implications, the abductive hypothesis obtained by means of AQAS can be
the same as the one obtained in the example 5.1, i.e. atom a3. However, AQAS
is an abductive procedure that returns one solution, but not necessarily the
best in terms of the complexity—using abductive rules (see the Table 6.3
on p. 132) along with restrictions (see p. 134) guarantees only that obtained
hypotheses are consistent with the initial knowledge base and are not to
strong, i.e. the abductive goal is not obtainable from the hypothesis alone.
The situation is different if we make Clark’s completion for the logic pro-
gram P1 and then perform on the obtained set of CPL formulas the abductive
procedure from AQAS. The Clark’s completion for the program P1 looks as
follows:
comp(P1) = { a1 ↔ a2 ∧ a3
a2 ↔ a3 ∨ a1
¬a3 }
(6.5)
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There is only one model for such set of formulas, where all atoms, i.e. a1, a2
and a3 are mapped to false, therefore there is only one Hintikka set which
contains atoms a1, a2, a3 preceded with the negation. This means that we
cannot create any abductive hypothesis with respect to the restrictions given
in 6.3, because the abductive goal contradicts with every model for the knowl-
edge base, and thus after addition of any of hypotheses created by means of
abductive rules from the Table 6.3 to the knowledge base it would become
inconsistent.
The situation is similar in the second example 5.2 (see p. 107). For the
logic program:




a2 ← a3 }
and the abductive goal the same as in the previous example, the abductive
procedure from AQAS can generate “good” abductive hypothesis for this
case, i.e. atom a5. However, when the Clark’s completion of the program P2
is concerned:






there is only one model for such collection of formulas, where all atoms are, i.e.
a1, . . . , a5, are mapped to false. As in the former example, there is only one
Hintikka set, which contains all atoms occurring in formulas from comp(P2),
therefore it is not possible to create abductive hypothesis by means of the
abductive rules with respect to the restrictions.
Let us now consider again the logic program P2 but with the abducive goal
of the form of the clause a4 ← a2. The “good hypothesis” here is the atom a5
(see the Section 5.2 on p. 107), and it is obtainable by means of the abductive
rules used with respect to the restrictions. In the two previous examples
creating Clark’s completion for the knowledge base caused problems, because
the abductive goal was contradictory to all models for such sets of formulas.
In this case the abductive goal becomes obtainable from the knowledge base,
therefore there is no need to run the abductive procedure.
The cause of the fact that the Clark’s completion made such a difference
in the process of abductive hypotheses creation by means of the AQAS pro-
cedure may lay in the specificity of used examples. In addition, analysed
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examples do not explore the potential of other type of abductive hypothe-
ses that AQAS is able to create, namely those of the form of implications.
The reason is that the goal here was to show basic differences and similar-
ities between both approaches rather than making comprehensive compari-
son. Therefore, it would be very interesting to compare situations, where the
“good” hypotheses require those more complicated form with the addition or
removal of Horn clauses from logic programs in the corresponding cases for
the abductive procedure described in this work.
6.4 Abduction with Synthetic Tableaux Method
The abductive procedure from [30] implements the algorithmic account of ab-
duction [12, p. 88], where the basic logic is classical propositional logic, the
abductive procedure that produces abductive hypotheses is the Synthetic
Tableaux Method [57] for CPL and then there were defined five criteria that
were used in multi-criteria analysis to evaluate obtained abductive hypothe-
ses.
The Synthetic Tableaux Method [56, 57] for CPL is a proof method, where
a synthetic tableau for a formula F is created, which in turn is a collection
of synthetic inferences s of F/¬F . Synthetic inferences are generated on
the basis of sets of basic constituents, i.e. literals occurring in F or their
negations. The formulas that occur in a given synthetic inference can be only
subformulas of the formula F or their negations. The derivability relation is
defined by the rules listed in the Table 6.4.
Given a set of clauses Γ which stands for the initial knowledge base and
a formula φ a synthetic tableau for a derivation of φ from Γ is defined as
a family of synthetic inferences of Γ ∪ {φ} or their negations on the basis of
consistent sets of literals occurring in Γ ∪{φ} or their negations. A synthetic
inference s of a formula φ on the basis of the set Γ is called a success iff s
contains ¬F , where F ∈ Γ , or s contains φ. If it is the case that s contains
all formulas from Γ and the negation of the formula φ, i.e. Γ ∪{φ} ⊆ s, then
we call s a failure. We can say that a set Γ entails a formula φ iff there exists
a synthetic tableau for the derivation of φ on the basis of Γ such that each
element of the tableau is a success [30]. Since the abductive problem occurs
when a given formula is not obtainable form a given knowledge base, we are
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Fig. 6.4 Example of a synthetic tableau [30].
interested only in those synthetic tableau, which contain at least one failure.
Let us consider the following example taken from [30], where the knowledge
base is the following:
Γ = {p→ q ∨ r}
and the abductive goal is the formula:
φ : (p→ q) ∧ (p→ r)
The synthetic tableau for the derivation of φ from Γ is shown in the Fig-
ure 6.4. A synthetic inference is a sequence of formulas from a given branch,
for example:
s1 = ¬p, p→ q, p→ r, (p→ q) ∧ (p→ r), q,¬r
is a rightmost synthetic inference. Synthetic inferences that are failures are
marked with the † symbol. In the exemplary synthetic inference given above
literals q and r were added, but they are not required to build the synthetic
inference s1, as it can be seen in the Figure 6.4. The situation is different with
literal ¬p—all formulas in s1 are derived from this literal and thus it is called
an entangled literal, which is relevant for s1 being a success or a failure [30].
The algorithm that generates the set of abducibles uses the entangled
literals “gathered” from failures. Given a knowledge base Γ and an abductive
goal φ, the generation of the set of abducibles takes four steps [30]:
1. A synthetic tableau for a derivation of φ on the basis of Γ is created.
2. For each failure si (where i ∈ [1, . . . , k], and k is the number of failures in
the synthetic tableau) the entangled literals Li1, . . . , L
i
n of si are extracted.
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3. For each failure si a formula Di = ¬(Li1 ∧ . . . ∧ Lin) is build. Afterwards,
a conjunction D1 ∧ . . . ∧Di ∧ . . . ∧Dk is created.
4. The conjunction D1∧ . . .∧Di∧ . . .∧Dk is transformed into the disjunctive
normal form A1∨. . .∨Am, where each disjunct Aj (or any subset of the set
{A1, . . . , Am} with elements connected with disjunction) is an abducible
for the formula φ with respect to the knowledge base Γ .
The set of abducibles obtained by means of the described algorithm is
huge and contains unwanted elements, such as e.g. inconsistent sets of literals.
However, I will not go here into details of the implementation that allows to
“trim” the set of abducibles for a given abductive problem—the reader is
sent to the source [30].
Having the set of abducibles we can move to the next step, i.e. the evalu-
ation of abductive hypotheses. There were five criteria [30]:
1. Consistency—if a hypothesis H is consistent with the knowledge base, the
hypothesis H gets 1 as evaluation, and 0 otherwise.
2. Significance—if an abductive goal G is entailed by the hypothesis H, the
hypothesis H gets 0 as evaluation, and 1 otherwise.
3. Complexity—the number of distinct variables a hypothesis H contains
(the smaller the better).
4. Operational complexity—the number of two-argument operators a hypoth-
esis H contains (the smaller the better).
5. Overlapping—the number of variables that occur in both: a hypothesis H
and abductive goal G (the smaller the better).
The criteria described above are discussed in more details in the Subsec-
tion 4.3.1.
Now we can evaluate each abductive hypothesis and create a classification
from the “best” to the “worse” abductive hypothesis, based on the multi-
criteria analysis, where we want to maximise the first two criteria, and to
minimise the remaining three. For example, for the abductive problem where
the knowledge base contains the following formulas:
p→ (q ∨ r)
¬t→ ¬r
q → (s ∨ t)
s→ (¬t ∨ r)
and the abductive goal in the form of atom s, the initial set of abducibles
was containing 2102400 elements, and after the simplification and evaluation
it was narrowed down to just two non-dominated abductive hypotheses:
p ∧ ¬t
q ∧ ¬t
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where the simplification process removes from the set of abducibles those
hypotheses that are logically equivalent to other abductive hypotheses.
6.4.1 Comparison
The abductive procedure given in [30] is similar to ALP procedure in the
approach to the abduction, where the set of abducibles is created at the
beginning, and then a method of selection is introduced that allows to pick
up only those abducibles that fulfil certain criteria. Therefore, it is different
from the abductive procedure proposed in this work (or AQAS), where there
is no set of abducibles that is being “trimmed”, but only one hypothesis
that potentially has desired properties (or in case of AQAS is guaranteed
to has those properties). Another point is that the method of evaluation of
abductive hypotheses, which employs the multi-criteria analysis based on the
five criteria defined in [30] is much more sophisticated than the criteria used
in any other abductive procedure described in this work. For that reason it
would be very interesting to design such abductive problems that could be
analysed by both, the method in [30] and the abductive procedure proposed in
this work, and compare obtained abductive hypotheses. Here of course arises
the problem of the compatibility of the propositional logic programs and
the classical propositional logic, which was described in the Subsection 6.3.1
(see p. 136) devoted for the comparison between AQAS and the abductive
procedure proposed in this work.
6.5 Chapter summary
There are many different approaches to the problem of formalisation and im-
plementation of abductive reasoning. The solutions described in this Chapter
allow to put the abductive procedure proposed and described in this work in
a wider context. The comparisons that were made at the end of each section
showed differences and similarities between approaches as far as the obtained
abductive hypotheses for particular problems are concerned. In addition, the
differences between intuitions and notions concerning abductive reasoning
that stand behind each approach were also discussed.
In the first two Sections (p. 119 and 125, respectively) abductive proce-
dures were described that use as formal grounds logic programs. We started
with Abductive Logic Programming [28], which is a well known framework
for abductive hypotheses creation. The main differences between ALP and
the abductive procedure proposed in this work lay in the fact that in the
former approach at the beginning of the abducive procedure we are already
equipped with the set of abducibles. Additionally, the set of abducibles is
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prepared in such a way, that it contains only those abducibles that cannot
be derived from other abducibles. The next difference is that the abductive
goals and hypotheses are restricted only to atoms that occur in the knowledge
base, while by means of the procedure proposed in this work we can consider
abductive goals in the form of Horn clauses that do not necessarily contain
atoms only from the knowledge base, and create abductive hypotheses of the
form of Horn clauses (or their removal).
After ALP procedure we moved to the two approaches to the abductive
reasoning that are implemented by means of the C-IL2P system [15]. The
first one was based on the modal version of logic programs. Since there was
no definition of the abductive goal and the abductive hypothesis it was hard
to compare this approach with the one proposed one proposed in this work.
The second one was the implementation of ALP procedure by means of the
C-IL2P system, therefore the differences listed in the comparison from the
first Section apply also in this case. However, this implementation of ALP
procedure shows that it is possible to implement the set of integrity con-
straints by means of C-IL2P system, what can be developed further in the
future work.
The third Section was devoted for the description of the Abductive
Question-Answer System [6]. It appears that AQAS is very similar to the
abductive procedure proposed in this work because of the two following rea-
sons: firstly, both abductive procedures create “good” abductive hypothesis,
which may turn out to be the best; secondly, both system are flexible as far
as the form of abductive hypotheses and goals is concerned, i.e. they accept
formulas from the language they are formalised in. However, the analysis
of exemplary abductive problems revealed that the interpretation of logic
programs in classical propositional logic, i.e. treating Horn clauses as clas-
sical implications vs Clark’s completion, can change an abductive problem
to become unsolvable or even leads to the situation, where it stops being
a problem, because the abductive goal becomes obtainable from the knowl-
edge base. Further comparison between those two systems requires generation
and analysis of much larger collection of calculated examples and is included
in the future work.
Finally, the abductive procedure that uses multi-criteria analysis along
with sophisticated criteria to evaluate abductive hypotheses [30] was de-
scribed. It is based on the classical propositional logic and consists of two
phases: the first one concerns the generation of a set of abducibles by means
of the Synthetic Tableaux Method [57]; the second one concerns the sim-
plification of the generated set of abducibles and evaluation of abductive
hypotheses by means of the mentioned multi-criteria analysis. As for the fu-
ture work, it would be interesting to generate such abductive problems that
would allow to compare both abductive procedures. This leads us to the com-
parison between both procedures. On the one hand, the difference between
the procedure from [30] and the one proposed in this work is similar as in
the case of ALP—the abductive procedure proposed in this work does not
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require to generate a set of abducibles, but instead one abductive hypothesis
is given as a result. On the other hand, the second difference is similar as in
the case of AQAS, because it concerns the problem with the compatibility
between the logic programs and the classical propositional logic.
Chapter 7
Conclusions and future work
The abductive procedure presented in this work is placed in a growing trend
to combine advantages of the symbolic and neural frameworks. On the one
hand, the formal framework of logic programs allows to precisely define used
concepts, like for example abductive goal or abductive hypothesis. On the
other hand, the ability of artificial neural networks to learn from examples
gives possibility of creating structures that are very hard to grasp by means
of strict algorithms or symbolic structures.
7.1 Summary
Let us recall the scheme of the abductive reasoning given in the Figure 1.3.
The whole procedure begins when we are given a knowledge base in the form
of a logic program and an abductive goal of the form of a Horn clause. Hav-
ing the information about the properties of neural networks into which we
can translate logic programs, especially that they model the way the imme-
diate consequence operator works for logic programs, we can assume that
constructing the definition of abductive goal in such a way that it depends
on the immediate consequence operator can be helpful in further steps, like
e.g. designing a training set for the neural networks. Therefore, the second
Chapter (p. 11) is devoted for the formal description of logic programs and
proving Theorem that allow to define an abductive goals in the form of Horn
clauses in terms of the immediate consequence operator.
Moving according to arrow on the scheme we arrive at a neural network
that is a result of the translation of a knowledge base in the form of a logic
program along with an abductive goal in the form of a Horn clause. Before
we describe the algorithm that allows for such translation, we have to precise
the domain of the translation. Therefore, the third Chapter (p. 53) contains
the description of neural networks as well as the notation used in further
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part by the translation algorithm. Now we have described all corners of the
scheme given in the Figure 1.3.
The next Chapter (p. 65) is devoted for the characterisation of all arrows
that connect corners of the scheme. Firstly, the algorithm that translates logic
programs into neural networks is defined as a modified version of Garcez’s
et al. [14] proposal. The introduced modifications were based on the results
obtained in the second Chapter, especially the definition of abductive goal
based on the immediate consequence operator and the theorems concerning
the relation between the immediate consequence operator and the notion of
a logical consequence in the form of a Horn clause of a logic program. Af-
terwards, the reverse translation was defined, i.e. from neural networks to
logic programs. In addition, in order to reduce the set of Horn clauses re-
sulting from this translation, a procedure of simplification for logic programs
was defined. Having defined both translations we proceeded to the problem
of neural networks training. There was only one training example for neural
networks, which was defined on the basis of the way the translation algorithm
from neural networks to logic programs work, and the properties of the the-
orem used to define abductive goals by means of the immediate consequence
operator. Afterwards, we moved to the last element of the scheme from the
Figure 1.3, which is the definition of the abductive hypothesis as a symmetric
difference between the initial logic program and the one that is a result of
the translation of the trained neural network. At this point there were also
discussed criteria of evaluation of abductive hypotheses, where some of them
were implemented in the proposed abductive procedure.
At this point the abductive procedure is fully defined. In the next two
chapters the implementation of the abductive procedure is described along
with exemplary results, and the comparison between a couple of other ab-
ductive procedures and the one proposed in this work is conveyed.
It should be underlined that apart from particular results described in dif-
ferent chapters the asset of this work lays also in the novelty of the approach
and the way it is designed, i.e. how it combines knowledge that concerns
formal systems like logic programs, artificial neural networks and reasoning.
7.2 Moving further
Every part of proposed abductive procedure yields ideas about the further
development. Starting from the logic programs, there is an obvious direction
in which this work should go, i.e. the extension of the procedure for extended
logic programs, which allow to use both negations: the default and the clas-
sical one. Garcez et al. [14] proposed a translation algorithm from extended
logic programs to neural networks. In addition, there are also other formal
systems that can can be translated into neural networks, like e.g. in [4]. It was
also mentioned in the Section 4.3 that abductive hypothesis can be defined in
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a more sophisticated way that would allow to investigate not only additions
and removals of Horn clauses, but also their changes, e.g. from a Horn clause
that has a body to a fact.
As far as neural networks are concerned there are couple of possible ways
of further development of the procedure. The wide-scale research of many dif-
ferent examples of abductive problems and with the use of all of the factors
that takes as arguments the translation algorithm could lead to the identifi-
cation of such neural networks characteristics that improve the formulation
of “good” abductive hypotheses. Therefore, there are plans for the implemen-
tation of the evaluation of abductive hypotheses, as it was done e.g. in [30].
There was only one training set used in the examples described in the Sec-
tion 5.2 that was made on the ground of the immediate consequence operator
method of obtaining the minimal models for acceptable logic programs, and
with the assumption that knowledge about good abductive hypotheses con-
tained in the training example should be minimised. However, it could be
the case that the training based on the more diverse set of training examples
would yield significant improvement. In addition, there can be used differ-
ent methods of neural networks training, e.g. instead of the backpopagation
algorithm a genetic algorithms could be employed [38].
Finally, in the Chapter 6 the problem of comparability between the pro-
posed procedure and abductive procedures based on the classical proposi-
tional logic was addressed. Solving it would open the way to convey wide-
scale comparison between different abductive procedures, like for example




8.1 Logic programs obtained in experiments
8.1.1 Logic programs obtained for the second abductive
problem
P12 = { a1 ← a2 P22 = { a1 ← a2 P32 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a4 ← a5 a4 ← a5
a3 ← a3 ← a5 a3 ←∼a1,∼a4
a2 ← a2 ← a3 a3 ← a5,∼a5,∼a2




P42 = { a1 ← a2 P52 = { a1 ← a2 P62 = { a1 ←∼a5, a3,∼a5
a1 ← a3 a1 ← a3 a1 ← a2
a4 ←∼a1 a4 ← a5 a4 ←
a3 ←∼a1 a3 ← a3 ←
a2 ← a3 a2 ← a2 ←
a5 ← } a5 ← } a5 ← }
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P72 = { a1 ← a2 P82 = { a1 ← a2 P92 = { a1 ← a2
a1 ← a3 a1 ←∼a4, a3 a1 ← a3,∼a5
a4 ← a5,∼a3 a1 ← a3,∼a5 a4 ←
a4 ←∼a1,∼a3,∼a2 a4 ← a3 ←
a4 ← a5,∼a1 a3 ← a2 ←
a4 ← a5,∼a2 a2 ← a5 ← }






P102 = { a1 ← a2 P112 = { a1 ← a2 P122 = { a1 ← a2
a1 ← a3 a1 ←∼a5, a3 a1 ← a3
a4 ←∼a1, a3 a1 ← a4, a3 a4 ← a5
a4 ← a5,∼a1 a4 ←∼a1,∼a3 a3 ←∼a4,∼a2
a4 ← a5, a3, a2 a4 ←∼a1, a5 a3 ← a5,∼a1
a4 ← a2,∼a1 a4 ←∼a1,∼a2 a3 ←∼a2,∼a1
a3 ←∼a1 a4 ← a5,∼a2 a3 ←∼a4,∼a1
a2 ← a3 a3 ←∼a1,∼a2 a2 ← a3
a5 ← } a3 ←∼a1, a4 a5 ← }
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P132 = { a1 P142 = { a1 ← a2 P152 = { a1 ← a2
a4 ← a1 ← a3 a1 ← a3
a3 ← a4 ← a4 ← a5
a2 ← a3 ← a3 ←∼a1,∼a4
a5 ← } a2 ← a3 a3 ← a5,∼a4




P162 = { a1 ← a2, a3 P172 = { a1 ← a2 P182 = { a1 ← a2, a5
a1 ←∼a4, a3,∼a5 a1 ← a3 a1 ← a2,∼a5
a1 ←∼a4, a2 a4 ← a5,∼a3 a1 ← a3
a1 ←∼a5, a2 a4 ←∼a1,∼a3,∼a2 a4
a4 ← a5 a4 ←∼a1, a5 a3
a3 ←∼a4,∼a2 a4 ← a5,∼a2 a2
a3 ←∼a1, a5 a3 ←∼a1,∼a4 a5 ← }
a3 ←∼a1,∼a2 a3 ←∼a4, a5,∼a2
a3 ←∼a1,∼a4 a3 ←∼a1,∼a2
a2 ← a3 a3 ← a5,∼a1





P192 = { a1 ← a2 P202 = { a1 ← a2 P212 = { a1 ← a2, a5
a1 ← a3 a1 ← a3 a1 ← a3
a4 ←∼a1,∼a2 a4 ← a5 a4 ←∼a1
a4 ←∼a1, a3 a3 ←∼a4,∼a2 a4 ← a5, a3,∼a2
a4 ← a5, a3,∼a2 a3 ←∼a1,∼a2 a3 ←∼a1,∼a2
a4 ← a5,∼a1 a3 ←∼a1,∼a4 a3 ←∼a1, a4
a3 ←∼a1,∼a2 a2 ← a3 a3 ← a5, a4,∼a2
a3 ←∼a1, a4 a2 ←∼a1,∼a4,∼a5 a3 ← a5,∼a1
a3 ← a5, a4,∼a2 a5 ← } a2 ← a3
a3 ← a5,∼a1 a5 ← }
a2 ← a3
a5 ← }
P222 = { a1 ← a2 P232 = { a1 ← a2 P242 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a5, a2 a4 ← a4 ← a5
a4 ←∼a1, a3 a3 ←∼a4,∼a2 a4 ←∼a1,∼a2
a4 ← a5,∼a1 a3 ←∼a1,∼a2 a3 ← a5
a4 ←∼a1, a2 a3 ←∼a1,∼a4 a3 ←∼a1,∼a2
a3 ← a5,∼a4, a2 a2 ← a3 a2 ← a3
a3 ←∼a1 a5 ← } a3 ← a5,∼a1
a2 ← a3 a5 ← }
a5 ← }
P252 = { a1 ← a2 P262 = { a1 ← a2 P272 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a5 a4 ← a5 a4 ← a5
a4 ←∼a1,∼a2 a4 ←∼a1,∼a2 a4 ←∼a1,∼a3,∼a2
a3 ←∼a1, a4,∼a2 a3 ← a3 ← a5
a3 ← a5 a2 ← a3 a2 ← a3
a2 ← a3 a5 ← } a5 ← }
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P282 = { a1 ← a2 P292 = { a1 ← a2 P302 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a5 a4 ← a3, a2 a4 ← a5
a3 ← a5 a4 ← a5 a3 ←
a3 ←∼a1,∼a4,∼a2 a4 ← a1, a2 a2 ← a3
a2 ← a3 a4 ← a1, a3 a5 ← }
a5 ← } a3 ←
a2 ←
a5 ← }
P312 = { a1 ← a2 P322 = { a1 ← a2 P332 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a4 ← a4 ←
a3 ← a5 a3 ← a5 a3 ← a5
a2 ← a3 a2 ← a3 a2 ←
a5 ← } a5 ← } a5 ← }
P342 = { a1 ← a2 P352 = { a1 ← a2 P362 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a4 ← a5 a4 ← a5
a3 ← a4, a2 a3 ← a5 a4 ← a2
a3 ← a5 a3 ← a1, a4, a2 a4 ← a3
a3 ← a1 a2 ← a3 a4 ← a1
a2 ← a3 a5 ← } a3 ←
a5 ← } a2 ← a3
a5 ← }
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P372 = { a1 ← a2 P382 = { a1 ← a2 P392 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a4 ← a5 a4 ← a5
a3 ← a5 a4 ← a1, a3, a2 a3 ← a5
a3 ← a1, a4, a2 a3 ← a5 a2 ← a3
a2 ← a3 a2 ← a3 a2 ← a1, a4, a5
a5 ← } a5 ← } a5 ← }
P402 = { a1 ← a2
a1 ← a3
a4 ← a3, a2
a4 ← a5
a4 ← a1, a2





8.1.2 Logic programs obtained for the third abductive
problem
P12 = { a1 ← a2 P22 = { a1 ← a2 P32 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a1 a4 ← a5 a4 ← a5
a3 ← a3 ← a4 ←∼a1, a3
a2 ← a2 ← a3 ←
a5 ← } a5 ← } a2 ←
a5 ← }
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P42 = { a1 ← a2 P52 = { a1 ← a2 P62 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a4 ← a5 a4 ←
a3 ← a3 ← a5 a3 ← a5
a2 ← a2 ← a2 ←
a5 ← } a5 ← } a5 ← }
P72 = { a1 ← a2 P82 = { a1 ← a2 P92 = { a1 ← a2
a1 ← a3 a1 ← a3 a1 ← a3
a4 ← a5 a4 ← a5 a4 ←
a4 ← a3 a3 ←∼a1, a4,∼a2 a3 ← a4,∼a2
a4 ←∼a1 a3 ← a5 a3 ←∼a1,∼a2
a3 ← a2 ← a3 ← a5
a2 ← a5 ← } a2 ←
a5 ← } a5 ← }










8.2 The detailed translation algorithm TP→N
Algorithm 1 Translation from P to N




max(KP ∪MuP) + 1
2: Amin ← Abmin +A
f
min





max(KP ∪MuP)(Amin − 1) +Amin + 1




ln(1−Amin)− ln(1 +Amin) + r(l + 1)
max(MuP)(Amin − 1) +Amin + 1
5: if W b1 > W
b
2 then
6: W b ←W b1
7: else
8: W b ←W b2
9: end if
10: W ←W b +W f
11: ovl ← getOverlapping(P)
12: baseNinfo ← basicGen(Amin, W , P, β, ba, ovl)
13: NI ← baseNinfo[0]
14: NH ← baseNinfo[1]
15: NO ← baseNinfo[2]
16: Ci→h ← baseNinfo[3]
17: Ch→o ← baseNinfo[4]
18: additionalNinfo ← addGen(l, Amin, β, ba, P, NI , NH , NO, Ci→h, Ca)
19: NH ← NH ∪ additionalNinfo[0]
20: Ca ← additionalNinfo[1]
21: recursiveNinfo ← addRecursive(NI , NO, NR, ovl)
22: Cr ← recursiveNinfo[0]
23: Nr ← recursiveNinfo[1]
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Algorithm 2 Function that generates the set of atoms and their counterparts
1: function getOverlapping(P)
2: base ← BP
3: atoms ← ∅
4: repeat
5: atom ← base[0]
6: if m({atom}, h) ∈ BP or um({atom}, h) ∈ BP then
7: atoms ← atoms ∪ {atom}
8: end if
9: base ← base \ {atom}




Algorithm 3 Function for “base” neural network (part 1)
1: function basicGen(Amin, W , P, β, ba, ovl)
2: clauses ← P
3: NI ← ∅
4: NH ← ∅
5: NO ← ∅
6: Ci→h ← ∅
7: Ch→o ← ∅
8: i← 1
9: j ← 1
10: k ← 1
11: NI ← NI ∪ {t}
12: NH ← NH ∪ {ht}
13: repeat
14: cl ← clauses[0]
15: neuO ← getNeuron(NO, head(cl))
16: if body(cl) = ∅ then
17: if neuO = 0 then
18: if head(cl) /∈ ovl then
19: ii ← 〈g(·) , 0 , head(cl) , Amin〉
20: i← i+ 1






24: ok ← 〈h(·) , bo , head(cl) , Amin〉
25: k ← k + 1
26: NO ← NO ∪ {ok}
27: Ch→o ← Ch→o ∪ {〈ht, ok〉}
28: else







33: hj ← 〈h(·) , bh , nj , Amin〉
34: j ← j + 1
35: NH ← NH ∪ {hj}
36: if neuO = 0 then
37: ii ← 〈g(·) , 0 , head(cl) , Amin〉
38: i← i+ 1





41: ok ← 〈h(·) , bo , head(cl) , Amin〉
42: k ← k + 1
43: NO ← NO ∪ {ok}
44: Ch→o ← Ch→o ∪ {〈hj , ok〉}
45: else
46: Ch→o ← Ch→o ∪ {〈hj ,neuO〉}
47: if head(cl) ∈ body(cl) then
48: neuI ← getNeuron(NI , head(cl))
49: Ci→h ← Ci→h ∪ {〈neuI ,hj〉}
50: end if
51: end if
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Algorithm 4 Function for “base” neural network (part 2)
52: literals ← body(cl) \ {head(cl)}
53: repeat
54: lit ← literals[0]
55: neuI ← getNeuron(NI , lit)
56: if neuI = 0 then
57: ii ← 〈g(·) , 0 , lit , Amin〉
58: i← i+ 1
59: Ci→h ← Ci→h ∪ {〈ii,hj〉}
60: else
61: Ci→h ← Ci→h ∪ {〈ii,neuI 〉}
62: end if
63: neuO ← getNeuron(NO, lit)
64: if neuO = 0 then
65: if lit /∈ BhP then
66: ok ← 〈h(·) , ba , lit , Amin〉
67: k ← k + 1
68: else





71: ok ← 〈h(·) , bo , lit , Amin〉
72: k ← k + 1
73: end if
74: end if
75: literals ← literals \ {lit}
76: until literals = ∅
77: end if
78: clauses ← clauses \ {cl}
79: until clauses = ∅
80: return [NI ,NH ,NO, Ci→h, Ch→o]
81: end function
Algorithm 5 Function for checking if there is a neuron associated with a
given atom
1: function getNeuron(set , atom)
2: repeat
3: neu ← set [0]
4: if neu[2] = atom then
5: return neu
6: end if
7: set ← set \ {neu}




Algorithm 6 Function for additional neurons and additional connections
generation
1: function addGen(l, Amin, β, ba, P, NI , NH , NO, Ci→h, Ca)
2: outputN ← NO
3: i← c(NH) + 1
4: z ← 1
5: facts ← getFacts(P)
6: repeat
7: out ← outputN [0]
8: for x← 1, l do
9: if out [2] /∈ facts then
10: hi ← 〈h(·) , ba , az , Amin〉
11: i← i+ 1
12: z ← z + 1
13: x← x+ 1
14: NH ← NH ∪ {hi}
15: Ca ← Ca ∪ {chi out}
16: end if
17: end for
18: outputN ← outputN \ {out}
19: until outputN = ∅
20: inputN ← NI
21: hiddenN ← NH
22: repeat
23: inp ← inputN [0]
24: repeat
25: hid ← hiddenN [0]
26: if 〈inp, hid〉 /∈ Ci→h and inp 6= t and hid 6= ht then
27: out ← getNeuron(NO, inp[2])
28: if 〈hid , out〉 /∈ Ch→o and 〈hid , out〉 /∈ Ca then
29: Ca ← Ca ∪ {〈inp hid〉}
30: end if
31: end if
32: hiddenN ← hiddenN \ {hid}
33: until hiddenN = ∅
34: inputN ← inputN \ {inp}
35: until inputN = ∅
36: return [NH , Ca]
37: end function
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Algorithm 7 Function for checking if there is a Horn clause that has a given
atom as head in a logic program P
1: function getClause(P, lit)
2: clauses ← P
3: repeat
4: cl ← clauses[0]
5: if head(cl) = lit then
6: return cl
7: end if
8: clauses ← clauses \ {cl}
9: until clauses = ∅
10: return 0
11: end function
Algorithm 8 Function for collecting all facts from a logic program P
1: function getFacts(P)
2: clauses ← P
3: facts ← ∅
4: repeat
5: cl ← clauses[0]
6: if body(cl) = ∅ then
7: facts ← facts ∪ {head(cl)}
8: end if
9: clauses ← clauses \ {cl}
10: until clauses = ∅
11: return facts
12: end function
Algorithm 9 Function for checking if in a given set of neurons there is
a neuron that is associated with a counterpart for the atom associated with
a given neuron
1: function getComp(neuSet , neuron)
2: neurons ← neuSet
3: repeat
4: neu ← neurons[0]
5: if neuron[2] = m({neu[2]}, h) or um({neuron[2]}, h) = neu[2] then
6: return neu
7: end if
8: neurons ← neurons \ {neu}




Algorithm 10 Function for creating additional recursive neurons and recur-
sive connections
1: function addRecursive(NI , NO, Nr, ovl)
2: outputN ← NO
3: i← 1
4: repeat
5: out ← outputN [0]
6: if out [2] /∈ ovl then
7: inp ← getNeuron(NI , out [2])
8: Cr ← Cr ∪ {〈out , inp〉}
9: else
10: ri ← 〈k(·), 0, oii, 0〉
11: i← i+ 1
12: comp ← getComp(NO, out)
13: Cr ← Cr ∪ {〈out , ri〉} ∪ {〈comp, ri〉}
14: inp ← getNeuron(NI , out [2])
15: if inp = 0 then
16: inpComp← getNeuron(NI , comp[2])
17: Cr ← Cr ∪ {〈ri, inpComp〉}
18: else
19: Cr ← Cr ∪ {〈ri, inp〉}
20: end if
21: outputN ← outputN \ {comp}
22: end if
23: outputN ← outputN \ {out}
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