













ANALYSIS AND SYNTHESIS OF SIMPLE DIGITAL SPIKE MAPS 
 
澤野悠哉 





This paper considers a digital spike map and the learning algorithm. A digital spike map is a simple digital 
dynamical system defined on a set point. Depending on parameters and initial condition, the digital spike map 
generates a periodic orbit in the steady state. In order to analyze the phenomenon by Dmap, we introduce simple 
feature quantities. There are various applications examples of Dmap research, but here we consider dmap 
obtained by quantizing Amap. And, we consider Dmap self-organizing learning. In order to construct a desired 
digital spike map, we introduce a simple learning method based on the self-organizing feature map. As a chaotic 
teacher signal is applied, the learning method updates the closest element of the map and its neighbors 
successively. After the learning, the digital spike map can have various kinds of periodic orbits. This learning 
algorithm is simple and self-organizing. The dynamics of the digital spike map is investigated by simple feature 
quantities and typical results are demonstrated. We consider the learning process and results from basic 
numerical experiments. 



















Dmap による現象を解析するために, 簡素な 4 つの特徴量
を導入する.第 1 の特徴量は点の数に対する周期点の割合
である. これは定常状態の豊富さを特徴づける. 第 2の特
徴量は点の数に対する周期軌道の割合である. これは周
期軌道の豊富さを特徴づける. 第 3 の特徴量は点の数に
対する最大周期数の割合である. これは最大周期長を特
徴づける. 第 4 の特徴量は点の数に対する最大周期に落
ち込む初期値の数の割合である. これは最大周期への吸
引域の変化を特徴づける . これらの特徴量を用いて , 


















の写像であり, 以下で記述される.  




, 𝑖 = 0~𝑁 − 1 




𝑝 = 𝑓𝑙(𝑝)であり, 𝑓(𝑝)から𝑓𝑙(𝑝)が全て異なるとき, 周期
𝑙 の周期点(PEP)という.  
ただし, 𝑓𝑙  は𝑓の𝑙回合成写像である.  
PEP の系列{𝑝, 𝑓(𝑝),⋯ , 𝑓𝑙−1(𝑝)}  を (周期𝑙の )周期軌道
(PEO) という. また , PEO のうち 1 回で自身に戻る点を
不動点と呼ぶ. 図 1 に Dmap の例を示す. 図 1 の Dmap は
点の数𝑁 = 16で不動点 2 つと 4 周期の周期軌道が 1 つあ
り, 6 つの周期点と 3 つの周期軌道が存在する.  
ここで Dmap を解析するために 4 つの特徴量を導入する. 









≤ 𝛼 ≤ 1) 
この特徴量は, 定常状態の豊富さを特徴づける.  
Dmap の定常状態は必ず周期解となるので, 少なくとも 1
つの PEP を持つ.  









≤ 𝛽 ≤ 1) 
この特徴量は,周期軌道の豊富さを特徴づける.  
Dmap の定常状態は必ず周期解となるので, 少なくとも 1










≤ 𝑃 ≤ 1) 







           (5) 




IVM は最長周期軌道に落ち込む初期値の数を表す.  
この特徴量は最大周期への吸引域の変化を特徴づける.  














図 1 Dmap の例 
 
３． 離散化による Dmap 
本論文では, 三角波ベース信号を有する分岐ニューロ
ン(BN)に基づくアナログスパイクマップ(Amap)を離散化
することで解析の対象となる Dmap を得る.  
図 2 に BN の動作を示す. 簡単のため, 𝑠 = 1とする. 
 
図 2 分岐ニューロンの動作例 
 
BN の動作式は以下で記述される.  
{
?̇? = 1  for  𝑥 < 1
𝑥(𝜏 +) = 𝑏(𝜏 +)  for  𝑥(𝜏) = 1
  
𝜏𝑛+1 = 𝜏𝑛 + (1 − 𝑏(𝜏𝑛)) ≡ 𝐹(𝜏𝑛)           (6) 
𝑏(𝜏) = {


















𝜃𝑛 を𝑛番目のスパイク位相とすると, BN の生成するスパ
イク列は Amap で記述される. 










(1 + 𝑎) (𝜃𝑛 −
1
2







(1 + 𝑎)(𝜃𝑛 − 1)    (
3
4
≤ 𝜃𝑛 < 1)
          (7) 
簡単のため振幅パラメータ𝑎は3 ≤  𝑎 ≤  4とする. 
点の数を𝑁として, 離散化を行うことで Dmap が得られる. 
ここで得られる Dmap を Dmap1 とする. 離散化は以下の
式によって行われる. 
𝜃𝑛+1 = 𝑓𝐷(𝜃𝑛) ≡
1
𝑁
INT(𝑁𝑓𝐴(𝜃𝑛) + 0.5)            (8) 
ただし, INT(𝑥)は, 𝑥の整数部分で与えられる.  
図 3 に振幅パラメータ𝑎 = 3.9の時の Amap を示す. 図 4
に図 3 の Amap を点の数𝑁 = 64で離散化した Dmap を示
す. 図 3 の Amap ではカオス軌道を生成するのに対して, 
図 4 の Dmap では多彩な周期軌道を呈することが分かる. 
 
図 3 𝑎 = 3.9の時の Amap 
 
 


















４． 自己組織化学習による Dmap 
ここでは, 教師信号と学習アルゴリズムについて定義













(1 + 𝑎) (𝜃𝑛 −
1
2







(1 + 𝑎)(𝜃𝑛 − 1)    (
3
4
≤ 𝜃𝑛 < 1)





(𝜃𝑡 , 𝜃𝑡+1)とする. 点の数を𝑁とすると, 教師信号の数は𝑇
とする. また, 時間𝑡における学習係数をℎ(𝑡)とする. 
 
本学習アルゴリズムは以下の 5 ステップで定義される. 
Step1: (初期状態) 
𝑁個の点の座標はそれぞれ(𝑋𝑖 , 𝑌𝑖)とする. ただし, 𝑖 =
0 ∼  𝑁 − 1である. 𝑡 = 0とし, 全ての点の𝑥座標と𝑦座標
は以下の式のように初期配置する.  
𝑋𝑖 = 𝑌𝑖 =
𝑖
𝑁
 (𝑖 = 0 ∼  𝑁 − 1)           (10) 
初期状態では全ての点が自由に更新できるものとする. 
その後𝑡 = 1とする. 
 
Step2: (最近点の更新) 






ℎ(𝑡) = 1 − |𝜃𝑡+1 − 𝑌𝑖−|     (0 ≤  ℎ(𝑡) ≤  1)
𝑌𝑖+ = ℎ(𝑡) × (𝜃𝑡+1 − 𝑌𝑖−) + 𝑌𝑖−
       (11) 
 
Step3: (近傍点の更新) 
更新点の座標を(𝑋𝑖 , 𝑌𝑖+)とすると, 更新点の左右の 4 個
の点を近傍点と呼ぶ. 近傍点の𝑦座標𝑌𝑖−𝑞 , 𝑌𝑖+𝑞は以下の式









      (12) 




𝑡 = 𝑡 + 1とし, 𝑡 = 𝑇まで Step2 に戻り, 繰り返す. 
 
Step5: (量子化) 
𝑡 = 𝑇のときの Amap を量子化して Dmap を得る. 学習
後の Amap を量子化して得られた Dmap を Dmap2 とする. 
図 5∼図 8 に𝑡 = 1, 30, 90, 540の時の教師信号が入力され
た時の更新の様子を示す. 図 9 に全ての学習を終えた
Amap を量子化した Dmap2 を示す. 
 
図 5 学習過程(𝑁 = 64, 𝑡 = 1, 𝑎 = 3.4)
 
図 6 学習過程(𝑁 = 64, 𝑡 = 30, 𝑎 = 3.4) 
 
図 7 学習過程(𝑁 = 64, 𝑡 = 90, 𝑎 = 3.4) 
 
図 8 学習過程(𝑁 = 64, 𝑡 = 540, 𝑎 = 3.4) 
 
図 9 (𝑁 = 64, 𝑇 = 540, 𝑎 = 3.4)の時の Dmap2 
 
 
















図 10 (𝑁 = 64, 𝑎 = 3.9, 𝑇 = 540)の時の Dmap2 
 
５． 特徴量平面を用いた Dmap の解析 
2 章で定義した 4 つの特徴量を用いて, 特徴量平面を構
成する. まず, 特徴量𝛼と特徴量𝛽の 2つを用いて, 特徴量
平面を構成する. 横軸に𝛼, 縦軸に𝛽で構成される特徴量
平面を𝛼𝛽平面と呼ぶ.  
次に, 特徴量𝑃と特徴量𝑄の 2 つを用いて, 特徴量平面
を構成する. 横軸に𝑃, 縦軸に𝑄で構成される特徴量平面
を𝑃𝑄平面と呼ぶ. 
ここでは,Dmap1 と Dmap2 のそれぞれの特徴量を用いて, 
特徴量平面を構成する. Dmap2 に関しては, 教師信号の入
力回数が𝑡 = 30から𝑡 = 540まで, 30 回おきの Dmap2 の特
徴量を記録してある. それぞれの特徴量の変化の推移を
特徴量平面を用いて, 解析を行う. 
図 17 に𝑁 = 64, 𝑎 = 3.9の時の𝛼𝛽 平面を示す. Dmap1 の
特徴量は青点, Dmap2 の特徴量は黒点で示してある. 図
11 の𝛼𝛽平面には 2 本の基準線分がある. 𝑙𝑑上の特徴量を
持つDmapは𝛼 = 𝛽なので, 全ての周期点が不動点となる. 






図 11 𝛼𝛽平面 Dmap1:青点, Dmap2:黒点(𝑁 = 64, 𝑎 =
3.9) 
 
図 12 に𝑁 = 64, 𝑎 = 3.9の時の𝑃𝑄平面を示す. 先ほどと同
様に, Dmap1 の特徴量は青点, Dmap2 の特徴量は黒点で示
してある. 図 12 の𝑃𝑄平面には 3 本の基準線分がある. 𝑙𝑑
上の特徴量を持つ Dmap は𝑃 + 𝑄 = 1なので, 全ての初期
値が最長周期軌道に落ち込むため, 周期軌道が 1 つのみ
となる. 𝑙𝑏上の特徴量を持つ Dmap は𝑄 = 0なので, 最長
周期に落ち込む初期値がなく, 過渡現象がない. 𝑙𝑟上の特
徴量を持つ Dmap は𝑃 =
1
𝑁
なので, 最長周期が 1 であり, 
周期点は不動点のみとなる. 図 18 では, 𝑙𝑏上に 1 点の
Dmap2 が存在している.  
 
 









リズムについて考察した. はじめに, Dmap の基本的な定
義を行った. Dmap の現象を解析するために 4 つの特徴量
を定義した. 典型的例題として, 分岐ニューロン(BN)を
用いて, アナログスパイクマップ(Amap)を離散化して
Dmap1 を構成した. 特徴量を用いて Dmap1 の動作を考察
した. 分岐ニューロンに基づいた Amap から得られるカ
オス系列を教師信号として, 学習アルゴリズムによって
得られたDmap2を構成した. 特徴量を用いてDmap2の動
作を考察した. 4 つの特徴量を用いて, 特徴量平面𝛼𝛽平面
と特徴量平面𝑃𝑄平面を構成した. Dmap1 と Dmap2 の特徴
量をそれぞれの特徴量平面に示し, Dmap1 と Dmap2 の動






1)Y. Sawano and T. Saito, SOM Based Learning of Digital 
Maps, Proc. NOLTA, pp. 42-44, 2019. 
2)T. Ogawa and T. Saito, Self-organizing digital spike maps for 
learning of spike-trains, IEICE Trans. Fundamentals, E94-A, 
pp. 2845-2852, 2011. 
3)A. Matoba, N. Horimoto, and T. Saito, Basic dynamics of the 
digital logistic map, IEICE Trans. Fundamentals, E96-A, 8, 
pp. 1808-1811, 2013 
4)H. Yamaoka and T. Saito, Steady-versus-transient plot for 
analysis of digital maps, IEICE Trans. Fundamentals, E99-A, 
10, pp. 1806-1812, 2016. 
5)E. Ott, Chaos in dynamical systems, Cambridge, 1993. 
6)L. O. Chua, A nonlinear dynamics perspective of Wolfram's 
new kind of science, I, II. World Scientific, 2005. 
7)S. Aoki, S. Koyama and T. Saito, FPGA based hardware 
implementation of simple dynamic binary neural networks, L. 
Cheng et al. (Eds.): ICONIP 2018, LNCS 11307, pp. 647-655, 
2018. 
8)W. Wada, J. Kuroiwa, and S. Nara, Completely reproducible 
description of digital sound data with cellular automata, 
Physics Lett. A 306, pp. 110-115, 2002. 
9)T. Iguchi, A. Hirata, and H. Torikai, Theoretical and heuristic 
synthesis of digital spiking neurons for spike-pattern-division 
multiplexing, IEICE Trans. Fundamentals, E93-A, 8, pp. 
1486-1496, 2010. 
10)T. Kohonen, Self-organization and associative memory, 2nd 
ed., Springer-Verlag, New York, 1988. 
 
