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Na tomto míst¥ bych cht¥l pod¥kovat panu Mgr. Bohumilu Krajcovi, Ph.D.
za pomoc p°i tvorb¥ práce.
Abstrakt
Cílem této práce je p°inést n¥jaké znalosti o aproximaci binomického roz-
d¥lení. V první £ásti studujeme elementární vlastnosti n¥kterých známých
distribucí. Druhá £ást je v¥nována problematice odhad· minimálního po£tu
experiment·, zaloºených na binomické náhodné veli£in¥. Software byl vyvi-
nut pro získání experimentálních výsledk· z této oblasti.
Klí£ová slova: binomické rozd¥lení, normální rozd¥lení, aproximace, odhad
parametru, p-hodnota
Abstract
The goal of this work is to bring some knowledge about approximation of
binomial distribution. In the first part we study elementary properties of
some well-known distributions. The second one is devoted to the problema-
tic of estimations of the minimal experiments based on the binomial random
variable. Software was developed to obtain experimental results from this
area.
Keywords: binomial distribution, normal distribution, approximation, pa-
rameter estimate, p-value
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1. Úvod
V této bakalá°ské práci bylo cílem diskutovat v první °ad¥ o uºite£nosti apro-
ximace binomického rozd¥lení normálním. lo p°edev²ím o souvislost se sta-
novením nejmen²ího po£tu pokus· nutných k dostate£n¥ p°esnému odhadu
pravd¥podobnosti úsp¥chu v jednom pokusu. V úvodu práce je provedeno
n¥kolik intuitivních úvah o aproximaci, zejména v souvislosti s Galtonovou
deskou. Práce také stru£n¥ seznamuje s n¥kterými historickými osobnostmi,
které se podílely na daném problému. Teoretické základy aproximace jsou
zaloºeny na Moivreov¥-Laplacov¥ v¥t¥ a Bernoulliho v¥t¥, které jsou v textu
formulovány. Ve druhé £ásti se experimentáln¥ zabýváme výpo£tem nejmen-
²ího po£tu pokus· na základ¥ r·zných p°ístup·.V práci byl pouºit program
Matlab1, RStudio2 a Maple3.
1MATLAB, SIMULINK, Handle Graphics a Real-Time Workshop jsou registrované
známky firmy The Math Works, Inc., 3 Apple Hill Drive, Natick MA 01760-1500, USA
2RStudio® je registrovaná zna£ka
3Maple® je registrovaná zna£ka firmy Maplesoft
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2. Historické poznámky
Studium vlastností binomického rozd¥lení a významné objevy v oblasti apro-
ximace jsou spojeny se jmény t°í významných matematik·. Tato £ást byla
inspirována zejména z [WCS, WEN, WQ, JB, AM, FG].
Obrázek 2.1. Jacob Bernoulli
Jacob Bernoulli byl ²výcarský matematik a fyzik, narodil se 6. ledna 1655
v Basileji do rodiny belgického obchodníka Nicolause Bernoulliho. Významní
£lenové jeho rodiny byli jeho bratr Johann Bernoulli a synovci Johann II.
Bernoulli, Nicolaus II. Bernoulli a Daniel Bernoulli. Jacob p°i²el s my²len-
kou rozd¥lení pravd¥podobnosti, jak p°esn¥ zjistit, kolik je moºných úsp¥ch·
v ur£itém po£tu pokus·. Jde o sérii nezávislých pokus· známých jako Ber-
noulliho pokusy, kde m·ºe dojít pouze ke dv¥ma výsledk·m, a to k úsp¥chu,
nebo neúsp¥chu. Nejjednodu²²í je si to ukázat na p°íklad¥ s mincí. Zvolíme si
rub jako úsp¥ch s pravd¥podobností p = 0.5, a tedy hod mincí m·ºe skon£it
úsp¥chem, pokud padne rub, nebo neúsp¥chem, padne-li líc.
Obrázek 2.2. Sir Francis Galton
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Sir Francis Galton byl anglický v¥dec a vynálezce, který p·sobil v r·z-
ných oborech, nap°. v antropologii, statistice, geografii, psychologii... Naro-
dil se 16. února 1822 v Birminghamu, byl nevlastním bratrancem Charlese
Darwina. Ve statistice zavedl pojmy jako normální rozd¥lení, korelace a re-
grese. Vynalezl Galtonovu desku, o které bude pojednáno níºe v £ásti 6.1.
Obrázek 2.3. Abraham de Moivre
Abraham de Moivre byl francouzský matematik. Narodil se 26. kv¥tna
1667 ve Vitry-le-François. Byl prvním, který provedl d·kaz speciálního p°í-
padu centrální limitní v¥ty. Jeho klasická kniha Doktrína ²ancí byla v pod-
stat¥ p°íru£ka pro gamblery, která poskytovala doporu£ení, jak sázet v r·z-
ných hrách, kde se vyskytuje náhoda. Ve své knize Moivre nap°íklad pouºíval
binomický rozvoj (p− q)n k analýze moºných výsledk· hod· mincí.
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3. Binomické rozd¥lení
ada elementárních poznatk· o základních pravd¥podobnostních rozd¥leních
je obsaºena nap°. v [AJ]. P°ipome¬me n¥které z nich.
Uvaºujme experiment, jehoº moºným výsledkem jsou pouze dva stavy, úsp¥ch,
nebo neúsp¥ch. Takovýto experiment m·ºeme dob°e modelovat pomocí ná-
hodné veli£iny X, která se °ídí tzv. alternativním rozd¥lením s parametrem
p ∈ 〈0, 1〉. V takovém p°ípad¥ pí²emeX ∼ Alt(p). Formáln¥ definujeme alter-
nativní náhodnou veli£inu X jako veli£inu s oborem hodnot {0, 1} a s vlast-
ností:
Pr (X = 1) = p, Pr (X = 0) = 1− p.
íslo p budeme nazývat pravd¥podobností úsp¥chu.
Nyní uvaºujme sérii n nezávislých experiment·, z nichº kaºdý lze modelovat
alternativní náhodnou veli£inou se stejnou hodnotou parametru p. Tako-
výmto pokus·m °íkáme Bernoulliovy pokusy. Výsledek jednotlivého
Bernoulliho pokusu je tedy pouze úsp¥ch, nebo neúsp¥ch. Pokud ²ance na úsp¥ch
je p, pak ²ance na neúsp¥ch je 1− p. Binomické rozd¥lení je definováno jako
náhodná veli£ina X, která udává po£et úsp¥ch· p°i n Bernoulliho poku-
sech. Binomické rozd¥lení má tedy 2 parametry. Pravd¥podobnost p úsp¥-
chu v jednom pokusu a po£et pokus· n. Je-li X binomická náhodná veli£ina
s parametry n, p, pak z°ejm¥ m·ºeme psát:
X = X1 +X2 + · · ·+Xn,
kde X1, X2, . . . , Xn jsou nezávislé alternativní náhodné veli£iny s paramet-
rem p.
Není t¥ºké odvodit, ºe kdyº máme n pokus·, tak pravd¥podobnost, ºe do-
staneme p°esn¥ k úsp¥ch·, je dána vztahem:
(3.1) Pr (X = x) =
(
n
k
)
pk (1− p)n−k .
V¥t²ina pravd¥podobnostních rozd¥lení má dv¥ nejd·leºit¥j²í charakteristiky,
a tím jsou st°ední hodnota a rozptyl. Pro zajímavost je²t¥ uvedeme dal²í dv¥
známé charakteristiky, ²ikmost a ²pi£atost.
St°ední hodnota binomického rozd¥lení:
E(X) = np.
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Rozptyl:
D(X) = np (1− p) .
.
Koeficient ²ikmosti:
γ1 =
1− 2p√
np (1− p) .
.
Koeficient ²pi£atosti:
γ2 =
1− 6p (1− p)
np (1− p) .
ídí-li se náhodná veli£ina X binomickým rozd¥lením s parametry n a p,
budeme psát X ∼ Bin (n, p).
P°íklad:
M¥jme 100 nakaºených prasat, do kterých byly vpíchnuty injekce s protilát-
kou. Kaºdé prase má 35% ²anci na to, ºe protilátka zabere. Jaká je pravd¥-
podobnost, ºe vylé£ených prasat bude mén¥, nebo rovno 40?
e²ení:∑40
i=0 Pr(X = i) =⇒
∑40
i=0
(
100
i
) · 0.35i · 0.65100−i .= 0.8749.
Pravd¥podobnost toho, ºe vylé£ených prasat nebude více neº 41, je p°ibliºn¥
0.875.
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zvonová funkce, angl. bell curve, obrázek 4.1). Jde o zvono-
vitou funkci dosahující maxima pro x = µ. Parametr σ od-
povídá horizontální vzdáleností inflexních bod· od µ a tím
i ²í°ce Gaussovy k°ivky.
Normálním rozd¥lením pravd¥podobnosti se nap°íklad £asto °ídí chyba m¥-
°ení. Má-li m¥°ená veli£ina hodnotu µ, pak výsledky m¥°ení nabývají náhod-
ných hodnot, které se °ídí normálním rozd¥lením pravd¥podobnosti, p°i£emº
hodnota parametru σ odpovídá p°esnosti p°ístroje.
Nech´ je dána náhodná veli£ina X ∼ N (0, 1). Pak pravd¥podobnost, ºe
hodnota X padne do intervalu (a, b), je dána vztahem:
Pr (X ∈ (a, b)) = 1√
2πσ2
∫ b
a
e−
(x−µ)2
2σ2 dx.
V °ad¥ programovacích jazyk· jsou implementovány algoritmy, které umoº-
¬ují p°ibliºn¥ vypo£ítat hodnoty tzv. distribu£ní funkce F náhodné veli£iny,
která se °ídí normálním rozd¥lením s parametry µ a σ:
F (x) = Pr (X ∈ (−∞, x)) = 1√
2πσ2
∫ x
−∞
e−
(x−µ)2
2σ2 dx.
P°íklad:
Vyjád°eme pravd¥podobnost, ºe X ∼ N (2, 4) nabývá hodnoty z intervalu
〈−1, 5〉 pomocí tzv. standardizované normální náhodné veli£iny Y ∼ N(0, 1).
e²ení:
Y = X−µ√
σ2
= X−22 . . . Y ∼ N (0, 1) ,
X ∈ 〈−1, 5〉 ⇔ Y ∈ 〈−32 , 32〉 ,
P r (X ∈ 〈−1, 5〉) = 1√
2π22
∫ 5
−1 e
− (x−2)2
2·22 dx = 1√
2π
∫ 3
2
− 3
2
e−
1
2
t2dt .= 0.8664.
Pravd¥podobnost toho, ºe náhodná veli£ina X ∼ N (2, 4) nabývá hodnot
z intervalu 〈−1, 5〉, je p°ibliºn¥ 0.866.
14
5. Poissonovo rozd¥lení
Je rozd¥lení pravd¥podobnosti s parametrem λt > 0, kde t ∈ R+, λ ∈ N∪{0}.
ídí-li se náhodná veli£ina X Poissonovým rozd¥lením s parametrem λt, pí-
²eme X ∼ Po(λt). Hodnoty X ∼ Po(λt) odpovídají moºným výsledk·m
tzv. Poissonova procesu. V podstat¥ jde o po£et událostí vykonaných v ur-
£itém £asovém intervale (0, t), p°i£emº intenzita výskytu t¥chto událostí je
konstantní. Poissonovo rozd¥lení pravd¥podobnosti je dáno vztahem:
Pr(X = k)=
(λt)k
k!
e−λt.
Parametr λ nazýváme intenzitou.
St°ední hodnota:
E (X) = λt.
Rozptyl:
D(X) = λt.
Koeficient ²ikmosti:
γ1 =
1√
λt
.
Koeficient ²pi£atosti:
γ2 =
1
λt
.
P°íklad:
P°edpokládejme, ºe firma Hryundai vyrobí v pr·m¥ru za hodinu 60 aut.
Zjist¥te, jaká je pravd¥podobnost, ºe po£et vyrobených aut bude v¥t²í neº
65.
e²ení:
Pr(X > 65) =⇒ 1−∑65k=0 60kk! e−60 .= 1− 0.76449351 .= 0.235506.
Pravd¥podobnost toho, ºe vyrobených aut bude více neº 65, je p°ibliºn¥
0.236.
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6. Aproximace binomického rozd¥lení
Zde nejprve za£n¥me intuitivním pozorováním.
6.1. Galtonova deska. Galtonova deska, téº známá jako fazolový stroj,
byla vynalezena Sirem Francisem Galtonem, který se snaºil demonstrovat
centrální limitní v¥tu, zvlá²t¥ skute£nost, ºe normální rozd¥lení je aproximací
rozd¥lení binomického.
Obrázek 6.1. Galtonova deska
Na obrázku 6.1 (zdroj [GD] ) vidíme, ºe kuli£ka padá shora a má moºnost
spadnout doprava, nebo doleva se stejnou pravd¥podobností p = 0.5. Po do-
state£ném po£tu hod· kuli£ek si m·ºeme v²imnout, ºe struktura uloºených
kuli£ek vypadá jako Gaussova k°ivka (viz obrázek 4.1).
6.2. Program 1. Pro tuto bakalá°skou práci byl vytvo°en program v Maplu,
který vygeneruje výsledek vhazování n kuli£ek do Galtonovy desky 6.1 s r
°ádky.
Nech´ vektor A p°edstavuje rozmíst¥ní kuli£ek (£etností) na základn¥ Gal-
tonovy desky po provedení experimentu. Vedlej²í procedura preved tomuto
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vstupnímu vektoru A p°i°adí vektor B, který p°evede A na odpovídající
soustavu virtuálních realizací jednotlivých experiment· s kuli£kami.
preved := proc (A)
local i, B, n, k, spocti, l;
#procedura, ktera prijima vector A;
n := Size(A, 1);
#lokalni promenna n je velikost vektoru A;
spocti := 0;
#lokalni promenna spocti, pocatecni hodnota 0;
for l to n do
spocti := spocti+A[l];
end do;
#iteracni pocitani slozek vektoru A;
B := Vector(spocti);
#lokalni promenna B, vektor o velikosti spocti;
k := 1;
#lokalni promenna k, pocatecni hodnota 1;
for i to n do
while 1 <= A[i] do
B[k] := i;
k := k+1;
A[i] := A[i]-1;
end do;
end do;
#cykly, ktere prevadi vektor A na vektor B,
#napr[1,3,2]->[1,2,2,2,3,3];
return B;
#výstup procedury
end proc
Následuje hlavní procedura deska, která vygeneruje graf se simulací pokus·
s Galtonovou deskou, graf hustoty normálního rozd¥lení a otestuje normalitu
dat pomocí Shapiro-Wilkova testu normality.
deska := proc (n, r)
local i, k, roll, A, j, g, p, P, Q, L;
#procedura deska prijima 2 parametry:
#n - pocet vhozenych kulicek,
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#r - pocet radku Galtonovy desky;
roll := rand(0 .. 1);
#lokalni promenna roll, ktera generuje cislo 0 a 1;
A := Vector(r+1);
# A vytvori nulovy vektor o velikosti r+1;
for i to n do
k := 1;
for j to r do
if irem(roll(), 2) = 0 then
k := k+1;
else
next;
end if;
end do;
#vnitrni cyklus 1 projeti kulicky
#do posledniho radku Galtonovy desky;
A[k] := A[k]+1;
#na danou pozici v radku pricteme 1;
end do;
#hodime n-krat kulicku a nastavujeme promennou k na 1;
g := preved(A);
#pouzijeme proceduru preved
#a ulozime do lokalni promenne g;
p := [seq(.5 .. r+1.5, 1)];
#vytvori seznam(vektor) cisel od 0.5
#do r+1.5 se skokem 1;
Q := Histogram(g, binbounds = p);
#funkce Histogram z knihovny Statistics;
P := DensityPlot(Normal((1/2)*r+1,
sqrt((1/4)*r+1/2)), color = "Red");
#lokalni promenna P,
#ktera do sebe ulozi hustotu normalniho rozdeleni;
print(plots[display](P, Q));
#vykresli P a Q do jednoho grafu;
L := ShapiroWilkWTest(g, level = 0.5e-1);
return L;
end proc
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hladina významnosti α , pak nezamítáme nulovou hypotézu.V na²em p°ípad¥
nezamítáme nulovou hypotézu, jelikoº nemáme dostate£né informace o tom,
abychom ji mohli zamítnout.
V následujícím odstavci m·ºeme vid¥t Shapiro-Wilk·v test provedený nad stej-
nými daty, jako jsou na p°ede²lých obrázcích, ale v jiném programu nazý-
vaném RStudio se stejnou hladinou významnosti α = 0.05. Av²ak nyní do-
stáváme jiné výsledné hodnoty p-hodnot. U t°etího testu dokonce zamítáme
nulovou hypotézu, ºe data pocházejí z normálního rozd¥lení.
> shapiro.test(data1$V1)
Shapiro-Wilk normality test
data: data1$V1
W = 0.99874, p-value = 0.1535
> shapiro.test(data2$V1)
Shapiro-Wilk normality test
data: data2$V1
W = 0.99874, p-value = 0.1555
> shapiro.test(data3$V1)
Shapiro-Wilk normality test
data: data3$V1
W = 0.99704, p-value = 0.0007018
data Maple RStudio
1. 0.1867 0.1535
2. 0.2367 0.1555
3. 0.4286 0.0007
Tabulka 1. porovnávání hodnot p-value
Podivné výsledky vykazoval Maple i v °ad¥ jiných situací, tykajících se sta-
tistického balí£ku.
6.3. Program 2. Druhým programem pro tuto bakalá°skou práci byla vy-
tvo°ena simulace modifikované Galtonovy desky v programu RStudio.
GaltonBoard<-function(beans,lvls,prob)
{
#modifikovana Galtonova deska,
#ktera prijima 3 parametry
#beans = pocet kulicek,
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#lvls = pocet radku,
#prob = pravdepodobnost, ze kulicka pujde doleva
finalvec<-vector()
#vytvori prazdny vector
for(i in 1:beans)
{
k<-0
#nastaví hodnotu k na 0
for(j in 1:lvls)
{
run=runif(1,0,1);
# funkce, ktera mi vygeneruje pravdepodobnost
#v rozsahu<0,1>
if(run<=prob)
{
k=k+1;
}
#pokud vygenerovana hodnota bude
#mensi/rovna nez vstupni,
#pak spadne doprava
}
#cyklus pro "spadnuti" 1 kulicky
finalvec<-c(finalvec,k)
#prirazovani do finalvec cislo k
}
#cyklus pro "vhazovani" kulicek
finalvec=sort(finalvec,decreasing=FALSE)
#vzestupni usporadani vektoru
x<-seq(-1,1,length=beans)*(prob*lvls*(1-prob))+lvls*prob;
hx<-dnorm(x,prob*lvls,sqrt(prob*(1-prob)*lvls));
plot(density(finalvec));
lines(x,hx,col="red");
#generovani grafu
}
Následují dva obrázky vygenerované modifikovanou simulací Galtonovy desky.
Obrázek 6.5 byl vygenerován s parametry beans = 200, lvls = 100, prob =
0.9 a obrázek 6.6 se vygeneroval p°i zadání beans = 50, lvls = 20, prob = 0.7.
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ervenou barvou je znázorn¥na hustota odpovídajícího normálního rozd¥-
lení.
Obrázek 6.5. Výstup 1 modifikované desky
Obrázek 6.6. Výstup 2 modifikované desky
Z obrázk· je patrné, ºe pro dosti velká n a hodnoty p z rozumného rozsahu
je hustota binomického rozd¥lení dob°e aproximována hustotou normálního
rozd¥lení. Uvedené zkoumání je v²ak nutné povaºovat za intuitivní. V ná-
sledující £ásti bude zformulován klasický výsledek o aproximaci binomické
rozd¥lení rozd¥lení normálním.
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7. Moivreova-Laplaceova v¥ta
V teorii pravd¥podobnosti, Moivreova-Laplaceova v¥ta, která je speciálním
p°ípadem centrální limitní v¥ty, tvrdí to, ºe normální rozd¥lení m·ºe být
pouºito jako aproximace binomického rozd¥lení p°i spln¥ní ur£itých podmí-
nek. Zejména v¥ta 1 ukazuje, ºe distribu£ní funkci náhodné veli£iny Xn ∼
Bin (n, p) lze pro dosti velká n dob°e aproximovat distribu£ní funkcí normál-
ního rozd¥lení se st°ední hodnotou np a rozptylem
√
np (1− p). V praxi se
£asto pracuje s podmínkou:
np > 5 ∧ n (1− p) > 5,
nebo
np (1− p) > 9.
V¥ta 1. (Moivreova-Laplaceova) Nech´ pro kaºdé n ∈ N je dána náhodná
veli£ina Xn ∼ Bin (n, p). Utvo°me posloupnost normovaných náhodných ve-
li£in Yn,
Yn =
Xn − E (Xn)√
D (Xn)
=
Xn − np√
np(1− p) .
Pak pro kaºdé y ∈ R platí vztah
lim
n→∞P (Y < y) = Φ (y) ,
kde Φ (y) je distribu£ní funkce normovaného normálního rozd¥lení N (0, 1).
Jak uvedená v¥ta plyne z centrální limitní v¥ty, je nap°íklad uvedeno v [ZR]
na str. 99.
P°íklad: Nech´X ∼ Bin (80, 0.2). PotomE (X) = 16 D (X) = 12.8
√
D (X)
.
=
3.58.
Pr (X ∈ 〈30, 50〉) =
50∑
k=30
(
80
k
)
·0.2k·0.880−k .= 1√
2π
∫ 9.5
3.91
e−
1
2
t2dt .= 4.6·10−5.
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8. Aproximace binomického rozd¥lení Poissonovým
Pro ty situace, ve kterých je n velké (n > 30) a p je velmi malé, lze bino-
mické rozd¥lení aproximovat Poissonovým. ím je v¥t²í n a men²í p, tím je
aproximace lep²í.
P°ipome¬me si st°ední hodnotu a rozptyl Poissonova a binomického rozd¥lení
v tabulce 2.
Rozd¥lení E (X) D (X)
Poissonovo λ λ
Binomické np np (1− p)
Tabulka 2. P°ipomenutí
Z p°edchozí tabulky vidíme, ºe Poissonovo rozd¥lení má stejnou st°ední hod-
notu a rozptyl, ale u binomického rozd¥lení to tak není, uvaºujme proto kon-
krétní p°ípad, kdy p = 0.001 a n = 1000, pak E (X) = 1 a D (X) = 0.999,
coº je relativn¥ malý rozdíl, a proto budeme nahrazovat λ = np. Potom
Poissonovo rozd¥lení pravd¥podobnosti budeme brát jako:
Pr (x)
.
=
e−np (np)x
x!
.
Nyní porovnejme výsledky, kdyº pouºijeme binomické rozd¥lení a jeho Pois-
sonovu aproximaci s parametry n = 10000 a p = 0.005. Stanovme x = 55.
Binomické rozd¥lení:∑55
i=0 Pr (X = i) =
∑55
i=0
(
10000
i
)
0.005i (1− 0.005)10000−i = 0.785.
Poissonovo rozd¥lení:∑55
i=0 Pr (X = i) =
∑55
i=0
e
10000·0.005·(10000·0.005)i
i! = 0.7845.
Rozdíl t¥chto výsledk· je pom¥rn¥ malý: 0.06%.
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9. Bernoulliova v¥ta
Pomocí níºe uvedené v¥ty lze zd·vodnit bodový odhad pravd¥podobnosti p
binomické náhodné veli£iny Xn ∼ Bin (n, p) pomocí Xnn . Nejprve si ov²em
zavedeme pojem konvergence podle pravd¥podobnosti.
Definice 2. Nech´ je dána posloupnost náhodných veli£inX1, X2, . . . , Xn, . . . .
ekneme, ºe posloupnost {Xn} konverguje podle pravd¥podobnosti k hod-
not¥ x ∈ R, (zna£íme Xn P→ x), jestliºe pro kaºdé ε > 0 platí:
lim
n→∞Pr (|Xn − x| < ε) = 1.
V¥ta 3. (Bernoulliova) Nech´ je dána posloupnost náhodných veli£inX1, X2, . . . , Xn, . . . ,
Nech´ pro kaºdé n ∈ N platí:
Xn ∼ Bin(n, p).
Potom platí4:
Xn
n
P→ p.
Poznámka 4. Dal²ím d·vodem pro pouºití aproximace parametru p £íslem
Xn
n je, ºe jde o maximáln¥ v¥rohodný odhad p.
V dal²í £ásti textu se budeme zabývat problematikou úzce spjatou s interva-
lovými odhady p. Budeme hledat nejmen²í n ∈ N tak, abychom lokalizovali
hodnotu p se zadanou p°esností a s danou spolehlivostí.
4viz. nap°. [GS] str.308
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10. Odhady minimálního po£tu Bernoulliových pokus·
V této £ásti práce na²i pozornost budeme v¥novat klasické, ale stále aktuální,
problematice odhadu nejmen²ího po£tu n experiment· (po£tu Bernoulliho
pokus·) nutných k odhadu pn parametru p se zadanou p°esností. Ukazuje
se totiº, ºe v °ad¥ situací, ve kterých je cena experimentu vysoká (nap°.
destruk£ní zkou²ky, zdravotnický výzkum), je ur£ení minimálního po£tu ex-
periment· naprosto zásadní. Nech´ Xn udává po£et úsp¥ch· v n Bernoul-
liho pokusech p°i (neznámé) pravd¥podobnosti úsp¥chu p v jednom pokusu.
V dal²ím textu budeme pracovat výlu£n¥ s odhadem pn = Xnn parametru p
zmín¥ného binomického rozd¥lení. Tato volba je p°irozená, nebo´ pn p°ed-
stavuje nejvíce v¥rohodný odhad p. Konkrétn¥, nech´ jsou dána £ísla ε, β, γ
taková, ºe pro odhad pn parametru p binomického rozd¥lení platí:
(10.1) pn − α < p < pn + β, tj.
−α < p− pn < β,
kde α + β < 2ε. Pak °ekneme, ºe (pn − a, pn + b) je ε-ovým odhadem p.
O symetrickém ε-ovém odhadu mluvíme v p°ípad¥ odhadu tvaru:
pn − ε < p < pn + ε, tj.
(10.2) |pn − p| < ε.
Je-li dána hladina významnosti hodnotou α ∈ (0, 1), pak °ekneme, ºe ε-ový
odhad parametru p binomického rozd¥lení je dán se spolehlivostí 1−α, pokud
platí, ºe (10.1) nastane s pravd¥podobností alespo¬ 1− α, tj.
Pr (−α < p− pn < β) > 1− α,
respektive, pokud pro symetrický odhad (10.2) platí
Pr (|pn − p| < ε) > 1− α.
Budiº dána hladina významnosti α ∈ (0, 1). Hlavním cílem je nalézt nejmen²í
p°irozené £íslo n takové, aby p°íslu²ný intervalový odhad p byl dán alespo¬
se spolehlivostí 1 − α. Z univerzální eby²evovy nerovnosti lze pro p°ípad
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symetrického odhadu (10.2) získat tzv. Bernoulliovu nerovnost pro nejmen²í
n ve tvaru:5
n >
1
4ε2
.
Uvedený odhad lze sice vylep²it ernovovou nerovností6:
n >
ln 2α
2ε2
,
p°esto jsou v²ak uvedené odhady p°íli² konzervativní.
Velmi ²iroce pouºívanou metodou odhadu nejmen²ího n je metoda zaloºená
na aproximaci binomického rozd¥lení pomocí normálního rozd¥lení. Nech´ je
dána náhodná veli£ina X ∼ Bin(n, p). Z Moivreovy-Laplaceovy v¥ty plyne,
ºe distribu£ní funkce náhodné veli£iny
Y =
X − np√
np (1− p)
m·ºe být aproximována distribu£ní funkcí φ rozd¥lení N (0, 1). Z toho vy-
plývá, ºe pro zadanou p°esnost ε ∈ (0, 1) a hladinu významnosti α postupn¥
platí:
Pr
(∣∣∣∣Xn − p
∣∣∣∣ < ε
)
> 1− α ⇐⇒
Pr (|X − np| < nε) > 1− α ⇐⇒
Pr
(∣∣∣∣∣ X − np√np (1− p)
∣∣∣∣∣ < nε√np (1− p)
)
> 1− α ⇐⇒
Pr
(
|Y | < nε√
np (1− p)
)
> 1− α.
Nyní vyuºijeme skute£nosti, ºe distribu£ní funkce náhodné veli£iny Y m·ºe
být aproximována distribu£ní funkcí normalizovaného normálního rozd¥lení:
Φ (y) =
1√
2π
∫ y
−∞
e−
−x2
2 dx.
5Viz nap°íklad str. 27 v [RJ].
6Viz nap°íklad zmínka v [XC] na str. 3
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1− α < Pr
(
|Y | < nε√
np (1− p)
)
≈ 1√
2π
∫ nε√
np(1−p)
− nε√
np(1−p)
e−
−x2
2 dx =
=
1√
2π
∫ nε√
np(1−p)
− nε√
np(1−p)
e−
−x2
2 dx = 1− 2√
2π
∫ ∞
nε√
np(1−p)
e−
−x2
2 dx =
= 1− 2√
2π
∫ ∞
nε√
np(1−p)
e−
−x2
2 dx = 1− 2
[
1− Φ
(
nε√
np (1− p)
)]
,
Porovnáním po£áte£ní levé strany s kone£nou pravou stranou získáváme
vztah:
α
2
> 1− Φ
(
nε√
np (1− p)
)
.
Odtud plyne:
Φ
(
nε√
np (1− p)
)
> 1− α
2
tzn.
nε√
np (1− p) > Z1−
α
2
,
kde Zp ozna£uje hodnotu p kvantilu normalizovaného normálního rozd¥lení.
Z toho po elementárních výpo£tech postupn¥ získáváme:
n2ε2
np (1− p) > Z
2
1−α
2
, n >
p (1− p)Z21−α
2
ε2
.
Ozna£íme-li, pro reálné £íslo x, symbolem dxe nejmen²í celé £íslo, které je
v¥t²í nebo rovno neº x, m·ºeme jiº z p°edchozích úvah snadno odvodit, ºe
pro
(10.3) n =
⌈
p (1− p)Z21−α
2
ε2
⌉
bude platit:
Pr
(∣∣∣∣Xn − p
∣∣∣∣ < ε
)
> 1− α.
10.1. Problematika p°ímých odhad·. Pokud se pokusíme o p°ímý ε-ový
odhad parametru p pomocí Xn , získáváme vztah:
Pr
(∣∣∣∣Xn − p
∣∣∣∣ < ε
)
= Pr (|x− np| < nε) =
x2∑
x=x1
(
n
x
)
px (1− p)n−x ,
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kde
∣∣∣x1
n
− p
∣∣∣ < ε, ∣∣∣x2
n
− p
∣∣∣ < ε.
V práci [RJ] je diskutována problematika volby suma£ních mezí x1 , x2. Uve-
dené meze totiº závisí na hodnot¥ odhadovaného parametru p. Chceme-li
najít nejmen²í n takové, ºe odhad parametru p je dán se spolehlivostí 1−α,
tj. zajistit, aby platilo
Pr
(∣∣∣∣Xn − p
∣∣∣∣ < ε
)
=
x2∑
x=x1
(
n
x
)
px (1− p)n−x > 1− α,
obvykle se volí k ur£ení x1 , x2 odhad p = 12 . Jako d·vod se uvádí maximální
rozptyl o hodnot¥ n4 . Av²ak uvedený argument není korektní. Nap°íklad
p°i volb¥ n = 5, p=0.4, ε=0.1 je jediným p°irozeným £íslem x1 takovým,
ºe x1n =
x1
5 v intervalu (p− ε, p+ ε) =
(
3
2 ,
5
2
)
£íslo x1 = 2. Tedy
Pr
(∣∣∣∣Xn − p
∣∣∣∣ < ε
)
= Pr
(∣∣X
5 − 0.4
∣∣ < 0.1) = Pr (X = 2) =(
5
2
)
0.42 (1− 0.4)3 .= 0.3456.
P°i doporu£ované volb¥ p = 0.5 ov²em získáme (x1 = 2, x2 = 3):
Pr
(∣∣∣∣Xn − p
∣∣∣∣ < ε
)
= Pr
(∣∣∣∣X5 − 0.5
∣∣∣∣ < 0.1
)
=Pr (X = 2)+Pr (X = 3) =
=
(
5
2
)
0.52 (1− 0.5)3 +
(
5
3
)
0.53 (1− 0.5)2 .=0.625.
Maximální rozptyl tedy nezaji²´uje vhodné stanovení spolehlivosti 1 − α.
Rovn¥º se ukazuje, ºe malá zm¥na volby odhadu p m·ºe vést ke zna£né
zm¥n¥ odpovídající pravd¥podobnosti. V [RJ] auto°i nazna£ují, ºe s uvede-
nou situací se lze vypo°ádat, pokud místo symetrického intervalového odhadu
je pouºit asymetrický interval typu (10.1). Uvedený interval má odpovídat
maximální pravd¥podobnosti. Rozve¤me úvahy autor· £lánku podrobn¥ji.
Nech´ p je odhadovaná pravd¥podobnost a ε zadaná p°esnost. Nejprve ozna£me
Dp = {v²echny intervaly I takové, ºe p ∈ I a l (I) < 2ε} ,
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kde l (I) ozna£uje délku intervalu I. Pak minimální velikost vzorku n lze
definovat jako takové nejmen²í p°irozené £íslo n, pro které platí
inf
p

 supI∈Dp
∑
(k/n)∈I
Pr (X = k, p)

 > 1− α,
kde k je celé £íslo a infimum je bráno p°es uvaºovaný rozsah hodnot odha-
dovaného parametru p binomické náhodné veli£iny X.
Ozna£me, pro reálné £íslo x, symbolem bxc nejv¥t²í celé £íslo, které je men²í
nebo rovno neº x.
V¥ta 5. M¥jme ε, α a n dané. Nech´ i = b2nεc . Pro j ∈ {1, ..., n− i} ,
definujme
rj =
( nj−1)
( ni+j)
a pj =
r
1/(i+1)
j(
1+r
1/(i+1)
j
) .
Ozna£me symbolem H (p) hodnotu pravd¥podobnosti intervalu s nejvy²²í hus-
totou odpovídající p :
H (p) = sup
I∈Dp
∑
(k/n)∈I
Pr (X = k, p) .
Pak
inf {H (p) : 0 ≤ p ≤ 1} = min ({H (pj) : 1 ≤ j ≤ n− i}) .
V¥ta 5 uvádí, ºe pro výpo£et minimální oblasti p°es p ∈ [0, 1] s nejvy²²í
hustotou sta£í zvaºovat pouze n− i hodnot pj . Podobn¥ pokud p ≤ b, pouze
H (pj) , kde pj < b musí být vypo£ítáno a délka vzorku je pak nejmen²í n
takové, ºe platí:
min ({H (pj) : pj < b} , H (b)) > 1− α.
Z v¥ty 5 vychází následující algoritmus (viz str. 87, [RJ]):
1. M¥jme dané ε, b ≤ 0.5 a α. Zvolíme po£áte£ní odhad pro délku vzorku n.
(Pokud b > 0.5, nahradíme b £íslem 1−b.) Pro po£áte£ní odhad n pouºijeme
standardní vzorec (10.3) s volbou p = b.
2. Vypo£ítáme i = b2nεc ,
rj =
(
n
j−1
)
(
n
i+j
) , a pj = r
1/(i+1)
j(
1 + r
1/(i+1)
j
) , j = 1, 2 , ..., n− i.
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3. Vypo£ítejme H (pj) =
∑j+i
k=j
(
n
k
)
pkj (1− pj)n−k .
4. Ozna£me s = max {j : pj ≤ b} a vypo£ítejme
H (b) =
s+i∑
k=s
(
n
k
)
bk(1− b)n−k.
5. (a) Pokud neznáme p°edb¥ºný odhad p, vypo£ítáme
pmin = min ({H (pj) : 1 ≤ j ≤ n− i}) .
(b) Pokud p < m < 0.5, vypo£ítáme
pmin = min ({H (pj) : pj ≤ b} , H (b)) .
6. Opakujeme kroky 2−5 s novými hodnotami pro n, dokud pmin > 1 − α
pro n, ale ne pro n− 1.
P°edchozí algoritmus lze snadno implementovat ve v¥t²in¥ programovacích
jazyk·. V této práci byl zvolen Matlab.
10.2. Program 3. Následující funkce obsahuje jako první parametr poºado-
vanou p°esnost epsilon, druhým parametrem je hladina významnosti alpha
a jako t°etí parametr m·ºe být zadán p°edb¥ºný horní odhad b odhado-
vané pravd¥podobnosti p. Není-li odhad p°edem znám, volíme b = 1, a tedy
0 < p (1− p) ≤ 1/4. Nejprve implementujme p°edb¥ºný odhad n pomocí
vztahu ( 10.3 ):
function[n]=klasickyOdhadN(epsilon,alpha,b)
%epsilon predstavuje zadanou presnost
%alpha je zadana hladina vyznamnosti
%b je horni apriorni horni odhad parametru p
Z=norminv(1-alpha/2);
right=max(1/4,b*(1-b));
n=ceil((Z^2*right)/epsilon^2);
end
Zavoláme-li uvedenou funkci s p°esností ε = 0.2, hladinou významnosti α = 0.05,
získáváme v p°ípad¥, ºe není znám p°edb¥ºný odhad p (tzn. b = 1) následující
hodnotu n = 25:
>> klasickyOdhadN(0.2,0.05,0.1)
ans =
25
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Nyní p°edstavme implementaci vý²e popsaného algoritmu:
function[pMin]=delkaVzorku(epsilon,b,n)
%funkce p°ijímající 3 vstupní hodnoty
% b - odhadované p, epsilon - ²í°ka intervalu,
% n - délka vzorku, a 1 výstupní hodnotu,
% která nám udá, jakou hustotu pravd¥podobnosti,
% vyplní vzorek se stejnými parametry, jako je funkce.
if b>0.5
b=1-b;
end
% za°izuje, a´ odhadované p se nachází v intervalu <0,0.5>
i=floor(2*n*epsilon);
% floor = nejv¥t²í celé £íslo, men²í nebo rovno
i r=zeros(n-i,1);
p=zeros(n-i,1);
Hj=zeros(n-i,1);
%vytvo°ím si vektory s nulami
Hm=0;
s=0;
for j=1:n-i
r(j)=(nchoosek(n,j-1))/(nchoosek(n,i+j));
p(j)=(r(j)^(1/(i+1)))/(1+r(j)^(1/(i+1)));
for k=j:j+i
Hj(j)=Hj(j)+(nchoosek(n,k)*
(p(j)^k)*(1-p(j))^(n-k));
end
%suma na výpo£et Hj(j)
if p(j)<=b
s=j;
%hledání maxima, spl¬ující podmínku p(j)<=b
end
end
%slouºí k vypo£ítání r(j) a p(j)
if s==0
disp('fail');
%varovná zpráva, kdyº ºádná j nesplnila podmínku
end
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for k=s:s+i
Hm=Hm+(nchoosek(n,k)*b^k*(1-b)^(n-k));
end
% suma na výpo£et Hm
if b==0.5
pMin=min(Hj);
% do pMin se zapí²e minimum z vektoru Hj
else
pMin=Hm;
%zapí²eme na pMin Hm
for j = 1:n-i
if pMin>Hj(j) && p(j)<=b
pMin=Hj(j);
% hledáme minimum z vektoru Hj, spl¬ující podmínky
end
end
end
% dv¥ moºnosti, kudy se dále dáti
% a) pokud m je 0.5 b) pokud není
end
Vyuºijeme-li p°edchozího p°edb¥ºného odhadu n = 25, získáme aplikací vý²e
uvedeného programu se vstupy ε = 0.2, b = 0.5, hodnotu pmin = 0.9710.
>> delkaVzorku(0.2,0.5,25)
ans =
0.9710
Lze vid¥t, ºe pmin je relativn¥ velká hodnota pro hladinu významnosti α =
0.05. Aplikujeme znova vý²e uvedený program se stejnými vstupy krom¥ n,
které zvolíme n = 20. Získáváme následující hodnotu: pmin = 0.9534. Horní
odhad nejmen²ího po£tu pokus· nutných ke stanovení odhadu p se spolehli-
vostí 95% je tedy 20. Bohuºel z práce [RJ] není moºné jednodu²e vy£íst, jak
konkrétn¥ stanovit p°íslu²né asymetrické intervalové odhady p. Z uvedené
práce v²ak pravd¥podobn¥ vychází £lánek [XC], ve kterém jsou mimo jiné
provedeny do d·sledku symetrické intervalové odhady.
10.3. Exaktní symetrické odhady pro binomické rozd¥lení. V této
£ásti, zaloºené p°edev²ím na výsledcích práce [RJ], p°edstavíme optimální
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algoritmus k ur£ení symetrického intervalového odhadu parametru p bino-
mické náhodné veli£iny s danou spolehlivostí a nejmen²ím moºným n. Nej-
prve p°ipome¬me a zave¤me n¥která nová zna£ení:
Ozna£me symbolem dxe nejmen²í celé £íslo, které je v¥t²í nebo rovno x,
obdobn¥ ozna£me symbolem bxc nejv¥t²í celé £íslo, které je men²í nebo rovno
x. Pro nezáporná celá £ísla m kombinatorická funkce
(
m
z
)
s ohledem na celé
£íslo z znamená:
(
m
z
)
=


m!
z!(m−z)! , 0 ≤ z ≤ m,
0, z < 0 ∨ z > m.
Je²t¥ si zave¤me binomickou funkci:
B (n, k, p) =


(
n
k
)
pk (1− p)n−k , 0 ≤ k ≤ n,
0, k < 0 ∨ k > n.
Pro ozna£ení sou£tu binomických funkcí si zavedeme ozna£ení S.
S (n, k, l, p) =
l∑
i=k
B (n, i, p)
V¥ta 6. M¥jme 0 < ε < 1 a 0 ≤ a < b ≤ 1. Nech´ X1, ..., Xn jsou to-
toºné a nezávislé Bernoulliho náhodné prom¥nné takové, ºe pro i = 1, ..., n,
Pr {Xi = 1} = 1 − Pr {Xi = 0} = p, u kterého platí p ∈ [a, b]. Nech´ pn =∑n
i=1 Xi
n . Pak minimum Pr {|pn − p| < ε} s ohledem na p ∈ [a, b] je dosaºeno
v kone£né mnoºin¥ {a, b}∪{ `n + ε ∈ (a, b) : ` ∈ Z}∪{ `n − ε ∈ (a, b) : ` ∈ Z},
která má mén¥ neº 2n (b− a) + 4 prvk·.
Skute£ností symetrie, ºe Pr {|(1− pn)− (1− p)| < ε} = Pr {|pn − p| < ε},
m·ºeme omezit p na men²í rozsah [a′, b′] takové, ºe:
a′ =

a pro a+ b ≤ 1,1− b pro a+ b > 1 b′ =


b pro b ≤ 12 ,
1
2 pro a <
1
2 < b,
1− a pro a ≥ 12 .
Je z°ejmé, ºe 0 ≤ a′ < b′ ≤ 12 a b′ − a′ ≤ b − a. Proto bez ztráty jakékoliv
obecnosti m·ºeme p°edpokládat 0 ≤ a < p < b ≤ 12 .
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V¥ta 7. M¥jme 0 ≤ a < b ≤ 12 a 0 < ε < 12 . Definujeme:
S = {c+ (`) |1 + bn (a− ε)c ≤ l ≤ dn (b− ε)e − 1} ∪ {ca, cb}
∪ {c− (`) |1 + bn (a+ ε)c ≤ ` ≤ dn (b+ ε)e − 1} ,
kde
ca =
dn(a+ε)e−1∑
k=bn(a−ε)c+1
B (n, k, a) , cb =
dn(b+ε)e−1∑
k=bn(b−ε)c+1
B(n, k, b),
c+ (`) =
`−1+d2nεe∑
k=`+1
B
(
n, k,
`
n
+ ε
)
, c− (`) =
`−1∑
k=`+1−d2nεe
B
(
n, k,
`
n
− ε
)
pro ` ∈ Z.
Pak následující tvrzení je/jsou pravdivé:
(I)Minimum Pr {|pn − p| < ε} s ohledem na p ∈ [a, b] je rovno minimu S
tj. minp∈[a,b] Pr {|pn − p| < ε} = minS .
10.4. Program 4. V této práci byl implementován algoritmus inspirovaný
v¥tou 7 a vytvo°en program ze dvou funkcí, které budou následovat v pro-
gramu Matlab.
Následující funkce je funkce vedlej²í, která vypo£te binomickou funkci B
s danými parametry n, k, p.
function[B]=spoctiB(n,k,p)
%tato funkce má 3 vstupní a 1 výstupní parametr
%n po£et pokus·, k po£. úsp., p pravd¥podobnost úsp.
%B výsledek binomické funkce
if k <0 || k>n
B=0;
else
%pokud k bude záporné nebo v¥t²í, neº n,
%tak povaºujeme 0 jako výsledek.
B=nchoosek(n,k)*p^k*(1-p)^(n-k);
%vypo£ítáme binomickou funkci
end
end
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Následující funkce je funkce hlavní, která vypo£te pravd¥podobnost Pr, ºe
se budeme nacházet v intervalu [a, b] s p°esností ε p°i délce vzorku n.
function[pr]=programX(a,b,epsilon,n)
%tato funkce má 4 vstupní a 1 výstupní parametr
%a - dolní odhad, b - horní odhad parametru p
%epsilon - ²í°ka intervalu, n - po£et pokus·
spodekCa=floor(n*(a-epsilon))+1;
vrsekCa=ceil(n*(a+epsilon))-1;
%spodni a horni mez sumy pro vypocet ca;
ca=0;
for k=spodekCa:vrsekCa
ca=ca+spoctiB(n,k,a);
end
%vypocet ca;
spodekCb=floor(n*(b-epsilon))+1;
vrsekCb=ceil(n*(b+epsilon))-1;
%spodni a horni mez sumy pro vypocet cb;
cb=0;
for k=spodekCb:vrsekCb
cb=cb+spoctiB(n,k,b);
end
%vypocet cb;
spodekCPlusL=1+floor(n*(a-epsilon));
vrsekCPlusL=ceil(n*(b-epsilon))-1;
%meze L pro VCPlusL;
it=1;
delkaVektoruCPlusL=vrsekCPlusL-spodekCPlusL+1;
VCPlusL=zeros(delkaVektoruCPlusL,1);
%výpo£et délky vektoru a jeho vytvo°ení
for i=spodekCPlusL:vrsekCPlusL
VCPlusL(it)=i;
it=it+1;
end
%p°i°azování £ísla L do vektoru
spodekCMinusL=1+floor(n*(a+epsilon));
vrsekCMinusL=ceil(n*(b+epsilon))-1;
it=1;
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delkaVektoruCMinusL=vrsekCMinusL-spodekCMinusL+1;
VCMinusL=zeros(delkaVektoruCMinusL,1);
for i=spodekCMinusL:vrsekCMinusL
VCMinusL(it)=i;
it=it+1;
end
%analogicky provedeme k výpo£tu L pro VCMinusL;
cPlusL=zeros(delkaVektoruCPlusL,1);
for i=1:delkaVektoruCPlusL
spodekForCPlusL=VCPlusL(i)+1;
vrsekForCPlusL=VCPlusL(i)-1+ceil(2*n*epsilon);
%meze pro výpo£et cPlusL;
for k=spodekForCPlusL:vrsekForCPlusL
cPlusL(i)=cPlusL(i)+spoctiB(n,k,VCPlusL(i)/n+epsilon);
end
%výpo£et cPlusL
end
cMinusL=zeros(delkaVektoruCMinusL,1);
for i=1:delkaVektoruCMinusL
spodekForCMinusL=VCMinusL(i)+1-ceil(2*n*epsilon);
vrsekForCMinusL=VCMinusL(i)-1;
for k=spodekForCMinusL:vrsekForCMinusL
cMinusL(i)=cMinusL(i)
+spoctiB(n,k,VCMinusL(i)/n-epsilon);
end
end
%analogicky pro výpo£et cMinusL;
prvniPulS=union(cPlusL,cMinusL);
%sjednoceni vektoru cPlusL a cMinusL;
druhaPulS=union(ca,cb);
%sjednocení ca a cb;
S=union(prvniPulS,druhaPulS);
%do S uloºíme sjednocení v²ech mnoºin;
pr=min(S);
%pr zvolíme jako minimum mnoºiny S;
end
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Název funkce α ε b n α ε b n α ε b n
odhadN 0.05 0.05 0.5 385 0.05 0.075 0.5 171 0.05 0.1 0.5 97
delkaVzorku 0.05 0.05 0.5 370 0.05 0.075 0.5 160 0.05 0.1 0.5 90
programX 0.05 0.05 0.5 391 0.05 0.075 0.5 174 0.05 0.1 0.5 101
odhadN 0.05 0.05 0.3 323 0.05 0.15 0.49 43 0.05 0.1 0.35 88
delkaVzorku 0.05 0.05 0.3 310 0.05 0.15 0.49 37 0.05 0.1 0.35 80
programX 0.05 0.05 0.3 331 0.05 0.15 0.49 47 0.05 0.1 0.35 91
odhadN 0.05 0.05 0.1 139 0.1 0.1 0.3 57 0.4 0.02 0.5 443
delkaVzorku 0.05 0.05 0.1 120 0.1 0.1 0.3 50 0.4 0.02 0.5 425
programX 0.05 0.05 0.1 141 0.1 0.1 0.3 60 0.4 0.02 0.5 451
Tabulka 3. Porovnávání
Podle výsledk· ve vý²e uvedené tabulce se potvrzuje, ºe s rostoucím po£tem
pokus· se odhady n pomocí aproximace normálním rozd¥lením (odhadN)
p°íli² neli²í od exaktních výsledk· zaloºených na algoritmu programX. Z ta-
bulky je taky patrný vliv poºadované p°esnosti a spolehlivosti na odhad n.
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11. Záv¥r
V první £ásti práce byly p°ipomenuty n¥které elementární poznatky týkající
se aproximace binomického rozd¥lení, a to zejména rozd¥lením normálním.
Mén¥ známé výsledky jsou obsaºeny ve druhé £ásti práce. Ukazuje se, ºe
k ur£ení nejmen²ího po£tu Bernoulliho pokus· nutných k odhadu parame-
tru p pravd¥podobnosti úsp¥chu v jednom pokusu je algoritmus navrºený
v práci [XC] daleko vhodn¥j²í neº standardní odhad vycházející z aproxi-
mace normálního rozd¥lení. P°i dne²ním stavu výpo£etní techniky se výhody
aproxima£ních odhad· (sloºitost algoritmu, doba výpo£tu) ztrácejí, a nao-
pak vyniká p°esnost v ur£ení p°íslu²ného nejmen²ího po£tu pokus·. V °ad¥
p°ípad· tak lze podstatn¥ zlevnit celý testovací proces.
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