ABSTRACT: When surveying the many methods currently employed in MT evaluation, 1 it is not immediately obvious that the methods used serve to increase the knowledge of the properties being measured. This report describes a constructive machine translation evaluation method, aimed at addressing this issue. If this issue is not addressed, then evaluation techniques centering on measuring intelligibility and fidelity can only be steeped in subjectivity. These vague notions will always mean different things to different people. Furthermore taking 'measures' by rating sentences on a subjective scale (cf ALPAC and other evaluation methods) only adds to this subjectivity. In order for MT evaluation to progress from this predicament a more constructive machine translation evaluation method is required.
Measurement is a tool for increasing understanding or knowledge. Yet current MT evaluation measures do not immediately lend themselves to increasing the knowledge of what is being measured. Do current methods for measuring the intelligibility of a sentence serve to increase the knowledge of what makes a sentence intelligible? In fact this statement begs the question 'what is intelligibility?'.
If this issue is not addressed, then evaluation techniques centering on measuring intelligibility and fidelity can only be steeped in subjectivity. These vague notions will always mean different things to different people. Furthermore taking 'measures' by rating sentences on a subjective scale (cf ALPAC and other evaluation methods) only adds to this subjectivity. In order for MT evaluation to progress from this predicament a more constructive machine translation evaluation method is required.
A constructive evaluation method is one in which the evaluation method is applied in a manner which increases the knowledge about the translation system (from a variety of viewpoints), in addition to enhancing our knowledge of the properties being assessed (intelligibility and fidelity). Such a method is described in this report. 3
MEASUREMENT OF MACHINE TRANSLATION QUALITY
Measurement is described in Finkelstein and Leaning (1984) as "... the process of empirical, objective assignment of numbers to the properties of objects and events in the real world in such a way as to describe them" There are essentially three steps involved in developing a measure: -definition of the object or event of interest -identification of an intuitively observed property of that object or event (to be measured) -definition of the standard measurement procedures, rules and units, in order to capture the relationship that the attribute imposes on the object or event. 4 It is important to remember that each attribute will necessarily make its individual assumptions about the object or model on which it is observed, and will therefore require its own metric or measurement procedure. Finally, for all metrics, it is important that due care be given to interpreting the actual measurement data.
How are these steps applied to MT evaluation? As regards the attributes of interest, the choice of intelligibility and fidelity is dictated by the work in MT evaluation over the past few decades. Measures should represent the relationships 'more intelligible than' and 'more accurate than'.
What is the object of interest? For MT evaluation, is the object of interest the translated text, produced from the input text, or is it the translation process we are really interested in evaluating? In our case, for practical reasons, the object of interest is the translated sentence. 5 This is because most current machine translation systems translate on a sentential basis, and therefore the measurements should be trying to capture the effectiveness of this intra-sentential translation. 6
It is apparent that even for a sentence considered in isolation, it is not immediately obvious what the intelligibility or the fidelity is. The crux of the problem is that we have what is essentially a terminology problem; if we continue to define intelligibility as 'the ease at which the meaning of a sentence can be understood' and then proceed to develop scales to measure 4 AS regards the definition of the standard measures for evaluation, too much detail would be required for their actual description, hence they have been omitted from this report.
5 It is instructive to point out that there is a tendency to use the first product measurement to define the second process measure. Relating the quality of the translated result to the translation process is a complex issue and is not discussed further in this short report.
6 Again, what constitutes a sentence is a difficult issue. As Mitsubishi's MT system, MELTRAN J/E Takayama et al. (1991) this (eg ALPAC), we get nowhere, as we never increase our knowledge of the attribute, and furthermore the measurements and results are always steeped in subjectivity. The sensible approach seems to be to define the attributes in measurable terms, so that thereafter we can reason about them objectively. Furthermore, we then have the means to validate any models we may propose. This provides an opportunity to progress in increasing our knowledge of what affects/constitutes the attributes, and only then can we propose evaluation scales, such as those that have been suggested in other methods.
As an example, two possible approaches to defining the attributes in measurable terms are: -Approach 1: define the intelligibility/fidelity attributes in terms of comprehension time.
As shown in Fig. 1 the dotted line represents the threshold value at which the subject has grasped the meaning of the translated text. 7 Various metrics are suggested (but not defined!).
Approach 2: define the attributes indirectly by assuming a relationship with the post-editing time. 8 Both methods require suitable standard measurement procedures, rules and units.
The first method requires a sophisticated evaluation method to be successful (with careful consideration given to issues such as defining 'text comprehension' etc.). As of yet, to the best of the author's knowledge, no evaluation study has employed this method (although similar studies may have been done in the human-interface field).
q'he second approach is more practical. It is also directly related to the task in hand, that of post-editing the MT output. Most MT systems require some post-editing of the output. In fact, a recent experiment with this method has confirmed a roughly linear correlation with post-editing time for intelligibility (see postamble). Briefly, the procedure employed was"
1. monolingual assigns an intelligibility pass/fail marking. This is based on a minimal scan of the text.
2. monolingual post-edits the translated sentences to make them intelligible, using only the translation output. No reference is made to the source language. The post-editing time is recorded for each sentence. All sentences are post-edited, excepting those which are completely unintelligible. As the pass-fail marking is assigned loosely, based on minimal reading, some sentences can in fact be made intelligible by post-editing. This of course requires more time, reflecting the intelligibility of the sentence. The post-editor was asked to try and make all sentences intelligible, even if a guess was necessary to discern the sentence meaning.
3. bilingual then assigns a fidelity (accuracy) pass/fail marking on the post-edited sentences.
Various safe-guards are included in this method, for example the pass fail markings are confirmed by other mono/bilinguals, as a further step to reduce subjectivity. Also, the post-edited sentences are checked to see if they are in fact intelligible after post-editing. Note that this method does not define fidelity in terms of post-editing time, as such. Fidelity is much more difficult to assess. For practical reasons we opted for a fuller assessment of intelligibility, with a binary pass/fail mark on the (intelligible) post-edited text sufficing for fidelity. Our motivation was that MELTRAN should always transfer (translate) information accurately, and that the intelligibility was more important. 9 For this reason, only intelligibility is discussed in the following section.
9 Although this was confirmed in the experiment -the fidelity marking was much higher than the intelligibility mark, it should not be interpreted that MELTRAN is 100% accurate! In actuality, the experiment was designed to provide feedback to the system developers, and one result was that inaccurate sentences were more efficiently tagged as requiring priority improvement.
CONSTRUCTIVE MT EVALUATION METHOD
Definitions for intelligibility and fidelity have been proposed which are measurable. These are sufficient as measures of the translation quality for the user; providing measures such as: -average post-editing time (to make a sentence intelligible) normalised against sentence complexity (typically word count) -percentage of word errors due to intelligibility / fidelity errors The user can then relate these results to human translator results to assess the quality of the MT systems output.
If we accept such definitions then we increase the objectivity in our reasoning about the attributes. This allows us to investigate what affects the attributes, and therefore increase our knowledge about them. This is essential feedback to MT system developers and to those interested in natural language processing as a whole.
To increase understanding of an object there are essentially two approaches; to develop theoretical models, or to attempt to measure certain aspects, and see if we can deduce significant trends or patterns through statistical analysis.
We have some intuitions as to 'factors' that might affect the intelligibility attribute, for example, missing words, incorrect sentence structure, wrong translation of verbs, and so on.t° However, we do not know the inter-play between the factors affecting the attributes.
Like other evaluators we suggest classifying the intelligibility errors in a sentence (see Fig. 211 ). Although it is possible that many evaluators will possibly classify different aspects as being wrong, widely variant results are only likely to happen when the translated sentence is very unintelligible.t2 Note that we should be able to measure how much the classifications differ between post-editors; this might indicate another aspect of the translation quality! Furthermore, even if different evaluators classify different aspects, as it is proposed that the post-editor must correct what has been classified, the classification will be 'tested'. If the changes dictated by the error classification are not sufficient to make the sentence intelligible, the results are discarded (or, more practically, the error classification is changed). Therefore we have a means for verifying the classification made by the post-editor.
The classification shown in Fig. 2 has been deliberately left relatively high level, so that the method is practical. The idea is that the evaluator can decide the levels and the detail required, as necessary.
l0 Other possibilities might include style, grammaticality etc. but these are more difficult to define in typical MT translated sentences. The above approach is deliberately kept simple.
11 This classification being taken from Nagao et aL (1988) . 1~ The presumption is that the sentences are of a sufficient quality to be evaluated. At this point it is assumed that the time for post-editing has been recorded, and that the error classifications have been verified as described. How can we use the results? Since we do not know how each of the above entities affects the intelligibility, a possible solution is to assign weights to each category.
These weights can be assigned values using our own intuition at the onset of the evaluation, 13 but t h e aim is to t u n e them to reflect their actual importance using a database of collected measures. Although the intelligibility attribute is complex, with experience it should be possible to identify the key factors affecting it. Differ6nt weights will probably have to be assigned for each attribute, as each attribute will be affected differently by different factors. The weights 13 Such a method is employed by Nagao et al. (1988). do not have to be known to the person performing the error classification. This contributes to the objectivity of the classification and the post-editing process.
There is one final aspect of the measurement which we need to consider. This is the requirement to normalise sentences according to their complexity, so that the measures taken are put in perspective. This is necessary, because generally speaking, longer sentences will be more difficult to understand than shorter ones. Normalisation typically requires some quantification of frequency of occurrence. Possibilities include normalising within each error category, according to the number of verbs in the total sentence, or more practically against the number of words in the sentence. A parser would greatly assist this process by allowing automatic classification of word grammatical categories.
Assigning the final attribute rating is initially assumed to be a simple additive procedure. A more sophisticated model may be developed once suitable data is gathered. Alternatively, we could opt for a more detailed model using intuition based on empirical observations. An example of tailoring of the weights is now given (normalisation ignored), to show how the method might work in practice. Suppose we have the following four sentences, assumed all of the same 'complexity' - with the result that 1X ,,~ 5.%ecs. From this it is possible to see that there is some correlation between the resulting attribute score (X) and the actual time. In this case, one attribute rating is approximately 5.9 seconds. Therefore, we can say that if we get another attribute rating of 100, the time to post edit for that attribute will be approximately 590 seconds.
Although this example is over-simplified, it is hoped that in practice, weights can be tailored and roughly accurate models developed after a large database is constructed.
The type of measure taken is useful in that it is meaningful to the system managers. To utilize the data results, statistical feedback can be easily extracted from the database. There is the possibility to integrate tools, graphical displays etc. for effective analysis and presentation of results. The developer can use the database to investigate which errors occur most often and those which cause the most problems. It would then be possible to plan an improvement in the system. The evaluation is therefore playing a constructive role in the development of the machine translation system, as well as providing feedback to the users.
ASSESSMENT AND CONCLUSION
The method has essentially two main parts ; (1) basic evaluation, entailing the collection of data on post-editing time and intelligibility and fidelity ratings, and (2) analysis of the data to investigate aspects contributing to our understanding of what we are measuring (intelligibility in the example given). Method (1) is sufficient for user oriented evaluation. Method (2) supplements the result of the first method with more detailed analysis providing what is essentially developer oriented evaluation.
Basing the method on the post-editing task is natural, as MT output must still be post-edited. The first task, collection of data, is simple enough to be done by any evaluator.
As regards the second task, it is noted that the error classification analysis is amenable to automation and alsb allows tailoring. If the weighting method changes, there is no need to redo earlier experiments, merely to re-calculate the values.
An important point is that the method has a certain degree of built-in verification, and that validation of the measures is possible. Finally, the resulting measure is simple and meaningful. Time is a familiar measure to users.
However, before determining the actual weightings, it is necessary to collect data. This requires some effort to build up a reasonable result database. It might prove difficult to to tune the weights, but it is expected that some crude indicators can be gleaned from a small set of weighted items.
Finally, subjectivity involved with post-editing ability needs to be addressed. The use of consistent practice and standards or large scale evaluation (sample size) should aid in reducing this subjectivity.
The constructive MT evaluation method described, contains many aspects of other methods that have been suggested over the past twenty years. In that sense it contains few new approaches. What does characterise the method is the use of measurement in a pragmatic and constructive role, whilst remaining fully aware of the practical difficulties associated with evaluating machine translated text.
As a brief postamble it should be mentioned that, although this report only outlines a simple framework for an evaluation method, a small experiment has recently been performed based on the same basic principles. At present, data analysis is under way. Some interesting initial results have been obtained. Definition of standard measurement procedures and units, that can be practically applied, was not as difficult as expected. The most difficult aspect was the practical difficulty of classifying errors. Initial results suggest that the sample size needs to be increased before any meaningful analysis of the intelligibility attribute can be performed,
