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Summary 
The performances of position controllers for a throttle valve used with internal 
combustion engines of heavy goods vehicles is investigated using different 
control techniques.  
 
The throttle valve is modelled including the hard stops and static friction (stick-
slip friction), which are nonlinear components. This includes a new simple 
approach to the modelling of static friction. This nonlinear model was validated 
in the time domain using experimental results, parameterised by experimental 
data using a Matlab based parameter estimation tool. The resulting state space 
model was linearised for the purpose of designing various linear model based 
controllers. This linearised model was validated using experimental data in the 
frequency domain.  
 
The correct design of each model based controller is first confirmed by 
simulation using the linear throttle valve model, the specified step response 
being expected. Then the robustness is assessed in the frequency domain 
using the Matlab® Control System Design Toolbox and in the time domain by 
simulation using Monte Carlo based plant parameter mismatching between the 
simulated real plant and its model used for the control system design. Once 
satisfactory performance of a specific controller is predicted by simulation using 
the linear model, this is replaced by the nonlinear model to ascertain any 
deterioration in performance. Controllers exhibiting satisfactory performance in 
simulation with the nonlinear plant model are then investigated experimentally.  
 
The set of controllers investigated in this work includes types that are not 
currently employed commercially, as well as traditional ones, consisting of the 
IPD, PID, DPI controllers and the linear state feedback controller with and 
without an integrated observer. The other controllers are the sliding mode 
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controller, observer based robust controller (OBRC) and the polynomial 
controller. The traditional controllers are designed using partial pole placement 
with the derived linear plant model. The other controllers have structures 
permitting full pole placement, of which robust pole placement is an important 
option. In the pole placement design, the locations of the closed loop poles are 
determined using the settling time formula. 
 
Despite the use of robust pole placement, the static friction caused a limit cycle, 
which led to the use of an anti-friction measure known as dither. 
 
The 14 different controllers were investigated for their ability to control the 
throttle valve position with nonlinear friction, parameter variations and external 
disturbances. This information was gathered, together with qualitative 
information regarding ease of design and practicability to form a performance 
comparison table. 
 
The original contributions emanating from the research programme are as 
follows: 
 The successful application of new control techniques for throttle valves 
subject to significant static friction   
 The first time investigation of partial and robust pole placement for 
throttle valve servo systems. 
 A simplified static friction model which can be used for other applications. 
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1 Introduction 
1.1 Engine System 
Figure 1.1 shows an overview of the engine system that this research 
programme supports, a detailed description of which is given in Appendix A.1. 
  
 
Figure 1.1: An example of a schematic for a turbocharged Euro VI engine 
configuration with high pressure EGR and throttle valve 
The throttle valve, described in more detail in the following section, is the focus 
of this research programme but this will be equally useful for the other valves 
employed in the system as each of these has similar characteristics.  
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1.2 Throttle Valve 
On a petrol engine the throttle valve is used to control the air-to-fuel ratio by 
applying a variable constraint to the air path, which will reduce the air flow. On 
Diesel engines (Figure 1.1) the throttle valve is used as a means to increase the 
EGR rate and reduce the air-to-fuel ratio, in a low power operating range. In this 
range, the operation of the VGT vanes has no effect and therefore the throttle 
has to be used. The amount of air into the engine can be controlled by closing 
the throttle valve, creating a lower pressure in the intake manifold. This lower 
pressure can also be used to induce more EGR flow through its high pressure 
path, assuming that the exhaust manifold pressure stays constant.  
 
For the EURO VI regulation, a high rateEGR  is needed in the low power range 
making use of the throttle valve. During the DPF regeneration, the air-to-fuel 
ratio needs to be controlled to within a specific range, which will require the use 
of the throttle valve. Furthermore, the throttle valve can be used to damp engine 
shaking following key off by closing it. 
 
Throttle valves suffer from considerable nonlinear friction in their mechanisms 
that makes it difficult to control accurately, particularly as it is subject to 
significant variations due to changes in temperature and wear over the engine 
lifetime. The static (stick-slip) friction component is particularly troublesome and 
can cause controller limit cycling (Townsend and Salisbury, 1987) which can 
compromise the engines emission performance. This also presents a challenge 
for the control system designer when it is important to obtain a prescribed 
dynamic response to reference input position changes. 
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1.2.1 Hardware Description 
The throttle system (Figure 1.2) consists of a spring loaded throttle plate which 
is driven by a direct current (DC) motor through a gear system. A pre-windup 
coil spring applies a residual torque which makes the valve open in the case of 
an electrical failure. The throttle plate position is measured by a potentiometer 
type sensor attached to the plate, where fully open = 0 [rad] and fully closed = 
1.57 [rad].  
 
 
Figure 1.2: A throttle valve 
The air flow through the throttle valve is a function of the air-to-fuel ratio, EGR 
rate and after-treatment demands. In the normal operation mode, the throttle 
reference position is calculated by using the desired throttle air flow, pressures 
and the temperatures. 
 
The mass flow passing the throttle valve illustrated in Figure 1.3 can be 
modelled by the isentropic (constant entropy) flow equation for a converging-
diverging nozzle (Wallance et al., 1999, Schöppe et al., 2005).  
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Figure 1.3: Schematic of a throttle valve 
For the gas mass flow through the throttle valve: 
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For the non-choked flow (sub-sonic): 
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For the choked flow (sonic): 
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 (1.3) 
where 
R: Gas constant 
/p vc c  (1.4 for air) 
C : Throttle valve flow coefficient (dimensionless) 
throttleA : Geometrical effective valve area 
up : Upstream pressure 
tp : Throat pressure  
throttlem : Mass flow through the throttle valve  
pl : Throttle plate position 
 
The geometrical area for flow passage of an elliptical throttle plate: 
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    2
1
1 cos
throttle pl pl
r
A r
r
  
 
  
 
 (1.4) 
where 
r : Pipe radius 
1r : Maximum throttle plate radius 
 
In theory, equation (1.1) to (1.4) could be rearranged to get the desired throttle 
position, using the desired gas flow, the gas temperature and its pressures. In 
practice, however, it is difficult to get an accurate throttle position by this means 
due to model parametric errors. This could be circumvented by creating two 
functions, one based on the physics of the system and a second one based on 
empirical data, as follows. 
  1 , , ,   
throttle
throttle u u t
u t
uu
m
f m T p p
p p
pR T

 
 
  
 (1.5) 
 
   2 1 , , ,desiredpl throttle u u tf f m T p p   (1.6) 
where  
2f : A function which converts the corrected flow 1f  into a throttle position 
demand 
 
The aim of the throttle valve position control system (Figure 1.4) is to control the 
position (i.e., the angle) of the plate inside the throttle valve. In the normal 
mode, the desired throttle position demand from equation (1.6) is fed into the 
throttle position controller, but in special circumstances this can be overridden 
by other demands such as the DPF regeneration mode or engine shut down 
(key off). The controller measures the throttle plate position and adjusts this to 
achieve the desired position demand. The throttle plate position is adjusted 
using the torque produced by the DC motor and gear system. 
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Figure 1.4: Throttle valve position control system 
The torque is proportional to the DC motor armature current. The current is 
controlled by the throttle valve position controller’s output driver. 
 
1.2.2 Ideal Control System Specification 
The aim of the throttle valve position control system design is to achieve the 
following: 
1. The position reference must be followed with a minimum delay and 
steady state error. 
2. The control system must exhibit robustness to minimise the impact of 
the static (stick-slip) friction, change in friction parameters due to wear & 
tear. 
3. The control system must be able to compensate for failure of the 
retention spring (pre-windup coil spring). 
 
Figure 1.5 shows an example of a desired throttle valve position demand (0 = 
fully open, 1.57 = fully closed) for a typical drive cycle during DPF regeneration 
(source: Delphi Diesel Systems). In the DPF regeneration mode the valve is 
used to control the narrow air/fuel ratio operation range for the DPF to heat up 
and stay in the regeneration mode. If the air-to-fuel ratio exceeds the 
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boundaries it can cause the DPF to stop regenerating or in the worst case 
damage the DPFs ceramic structure due to the generated heat.    
 
Figure 1.5: Desired throttle position demand for a typical drive cycle during DPF 
regeneration 
The dynamics of the desired closed loop system response has to be chosen in 
such a way that it tracks the demand without too much lag. The lag can cause 
the air flow to differ from that demanded for significant periods and impact the 
engine output emission. Choosing too fast a desired closed loop system 
response can, however, wear down the actuator, in this case the DC motor and 
gear system in the throttle valve. In addition the speed of response is restricted 
by the DC motor voltage supply.   
 
Figure 1.6 shows a classic definition of the system settling time sT  (Franklin et 
al., 2002). This is defined as the time it takes from applying an ideal 
instantaneous step input to the time at which the systems output has entered 
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and remained within a specified range of the expected steady state value. In 
this case the range has been chosen to +/- 5%.  
 
 
Figure 1.6: System settling time definition  
Figure 1.7 shows the minimum and maximum peak values of the controller 
output during a simulation of a closed loop pulse response (pulse duration 1 
second). The simulation is done on a nonlinear throttle valve plant model, with 
various desired closed loop settling times. The controller is in this case 
implemented as a state space controller with an integrator in the outer loop to 
remove the steady state offset. This will be described in more detail in Chapter 4.  
 
The saturation level for the throttle actuator used for this project is +/- 12 volt. 
Figure 1.7 indicates that peak control effort needed to achieve a desired settling 
time of 0.1 seconds for a position demand change nearly at the maximum 
value. This will bring the control system into saturation, but only at the maximum 
level. The control saturation resulting from attempting to reduce this further 
would seriously deteriorate the control system performance. 
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Figure 1.7: Maximum / minimum control effort as function of desired settling 
time  
Figure 1.8 is a sample of the desired throttle valve position demand from the 
DPF regeneration cycle. It shows the simulated impact of the settling time on 
the system response during the regeneration cycle. When the settling time 
increases the lag between the desired response (throttle position demand) and 
the simulated closed loop system response has an increased dynamic lag, as 
expected. 
As stated before, too much lag can cause the emission output level to increase, 
while controller saturation indicates too fast a response which can prematurely 
wear the throttle system. The desired closed loop settling time should be 
chosen as a compromise between lag and saturation of the control system, in 
this case 0.1 second.      
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Figure 1.8: A section of the generation DPF cycle with different settling times 
 
1.2.3 Current Control Techniques 
The throttle valve position is currently governed by a PID/DPI controller with 
feed forward and measures to overcome the static friction. Despite the 
presence of the integral term, the feed forward is used to counteract the coil 
spring torque, which also avoids prolonged transient behaviour due to relying 
solely on the integral action for this. To minimise the effects of the static friction 
an additional oscillatory signal can be added to the control variable that 
produces a corresponding torque just sufficient to overcome the static friction. 
This is known as control dither (Leonard and Krishnaprasad, 1992). The 
amplitude and frequency of this signal are adjusted at the commissioning stage. 
This, however, is quite difficult and time consuming.  
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In most cases the traditional controllers, i.e., PID/DPI controllers and their 
variants are employed and tuned by certain procedures, such as Zeigler-Nichols 
(Meshram and Kanojiya, 2012) or trial and error. 
 
 
1.3 Motivation 
The aim of this research is to study the control techniques used in vehicle 
power trains for the position control of the throttle valve and to seek new control 
techniques taking advantage of the flexibility of modern processing technology 
to achieve an improved performance and reduce the commissioning time.  The 
adoption of model based control techniques and increased robustness against 
parametric uncertainties and external disturbances are expected to play major 
roles in reaching this goal.  
 
Model based control system design means the derivation of design formulae for 
the adjustable parameters of a controller based on a mathematical model of the 
plant (in this case the throttle valve) and a design specification. Major benefits 
of this approach are as follows. 
a) The control system design can be validated by comparing the response 
of a simulation of the control system with the expected response set by 
the design specification. 
b) The robustness can be assessed by introducing external disturbances 
and parametric mismatches in the simulation and observing the resulting 
deviation of the control system response from the nominal response 
determined in (a). 
 Model based control system design, is adopted throughout this thesis, as it 
forms a firm basis for comparison of the different control techniques. 
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1.4 Contribution 
The original contributions emanating from the research programme, that 
entailed the comparison of fourteen different controllers, are as follows: 
 The successful application of new control techniques for throttle valves 
subject to significant static friction   
 The first time investigation of partial and robust pole placement for 
throttle valve servo systems. 
 A simplified static friction model which can be used for other applications. 
 
1.5 Structure of the thesis 
As the research focuses on control techniques used for the intake throttle valve 
in heavy duty (HD) vehicle power trains, chapter 1 gives a general engine 
system overview and a more detailed description of the intake throttle valve. 
The first task in the development of a model based control algorithm is the 
establishment of a mathematical model of the particular plant to be controlled. 
So Chapter 2 presents a detailed electrical and mechanical nonlinear model of 
the intake throttle valve. Then a linear model is derived on the basis of the 
nonlinear one. In chapter 3 the nonlinear model is parameterised by the use of 
measurements, calculations and a parameter estimation tool from Mathworks®. 
An introduction to the PID controller is given in the beginning of chapter 4. Then 
the methodology of the controller performance assessment is introduced. This 
is followed by explanations of the common features of the controllers under 
investigation,  comprising pole placement, control dither and integrator anti-
windup. The different control strategies are then introduced and the 
corresponding control laws for the throttle valve are derived. Then the 
performance of each is assessed. In Chapter 5 the performances of all 14 
different controllers are compared. Finally, Chapter 6 presents the overall 
conclusions and recommendations for further research.
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2 Modelling  
2.1 Introduction 
The throttle system (Figure 2.1) consists of a spring loaded throttle plate which 
is mechanically connected to a brushed DC motor through a gear system 
(Scattolini et al., 1997). The pre-stressed coil spring is a safety measure 
preventing the engine stalling in case of an electric fault, in which the motor is 
not energised by making the plate go to its open position. The plate’s position is 
measured by a potentiometer with an output range between 0.5 and 4.5 [V] with 
total position accuracy of +/- 2%. The non-zero output range is to insure that the 
control system can detect if the position signal wire breaks. 
 
A pictorial view of the throttle valve components is shown in Figure 2.1. A more 
detailed exploded view of the throttle valve may be found in appendix A.5. 
 
 
Figure 2.1: A disassembled throttle valve  
The throttle valve system model comprises two parts: an electrical and 
mechanical model. The electrical model consists of the equations of the 
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armature circuit of the DC motor while the mechanical model consists of the 
equations modelling the mechanical load, including the moment of inertia, the 
gear system, the spring and friction. 
 
Figure 2.2 shows a schematic diagram of the throttle valve system, starting from 
the left with DC motor. The DC motor is modelled as an electric load (resistance 
aR  and inductance aL ) and back electromotive force (e.m.f.) which depends on 
the shaft speed. The output torque from the DC motor is proportional to the 
current. The mechanical system is modelled as a gear system with a moment of 
inertia and kinetic friction components on both sides. The gear is used to 
amplify the DC motor torque. 
 
Figure 2.2: Throttle valve schematic diagram 
Table 2.1 defines all the parameters of the model. 
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Table 2.1: Parameters of throttle valve model 
Quantity Description Units 
inV  DC motor input voltage V 
ai  DC motor armature current A 
aR  
DC motor armature resistance Ohm 
aL  
DC motor armature inductance H 
tk  
DC motor torque constant Nm/A 
ek  
DC motor voltage constant V/(rad/sec) 
e
 
DC motor back e.m.f. generated voltage V 
m  Torque generated by the DC motor Nm 
m  
DC motor position rad 
m  DC motor speed rad/sec 
pl  
Throttle valve plate position rad 
plJ  
Moment of inertia for the valve plate kg*m^2 
mJ  
Moment of inertia for the DC motor kg*m^2 
springk  
Coiled spring constant Nm/rad 
1kinetick  
The lumped kinetic (viscos) friction constant 
including the DC motors bearings and half of the 
gear train friction 
Nm sec/rad 
 
2kinetick  
The lumped kinetic (viscos) friction constant 
including the throttle plate bearings and half of 
the gear train friction 
Nm sec/rad 
mN  
DC motor wheel diameter m 
plN  
Throttle plate wheel diameter m 
/pl mN N  
Gear ratio - 
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The throttle valve is a butterfly valve type, which means that air flow passing 
through the throttle valve will not create a load torque and this is therefore not 
included in the model. The main load torque comes from a linear coiled spring 
which increases its torque in proportion with the closing angle of the throttle 
valve. 
 
The mechanical and electrical models of the throttle valve are combined in 
subsection 2.4 to form a complete linear state space model and the 
corresponding transfer function model. The linear state space model is used for 
the controller and observer designs in Chapter 4. 
 
The linear model is extended to form a more comprehensive model in 
subsection 2.5 that includes hard stops, static and Coulomb friction, making the 
model nonlinear. The nonlinear model is used to develop the control strategies 
and to validate them before they are tested on the experimental setup. 
 
In subsection 3 the model is parameterised by using measurements, 
experiments and a parameter estimation tool from Mathworks®. The 
parameterised model is then validated in the time and frequency domains. 
  
2.2 The Electrical Model 
The DC motor in the throttle valve is mechanically commutated (brushed) with 
permanent stator magnets (Figure 2.3). The electric current, ai , which runs 
through the armature windings, with the resistance aR  and inductance aL , 
generates a torque m  equal to the current amplitude multiplied by the constant 
tk  
 m t ak i    (2.1) 
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The armature voltage, 
inV , supplied by a DC voltage source, drives the 
armature current, 
ai , through the motor.  In this case the input voltage source is 
the throttle valve position controller. The torque is generated by the current 
through the armature windings interacting with the magnetic field from the stator 
magnets. The maximum torque is generated when the angle between the 
conducting windings and magnetic field is 90°. This angle is maintained by the 
commutator that switches the different sets of armature windings on and off as 
they rotate under the magnets.  
 
 
Figure 2.3: Model of a brush DC motor 
The torque forces the armature/shaft to spin. The speed of the DC motor, m  , 
generates a back e.m.f. proportional to the speed via the constant ek . Thus 
 e me k    (2.2) 
 
The faster the DC motor spins the larger the armature voltage needed to 
maintain the required armature current, as shown in Figure 2.4.   
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Figure 2.4: Electrical schematic of the DC motor 
If the DC motor is supplied by a constant voltage, the motor speed will settle to 
a constant equilibrium value. The armature current will be limited by the back 
e.m.f. and the resulting electromagnetic torque will be just enough to drive the 
mechanical friction and load at the constant equilibrium speed. With reference 
to Figure 2.4, the differential equation modelling the electrical part is as follows. 
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 (2.3) 
The armature current generating the electromagnetic torque, ai , is found by 
integrating (2.3). Figure 2.5 shows the state variable block diagram model of the 
electrical part of the DC motor corresponding to (2.3). 
 
 
Figure 2.5: State space representation of equation (2.3) 
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2.3 Mechanical Model 
The mechanical model of the throttle valve is split into three sections: the 
dynamic model, the friction model and the hard stops. The dynamic model 
comprises the moments of inertia of the mechanical components, the gear train 
and the friction. 
 
Initially, a linear model will be developed for the model based linear control 
system design. This includes the kinetic friction, sometimes called the viscous 
friction, in which the friction torque is directly proportional to the relative velocity 
between the moving surfaces. A more detailed friction model, however, is 
needed later, that includes nonlinear friction which is significant in this 
application. This is developed in subsection 2.3.4, by adding static and 
Coulomb friction components to the kinetic friction. 
 
Another system nonlinearity consists of the two hard stops of the butterfly valve 
that limit the movement of the throttle valve plate position. This is modelled 
using a high gain linear feedback loop approximation explained in subsection 
2.3.5. 
 
2.3.1 Linear Dynamic Model  
The dynamic model, depicted in Figure 2.6, contains the linear parts of the 
mechanical throttle model consisting of the load spring, the moments of inertia, 
the gear train and the kinetic friction. 
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Figure 2.6: Throttle body schematic without the DC motor 
The gear system in the throttle valve consists of three parts (Figure 2.1), a tooth 
wheel directly mounted on the DC motors shaft, a middle wheel with two 
different tooth wheel diameters and a tooth wheel mounted on the valve plate 
shaft. The model, however, is simplified to just two wheels with a single gear 
ratio as shown in Figure 2.7.   
 
Figure 2.7: Gear system 
Here, 1,2r  are the radii of the toothed wheels, 1,2  are the tooth wheel torques 
and 1,2  are the tooth wheel angles of rotation. 
 
The following relationships hold for this gear system 
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 1 1 2 2r r     (2.4) 
 
 2 1 2 2
1 2 1 1
N r
N r



  

 (2.5) 
 
The mechanical model for Figure 2.6 (disregarding the gear train moment of 
inertia) is based on the following torque balance equation. 
 , , , , ,m i m f m i pl f pl sping pl            (2.6) 
where the terms are defined in Table 2.2. 
Table 2.2: Torque components of mechanical model 
,i m m mJ     
Torque from the DC motors moment of inertial
 
, 1f m kinectic mk     
Kinetic friction torque for the DC motor side
 
,i pl pl plJ     
Torque from valve plate moment of inertial
 
, 2f pl kinectic plk     
Kinetic friction torque for valve plate side
 
,sping pl spring plk     
Spring torque (valve plate side)
 
 
Relationship (2.5) is used to simplify the mechanical model by referring the 
moment of inertia and kinetic friction from the DC motor to the valve plate side. 
Also the lumped moment of inertia 1J  (DC motor, mJ , and half of the gear train) 
and the kinetic friction constant, 1kinetick , are referred to the other side of the gear 
by using relationship (2.5), as shown in Figure 2.8. 
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Figure 2.8: Transfer the moment of inertia and friction to the other side of the gear 
Figure 2.9 shows a schematic of the plate side of the gear system. 
  
 
Figure 2.9: Throttle plate side of the gear system 
Here, 2J  is the lumped moment of inertia including the valve plate, plJ , and half 
of the gear train. On the valve plate side 2  is the torque acting on the plate 
shaft from the gear system. The load on this subsystem is the linear spring 
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torque which is a function of the valve plate position, the kinetic friction torque 
and the inertial torque due to the moment of inertia. Thus 
 
2
2 2 22
pl pl
kinetic pl spring
d d
J k k
dt dt
 
        (2.7) 
The DC motor torque is transferred to the valve plate side by using (2.5). Thus 
 2
pl
m
m
N
N
    (2.8) 
Then (2.7) can be rewritten as 
 
 
2
2 22
pl pl pl
m kinectic pl spring
m
N d d
J k k
N dt dt
 
        (2.9) 
 
Combining the two parts, i.e., the DC motor part which has been transferred to 
the valve plate side (Figure 2.8) and the mechanical load represented by 
equation (2.9), yields 
 
2
2
2
1
pl pl
m x kinetic pl spring
d dN
J k k
N dt dt
 
        (2.10) 
where the lumped moment of inertia is 
2
1 2
pl
x
m
N
J J J
N
 
  
 
 
and the lumped kinetic friction is 
2
1 2
pl
kinetic kinetic kinetic
m
N
k k k
N
 
  
 
. 
Figure 2.10 shows the lumped system on the throttle plate side.  
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Figure 2.10: Representation of lumped system 
As stated previously, the coil spring is pre-stressed in the factory to keep the 
throttle open in the case of an electrical failure. To model this, an offset torque 
is added by means of an angle offset, Initial spring , as follows: 
  pl pl Initial spring springk      (2.11) 
 
It should be noted that this initial spring torque is only to be included in the 
nonlinear model including the end stops. 
 
 
2.3.2 The Mechanism of Friction 
To move a mechanical part that has close contact with another mechanical part 
requires a level of force (Figure 2.11). This force level is known as the 
mechanical friction force. This friction comes from the interaction between the 
roughness on the two surfaces, where smoother surfaces will decrease the 
friction force (Popov, 2010).  
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Figure 2.11: Surface interaction 
Through time, the throttle valve on a vehicle will be exposed to moisture and dirt 
that infiltrates the mechanical system. This will result in an increase in the 
friction between relatively moving components. The amount of friction will 
change during the day due to temperature change of the mechanical 
components, but also throughout the lifetime of the throttle valve due to wear. 
As mentioned before, the friction can cause problems for the controller and 
even make it limit cycle (Townsend and Salisbury, 1987) (Sanjuan and Hess, 
1999) (Radcliffe and Southward, 1990). This points out how important it is to 
simulate a control system design with a friction model included, prior to 
implementation. 
 
 
2.3.3 Preliminary Experiments to Assess the Randomness of the 
Friction 
It would appear from the description in subsection 2.3.2 that the stochastic 
frictions force is a function of the displacement between the two mechanical 
surfaces, giving friction force repeatability if the mechanical motion is repeated. 
Random friction force variations would, however, be produced by quasi-freely 
moving foreign bodies (dirt). To test the repeatability of the friction effects in the 
Moving surface
Fixed surface
Friction force
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throttle valve application, a set of preliminary experiments was carried out using 
a standard throttle valve and an existing proportional-integral (PI) position 
controller with a low amplitude dither. Dither is used as an anti-friction measure 
which is explained in a later chapter. Essentially good repeatability would 
indicate that the final control system could be designed to directly compensate 
for the friction forces. On the other hand, bad repeatability would indicate the 
need for the final control system to exhibit robustness against unknown friction 
effects. The system was tested using a ramp function as the position reference 
input to the controller. A slow ramp is particularly good for testing friction due to 
its low relative velocity, which exaggerates the effects of static friction, to be 
explained shortly. The same experiment was repeated firstly four times on one 
day to detect relatively short term friction variations and then on two different 
days to detect any longer term friction variations. These experiments are 
represented in Table 2.3. 
Table 2.3: Preliminary friction experiments 
Day 1 Day 2 
 pl11 t   pl21 t  
 pl12 t   pl22 t  
 pl13 t  - 
 pl14 t  - 
Note: On day 2 only two experiments were performed. 
 
Figure 2.12 shows the superimposed results for day 1. 
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Figure 2.12: The same day friction repeatability experiment 
This indicates very little experiment-to-experiment variations (Zoom A-B). 
 
Figure 2.13 shows the superimposed results of two experiments carried out on 
two separate days. 
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Figure 2.13: Different days friction repeatability experiment 
This indicates more variation than in Figure 2.12. This experiment was repeated 
with a higher level of dither but this indicated no improvement. 
 
To examine the ensemble variations in errors from one experimental run to the 
next, i.e., the randomness of the errors, accumulative errors for the above 
experiments were calculated. These are defined as 
      a , pl, pl,
0
, 1,2, 1,2,
t
i j i je t d j k i j          (2.12) 
Note that   is the relative time in the sense that data from several data 
experimental runs, taken at different absolute times, are compared on the same 
time scale starting at 0  . The rationale behind this is that the larger the 
ensemble variations between experimental run, i, and experimental run, j, the 
larger the mean slope of  a ,i je t  has to be, which must be positive. Only the first 
two experiments are included here, since four experiments have six associated 
0 1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
1.2
 
 
Zoom AZoom A
 
 
Zoom B
Zoom B
 pl 21 t
 pl 2 2 t
Time [sec]
T
h
ro
tt
le
 p
o
s
it
io
n
 [
ra
d
]
  
2. Modelling 52 
 
accumulative errors, which are considered sufficient. Figure 2.14 shows the 
results. 
 
Figure 2.14: The experiments accumulated differences  
The figure reflects the observation made by comparing Figure 2.12 with Figure 
2.13 that the day-to-day experimental errors are greater than those for 
experiments performed on the same day. All the graphs of Figure 2.14 indicate 
considerable ensemble variations from one run to another, in all six 
combinations. This confirms the randomness of the friction in the throttle valve 
which makes it difficult to produce an accurate friction model for the purpose of 
direct compensation in the controller. The conclusion is that controller 
robustness must be relied upon to counteract the effects of friction in 
conjunction with added control dither. The control dither is explained in more 
details in a later chapter.   
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2.3.4 The Friction Model 
Friction is considered to have three different components: the kinetic, Coulomb 
and static friction (Hensen, 2002)  
 The kinetic friction is linear and dependent on the velocity, which is in 
many cases caused by the roughness of the surfaces.   
 The Coulomb friction (steady friction) is constant but direction dependent.   
 The static friction (stick-slip friction) is the measure of the friction force 
required to just start the relative motion commencing at zero velocity. 
This nonlinear friction can be substantial compared to the other friction 
components. The static friction can, in some cases, be dependent on the 
position of the mechanical components due to the randomness of the 
asperities on the surface (Hensen, 2002), but the modelling of this has 
not been included in this work.  
 
The classical friction model of a bi-directional mechanical system, such as the 
throttle valve, illustrated by the velocity to torque transfer characteristic shown in 
Figure 2.15. 
 
Figure 2.15: Classic friction model (Papadopoulos and Chasparis, 2002) 
It comprises the three components already introduced:  
i) Kinetic friction torque 
 kinetic kinetick    (2.13) 
ii) Coulomb friction torque 
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  coulomb coulombsign k    (2.14) 
 
iii) Static (stick-slip) friction torque 
 
 
, , 0, 0
, , 0, 0
e e s
static
s e e ssign
 
 
     
  
       
 (2.15) 
where 
e  is the externally applied torque and s  is the breakaway torque. 
 
The proposed static friction model (Papadopoulos and Chasparis, 2002), has 
the drawback of inaccuracy around zero velocity. A generic friction model was 
proposed by (Haessig and Friedland, 1990) (Majd and Simaan, 1995) which 
includes a more realistic continuous transition between the breakaway torque 
and the sum of the kinetic and Coulomb torque. The nonlinear function used, 
however, is relatively complicated. To circumvent this, a new approach is 
presented by the author (Pedersen and Dodds, 2011) which is simpler and 
imposes a lower computational demand, as follows: 
  total kinetic Coulomb static ty         (2.16) 
where coulomb , kinetic  are defined by equation (2.13) and (2.14). A transition 
section, defined by ty , is introduced to smooth the zero crossing  
 
 
 
1 1 1
1
,
1,
ty
     
  
   
 

 (2.17) 
The static friction component has been modelled around a rectangular 
hyperbola function to form a similar shape to the one used in the classical 
friction model. Thus 
 
 static
A
B sign 
 

 (2.18) 
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where  1 1A B    , 1 1 2 2
2 1
B
  

 
 and 
1  together with 2  are defined in 
Figure 2.16. 
 
Figure 2.16: The new friction model and its components 
In Figure 2.16, at zero velocity the friction is modelled as zero to increase the 
model stability. The slope in the transition section is large to decrease the 
impact on the static friction model. To simplify the parameterisation of the 
friction model the two parameters 1  and 2  are set initially to constant values 
of 0.01 [rad/sec] and 0.001 [Nm]. 
 
Figure 2.17 shows a simplified implementation of the new friction model in block 
diagram form. This can be implemented in Simulink® by using standard blocks. 
In general it has to be emphasised that to get an accurate simulation result 
using Simulink® it is required to run the model in variable step mode and with 
zero crossing enabled.  
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Figure 2.17: Friction model implementation 
An output result from simulating the new friction model is shown in Figure 2.18. 
This is only an example and is not yet parameterised for the throttle valve. 
 
Figure 2.18: New friction model simulation 
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2.3.5 Hard Stops 
The throttle plate has a limited operation range, normal from 0 to about 90°. 
These mechanical position constraints are called hard stops, see Figure 2.2. 
This can be modelled by a high gain control loop applying a torque sufficient to 
restrain the system between two fixed positions.   
  
 
min max
max max
min min
0,
,
,
pl pl pl
hard stop hard stop pl pl pl pl
hard stop pl pl pl pl
k
k
  
   
   
  


   

 
 (2.19) 
 
Figure 2.19 shows how equation (2.19) can be implemented 
 
 
Figure 2.19: Hard stop model 
This will apply a force equal to the sum for torques acting on the mechanical 
system. The position will obviously go beyond the minimum 
minpl
  and maximum 
maxpl
  position but by a negligible amount for hard stopk  sufficiently large (100). A 
similar strategy is used by Mathworks® in some of their Simulink® models. 
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2.4 Linear System Model 
The mechanical and electrical models are combined in this subsection to form a 
linear state space model (subsection 2.4.1) and a transfer function (subsection 
2.4.2) for the throttle system. 
 
The linear throttle model is based on the equations of the previous sections but 
does not include the hard stops and the extended friction model. First, using 
equations (2.3) and (2.5), 
 
   1 pl pla
in a a e
a m
d t NdI t
V i R k
dt L dt N
 
       
 
 (2.20) 
when using equation (2.10) 
 
 2
2
pl pl pl
m x kinetic pl spring
m
N d d t
J k k
N dt dt
 
        (2.21) 
 
 2
2
1pl pl pl
m kinetic pl spring
x m
d N d t
k k
dt J N dt
 

 
       
 
 (2.22) 
A model of the complete system, shown in Figure 2.20, can be obtained using 
equation (2.1), (2.20) and (2.22) 
 
 
Figure 2.20: Linear throttle model 
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2.4.1 State Space Model 
Since the block diagram model of Figure 2.20 comprises three interconnected 
first order subsystems, when expressed in the time domain, it becomes a state 
space model, the general form of which is shown in Figure 2.21.  
 
Figure 2.21: State variable block diagram 
Figure 2.20 leads directly to the physical state representation in which the state 
variables are physical variables of the plant, i.e., 
 1 ax i  (2.23) 
 2 plx   (2.24) 
 3 plx   (2.25) 
The state space equations corresponding to Figure 2.21 are as follows: 
 u x Ax b  (2.26) 
 y  Cx  (2.27) 
As shown in Figure 2.21, the measurement variables are the physical state 
variables, 1iy x , 2y x   and 3y x   and therefore 
(3)C I , where (3)I  is the 
unit matrix of dimension, 3 3 .  
 
Note that the measurement equation is often shown as y u Cx D , but in this 
case, 0D , since none of the state variables can respond instantaneously to a 
step change in the control input,    inu t v t .  This is true for nearly all physical 
plants. Substituting for ai , pl  and pl  in equations (2.20) and (2.22) using 
equations (2.23), (2.24) , (2.25) and (2.1) yields 
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 1 1 2
1 pl
in a e
a m
N
x v x R k x
L N
 
      
 
 (2.28) 
and 
 2 1 2 3
1 pl
t kinetic spring
x m
N
x k x k x x k
J N
 
      
 
 (2.29) 
and the third state differential equation follows from equations (2.24) and (2.25) 
as  
 3 2plx x   (2.30) 
The plant matrix corresponding to the state differential equations, (2.28), (2.29) 
and (2.30) is 
 
0
0 1 0
e pla
a a m
t pl springkinetic
x m x x
k NR
L L N
k N kk
J N J J
 
  
 
 
   
 
 
 
  
A  (2.31) 
and the input matrix is 
 
1
0
0
aL
 
 
 
 
 
 
  
b . (2.32) 
As stated above, the output matrix is 
 
1 0 0
0 1 0
0 0 1
 
 

 
  
C  (2.33) 
The complete state space model is therefore as follows 
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i x
x
x


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      
         
 (2.35) 
 
 
2.4.2 Transfer Function 
The plant transfer function is needed for the design of some of the controllers. 
Mason’s rule can be used to find the transfer function from the block diagram of 
Figure 2.20. Mason’s rule states that the transfer function of the signal flow 
graph is (Franklin et al., 2002) 
  
 
 
1
i i
i
Y s
G s G
U s
  

  (2.36) 
where iG  is the forward path gain,   the system determinant given by 
 loop gains products of non-touching loops taken two at a time1         (2.37) 
and i  are the forward path determinants (due to loops that do not touch the 
paths). Since the block diagram conveys the same information as the signal 
flow graph, it will be sufficient to refer to Figure 2.20. The plant determinant may 
then be found as  
 
2
2 2
2 3
1 1 1 1
1
1 1
spring pla kinetic e t
a x x a x m
springa kinetic a
a x a x
k NR k k k
L s J s J s L J s N
kR k R
L J s L J s
 
       
 

 (2.38) 
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In this case, there is only one forward path gain, 
 1 2
1 1 1 1pl
t
a m x
N
G k
L s N J s
  (2.39) 
and all four loops touch the forward path, giving 
1 1  . In this case equation 
(2.36) reduces to 
  
 
 
1
Y s G
G s
U s
 

 (2.40) 
Substituting for 1G  and   in equation (2.40) using equation (2.38) and (2.39) 
then yields the plant’s transfer function in the form,  
 
 
 
0
3 2
2 1 0in
Y s b
V s s a s a s a
 
  
 (2.41) 
where the coefficients are given by 
 0 /a spring a xa R k L J   
    
2
1 / / / /spring x e t a x pl m a kinetic a xa k J k k L J N N R k L J    
2 / /a a kinetic xa R L k J   
 0 /t pl a m xb k N L N J  
Another state space model may be formed directly from the transfer function 
equation (2.41) with the control canonical state representation, as shown in 
Figure 2.22 in the Laplace domain. 
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Figure 2.22: Linear throttle model in control canonical form 
2.5 Nonlinear System Model 
In this subsection, the linear model developed in the previous subsection is 
extended to include three significant mechanical nonlinearities comprising 
a) the hard stops 
b) the static friction 
c)  the Coulomb friction 
While the linear model is convenient for the control system design, modelling 
these nonlinearities makes it possible to model throttle valve behaviour more 
accurately. The resulting nonlinear model is used for predicting the 
performances yielded by the different control strategies before they are tested 
on the experimental setup. A block diagram of the complete plant model 
including these nonlinearities is shown in Figure 2.23. 
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Figure 2.23: Nonlinear throttle model 
The hard stop model represents the limits of the throttle plate movement 
imposed by the mechanical design of the throttle. As described in subsection 
2.3.5, the hard stop model only introduces a restraint torque if the throttle plate 
position exceeds the predefined minimum and maximum positions. This feature 
is essential to keep the throttle plate within limits when the pre-stressed coil 
spring torque is applied. 
 
In addition to the nonlinearities, two more features are introduced to make the 
model more realistic, as follows: 
   
i) The pre-stressed coil spring offset torque, already introduced in subsection 
2.3.1, is modelled by adding a constant angle, Initial spring , to the variable 
throttle angle, pl , before the spring constant, springk .  
ii) A pure time delay block is introduced at the input to model the delay 
introduced by the pulse width modulation of the H-bridge driver circuits in the 
armature circuit of the DC motor, and the sampling process. 
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Certain nonlinear phenomena have not been modelled, as the experimental 
work is considered sufficient to assess the effects on the control system 
performance. The first is the cogging torque from the gear train between the DC 
motor output shaft and the throttle plate. This is only predicted to have a minor 
effect on the system during transients and no great effect on the position control 
accuracy. The second is position dependent static friction. As this will vary 
significantly from one throttle valve to the next due to manufacturing tolerances, 
it is unpredictable. The approach adopted is therefore to set the parameters of 
the position independent friction model described above to yield friction levels at 
least equal to the maximum ones expected in practice. 
 
2.6 Reduced Order Linear System Model   
The third order linear throttle valve model, shown in Figure 2.20, can be 
reduced to a second order model by eliminating the inductance aL . This is 
possible since the time constant, a aL R , is relatively small. With reference to 
Appendix A.2,  48.372 10aL H
   and   2.795aR Ohms , giving  
43 10 [sec]a aL R
  . This is so small compared with the required control loop 
settling time, which is set to 0.1  [sec] in this work, that the exponential mode 
associated with this electrical time constant will not have a significant effect. 
With reference to Figure 2.20, it should be noted that the presence of the back 
e.m.f. loop of the model will mean that the electrical time constant will not have 
precisely the value, a aR L , but it will be of the same order. The reduced order 
model is then Figure 2.20 with the inductance removed, as shown in Figure 
2.24.    
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Figure 2.24: Second order throttle valve model 
Using Mason’s rule to find the transfer function gives 
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 
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1 0in
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V s s a s a
 
 
 (2.42) 
where the coefficients are given by 
0 spring xa k J   
 
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 0 t pl a m xb k N R N J  
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3 Model Parameterisation   
The lack of datasheets for the throttle valve made it necessary to measure and 
estimate all the parameters needed to form an accurate model. The approach 
taken is referred to as grey box parameter estimation. This is a cross between 
white box and black box parameter estimation. In white box parameter 
estimation, the individual components of the plant are modelled using basic 
physical principles. At the other extreme, black box parameter estimation 
completely ignores the internal physical structure of the plant and uses 
observations of the measured output responses to given inputs to fit a 
mathematical model by calculation of the constant coefficients. Grey box 
estimation is usually applied where white box estimation is preferred but is only 
applied to a subset of the physical components for which it is practicable. A set 
of subsystems is then identified that contains all the remaining components and 
the black box approach is applied to these subsystems.  
 
In pursuance of the white box approach, the throttle valve was disassembled to 
measure parameters such as the diameter of the gear wheels and the DC motor 
voltage constant, ek . Some parameters such as the moment of inertia and static 
friction could not be measured directly due to lack of appropriate equipment or 
lack of sufficient precision even with the best available equipment. To extract 
those parameter values from the plant, the parameter estimation tool was used 
from the Simulink Design Optimization toolbox from Mathworks®. The 
parameter estimation tool uses measurements of the real plant’s inputs and 
outputs. The tool adjusts the model parameters such, with the same input, that 
the models output response follows that of the real plant within certain 
tolerances. A set of measurements from the assembled throttle valve was 
collected, each with a different input voltage waveform to improve the 
parameter estimation.  
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3.1 Parameter Measurement 
The measured parameters are defined below together with the values obtained.  
 
3.1.1 Gear Ratio 
With reference to Figure 2.1, the following dimensions and ratios were 
determined: 
 DC-motor tooth wheel: Ø 11.5 mm 
 Gear link tooth wheel (1): Ø 41.5 mm 
 Gear link tooth wheel (2): Ø 16 mm 
 Throttle plate tooth wheel: Ø 51 mm 
Ratio 1 (DC-motor / gear link 1): 41.5/11.5 ~ 3.6 
Ratio 2 (gear link 2 / throttle plate): 51/16 ~ 3.2 
Total gear ratio between the DC-motor and the throttle plate /pl mN N : 11.5 
 
3.1.2 DC Motor Voltage Constant 
The simplest approach to determine the constant, ek  [V/(rad/sec)], is to drive 
the DC motor at a constant speed (by an external electric motor), and measure 
the output voltage of the unloaded motor. Unfortunately this was not possible 
with the equipment available and a different approach had to be adopted. The 
DC motor is disconnected from the gear system and a DC voltage supply is 
connected to its terminals. Before starting the test a reflection pad is attached to 
the DC motors shaft to measure its speed by a light reflection speed meter. The 
test is done with two different voltages, 2, 2.5 and 3 [V] and the speeds 
recorded: (66.46, 89.4, 114.61) [rad/sec]. The value of ek  is found to be to 
0.021 [V/(rad/sec)], on the assumption that the measurements lie on a straight 
line and the DC motor current is small. Further the kinetic friction for the DC 
  
3. Model Parameterisation 69 
 
motor is assumed to be small. This value is used in the initiation of the 
parameter estimation tool. 
 
3.1.3 DC Motor Resistance 
A DC voltage is applied to the motor terminals and the current is measured. 
Then the resistance 
aR  is calculated ( 3.1aR   [Ohm]) by using Ohm’s law. This 
test has been done at zero speed to eliminate the effect of the back e.m.f. The 
value obtained was used in the initiation of the parameter estimation tool. 
 
3.1.4 DC motor inductance 
The inductance is measured using by a digital LCR meter (Wheatstone bridge). 
The measured inductance (Table 3.1) depends on the frequency used by LCR 
meter due to the eddy current losses in the ferromagnetic inductor core 
material. The LCR meter voltage is set to 1 [V] peak-to-peak.  
Table 3.1 Measured DC motor inductance 
Measurement frequency [kHz] Measured inductance [mH] 
1 0.76 
5 0.60 
10 0.52 
50 0.36 
100 0.31 
The PWM switch frequency used in the experiments for the parameterisation 
was 2 kHz and therefore the value 0.72 [mH] was chosen. The value found is 
used as initial value for the parameter estimation tool.  
 
3.1.5 DC Motor Torque Constant  
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The DC motor torque constant 
tk , can be found by a load test where the DC 
motor is run with constant load and its current is measured. It was not possible 
to do this test due to the lack of equipment. Instead it was assumed to be equal 
to the DC motor voltage constant (Mohan et al., 1995)(Page 377-378), i.e., 
ek  
already estimated in subsection 3.1.2. 
 
3.1.6 DC motor moment of inertia and the kinetic friction 
Due to limitations in the measurement setup it is not possible to measure the 
DC motors speed when disconnected from the throttle valve system. The DC 
motor current is the only available measurement which can be logged. It is 
necessary to find a way to measure/calculate the DC motor moment of inertia 
and the kinetic friction which only depends on the DC motor current. A simplified 
version of the DC motor model presented in section 2.4 is shown in Figure 3.1 
in which the armature inductance has been ignored on the basis that the 
electrical time constant, a aL R , is much smaller than the mechanical time 
constant, /m kineticJ k . 
 
Figure 3.1: Simplified DC motor model 
Here, aR  is the armature resistance, ek  is the motor constant, mJ  is the 
armature moment of inertia and kinetick  the DC motor’s kinetic friction constant. 
The parameters, tk , aR  and e
k  were found from the previous subsections. 
The transfer function from  inV s  to  aI s  is 
1
aR
 inV s
+ -
 aI s
ek
 m s
ek
1
m kineticJ s k
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 (3.1) 
 
The DC motor kinetic friction, kinetick , is assumed to be the predominant load in 
the steady state. Using equation (3.1) in steady state ( 0s  ) and solve for 
kinetick   
    
 
   
2
2 / /
ss
ss ss
ss ss
kinetic e
a
a a
a in kinetic
kinetic e a in a a
k k
I s
R R
I s V s k
k k R V s R I s
  
 
 (3.2) 
where 
ssa
I  and 
ssin
V  are the DC motor current and input voltage in the steady 
state. The transient response of the fictional subsystem,    a inI s V s , without 
zeros is, 
 
 
 
2
1
1
/
min
kinetic e a
X s
JV s
s
k k R



, (3.3) 
 will be  
   /1 t Tinx t V e
    , (3.4) 
where 2/ /m kinetic e aT J k k R     with unit [sec]. Using the above, 
      2 2
1 1
/ /
kinetic m
a
a kinetic e a a kinetic e a
k J d
i t x t x t
R k k R R k k R dt
     
 (3.5) 
 
Using equation (3.5) and (3.4) 
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At t T  
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1 1
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kinetic kinetic e ain
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i T e e
k k R R R
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 (3.7) 
The calculated value,  ai T , is used to log the point in time where the measured 
DC motor current, from the experiment, passes the value  ai T . The logged 
point in time is then used to calculate the DC motor moment of inertia by  
 
 
2
2
/ /
/
m kinetic e a
m kinetic e a
T J k k R
J T k k R
    
 
 (3.8) 
The DC motor is disconnected from the gear system and a voltage step, 
 0 2inV  , is applied to its input terminals while the input current  ai t  is 
measured. Figure 3.2 shows the measured current, the calculated steady state 
current  
ssa
i t  and the value of  ai T  found by equation (3.7). The ripple on the 
current is caused by the power electronics driving the DC motor.  
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Figure 3.2: Measured current and the value  ai T  
First the steady state current and the voltage is used to find the kinetic friction, 
55.6 10kinetick
   [ / ( / sec)]Nm rad  from equation (3.2). The value for  ai T  is 
found from equation (3.7) and the point in time where the measured current 
passes  ai T  is found by visual inspection in Figure 3.2, for 0.0184T   [sec]. 
This time is inserted in equation (3.8) from which the DC motor’s moment of 
inertia is calculated 63.7 10mJ
  2[ ]Kg m .  
 
The calculated values of kinetick  and mJ  were then used to find a calculated 
value of  ai t  by using equation (3.6), and a simulated value of  ai t  by using 
the system in Figure 3.1. The result is shown Figure 3.3. 
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Figure 3.3: DC motor friction and moment of inertia validation 
This confirms the accuracy of the method. Hence these values are used as the 
initial values for the parameter estimation tool. 
 
3.1.7 Throttle Valve System Moment of Inertia  
The throttle valve mechanical system contains different components such as 
the plate and gear wheels, which all contribute to the moment of inertia. 
Estimation of this part of the mechanical system is impracticable with the 
procedure of subsection 3.1.6, due to the systems hard stops. Instead, 
approximate calculations of the moment of inertia contributions of the plate, 
shaft and gear wheels were carried out on the basis of identifying mass 
elements and their radii of gyration from their centres of rotation. The net 
moment of inertia contribution is used in the initiation of the parameter 
estimation tool. 
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An estimate of the coil spring constant ( springk ) and the coil spring initial torque (
Initial spring springk  ) is done by using a hanging scale [kg] as a torque meter and 
the throttle position sensor (Figure 3.4). The DC motor is mechanically 
disconnected from the gear train to minimise the static friction and cogging 
torque. Two pieces of sheet metal with holes in the end are clamped onto the 
valve plate. This is used as an extension for the hanging scale to be attached. A 
piece of string is fastened to the extension and attached to the hanging scale in 
the other end. The hanging scale is used to measure the force needed to move 
the throttle plate away from the initial position and then from one position to 
another. The position is measured by attaching a voltage meter to the position 
sensors output. 
 
Figure 3.4: Measure of the coil spring torque 
The initial torque needed to move the plate  
  0 0.144 0.21 9.81 0.297r F r m a          (3.9) 
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  1 0.144 0.25 9.81 0.3532r F r m g          (3.10) 
where F  is force in the string and g  the standard gravity. 
The spring constant 
  1 0
1 0
0.120 /springk Nm Rad
 
  
 

 (3.11) 
where 
0 0   and 1 27 /180     
The coil spring initial torque in units of Rad 
  0 2.5Initial spring
spring
Rad
k


   (3.12) 
These values are used as the initial values for the parameter estimation tool. 
 
3.1.9 Hard Stops  
The mechanical properties of the hard stops were not regarded as being in 
scope of this project. It was considered sufficient to set an initial value of 50 for 
the gain of the position restraint loop in the simulation representing the hard 
stops. This was used in the initiation of the parameter estimation tool.     
The maximum throttle position was measured to be 90  . The minimum has 
been set at 0.1   to enable linear operation in the simulation around 0 , 
without actuating the hard stop restraint. 
 
3.1.10 Throttle Valve System Kinetic Friction  
Estimation of the kinetic friction of the mechanical system driven by the DC 
motor using the method presented in subsection 3.1.6 is impracticable due to 
the system’s hard stops. The parameter estimation tool was therefore entirely 
relied upon for estimation of this kinetic friction component. 
 
3.1.11 Static and Coulomb Friction  
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For the reason explained in subsection 3.1.10, the static and Coulomb friction 
was estimated using the parameter estimation tool, noting that this is not 
restricted to linear systems. 
 
 
3.2 Parameter Estimation 
3.2.1 Introduction 
The Simulink Design Optimization toolbox from Mathworks® was used to 
estimate the parameters offline and improve the accuracy of the calculated and 
measured parameters.  
First the measured input and output data from tests done on the real plant are 
imported into the tool. The measured input data is automatically applied to a 
plant model, running in Simulink, by the tool. Before the first run an initial 
parameter set is loaded, which is defined by the user. After each simulation run 
the tool adjusts the model parameters to minimise the error between the 
measured real plant outputs and the model outputs as illustrated in Figure 3.5. 
This process is repeated a number of times until the error is lower than a 
specified value. The parameter estimation tool can run the model with various 
sets of measured data in order to include variations from different running 
conditions. 
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Figure 3.5: Parameter estimation using the toolbox from Mathworks® 
To maximise the accuracy, the estimation was split into two parts:  
1. The DC motor model parameters estimated using measurements of the 
DC motor current and the corresponding armature voltages. The 
resulting parameter estimates were used in the overall throttle valve 
estimation of part two. 
2. The throttle valve model parameters estimated with various sets of 
measurements selected to make the estimation more precise and fit 
various running conditions.       
 
3.2.2 DC Motor Model Parameters 
The DC motor parameters were estimated using three sets of data, as shown in 
Figure 3.6. These were chosen to get a good estimate of ek , aL , aR  and the 
time delay. To get a good estimate of the parameter ek  (and tk ) the DC motor 
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dynamics of the current giving a better estimate of 
aL . The initial parameter set 
used for this is specified in subsection 3.1. 
 
Figure 3.6: Measurement data used for the DC motor model parameter 
estimation 
The data logged DC motor armature voltage and velocity were used as input 
signals to the DC motor model while the DC motor current was used as an 
output reference, as shown in Figure 3.7. The DC motor velocity was derived by 
differentiating the low pass filtered throttle position signal. The three data sets 
were repeatedly set to run by the parameter estimation tool to get a good 
estimate of ek , aL , aR  and the time delay.   
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Figure 3.7: Estimation of the DC motor parameters 
The result of this parameter fit was used to initiate the estimation of all the 
throttle valve model parameters. 
 
3.2.3 Throttle Valve Model Parameters 
Estimating all the throttle valve’s parameters is accomplished using 17 different 
data sets with various input voltage waveforms. A subset of the data set used 
for this parameter estimation can be seen in Figure 3.8. The motor voltage was 
used as input signal to the throttle valve model while the throttle valve position 
and DC motor current were used as output references. The parameter 
estimation tool allows weighting factors to be imposed on all the data used as 
reference. This feature was used to down-scale the impact of the DC motor 
current on the estimation result. This was done to obtain a better fit with the 
throttle valve position, since this is the controlled output and therefore more 
important. 
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Figure 3.8: A subset of the data sets used for the throttle valve model  
parameter estimation 
The nonlinear model is shown in Figure 3.9 together with the final parameter 
estimates . 
 
Figure 3.9: Nonlinear throttle valve model with parameter values 
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A full list of the parameters used for the simulation work can be found in 
Appendix 0. 
 
3.3 Model Verification in the Time Domain 
The validation is done by a applying the same time varying DC motor voltage to 
both the non-linear plant model and the real plant. The validations were done 
with no position controller applied (open loop). Figure 3.10 shows four of the 
most significant validation experiments where the blue signal is the 
experimental data and the green signal the data from the non-linear model. In 
the bottom of Figure 3.10 the difference between the real plant and simulated 
plant is shown.     
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Figure 3.10: Comparison between the non-linear plant model and the plant 
(Blue dashed: Experimental data. Green: Simulated data) 
The four experiments shown are designed to validate the friction model 
parameters. In Figure 3.10 b) the voltage is ramped up slowly until the throttle 
valve closes and then ramped down again to the point just before it will open. 
The static friction applies a force great enough to keep the throttle valve closed.  
The experiments shown in Figure 3.10 c) and d) are designed to make the 
throttle valve position operate over a limited range, again with focus on the 
friction.    
 
 
3.4 Model Validation in the Frequency Domain  
A known way of system identification is to create a frequency response model 
of the plant (Ljung, 1998). This can be used to validate the parameters found by 
creating a frequency response model for the real plant and the model, and then 
do a comparison between the two. This has been carried out on this research 
programme as an additional validation test, and to find the throttle valve system 
bandwidth. The bandwidth is needed to enable a sufficiently high throttle 
position sampling frequency to be set.    
 
To estimate a frequency response model for a plant the input and output signals 
are sampled and processed using fast Fourier transforms. This information is 
then used in the System Identification Toolbox from Mathworks® to create a 
frequency response model.     
 
The quality of the result obtained from the System Identification Toolbox 
depends on a number of factors such as the form of the input signal, the 
sampling period of the data acquisition and the signal-to-noise ratio. The 
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experiment on the real plant, to capture the input and output signals, can be 
intrusive or nonintrusive.  In the intrusive experiment the input signal, from the 
controller, is replaced by a step, impulse or sinusoidal signal. In the nonintrusive 
experiment, a small signal is added to the controllers output before entering the 
input on the real plant. Common types of signals used are sinusoidal ones with 
different frequencies spanning the intended bandwidth of the control system to 
be ultimately designed. Another type is the pseudo random binary sequence 
(PRBS) shown in Figure 3.11 (Pintelon and Schoukens, 2004) with a Fourier 
spectrum spanning this bandwidth. Changing the types of signals used for the 
system identification can result in slightly different frequency response models. 
It is therefore a good idea to simulate the method on a known plant model of 
similar form to the one expected from the identification process using different 
input signal types and select the one that produces the closest approach to the 
known plant model.  
 
Figure 3.11: An example of a pseudo random binary sequence 
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The PRBS is usually a good choice and this is selected for the throttle system 
identification. As illustrated in Figure 3.11 the PRBS is a pulse train signal with a 
variable mark-space ratio which yields a relatively flat frequency spectrum over 
its bandwidth. Since it is generated by digital register fed by a clocked 
combinatorial Boolean function of the register state, producing a maximal but 
finite length sequence, the signal repeats with a fixed period and it is this 
property that gives rise to the term ‘pseudo-random’ rather than just ‘random’. 
This effect, however, does not seriously colour the power spectrum and 
therefore does not impair the system identification. 
 
The PRBS signal is added to the output from the controller and its amplitude 
level should be low compared to the controller output. This will minimise the 
PRBS signal’s impact on the control loop. The frequency band of the PRBS can 
be chosen by selecting the PRBS’s update rate (sampling frequency) and its 
sequence length.  
To summarise, the factors that are important when using the PRBS are: 
- The amplitude of the signal 
- The update rate 
- The sequence length 
- The sampling frequency of the output signal from the plant 
- The number of the times the PRBS sequence is repeated 
- The power electronics switch frequency (H-Bridge)   
 
For the PRBS experiment on the throttle valve system the following parameters 
are set 
- Data sampling frequency = 500 Hz 
- PRBS update rate: 
1
[sec]
500
T   
- PRBS sequence length: 102 1 1023seqN     
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o Minimum injected frequency: 
min
1
0.49[ ]
seq
f Hz
N T
 

   
o Maximum injected frequency: 
max
1
250[ ]
2
f Hz
T
 

   
- PRBS cycle length = 2 seconds 
- PRBS amplitude = +/- 1.5 [V] 
- Experiment length = 40 seconds (20 repetitions) 
 
During the experiment, the throttle position is kept at around 45° (open loop) 
which is about midway between the end stops to allow the maximum amplitude 
of movement for nominally linear operation. From the experimental input and 
output data a transfer function is generated using the System Identification 
Toolbox from Mathworks. In fact, the same procedure is used to generate a 
transfer function from the nonlinear throttle valve model. Although, strictly, the 
transfer function is a notion applying only to linear systems, the result obtained 
with a nonlinear plant is, arguably, similar to that obtained analytically by the 
method of linearisation about the operating point. This is certainly true for 
continuous nonlinearities but the stick slip friction, which is significant in the 
throttle valve application, is discontinuous. Despite this there is no other known 
way to obtain a better transfer function model for control system design. The 
restriction of continuous nonlinearities does mean that the transfer function 
model cannot be heavily relied upon. This is only being used for the initial 
controller design with the possibility of having to make controller adjustments 
following the first experimental trials. 
 
The bode plots of the real plant and the identified plant model are plotted 
together in Figure 3.12. The plots are similar from 0   to about 0.5   
[rad/sec] but a difference between them of around -5 [dB] is evident up to 
100   [rad/sec] and increases to about -8 [dB] at the upper limit of frequency. 
The throttle systems bandwidth is somewhat less than 2 [Hz]. 
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Figure 3.12: Bode plots – Comparison between the non-linear plant model and 
the plant 
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4 Control Techniques and Performance Assessment 
4.1 Introduction 
In this chapter, the different control techniques to be investigated are explained. 
The controllers are then designed. This is followed by simulations and 
corresponding experimental results that for a basis for the performance 
assessment and the comparisons of the following chapter. 
 
The correct procedure in the establishment of any control system design is to 
first consider the simplest possible controller and identify any shortcomings, 
thereby establishing a need, if necessary, to introduce specific features. In this 
way, unnecessary complexity is avoided. In the case of the throttle valve 
application under study, this led several years ago to the PID controller, which 
has been employed in many systems to this date. Modern digital processors, 
however, permit more sophistication in the controller without increasing the 
complexity and cost of the hardware and therefore reducing its reliability. Under 
these circumstances it is very much worth considering more sophisticated 
control techniques that might offer advantages in performance improvement or 
ease of commissioning. This is the motivation of the research programme. 
 
In subsection 4.2, the process leading to the establishment of the PID controller 
is briefly reviewed, starting with the simple proportional controller, so that the 
subsequent work of this research programme is set in context. 
 
 
  
4. Control Techniques and Performance Assessment 89 
 
4.2 The Earlier Developments Leading to the PID Controller 
The simplest controller that can be considered is the proportional controller as 
shown applied to the linear throttle valve model defined by transfer function 
(2.41). This is shown in Figure 4.1 
 
 
Figure 4.1: Proportional controller applied to the throttle valve 
where  rY s  is the controller reference input,  Y s  is the throttle valve position 
output and  U s  is the controller output which is a voltage driving the throttle 
valves DC motor. 
Using the parameter values found in Chapter 3, the plant has three open loop 
poles at      1,2,3 3301 , 35.1 , 2s     , and Figure 4.2 shows the root locus. 
 
 
Figure 4.2: Root locus of the system with unity gain feedback control  
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It is evident that there is an upper limit on the gain, K , beyond which instability 
results, indicated by the points where the complex conjugate loci cross the 
imaginary axis of the s-plane. At lower gains for which the system is stable, the 
damping ratio would be too low due to the relatively small negative real part of 
the complex conjugate poles. At the critical value of K  at the break-away point, 
the two dominant poles are situated at    2,3 18 , 18s     yielding a settling 
time (5% criterion) given (Dodds, 2008) by the settling time formula,  
   c1.5 1sT n T   (4.1) 
where 2n   and c 1/18T  , yielding 0.25sT   [sec]. Any attempt to reduce this 
settling time by increasing K  would cause overshooting. Also, the system is 
subject to a steady state error due to the plant being of type ‘0’, i.e., containing 
no pure integrators, due to the presence of the retention spring described in 
subsection 2.1. This steady state error is evident in Figure 4.3. 
 
Figure 4.3: Step response with proportional controller adjusted for critical 
damping 
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This steady state error will impair the performance of an engine management 
system, since it has to operate in steady state for a substantial proportion of its 
lifetime. This necessitates the introduction of an integral term in the controller 
but, alone, renders difficult the task of obtaining an acceptable settling time and 
minimal overshoot of the step response. Hence the derivative term is called for 
that enables the overshooting to be reduced when increasing the proportional 
gain in an attempt to reduce the settling time. The result is the PID controller. 
 
Before moving on, it should be mentioned that the PID controller applied to a 
third order plant model yields a closed loop system of fourth order. Since there 
are only three adjustable controller parameters on the PID controller, only three 
of the four closed loop poles can be placed as desired. This restriction is 
removed in some of the controllers considered in this research programme, 
enabling design by the method of pole placement as described in subsection 
4.4.2. 
 
 
4.3 Methodology 
4.3.1 Simulation Details 
Throughout the research the control strategies are simulated, using Matlab and 
Simulink, with both the linear and nonlinear throttle valve models from Chapter 
2. The control strategies and throttle valve models are implemented using block 
diagrams as in Simulink (referred as Simulink models). The Simulink models 
are shown in the continuous domain using the Laplace operator to make the 
investigation work easier. Most of the simulations are run in variable step mode, 
which can make the execution faster and ensures relatively high precision. The 
sliding mode control, however, in its basic form, incorporates a discontinuous 
element that can cause variable step algorithms to become ‘stuck’ in an effort to 
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maintain precision by reducing the step-length. In these cases a fixed step 
algorithm is employed which, in any case is needed for the real time 
implementation using the rapid prototype hardware from company dSPACE 
(www.dspace.com). 
 
It is important to note that the zero crossing detection is enabled in the 
nonlinear friction models, wherever possible, to maximise the accuracy. 
 
All the control strategies to be implemented on dSPACE are first validated using 
Simulink to avoid issues that might damage the throttle valve. 
 
4.3.2 Experimental Setup 
The control strategies are tested by using a throttle valve system connected to 
the MicroAutoBox (MAXB) from dSPACE through a power amplifier, shown in 
Figure 4.4. A control strategy block diagram (model) is formed by using 
Simulink®. The model is compiled and downloaded into the MAXB. The MAXB 
is a rapid prototype system which consists of a powerful main processor and 
some peripheral hardware including ADC’s, PWM’s, DAC’s and digital 
input/output (I/O).  
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Figure 4.4: Experimental setup for testing the throttle valve position control 
strategies  
The downloaded code runs in real time, according to the specified sampling 
frequency, on the main processor in the MAXB. MAXB supports the 
implementation of Laplace operators  s  but only with a fixed sampling time. 
The MAXB will measure the specified inputs like the ADC’s, run the control 
strategy and update the outputs at each sample point, shown in Figure 4.5.  
 
  
Figure 4.5: PI controller implemented in dSPACE (simplified diagram) 
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The measured inputs to the MAXB are the DC motor current and the throttle 
plate angular position. The plate angular velocity is calculated from the 
measured position. The outputs are a DC motor voltage demand and the motor 
rotational direction. The DC motor voltage is in the form of a pulse width 
modulation (PWM) signal. The motor rotational direction is a digital logic signal 
whose state determines the sign of the armature voltage applied to the DC 
motor. The MAXB outputs are connected to the power amplifier (H-Bridge) 
which is described in Appendix A.4. The H-Bridge output is connected to the DC 
motor on the throttle system. The measured DC motor current and throttle plate 
position are fed back to the MAXB.  
 
When the model is running in the MAXB, all the variables can be monitored, 
changed and logged with the use of a program running on the attached 
computer called ControlDesk from dSPACE. 
 
Figure 4.6 shows the experimental hardware used for the investigation. Two 
power supplies are used to make it possible to adjust the H-Bridge voltage 
level. 
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Figure 4.6: Experimental hardware 
 
 
4.3.3 Simulation and Experimental validation  
Three reference input functions have been chosen to test the control 
performance, as shown in Figure 4.7. 
dSPACE
system
Throttle 
valve
H-bridge &
Current sensor
H-bridge
Power 
supply
dSPACE
Power 
supply
  
4. Control Techniques and Performance Assessment 96 
 
 
Figure 4.7: Throttle position demand waveforms for control test 
Slow ramp: 
 Used to test the controllers capabilities of handling static friction.  
Pulse: 
 This will test the dynamics of the system such as under- 
overshoots and the settling time.    
Drive cycle: 
 This is a sample of the position demand data shown in Figure 1.5 
taken from an operating throttle valve control system, which 
enables the ability of the control system to follow fast and slow 
position demands to be assessed.    
 
The normal operational range of the throttle valve is between 0 and 1.5 [rad]. 
The reference inputs have been scaled so as to avoid the mechanical system 
hard stops. This allows the system to operate in the continuous mode in which 
the control systems under investigation are intended to operate. 
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4.3.4 Sensitivity and Robustness Assessment 
4.3.4.1 Sensitivity 
The sensitivity is defined here as a measure of how much the transient and 
steady state responses differ from those specified in the presence of plant 
modelling uncertainties and external disturbances (Dodds, 2013). Conversely, 
robustness is defined as the ability of a control system to maintain its specified 
transient and steady state performance despite plant modelling uncertainties 
and external disturbances. So an additional performance aim is to minimise the 
sensitivity, which is equivalent to maximising the robustness. 
 
Any linear control structure can be transformed into the standard form shown in 
Figure 4.8, where  D s  is an external disturbance,  G s  is the plant transfer 
function while  K s  and  H s  are controller transfer functions.  
 
Figure 4.8: Standard linear control system structure 
Note that the error is noted  E s  (not meaning a derivative!) to distinguish it 
from the error,      rE s Y s Y s  , the difference being due to the feedback 
transfer function,  H s .  The closed loop transfer function is then 
  
 
 
   
     1cl r
Y s K s G s
G s
Y s K s H s G s
 

  (4.2) 
Then the sensitivity of the closed loop transfer function with respect to the plant 
transfer function is defined as 
Plant
 rY s +
-
- U s  Y s
 K s +
 H s
Controller
 D s
 G s
 E s
 V s
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  
   
   
   
     0
/ 1
lim
/ 1
cl clC
p
G s G s
G s G s
S s
G s G s K s H s G s



 

 (4.3) 
where  clG s  is the closed loop transfer function and      G s G s G s   is 
the assumed plant transfer function, i.e., the transfer function model of the plant. 
The robustness is then  
    
     
     
1
1
C C
p p
K s H s G s
R s S s
K s H s G s
  

. (4.4) 
The Matlab Simulink Control System Design toolbox is used throughout this 
research to extract the sensitivity for various controllers by realising, with 
reference to Figure 4.8, that  
 
 
 
 
     
 
0
1
1
r
C
p
Y s
V s
S s
D s K s H s G s

 

, (4.5) 
This is a measure of what proportion of the disturbance gets through to the 
plant while the controller is trying to cancel it. It is therefore a direct measure of 
sensitivity with respect to external disturbances. It is also known that deviations 
of the plant parameters from the nominal ones in the plant model used for the 
control system design may be represented by equivalent (but not physically 
present) external disturbances applied to the model. This further explains the 
use of transfer function (3.5) to represent the sensitivity derived on the basis of 
plant parameter variations through (4.3). 
 
The transfer function,    rE s Y s , is also the sensitivity transfer function given 
by equation (4.5). The reader is warned, however, that taking    rE s Y s  for 
any linear control system, where      rE s Y s Y s  is the control error, will 
yield the required sensitivity transfer function only if   1H s   after converting 
the control system block diagram to the form of Figure 4.8. If   1H s  , then 
   E s E s   and      Cr pE s Y s S s . 
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The control error transfer function,      e rG s E s Y s , has a meaning 
separate from the sensitivity, which is simply an indication of how the control 
error behaves. In the frequency domain, it would be possible to plot what could 
be termed the error frequency response,    1020loge eG dB G  , alongside 
   1020log
C C
p pS dB S  . In cases where   1H s  , it is possible that the plot 
of  eG dB   could lie significantly above that of  
C
pS dB   but this would not 
necessarily indicate poor performance as it could result from a non-
overshooting monotonic step response, while an overshooting step response, 
which is, arguably, less desirable, could yield a lower lying  eG dB   plot. This 
has been confirmed from results obtained from the throttle valve control system 
but since the value of  eG dB   in assessing the performance of a control 
system is doubtful, only the sensitivity results are presented. 
 
To summarise, the sensitivity of a control system may be assessed by creating 
a Bode magnitude plot with input,  D s , and output,  V s , using a Simulink 
block diagram with a summing junction inserted at the plant input as shown in 
Figure 4.8. 
 
The result from the toolbox is a Bode plot where the magnitude is in Decibels 
    1020 log
C C
p pS dB S j    (4.6) 
To illustrate the sensitivity an example is shown of the linear throttle valve 
model with a proportional controller. The control structure shown in Figure 4.8 is 
used for this where   1H s  ,   2.9K s  ,   0D s   and  G s  is given by the 
linear throttle valve model as transfer function (2.41). Figure 4.9 shows the 
sensitivity plot for this using the Simulink toolbox.  
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Figure 4.9: Sensitivity of the linear throttle valve control loop with a proportional 
controller 
To check this result, equation (4.3) is applied with the throttle valve model (2.41) 
and the values given in Appendix 0, as follows. 
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 (4.7) 
At low frequencies 0 0s    . Hence 
  
   
3 2
2 1 0 0
3 20
2 1 0 0 0 0
lim 15.95[ ]Cp
s a s a s a a
S s dB
s a s a s a K s b a K s b
  
   
    
 (4.8) 
At high frequencies     
  
 
3 2
2 1 0
3 2
2 1 0 0
lim 1 0[ ]Cp
s a s a s a
S s dB
s a s a s a K s b
  
  
   
 (4.9) 
These calculations are in agreement. 
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4.3.4.2 Parameter Variation using Monte Carlo Analysis 
Variations in the true plant parameters with respect to those used for a 
controller design can cause considerable departures from the specified 
performance or even closed loop instability. These parametric uncertainties can 
come from a number of sources such as product tolerances and parameter 
estimation. For the throttle valve used in this research there are seven physical 
parameters used in the model upon which the controller designs are based, 
which are  aR , aL , ek , tk , kinetick , springk  and xJ , defined in Chapter 2. 
 
To test a system sensitivity with respect to just two parameters for all possible 
parameter variations in (+/-5%) steps up to (+/-10%) extremes would entail 25 
combinations and as many tests, as illustrated in Figure 4.10. 
 
 
Figure 4.10: A 2D matrix for parameter variations test 
The black dots indicate the different combinations of parameter variations. 
Instead, a Monte Carlo analysis implements a normal statistical distribution of 
each parameter, which is more realistic, with the maximum limits replaced by 
3  values. In this way, more tests are carried out for parameter values that are 
more likely to occur, thereby achieving a smaller number of test runs than would 
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be needed with a flat statistical distribution, which is implied by the simple 
scheme of Figure 4.10. The concentration of parameter combinations about the 
nominal values given by Monte-Carlo analysis is illustrated in Figure 4.11. 
 
Figure 4.11: Illustration of 2D parametric variations for Monte-Carlo analysis 
(Standard deviation = 3 %, Mean value = 0) 
A normally distributed random set of numbers (specific number of observations) 
with a specific standard deviation and a mean value of zero are generated for 
each parameter (Figure 4.12). Seven different sets are generated, one for each 
parameter tested, with a set length = 1000.  
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Figure 4.12: Frequency distributions of parameters used for the Monte Carlo 
analysis (Standard deviation = 3 %, Mean value = 0)    
All the random number data used for the parameter variation tests was 
generated in the early state of the research. The same random number sets 
have been used for each simulation investigation of robustness to insure that 
fare comparisons are made. Figure 4.13 shows the number of samples for each 
variation interval as a function of the standard deviation in percent, in this case 
for aR . The standard deviation range generated is from 1% to 30% in steps of 
1%.  
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Figure 4.13: Parameter distribution used for the Monte Carlo ( aR  for  0.01: 0.2 ) 
The parameter variation validation is done by repeating the simulated closed 
loop response of a control system, changing the simulated plant parameters 
from one run to the next while keeping the model parameters fixed at the 
nominal values, i.e., the controller gains/parameters are fixed. The output 
responses are assessed against predefined boundaries in Figure 4.14, which 
cannot be exceeded.  
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If a simulation is about to penetrate a boundary it is stopped and the level of the 
parameter change is logged. The boundaries in Figure 4.14 are designed with 
room for a controller overshoot of 20% and a steady state error of maximum +/- 
5%. 
 
The assessment procedure, common for each controller, is as follows. Each 
controller is designed using the nominal linear plant model parameters and a 
specified settling time of 0.1 [sec]. An initial closed loop simulation is carried out 
with a step reference position applied at 0t   [sec]. The plant model used is the 
nonlinear model, from subsection 2.5, with nominal parameters. The closed 
loop output response,  y t , is tested against the defined boundaries of Figure 
4.14.If the output response crosses a boundary at this stage the simulation is 
stopped and the controller is deemed unsuitable as it would be unable to cope 
with the nonlinear friction effects even with the simulated linear plant 
parameters equal to the nominal values. Having passed this initial test, a set of 
1000 normally distributed values is loaded for each of the seven plant 
parameters referred to in Figure 4.12 and prepared for the Monte-Carlo analysis 
simulations, commencing with 1% standard deviation. Then 1000 simulations 
are run, the seven plant parameters being loaded in sequence from the 
established set at the beginning of each run. Then the whole set of simulations 
is repeated for standard deviation increases by 1% until a boundary of Figure 
4.14 is crossed, whereupon the simulation sequence for the controller 
concerned is terminated and the standard deviation noted as a performance 
measure, the higher the better. 
 
4.3.4.3 Failure Analysis 
As described in subsection 1.2.2, in a typical DPF regeneration drive cycle the 
throttle position could be 95-97% fully closed as shown in Figure 1.5. This will 
make the engine system very sensitive to a sudden change in the throttle valve 
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position. In the worst case, the engine could stall due to air starvation. This 
sudden change in position could be caused by breakage of the pre-loading 
spring with the consequent step change in the load torque to zero. In this 
research, the control strategies are tested for the impact of such a spring failure. 
This is only simulated due to the difficulty of implementing a spring collapse on 
the real throttle valve system. In the simulation the desired throttle position is 
set to 1.47 [rad] (~94% maximum) and at 1t   [sec] the spring torque is 
removed. 
 
4.4 Common Features 
4.4.1 Introduction 
The purpose of this subsection is to present the common design features that 
the different controllers under investigation share, to minimise repetition in the 
subsections dealing with the specific controllers. 
 
4.4.2 Pole Placement Design using the Settling Time Formula 
4.4.2.1 Multiple Pole Placement 
The settling time sT , Figure 4.15, is defined as the time it takes from applying an 
ideal instantaneous step input to the time at which the systems output has 
entered and remained within a specified range, in this case it is chosen to +/- 
5%.  
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Figure 4.15: Settling time definition  
The Dodds 5% settling time formula (Dodds, 2008), 
  1.5 1s cT n T  , (4.10) 
will be used throughout to design each controller to meet a settling time 
specification with zero overshoot. The coincident closed loop pole location is 
then 
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 (4.12) 
where  rY s  is the reference input, cT  is the closed-loop time constant and n  is 
order of the control system.   
 
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0
0.2
0.4
0.6
0.8
1
Ts
Steady state value
Time [sec]
D
e
s
ir
e
d
 c
lo
s
e
d
 l
o
o
p
 
s
te
p
 r
e
s
p
o
n
s
e
 [
-]
+/- 5%
  
4. Control Techniques and Performance Assessment 108 
 
4.4.2.2 Robust Pole Placement 
An example of a linear high gain robust control system is used to introduce the 
robust pole placement method (Dodds, 2013). The plant is second order, as 
shown in Figure 4.16, with a gain of c  and two poles at  1,2 0,s a  . The two 
control gains, K  and cT , are calculated to yield the desired closed loop 
response. The input  D s  is an arbitrary external disturbance signal. 
 
Figure 4.16: Linear high gain robust control system 
The closed loop transfer function relationship of Figure 4.16 is 
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 (4.13) 
Then 
    
1
lim
1
r
K
c
Y s Y s
sT


 (4.14) 
This indicates ideal robustness as  Y s  is completely independent of the plant 
parameters and the external disturbance but in practice, K  cannot be infinite 
but can be made sufficiently large for the closed loop dynamics to be made 
nearly independent of the plant parameters and the disturbance input. In the 
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ideal case, the desired closed loop response is dictated by one closed loop pole 
at 1/ cs T  . To analyse the system with finite K , a Root locus plot is shown in 
Figure 4.17 where the open loop transfer function is 
 
 
1 cK c sT
s s a
  

 and the 
close loop poles
 
are at 1/ cT   and 1/ fT , and as K  , c cT T   and 0fT  .  
 
Figure 4.17: Root locus with respect to K  
This means that as K  is increased, the ‘fast’ closed loop pole at 1/ fT  
becomes very large and the closed loop pole approaching 1/ cT   becomes 
dominant. A more detailed examination of high gain control can be found in the 
sliding mode control of subsection 4.9. 
 
The magnitude of the fast pole at 1/ fs T   will, in practice, be limited by the 
sampling period h  of the system. The only rigorous way of determining the 
lower limit of fT  below which instability occurs would be to determine the roots 
of the characteristic polynomial in the z-plane and ensuring they lie within the 
unit circle but a guideline that is fairly reliable is 2fT h . It is possible that some 
systems would remain stable for 2fT h  but it must be realised that as fT  is 
reduced there will always be a threshold, dependent upon the particular system, 
below which instability will occur. Here, the system will be designed so that   
 2 f ch T T  (4.15) 
to be reasonably sure of avoiding instability due to the sampling process and 
give the system adequate robustness against parameter changes and 
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disturbances. In any case, confirmation of the correct behaviour by simulation is 
advised. 
 
Intuitively, the robustness can be thought of as being produced by a high value 
of the gain, K , that gives the control loop a high degree of stiffness. The 
question then arises of how the maximum value of K  can be calculated for 
(4.15) to be satisfied. While this is relatively straightforward for the second order 
example above, it is less so for higher order examples. This problem, however, 
can be overcome by the method of robust pole placement. In the second order 
example, this consists of first choosing the closed loop pole positions, one 
precisely at 1/ cT  and the other to satisfy (4.15). So this has the advantage 
over the ‘high gain’ approach of ensuring a specified closed loop dynamics, 
while previously this was determined by  c cT T  . Then the controller must have 
at least two adjustable parameters that can be calculated to yield these closed 
loop pole locations. A similar approach can be used to design any linear control 
system of order, n , using n  adjustable controller parameters. If a non-
overshooting step response is required, then 1n   of the closed loop poles can 
be placed at 1 cT  to yield a specified settling time of sT  (5% criterion) using the 
settling time formula (4.10) with n  replaced by 1n  .  Thus   
 
1.5
s
c
T
T
n


 (4.16) 
If the fast pole fT , however, is not located far enough away from the dominant 
pole(s) the closed loop response may depart significantly from the ideal 
response. Hence a minimum pole-to-pole domination ratio minppr  (Dodds, 2013) 
is used to insure a minimum distance between the fast pole, fT , and the 
dominant pole(s) at 1/ cs T  . Inserting the minimum pole-to-pole dominance 
ratio into inequality (4.15). Thus 
  min2 /f c pph T T r   (4.17) 
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Figure 4.18 shows an example of the desired pole locations for a controller 
design using robust pole placement.  
 
Figure 4.18: Root locus of closed loop system using robust pole placement  
Note that max
min min
max
1minimum fast pole magnitude 1 1
.
dominant pole magnitude 1
f
pp pp
c f c
T
r r
T T T
    . 
Hence the displacement along the real axis of the s-plane between the 
dominant pole position and the closest position that the fast pole can occupy is 
 min
max
1 1 1
1pp
f c c
r
T T T
    as shown in Figure 4.18. 
 
Although, in theory, the notion of closed loop poles ceases to exist upon loop 
closure around a nonlinear plant, robust pole placement is known to be 
successful with plants containing continuous nonlinearities. A rudimentary 
explanation is that the real implementation works in the time domain and the 
robustness is attained via relatively high gains. It will be seen, for example, in 
section 4.9 that sliding mode control with a boundary layer forces the state 
trajectory to reside in a close neighbourhood of a fixed boundary in the state 
space that realises a prescribed transient response of the closed loop system. 
This boundary separates the state space into two regions, one for control 
saturation at the positive limit and the other for control saturation at the negative 
limit. Plant nonlinearities affect the form of the trajectories approaching the fixed 
boundary but do not affect the state trajectories within the boundary layer that 
straddles the fixed boundary. The trajectories are trapped within the boundary 
layer by the high gains. 
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4.4.2.3 Partial Pole Placement  
If the number, n , of independently adjustable gains of a linear control system is 
less than its order, n , then complete pole placement as described in subsection 
4.4.2.1 cannot be carried out. It is possible, however, to place n  of the closed 
loop poles and calculate the resulting locations of the remaining n n  poles. If 
the n  closed loop poles are placed using the settling time formula to yield a 
specified settling time of sT , then this will be achieved in reality if the n n  
poles have considerably larger negative real parts than   s1.5 1 n T  , since 
the desired poles will be dominant. 
 
The advantage of pole placement is the use of a simpler controller to achieve 
the same specified performance to that achievable by a more sophisticated 
controller that can be designed by complete pole placement. This may, 
however, not be possible, the real settling time being greater than sT  and the 
step response possibly containing undesirable oscillatory modes if 2n n  . In 
this case, it would be possible to find a lower value of sT  that would be realised. 
If this is too long, then another control technique permitting complete pole 
placement would be needed. 
 
4.4.2.4 Model for Performance Assessment 
In order to assess the simulated and experimental step responses, these are 
compared with the responses of ideal models implemented in ®Simulink based 
on the 5% settling time formula. In view of equation (4.12), these can take the 
form of a chain of identical first order subsystems, as shown in Figure 4.19. 
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Figure 4.19: Block diagrams for ideal step response generation, a) third order, 
b) fourth order  
 
4.4.3 Nonlinear Friction and Control Dither 
In motion control, static friction can cause the controller to limit cycle due to the 
nonlinear speed-torque profile (Armstrong-Helouvry and Amin, 1994) (Leonard 
and Krishnaprasad, 1992). The limit cycle can be minimised by injecting an 
alternating signal, known as dither, into the control input causing an alternating 
torque or force from the actuator intended to operate the system beyond the 
peak static friction torque (Figure 2.18). This entails mechanical movement that 
has to be maintained by a sufficiently high dither signal amplitude. The 
mechanical movement is kept within acceptable limits by setting the dither 
frequency to a sufficiently high value, which makes use of the inertia in the 
mechanism. Dither modifies the nonlinear velocity-torque characteristic by 
effectively eliminating the static friction (Zames and Shneydor, 1976) (Iannellia 
et al., 2005) (Zames and Shneydor, 1977). In most cases the frequency of the 
dither signal is above the cut-off frequency of the closed loop system in which 
the signal is injected. In this case the dither signal will not have a significant 
effect on the controlled output due to the filtering properties of the plant. 
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A variety of different dither signals can be found throughout the industry 
including random, sinusoidal and pulsed waveforms. A pulse train of constant 
frequency is used for this research but the amplitude is switched between two 
levels dependent on the control error magnitude, 
ry y , as shown in Figure 
4.20. When the absolute position difference is smaller than 1% of the maximum 
angular excursion of 2  radians, the dither signal is turned off to insure that it 
does not unnecessarily move the controlled output away from the setpoint once 
it is close to it. 
     
 
Figure 4.20: Dither signal generator 
As shown in Figure 4.21 (and Figure 4.20) the dither signal switches between 
zero and a positive level, A  or a negative level, B   that opposes the sign of the 
error, ry y . This automatically helps the controller to achieve a small steady 
state error within the 1%  full scale band. 
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Figure 4.21: Dither signal level 
Figure 4.22 shows experimental data in which a proportional controller (Figure 
4.1) is applied to the throttle valve, with and without added dither. The gain of 
the proportional controller is set to 7pk   and a slow ramp reference input 
(desired throttle position) is applied. The experimental response without dither 
shows a staircase type of response which is the effect of the nonlinear static 
(stick-slip) friction. The response with dither is improved with a much smaller 
steady state error and smaller short-term variations (deviations from a mean 
ramp function).         
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Figure 4.22: Experimental result of a P-controller with and without dither 
It should be noted that even with only linear kinetic friction, a proportional 
controller, in theory, yields a steady state error proportional to the slope of the 
reference input ramp, so the residual steady state error visible with the dither in 
Figure 4.22 is not due to the dither not operating correctly.  
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Figure 4.23: Amplitude spectra  
As mentioned before, the dither signal frequency should be higher than the 
plant bandwidth. Figure 4.23 demonstrates this by showing the amplitude 
spectra of the plant input and output signals. The input and output amplitude 
spectra without the dither are inserted as references. Figure 4.23 a) shows a 
high amplitude with the dither at the fundamental frequency of 100 Hz and the 
odd harmonic frequencies of 300 and 500 Hz which are related to the dither 
signal square waveform. Most of the dither is filtered out by the throttle valve as 
shown in Figure 4.23 b).  
 
4.4.4 Integrator Anti Windup 
As investigated in subsection 1.2.2, a short settling time, less than 0.1 [sec], will 
make the output from the controller saturate if a step reference input of 
substantial amplitude is applied, or if, as occurs in normal operation on a 
vehicle, very rapid changes of the reference input occur. The saturation is 
caused by the limitations of the throttle system hardware. The saturation may 
make the integrator of the controller ramp up indefinitely, referred to as 
integrator windup, if the position reference input is above a critical value beyond 
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which the system remains in saturation and is unable to drive the steady state 
error to zero (Franklin et al., 2002). With smaller reference position inputs, the 
system is able to come out of saturation and drive the steady state error to zero 
but the saturation can cause an undesirable overshooting and undershooting 
that would not occur with linear operation under the same controller gain 
settings. To circumvent these problems, a strategy for integrator anti-windup 
can be applied, which will stop the integral action during the saturation. There 
are multiple ways of implementing an integrator anti-windup strategy (Astrom 
and Rundqwist, 1989, Franklin et al., 2002). The anti-windup strategy needs to 
keep the output of the controller within, or close to, the operational limits of the 
actuator. The strategy used for this research is shown in Figure 4.24.  
 
 
Figure 4.24: PI controller with integrator anti-windup  
The essential element is the saturating element with unity gain. During normal 
operation (unsaturated)  
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of the gain, K , this error is kept to very small proportions by the anti-windup 
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demanded controller output to a value exceeding the saturation limit by a 
negligible amount. 
As an example, Figure 4.25 shows the performance of a PI controller applied to 
a plant with transfer function 
 
 
 
1Y s
U s s
   (4.18) 
 with and without the integrator anti-windup. 
 
Figure 4.25: Integrator anti-windup performance  
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4.5 Traditional Controllers 
4.5.1 Introduction 
The well-known workhorse of industrial control systems is the proportional 
integral derivative (PID) controller shown in the general control loop of Figure 
4.26. 
 
Figure 4.26: The PID controller 
Using Mason’s rule on Figure 4.26, the closed loop transfer function is 
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 
     
     
  
 (4.19) 
It is immediately evident, however, that this controller introduces two zeros into 
the closed loop transfer function that are the roots of 2 0d p ik s k s k   . Even if 
the gains, pk , ik  and dk , are set to yield real negative closed loop poles, these 
zeros can cause a single overshoot in the step response and possibly an 
undershoot too. This will be explained shortly. 
 
One variant of the PID controller, that is available in some industrial controllers, 
is to change the derivative term to act only on the controlled output,  Y s , 
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rather than the error,    rY s Y s . This yields the DPI controller shown in 
Figure 4.27. 
 
Figure 4.27: The DPI controller with the throttle valve plant 
In this case the closed loop transfer function is 
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     
  
 (4.20) 
Thus only one zero is introduced at i pk k  by the controller but this can still 
cause a single overshoot in the step response, even if all the closed loop poles 
are real and negative, as will be seen shortly. 
 
The idea leading from the PID to the IPD controller can be extended further by 
changing the proportional term to be fed only by the controlled output,  Y s , 
leaving only the integral term to act on the error,    rY s Y s , resulting in the 
IPD controller shown in Figure 4.28. 
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Figure 4.28: The IPD controller 
The closed loop transfer function is then 
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 (4.21) 
In this case the controller introduces no finite zeros and if all the closed loop 
poles are negative and real, the step response cannot contain overshoots. 
 
The following subsection explains how finite zeros can cause overshoots and 
undershoots. 
 
 
4.5.2 Potential Effects of Zeros 
If the plant has no finite zeros and the gains of the IPD controller of subsection 
4.5.1 are set to yield real negative closed loop poles, then the step response will 
be a monotonically increasing function reaching a constant steady state value 
equal to the reference input step value. Let this step response be  IPDy t . Now 
let the corresponding step responses from the DPI and PID control loops, with 
the same reference input, be denoted,  DPIy t  and  PIDy t . Next, by inspection 
of (4.21), 
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  
 
 
 iIPD r
K N s
Y s Y s
Q s
  (4.22) 
where 
        2d p iQ s sD s k s k s k N s    . (4.23) 
Then by inspection of (4.19) and (4.20), with a common  rY s ,  
    
 
 
 
 
 
   1 1p piDPI p i r r IPD
i i
k kN s k N s
Y s k s k Y s s Y s s Y s
Q s k Q s k
   
        
   
 (4.24) 
and 
    
 
 
   2 2 1pdPID d p i r IPD
i i
kN s k
Y s k s k s k Y s s s Y s
Q s k k
 
      
 
 (4.25) 
Using equation (4.24) and (4.25) the corresponding functions in time are 
       pdpi ipd ipd
i
k d
y t y t y t
k dt
   (4.26) 
          
2
2
p d
pid ipd ipd ipd
i i
k kd d
y t y t y t y t
k dt k dt
    (4.27) 
Figure 4.29 shows the simulated step responses of  dpiy t ,  pidy t   and  ipdy t
. In this case the plant,    /N s D s , is the linear throttle valve model and the 
settling time used to design the controller gains are 0.1 [sec]. The IPD controller 
achieves the desired non-overshooting step response with the right settling 
time. However, both the DPI and PID controllers produce an overshoot.  
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Figure 4.29: The zeros effect on the closed loop step response 
In fact, the PID controller has the potential of producing an undershoot as well, 
due to the second derivative term in (4.27). In this case, it actually reduces the 
overshoot relative to that of the DPI controller but is insufficient to produce an 
undershoot. It would therefore appear that the IPD controller would be the best 
choice. On the other hand, an external pre-compensator is introduced in 
sections 4.5.3.1 and 4.5.3.4 to cancel the zeros. This gives precisely the same 
performance and resulting sensitivities, which will be the same in all three 
cases. 
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4.5.3 Controller Design  
4.5.3.1 IPD Controller 
The design of the IPD controller gains are based on the knowledge of the linear 
throttle valve model, which in this work is referred as model based control. The 
characteristic equation for the IPD closed loop system is then given by equation 
(4.23) with   0N s b  and  
3 2
2 1 0D s s a s a s a     from equation (2.41). Thus  
    4 3 22 0 1 0 0d o p is a s b k a s b k a s b k       (4.28) 
This is of the fourth order but has only three design parameters ( , ,p i dk k k ) which 
makes it impossible to do a full pole assignment. This can be circumvented by 
doing partial pole assignment as described in section 4.4.2.3. 
The IPD loop can be designed by placement of the three poles 1p , 2p  and 3p , 
to achieve the desired step response. These poles can be chosen freely. Thus 
    3 22 1 0 1 2 3s d s d s d s p s p s p        (4.29) 
Comparing the characteristic polynomial (4.28) with that of (4.29) shows there is 
has to be one dependent closed loop pole at 0s q  , which requires 
 
  
     
3 2
2 1 0 0
4 3 2
2 0 2 0 1 1 0 0 0 0
s d s d s d s q
s d q s d q d s d q d s d q
    
      
 (4.30) 
Equating the characteristic polynomials of (4.30) and (4.28), and making the 
controller gains and 0q  the subjects of the resulting equations yields 
 0 2 2q a d   (4.31) 
 2 0 1 1
0
d
d q d a
k
b
 
  (4.32) 
 1 0 0 0
0
p
d q d a
k
b
 
  (4.33) 
 0 0
0
i
d q
k
b
  (4.34) 
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The settling time formula from subsection 4.4.2 will now be used, assuming a 
third order closed loop response on the assumption that the three coincident 
closed loop poles at 1,2,3 cp p   are dominant with respect to the pole at 0q . 
Using the settling time formula, equation (4.11), for the desired close loop 
settling time, 
sT , with 3n   yields 6c sp T . Then 
      
3
33 2 3 2
2 1 0 2 3
6 18 108 216
c
s s s s
s d s d s d s p s s s s
T T T T
 
           
 
 (4.35) 
Hence 
 2 3
2 1 018 / , 108 /  and 216 /s s sd T d T d T    (4.36) 
Since the dependent pole is located at 0 2 2 218 /d ss q d a T a      , and 
 
1,2,3
6
c
s
s s
T
    (4.37) 
then 
 23d cs s a    (4.38) 
According to (Dodds, 2013),   
    min minRe Red pp c d pp cs r s s r s    (4.39) 
where minppr  is the minimum pole-to-pole dominance ratio for which the effect of 
the pole at ds  can be regarded as negligible. This is based on the well-known 
fact that the larger the real part of a pole in the left half of the s-plane, the faster 
the impulse response of the mode with which the pole is associated will decay. 
In the case under study, the number of dominant poles is 3 and the number of 
dominated poles is 1, and the table given in (Dodds, 2013) gives 
 min 5.4ppr    (4.40) 
It is evident from equation (4.38) that equation (4.40) can only be satisfied if  
 2 2 23 5.4 2.4 2.4c c c cs a s a s s a          (4.41) 
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There is therefore an upper limit of 
cs  determined by the plant parameter, 2a , 
beyond which the desired performance cannot be attained. In view of equation 
(4.37) and equation (4.41), there is a lower limit on the desired settling time of  
 
2 min
min 2
6 14.4
2.4 s
s
a T
T a
     (4.42) 
The value obtained for 
2a  from the experimental tests of Chapter 2 is 3338, 
giving min 0.0043sT   [sec]. Since this is far smaller than possible in the throttle 
valve application, due to control saturation with any significant change in the 
reference position input and this actually has a lower limit in the region of 0.05 
[sec], the partial pole placement is not restrictive. Figure 4.30 shows the relative 
positions of the dominant and dependent closed loop poles for 0.1sT   [sec]. 
 
 
Figure 4.30: Closed loop pole locations for 0.1sT   [sec] 
Figure 4.31 shows the simulated step response using the IPD controller with the 
linear throttle valve model from Chapter 2.4.2. It is evident that the dependent 
pole increases the settling time by a negligible amount beyond the nominal 
value. 
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Figure 4.31: Closed loop response of a IPD controller with partial pole 
placement  
It is known from the literature (Aström and Hägglund, 1995) that measurement 
noise will be amplified by the differentiator in the feedback path of the controller 
(Figure 4.28). To avoid the amplification of high frequency components of 
measurement noise by the differentiator that would be applied to the plant 
control input, a first order low-pass filter (noise filter) can be added in 
conjunction with the differentiator as shown in Figure 4.32. This low-pass filter 
has a flat frequency response in the pass-band.  
 
Figure 4.32: Throttle valve and IPD controller with differentiation filter 
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By using Mason’s rule on Figure 4.32, the closed loop transfer function is 
 
 
 
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5 4 3 2
2 2 1 1 0 0 0
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r f f f d f p
f i p f f i
Y s k b s k b
Y s s a s a a s a a b k k b s
a k b k b s k b
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  


       
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 (4.43) 
The order increases by one, compared to transfer function (4.21), due to the 
first order filter used for the differentiator. If the filter cut-off frequency, 
f , is not 
included as an adjustable parameter in the pole placement procedure, then 
partial pole placement of three closed loop poles using the three controller gains 
leaves two dependent closed loop poles requiring a factor  2 1 0s q s q  , of the 
closed loop characteristic polynomial. Then the polynomial (4.30) is replaced by 
 
  
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3 2 2
2 1 0 1 0
5 4 3 2
2 1 2 1 1 0 1 1 0 2 0
0 1 1 0 0 0
0
0
s d s d s d s q s q
s d q s d q d q s d q d d q s
d q d q s d q
      
       
   
 (4.44) 
Equating the denominator of transfer function (4.43) to polynomial (4.44), and 
solving the resulting equations for the three controller gains and the coefficients, 
0q  and 1q , yields 
 1 2 2fq a d    (4.45) 
 0 2 1 1 2 1fq a a d d q     (4.46) 
    0 0 0/i fk d q b  (4.47) 
    0 1 1 0 0 0 0/p f i fk d q d q a k b b      (4.48) 
    0 1 1 2 0 1 0 0 0/d f p fk d d q d q a a k b b        (4.49) 
 
Without the noise filter, and assuming no plant modelling errors, the three 
dominant closed loop poles lie precisely at  1,2,3 6 / 60ss T     for 0.1sT  . The 
introduction of the filter, however, will cause these poles to shift from this 
location, but not significantly if  
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 6 / 60f sT  . (4.50) 
Otherwise the closed loop poles will be forced to move significantly from the 
desired location and consequently impair the performance of the control 
system. 
f  is set to 500 [rad/sec] (~80 [Hz]) to satisfy inequality (4.50) and 
lower than the free pole at ~3160 [rad/sec], shown in Figure 4.30. 
   
A plot of the closed loop poles and zero locations for the IPD controller with a 
first order filter and the linear throttle valve plant model is shown in Figure 4.33. 
The filter introduces a closed loop zero and pole between the dominant pole 
group and the dependent pole. 
 
Figure 4.33: The closed loop poles and zero locations for the IPD controller with 
a differentiating filter 
Figure 4.34 shows the impact of the filter on the simulated closed loop step 
response and the error between the desired and the actual step response. The 
dashed blue line indicates a precise response when the filters coefficient f  is 
included in the calculations of the gains for the IPD controller, equation (4.45) to 
(4.49). The dashed red line shows a 4 times higher difference between the 
desired and the actual step response, when the filter coefficient f  is not 
included in the calculations, equation (4.31) to (4.34).  
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Figure 4.34: Simulated step response with/without noise filter compensation 
Although taking the filter into account in the partial pole placement reduces the 
error by a factor of four, it is not really needed in this case, as from a practical 
viewpoint, both of the step responses of Figure 4.34 are sufficiently close to the 
ideal one to be acceptable. 
 
 
4.5.3.2 DPI Controller 
A DPI controller, first introduced in 4.5.1, is shown in Figure 4.35 with a noise 
filter for the differentiator, 
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Figure 4.35: DPI controller with differentiation filter 
The transfer function in this case is 
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 (4.52) 
The partial pole placement design equations for this DPI controller are identical 
to those for the IPD controller with the noise filter derived in subsection 4.5.3.1, 
because the denominator of transfer function (4.52) is identical to the closed 
loop transfer function (4.43). Hence equations (4.45) to (4.49), inclusive yield 
the required controller gains, dk , pk  and ik  together with the dependent pole 
polynomial coefficients, 0q  and 1q . 
 
The degree of the numerator polynomial of transfer function (4.52), however, 
has increased by one relative to transfer function (4.43) for the IPD controller, 
equation (4.43). This introduces a closed loop zero. As described in subsection 
4.5.2, and the in literature (Franklin et al., 2002), this zero can cause the step 
response to overshoot. Figure 4.36 shows the simulated closed loop response 
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of the DPI and IPD controllers applied to the linear throttle valve model with a 
settling time of 0.1sT   [sec]. In this case there is no actuator saturation limits 
applied in the simulation model.    
 
Figure 4.36: The impact of the zero on the closed loop systems response   
As well as the overshoot being larger than acceptable, it introduces the further 
unwanted side effect of excessive initial levels of the control,  u t , as shown in 
Figure 4.36 during the initial phase 0.015t   [sec]. This can cause a problem 
on a real system due to the control saturation limits, as investigated in 
subsection 4.4.4. A simulation of the DPI control system with saturation, at +/-12 
Volt, is shown in Figure 4.37. The controller output is saturated at 12 Volt from t 
=0 to 0.05 [sec], which causes integrator windup and the step response 
overshoot to increase from about 1.25 to 1.5 [rad], as evident by comparing 
Figure 4.36 with Figure 4.37.  
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Figure 4.37: Closed loop simulation of the DPI controller with a linear throttle 
valve plant model and limits on the controller output  
To circumvent the overshoot problem, two different strategies have been 
applied and simulated: 
1) A precompensator is used to cancel the closed loop zeros, and  
2) An anti-integrator windup strategy is applied.  
 
1) Figure 4.38 shows the DPI controller based system with the precompensator 
attached. The transfer function,  ( ) /R s Z s , can be designed to remove the 
effect of the closed loop zeros and poles by pole-zero cancellation. This is done 
without changing the characteristic dynamics of the closed loop system. 
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Figure 4.38: DPI controller with precompensator 
The precompensator will in this case be used to cancel both of the zeros. This 
is achieved by making the denominator of the precompensator cancel the 
numerator,  20 0 0 0p i f p f ib k s k b k b s k b    , of the closed loop transfer function 
(4.52), but first this may be simplified by normalisation with respect to the 
constant coefficient to yield 
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  (4.53) 
Since the control loop already has a unity DC gain due to the integral term, then 
the pre-compensator must also have a unity DC gain. Hence the pre-
compensator transfer function is simply the reciprocal of polynomial (4.53). 
Thus 
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 (4.54) 
A simulation of a closed loop step response where both zeros are cancelled in 
this way is shown in Figure 4.39. An important observation is that the controller 
output does not reach the saturation limit due to the slower reference input, 
 'ry t  produced by the precompensator. In this case the precompensator 
makes the need for an integrator anti windup strategy unnecessary. 
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Figure 4.39: Closed loop simulation of the DPI controller with precompensator 
cancelling both zeros 
2) Minimising the overshoot caused by the controller output saturation can be 
achieved by the integrator anti-windup strategy introduced in subsection 4.4.4.  
This will limit the saturation by manipulating the integrator input to hold the 
primary plant control input, u , within limits approximately equal to maxu  and minu  
as shown in Figure 4.40, by setting the gain, K , to a sufficiently large value. 
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Figure 4.40: DPI controller with integrator anti-windup 
Figure 4.41 shows the simulated closed loop step response of the implemented 
strategy,  shown in Figure 4.40, with the integrator anti-windup gain set to 1K 
. 
 
Figure 4.41: Closed loop step response of the DPI controller with integrator anti-
windup (Large step) 
+
-


'
U
s
K
Integrator anti-windup
0
3 2
2 1 0
b
s a s a s a  
Throttle valve
 rY s
i
k
s
p
k
+ -
+ +  U s  Y s
+
f
f
s
s


-
d
k
m ax
u
m in
u
+
+
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0
0.5
1
1.5
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0
5
10
15
T
h
ro
tt
le
 p
o
s
it
io
n
 [
ra
d
] Desired response
Simulated response
Time [sec]
C
o
n
tr
o
lle
r 
o
u
tp
u
t 
[V
]
  
4. Control Techniques and Performance Assessment 138 
 
In this case, the overshoot of the step response has been eliminated due to the 
action of the anti-windup loop but it is important to note that it cannot be 
eliminated by this means for reference input steps that are not large enough to 
cause control saturation, as shown in Figure 4.42.  
 
Figure 4.42: Closed loop step response of the DPI controller with integrator anti-
windup (Small step)    
 
4.5.3.3 DPI Controller with Feed Forward and Manual Tuning 
Throughout industry it is common for suitable controller gains to be found 
manually by trial-and-error and sometimes by special systematic procedures 
dependent upon the application. This approach is therefore included in this work 
to benchmark the other control strategies against, not regarding performance, 
which would not be expected to be optimal in any sense, but regarding 
comparisons of the personnel effort needed.   
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For the tuning of controllers a number of different tools and processes are 
available such as the Ziegler-Nichols tuning rules (Shahrokhi and Zomorrodi, 
2003) (Aström and Hägglund, 1995). For this work the majority of the controller 
tuning is undertaken with the aid of a toolbox from Mathworks® called Design 
Optimisation.  
 
The controller selected for the manual tuning is one typical for throttle valve 
position control in the automotive industry. This is the DPI controller with a feed 
forward loop to compensate for the pre-stressed coil spring torque. The original 
DPI controller employed was designed in the discrete time domain (z-domain) 
with discontinuous functions. The discontinuous functions are used for 
improving the control performance e.g. applying different gains. A simplified 
model, used for this work, without the discontinuous functions is shown in 
Figure 4.43. 
 
 
Figure 4.43: Simplified discrete time DPI controller with feed forward 
Here, the feed forward signal,    spring r spring springu z y z     , is used to 
counteract the torque from the coiled spring and outk  is a percent to duty cycle 
conversion factor, since the coil drive is implemented using pulse width 
modulated switched power electronics. By using the feed forward 
compensation, the feedback part of the controller is only required to move the 
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throttle valve from one position to another with the required closed loop 
dynamics. The feed forward compensation is useful especially if the coiled 
spring characteristic is nonlinear, in which case the linear compensation has to 
be replaced by a nonlinear mapping function.     
 
The discrete time model, Figure 4.43, is converted into a continuous time model 
used for investigation of sensitivity later on, shown in Figure 4.44,  
 
 
Figure 4.44: Simplified continuous time DPI controller 
where h  is the sampling time interval. 
  
A Simulink® model of the discrete time IPD controller with the feed forward and 
the nonlinear throttle model of section 2.5 with sample and hold units at the 
input and output is used for the Mathworks toolbox tuning. The nonlinear throttle 
model is used because it includes the pre-stressed coil spring model. The 
controller reference input  ry t  is a predefined signal, in this case the staircase 
shaped waveform of Figure 4.45, shown in green. The Design Optimisation 
toolbox tunes the controller by adjusting the controllers gains until  y t  tracks 
the desired closed loop response (Figure 4.45, shown in red), while running the 
Simulink® model. The desired closed loop response is obtained as the output of 
a chain of four identical first order blocks with time constants set according to 
the 5% settling time formula with 0.1sT   [sec].  
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Other signals were used for the tuning such as ramps and sinusoidal 
waveforms. The Design Optimisation toolbox works in a similar manner to the 
Design Optimization toolbox used in chapter 3.2.  
 
Figure 4.45: Example of a waveform used for the tuning of the DPI 
The black waveform in Figure 4.45 is the simulated throttle valve position,  y t , 
using the final tuned gains, found by the toolbox and manual tuning. 
 
4.5.3.4 PID Controller 
A PID controller, first introduced in 4.5.1, with a noise filter for the differentiator 
is included as it is still arguably the most commonly used controller in industry. 
This is shown in Figure 4.46 applied to the throttle valve. 
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Figure 4.46: PID controller with differentiation noise filter 
The closed loop transfer function in this case is 
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 (4.55) 
As for the DPI controller, the denominator of the transfer function, which is the 
closed loop characteristic polynomial, is identical to that of the IPD controller 
with the measurement noise filtering, given by transfer function (4.43). In this 
case, the design equations for the controller gains, pk , ik   and dk   together with 
the coefficients, 0q  and 1q , of the dependent pole polynomial factor in the partial 
pole assignment are given by equations (4.45) to (4.49) inclusive. The 
numerator polynomial of the closed loop transfer function (4.55), is of second 
degree, indicating the presence of closed loop zeros with a potential 
overshooting problem. To remove the effect of the zeros both the techniques (1) 
and (2) investigated in subsection 4.5.3.1 are applied together, i.e., a 
precompensator to cancel both of the zeros and an integrator anti windup loop. 
The complete control system is shown in Figure 4.47. 
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Figure 4.47: PID controller with differentiation filter, precompensator and 
integrator anti windup 
With reference to the numerator of the closed loop transfer function (4.55), the 
precompensator transfer function  ( ) /R s Z s  used to cancel the two closed 
loop zeros is given by  
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 (4.56) 
A simulation of a closed loop step response where both zeros are cancelled in 
this way is shown in Figure 4.48. As the DPI controller in subsection 4.5.3.2, the 
PID controller output does not reach the saturation limit due to the slower 
reference input,  'ry t  produced by the precompensator. 
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Figure 4.48: Closed loop simulation of the PID controller with precompensator 
cancelling both zeros 
The result of an experimental based comparison of the PID controller with and 
without a precompensator and integrator anti-windup can be seen in subsection 
4.5.4.4 (Figure 4.70). 
 
 
4.5.4 Simulation and Experimental results 
4.5.4.1 IPD Controller 
The IPD controller gains are determined as described in subsection 4.5.3.1, 
equations (4.47) to (4.49) with 0.1sT   [sec] and 500f   [rad/sec]. A dither 
signal is added to the control signal to reduce the effects of the static friction as 
described in subsection 4.4.3. The integrator anti-windup strategy is enabled to 
minimise the duration of the control saturation following the application of a step 
reference input. The IPD controller is tested experimentally with three different 
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reference input functions as described in subsection 4.3.3. The dSPACE 
system is used for the experiments as explained in subsection 4.3.2. 
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.49. 
 
Figure 4.49: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.50 shows superimposed simulated and experimental closed loop 
responses using the IPD controller with three different reference input functions, 
the reasons for which are stated in subsection 4.3.3. In all cases, the simulated 
and experimental responses are remarkably close. 
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Figure 4.50: Experimental and simulated response of the IPD controller  
Figure 4.51 shows the differences between the desired and the experimental 
closed loop responses corresponding to Figure 4.50. The relatively small 
differences could be attributed to the accuracy of the plant model but they could 
also be due to the robustness of the control loop, which would give nearly the 
same responses despite mismatching between the plant and its model.  
  
0 1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
0 1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
0 5 10 15 20
0
0.5
1
1.5
T
h
ro
tt
le
 p
o
s
it
io
n
 [
ra
d
]
Ramp
Pulse
T
h
ro
tt
le
 p
o
s
it
io
n
 [
ra
d
]
Drive cycle
T
h
ro
tt
le
 p
o
s
it
io
n
 [
ra
d
]
Time [sec]
Simulated
Experiment
  
4. Control Techniques and Performance Assessment 147 
 
 
Figure 4.51: The difference between the desired and the experimental closed 
loop responses  
As explained in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the IPD controller during a spring break, 
at 1t   [sec], is simulated using the nonlinear throttle valve model, and the 
result is shown in Figure 4.52. It shows a good robustness against the 
disturbance, with an acceptable deviation from the throttle position demand. 
The oscillations on the control signal at 1.02 [sec]t   are the added dither 
signal that increases in amplitude when the control error, ry y , exceeds a 
preset threshold of 1% of the full scale movement range as described in 
subsection 4.4.3.  
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Figure 4.52: IPD controller during a spring failure  
The robustness against plant parameter deviations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The result of the parameter variation simulation is shown in Figure 4.53 for the 
maximum possible standard deviation of 15%  . The figure shows the 
operational envelope for 1000 simulation runs, where the blue and red lines are 
the minimum and maximum values. The nominal parameter closed loop 
controller response and controller output are shown in black. 
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Figure 4.53: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 15%  ) 
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the IPD controller is analysed in the frequency domain by 
using the relationship of equation (4.3) in subsection 4.3.4.1. This is done with 
the aid of the Matlab Control System Analysis Toolbox and the block diagram of 
Figure 4.54 implemented in Simulink with  D s  as the input and  V s  as the 
output to obtain  CpS dB  . 
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Figure 4.54: Control structure used to analyse the sensitivity  
Ignoring the differential filtering term, as f  is well outside the control loop 
bandwidth, the sensitivity transfer function is 
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  (4.57) 
The sensitivity result is shown in Figure 4.55.  
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Figure 4.55: IPD sensitivity  
This indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation.  
 
4.5.4.2 DPI Controller 
The closed loop characteristic polynomial for the DPI controller is the same as 
that for the IPD controller and therefore the gains are calculated as described in 
subsection 4.5.3.1, equations (4.47) to (4.49) with 0.1sT   [sec] and 500f   
[rad/sec]. The precompensator is designed to cancel both zeros, as described 
in subsection 4.5.3.2. A dither signal is added to the control signal to reduce the 
effects of the static friction as described in subsection 4.4.3. The integrator anti-
windup strategy is enabled to minimise the duration of any control saturation 
occurring following application of a step reference input. The DPI controller is 
tested experimentally with three different reference input functions, the 
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description and purpose of which are given in subsection 4.3.3. The dSPACE 
system is used for the experiments as explained in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5. 
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.56. 
 
Figure 4.56: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.55 shows the simulated and experimental closed loop responses of the 
DPI controller.  
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Figure 4.57: Experimental and simulated response of the DPI controller 
The relatively small differences could be attributed to the accuracy of the plant 
model but they could also be due to the robustness of the control loop, which 
would give nearly the same responses despite mismatching between the plant 
and its model. 
 
Figure 4.58 shows the difference between the desired and the experimental 
closed loop responses, indicating good tracking and negligible steady state 
error. 
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Figure 4.58: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the DPI controller during a spring break, 
at 1t   [sec], is simulated using the nonlinear throttle valve model, and the 
result is shown in Figure 4.59. It shows a good robustness against the 
disturbance, with little deviation from the throttle position demand. The 
oscillations on the control signal at 1.02 [sec]t   are the added dither signal 
that increases in amplitude when the control error, ry y , exceeds a preset 
threshold of 1% of the full scale movement range as described in subsection 
4.4.3.  
Ramp
Pulse
D
if
fe
re
n
c
e
 b
e
tw
e
e
n
 d
e
s
ir
e
d
 r
e
s
p
o
n
s
e
 a
n
d
 a
c
tu
a
l 
re
s
p
o
n
s
e
 [
ra
d
]
Drive cycle
Time [sec]
0 1 2 3 4 5 6 7 8 9 10
-0.1
-0.05
0
0.05
0.1
0 1 2 3 4 5 6 7 8 9 10
-0.1
-0.05
0
0.05
0.1
0 5 10 15 20
-0.1
-0.05
0
0.05
0.1
  
4. Control Techniques and Performance Assessment 155 
 
 
Figure 4.59: DPI controller during a spring failure 
The robustness against plant parameter deviations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup, dither and the 
precompensator. The result of the parameter variation simulation is shown in 
Figure 4.60 for the maximum possible standard deviation of 14%  . The 
figure shows the operational envelope for 1000 simulation runs, where the blue 
and red lines are the minimum and maximum values. The nominal parameter 
closed loop controller response and controller output are shown in black. 
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Figure 4.60: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 14%  ) 
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the DPI controller is analysed in the frequency domain by 
using the relationship of equation (4.3) in subsection 4.3.4.1. This is done with 
the aid of the Matlab Control System Analysis Toolbox and the block diagram of 
Figure 4.61 implemented in Simulink with  D s  as the input and  V s  as the 
output to obtain  CpS dB  . 
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Figure 4.61: Control structure used to analyse the sensitivity  
Ignoring the differential filtering term, as f  is well outside the control loop 
bandwidth, the sensitivity transfer function is 
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  (4.58) 
 
The sensitivity result is shown in Figure 4.62.  
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Figure 4.62: DPI sensitivity  
This indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation.  
 
4.5.4.3 DPI Controller with Feed Forward and Manual Tuning 
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A dither signal is added to the control signal to reduce the effects of the static 
friction as described in subsection 4.4.3. The integrator anti-windup strategy is 
enabled to minimise the saturation during the step reference input. The DPI 
controller with feed forward is tested experimentally with three different 
reference input functions as described in subsection 4.3.3. The dSPACE 
system is used for the experiments as explained in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5. 
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.63. 
 
Figure 4.63: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
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Figure 4.64 shows the simulated and experimental closed loop response of the 
DPI controller with three different reference input functions which indicates a 
good correlation between the two. 
 
Figure 4.64: Experimental and simulated response of the DPI controller 
The relatively small differences could be attributed to the accuracy of the plant 
model but they could also be due to the robustness of the control loop, which 
would give nearly the same responses despite mismatching between the plant 
and its model. 
 
Figure 4.65 shows the difference between the desired and the experimental 
closed loop response, indicating good tracking and a small steady state error.  
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Figure 4.65: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the DPI controller with feed forward 
during a spring break, at 1t   [sec], is simulated using the nonlinear throttle 
valve model, and the result is shown in Figure 4.66. The slow throttle position 
response would cause the throttle valve to remain closed for seconds, which 
would result in an engine stall. The oscillations on the control signal at 1t   
[sec] are the added dither signal that increases in amplitude when the control 
error, ry y , exceeds a preset threshold of 1% of the full scale movement 
range as described in subsection 4.4.3. 
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Figure 4.66: DPI controller with feed forward during a spring failure 
The slow recovery is due to the tuning giving the integral gain a low value of, 
0.24ik  . During the tuning the feed forward spring compensation was active 
and therefore there was no need for a fast integration action.  
 
The robustness against plant parameter deviations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup, dither and the 
precompensator. The result of the parameter variation simulation is shown in 
Figure 4.67 for the maximum possible standard deviation of 2%  . The figure 
shows the operational envelope for 1000 simulation runs, where the blue and 
red lines are the minimum and maximum values. The nominal parameter closed 
loop controller response and controller output are shown in black. 
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Figure 4.67: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 2%  ) 
The result shows that the system is very sensitive to parameter variations. This 
result is difficult to compare directly with the model based control designs in this 
work due to the way the Monte Carlo test is performed.     
   
The sensitivity for the DPI controller is analysed in the frequency domain by 
using the relationship of equation (4.3) in subsection 4.3.4.1. This is done with 
the aid of the Matlab Control System Analysis Toolbox and the block diagram of 
Figure 4.68 implemented in Simulink with  D s  as the input and  V s  as the 
output to obtain  CpS dB  . 
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Figure 4.68: Control structure used to analyse the sensitivity  
The transfer function is 
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The sensitivity result is shown in Figure 4.69. 
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Figure 4.69: Manually tuned DPI sensitivity 
This indicates a relatively high sensitivity, equivalent to low robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation.  
 
4.5.4.4 PID Controller 
The closed loop characteristic polynomial for the PID controller is the same as 
that for the IPD controller and therefore the gains are determined as in 
subsection 4.5.3.1, equation (4.47) to (4.49) with 0.1sT   [sec] and 500f   
[rad/sec]. The precompensator is designed to cancel both zeros, as described 
in subsection 4.5.3.4. A dither signal is added to the control signal to reduce the 
effects of the static friction as described in subsection 4.4.3.  
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The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5. 
 
Figure 4.70 shows three experimental step responses with 1) the basic PID 
controller (black line), 2) as (1) with integrator anti-windup introduced (green 
line) and 3) as (2) with a precompensator introduced (blue line). The PID 
controller without integrator anti-windup and precompensator has an overshoot 
as expected, which correlate well with the simulations in subsection 4.5.3.2 and 
4.5.3.4. 
 
Figure 4.70: PID closed loop step response  
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.71. 
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Figure 4.71: Closed loop step response, from 0.2 to 1.3 [rad], using a 
precompensator 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
The PID controller is tested experimentally with three different reference input 
functions as described in subsection 4.3.3. Figure 4.72 shows the simulated 
and experimental closed loop responses which indicates a good correlation 
between the two. The integrator anti-windup strategy is enabled to minimise the 
duration of any saturation following a step reference input.  
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Figure 4.72: Experimental and simulated response of the PID controller 
The relatively small differences could be attributed to the accuracy of the plant 
model but they could also be due to the robustness of the control loop, which 
would give nearly the same responses despite mismatching between the plant 
and its model. 
 
Figure 4.73 shows the difference between the desired and the experimental 
closed loop responses, indicating good tracking and negligible steady state 
error. 
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Figure 4.73: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the DPI controller during a spring break, 
at 1t   [sec], is simulated using the nonlinear throttle valve model, and the 
result is shown in Figure 4.74. It shows a good robustness against the 
disturbance, with little deviation from the throttle position demand. The 
oscillations on the control signal at 1.02 [sec]t   are the added dither signal 
that increases in amplitude when the control error, ry y , exceeds a preset 
threshold of 1% of the full scale movement range as described in subsection 
4.4.3.  
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Figure 4.74: PID controller during a spring failure 
The robustness against plant parameter deviations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup, dither and the 
precompensator. The result is shown in Figure 4.75 for the maximum possible 
standard deviation of 14%  . The figure shows the operational envelope for 
1000 simulation runs, where the blue and red lines are the minimum and 
maximum values. The nominal parameter closed loop controller response and 
controller output are shown in black. 
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Figure 4.75: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 14%  ) 
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the PID controller is analysed in the frequency domain by 
using the relationship of equation (4.3) in subsection 4.3.4.1. This is done with 
the aid of the Matlab Control System Analysis Toolbox and the block diagram of 
Figure 4.76 implemented in Simulink with  D s  as the input and  V s  as the 
output to obtain  CpS dB  . 
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Figure 4.76: Control structure used to analyse the sensitivity  
Ignoring the differential filtering term, as f  is well outside the control loop 
bandwidth, the sensitivity transfer function is 
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  (4.60) 
 
The sensitivity result is shown in Figure 4.77.  
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Figure 4.77: PID sensitivity  
This indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation.  
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4.6 Linear State Feedback Control 
4.6.1 Basic Linear State Feedback Control 
Let the general linear, SISO, time invariant (LTI) plant be represented by the state 
space equations, 
 T,u y  x Ax b c x  (4.61) 
where nx  is the state vector, u  is the scalar control input, y  is the scalar 
measured output and ry  is the corresponding reference input. Here, A  is the 
plant matrix, b  is the input matrix, and 
Tc  is the output matrix, linear state 
feedback (LSF) control is a feedback control technique in which the state vector, 
x , is fed back to the control input according to the control law, 
 T
ru y r g x  (4.62) 
Since the components of the gain vector, g , are independently adjustable, it is 
possible, in theory, to place the full set of closed loop poles at predetermined 
locations in the s-plane (Franklin et al., 2002). The plant must be controllable in 
order to implement this method, or any other control system that can be designed 
by pole placement. Provided there is full access to all the states in the real plant, 
as shown in Figure 4.78, the control engineer is free to design the system to 
achieve a desired closed loop transient response.  
 
 
Figure 4.78: LSF control system 
This can be done by determining the characteristic polynomial of the closed loop 
system using Figure 4.78 and equating this with the polynomial of the same order 
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found by using the settling time formula as in subsection 4.4.2. The gain r  is 
adjusted usually to yield zero steady state error of the step response, but the 
accuracy of this depends upon the accuracy of the assumed plant state space 
equations. 
 
 
4.6.2 State Observer 
The LSF of subsection 4.6.1 requires that all the state variables are available 
from the plant. In some cases it is difficult to gain access to some states due to 
the cost of the required instrumentation or the fact that it might not be physically 
possible to measure all of them, as in some chemical processes. However, 
methods to reconstruct the missing states or all the state variables have been 
developed during the last 50 years. The first paper to investigate the general 
observer theory is in the paper ‘On the General Theory of Control Systems’ by 
R.E. Kalman (Kalman, 1960), but this had an accent on the stochastic aspect, i.e., 
minimising the random errors in the state estimate due to plant noise and 
measurement noise. A complete theory for the non–statistical state estimation 
problem was developed by David Luenberger (Luenberger, 1964) and followed by 
a more general paper (Luenberger, 1971). 
 
Figure 4.79 shows the block diagram of the generic SISO linear state feedback 
control system employing a state observer producing the state estimate, xˆ , 
needed for the control.  
 
  
4. Control Techniques and Performance Assessment 176 
 
 
Figure 4.79: LSF control system with a state observer 
In the notation of this subsection, the estimate of a constant parameter, P , is 
denoted by P  . The state observer is based on a model of the ‘real plant’ driven 
by the same control input as applied to the real plant, whose state is controlled 
to follow that of the real plant by means of a correction loop actuated by the 
error, ˆe y y  , and applied to the integrator inputs of the plant model via a 
gain vector, k . By choosing a suitable set of correction loop gains, the error, 
 e t , is made to converge towards zero such that xˆ x ,  once the correction 
loop has settled, as required. 
  
The complete set of equations obeyed by the system in Figure 4.79 is as follows. 
 T,u y  x Ax b c x  (4.63) 
   Tˆ ˆ ˆ ˆ ˆ,u y y y    x Ax b k c x  (4.64) 
 ˆru y r gx  (4.65) 
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xˆ
x
b Tc
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where k  is the observer correction loop gain vector and T, ,A b c  are the matrices of 
the plant model parameters corresponding to T, ,A b c  assumed for the real plant. 
 
The need for the correction loop indicated in Figure 4.79 is best understood by 
considering the situation that would occur without it. Suppose that the model 
correction loop is opened by setting   1 2 ... 0nk k k k . Then an error, ˆe y y  , 
will occur if 
1) the model parameters are mismatched, i.e.,    , , , ,A b c A b c  
2) the initial model and plant states are different, i.e.,    ˆ0 0x x  
3) a disturbance signal is present, i.e.,  0d  .  
Without the correction loop, this error may grow, but closure of the correction 
loop will drive the error to negligible proportions, in the presence of conditions 
(1), (2) and (3), ensuring ˆ x x  if the observer is designed correctly. This can be 
achieved by determining the correction loop gain vector, k , using pole 
placement but only if the plant is observable (Dodds, 2013).  
 
It is straightforward to show that the state estimation error, ˆ ε x x , may be 
made to converge towards zero from an arbitrary initial conditions on the 
assumption that A A  and b b . Then subtracting equation (4.63) from 
equation (4.64) yields 
           T Tˆ ˆ ˆ ˆ ˆ ˆ ˆy y            x x A x x k A x x kc x x A x x kc x x , i.e,  
 T   ε A kc ε   (4.66) 
If the gain matrix, k , is chosen so that the eigenvalues of the matrix,  
TA kc , 
have negative real parts, then 0ε  as t  . 
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The gain vector, k , can be chosen independently from the control law gain 
vector, Tg , as the separation principle applies (Franklin et al., 2002) if 
   , , , ,A b c A b c  and in practice this may be assumed.  
 
The dynamic behaviour of the correction loop depends on its characteristic 
equation, which can be found using Mason’s formula on Figure 4.79 to obtain 
  det 0s     I A Ck  (4.67) 
The pole placement can then be carried out using the settling time formula as 
follows 
    det 1.5 1 /
n
sos s n T         I A Ck  (4.68) 
where soT  is the observer settling time and n  is system order. To achieve the 
desired closed loop step response with an arbitrary initial state estimation error, 
the settling time for the observer, soT ,  has to be chosen considerably shorter than 
the settling time, 
sT , for the control law. It is usual to choose soT , to satisfy 
/ 5so sT T . In (Franklin et al., 2002), this condition is stated in terms of the 
observer correction loop poles and the main control loop poles. In some cases 
the ratio, /s soT T , is increased considerably, beyond the minimum value of 5, such 
as / 500s soT T   
to obtain a satisfactory closed loop system response in the 
presence of significant plant modelling errors. Reducing soT , however, increases 
the noise content of the state estimate due to measurement noise, i.e., noise that 
originates in the measurement instrumentation, through an associated  general 
increase in the elements of k .  
 
An example of a third order observer structure for a plant without finite zeros is 
shown in Figure 4.80, the structure of the plant model is the same as that of the 
assumed plant.   
  
4. Control Techniques and Performance Assessment 179 
 
 
Figure 4.80: A basic third order observer structure 
The characteristic equation of the observer is 
 
   
2 1 0 0 1 22 3 2 3
0 2 0 1 1 22 2
3 2
2 0 1 1 0 0 1 0 2 1 2
1 1 1 1 1 1
1
1 1 1 1 1 1
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a a a k k k
s s s s s s
k a k a k a
s s s s s s
s s a k s a k k a a k a k k
 
       
 
     
           
     
         
 (4.69) 
Using the Dodds settling time formula to obtain a non-overshooting closed loop 
response for a third order system, 3n  , with the observer settling time soT  
yields the desired closed loop characteristic polynomial, 
 
3
3 2
2 3
6 18 108 216
so so so so
s s s s
T T T T
 
     
 
 (4.70) 
Equating the characteristic polynomials (4.69) and (4.70), and isolating the 
three control parameters yields, 
0k : 
 
2 0 0 2
18 18
so so
a k k a
T T
      (4.71) 
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1k : 
 
1 1 0 1 1 02 2
108 108
so so
a k k k a k
T T
        (4.72) 
2k : 
 
0 1 0 2 1 2 2 0 1 0 2 13 3
216 216
so so
a a k a k k k a a k a k
T T
          (4.73) 
 
 
4.6.3 Controller Design 
4.6.3.1 Linear State Feedback with Integrator for Steady State Error Elimination 
The LSF controller shown in Figure 4.78 will have a steady state error for a 
constant reference input if there is 1) a parameter difference between the plant 
model and the plant or 2) an external disturbance. This can be circumvented by 
adding an integrator in the forward path, shown in the general SISO control 
system of Figure 4.81. Also the adjustable gain, ik , permits design by pole 
assignment. 
 
Figure 4.81: LSF plus integral control  
Figure 4.82 shows an LSF control system with a linear model of the throttle 
valve, for the determination of the controller gains.  
Plant
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s
i
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Figure 4.82: LSF control of the throttle valve with steady state compensation 
Using Mason’s rule on Figure 4.82 to get the closed loop transfer function 
(detailed calculation in Appendix A.3)  
 
 
 
0
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3 2 1 0r
Y s b
Y s s a s a s a s a
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 (4.74) 
where:   
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Using the desired transfer function (4.12) based on the settling time formula to 
obtain a non-overshooting closed loop step response for a fourth order system, 
4n  , the characteristic polynomial is 
 
4
4 3 2
2 3 4
15 30 1350 13500 50625
2 4 8 16s s s s s
s s s s s
T T T T T
 
      
 
 (4.75) 
Equating the characteristic polynomial (4.75) and the denominator from 
equation (4.74) gives 
3g : 
 3 3
30 30a kinetic a kinetic
a
s a x a s a x
R k g R k
g L
T L J L T L J
 
       
 
 (4.76) 
2g : 
 
2
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2
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2 32
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  
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   
 (4.77) 
1g : 
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3
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1 3
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s a x a m x a x
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x
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k N kR k gg
T L J L N J L J
k kR g L N
g J
T L J L J k N
   
 
   
 
 (4.78) 
ik : 
 
4 4
50625 50625
16 16
plt i x m
i a
s a m x s t pl
Nk k J N
k L
T L N J T k N
    (4.79) 
 
Figure 4.83 shows the closed loop poles location for the LSF controller and 
linear throttle valve with a settling time of 0.1sT   [sec]. 
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Figure 4.83: The closed loop pole location of the LSF control loop  
 
4.6.3.2 LSF Controller with Integrator for Steady State Error Elimination and 
Robust Pole Placement 
To design a robust set of closed loop poles, one pole can be placed at a 
location away from the dominant pole group, investigated in subsection 4.4.2.2. 
The minimum pole-to-pole dominance ratio, minppr , is used to insure that the 
single fast pole is located a minimum distance away from the dominant poles. 
This is also needed to obtain the robustness. For a fourth order system, 4n  , 
with three dominant poles, 1,2,3s , all at the same location, and one fast pole q , 
the desired characteristic polynomial is 
    
3
s p s q   (4.80) 
 
  
     
3 2 2 3
4 3 2 2 3 2 3
3 3
3 3 3 3
s ps p s p s q
s s p q s p pq s p p q p q
    
      
 (4.81) 
Using the multiple pole location, 1,2,3p s   given by equation (4.11) based on 
the settling time formula (4.10), for 3n  , equation (4.81) becomes 
 
4 3 2
2 2 3 3
18 18 108 108 216 216
s s s s s s
s s q s q s q q
T T T T T T
     
           
     
 (4.82) 
where  6 / s ppq T r  . 
Equating the denominator from equation (4.74) and the characteristic 
polynomial (4.82),  and solving the resulting equations for the four control 
parameters yields, 
Im
Re
1,2,3,4
75p  
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3g : 
 3 3
18 18a kinetic a kinetic
a
s a x a s a x
R k g R k
q g q L
T L J L T L J
 
         
 
 (4.83) 
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1g : 
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 (4.85) 
ik : 
 
3 3
216 216plt i x m
i a
s a m x s t pl
Nk k J N
q k q L
T L N J T k N
    (4.86) 
 
Using equation (4.16) and inequality (4.17)  
 
  min1.5
s
f
pp
T
T
n r


 (4.87) 
For a system of 3n   and with 3 dominant poles min 5.4ppr   (Dodds, 2013). 
Using this for 0.1sT   [sec] 
 
  min
0.0041
1.5
s
f f
pp
T
T T
n r
  

 (4.88) 
Figure 4.84 shows the closed loop pole locations for the LSF controller with a 
robust pole-to-pole ratio of 20 and a settling time of 0.1sT   [sec].  
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Figure 4.84: Pole locations of an LSF plus integral control loop with a robust 
pole-to-pole ratio of 20 
There are three poles located at 1,2,3 60s    and the fast one at 1200fs   , 
indicating that the fast pole is further away than the recommended threshold of 
1 (2 ) 500fs h    , according to inequality (4.17). Despite this, as will be seen 
in subsection 4.6.4.2, the system performs correctly. This emphasises the fact 
that inequality (4.17) is not a rigorous stability criterion but just a general 
guideline. 
 
4.6.3.3 Observer Aided LSF Control with Integrator for Steady State Error 
Elimination and Robust Pole Placement 
As Figure 4.81 shows, the LSF controller needs to have access to all the plant 
states. In the case of the throttle valve, the throttle position and DC motor 
current can be measured, and the velocity can be calculated by differentiating 
the throttle position. However if the DC motor current measurement could be 
eliminated from the control strategy it could save on the cost of the electronic 
controller unit (ECU), in which the control strategies are implemented. 
 
Figure 4.85 shows the LSF controller from subsection 4.6.3.1 combined with the 
observer of Figure 4.80. 
Im
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4
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Figure 4.85: Observer aided LSF control with integrator for steady state error 
elimination 
The real plant position output,  Y s , is used directly for the integral outer loop. 
The other option, however, is to use the estimated position,  Yˆ s , from the 
observer for this loop. This would reduce the impact of measurement noise but 
there could be a difference between the two transient responses. Simulations 
and experiments using both signals have been done, however, without finding a 
notable difference in the results. This is due to a) the noise from the throttle 
measurement potentiometer being relatively small and b) the initial observer 
and plant states being well matched. 
 
The design of the LSF plus integral controller and the observer are carried out 
separately, assuming that the separation principle applies (Franklin et al., 
2002). Figure 4.86 shows the LSF plus integral controller, used for the 
determination of the LSF gains. 
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Figure 4.86: Simplified control system block diagram for design of the LSF 
controller  
Here 
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Using Mason’s rule to get the closed loop transfer function of Figure 4.86 yields  
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 (4.89) 
A set of robust closed loop poles will be determined as in subsection 4.6.3.2 by 
using the settling time formula for the dominant poles. Equating the 
characteristic polynomial (4.82) and the denominator from equation (4.89), and 
solving the resulting equations for the four control parameters yields, 
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 
 (4.93) 
where  6 / s ppq T r  . The minimum ratio for ppr  is the same as for the 
controller designed in subsection 4.6.3.1. 
 
The observer gains are determined by using the settling time formula as in 
subsection 4.6.2 and the working is repeated here for convenience (Figure 
4.87). 
 
Figure 4.87: Third order observer structure  
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The observer characteristic equation (4.69) is  
    3 2 2 0 1 1 0 0 1 0 2 1 2 0s s a k s a k k a a k a k k           (4.94) 
Using the Dodds settling time formula to obtain a non-overshooting closed loop 
response for a third order system, 3n  , with the observer settling time soT  
yields the desired closed loop characteristic polynomial, 
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s s s s
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 
 (4.95) 
Equating the characteristic polynomials (4.94) and (4.95), and solving the 
resulting three equations for the observer gains yields, 
0k : 
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2k : 
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a a k a k k k a a k a k
T T
          (4.98) 
The observer settling time, soT , is chosen 20 times faster than the settling time, 
sT , which is used for the design of the controller gains. 
 
Integrator anti-windup 
If the controller settling time, sT , is chosen much lower than 0.1 [sec] the control 
output will saturate for a significant period of time following a large step 
reference input change, causing the controller to overshoot, due to the 
integrator wind-up. To circumvent this problem the integrator anti-windup 
strategy from subsection 4.4.4 is added. The final block diagram is shown in 
Figure 4.88. 
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 Figure 4.88: Observer aided LSF with integrator anti-windup used for the 
experiments and simulations 
A suitable value of 0.012K   was first found by repeatedly simulating the 
closed loop system step response with reducing settling times and afterwards 
validating the results experimentally. Figure 4.89 shows the results. The 
overshoot is reduced by 14% with 0.012K  , but can be reduces further by 
increasing the value of K . 
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Figure 4.89: Throttle valve step response with/without integrator anti-windup 
(K=0.012) 
 
4.6.3.4 Restructured Observer Aided LSF Control with Integrator for Steady 
State Error Elimination and Robust Pole Placement 
The idea of restructuring the observer originates from the observer based 
robust control (OBRC) structure investigated in section 4.7. This new structure 
is investigated in view of the particular way the OBRC works but is included 
here to find out if it enhances the performance of a control system employing 
conventional linear state feedback control. 
 
Figure 4.90 a) shows a conventional observer structure for a triple integrator 
plant with an input gain, mb ,  and the correction loop implemented in three parts 
with the error applied to each integrator input via a separately adjustable gain, 
as in subsection 4.6.2. The three correction loop parts, however, can be 
combined into one thereby forming a single loop structure as shown in Figure 
4.90 (b).  
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Figure 4.90: Restructure a basic observer to a single correction loop 
As they stand, the two observers are mathematically equivalent, and in the 
OBRC application, the output of the block with transfer function, 2
2 1 0k s k s k  ,  
is used. In practice the differentiators in this block will amplify any measurement 
noise from  Y s  with accentuation of high frequency components. This 
problem can be circumvented by adding a low pass noise filter to the correction 
loop (Dodds, 2013). Figure 4.91 shows an observer having the single loop 
correction with the added third order noise filter, having denominator polynomial 
coefficients, 2f , 1f  and 0f . Provided the correction loop is stable in that all the six 
poles lie in the left half of the s-plane then the error,  e t , will decay towards 
zero as required.  By choosing the filter poles sufficient large, they will have an 
insignificant impact on the observer’s ability to drive the error  e t  to zero, but 
in the extreme the measurement noise problem will resurface through too high a 
cut-off frequency. Suitable filter gains ( 2f , 1f , 0f ) are found as a part of the 
observer gain design, which is shown later on in this section. 
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Figure 4.91: Single correction loop observer with noise filter  
The restructured observer combined with LSF controller is shown in Figure 4.92 
applied to the throttle valve model instead of the triple integrator.  
 
Figure 4.92: Single correction loop observer aided LSF with integrator for 
steady state compensation 
As previously, the LSF controller and observer are designed separately, 
assuming that the separation principle applies (Franklin et al., 2002). This 
enables the LSF controller design of subsection 4.6.3.3 to be used. A block 
diagram of the observer is shown in Figure 4.93.  
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Figure 4.93: Observer with single loop correction controller 
It will be ensured that all six of the correction loop poles lie in the left half of the 
s-plane by pole placement using the filter coefficients, 0f , 1f  and 2f , as well as 
the gains, 0k , 1k  and 2k . This is actually similar to the approach in the 
polynomial control of section 4.8. The observer characteristic polynomial is 
given by 
 
2
0 2 1 0
3 2 3 2
2 1 0 2 1 0
1 0
b k s k s k
s a s a s a s f s f s f
 
   
     
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        
 (4.99) 
Using the settling time formula to design a non-oscillatory correction loop 
response for a sixth order system, 6n  , 
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 
 (4.100) 
where  21/ 2 soq T   and soT  is the settling time for the combined observer 
correction loop and the noise filter. It is important to note that with this approach 
the effective cut-off frequency will be of the same order as the correction loop 
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bandwidth, which will achieve more effective filtering than by the approach of 
designing the filter separately with a much higher bandwidth than the correction 
loop so as to avoid instability. Equating the characteristic polynomials equations 
(4.99) and (4.100), and solving the resulting six equations for the correction loop 
gains and filtering coefficients yields 
2f : 
 
2 2 2 26 6f a q f q a      (4.101) 
1f : 
 2 2
1 2 2 1 1 2 2 115 15f a f a q f q a f a        (4.102) 
0f : 
 3 30 2 1 1 2 0 0 2 1 1 2 020 20f a f a f a q f q a f a f a          (4.103) 
2k : 
  4 42 0 1 1 0 2 0 2 2 2 0 1 1 0 2 015 15 /a f a f a f b k q k q a f a f a f b          (4.104) 
1k : 
  5 51 0 0 1 0 1 1 1 0 0 1 06 6 /a f a f b k q k q a f a f b        (4.105) 
0k : 
  6 60 0 0 0 0 0 0 0/a f b k q k q a f b      (4.106) 
 
 
4.6.4 Simulation and Experimental results 
4.6.4.1 Linear State Feedback with Integrator for Steady State Error Elimination 
The LSF controller gains are designed as described in subsection 4.6.3.1, 
equations (4.76) to (4.79) with 0.1sT   [sec]. A dither signal is added to the 
control signal to reduce the effects of the static friction as described in 
subsection 4.4.3. The integrator anti-windup strategy is enabled to minimise the 
duration of the control saturation following the application of a step reference 
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input. The LSF controller is tested experimentally with three different reference 
input functions as described in subsection 4.3.3. The dSPACE system is used 
for the experiments as explained in subsection 4.3.2. 
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5. 
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.94.  
 
Figure 4.94: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses do not match the 
desired settling time and do not exhibit the intended closed loop dynamics. It 
should be mentioned that a simulation with the linear plant model and perfectly 
matched controller yielded the ideal step response. It was observed that control 
saturation did not occur during these oscillatory responses. This behaviour is 
therefore attributed to static friction. 
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Figure 4.95 shows the simulated and experimental closed loop response of the 
LSF controller with three different reference input functions, as described in 
subsection 4.3.3, which indicates oscillations in both the experimental and 
simulated responses, more so in the experimental one.  
 
Figure 4.95:  Experimental and simulated response of the LSF controller with 
steady state compensation  
Figure 4.96 shows the difference between the experimental and simulated 
responses. In view of the poor oscillatory experimental performance of this 
design, it is not taken further.  
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 Figure 4.96: The difference between the desired and the experimental closed 
loop response 
Since these differences are considerable, they are attributed to plant modelling 
errors, particularly in the area of the stick-slip friction, which causes a limit cycle 
with an integral term included in the controller, and the fact that the LSF 
controller is not robust with this particular pole placement. 
 
4.6.4.2 LSF Controller with Integrator for Steady State Error Elimination and 
Robust Pole Placement 
The LSF controller gains are determined as described in subsection 4.6.3.2, 
equation (4.83) to (4.86) with 0.1sT   [sec] and a robust pole-to-pole ratio of 50. 
A dither signal is added to the control signal to reduce the effects of the static 
friction as described in subsection 4.4.3. The integrator anti-windup strategy is 
enabled to minimise the saturation during the step reference input. The LSF 
controller is tested experimentally with three different reference input functions 
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as described in subsection 4.3.3. The dSPACE system is used for the 
experiments as explained in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5. 
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.97. 
 
Figure 4.97: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.98 shows the simulated and experimental closed loop responses.  
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Figure 4.98:  Experimental and simulated response of the LSF controller with 
integrator using robust pole placement  
Figure 4.99 shows very small differences between the desired and the 
experimental closed loop responses (Figure 4.98) Hence the robust pole 
placement has been very effective. 
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Figure 4.99: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the LSF controller during a spring break, 
at 1t   [sec], is simulated using the nonlinear throttle valve model, and the 
result is shown in Figure 4.100. It shows a good robustness against the 
disturbance, with little deviation from the throttle position demand. The 
oscillations on the control signal at 1.02 [sec]t   are the added dither signal 
that increases in amplitude when the control error, ry y , exceeds a preset 
threshold of 1% of the full scale movement range as described in subsection 
4.4.3. 
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Figure 4.100: LSF with integrator controller during a spring failure  
Figure 4.101 shows the difference between the desired (with ideal closed loop 
transfer function) and simulated closed loop step responses with different pole-
to-pole ratios. The nonlinear throttle valve plant model is used for these 
simulations with a settling time of 0.1sT   [sec]. The plot shows that the 
difference is getting smaller when the pole-to-pole ratio rises, indicating a better 
robustness for 5ppr  . For 1ppr  , the pole placement is coincident (non-robust) 
as in subsection 4.6.4.1 and the unacceptable oscillations are again evident.      
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Figure 4.101: Simulated closed loop response difference done for a number of 
different robust pole placement ratios 
The robustness against plant parameter deviations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The LSF 
gains are designed using a robust pole-to-pole ration of 20. The result of the 
parameter variation simulation is shown in Figure 4.102 for the maximum 
possible standard deviation of 10%  . The figure shows the operational 
envelope for 1000 simulation runs, where the blue and red lines are the 
minimum and maximum values. The nominal parameter closed loop controller 
response and controller output are shown in black. 
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Figure 4.102: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 10%  ) 
Further simulations were performed to find the standard deviation for other 
robust pole-to-pole ratios and the results are shown in Table 4.1.   
Table 4.1 
Pole ratio 20 30 40 50 
 [%] 10 14 15 16 
 
A standard deviation from 10 to 16%, Table 4.1, indicates that the estimated 
parameters used for the control gain design can vary significantly before having 
an impact on the performance of the controller.       
 
The sensitivity for the LSF controller is analysed in the frequency domain by 
using the relationship of equation (4.3) in subsection 4.3.4.1. This is done with 
the aid of the Matlab Control System Analysis Toolbox and the block diagram of 
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Figure 4.103 implemented in Simulink with  D s  as the input and  V s  as the 
output to obtain  CpS dB  . 
 
 
Figure 4.103: Control structure used to analyse the sensitivity  
The sensitivity of the LSF controller is shown in Figure 4.104 for a robust pole-
to-pole ratio of 20. The figure indicates a relatively low sensitivity, equivalent to 
high robustness. This corresponds well with the time domain result found by the 
above spring failure analysis and the Monte Carlo parameter variation 
simulations, in Table 4.1. Increasing the robust pole-to-pole ratio as per Table 
4.1 only enhance the robustness with a small amount. 
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Figure 4.104: LSF with integrator sensitivity 
This indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation.  
 
4.6.4.3 Observer Aided LSF Control with Integrator for Steady State Error 
Elimination and Robust Pole Placement 
The LSF controller gains are determined as described in subsection 4.6.3.3, 
equation (4.90) to (4.93) with 0.1sT   [sec] and a robust pole-to-pole ratio of 50. 
The observer gains are designed using equation (4.96) to (4.98) with 
/ 20so sT T . A dither signal is added to the control signal to reduce the effects 
of the static friction as described in subsection 4.4.3. The integrator anti-windup 
strategy is enabled to minimise the saturation during the step reference input. 
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reference input functions as described in subsection 4.3.3. The dSPACE 
system is used for the experiments as explained in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5. 
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.105. 
 
Figure 4.105: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.106 shows the simulated and experimental closed loop responses.  
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Figure 4.106:  Experimental and simulated response of the observer aided LSF 
controller with integrator using robust pole placement 
Figure 4.107 shows very small differences between the desired and the 
experimental closed loop response (Figure 4.106), again indicating that the 
robust pole placement has been very effective.  
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Figure 4.107: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the observer aided LSF controller during 
a spring break, at 1t   [sec], is simulated using the nonlinear throttle valve 
model, and the result is shown in Figure 4.108. It shows a good robustness 
against the disturbance, with little deviation from the throttle position demand. 
The oscillations on the control signal at 1.02 [sec]t   are the added dither 
signal that increases in amplitude when the control error, ry y , exceeds a 
preset threshold of 1% of the full scale movement range as described in 
subsection 4.4.3. 
0 1 2 3 4 5 6 7 8 9 10
-0.1
-0.05
0
0.05
0.1
0 1 2 3 4 5 6 7 8 9 10
-0.1
-0.05
0
0.05
0.1
0 5 10 15 20
-0.1
-0.05
0
0.05
0.1
Ramp
Pulse
D
if
fe
re
n
c
e
 b
e
tw
e
e
n
 d
e
s
ir
e
d
 r
e
s
p
o
n
s
e
 a
n
d
 a
c
tu
a
l 
re
s
p
o
n
s
e
 [
ra
d
]
Drive cycle
Time [sec]
  
4. Control Techniques and Performance Assessment 210 
 
 
Figure 4.108: Observer aided LSF controller during a spring failure 
The robustness against plant parameter variations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The LSF 
controller and the observer gains are designed as described in the start of this 
subsection. The result of the parameter variation simulation is shown in Figure 
4.109 for the maximum possible standard deviation of 15%  . The figure 
shows the operational envelope for 1000 simulation runs, where the blue and 
red lines are the minimum and maximum values. The nominal parameter closed 
loop controller response and controller output are shown in black. 
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Figure 4.109: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 15%  ) 
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the observer aided LSF controller is analysed in the 
frequency domain by using the relationship of equation (4.3) in subsection 
4.3.4.1. This is done with the aid of the Matlab Control System Analysis Toolbox 
and the block diagram of Figure 4.110 implemented in Simulink with  D s  as 
the input and  V s  as the output to obtain  CpS dB  . 
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Figure 4.110: Control structure used to analyse the sensitivity  
The sensitivity of the observer aided LSF controller is shown in Figure 4.111 for 
a robust pole-to-pole ratio of 50 and / 20so sT T . The figure indicates a 
relatively low sensitivity, equivalent to high robustness. This corresponds well 
with the time domain result found by the above spring failure analysis and the 
Monte Carlo parameter variation simulation.  
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Figure 4.111: Observer aided LSF control with integral term sensitivity 
 
4.6.4.4 Restructured Observer Aided LSF Control with Integrator for Steady 
State Error Elimination and Robust Pole Placement 
The LSF controller gains are determined as described in subsection 4.6.3.3, 
equation (4.90) to (4.93) with 0.1sT   [sec] and a robust pole-to-pole ratio of 50. 
The observer gains are designed using equation (4.101) to (4.106), subsection 
4.6.3.4, with / 10so sT T . A dither signal is added to the control signal to reduce 
the effects of the static friction as described in subsection 4.4.3. The integrator 
anti-windup strategy is enabled to minimise the saturation during the step 
reference input. The observer aided LSF controller is tested experimentally with 
three different reference input functions as described in subsection 4.3.3. The 
dSPACE system is used for the experiments as explained in subsection 4.3.2.  
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The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.112. 
 
Figure 4.112: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.113 shows the simulated and experimental closed loop responses.  
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Figure 4.113: Experimental and simulated response of the restructured 
observer aided LSF controller with integrator using robust pole placement 
Figure 4.114 shows very small differences between the desired and the 
experimental closed loop response (Figure 4.113), indicating yet again that the 
robust pole placement has been very effective.  
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Figure 4.114: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the observer aided LSF controller during 
a spring break, at 1t   [sec], is simulated using the nonlinear throttle valve 
model, and the result is shown in Figure 4.115. It shows a good robustness 
against the disturbance, with little deviation from the throttle position demand. 
The oscillations on the control signal at 1.02 [sec]t   are the added dither 
signal that increases in amplitude when the control error, ry y , exceeds a 
preset threshold of 1% of the full scale movement range as described in 
subsection 4.4.3.  
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Figure 4.115: Restructured observer aided LSF with integrator during a spring 
failure  
The robustness against plant parameter deviations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The LSF 
controller and the observer gains are designed as described in the start of this 
subsection. The result of the parameter variation simulation is shown in Figure 
4.116 for the maximum possible standard deviation of 15%  . The figure 
shows the operational envelope for 1000 simulation runs, where the blue and 
red lines are the minimum and maximum values. The nominal parameter closed 
loop controller response and controller output are shown in black. 
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Figure 4.116: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 15%  ) 
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the restructured observer aided LSF controller is analysed in 
the frequency domain by using the relationship of equation (4.3) in subsection 
4.3.4.1. This is done with the aid of the Matlab Control System Analysis Toolbox 
and the block diagram of Figure 4.117 implemented in Simulink with  D s  as 
the input and  V s  as the output to obtain  CpS dB  . 
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Figure 4.117: Control structure used to analyse the sensitivity  
The sensitivity of the restructured observer aided LSF controller is shown in 
Figure 4.118 for a robust pole-to-pole ratio of 50 and / 10so sT T . The figure 
indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation. 
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Figure 4.118: Restructured observer aided LSF control with integrator sensitivity 
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4.7 Observer Based Robust Control 
4.7.1 Introduction and Brief History 
The observer based robust control (OBRC) control technique was instigated in 
(Dodds, 2007) and further investigated in (Stadler et al., 2007) (Stadler, 2008)  
(Fallahi, 2013). In OBRC, an observer is used to estimate the external disturbance 
referred to the control input. Plant parametric uncertainties can be represented by 
part of such an external disturbance. The estimate from the observer is therefore a 
combination of plant parametric errors and physical external disturbances, if they 
exist. This disturbance estimate is added to the control signal with the aim of 
cancelling both the physical disturbance and the effects of the plant parameter 
errors.  
 
Let  mG s  be a model of the plant with transfer function,  G s , where an input, 
 eU s , exists so that    mY s Y s  as shown in Figure 4.119.  
 
Figure 4.119: Plant and model mismatch 
 
The signal  eU s  can be estimated by using the restructured observer from 
subsection 4.6.3.4, called the single correction loop observer. This employs a 
correction loop controller,  oH s , as shown in Figure 4.120. 
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Figure 4.120: Correction loop controller used for estimating the disturbance  eU s  
The closed loop transfer function,    mY s U s , depends on  mG s  and  oH s  as 
well as  G s , but if the correction loop controller is designed to achieve   0E s  , 
then    mY s Y s  so that          mY s U s Y s U s G s  . This, however, 
requires  oH s  to embody relatively large gains. 
 
Figure 4.121 shows Figure 4.120 with the plant represented by its model and the 
disturbance input as in Figure 4.119.  
 
Figure 4.121: Subtraction of  ˆeU s  from control input to compensate  eU s . 
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Through the action of the correction loop controller, the error,  E s , is maintained 
with negligible proportions regardless of  U s . It then becomes apparent that the 
disturbance estimate,  ˆeU s , may be used to reduce the effect of the actual 
disturbance,  eU s , by forming a primary control input,  U s , applied to both 
the plant and its model, from which  ˆeU s  is subtracted, as shown.  It is evident 
that in the hypothetical, ideal case of    ˆe eU s U s , the disturbance cancellation 
would be complete, giving a perfectly robust system. 
 
Next, it is possible to simplify the connections on the left hand side of the blocks 
of Figure 4.121, resulting in the block diagram of Figure 4.122, which is 
functionally identical. 
 
 
Figure 4.122: Input conversion block diagram 
It is now evident that the primary control variable,  U s , is applied directly to the 
plant model. Since the state variables of the plant model are available, they can 
be used to complete a linear state feedback model control loop, as shown in the 
complete OBRC block diagram of Figure 4.123. 
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Figure 4.123: Overall OBRC structure for a single input, single output plant 
 
4.7.2 Controller Design  
A third order OBRC with a LSF controller is shown in Figure 4.124 applicable to 
the throttle valve.  
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Figure 4.124: OBRC structure with a LSF controller 
For standard linear state feedback controllers using observers, the separation 
principle applies (Dodds, 2013) through the assumption of the plant and its 
model being identical. In OBRC, this assumption cannot be made but if the 
correction loop controller is first designed to maintain   0E s   regardless of the 
real plant, then the design of the LSF controller can be performed subsequently 
and separately from the observer as if the separation principle did apply. 
 
In view of the forgoing discussion, the complete closed loop control system 
dynamics are those of the LSF applied to the plant model. With reference to 
Figure 4.124, the relevant closed loop transfer function is 
 
 
     
0
3 2
2 0 3 1 0 2 0 0 1
ˆ
r
Y s r b
Y s s a b g s a b g s a b g
 
     
, (4.107) 
where r  is the reference input scaling coefficient needed for a unity DC gain. 
 
The plant model transfer function coefficients are calculated using the estimates 
of the physical plant parameters discussed in Chapter 2, as follows. 
 
 0 /a spring a xa R k L J  
    
2
1 / / / /spring x e t a x pl m a kinetic a xa k J k k L J N N R k L J    
2 /a a kinetic xa R L k J    
 0 /t pl a m xb k N L N J  
 
Designing the control loop by the method of pole assignment using the settling 
time formula for 3n  , the desired characteristic polynomial is  
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3
3 2
2 3
6 18 108 216
s s s s
s s s s
T T T T
 
     
 
 (4.108) 
where 
sT  is the settling time of the step response (5% criterion). Equating the 
polynomial (4.108) and the denominator from equation (4.107) yields the 
following gain formulae. 
3g : 
 2 0 3 3 2 0
18 18
/
s s
a b g g a b
T T
 
     
 
 (4.109) 
2g : 
 1 0 2 2 1 02 2
108 108
/
s s
a b g g a b
T T
 
     
 
 (4.110) 
1g : 
 0 0 1 1 0 03 3
216 216
/
s s
a b g g a b
T T
 
     
 
 (4.111) 
 
To find the value for r  the final value theorem is used with a unit-step input  
(   1/U s s ),   
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a b g b


 
   
 
 
 
   
      
 

   

 (4.112) 
 
For the observer, the correction loop controller parameters are found as in 
subsection 4.6.3.4. The correction loop characteristic polynomial is 
  
4. Control Techniques and Performance Assessment 227 
 
 
     
   
6 5 4 3
2 2 1 2 2 1 0 2 1 1 2 0
2
2 0 1 1 0 2 0 2 1 0 0 1 0 1 0 0 0 0
s f a s f a f a s f a f a f a s
a f a f a f b k s a f a f b k s a f b k
         
       
 (4.113) 
 
An initial simulation was carried out using multiple pole placement for the 
observer model correction loop and for the linear state feedback control loop, 
using the settling time formula for each, with various ratios between the two 
settling times, the observer settling time being shorter in all cases. The 
simulation results proved satisfactory with a linear plant model but unfortunately 
instability occurred with the full nonlinear model, this poor result being 
confirmed experimentally. The problem was attributed to the stick-slip friction. 
Subsequently the investigation was carried further by considering other pole 
placement patterns. As the correct operation of the observer model correction 
loop is critical, different pole placements were considered for this, the linear 
state feedback poles being left as previously. Satisfactory performance was 
found for the distributed observer correction loop pole pattern shown in Figure 
4.125. 
 
Figure 4.125: Individual pole placement used for OBRC 
In an attempt to achieve the desired robustness, the observer correction loop 
poles were separated from the multiple pole set of the linear state feedback 
loop whose settling time was sT , using the pole-to-pole dominance ratios, pp ir , 
(Dodds, 2013), for the thi  correction loop pole, ip , 1,2, ,6i  . The reason for 
this is that the dominated poles (in this case the observer correction loop poles) 
give the system more robustness through being produced by larger gains that 
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give the control loop stiffness that would not be obtained without this 
dominance. Given that no coincident correction loop pole location worked, the 
only choice was to spread the poles. This was done heuristically but with the 
constraint that minpp i ppr r . Referring to Figure 4.125, there are three dominant 
poles due to the linear state feedback loop and six dominated poles, 
ip . Let 
them be arranged such that 
1k kp p  , 2,3, ,6k  . The observer correction 
loop pole with the most influence is the one with the magnitude, 
1p . Let the 
dominant (LSF loop) pole location be dp . Then according to (Dodds, 2013),  
 
1
minpp
d
p
r
p
   (4.114) 
where min 5.4ppr  . The LSF loop settling time is given by 
 
 
3
1.5 1 6 6
s d
d d sn
n
T p
p p T


      (4.115) 
Then inequality (4.114) may be rewritten as 
 
min
1
6 pp
s
r
p
T
   (4.116) 
In this case, 0.1sT   [sec]. Then 1 324p  . 
The observer correction loop poles are chosen via ppir  as  
    
1,2, ,6
5.5,6,8.5,20,42.5,57.5ppi i
r

  (4.117) 
The corresponding pole magnitudes are then chosen as 
    
1,2, ,6
6
330,360,510,1200,2550,3450
pp i
i
s i
r
p
T

 
  
 
  (4.118) 
Using equation (4.117) the desired characteristic polynomial is then, 
     1 2 6.....s p s p s p    (4.119) 
The calculation of the characteristic polynomial is performed by using Matlab® 
numerically and the result is given in the form, 
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 6 5 4 3 2
5 4 3 2 1 0s d s d s d s d s d s d       (4.120) 
where nd  are the calculated coefficients for  0..5n   
Equating the polynomials (4.113) and (4.120) yields 
2f : 
 2 2 5 2 5 2f a d f d a      (4.121) 
1f : 
 1 2 2 1 4 1 4 2 2 1f a f a d f d a f a        (4.122) 
0f : 
 0 2 1 1 2 0 3 0 3 2 1 1 2 0f a f a f a d f d a f a f a          (4.123) 
2k : 
  2 0 1 1 0 2 0 2 2 2 2 2 0 1 1 0 2 0/a f a f a f b k d k d a f a f a f b          (4.124) 
1k : 
  1 0 0 1 0 1 1 1 1 1 0 0 1 0/a f a f b k d k d a f a f b        (4.125) 
0k : 
  0 0 0 0 0 0 0 0 0 0/a f b k d k d a f b      (4.126) 
 
 
4.7.3 Simulation and Experimental results 
The OBRC’s gains are determined as described in subsection 4.7.2. The LSF 
structures gains are found using equation (4.109) to (4.111) with 0.1sT   [sec] 
and the OBRCs correction loop gains are found by placing the six poles 
individually with a robust pole ratio of equation (4.117). A dither signal is added 
to the control signal to reduce the effects of the static friction as described in 
subsection 4.4.3. No integrator anti-windup strategy is enabled during the 
experiments. The OBRC is tested experimentally with three different reference 
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input functions as described in subsection 4.3.3. The dSPACE system is used 
for the experiments as explained in subsection 4.3.2. 
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.126. 
 
Figure 4.126: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.127 shows the simulated and experimental closed loop responses.  
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Figure 4.127: Experimental and simulated response of the OBRC 
Figure 4.128 shows very small differences between the desired and the 
experimental closed loop responses (Figure 4.127), resulting from the 
robustness of this control technique. 
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Figure 4.128: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the OBRC during a spring break, at 1t   
[sec], is simulated using the nonlinear throttle valve model, and the result is 
shown in Figure 4.129. It shows a good robustness against the disturbance, 
with little deviation from the throttle position demand.  
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Figure 4.129: OBRC during a spring failure 
The robustness against plant parameter variations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The result of 
the parameter variation simulation is shown in Figure 4.130 for the maximum 
possible standard deviation of 10%  . The figure shows the operational 
envelope for 1000 simulation runs, where the blue and red lines are the 
minimum and maximum values. The nominal parameter closed loop controller 
response and controller output are shown in black. 
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Figure 4.130: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 10%  )  
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the OBRC is analysed in the frequency domain by using the 
relationship of equation (4.3) in subsection 4.3.4.1. This is done with the aid of 
the Matlab Control System Analysis Toolbox and the block diagram of Figure 
4.131 implemented in Simulink with  D s  as the input and  V s  as the output 
to obtain  CpS dB  . 
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Figure 4.131: Control structure used to analyse the sensitivity 
The sensitivity of the OBRC is shown in Figure 4.132. The figure indicates an 
average sensitivity, equivalent to average robustness. This corresponds well 
with the time domain result found by the above spring failure analysis and the 
Monte Carlo parameter variation simulation.  
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Figure 4.132: OBRC sensitivity 
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4.8 Polynomial Control 
4.8.1 Introduction and Brief History 
Any linear controller for SISO plants with two inputs,  rY s ,  Y s  and one 
output   U s  can be represented by the general transfer function relationship, 
          r r yU s G s Y s G s Y s   (4.127) 
This is illustrated pictorially in Figure 4.133 for a control system employing a 
PID controller.   
 
Figure 4.133: a) PID controller converted into the b) basic linear SISO controller 
form 
Using Mason’s formula on the PID control structure in Figure 4.133 a) with 
 G s  removed, 
      
2 2
d p i d p i
r
k s k s k k s k s k
U s Y s Y s
s s
      
    
      
 (4.128) 
Comparing equation (4.127) and equation (4.128) then shows that the two 
transfer functions of the general linear SISO form are identical and given by
     2 /r y d p iG s G s k s k s k s    . 
The polynomial controller has a different structure to the general SISO form of 
Figure 4.133 but is also general in that it can represent any other linear SISO 
controller. Its name is due to the polynomials of its transfer functions being 
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shown explicitly, its design being via the choice of their coefficients. It is 
particularly interesting since it only requires  rY s  and  Y s  as inputs but can 
be designed by complete pole assignment for any linear plant if an accurate 
model is available. Before this, the only available linear controller with this 
capability was the linear state feedback controller supported by an observer that 
had to be designed separately. 
 
Before proceeding further, it must be stated that the polynomial controller has 
precisely the same structure as the now well established RST controller, which 
is a digital controller formulated in the z-domain (Landau and Zito, 2006). The 
RST controller is already used by the process industry in a wide range of 
different applications. Figure 4.134 shows the block diagram of a general 
control system employing this controller. 
 
 
Figure 4.134: Digital R-S-T controller canonical structure 
The acronym, RST, just consists of the symbols used for the polynomials of the 
controller. It is really a polynomial controller and this more descriptive title is 
preferred in this work, particularly as it will be considered in the s-domain.  
 
The purposes of the components of the RST controller are as follows.  
 R z : Polynomial of a specific degree whose coefficients can be used for 
design of the controller by pole assignment.   
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 S z : A polynomial of a certain minimum order that renders the controller 
realisable by ensuring that it is a causal system (i.e., its output can be 
calculated using present and past known values of its inputs, in contrast to 
future values that are unknown) and whose coefficients can also be used for 
design of the controller by pole assignment. This also provides a filtering 
function to alleviate the effects of measurement noise. 
 T z : Reference input polynomial that can be used to cancel the closed loop 
poles for dynamic lag compensation. 
 
The transfer function relationship of the RST controller can be expressed in the 
form of equation (4.127), but in the z-domain, using Figure 4.134, as follows.  
  
 
 
 
 
 
 r
R z T z
U z Y z Y z
S z S z
   (4.129) 
It is therefore possible to realise a wide range of different controllers within the 
RST controller. The design procedure for determining the polynomials of the 
RST controller given by (Landau and Zito, 2006) is different from that developed 
here, which is a straightforward pole placement procedure based on the settling 
time formula of Dodds (2013), that applies in the continuous s-domain as well 
as the discrete z-domain. 
 
 
4.8.2 Basic Polynomial Controller 
The Polynomial Controller structure, shown in Figure 4.135, is identical to that 
of the RST controller but a different notation is used for the controller 
polynomials to avoid confusion with the RST controller, which is strictly 
formulated in the discrete time domain.  
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Figure 4.135: The general structure of the Polynomial control system 
The polynomial controller is considered in the s-domain henceforth or the z-
domain (Dodds, 2013).  
 
The transfer function relationship of this controller is obtained from Figure 4.135 
as 
  
 
 
 
     
1
r
R s
U s Y s H s Y s
F s Z s
 
   
  
 (4.130) 
The purposes of the component polynomials are similar to those already stated 
in subsection 4.8.1 in the z-domain for the RST controller but, in part, have 
different interpretations in the continuous s-domain and are therefore given 
again as follows. 
 H s : Feedback polynomial with a minimum number of coefficients equal to 
its degree, hn , sufficient to enable design of the controller by 
complete pole placement.   
 F s : Filter polynomial with a minimum number of coefficients equal to its 
degree, fn , that avoids having to estimate the output derivatives that 
would otherwise be required to implement  H s , the transfer 
function,  1/ F s  also forming a low pass filter that avoids 
amplification of high frequency components of measurement noise 
that would otherwise occur due to the presence of  H s .  
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 R s :  Pre-compensator numerator polynomial for cancellation of the closed 
loop poles, if needed, to achieve zero dynamic lag between  ry t  
and  y t .  
 Z s :  Pre-compensator denominator polynomial for cancellation of any 
closed loop zeros, if necessary, to prevent over/under-shooting of the 
step response that would otherwise occur, or as part of the process 
of achieving zero dynamic lag, in conjunction with  R s . In the 
throttle valve application, errors due to stick-slip friction are reduced 
by using short settling times, while respecting the stability limits set 
by the sampling time and any position sensor lag, to ‘tighten’ the 
control loop but this can cause too much throttle activity in normal 
operation. To overcome this problem, the short control loop settling 
time is maintained while the overall settling time is increased using 
external pole placement via  Z s . 
 
The pre-compensator polynomials may be written as  
    
0 0
and
r zn n
i i
i i
i i
R s r s Z s z s
 
    (4.131) 
It should be noted that to independently place all the zeros of the pre-
compensator, only rn  of the 1rn   coefficients of  R s  are needed. Similarly, 
only zn  of the 1zn   coefficients of  Z s  are needed to independently place all 
the poles of the pre-compensator. To fix the DC gain,    0 0rY Y , of the control 
system to unity, which is usual, the DC gain,    0 0r rY Y , of the pre-
compensator has to be set equal to the reciprocal of the DC gain,    0 0rY Y   , 
of the feedback control loop. For this, one more coefficient is needed. This will 
be done by normalisation with respect to the coefficient of z
ns  in  Z s , i.e., 
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0 1z    (4.132) 
Then the DC gain of the control system is 0r  . 
 
The closed loop transfer function obtained from Figure 4.135 is 
 
 
 
 
 
 
       r
Y s R s B s
Y s Z s A s F s B s H s


 (4.133) 
The pole placement design of the feedback control loop, however, may be 
carried out independently from that of the pre-compensator and this uses its 
characteristic polynomial, 
        A s F s B s H s  (4.134) 
 
The coefficients of the polynomials, 
    
0 0
and
h fn n
i i
i i
i i
H s h s F s f s
 
    (4.135) 
As will be seen,  F s  may be normalised with respect to the coefficient of fns  
without preventing the system from being designable by complete pole 
placement (Dodds, 2013). Thus 
 1
fn
f    (4.136) 
 are used for the pole placement.  
 
The plant transfer function polynomial coefficients are given by 
    
0 0
and
a bn n
i i
i i
i i
A s a s B s b s
 
     (4.137) 
where a bn n . No loss of generality is suffered by normalisation w.r.t. the 
coefficient of a
n
s . Hence 
 1
an
a    (4.138) 
The order of the feedback control loop is equal to the degree of the 
characteristic polynomial (4.134), which is 
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                    max deg ,deg max ,a f b hN A s F s B s H s n n n n      (4.139) 
A system design constraint is that the degree of  H s  is limited so as to avoid 
any algebraic loops, requiring that the relative degree of the loop transfer 
function is positive. By inspection of Figure 4.135, the loop transfer function is 
  
 
 
 
 
.
B s H s
L s
A s F s
   (4.140) 
The relative degree is therefore 
    a f b hr n n n n      (4.141) 
and since 0r  , it follows that  
    a f b hn n n n     (4.142) 
In view of equation (4.139) and inequality (4.142), the system order has to be 
 a fN n n    (4.143) 
For complete pole placement to be possible, then the total number of 
independently adjustable controller parameters has to be equal to N . The only 
adjustable parameters are the 1hn   coefficients of  H s  and the fn  
coefficients of  F s . Hence 
 1h fn n N     (4.144) 
In view of (4.143) and (4.144), 
 1 1h f a f h an n n n n n         (4.145) 
A final design constraint is that the degree of  F s  needs to be sufficiently high 
to avoid amplification of the high frequency components of measurement noise 
due to the differentiating action of  H s . With reference to Figure 4.135, this 
requires the relative degree of the transfer function,    H s F s , to be non-
negative.  Thus 
 f hn n  (4.146) 
Then from inequality (4.146) and equation (4.145),      
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 1f h an n n    (4.147) 
Finally, to achieve a unity closed loop DC gain the coefficient 
0r  of  R s  can be 
used. The required value for 0r  can be found by setting 0s   in transfer 
function (4.133) and then equating this to unity. Thus, recalling 
0 1z   (equation 
(4.132), 
 
 
   
0 0 0 0 0 0
, 0
0 0 0 0 0 0
0
1
0
DC CL
r
Y r b a f b h
K r
Y z a f b h b
 
    

 (4.148) 
The details of the pole placement design will be presented in subsection 4.8.4 
applied to the throttle linear valve model. 
 
 
4.8.3 Polynomial Control with Additional Integrator for Zero Steady State 
Error in the Step Response 
The polynomial control in its original form will allow a steady state error to occur 
in the step response due to the friction of the throttle valve. This problem can be 
circumvented by adding an extra integrator in the forward path of the control 
loop, as shown in Figure 4.136.    
 
Figure 4.136: Polynomial control of throttle valve with additional integrator 
It is evident from this figure that the additional integrator and the throttle valve 
together can be considered as the plant to control with control input,  U s  , for 
the purpose of determining the controller polynomials. This will be referred to as 
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the augmented plant. Then the theory of sub-section 4.8.2 can be applied 
directly.  
The augmented plant order is that for the throttle valve plus that of the the extra 
integrator, i.e., 3 1 4N    , the augmented plant transfer function being 
         
 
 
 
 
0 0
3 2 4 3 2
2 1 0 2 1 0
1
'
Y s B s b b
G s
U s A s s s a s a s a s a s a s a s
   
          
  
 0
4 3 2
3 2 1 0
b
s a s a s a s a

   
 (4.149) 
 in the standard form, where 
 3 2 2 1 1 0 0, , and  0a a a a a a a        (4.150) 
 
 
4.8.4 Controller Design 
4.8.4.1 Polynomial Control with Additional Integrator for Steady State Error 
Elimination 
The design of the control system of Figure 4.136 by pole assignment will now 
be presented together with the results of a preliminary simulation that 
necessitated a change to robust pole assignment, which is explained within this 
subsection. 
 
First, the degrees of the controller polynomials,  F s ,  H s  are determined by 
(4.147). Thus 
 1 4 1 3 1 3h a f an n n n          
Hence for the minimum order system, 3fn   . Hence  
 
  3 22 1 0
1 1
F s s f s f s f

  
 (4.151) 
   3 23 2 1 0H s h s h s h s h     (4.152) 
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Using equation (4.148) to determine  0r  yields 
                                                  
0
0 0 0 0
0 0
0 0a
a f b h
r h
b


   (4.153) 
The details of the polynomial controller are shown in Figure 4.137.  
 
Figure 4.137: Control system of Figure 4.136 showing controller polynomials 
Equating the closed loop characteristic polynomial (4.134) to the desired 
characteristic polynomial, which has to be of the same degree, yields 
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       1 0d s d
 (4.154) 
where id  0,1, ,6i  , are the desired polynomial coefficients.  
Figure 4.138 shows the structure used to implement the polynomial controller of 
Figure 4.137 where the controller polynomial coefficients (i.e., the controller 
gains) are found by first setting the desired characteristic polynomial using 
equation (4.154). 
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Figure 4.138: Implementation of the Polynomial control with additional integrator 
Initially the pole placement was carried out using the settling time formula (5% 
criterion) with multiple placements of all seven poles. Then 
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where s12p T . The desired polynomial coefficients are then  
 2 3 4 5 6 7
6 5 4 3 2 1 07 , 21 , 35 , 35 , 21 , 7 and  d p d p d p d p d p d p d p        
 (4.155) 
This worked with the linear throttle valve model in the simulation. Unfortunately, 
however, the system immediately saturated when substituting the nonlinear 
model of subsection 2.5. This was attributed to the stick-slip friction combined 
with the control saturation limiting. In view of the potential of robust control 
techniques to accommodate plant nonlinearities, the technique of robust pole 
assignment introduced in subsection 4.4.2.2 was applied. This entailed placing 
one pole with a relatively large value, implicitly introducing relatively high gains 
to give the robustness while the remaining poles, which dominate the closed 
loop dynamics, are placed coincidently using the settling time formula. The 
desired characteristic polynomial is then 
  
1
1.5 3
N
s s pp
N
D s s s
T T r

  
    
    
  (4.156) 
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Here, 
ppr  is the pole-to-pole dominance ratio (Dodds, 2013), which ensures that 
the 1N   poles placed using the settling time formula are dominant as well as 
ensuring that the single dominated pole is sufficiently large to give the system 
robustness. Again, this did not work correctly with the full nonlinear model of 
subsection 2.5, even with 60ppr  . The relevant closed loop step response 
simulation is shown in Figure 4.139, with 1rY   [rad]. It is evident that the 
controller output saturates and throttle valve hits the hard stop.  
 
Figure 4.139: Closed loop step response with one fast pole 
In a further attempt to solve the problem, the robust pole placement principle 
was extended to have more than one ‘fast’ pole, with the idea that this could 
produce more robustness. Here, the set of N  closed loop poles are split into to 
two groups of dn  dominant poles and rn  robust poles. Then the dn  dominant 
poles are placed using the settling time formula and the rn  robust poles are linked 
to the dominant poles by the pole-to-pole dominance ratio ppr . Then the desired 
closed loop characteristic polynomial is 
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  
   1.5 1 1.5 1
rd
nn
d r
s s pp
n n
D s s s
T T r
   
    
    
 (4.157) 
where 
d rn n N  . 
Good simulation results were obtained with 4dn   and 3rn  , these are 
presented in subsection 4.8.5.1. The design equations for this case are as 
follows. The desired closed loop characteristic polynomial is 
      
4 3
D s s p s q    (4.158) 
where 7.5 sp T  and 6 pp sq r T . 
Hence, 
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 
 
 
 
4 3 2 2 3 4 3 2 2 3
7 6 2 2 5
3 2 2 3 4
4 3 2 2 3 3
4 2 3 3 2 2
2 4 3 3 3 4
4 6 4 3 3
3 4 6 12 3
4 18 12
12 18 4
3 12 6
3 4
D s s ps p s p s p s qs q s q
s q p s p qp q s
p qp q p q s
p qp q p q p s
qp q p q p s
q p q p s q p
       
     
   
   
  
  
 (4.159) 
Substituting  D s  in equation (4.154) using (4.159) yields the following 
equations for the controller polynomial coefficients. 
2f : 
 2 2 2 23 4 3 4a f q p f q p a        (4.160) 
1f : 
 2 2 21 2 2 1 1 1 2 26 12 3 6 12 3a f a f p qp q f p qp q a f a            (4.161) 
0f : 
 
3 2 2 3
0 1 2 2 1 0
3 2 2 3
0 0 1 2 2 1
4 18 12
4 18 12
a a f a f f p qp q p q
f p qp q p q a a f a f
       
      
 (4.162) 
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3h : 
 
 
4 3 2 2 3
0 2 1 1 2 0 0 3
4 3 2 2 3
3 0 2 1 1 2 0 0
12 18 4
12 18 4 /
a f a f a f b h p qp q p q p
h p qp q p q p a f a f a f b
       
      
 (4.163) 
2h : 
 
 
4 2 3 3 2
0 1 1 0 0 2
4 2 3 3 2
2 0 1 1 0 0
3 12 6
3 12 6 /
a f a f b h qp q p q p
h qp q p q p a f a f b
     
    
 (4.164) 
1h : 
  2 4 3 3 2 4 3 30 0 0 1 1 0 0 03 4 3 4 /a f b h q p q p h q p q p a f b        (4.165) 
0h : 
  3 4 3 40 0 0 0/b h q p h q p b    (4.166) 
0r : 
 0 0r h  (4.167) 
 
 
4.8.4.2 Reduced Order Polynomial Control with Additional Integrator for Steady 
State Error Elimination 
In this subsection, a polynomial controller is designed using the reduced order 
throttle valve model from subsection 2.6, equation (2.42). It will be recalled that 
this was obtained by removing the armature inductance resulting in a second 
order model. As in subsection 4.8.4.1, an additional integrator is inserted at the 
plant input for the purpose of avoiding a steady state error in the step response. 
The complete control system block diagram is shown in Figure 4.140. 
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Figure 4.140: Polynomial control with additional integrator and a second order 
plant model used for the controller design 
Following the same procedure as in subsection 4.8.4.1, the closed loop 
characteristic polynomial,        A s F s B s H s  is equated to the desired 
characteristic polynomial,   D s , to yield 
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  
     
 (4.168) 
where id  0,1, ,4i  , are the desired polynomial coefficients.  
 
Good simulation results were obtained using the desired closed loop 
characteristic polynomial given by (4.157) for the robust pole placement with 
3dn   and 2rn  . These are presented in subsection 4.8.5.2. The design 
equations for this case are as follows. The desired closed loop characteristic 
polynomial is 
      
3 2
D s s p s q    (4.169) 
where 6 sp T  and 4.5 pp sq r T . 
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3 2 2 3 2 2
5 4 2 2 3
3 2 2 2 2 2 3 2 3
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D s s ps p s p s qs q
s q p s p qp q s
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     
 (4.170) 
Substituting  D s  in equation (4.168) using (4.170) yields the following 
equations for the controller polynomial coefficients. 
1f : 
 1 1 1 12 3 2 3f a q p f q p a         (4.171) 
0f : 
 
2 2
0 1 1 0
2 2
0 1 1 0
3 6
3 6
f a f a p qp q
f p qp q a f a
      
     
 (4.172) 
2h : 
 
 
3 2 2
1 0 0 1 0 2
3 2 2
2 1 0 0 1 0
6 3
6 3 /
a f a f b h p qp q p
h p qp q p a f a f b
      
     
 (4.173) 
1h : 
  2 2 3 2 2 30 0 0 1 1 0 0 03 2 3 2 /a f b h p q qp h p q qp a f b         (4.174) 
0h : 
  2 3 2 30 0 0 0/b h q p h q p b    (4.175) 
0r : 
 0 0r h  (4.176) 
 
 
 
4.8.4.3 Obtaining Larger Settling Times using the Precompensator 
Figure 4.141 shows the results of an investigation by simulation of attempting to 
increase the settling time through values likely to be specified by users of the 
control system.  
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Figure 4.141: Simulated closed loop response step response at  
 0.2 0.3 0.4sT   [sec] 
As is evident, if a settling time longer than 0.1 second is required, the gains of 
the control loop are insufficient to produce enough actuator torque to overcome 
the static friction resulting in limit cycle oscillations. These increase in amplitude 
as sT  is increased because a larger position error is needed to generate the 
minimum torque needed to produce movement. In the extreme, for s 0.4T   
sec., the theoretical limit cycle amplitude exceeds the end stop limits so no limit 
cycle can occur, the system instead staying at the limit. This problem can be 
circumvented by introducing a precompensator with a dominant pole placed to 
yield the required settling time, having previously designed the polynomial 
control loop to have a sufficiently short settling time and associated high gains 
to overcome the static friction. 
 
The polynomial control loop was designed using robust pole placement as 
described in subsection 4.8.4.1. The specified settling time is now that of the 
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precompensator which will be denoted by 
spT . Then the polynomial control loop 
settling time (not now realised by the actual system) is set to a value shorter 
than the minimum needed to overcome the static friction problem. Setting 
/ 5s spT T  was found to be sufficient. 
The precompensator is designed using settling time formula (4.12) with 1n  . 
Thus 
 
 
 
 
 
'
3
3
spr
r
sp
TR s Y s
Z s Y s
s
T
 

 (4.177) 
Figure 4.142 shows a closed loop step response simulation of the polynomial 
controller and the nonlinear throttle valve model, using a precompensator with 
 0.2 0.3 0.4spT  , noting that, for comparison purposes, they are the same 
as the values of 
sT  set to produce the results of Figure 4.141.  
 
Figure 4.142: Simulated closed loop response step response using a 
precompensator with the settling time  0.2 0.3 0.4spT  sec  
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It is evident that satisfactory performance has now been achieved. 
 
 
4.8.5 Simulation and Experimental results 
4.8.5.1 Polynomial Control with Additional Integrator for Steady State Error 
Elimination 
The polynomial controller gains are determined as described in subsection 
4.8.4.1, equation (4.160) to (4.167) with 0.1sT   [sec], two groups of poles, 
4pn   and 3qn  , and a robust pole-to-pole ratio of 40. A dither signal is added 
to the control signal to reduce the effects of the static friction as described in 
subsection 4.4.3. The integrator anti-windup strategy is enabled to minimise the 
saturation during the step reference input. The polynomial controller is tested 
experimentally with three different reference input functions as described in 
subsection 4.3.3. The dSPACE system is used for the experiments as explained 
in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.143. 
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Figure 4.143: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.144 shows the simulated and experimental closed loop responses.  
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Figure 4.144: Experimental and simulated response of the polynomial controller 
Figure 4.145 shows very small differences between the desired and the 
experimental closed loop responses (Figure 4.144), which is attributed to the 
robust pole placement.  
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Figure 4.145: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the polynomial controller during a spring 
break, at 1t   [sec], is simulated using the nonlinear throttle valve model, and 
the result is shown in Figure 4.146. It shows a good robustness against the 
disturbance, with little deviation from the throttle position demand. 
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Figure 4.146: Polynomial controller during a spring failure 
The robustness against plant parameter variations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The 
polynomial controller’s gains are designed using a robust pole-to-pole ration of 
40. The result of the parameter variation simulation is shown in Figure 4.147 for 
the maximum possible standard deviation of 14%  . The figure shows the 
operational envelope for 1000 simulation runs, where the blue and red lines are 
the minimum and maximum values. The nominal parameter closed loop 
controller response and controller output are shown in black. 
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Figure 4.147: Maximum / minimum throttle position and DC motor voltage 
envelope at a pole group ratio = 40  (Standard deviation: 14%  )  
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the implemented polynomial controller is analysed in the 
frequency domain by using the relationship of equation (4.3) in subsection 
4.3.4.1. This is done with the aid of the Matlab Control System Analysis Toolbox 
and the block diagram of Figure 4.148 implemented in Simulink with  D s  as 
the input and  V s  as the output to obtain  CpS dB  . 
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Figure 4.148: Control structure used to analyse the external disturbance 
sensitivity  
The sensitivity result is shown in Figure 4.149. 
 
Figure 4.149: Polynomial control sensitivity  
This indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation.  
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4.8.5.2 Reduced Order Polynomial Control with Additional Integrator for Steady 
State Error Elimination 
Figure 4.150 shows the implementation version of the polynomial controller of 
Figure 4.140 applied to the non-reduced third order throttle valve model to test 
the ability of the simpler controller designed using the reduced order model. 
 
 
Figure 4.150: Implementation of the Polynomial control with additional integrator 
The polynomial controller gains are determined as described in subsection 
4.8.4.2, equation (4.171) to (4.176) with 0.1sT   [sec], two groups of poles, 
3pn   and 2qn  , and a robust pole-to-pole ratio of 60. A dither signal is added 
to the control signal to reduce the effects of the static friction as described in 
subsection 4.4.3. The integrator anti-windup strategy is enabled to minimise the 
saturation during the step reference input. The polynomial controller is tested 
experimentally with three different reference input functions as described in 
subsection 4.3.3. The dSPACE system is used for the experiments as explained 
in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
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First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.151. 
 
Figure 4.151: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.152 shows the simulated and experimental closed loop responses.  
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Figure 4.152: Experimental and simulated response of the polynomial controller 
Figure 4.153 shows very small differences between the desired and the 
experimental closed loop responses (Figure 4.152), which is attributed to the 
robust pole placement.  
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Figure 4.153: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the LSF controller during a spring break, 
at 1t   [sec], is simulated using the nonlinear throttle valve model, and the 
result is shown in Figure 4.154. It shows a good robustness against the 
disturbance, with little deviation from the throttle position demand. The 
oscillations on the control signal at 1.02 [sec]t   are the added dither signal 
that increases in amplitude when the control error, ry y , exceeds a preset 
threshold of 1% of the full scale movement range as described in subsection 
4.4.3. 
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Figure 4.154: Polynomial controller during a spring failure 
The robustness against plant parameter variations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The 
polynomial controller’s gains are designed using a robust pole-to-pole ration of 
60. The result of the parameter variation simulation is shown in Figure 4.155 for 
the maximum possible standard deviation of 15%  . The figure shows the 
operational envelope for 1000 simulation runs, where the blue and red lines are 
the minimum and maximum values. The nominal parameter closed loop 
controller response and controller output are shown in black. 
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Figure 4.155: Maximum / minimum throttle position and DC motor voltage 
envelope at a pole group ratio = 60  (Standard deviation: 15%  )  
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the polynomial controller is analysed in the frequency domain 
by using the relationship of equation (4.3) in subsection 4.3.4.1. This is done 
with the aid of the Matlab Control System Analysis Toolbox and the block 
diagram of Figure 4.156 implemented in Simulink with  D s  as the input and 
 V s  as the output to obtain  CpS dB  . 
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Figure 4.156: Control structure used to analyse the external disturbance 
sensitivity  
The sensitivity result is shown in Figure 4.157 
 
Figure 4.157: Polynomial control sensitivity  
This indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the above spring failure 
analysis and the Monte Carlo parameter variation simulation.  
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4.8.5.3 Obtaining Larger Settling Times using the Precompensator 
The polynomial controller gains are determined as described in subsection 
4.8.4.1, equation (4.160) to (4.167) with / 5s spT T  [sec], two groups of poles, 
4pn   and 3qn  , a robust pole-to-pole ratio of 16 and a precompensator with 
a settling time 0.2spT   [sec]. A dither signal is added to the control signal to 
reduce the effects of the static friction as described in subsection 4.4.3. The 
integrator anti-windup strategy is enabled to minimise the saturation during the 
step reference input. The polynomial controller is tested experimentally with 
three different reference input functions as described in subsection 4.3.3. The 
dSPACE system is used for the experiments as explained in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.158. 
 
Figure 4.158: Closed loop step response, from 0.2 to 1.3 [rad] 
1.4 1.5 1.6 1.7 1.8 1.9 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
T
h
ro
tt
le
 p
o
s
it
io
n
 [
ra
d
]
Time [sec]
0.2
s
T 
Simulated
Experimental
Desired closed loop response
Reference input
  
4. Control Techniques and Performance Assessment 270 
 
The vertical black lines mark the nominal settling time of 0.2 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.159 shows the simulated and experimental closed loop responses.  
 
Figure 4.159: Experimental and simulated response of the polynomial controller 
Figure 4.160 shows small differences between the desired and the experimental 
closed loop responses (Figure 4.159), which, again, attributed to the robust pole 
placement.  
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Figure 4.160: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the polynomial controller during a spring 
break, at 1t   [sec], is simulated using the nonlinear throttle valve model, and 
the result is shown in Figure 4.161. It shows a good robustness against the 
disturbance, with little deviation from the throttle position demand.    
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Figure 4.161: Polynomial controller during a spring failure 
The robustness against plant parameter variations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The 
polynomial controller’s gains are designed using a robust pole-to-pole ration of 
16. The result of the parameter variation simulation is shown in Figure 4.162 for 
the maximum possible standard deviation of 11%  . The figure shows the 
operational envelope for 1000 simulation runs, where the blue and red lines are 
the minimum and maximum values. The nominal parameter closed loop 
controller response and controller output are shown in black. 
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Figure 4.162: Maximum / minimum throttle position and DC motor voltage 
envelope at a 0.2sT   sec and a pole group ratio = 16  (Standard deviation: 
11%  )  
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
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4.9 Sliding Mode Control and its Relatives 
4.9.1 Introduction and Brief History 
Variable Structure Control (VSC) systems were introduced by Emelyanov 
among others in 1960s, but only in Russian. The VSC is a form of a 
discontinuous nonlinear controller in which, effectively, the control variable of 
the plant is switched between the outputs of two controllers connected 
permanently to the plant measurement variables, as shown in Figure 4.163. 
 
 
Figure 4.163: A basic variable structure control system 
The purpose of such a controller is to achieve robustness with respect to plant 
parametric uncertainties and external disturbances, i.e., the dynamic response 
of  y t
 
to  ry t  is as intended in the control system design and is not 
significantly influenced by unknown plant parameter changes and external 
disturbances. Whether or not this is attained depends upon the state 
representation, the only suitable one being 
 
 
 1T rk y y y y
 
 
x  (4.178) 
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where r  is the relative degree of the plant and k  is a known constant. For a 
linear plant with transfer function, 
 
 
 
 
y s N s
u s D s
 ,    deg degr D s N s        . In 
more general terms, and in the time domain, which applies to nonlinear as well 
as linear plants, r  is the lowest order derivative of  y t  that depends 
algebraically on  u t , in the sense that a step change in  u t  causes a step 
change in    ry t  at the same instant.  
The intended operational mode of the VSC system is the sliding mode. The 
switching law in Figure 4.163 is of the form 
                                           rsgn ,u t S y    x  (4.179) 
The basic control objective is to drive  r,S yx  to zero and then maintain this 
condition. The equation 
  r, 0S y x   (4.180) 
defines a switching boundary of dimension, 1n  , in the n -dimensional state 
space for a SISO plant. In the literature (Utkin et al., 1999) the term, switching 
manifold, is frequently used, which refers to several concurrent switching 
boundaries, one for each control variable of a multivariable plant. Since the 
research undertaken here is restricted to SISO plants, the term, switching 
boundary will be used. If the state trajectories,  tx  for maxu u   and  t
x  for 
maxu u  , under switching law equation (4.179) are directed towards the 
boundary equation (4.180) from both sides in a finite region on the boundary 
including the point where the state trajectory first meets the switching boundary, 
then after this event, the control,  u t , will switch at a high frequency and with a 
varying mark-space ratio so as to hold the state point on the boundary. 
Generally, the state point is free to move in the boundary. The manner in which 
it moves depends on the closed loop system differential equation, which is 
determined by equation (4.180). If   r,S yx  is designed correctly, then the state 
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will converge to a point at which 
ry y  and the behaviour of  y t  during this 
convergence will be as desired. Since during this convergence, the state point 
appears to slide in the boundary, then the system is defined to be operating in a 
sliding mode. Specifically, if the state representation is according to equation 
(4.178) then the closed loop differential equation determined by equation 
(4.180) becomes 
 
  1 r, , , , , 0rS y y y y y  . (4.181) 
In the 1970’s a book from Itkis (Referenced in (Spurgeon and Edwards, 1998)) 
and a paper (Utkin, 1977) was published in English investigating the Sliding 
Mode Control (SMC). Since then a variety of publications have emerged; Books 
(Spurgeon and Edwards, 1998), (Sabanovic et al., 2004), (Dodds, 2013), and in 
particular one paper should be mentioned ‘A Control Engineer's Guide to Sliding 
Mode Control’ (Utkin et al., 1999) which contain many good references.     
 
 
4.9.2 Basic Sliding Mode Control 
The classic double integrator plant is used as an example for the introduction to 
sliding mode control: 
 
Figure 4.164: Double integrator plant   
where  u t  is the input to the plant and 1 2,x x  are the two states. 
The dynamics are 
    1 2x t x t  (4.182) 
    2x t b u t   (4.183) 
 
b
s
1
s
 u t
 1x t 2x t
   1y t x t
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To visualise the solution for the double integrator plant the two state variables 
can be plotted against each other in a two dimensional space called the state 
plane, in this case referred to as the phase plane, as one state variable is the 
derivative of the other. The solution can be found by forming the state trajectory 
differential equation, dividing equation (4.182) by (4.183) 
 
 
 
 
 
 
 
2 2
1 1 2
2
1 2
/
/
x t b u tdx dt
x t dx dt x t
b u tdx
dx x t

  


 (4.184) 
 
If  u t  is assumed constant, a solution can be found by integrating equation 
(4.184) 
 
 
     
2 2 1
2
2 12
x dx b u t dx
x t b x t u t c
    
    
 
 (4.185) 
where c is a constant.  
The above solution indicates that a parabolic shape will form for different values 
of c, and dependent on the sign of u  the parabola will be open to the right or 
left.  
 
Figure 4.165: Phase portraits for a double integrator plant with 1b    
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Figure 4.165 shows a simulation of the double integrator plant’s differential 
equations in Matlab for 
maxu u   and maxu u  , with different initial values of 
the state
1x .   
 
To apply a Bang-Bang controller to the double integrator plant the control law 
has to be designed in such a way that it forces the closed loop system to have 
an equilibrium at  1 2, 0,0x x   for 1, 0r refx x  . Looking at Figure 4.165 (a) or 
(b) shows no sign of the plant coming to rest at  1 2, 0,0x x   for which maxu u 
, indicating that closed loop control is needed. In sliding mode control, the first 
step is to form a bang-bang state control law for which maxu u  , as shown in 
Figure 4.166. 
 
Figure 4.166: Block diagram of a Bang-Bang controller for a SISO plant    
The linear switching function for a SISO plant is 
 
    1 1 2 2, ...r r n nS y w x y w x w x      x  (4.186) 
where 
x  : Plant states 
w : Constants 
n  : Number of plant states 
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In the basic SMC a signum function is used to represent the switching of u . 
Thus 
 
  max 1 2sgn , , ru u S x x y       (4.187) 
where 
  
1 0,
sgn 0 0,
1 0
for S
S for S
for S
 

 
 
 (4.188) 
 
The signum function can be regarded as a high gain in view of its infinite slope 
at the origin as shown in Figure 4.166, which will make the control strategy very 
robust against parameter variations and disturbances, such as the failing spring 
in a throttle valve.  
 
The switching function for the double integrator plant is 
    1 2 1 1 2 2, , r rS x x y w x y w x     (4.189) 
 
Figure 4.167 shows a closed loop phase portrait using this switching function with 
0r ry x   and a slope of 1 . The plot is done with different initial states  1 2,x x , 
to show how they move towards the set point at the origin.  
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Figure 4.167: Closed loop phase portrait of a double integrator plant  for 
1 2, 1w w     
Figure 4.168 shows the bang-bang controller output  u t  and the plant’s states 
   1 2,x t x t  as a function of time with the initial condition,    1 20 0 1x x   . 
 
Figure 4.168: Closed loop response and bang-bang controller output of a 
double integrator plant 
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In Figure 4.169 one trajectory is shown to visualise the different states the 
Bang-Bang controller goes through with the same initial conditions as Figure 
4.168. The initial condition for the system is at P1 (at time = 0 [sec]) where 
maxu u  making the states move towards the positive part of 2x . There will be 
no change in the controllers output from P1 till P2. When the trajectory reaches 
the point P2 (at time = 2 [sec]) it enters the boundary layer and the controllers 
output will switch to 
maxu u  . After point P2 is reached, the controller will 
switch u  at an infinite frequency, in theory, with a continuously varying mark-
space ratio to keep the plant states on the switching boundary. This will, in this 
case, move the states towards the centre of the phase portrait (for 0ry  ).  
 
Figure 4.169: An example of a trajectory for the double integrator plant. 
When the system states ( 1 2,x x ) are on switching boundary segment between 
P2 and P4 (which could be referred to as the sliding boundary in view of the 
system behaviour), the system will be governed by equation (4.189) 
              1 2
1
0r r
c
w x t y t w x t x t x t y t
T
        (4.190) 
where 2 1/cT w w and ry  is the set point. 
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The closed loop system is only of order of one while the plant order is two. This 
is due to the fact that the SMC forces the state to stay on the switching boundary, 
thereby removing one degree of freedom of motion in the state space. In general, 
if the plant order is n , the closed loop system will be of order 1n  . 
 
The general linear switching function is 
    1 1 2 2 3 3, .....r n r n nS y x w x y w x w x w x          (4.191) 
 
The basic aim of any controller is to control the output of the plant,  y t , to 
match the reference input  ry t . This is not generally hard to achieve but the 
additional aim here is to attain a prescribed closed loop dynamic response such 
as specified settling time and zero overshoot. If the state representation of the 
plant model upon which the controller design is based is such that the output 
 y t  depends on the states, 1 2, ...... nx x x , via plant parameters. A change in 
these plant parameters can cause a difference in the responses to changes in 
the reference input and possibly violate the control system performance 
specification. This point is illustrated in Figure 4.170. 
 
Figure 4.170: Plant output not directly linked to the plant states   
Suppose  ry t  is sufficiently slowly varying for sliding motion to be maintained. 
Despite this, if the plant parameters, A or B, change, then the response of  y t  
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to a given  ry t  will change, thereby defeating the object of achieving 
robustness. To circumvent this issue the state representation of equation 
(4.178) can be used, in which the states consist of the plant output,  y t , and 
its derivatives. Replacing the states in equation (4.191) with these derivatives 
yields   
     11 2 3, .....
n
r r nS y w y y w y w y w y
         y  (4.192) 
 
The order of the sliding boundary is 1n   which makes one of the gains in 
equation (4.192) redundant. Hence dividing equation (4.192) with 1w  yields 
 
      132
1 1 1
, ..... nnr r
ww w
S y y y y y y
w w w
     y  (4.193) 
 
and therefore the constants are redefined as follows. 
 
     11 2 1, .....
n
r r nS y y y w y w y w y

        y  (4.194) 
 
Note that the order, n , is used in equation (4.194) rather than the relative 
degree, r , since the plant considered in this research programme. i.e., the 
throttle valve, has no finite zeros in the transfer function. 
 
The ‘Equivalent Control Method’  described in (Spurgeon and Edwards, 1998) 
(Trivedi and Bandyopadhyay, 2010, Xinghuo et al., 2008), can be used to 
analyse the behaviour of the system when it is on, or close to the sliding 
manifold (line segment between P2 and P4 in Figure 4.169). It describes the 
continuous fictitious control variable,  equ t , that is equivalent to the rapidly 
switching actual control output,  u t , in the sense that it would keep the state 
trajectory in the switching boundary. It is, in fact, the short term average value of 
  
4. Control Techniques and Performance Assessment 284 
 
the rapidly switching physical control, whose form is useful in analysing the 
system behaviour. The algebraic solution for  equ t  is found by assuming that 
the states are on the switching boundary by setting the switching function 0S 
, implying 0S  . For a linear SISO plant 
 A B u   x x  (4.195) 
where u  is the control input and x  are the states of the plant. For   0ry t   the 
switching boundary is 
   1 1 2 2 3 3 ..... 0
T
n nS w x w x w x w x           x w x  (4.196) 
Hence 
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T T
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u B A


 
 
    
w x
w x
w w x
 (4.197) 
 
Figure 4.171 shows again the simulation of Figure 4.168 but with ( )u t  replaced 
by ( )equ t . The value  filteredu t is a low pass filtered version of  u t which is used 
to check the correctness of  equ t .    
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Figure 4.171: Display of equivalent control for simulation of Figure 4.168.   
4.9.3 Methods for Eliminating or Reducing the Effects of Control Chatter 
Two methods of control chattering elimination are presented here with the 
throttle valve as the plant. Figure 4.172 shows the basic sliding mode control 
system as a starting point. 
 
 
Figure 4.172: An example of a basic SMC for a throttle valve plant 
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The closed loop system can be designed to yield the desired response using 
the settling time formula as in the previous sections. The characteristic equation 
of Figure 4.172, for   0S s   and   0rY s   using equation (4.194). Thus 
 
  21 2
2 1
2 2
1 0
1
0
Y s w s w s
w
s s
w w
    
  
 (4.198) 
 
Using the settling time formula for 2n  , 
 
 
2
2
2
9 9 81
2 4s s s
s s s
T T T
 
    
 
 (4.199) 
 
Comparing equation (4.198) and (4.199) yields 22 4 / 81sw T  and 1 29 / sw T w  . 
 
As already pointed out, the basic SMC will switch at an infinite frequency with 
variable mark-space ratio to keep the state on the switching boundary. In 
practice, however, the sampling frequency will be finite which will allow the state 
trajectory to execute a zig-zag movement about the sliding boundary as shown 
in Figure 4.173 (b). The associated control switching can be damaging for the 
actuator or system.  This phenomenon is known as control chatter. 
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Figure 4.173: Basic sliding mode controller behaviour  
 
4.9.3.1 Control Smoothing Integrator Method 
To avoid the ‘control chatter’ an integrator can be inserted between the 
controller output and the plant to smooth out the switching (Dodds and Walker, 
1991) (Vittek et al., 2008) (Sira-Ramirez, 1993, Tseng and Chen, 2010). This will 
be referred to as the control smoothing integrator method. Figure 4.174 shows 
the new controller with the extra integrator between the controller and the plant 
in which  U s  will be a filtered value of  'U s . The control system design to 
achieve the closed loop system response is done in two steps. 
a) The additional integrator is assumed to be a part of the plant which will 
increase its order by one. 
b) To accommodate for the increase in the plant order, the basic sliding mode 
controller order has to be increased by one.     
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Figure 4.174: Basic SMC with a Control Smoothing Integrator 
 
Figure 4.175 shows a simulation result of a throttle valve system controlled by a 
basic SMC with and without a control smoothing integrator. Plot (a) shows the 
coil current of the basic SMC without the integrator where the amplitude level of 
the current > +/- 4 amps. Plot (b) shows that the current amplitude has now 
decreased by more than a factor of 10, through adding the integrator on the 
output of the switching function. 
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Figure 4.175: DC-Motor current levels. Sample frequency = 3000 Hz. 
The desired closed loop response for 0.1sT   [sec] and a sampling time of 
1/3000 [sec] is the same for both plots. In the case with the extra integrator the 
switch level, maxu , is a number in the software that can be made as large as 
possible to maximise the range of states over which the robustness is retained. 
This, however, is limited ultimately by the saturation limit of the physical control 
variable, which is +/- 12 Volt for the throttle valve used. 
 
4.9.3.2 Boundary Layer Method 
Another way to avoid the control chatter is to replace the signum switching 
function in the forward path with a high gain, i.e., high slope, transfer 
characteristic with saturation (Dodds, 2004) (Dodds and Vittek, 2009). Thus 
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where u  will be saturated at maxu  when max /S u K . This introduces a region 
straddling the original switching boundary, between two saturation boundaries. 
This will make the state move continuously towards the set point on the sliding 
surface while the control also behaves smoothly, approximating the equivalent 
control described in subsection 4.9.2. The global behaviour of this high gain 
controller is similar to the basic SMC. In theory, with K   the boundary layer 
shrinks to infinitesimal proportions and makes the state trajectory identical to 
that of the basic ideal SMC but with the equivalent control replacing the original 
control switching at infinite frequency. Figure 4.176 shows this high gain SMC 
which will be called the boundary layer SMC.  
 
 
Figure 4.176: Boundary Layer Sliding Mode Control  
In this case there are three controller parameters, 1cq , 0cq  and K , determined 
using the settling time formula and pole placement as in the previous chapters.  
The gain, K , is finite which results in a steady state error, as in the basic LSF, 
but this is generally much smaller than that of the LSF if the latter is designed 
with a multiple closed loop pole to achieve the same settling time. r  is found by 
letting 0s   in the transfer function for    / rY s Y s .  
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4.9.4 Controller Design 
4.9.4.1 Control Smoothing Integrator Method 
It is well known that measurement noise will make it impractical to implement 
differentiators without noise filtering. The differentiators are combined with 
simple low pass filters, as shown in Figure 4.177.  
 
 
Figure 4.177: Switching boundary SMC with measurement noise filtering and 
integrator with saturation 
The filter frequency, f , is chosen to be higher than the bandwidth of the closed 
loop system, in this case 500 [rad/sec]. An integrator anti windup scheme is 
needed to prevent large error excursions that would otherwise occur due to the 
hardware imposed saturation limits. In this instance the integrator is connected 
directly to the plant of which the voltage limits are known. A simple integrator 
with saturation could be used to perform this function. 
As can be seen in Figure 4.175 (b) the method reduces but does not entirely 
eliminate the control chatter. To minimise the control chatter even more, 
therefore, a variable switching level could be used on the input of the integrator 
as shown in Figure 4.178. The idea is that the integrator output should ideally 
be constant in steady state conditions. By making the switching level smaller as 
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the steady state is approached, i.e., as  e t  reduces, the oscillation limits of 
the triangular integrator output,  u t , will be made sufficiently small for the 
application in hand. For the test with the throttle valve the variable switch level 
A  is chosen linear as a function of the  e t , as follows. 
 
 
    
 
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A e t e t
e t
 


     


 (4.201) 
 
 
 
Figure 4.178: Practicable SMC with control smoothing integrator and variable 
gain to minimise control chatter for small position errors   
The minimum and maximum switch levels depend on the application and have 
been chosen to suite the throttle valve. The influence here is a relatively high 
level of static friction which causes a significant limit cycle of the closed loop 
system if the minimum level is too low. If the maximum level is chosen too high, 
the closed loop system could be unstable. The levels have to be found 
0
3 2
2 1 0
b
s a s a s a  + -
 rY s  Y s+
-
 U s
Throttle valve
f
f
s
s


1
1
Switch
1
s
f
f
s
s


f
f
s
s


3
w+
2
w
1
w
+
+
+
S
a
t
x
X
Table


E
s
ABS A
  
4. Control Techniques and Performance Assessment 293 
 
empirically, but a simulation can be used for determining preliminary settings 
that can be applied in the initial experiments with reasonable confidence. 
 
The characteristic equation for the system of Figure 4.178 in the sliding mode 
for which   0S s   and   0rY s   is given by 
 
 
  2 31 2 3
3 22 1
3 3 3
1 0
1
0
Y s w s w s w s
w w
s s s
w w w
     
   
 (4.202) 
 
The settling time formula for 3n   yields the desired characteristic equation, 
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 (4.203) 
 
Equating the left hand side of polynomial (4.202) and (4.203) yields 
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 (4.204) 
 
 
4.9.4.2 Boundary Layer Method 
As stated before, noise filtering is needed with the output differentiators, as 
shown in Figure 4.179.   
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Figure 4.179: Boundary layer method SMC with measurement noise filtering 
By replacing the polynomial with a transfer function it is possible to choose a 
suitable filter characteristic via 1fq  and 0fq . All the gains can be designed using 
the settling time formula and pole placement or robust pole placement 
described in subsection 4.4.2.2. The steady state error that would be caused by 
finite gain, K , in the system of Figure 4.179 can be eliminated by an integrator 
added in the forward path as shown in Figure 4.180.  
 
 
Figure 4.180: Boundary layer method SMC with integrator in the forward path 
and measurement noise filtering  
Note that integrator anti-windup has been added as in the system of Figure 
4.178. 
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Using Mason’s formula on Figure 4.180, without saturation, yields 
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 (4.205) 
   
To enhance robustness the desired closed loop characteristic equation is 
designed by robust pole placement using two groups of poles, one for the 
desired settling time and a faster one for the filter: / 6c sp T  and minf pp cp r p 
where min 16.2ppr  , which is the minimum pole-to-pole ratio for dominance in a 
sixth order system with 3 dominant poles. Thus 
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 (4.206) 
 
Equating the denominator of equation (4.205) with the left hand side of equation 
(4.206), to determine the three control parameters yields  
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4.9.5 Simulation and Experimental results 
4.9.5.1 Control Smoothing Integrator Method 
The sliding mode controller’s gains, 1w , 2w  and 3w , are determined as 
described in subsection 4.9.4.1, equation (4.204) with 0.1sT   [sec], 500f   
[rad/sec] and a maximum gain of 700A  . A dither signal is added to the 
control signal to reduce the effects of the static friction as described in 
subsection 4.4.3. The integrator saturation limits are enabled during the step 
reference input. The SMC is tested experimentally with three different reference 
input functions as described in subsection 4.3.3. The dSPACE system is used 
for the experiments as explained in subsection 4.3.2.  
 
The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.181. 
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Figure 4.181: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.182 shows the simulated and experimental closed loop responses.  
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Figure 4.182: Experimental and simulated response of the SMC - control 
smoothing integrator method  
The experiments, Figure 4.182, were repeated without control dither added. The 
results showed very little difference between the two sets of experiments. This 
is due to the switching element in the control strategy, shown in Figure 4.178, 
which will generate control chatter, even with the smoothing integrator in loop.  
 
Figure 4.183 shows the difference between the desired and the experimental 
closed loop response (Figure 4.182), indicating that the tracking is adequate but 
not as good as would be expected using a robust control technique. 
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Figure 4.183: The difference between the desired and the experimental closed 
loop responses with a maximum gain of 700 
The experiment, Figure 4.182, was repeated with a fixed gain of 300. The 
difference between the desired and the experimental closed loop response is 
seen to increase in Figure 4.184.  
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Figure 4.184: The difference between the desired and the experimental closed 
loop responses with a fixed gain of 300 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the SMC controller during a spring break, 
at 1t   [sec], is simulated using the nonlinear throttle valve model, and the 
result is shown in Figure 4.185. It shows a poor robustness against the 
disturbance and the throttle closes for about 0.2 [sec]. The oscillations on the 
control signal at 1.02 [sec]t   are the added dither signal that increases in 
amplitude when the control error, ry y , exceeds a preset threshold of 1% of 
the full scale movement range as described in subsection 4.4.3.   
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Figure 4.185: SMC - Control smoothing integrator method during a spring failure 
The robustness against plant parameter deviations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator saturation (smoothing integrator) and 
dither. The result of the parameter variation simulation is shown in Figure 4.186 
for the maximum possible standard deviation of 8%  . The figure shows the 
operational envelope for 1000 simulation runs, where the blue and red lines are 
the minimum and maximum values. The nominal parameter closed loop 
controller response and controller output are shown in black. 
 
0.9 1 1.1 1.2 1.3 1.4 1.5
1.4
1.45
1.5
1.55
1.6
0.9 1 1.1 1.2 1.3 1.4 1.5
-5
0
5
10
Time [sec]
T
h
ro
tt
le
 p
o
s
it
io
n
 [
ra
d
]
Throttle position demand
Throttle position
Throttle fully closed
C
o
n
tr
o
lle
r 
o
u
tp
u
t 
[V
]
  
4. Control Techniques and Performance Assessment 302 
 
 
Figure 4.186: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 8%  )  
A standard deviation of 8%  , Figure 4.186, indicates that the estimated 
parameters used for the control gain design can vary slightly before having an 
impact on the performance of the controller. 
 
The sensitivity for the sliding mode controller is analysed in the frequency 
domain by using the relationships of equation (4.3) in subsection 4.3.4.1. Before 
this can be done, the switching element has to be replaced by a high gain, k , 
as in the boundary layer method, to render the closed loop system linear, as 
shown in Figure 4.187.   
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Figure 4.187: Structure used for analysing sensitivity 
The sensitivity is then done with the aid of the Matlab Control System Analysis 
Toolbox and the block diagram of Figure 4.187 implemented in Simulink with 
 D s  as the input and  V s  as the output to obtain  CpS dB  . 
 
The sensitivity of the sliding mode controller is shown in Figure 4.188. The 
figure indicates a relatively low sensitivity, equivalent to high robustness. This 
corresponds well with the time domain result found by the Monte Carlo 
parameter variation simulation, but not so well with time domain spring failure 
analysis, shown in Figure 4.185. This can partial be explained by the fixed gain 
= 700 used for the sensitivity analyses, if the gain value is reduced to 300, 
shown in Figure 4.189, the sensitivity rises by +10dB.     
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Figure 4.188: SMC - Control smoothing integrator method sensitivity with a fixed 
gain = 700 
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Figure 4.189: SMC - Control smoothing integrator method sensitivity with a fixed 
gain = 300 
 
4.9.5.2 Boundary Layer Method 
The sliding mode controller’s gains are determined as described in subsection 
4.9.4.2, with 0.1sT   [sec], two groups of poles, 3pn   and 3fn  , and a robust 
pole-to-pole ratio of 40. A dither signal is added to the control signal to reduce 
the effects of the static friction as described in subsection 4.4.3. The integrator 
anti-windup strategy is enabled to minimise the saturation during the step 
reference input. The SMC is tested experimentally with three different reference 
input functions as described in subsection 4.3.3. The dSPACE system is used 
for the experiments as explained in subsection 4.3.2.  
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The simulation results presented in this subsection are obtained with the full 
nonlinear plant model presented in section 2.5.  
 
First, simulated and experimental responses to a step reference position 
change within the throttle valve stop limits are presented in Figure 4.190. 
 
Figure 4.190: Closed loop step response, from 0.2 to 1.3 [rad] 
The vertical black lines mark the nominal settling time of 0.1 [sec]sT  . It is 
evident that both the experimental and simulated responses come close to this 
at 1.24  [rad].  
 
Figure 4.191 shows the simulated and experimental closed loop responses.  
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Figure 4.191: Experimental and simulated response of the SMC - Boundary 
layer method 
Figure 4.192 shows small differences between the desired and the experimental 
closed loop responses (Figure 4.191), which, in contrast to the results with the 
control smoothing integrator in subsection 4.9.5.1, which is what would be 
expected using a robust control technique.  
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Figure 4.192: The difference between the desired and the experimental closed 
loop responses 
As described in subsection 4.3.4.3 a spring failure can cause the engine to stall 
due to air starvation. The behaviour of the SMC during a spring break, at 1t   
[sec], is simulated using the nonlinear throttle valve model, and the result is 
shown in Figure 4.193. It shows a good robustness against the disturbance, 
with little deviation from the throttle position demand. The oscillations on the 
control signal at 1.02 [sec]t   are the added dither signal that increases in 
amplitude when the control error, ry y , exceeds a preset threshold of 1% of 
the full scale movement range as described in subsection 4.4.3.  
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Figure 4.193: SMC - Boundary layer method during a spring failure 
The robustness against plant parameter variations away from the nominal 
values is tested using the Monte Carlo method described in subsection 4.3.4.2. 
The parameter variation simulation uses the nonlinear throttle valve model with 
the controller output saturation, integrator anti-windup and dither. The result of 
the parameter variation simulation is shown in Figure 4.194 for the maximum 
possible standard deviation of 15%  . The figure shows the operational 
envelope for 1000 simulation runs, where the blue and red lines are the 
minimum and maximum values. The nominal parameter closed loop controller 
response and controller output are shown in black. 
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Figure 4.194: Maximum / minimum throttle position and DC motor voltage 
envelope (Standard deviation: 15%  )  
This indicates that the plant parameters can deviate significantly from the 
nominal values before having an adverse impact on the performance of the 
controller. 
 
The sensitivity for the sliding mode controller is analysed in the frequency 
domain by using the relationship of equation (4.3) in subsection 4.3.4.1. This is 
done with the aid of the Matlab Control System Analysis Toolbox and the block 
diagram of Figure 4.195 implemented in Simulink with  D s  as the input and 
 V s  as the output to obtain  CpS dB  . 
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Figure 4.195: Structure used for analysing sensitivity 
The sensitivity of the sliding mode controller is shown in Figure 4.196 for a 
robust pole-to-pole ratio of 40. The figure indicates a relatively low sensitivity, 
equivalent to high robustness. This corresponds well with the time domain result 
found by the above spring failure analysis and the Monte Carlo parameter 
variation simulations. 
 
Figure 4.196: SMC - Boundary layer method sensitivity 
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5 Performance Comparisons 
The information gained from the simulation and experimental result sections for 
each controller above is condensed here into a form that enables 
recommendations to be made for future throttle valve controllers. 
 
Only the linear state feedback plus integral controller with coincident pole 
placement, in subsection 4.6.4.1, could definitely be rejected on the basis of a 
poor step response. First preliminary comparisons of the remaining controllers 
are made by assembling graphs showing a) the difference between the 
experimental step response and the simulated step response with the nonlinear 
plant model, and b) the difference between the experimental step response and 
the ideal step response (i.e., the simulated step response with the linear plant 
model). These are presented in Figure 5.1 and Figure 5.2. 
 
Arguably, the most robust controllers are those that exhibit the smallest 
differences between the simulated and experimental step responses, as the 
true plant parameters will always be different from those assumed in the 
controller design, which are common for all the controllers (except the DPI 
controller with feed forward and manual tuning). On the other hand, the 
controllers will all have been designed using the linear plant model for which the 
ideal step response is the one obtained by simulating the control system with 
this linear model using the nominal parameters. To avoid awarding ‘high marks’ 
to controllers that have small differences between poor experimental and 
simulated step responses, the difference between the ideal step response and 
the experimental step response is included in Figure 5.1 and Figure 5.2.   
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An initial ranking has been made by visual inspection of these figures, the first 
being the best: 
1) SMC with boundary layer 
2) Restructured observer aided LSF+I control with robust pole placement 
3) Observer based robust control 
4) Polynomial controller with additional integrator 
5) LSF+I control with robust pole placement 
6) IPD, DPI and PID controllers 
7) Observer aided LSF+I control with robust pole placement 
8) Reduced order polynomial controller with additional integrator 
9) DPI controller with feed forward and manual tuning 
10) SMC with control smoothing integrator 
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Figure 5.1: Step response differences for comparison #1 
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Figure 5.2: Step response differences for comparison #2 
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The results are summarised in Table 5.1 to give an overview of the different 
control techniques investigated and their individual performances using the 
following, mainly qualitative, criteria: 
1 Overall performance regarding reference 
tracking, transient response and steady state 
error 
G: Good,  
A: Acceptable,  
P: Poor 
2 Anti-friction needed (Dither signal) Y: Yes,  
N: No 
3 External disturbance tolerance (Spring failure) G: Good,  
A: Acceptable,  
P: Poor 
4 Robustness against plant parameter variations Maximum possible 
standard deviation [%] 
5 Sensitivity indication L: Low,  
M: Moderate,  
H: High 
6 Complexity of the design procedure L: Low,  
M: Moderate,  
H: High 
7 Practicability including sample rate and extra 
inputs (DC motor current) 
G: Good,  
A: Acceptable,  
P: Poor 
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Table 5.1: Overall performance comparison data 
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IPD G Y A 15% L L G 
DPI G Y A 14% L L G 
DPI with Feed Forward 
and Manual Tuning 
A Y P 2% M L G 
PID G Y A 14% L L G 
Linear State Feedback 
plus Integrator  
P Y -4 -4 -4 L P2 
Linear State Feedback 
plus Integrator with 
robust pole placement 
G Y A 
10 to 
16% 
L L P2 
Observer Aided LSF with 
Integrator with robust 
pole placement 
G Y A 15% L M G 
Restructured Observer 
Aided LSF plus 
Integrator with robust 
pole placement  
G Y A 15% L M G 
Observer Based Robust 
Control 
A Y G 10% M H G 
Polynomial Control with 
Additional Integrator  
G Y A 14% L L G 
Reduced Order 
Polynomial Control with 
Additional Integrator  
G Y A 15% L L G 
Polynomial Control with 
Precompensator 
G Y A 11% L L G 
SMC with Control 
Smoothing Integrator 
A N P 8% L1 L A3 
SMC with Boundary 
Layer 
G Y A 15% L L G 
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Notes for Table 5.1: 
1  With 700k   
2  A DC motor current measurement is needed 
3  Tests indicated that a higher sample rate would give the controller better 
performance.  
4 Not tested due to poor performance. 
 
For the purpose of obtaining a ranking from Table 5.1, the following numerical 
scoring will be attached to the ratings 
                             P 0; A 1; G 2; H 1; M 2; L 3; Y 0; N 1        .  (5.1) 
In addition, the standard deviation rating, % , is needed but it would be 
appropriate to introduce a weighting factor of less than unity for the following 
reason: with reference to all the figures of sections 4.5, 4.6, 4.7, 3.8 and 4.9, 
showing the set of step responses of the Monte Carlo run for each controller, 
although the step responses are very closely grouped in many cases they all, 
including the ideal step response, come very close to the upper left corner of 
the lower rectangular ‘no go’ area. It therefore requires very little deviation from 
the nominal ideal response for the system to fail. The controllers whose nominal 
step response come the closest to this ‘no go’ corner therefore stand at a 
disadvantage. Two examples of this are the OBRC and the polynomial 
controller with the precompensator. These, respectively, score only 10% and 
11% on the maximum standard deviation while other controllers score much 
higher with a larger spread of step responses (indicating poorer robustness) 
due to the ideal one being well clear of the ‘no go’ corner. The test, though an 
industry standard one is therefore harsh and arguably a little unfair. In view of 
this, the standard deviation assessment will be downscaled so that the 
maximum contribution is 3, which is no more than the maximum contribution 
from the qualitative assessments. Hence %
3
16
  is added to the qualitative 
ratings, the results being presented in Table 5.2.   
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Table 5.2 Numerical ratings and rankings 
Controller Rating Ranking 
SMC with Boundary Layer 13.8 
1st 
(1st) 
IPD 13.8 (6th) 
Reduced Order Polynomial Control with Additional 
Integrator  
13.8 (8th) 
Polynomial Control with Additional Integrator  13.6 
2nd 
(4th) 
DPI 13.6 (6th) 
PID 13.6 (6th) 
Restructured Observer Aided LSF plus Integrator with 
robust pole placement  
12.8 
3rd 
(2nd) 
Observer Aided LSF with Integrator & robust pole 
placement 
12.8 (7th) 
Linear State Feedback plus Integrator with robust pole 
placement 
12.0 4th (5th) 
SMC with Control Smoothing Integrator 10.5 5th (10th) 
Observer Based Robust Control 9.9 6th (3rd) 
DPI with Feed Forward and Manual Tuning 8.4 7th (9th) 
The rankings in parenthesis on the right are the preliminary rankings obtained 
by visual inspection of Figure 5.1 and Figure 5.2. Unfortunately these present 
some anomalies but it must be realised that most of the qualitative aspects of 
the assessment are independent of the appearance of the step response errors. 
It can be concluded, however, that manual tuning, which is currently practiced, 
is not recommended. The sliding mode control with the control smoothing 
integrator produced disappointing results but further work on this is encouraged 
since not all avenues of this technique have been explored. As far as the model 
based control system design is concerned, linear state feedback with coincident 
pole placement is also not recommended but robust pole placement with the 
same control technique is worth considering further. The traditional controllers 
(PID, DPI and IPD) score high, but with model based design. It is clear that the 
polynomial controller and the boundary layer based sliding mode controller 
perform well and should be considered seriously. 
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6 Conclusions and Recommendations for Further 
Research 
6.1 Overall Conclusions 
6.1.1 Modelling 
A generic third order nonlinear throttle valve plant model has been developed 
including hard stops and friction. The nonlinear friction model, which is an 
original contribution, includes static friction, and has been developed to be 
realistic without inordinately slowing down simulations around the zero velocity 
range. A practical observation, however, has been that the friction transfer 
characteristic between the relative velocity and the friction force varies from 
day-to-day, particularly with the temperature rise following the system turn on, 
making it difficult to compensate for this in model based control strategies.      
 
The parameters of the plant model were identified by grey box methodology, 
i.e., by means of a combination of physical measurements and mathematical 
model determination from experimental data, aided by the Simulink® Design 
Optimization toolbox from Mathworks®. The model was validated in both the 
time domain, shown in subsection 3.3, and in the frequency domain, shown in 
subsection 3.4, showing good correlation with the physical plant. This was 
further verified in the ‘Simulation and Experimental results’ of the individual 
control strategies under investigation. 
 
 
6.1.2 Control techniques 
This work focuses on the angular position control of the plate of a throttle valve 
used for controlling the air flow to a Diesel engine. 
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A comprehensive range of different control strategies have been considered, 
including the orthodox ones, with a view to exploring the possibilities of taking 
advantage of modern digital implementation to achieve performance levels 
unattainable by the traditional methods, from the point of view of ease of design 
and commissioning as well as accuracy and robustness. The three traditional 
PID, DPI and IPD controllers are included but model based gain determination 
has been exhaustively explored for them (as well as the traditional manual 
tuning approach). The non-orthodox controllers fall into two categories: a) those 
based on the robust control strategies of sliding mode control and observer 
based robust control and b) those based on the linear control strategies of linear 
state feedback control (with and without observers) and polynomial control 
(often recognised as the RST controller in the linear discrete z-domain). The 
complete set of controllers have been assessed and compared regarding their 
performance for positioning accuracy, parametric uncertainty sensitivity and 
disturbance rejection, as well as the design effort and commissioning effort 
entailed. 
 
It is important to recall that any linear controller can be expressed by the basic 
transfer function relationship, 
          r r yU s G s Y s G s Y s     (6.1) 
Each controller, however, will have specific orders and relative degrees of the 
transfer functions,  rG s  and  yG s . Some of the controllers may be based on 
different control strategies but have the same orders and relative degrees of 
these transfer functions. Furthermore, it may be possible to adjust their 
parameters to make the transfer functions identical. In this case, although the 
two controllers may have an entirely different structure, in theory they may be 
designed to have precisely the same performance regarding parametric 
uncertainty, sensitivity, disturbance rejection and control accuracy. This would 
explain the closeness of performance of some of the controllers examined in 
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Chapter 3. This would also explain the polynomial controller with robust pole 
placement and sliding mode controller with boundary layer performing similarly, 
as both have separated closed loop poles that give robustness. 
     
Taking an overview of the work reported in Chapter 3, it is evident that for the 
throttle valve application the difference in performance between the best and 
worst of the top ten (out of fourteen) controllers identified in Table 5.2 is 
relatively small so that none of these can really be rejected for future throttle 
valve control systems. All these, however, were designed using model based 
techniques. Notably, the second worst performer of the complete set was a 
traditional controller tuned manually. A strong recommendation to the industry, 
at least for the throttle valve application, is therefore to adopt the more scientific 
approach of determining a mathematical model of the plant and designing a 
controller on the basis of this model. 
 
It is evident from subsection 4.8.4 that coincident pole placement using the 
polynomial controller yielded unsatisfactory results and even conventional 
robust pole placement with one closed loop pole of large magnitude did not 
produce sufficient improvement. This result is attributed to the nonlinear static 
friction as simulations with linear kinetic friction predicted satisfactory 
performance. This problem, however, did not occur with the other controllers. 
The explanation is the higher order, i.e., seven, of the polynomial control loop, 
when designed on the basis of the third order throttle valve model. In contrast, 
the sliding mode controller with boundary layer gives a control loop order of only 
three and worked well with only one closed loop pole of large magnitude. On 
the other hand, modifying the pole split using the polynomial controller to give 
four coincident dominant closed loop poles and three closed loop poles of large 
magnitude for robustness yielded even better results than obtained with the 
lower order control loops, albeit by only a small margin. These were similar to 
the results obtained with the observer aided linear state feedback (LSF) plus 
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integral control. This system is also of seventh order. In this case, the design of 
the main fourth order LSF loop was based on conventional robust pole 
placement, with only one closed loop pole of large magnitude. The three 
observer poles, however, were also larger in magnitude than all the main LSF 
loop poles, which is standard practice, resulting in three dominant poles and 
four large poles. This is not quite the same split as used for the polynomial 
controller but would explain the similarly good performance. 
 
Finally, it will be recalled from subsection 4.8.4.3 that a special system was 
introduced that enabled an extended settling time, often requested in the 
industry, to be attained despite the static friction. This was achieved by 
‘tightening up’ the feedback loop by significantly reducing its specified settling, 
in this case from 0.1 [sec] to 0.04 [sec] (no problems with measurement noise 
being observed) and then inserting a precompensator in the reference input that 
reduces the acceleration of the step response to levels avoiding initial control 
saturation by introducing a dominant pole that sets the real settling time, in this 
case to 0.2  [sec]. This system performed better than all of the systems 
compared in section 5 but is not included in this comparison because it is a 
special case. It is important to mention, however, as it would be a practicable 
approach. The same basic idea could be used with all the other controllers but 
then the differences in the controller performances would probably become 
even smaller than observed in section 5. For the purpose of finding the best 
controllers, the comparison made is considered better.  
 
6.2 Recommendations for Further Research 
At the outset of the research programme, the approach was to obtain the most 
accurate model of the throttle valve within practical constraints and then design 
controllers based on this model, which is of third order. Consequently it was 
relatively late in the research programme that the potential of greatly simplifying 
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the polynomial controller by using a reduced order throttle valve model was 
recognised. The model order reduction is carried out by ignoring the time 
constant of the plant mainly influenced by the inductance and resistance of the 
actuator coil since it is at least an order of magnitude less than the time 
constant associated with the moment of inertia and kinetic friction of the 
mechanical assembly. This simplified controller, in fact, produced the best 
result. It is therefore strongly recommended to redesign all the other nine 
controllers (taken from the ten best in Table 5.2) and assess these. This also 
enables the traditional controllers all to be designed by complete pole 
assignment, rather than partial pole assignment, which was necessary using the 
third order model. 
   
In view of the good performance obtained using the polynomial controller with 
the three-four robust multiple pole split, it is recommended to undertake further 
research to find an optimal robust pole placement pattern, i.e., not necessarily 
with multiple poles, and establish how much further improvement in the 
robustness is attainable. Once an optimal pole pattern has been established, in 
which the ratios between the pole magnitudes are fixed, then a specified settling 
time could be realised by simply scaling the pole magnitudes. In fact, the 
inverse scaling law between pole patterns and step response time scale could 
be used to establish a new settling time formula for a specific pole pattern that 
would render the control system design straightforward. 
 
Since the throttle valve characteristics are known to slowly change during the 
lifetime of a vehicle, the performance of a controller with fixed parameters may 
deteriorate significantly given that ideal robustness is unattainable. Due to this 
problem, periodic vehicle maintenance includes time consuming in-situ 
controller retuning. This could be avoided if an on-line plant parameter 
estimation algorithm could be used to continually update the model based 
controller parameters, thereby realising a form of adaptive control. Since the 
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plant model is fairly simple, it is recommended to carry out further research to 
arrive at a practicable on-line parameter estimation model. As problems are 
known to occur when attempting to estimate the parameters of a plant having 
widely differing pole magnitudes with significant measurement noise, it is 
strongly recommended to base the parameter estimation on the second order 
throttle valve model in which the electrical time constant of the actuator coil is 
ignored. This is another reason for re-designing the controllers using this 
reduced order plant model. Some challenges would be expected, however, due 
to the variable static friction characteristic. 
 
Another integrator anti-windup strategy that has been successfully employed in 
the industry with traditional controllers could be investigated to establish 
whether an improvement in performance over the high gain control loop method 
is possible: The proposed strategy avoids the high gain control loop and is as 
follows. 
 
All controllers containing an integral term produce a demanded control output 
given by 
 I cu u u     (6.2) 
where Iu  is the output of the integral term and cu  is the net contribution from all 
the other terms in the controller. The physical control input, u , is subject to 
saturation and given by 
 
max max
max
max max
  if   
      if  
 if   
u u u
u u u u
u u u
 

  
   
  (6.3) 
For example, in a linear state feedback plus integral controller applied to a third 
order plant such as the throttle valve, 
  I rIu K y y dt    (6.4) 
and 
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  c 1 1 2 2 3 3ˆ ˆ ˆu g x g x g x         (6.5) 
Whenever saturation occurs, the integrator is reinitialised to 
  c
I
1
u u
K
   (6.6) 
 
Finally, it was realised that the go/no-go test used to determine the maximum 
allowed parametric variance during the Monte Carlo runs, though at the moment 
an industry standard, is less than ideal. It is proposed instead to carry out some 
tests using another criterion, which is the RMS control error of the step 
response relative to the ideal step response,  
idealy t , taken as a proportion of 
the step reference input level, rY , taken over a duration equal to the settling 
time. Thus 
    
s 2
rms ideal
0
r
1 T
e y t y t dt
Y
    , (6.7) 
A maximum threshold, max
rmse , would be decided in advance. Then the variance, 
% , would be stepped up and the Monte Carlo runs continued until 
max
rms rmse e   
whereupon the corresponding maximum variance, max% , would be noted as a 
figure of merit for the controller under test, as previously. 
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Appendix 
A.1 Engine Systems Overview 
A.1.1 The Natural Aspirated Diesel Engine 
With reference to Figure A, the fresh atmospheric air enters the system through 
the air filter which removes particle like dirt and sand which would otherwise 
damage the engine system. The air enters the four-stroke engine through the 
inlet valves into a cylinder (one at the time) during the intake stroke. Once the 
intake valves are closed, the compression stroke commences in which the 
engine piston moves towards the top of the cylinder. The trapped air in the 
cylinder increases in temperature to several hundred degrees Celsius. Just 
before the piston reaches top dead centre, the fuel is injected. This starts to 
combust due to the high air temperature inside the cylinder. The pressure force 
from the combustion pushes the piston down on the power stroke, to drive the 
crank shaft. The crank shaft is connected to the wheels of the vehicle through 
the drive train (gearbox, drive shaft etc.). 
 
 
Figure A: Basic schematic of a natural aspirated Diesel engine 
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At a certain point the exhaust valve is opened and the hot gas exits the cylinder 
through the exhaust manifold into the muffler/silencer which removes the noise 
due to pressure alternations from the combustion.        
 
The air-to-fuel ratio inside the cylinder is very important for the combustion 
process. The stoichiometric air-to-fuel ratio (Heywood, 1988) 
 
ratioAF
Air mass
Fuel mass
  (A.1) 
for a Diesel engine is 14.6, meaning that to burn 1 kg of fuel, 14.6 kg of air is 
needed to burn all the fuel. Compared to the petrol engine process where it is 
important to maintain a specified stoichiometric air-to-fuel ratio, the Diesel 
engine process can run with a wider range of air-to-fuel ratios. In practice, the 
Diesel engine runs with air-to-fuel ratios between 19 and 60. Too low an A/F 
ratio, however, will suffocate the combustion resulting in a decrease in torque 
and an increase in the smoke / particulate matter level. Some of the particulate 
matter (PM) is fine particles which can cause serious health issues. 
The natural aspirated Diesel engine has a tendency to run with a low A/F ratio 
caused by the air restrictions like the air filter, air duct etc. To circumvent this 
problem the air pressure in the intake manifold can be increased letting more air 
into the cylinder making the A/F ratio higher. This can be done by adding a 
mechanical compressor (driven by the crank shaft) or a turbo charger (driven by 
the exhaust gas flow) to the engine system. The turbo charger has two 
components comprising a compressor and a turbine which are linked together 
with a rotating mechanical shaft as shown in Figure B. The turbine is located on 
the exhaust side where the hot gas passes through it. The gas expands through 
the turbine, which converts the energy from the gas into mechanical energy 
making the mechanical shaft rotate. 
 
  
Appendix 333 
 
 
Figure B: Turbo charger from Cummins Turbo Technologies 
The shaft drives the compressor which will increase the air pressure on the 
output. The compressor is located between the air filter and the intake manifold 
as shown in Figure C.    
 
 
A.1.2 The Turbo Charged Diesel Engine 
In a turbo charged engine system (Figure C) the fresh atmospheric air enters 
the system through the air filter as in the natural aspirated engine. The air is 
boosted to a higher pressure by the compressor, this increases the air density 
but also its temperature. This is taken advantage of to increase the air density 
further by passing this heated air through an air-to-air cooler called the 
intercooler. The cooled air enters the engine through the inlet valves and from 
this point the events that take place are the same as in the naturally aspirated 
engine described in subsection 0. 
Shaft
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Figure C: Basic schematic of a turbo charged Diesel engine 
The exhaust gas expands through the turbine, which spins typically in a range 
between 90,000 to 200,000 [rpm], and the air, which is cooled by this process, 
leaves the engine system through a muffler/silencer as it was described in 
subsection 0.        
 
Increasing the A/F ratio will, however, also increase the combustion 
temperature leading to an increase in the production of nitrogen oxides ( xNO ) in 
the exhaust gases. The xNO  has a damaging effect on the environment, 
forming a) particulates by reacting with ammonia and b) ozone by reacting with 
volatile organic compounds. The ozone can have a damaging effect on the 
respiratory system. These considerations have led to enhanced emission 
standards around the world, in particular Japan, US, Europe, mostly concerned 
with CO, xNO , HC and PM. Different regions have, at present, different 
maximum emission thresholds, but a world harmonised standard is being 
developed. In Europe there are different emission standards for cars, off road 
vehicles and HD Diesel engines, entailing different maximum thresholds and 
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test specifications. Today there are two emission tests for HD Diesel engines, a 
steady-state (Table A.1) and a transient test cycle (not shown). The emission 
standard for HD Diesel engines is somewhat different from that of cars, 
because the engine is tested in isolation from the vehicle. This implies that if 
more than one vehicle uses the same engine model, the test only has to be 
carried out just one time.  
 
Table A.1: EU Emission Standards for HD Diesel Engines: Steady-State Testing 
Standard Date CO 
[g/kWh] 
NOx 
[g/kWh] 
HC  
[g/kWh] 
PM 
[g/kWh] 
EURO 0 1988-1992 12.3 15.8 2.60 none 
EURO I 1992-1995 4.9 9.0 1.23 0.40 
EURO II 1995-1999 4.0 7.0 1.10 0.15 
EURO III 1999-2005 2.1 5.0 0.66 0.10 
EURO IV 2005-2008 1.5 3.5 0.46 0.02 
EURO V 2008-2012 1.5 2.0 0.46 0.02 
EURO VI 2013- 1.5 0.4 0.13 0.01 
Source: The Internet (Dieselnet.com & Delphi.com ) 
 
In the steady-state test the engine is tested at different speeds and load points 
in which the emission is measured and tested against the thresholds in Table 
A.1. In the transient test, the engine is again tested at different speeds and 
loads but including engine stops and starts. In this case, the emission levels are 
monitored continually during the test and their peak values are not allowed to 
exceed a certain value. 
 
The first emission standard EURO 0 for HD Diesel engines came into place in 
the late 1980’s. Through the years emission levels have decreased 
dramatically, as it is evident in Table A.1, a pertinent example being the xNO  
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levels dropping from 15.8 [g/kWh] in 1988 to 0.4 in 2012 (-3850%). These 
decreasing emission thresholds have forced the automotive industry to find new 
technologies to meet the lower emission thresholds. There are different ways of 
achieving lower emission outlets such as piston and cylinder design, Diesel 
injector design, fuel properties, exhaust gas after-treatment and exhaust gas 
recirculation (EGR). 
 
EGR helps to reduce xNO  by reducing the peak combustion temperature. The 
idea is to mix inert gas (i.e., gas that cannot take part in the combustion 
process) with fresh air to reduce the peak combustion temperature. This inert 
gas is contained in the exhaust gas, which is re-circulated to the intake side of 
the engine (Figure D). For this, the exhaust gas recirculation rate is defined as 
  rateEGR /egr egr airm m m   (A.2) 
where airm  is the air mass flow rate and egrm is the EGR mass flow rate. The 
rateEGR  will moderate the xNO  concentration in the exhaust gases, a higher 
rateEGR  giving less xNO . 
 
Figure D: Schematic of a turbo charged Diesel engine with EGR 
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The EGR path (EGR valve and EGR cooler) in Figure D, is often referred to as 
a high pressure EGR due to the high pressure in the exhaust / intake manifold. 
This high pressure is a result of the operating range for the turbine and 
compressor. 
 
The EGR flow can be adjusted by the valve in the EGR path, but the maximum 
flow rate which can be achieved depends on the differential pressure across the 
EGR path (EGR valve, EGR cooler and pipe work). The differential pressure is 
a function of factors such as the turbo system operating point, inlet and outlet 
valve design and the combustion characteristics. 
 
In Figure D, the turbine has been replaced by a variable geometry turbine 
(VGT). The operating point of the VGT can be adjusted by opening and closing 
its vanes. This varies the turbine speed, making it possible to adjust the 
compressor output pressure. The pressure can only be adjusted in a limited 
range which is a function of the engines operation point, such as the exhaust 
flow and temperature. The pressure in the intake manifold determines how 
much gas/air can go into the cylinder per intake stroke. More engine torque, 
requires more air which again requires a higher intake manifold pressure. If the 
rateEGR  of equation A.2 has to be kept constant, then egrm  has to increase as 
well making the pressure even higher.  
One of the problems of using EGR is that the re-circulated exhaust gas contains 
particulate matter from the combustion which clogs up the EGR cooler in time. 
 
As mentioned before more air in the cylinder gives a cleaner combustion which 
again lowers the PM output, but it also leads to an increase in the xNO
formation. A higher rateEGR , however, decreases the xNO  formation but 
increases the particulate output, caused by the increased inert gas in the 
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combustion chamber. This conflict between the EGR and air results in a 
compromise for the set points of the 
ratioAF  and the rateEGR . 
 
The low levels of emission in the standards have forced engine manufacturers 
to add more emission decreasing devices to the engine system to meet these 
(Banks et al., 2010). A schematic example of a EURO VI engine configuration 
can be seen in Figure E. There are two major differences between this and the 
previous figure which are the low/high pressure EGR loops and the exhaust gas 
after treatment.      
 
 
Figure E: An example of a schematic for Euro VI engine configuration with high 
and low pressure EGR 
The after treatment is a necessity for most modern engine systems to meet the 
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a)  The 
xNO  reduction system, which is usually based on selective catalytic 
reduction (SCR), which converts nitrogen oxides into 2N  and water. For this 
system, either ammonia (
3NH ) or urea ( 2NH ) has to be added to the exhaust 
gas before the catalyst. For most SCR systems on HGVs, a water diluted 
urea solution is used called AdBlue, stored in a separate tank. This solution 
is dosed (pumped) into the hot exhaust gas before the SCR unit for it to 
evaporate into gas form. The amount of AdBlue is determined by how much 
the engine xNO  level has to be reduced. 
b) The particulate reduction system, which requires a Diesel oxidation catalyst 
(DOC) and a Diesel particulate filter (DPF) inserted in the exhaust system as 
close as possible to the engine outlet manifold, to maximise the temperature 
and hence the reaction rate. The DPF catches the particles from the exhaust 
gas in a ceramic filter structure. When the engine runs the DPF will slowly 
clog up with particulate matter, thereby impeding the exhaust gas. The DPFs 
used on HGVs are of the regenerative type. During the regeneration, the 
trapped particulate matter is burned away in the DPF, creating ash. The ash 
leaves the ceramic filter and into the surrounding environment through the 
exhaust system. The regeneration burn of the DPF starts when a minimum 
temperature of several hundred °C is reached and enough oxygen is 
available. The DOC is an oxidation catalyst which can create heat by 
oxidising/burning the non-burned fuel and oxygen in the exhaust gas. The 
heat from the DOC can start the regeneration process in the DPF. Too high a 
temperature in the DPF can damage the filter structure, and too low a 
temperature will stop the regeneration. It is therefore important to keep the 
correct exhaust Air-to-fuel ratio during the regeneration of the DPF. 
 
The function of the low pressure EGR is the same as the high pressure EGR, 
which is to lower the exhaust xNO level. The low pressure EGR takes the gas 
after it has been filtered through after-treatment which it leaves with less 
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particulate matter. The low pressure EGR path also benefits from a higher level 
of cooling making the density higher. The low pressure EGR is sometimes used 
to save money on the exhaust after-treatment system and can in some cases 
remove the need for after-treatment. To control the flow through the low 
pressure EGR path, two valves are sometimes needed, as shown in Figure E. 
The EGR valve, in the low pressure EGR path, is used to control the flow 
through the low pressure EGR cooler and the exhaust throttle valve to create a 
differential pressure over the low pressure EGR system. 
 
With reference to Figure E, there are five position control loops indicated, 
required for four valves and the VGT. The throttle valve, described in more 
detail in Chapter 1, is the focus of this research programme but this will be 
equally useful for the other applications as each of these has similar 
characteristics. 
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A.2 Parameters used for the Simulation 
 
Parameters used throttle valve for the simulations: 
1. DC motor wheel diameter [-] 
- mN  = 1  
2. Throttle plate wheel diameter [-] 
- plN  = 11.5  
3. DC motor torque constant [Nm/A] 
- tk  = 0.0257    
4. DC motor speed constant [V sec/rad] 
- ek  = 0.0257 
5. DC motor resistance [ohm] 
-  2.795aR    
6. Inductance [H] 
- 48.372 10aL
   
7. Total system pure time delay (Electrical & mechanical) [sec] 
- System_delay = 0.0016           
8. Coil spring constant [Nm/rad] 
- springk  = 0.0581 
9. Throttle system moment of inertia (plate, DC motor and spindle) [kg*m^2] 
- 48.521 10xJ
    
10. Initial spring position (Simulates the initial spring torque) [Rad] 
- Initial spring  = 4.427 
11. Hard stop gain [Nm/rad] 
- hard stopk  = 100 
12. Maximum position hard stop [Rad] 
- 
maxpl
  = 90/360*2*pi 
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13. Minimum position hard stop [Rad] 
- 
minpl
  = -0.1/360*2*pi  
14. Kinetic friction constant [Nm sec/rad] 
- 
kinetick  = 0.0022         
15. Coulomb friction constant [Nm] 
- 
coulombk  = 0.0836 
16. Static friction model speed constant [rad/sec] 
- 1  = 0.01 
17. Static friction model torque constant [Nm sec/rad] 
- 1  = 0.0539 
18. Static friction model speed constant [rad/sec] 
- 2  = 0.0470 
19. Static friction model torque constant [Nm sec/rad] 
- 2  = 0.001 
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A.3 Calculations for Linear State Feedback with Integrator for 
Steady State Error Elimination 
This section contains a detailed calculation for the ‘Linear State Feedback with 
Integrator for Steady State Error Elimination’ in subsection 4.6.3.1. 
 
 
Figure F: LSF with integrator and plant model 
Using Mason’s rule to calculate the closed loop transfer function of Figure F 
(numbers refers to encircled numbers) 
L1: [3,4,3] 
L2: [5,6,5] 
L3: [5,6,7,5] 
L4: [3,4,5,6,3] 
L5: [2,3,4,2] 
L6: [2,3,4,5,6,2] 
L7: [2,3,4,5,6,7,2] 
L8: [1,2,3,4,5,6,7,1] 
Forward path gain (from ry  to y ) [0,1,2,3,4,5,6,7] 
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Using equation (G.3), and after some manipulation 
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A.4 H-bridge with Output Current Measurement 
The DC motor is driven by an H-bridge circuit acting like a power amplifier, 
shown in Figure G. The demand is converted by the dSPACE system into a 
pulse width modulation (PWM) signal with fixed switch frequency and a mark-
space ratio (duty cycle) which dependents on the voltage demand. The H-
bridge driver converts the PWM and direction signals, into pulses which drives 
the four transistors dependent on the direction. To drive the DC motor in the 
clockwise direction the transistor T1 and T4 have to be on, and for the 
anticlockwise direction transistor T2 and T3 have to activated.   
 
 
Figure G: H-bridge schematic 
The output current from the H-bridge is measured by a current sensor. The 
current sensor is a closed loop Hall–effect type with a high frequency 
bandwidth. Throughout the industry the norm is to sample a PWM driven 
current synchronous to the switching to eliminate the aliasing effect. 
Unfortunately the dSPACE cannot sample the signals synchronous due to 
limitations in the hardware. The output from the current sensor is low pass filter 
by a passive filter acting as a high frequency antialiasing filter. To circumvent 
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the problem with asynchronous sampling the current signal is oversampled (= 
20 kHz) and a periodical average signal is generated every time the control 
strategy runs.  
 
The H-Bridge and current measurement circuit are done on separate boards to 
keep the switching noise to a minimum. The switching noise is generated when 
the H-Bridge transistors are rapidly turn on and off (switch frequency = 10 kHz). 
The H-Bridge and current measurement circuit boards are made by the author, 
shown in Figure H.   
 
Figure H: H-bridge and current measurement boards 
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A.5 Throttle Valve Exploded View 
 
Figure I: Throttle valve exploded view 
 
 
  
Published Work 349 
 
Published Work 
A comparison of two robust control techniques for throttle 
valve control subject to nonlinear friction 
 
  
Published Work 350 
 
 
 
  
Published Work 351 
 
 
 
  
Published Work 352 
 
 
 
  
Published Work 353 
 
 
 
  
Published Work 354 
 
 
 
  
Published Work 355 
 
 
 
  
Published Work 356 
 
 
 
  
Published Work 357 
 
Forced dynamic control of non-minimum-phase plants via 
study of the classical inverted pendulum 
 
  
Published Work 358 
 
 
  
Published Work 359 
 
 
 
  
Published Work 360 
 
 
  
Published Work 361 
 
 
  
Published Work 362 
 
 
  
Published Work 363 
 
 
  
Published Work 364 
 
  
References 365 
 
 
