Abstract. Optical Mark Recognition (OMR) is often used by teachers to help mark students' test in the form of multiple-choice test. This article describes how to build an offline OMR system which run in Android based smartphone. The input is the digital image of student's answer sheet which was taken from smartphone's camera. The system implements image processing techniques to detect and determine not only student's handwritten for his/her ID, name, and form's ID, but also for the answer of each test number. Gradient feature is used as features for the handwritten parts, while pixel density and area are used for the marked parts. Radial Basis Function Neural Network (RBFNN) is implemented to recognize of the students' handwriting. The experiment result shows that the system has successfully identified the answers with 99.69% success rates, but only has 82.28% and 72.25% success rates for digits and uppercase letters recognition respectively.
Introduction
OMR is the process of discrete data acquisition by scanning predefined OMR forms, eventually detecting the presence or absence of marks in the given spaces. This technology has been widely used in assessing students' multiple-choice tests [1] . Dedicated OMR scanners or image scanners are often used. In the latter case, the image is processed by OMR software with similar efficacy, but slower performance, presenting advantages such as lower cost and the possibility to employ user customizable OMR forms [1, 2] . However, providing all hardware and software including the OMR form is not a trivial task. Setting up the technology may take longer then marking the test. This paper proposes a system similar to OMR system which run in Android based smartphone. Moreover, the proposed system also includes offline handwritten character recognition to automatically determine the student's name, id, and form's id. The system works in three steps, first to recognize the form's template, then to recognize the answer sheet key, and finally to recognize each answer sheet. For the second and third step, typical phases in document recognition system is employed, mainly preprocessing, features extraction, and classification [3] .
The remainder of this paper is organized as follows. Section II describes briefly some related works in both OMR and handwritten character recognition, followed by feature extraction and classifier used in this paper. Section III describes the proposed system, while Section IV describes experiment result. Section V provides concluding remarks.
Feature Extraction and Recognition System

Related Work
Spadaccini and Rizzo [4] have proposed an OMR system with their own specific design for answer sheet. Their steps were preprocessing, segmentation, answer recognition and barcode recognition. In the preprocessing step, the answer sheet image in grayscale is converted to binary using Otsu thresholding. Affine transform is then applied to ensure that the origin box is at coordinate (0, 0). The image is then segmented into barcode and answer area. Answer recognition is done on each row for five possible answer boxes using the number of black pixels and the number of holes. The experiment result for barcode and answer recognition were 98% and 99.1% respectively. A similar approach was used by Deng et al. [1] in designing an OMR system. Both used fixed size black boxes as references to process the answer sheet, and then the number of black pixels was used to determine the answer for the respective question number.
Several works have been done in offline handwritten character recognition. Some focused on the preprocessing step, such as one by Liu et al. [3] which compared various normalization functions to determine their effect on recognition performance. Other researches focused on selecting the best feature extraction or classifier. For feature extraction, one which has been widely used with good result is directional features [3, 5] . Reference [3] gave comparison of several directional features, and showed that gradient feature gave comparable result. For classifier, Pradeep et al. [6] showed that neural networks gave high recognition level. Although a lot of research have been done, fewer attentions have been given to recognize handwritten character using smartphone [7] . Reference [7] gave great comparisons in applying several algorithms for preprocessing, feature extraction, and classifier algorithms. Nonetheless, the smartphone is used only to capture the handwritten character image, not to recognize the character.
System Design Designing Answer Sheet Form
Answer sheet form must be designed identically with the associate template of that form as shown in Fig. 1 . Four black boxes on each corner of the paper indicate the area of the answer sheet. The other black boxes indicate the places where the student gives their input. The white box on the left side is set to be empty which can be used for additional information, label, icon, or logo. All black boxes in the template are grouped into regions, such as FormID and StudentID which consist of only numbers, StudentName which consists of only uppercase letters, and the rest are answer regions which will be marked. Every two adjacent black boxes in the same region must have equal horizontal distance. Detailed information about these regions are provided in a text file named "Template_Format.txt". An example is in Fig. 2 with the following explanation for each row:
• First is the total number of black boxes in this row. 
Proposed System
The system's block diagram is shown in Fig. 3 . In the first block, the template is processed to get information about all regions. First, the four black boxes on each corner are detected to be used as references to rotate, crop, and perspective transform the template's area. All other black boxes are then detected using contours and the information from the four reference boxes. Each result for these steps can be seen in Fig. 4 . Otsu thresholding is applied whenever contours are to be detected. The output of "Processing Template Form" block is the information about each region in the template. It consists of a set of black boxes' center coordinates along with the region's answer's type and name. It was saved in a text file named "Template.txt" whose rows contain the information of each region. After processing the template, system must first be provided with answer sheet key, the one containing the correct answers. It is coded by filling the StudentID with 00000000. The steps to get the answer sheet's area are identical with the ones in processing template form. Afterwards, an area around each set of center coordinates is cropped and converted to binary using Otsu thresholding. The answer image is then detected by finding contours with similar area as the references boxes. An example of this process is shown in Fig. 5 . After processing the answer sheet key, system will save the result in a text file named "FormID_Key.txt" with the following format:
• The first row consists of five digits of FormID.
•
The Second row is either the teacher's name or blank.
• The third row is 00000000 which is the StudentID.
The rest is just a single character in each row indicating the answer for question 1 to 80. An answer sheet is processed in the same way as the answer sheet key. The answer for each question is then compared with the one from the answer sheet key to determine the student's score. After processing all the answer sheets, the results are then saved in a text file named "FormID_Result.txt" with format as shown in Fig. 6 . Columns labelled 1 to 80 store the student's answers for each respective question, which is one out of five possible answers {A, B, C, D, E}. 
Handwritten Recognition Algorithm
The handwritten recognition consists of three main tasks, preprocessing, feature extraction, and classification. The preprocessing applied are Otsu thresholding and moment normalization to 64 x 64 with new aspect ratio equals to the cubic root of the old one. This normalization has been shown to improve the recognition result [3] . As for feature extraction, gradient features from contours are used. First, gradients are calculated at each pixel using Sobel operator. Those gradients are then decomposed into 8 standard directions with 45 o interval each. The image is then divided into fixed size regions, and finally HOGs from all regions are concatenated and used as features. The classification is done using RBFNN with 26 hidden and output nodes. This configuration is done due to its simplicity for faster recognition process. Each hidden node implements a Gaussian function to determine the influence of an input vector to this node.
Experiment Result and Discussion
Two experiments are done, to find the success rates of the applied handwritten recognition algorithm, and then the success rates of the proposed system in recognizing the answer sheet. For handwritten recognition, data are collected from our students for both digits and uppercase letters, with each class having 180 samples from 18 writers. Some of these data can be seen in Fig. 7 . Two separate RBFNNs are used to recognize digit and uppercase letter. For both RBFNN, testing by rotation method [8] of mode 10 is done with varying region's size (8x8, 16x16, and 32x32). The result for digits is shown in Table 1 (a), while the one for uppercase letters is shown in Table 1 From Table 1 (a), the best recognition result for digits with 82.28% success rates is obtained when the region's size is 16x16. On the other hand, the best recognition result for uppercase letters with 72.75% success rates is obtained when using region's size of 32x32. Based on these results, RBFNN for digit recognition (form's and student's ID) in answer sheet is trained with 16x16 region's size, while the one for uppercase letter recognition (student's name) is trained using 32x32 region's size. The second experiment for the proposed system's performance is done using 12 answer sheets. For each answer sheet, there are three results which correspond with three different answer's types (digit, letter, and marks). While RBFNN is used for digit and letter recognition, marked answers are detected using the total number of black pixel inside the answer boxes. The result can be seen in Table 2 . Based on the results, the success rates in getting the marked answers is pretty high at 99.69%. Further analysis finds out that the system fails to recognize marked answers when the student fills more then one boxes (either intentionally or to change their answers). This shows that some standard rules must be set to handle scenario when the student marks more then one answers. .00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 100.00 % 98.75 % 97.50 % 99.69 % As for the digit and uppercase letter recognition, the results are higher then the first experiment. This might be because not all characters appear the same number of times. However, the result from the first experiment (82.28% for digits and 72.25% for uppercase letters) shows that more research should be done to deal with this problem. This might be caused by the choice of feature extraction or classification technique. Particularly, RBFNN configuration with 26 hidden nodes might be too simple to handle the variation in handwritten character. Another thing to consider is the addition of more features to increase the discrimating ability of the RBFNN.
Summary
A multiple-choice test recognition system which works on Android based smartphone has been made. The system consists of OMR to identify the answers and offline handwritten recognition to recognize the form's ID, student's ID, and student's name. There are three steps to use the system, process the template, process the answer sheet key, and finally process each answer sheet.
The system has successfully identified 99.69% marked answers, with failures only when the student marked two or more boxes. On the other hand, the handwritten character recognition can only recognize 82.28% for digits and 72.25% for uppercase letters. Improvement can be made in both the features and classifier. Improvement on features can be made in the gradient features itself or by adding additional features without significant load on the system. Meanwhile, classifier can be improved by adjusting the RBNN configuration or by employing/combining other classifiers.
