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Abstract
In the series of models with interacting particles in stochastic geometry, a further
contribution presents the facet process which is defined in arbitrary Euclidean
dimension. In 2D, 3D specially it is a process of interacting segments, flat sur-
faces, respectively. Its investigation is based on the theory of functionals of finite
spatial point processes given by a density with respect to a Poisson process. The
methodology based on L2 expansion of the covariance of functionals of Poisson
process is developed for U -statistics of facet intersections which are building
blocks of the model. The importance of the concept of correlation functions of
arbitrary order is emphasized. Some basic properties of facet processes, such
as local stability and repulsivness are shown and a standard simulation algo-
rithm mentioned. Further the situation when the intensity of the process tends
to infinity is studied. In the case of Poisson processes a central limit theorem
follows from recent results of Wiener-Ito theory. In the case of non-Poisson pro-
cesses we restrict to models with finitely many orientations. Detailed analysis
of correlation functions exhibits various asymptotics for different combination
of U -statistics and submodels of the facet process.
Keywords: asymptotics, correlation function, facet process, moments, U -statistics.
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1 Introduction
Modeling of particle systems with interactions by means of finite point processes
presents an interesting field of stochastic geometry the research of which is not
yet completed. The work of [6] concerning area-interaction models of planar
discs was later developed by [9] to models of interacting discs with more gen-
eral densities (with respect to the Poisson process) from exponential families.
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The authors also developed sophisticated simulation procedures of the models.
The motivation for the modeling was to serve for statistical purposes in the
evaluation of real data.
In the present paper we develop similar interaction processes in a bounded
window in arbitrary Euclidean dimension. The difference in comparison to [9]
is that the particles (called facets) are lower dimensional, they form compact
subsets of hyperplanes. The interactions arise from intersections of facets and
the their global amounts form U -statistics [12]. In 2D and 3D these models
may also serve to real data evaluation of segment, surface processes, respectively.
Rather than statistics we develop the facet process theory in arbitrary dimension
and deal with limit behavior when the intensity of the reference Poisson process
tends to infinity.
Recently in [2] functionals of spatial point processes given by a density with
respect to the Poisson process were investigated using the L2 expansion from [8]
which is applied to the product of a functional and the density. Using a special
class of functionals called U -statistics closed formulas for mixed moments of
functionals are obtained. Similar formulas, but under a stronger assumption
of a product form of the driving function of the functional, were derived in [3]
using the Georgii-Nguyen-Zessin formula. In processes with densities the key
characteristics are the correlation functions [4] of arbitrary order which are dual
to kernel functions of the density as a function of the Poisson process.
We call facets some bounded subsets of hyperplanes with a given shape,
size and orientation. Natural geometrical characteristics of the union of the
facets, based on Hausdorff measure of the intersections of pairs, triplets, etc., of
facets form U -statistics. Building a parametric density from exponential family,
the limitations for the space of parameters have to be given. In the paper
basic properties of facet processes are investigated, based on the fact that the
densities come from exponential family as studied in [9] for the disc process
with an analogous density type. It is shown that the given class of processes is
characterized by a repulsive behavior. Conditions for local stability are given
and a standard simulation algorithm based on birth-death algorithm in Markov
chain Monte Carlo is mentioned, which enables to observe realizations of the
facet process.
As an application of the moment formulas we are interested in the limit
behaviour when the intensity of the reference Poisson process tends to infinity.
Central limit theorems for U -statistics of Poisson processes were derived based
on Malliavin calculus and the Stein method in [12]. The results were extended
to the multivariate case in [8] and they apply to the vector of model character-
istics of the Poisson facet process in our setting. In the paper [14] the authors
give conditions for functionals of Gibbs point processes under which they are
asymptotically Gaussian with increasing window. Another related work is [10],
where the central limit theorem for the number of intersections in expanding
window is derived for the stationary planar segment process satisfying certain
conditions on absolute regularity coefficients.
In facet processes having densities we restrict ourselves to the model with
finitely many orientations corresponding to canonical vectors. Submodels of the
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facet process are investigated where a detailed analysis of the correlation func-
tion yields different asymptotics. When the order of the submodel is not greater
than the order of the observed U -statistic then asymptoticaly the mean value
of the U -statistic vanishes. This leads to a degeneracy in the sense that some
orientations are missing. On the other hand when the order of the submodel is
greater than the order of the observed U -statistic then the limit of correlation
function is finite and nonzero and under selected standardization U -statistic
tends almost surely to its non-zero expectation. By changing the standardiza-
tion, however, we achieve a finite non-zero asymptotic variance. Even if these
results are obtained in a special situation with facets of a fixed shape and size
related to the window size, it is important that they allow us to understand the
ongoing problems for a possible further investigation of the complex model.
2 The background of point processes having a
density
Consider a bounded Borel set B ⊂ Rd with Lebesgue measure |B| > 0 and
a measurable space (N,N ) of integer-valued finite measures on B. N is the
smallest σ-algebra which makes the mappings x 7→ x(A) measurable for all
Borel sets A ⊂ B and all x ∈ N. A random element having a.s. values in
(N,N ) is called a finite point process. Integer-valued finite measures can be
represented by systems of points corresponding to their support. Let a Poisson
point process η on B have finite intensity measure λ with no atoms, λ(B) > 0,
and distribution Pη on N . For a measurable map F : N→ R it holds [1]
E[F (η)] = e−λ(B)
∞∑
n=0
1
n!
∫
B
. . .
∫
B
F (u1, . . . , un)λ
n(d(u1, . . . , un)), (1)
where we write λn(d(x1, . . . , xn)) instead of λ(dx1) . . . λ(dxn). Further we con-
sider a finite point process µ on B given by a density p w.r.t. η, i.e. with
distribution Pµ
dPµ(x) = p(x)dPη(x), x ∈ N, (2)
where p : N→ R+ is measurable satisfying∫
N
p(x)dPη(x) = 1.
The consequence of (2) is a formula
EF (µ) = E[F (η)p(η)]. (3)
Let µ be a finite point process with density p satisfying
p(x) > 0⇒ p(x˜) > 0 (4)
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for all x˜ ⊂ x. For the (Papangelou) conditional intensity of µ, see [1], it holds
λ∗(u;x) =
p(x ∪ {u})
p(x)
, x ∈ N, u ∈ B, u /∈ x.
For p(x) = 0 we put λ∗(u;x) = 0. For n > 1 we use analogously
λ∗n(u1, . . . , un;x) =
p(x ∪ {u1, . . . , un})
p(x)
,
u1, . . . , un ∈ B\{x} distinct, the conditional intensity of n-th order of µ, λ∗0 ≡ 1.
We observe that λ∗n is symmetric in the variables u1, . . . , un. The expectations
of conditional intensities
ρn(u1, . . . , un;µ) = Eλ
∗(u1, . . . , un;µ) = E[p(η ∪ {u1, . . . , un})], (5)
are called n−th correlation functions of the point process µ, cf. [4].
For a functional F, y ∈ B, one defines the difference operator DyF for a
point process µ as a random variable
DyF (µ) = F (µ+ δy)− F (µ),
where δy is a Dirac measure at the point y. Inductively for n ≥ 2 and (y1, . . . , yn) ∈
Bn we define a function
Dny1,...,ynF = D
1
y1
Dn−1y2,...,ynF,
where D1y = Dy, D
0F = F. Operator Dny1,...,yn is symmetric in y1, . . . , yn and
symmetric functions T µnF on B
n are defined as
T µnF (y1, . . . , yn) = ED
n
y1,...,yn
F (µ),
n ∈ N, T µ0 F = EF (µ), whenever the expectations exist. We write TnF for
T ηnF. For the functionals of a Poisson process Theorem 1.1 in [7] says that given
F, F˜ ∈ L2(Pη) it holds
E[F (η)F˜ (η)] = EF (η)EF˜ (η) +
∞∑
n=1
1
n!
〈TnF, TnF˜ 〉n, (6)
where 〈., .〉n is the scalar product in L2(λn).We will use symbol [n] = {1, . . . , n},
n ∈ N.
For p ∈ L2(Pη), n ∈ N, it holds
Tnp(y1, . . . , yn) =
∑
J⊂[n]
(−1)n−|J|ρ|J|({yj, j ∈ J};µ) (7)
for λn-almost all (y1, . . . , yn), where |J | is the cardinality of J.
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3 U-statistics
A U -statistic of order k ∈ N of a finite point process µ is a functional defined
by
F (µ) =
∑
(x1,...,xk)∈µk6=
f(x1, . . . , xk), (8)
where f : Bk → R is a function symmetric w.r.t. to the permutations of its
variables, f ∈ L1(λk). Here µk6= is the set of k-tuples of different points of µ.
We say that F is driven by f. In this Section basic results on U -statistics for
point processes having densities, obtained in [2] are reviewed for later use. By
the Slivnyak-Mecke theorem [13] we have
EF (η) =
∫
Bk
f(x1, . . . , xk)λ
k(d(x1, . . . , xk)).
For a U -statistic F ∈ L2(Pη) of order k and density p ∈ L2(Pη) it holds
EF (µ) =
∫
Bk
f(x1, . . . , xk)ρk(x1, . . . , xk;µ)λ
k(d(x1, . . . , xk)). (9)
In integrals like (9) it does not mind that ρk is defined only for distinct arguments
xj . We are interested in higher-order and mixed moments in the following.
We can use a short expression of formulas for moments using diagrams and
partitions, see [11], [8]. Let
∏˜
k be the set of all partitions {Ji} of [k], where Ji
are disjoint blocks and ∪Ji = [k]. For k = k1 + · · ·+ km and blocks
Ji = {j : k1 + · · ·+ ki−1 < j ≤ k1 + · · ·+ ki}, i = 1, . . . ,m,
consider the partition pi = {Ji, 1 ≤ i ≤ m} and let
∏
k1,...,km
⊂ ∏˜k be the set
of all partitions σ ∈ ∏˜k such that |J ∩J ′| ≤ 1 for all J ∈ pi and all J ′ ∈ σ. Here
|J | is the cardinality of a block J ∈ σ. For a partition σ ∈∏k1...km we define the
function (⊗mj=1fj)σ : B|σ| → R by replacing all variables of the tensor product
⊗mj=1fj that belong to the same block of σ by a new common variable, |σ| is the
number of blocks in σ.
Theorem 1. Let m ∈ N, ∏mi=1 Fi ∈ L2(Pη), p ∈ L2(Pη), where Fi are
U -statistics of orders ki driven by nonnegative functions fi, respectively, i =
1, . . . ,m. Then
E
[
m∏
i=1
Fi(µ)
]
=
∑
σ∈∏k1...km
∫
B|σ|
(⊗mi=1fi)σ(x1, . . . , x|σ|)× (10)
×ρ|σ|(x1, . . . , x|σ|;µ)λ(d(x1, . . . , x|σ|)).
Similar formulas to (10), but under a stronger assumption of a product form
of the driving function f of F, were derived in [3] using the Georgii-Nguyen-
Zessin formula [1]. As an application consider processes µa with densities pa
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w.r.t. ηa, a ≥ 1. Let formula (10) be applied with λa. The term at the highest
power of a which comes from aλ is called the leading term. The rate of the
leading term is
∑m
i=1 ki. There remains the dependence on a hidden in ρ, which
will be investigated later.
Theorem 2. For a U -statistic
F (µa) =
∑
(x1,...,xk)∈µka6=
f(x1, . . . , xk)
of order k on a bounded set B we have the following expression for the leading
term of centered moments, the rate being mk : E[(F (µa)− EF (µa))m] =
m∑
l=0
(
m
l
)
(−1)m−l
∫
Blk
f⊗l(x1, . . . , xlk)ρlk(x1, . . . , xlk;µa)λlk(d(x1, . . . , xlk))
×
(∫
Bk
f(x1, . . . , xk)ρk(x1, . . . , xk;µa)λ
k(d(x1, . . . , xk))
)m−l
.
Proof: We have
E[(F (µa)− EF (µa))m] =
m∑
l=0
(
m
l
)
(−1)m−lEF (µa)l(EF (µa))m−l.
From (9) it is (EF (µa))
m−l =
= ak(m−l)
(∫
Bk
f(x1, . . . , xk)ρk(x1, . . . , xk;µa)λ
k(d(x1, . . . , xk))
)m−l
and from (10) applied to E[F (µa)
l] we take the term with highest power of a.
It corresponds to
alk
∫
Blk
f⊗l(x1, . . . , xlk)ρlk(x1, . . . , xlk;µa)λlk(d(x1, . . . , xlk)).
These terms come from σ ∈∏=1,k,...,k ⊂∏k,...,k, where∏=1,k,...,k is a singleton
with the only partition containing mk blocks all of cardinality one. 
Let B ⊂ Rd, d ∈ N be as in Section 2, X be a point process of compact sets
[13] called grains and we denote x realization of X on B, i.e. the union of all
compact sets. Consider that there is a probability density [9]
p(x) = cν exp(ν ·G(x)), (11)
of X w.r.t. a given reference Poisson point process η of compact sets. Here
ν = (ν1, . . . , νd) is a vector of real parameters, cν is a normalizing constant,
G(x) = (G1(x), . . . , Gd(x)) ∈ Rd
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is a vector of geometrical characteristics of x. In the exponent of (11) there is the
inner product in Rd. The largest set of ν such that exponential family density
(11) is well defined is
{ν ∈ Rd : E[exp(ν ·G(η))] <∞}.
For m ∈ N denote
Dmy1,...,ymG(x) = (D
m
y1,...,ym
G1(x), . . . , D
m
y1,...,ym
Gd(x))
T
the vector of m−th differences.
Proposition 1. Consider the probability density (11). Then for the correspond-
ing conditional intensity λ∗m of order m ∈ N and a realization x of X it holds
λ∗m(y1, . . . , ym;x) = exp(ν ·QmG(x)), (12)
where y1, . . . , ym ∈ B \ x are distinct,
QmG(x) = D
m
y1,...,ym
G(x)
+
∑
i1,...,im−1∈{1,...,m}
Dm−1yi1 ,...,yim−1G(x) + · · ·+
∑
1≤i≤m
DyiG(x).
The intensity of the reference Poisson process depends on a specific model,
see [9] for interacting discs.
4 Facet processes with density
Here we consider processes of interacting facets in Rd, d ∈ N, with their natural
U -statistics. Let
Y = B × (0, b]× Sd−1, (13)
where b > 0 is a size parameter, Sd−1 is the hemisphere of axial orientations in
Rd. For a point y ∈ Y, y = (z, r, φ) represents a facet which is a subset of a
hyperplane A = A(z, φ) through point z having normal orientation φ. Then
y = {s ∈ A; dist(s, z) ≤ r} (14)
for a distance dist in A. The Poisson process η on Y has intensity measure λ,
λ(d(z, r, φ)) = χ(z)dzQ(dr)v(φ)(dφ), (15)
whereQ is the size distribution, a probability measure on (0, b], v is a probability
density w.r.t. Lebesgue measure on Sd−1, χ is a bounded intensity function of
facet centres on B.
Let k ∈ {2, . . . , d}, we consider the intersection of any k facets such that
the corresponding hyperplanes are in general position, cf. [13], p.133. The λk-
measure of all such k-tuples is equal to λ(Y )k for each k since we have a density
v in (15). For the Hausdorff measure Hj in Rd of order j and x ∈ N (on Y ) we
put
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G1(x) =
∑
y∈x
H
d−1(y), (16)
G2(x) =
1
2
∑
(y1,y2)∈x26=
H
d−2(y1 ∩ y2),
...
Gd−1(x) =
1
(d− 1)!
∑
(y1,...,yd−1)∈xd−16=
H
1(∩d−1i=1 yi),
Gd(x) =
1
d!
∑
(y1,...,yd)∈xd6=
H
0(∩di=1yi).
We deal with
G(x) = (G1(x), . . . , Gd(x)), (17)
here Gj is U -statistic of the j−th order, j = 1, . . . , d. The facet process µ is
defined by the density (11)
p(x) = cν exp(ν ·G(x))
with respect to η, where ν = (ν1, . . . , νd) ∈ Rd. For x = {u1, . . . , un} we have
Gj(x) ≤ const.njbd−j,
which together with the assumption νj ≤ 0, j = 2, . . . , d proves using (1) that
p ∈ L1(Pη) ∩ L2(Pη).
In fact the assumption that the orientation distribution V (dφ) has a density v
can be weakened to the assumption that V has at least d atoms, which we will
use later.
Example 1. Specially for d = 3 the facet process may serve as a model for
platelike particles in materials microstructure of metals. Here G1 yields the
total area of all plates, G2 is the total length of intersection segments of pairs of
particles, G3 is the total number of intersections of triplets of particles. The size
of negative parameter ν2 or ν3 gives the measure of neglection of intersections
(repulsion) of the corresponding type. If ν is a zero vector, then the facet process
is Poisson (with no repulsion).
We will consider special types of facet processes µ(k), k = 1, . . . , d, such that
in (11) we have νk ≤ 0 while νj = 0, j 6= k. We say that µ(k) is a submodel of
order k, especially µ(1) is a Poisson process and µ(k) is a Poisson process if and
only if νk = 0, k = 2, . . . , d.
Local stability of a facet process is defined by the existence of α > 0 such
that
λ∗(u;x) ≤ α, x ∈ N, u ∈ Y \ {x} (18)
and under given conditions the processes µ(k), k = 1, . . . , d are locally stable.
Simulation of a facet process µ is available using the birth-death Metropolis-
Hastings algorithm [5].
In [9] the process with conditional intensity λ∗ is called attractive if
λ∗(y;x1) ≥ λ∗(y;x2),
for any x1,x2 ∈ N, x2 ⊂ x1. It is repulsive if
λ∗(y;x1) ≤ λ∗(y;x2),
for any x1,x2 ∈ N, x2 ⊂ x1. In the case of sharp inequality we say that the
process is strictly attractive, strictly repulsive, respectively.
Proposition 2. The facet process µ(1) is neither strictly attractive nor strictly
repulsive for any ν1 ∈ R. The facet processes µ(k) are repulsive for k = 2, . . . , d.
5 Asymptotics with increasing intensity
5.1 The Poisson case
Generally on B ⊂ Rd, λ as in Section 2, for l ≥ 1 and i = 1, . . . , l let ki ∈ N,
f (i) ∈ L1(λki) be symmetric functions. Consider Poisson processes ηa with
intensity measures λa = aλ, a ≥ 1. Following [8] U -statistics
F (i)a (ηa) =
∑
(x1,...,xki )∈η
ki
a6=
f (i)(x1, . . . , xki) (19)
are transformed to
Fˆ (i)a = a
−(ki− 12 )(F (i)a − EF (i)a ). (20)
The asymptotic covariances are
Cij = lim
a→∞ cov(Fˆ
(i)
a , Fˆ
(j)
a ) =
∫
B
T1F
(i)(x)T1F
(j)(x)λ(dx), i, j ∈ {1, . . . , l}.
(21)
The convergence under the distance between l-dimensional random vectors U,Z
d3(U,Z) = sup
g∈H
|Eg(U)− Eg(Z)|,
where H is the system of functions h ∈ C3(Rl) with
max
1≤i1≤i2≤l
sup
x∈Rl
∣∣ ∂2h(x)
∂xi1∂xi2
∣∣ ≤ 1, max
1≤i1≤i2≤i3≤l
sup
x∈Rl
| ∂
3h(x)
∂xi1∂xi2∂xi3
| ≤ 1
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implies convergence in distribution. Based on the multi-dimensional Malliavin-
Stein inequality for the distance d3 of a random vector from a centered Gaussian
random vector Z with covariance matrix C = (Cij)i,j=1,...,l, [8] show that under
the assumption ∫
B
|T1F (i)|3dλ <∞, i = 1, . . . , l, (22)
there exists a constant c such that
d3((Fˆ
(1)
a , . . . , Fˆ
(l)
a ), Z) ≤ ca−
1
2 , a ≥ 1. (23)
Example 2. For the Poisson facet processes ηa, a ≥ 1 on Y (13) with intensity
measure aλ (15) and the U -statistics Gj(η), j = 1, . . . , d, in (16) we obtain that
T1Gj(x) =
1
(j − 1)!
∫
Y
. . .
∫
Y
H
d−j(∩j−1i=1 yi ∩ x)λj−1(d(y1, . . . , yj−1)).
The finiteness of the intensity measure λ in (15) and the boundedness of the
facets guarantee that all integrals (22) and (21) are finite. Thus for the random
vector (Gj(ηa), j = 1, . . . , d) both the central limit theorem when a→∞ and the
Berry-Esseen type inequality (23) hold.
5.2 The non-Poisson case
Let facet processes µa, a ≥ 1, have densities
pa(x) = cν,a exp(ν ·G(x)) (24)
w.r.t. Poisson processes ηa with intensities λa = aλ, respectively. Here G(x) is
given in (16) and νj ≤ 0, j = 2, . . . , d.We investigate U -statistics and submodels
of the same order d− k, from formula (9) we have
EGd−k(µ(d−k)a ) = (25)
=
ad−k
(d− k)!
∫
Y d−k
H
k(∩d−ki=1 yi)ρd−k(y1, . . . , yd−k;µ(d−k)a )λd−k(d(y1, . . . , yd−k)),
k = 0, . . . , d− 2.
Lemma 1. For the processes µ
(d−k)
a the correlation function ρd−k, k = 0, . . . ,
d− 2, has form
ρd−k(y1, . . . , yd−k;µ(d−k)a ) =
A(a)
B(a)
, (26)
where A(a) =
∞∑
n=0
an
n!
∫
Y
. . .
∫
Y
exp

 νd−k
(d− k)!
∑
(x1,...,xd−k)⊂{u1,...,un,y1,...,yd−k}
H
k(∩d−ki=1 xi)


×λn(d(u1, . . . , un)),
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B(a) =
∞∑
n=0
an
n!
∫
Y
. . .
∫
Y
exp

 νd−k
(d− k)!
∑
(x1,...,xd−k)⊂{u1,...,un}
H
k(∩d−ki=1 xi)


×λn(d(u1, . . . , un)).
Proof: Using formulas (5),(1) we obtain
ρd−k(y1, . . . , yd−k;µ(d−k)a ) = cν,ae
−aλ(Y )
∞∑
n=0
an
n!
∫
Y
. . .
∫
Y
exp

 νd−k
(d− k)!
∑
(x1,...,xd−k)⊂{u1,...,un,y1,...,yd−k}
H
k(∩d−ki=1 xi)

λn(d(u1, . . . , un)).
The normalizing constant can be expressed from
1 = Ep(ηa) = cν,ae
−aλ(Y )
∞∑
n=0
an
n!
∫
Y
. . .
∫
Y
exp

 νd−k
(d− k)!
∑
(x1,...,xd−k)⊂{u1,...,un}
H
k(∩d−ki=1 xi)

λn(d(u1, . . . , un))
and the result follows. 
We obtain asymptotic results in a special model. Let
Y = [0, b]d × {2b} × {ei, i = 1, . . . , d} , (27)
where ei are canonical unit vectors. A facet is a set
y = (z, φ) = {s ∈ D; max
i
|zi − si| ≤ b},
z denotes the centre andD is hyperplane with normal orientation φ. That means
facets have the same fixed size and shape and any non-parallel facets intersect.
In the case of d− k facets with different orientations we have bounds
bk ≤ Hk(∩d−ki=1 xi) ≤ (2b)k. (28)
In the intensity λ (15) we haveQ = δ2b, the orientation distribution V is uniform
on {ei, i = 1, . . . , d}. Then for ui = (zi, φi), i = 1, . . . , n, it holds
λn(d(u1, . . . , un)) = (29)
χ(z1)dz1 . . . χ(zn)dzn
1
dn
∑
· · ·
∑
n1+···+nd=n
n!
n1! . . . nd!
⊗di=1 δniei (dφ1, . . . , dφn).
Denote T =
∫
[0,b]d χ(z)dz.
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Remark 1. In the special model it can be shown that for any l ∈ {2, . . . , d}
if νi = 0, i 6= l and νl ≥ 0, then p 6∈ L1(Pη), thus the conditions applied to
parameters are not only sufficient, but also neccesarry conditions for density
existence.
Lemma 2. Denote as in Lemma 1, formula (26)
ρd−k(y1, . . . , yd−k;µ(d−k)a ) =
A(a)
B(a)
, k = 0, . . . , d− 2.
Then we have for y1, . . . , yd−k with different orientations
B(a) ≥
∞∑
n=0
(
aT
d
)n∑
· · ·
∑
n1+···+nd=n
1
n1! . . . nd!
×
× exp

νd−k(2b)k ∑
{lj}d−kj=1⊂[d]
d−k∏
i=1
nlj

 ,
A(a) ≤
∞∑
n=0
(
aT
d
)n∑
· · ·
∑
n1+···+nd=n
1
n1! . . . nd!
×
× exp

νd−kbk

 ∑
{lj}d−kj=1⊂[d]
d−k∏
i=1
nlj + ϑ



 ,
where ϑ is the number of (d− k)-tuples (with different orientations)
{x1, . . . , xd−k} ⊂ {u1, . . . , un, y1, . . . , yd−k}
such that there is at least one of yj among x1, . . . , xd−k.
Proof: It follows from Lemma 1, inequality (28) and integration w.r.t. (29).
Here nj are interpreted as the number of ul, l = 1, . . . n with orientation ej, j =
1, . . . d. 
Lemma 3. Under the notation from Lemma 2 it holds
B(a) ≥ exp(1
d
aT (d− k − 1)), k = 0, . . . , d− 2.
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Proof: Substituting β = aT
d
we have
∞∑
n=0
βn
∑
n1+...nd=n
1
n1! . . . nd!
exp(νd−k(2b)k
∑
{lj}d−kj=1⊂[d]
d−k∏
j=1
nlj ) =
∞∑
n1=0
. . .
∞∑
nd=0
βn1+...+nd
n1! . . . nd!
exp(νd−k(2b)k
∑
{lj}d−kj=1⊂[d]
d−k∏
j=1
nlj ) =
∞∑
n1=0
. . .
∞∑
nd−1=0
βn1+...+nd−1
n1! . . . nd−1!
exp

β exp(νd−k(2b)k ∑
{lj}d−k−1j=0 ⊂[d−1]
d−k−1∏
j=1
nlj )

×
× exp

νd−k(2b)k ∑
{lj}d−kj=1⊂[d−1]
d−k∏
i=1
nlj

 ≥
∞∑
n1=0
. . .
∞∑
nd−1=0
βn1+...+nd−1
n1! . . . nd−1!
exp(νd−k(2b)k
∑
{lj}d−kj=1⊂[d−1]
d−k∏
j=1
nlj ) ≥
∞∑
n1=0
. . .
∞∑
nd−k=0
βn1+...+nd−k
n1! . . . nd−k!
exp(νd−k(2b)k
∑
{lj}d−kj=1⊂[d−k]
d−k∏
j=1
nlj ) =
∞∑
n1=0
. . .
∞∑
nd−k=0
βn1+...+nd−k
n1! . . . nd−k!
exp(νd−k(2b)k
d−k∏
i=1
ni) =
∞∑
n1=0
. . .
∞∑
nd−k−1=0
βn1+...+nd−k−1
n1! . . . nd−k−1!
exp
(
βeνd−k(2b)
k ∏d−k−1
i=1 ni
)
≥
∞∑
n1=0
. . .
∞∑
nd−k−1=0
βn1+...+nd−k−1
n1! . . . nd−k−1!
= eβ(d−k−1).

Lemma 4. There exists a constant R < 0 independent of a such that
A(a)
B(a)
≤ eRa (30)
Proof: Substituting β = aT
d
we estimate A(a)
A(a) ≤
∞∑
n=0
βn
∑
n1+...+nd=n
1
n1! . . . nd!
exp(νd−kbkCd−k,d), (31)
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where
Cl,m =
l∑
i=1
∑
{j1,...,ji}⊂[m]
i∏
k=1
njk + 1, 1 ≤ l ≤ m.
Cl,m = Cl−1,m−1nm + Cl,m−1, 2 ≤ l < m,
Cm,m = Cm−1,m−1(1 + nm).
Now we decrease the number of sums in (31):
∞∑
n1=0
. . .
∞∑
nd=0
βn1+...+nd
n1! . . . nd!
exp(νd−kbkCd−k,d) =
∞∑
n1=0
. . .
∞∑
nd=0
βn1+...+nd
n1! . . . nd!
exp(νd−kbk(Cd−k−1,d−1nd + Cd−k,d−1)) =
∞∑
n1=0
. . .
∞∑
nd−1=0
βn1+...+nd−1
n1! . . . nd−1!
exp(βeνd−kb
kCd−k−1,d−1 + νd−kbkCd−k,d−1) ≤
∞∑
n1=0
. . .
∞∑
nd−1=0
βn1+...+nd−1
n1! . . . nd−1!
exp(βeνd−kb
kp + νd−kbkCd−k,d−1)+
p∑
n1=0
. . .
p∑
nd−1=0
βn1+...+nd−1
n1! . . . nd−1!
exp(βeνd−kb
kCd−k−1,d−1 + νd−kbkCd−k,d−1)−
p∑
n1=0
. . .
p∑
nd−1=0
βn1+...+nd−1
n1! . . . nd−1!
exp(βeνd−kb
kp + νd−kbkCd−k,d−1).
In the last step (p+1)d−1 terms of infinite series were changed. Then we estimate
the exponential part of series from above by exp(βeνd−kp).
Each term of both finite series tends to zero when divided by eβ(d−k−1) (as β
tends to infinity), so that the whole series tends to zero. This step is repeated
till we get
αp
∞∑
n1=0
. . .
∞∑
nd−k=0
βn1+...+nd−k
n1! . . . nd−k!
exp(νd−kbkCd−k,d−k) ≤
αp
∞∑
n1=0
. . .
∞∑
nd−k=0
βn1+...+nd−k
n1! . . . nd−k!
exp
(
νd−kbk
[
d−k−1∑
i=1
nind−k +
d−k∑
i=1
ni
])
=
αp
∞∑
n1=0
. . .
∞∑
nd−k−1=0
(βeνd−kb
k
)n1+...+nd−k−1
n1! . . . nd−k−1!
exp(βeνd−kb
k(
∑d−k−1
i=1 ni+1)) ≤
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αp
∞∑
n1=0
. . .
∞∑
nd−k−1=0
(βeνd−kb
k
)n1+...+nd−k−1
n1! . . . nd−k−1!
exp(βeνd−kb
kq)+
αp
q∑
n1=0
. . .
q∑
nd−k−1=0
(βeνd−kb
k
)n1+...+nd−k−1
n1! . . . nd−k−1!
exp(βeνd−kb
k(
∑d−k−1
i=1 ni+1))−
αp
q∑
n1=0
. . .
q∑
nd−k−1=0
(βeνd−kb
k
)n1+...+nd−k−1
n1! . . . nd−k−1!
exp(βeνd−kb
kq),
where αp = exp(βe
νd−kb
kpk). Again we changed (q + 1)d−k−1 terms of infinite
series and estimated exponential part of the series by exp(βeνd−kq). Both finite
series tend to zero when divided by eβ(d−k−1) and the infinite series is equal to
exp(βeνd−kb
kpk + βeνd−kb
k
(d− k − 1) + βeνd−kbkq).
We have to select p and q so that
R1 = e
νd−kb
kpk + eνd−kb
k
(d− k − 1) + eνd−kbkq − (d− k − 1) < 0,
which is possible for any νd−k < 0. Then we reverse the substitution β = aTd
and the ratio A(a)
B(a) tends to zero for a→ ∞. Its convergence is not slower than
eRa, where R = TR1
d
. 
Theorem 3. For a→∞ it holds
EGd−k(µ(d−k)a )→ 0, k = 0, . . . , d− 2. (32)
Proof: In (25) it suffices to show that for y1, . . . , yd−k all with distinct orien-
tation we have
lim
a→∞ a
d−kρd−k(y1, . . . , yd−k;µ(d−k)a ) = 0. (33)
This is the consequence of Lemmas 3 and 4. Then by the Lebesgue dominance
theorem formula (32) follows. 
Remark 2. Since the functionals Gd−k are nonnegative Theorem 3 says that
asymptotically the processes µd−ka are degenerate (for any νd−k < 0) in the
sense that there are no intersections of (d−k)-tuples, i.e. some orientations are
missing. For k = d− 2 e.g. all facets tend to be parallel (with any orientation).
Additionally when the assertion of Theorem 3 is valid for µ
(d−k)
a then it holds
also for expectations EGj(µ
(d−k)
a ) with j = d− k + 1, . . . , d.
Remark 3. The behavior of Metropolis-Hastings chain for simulation of a real-
ization of µd−ka with fixed parameter a depends on νd−k in the model with finitely
many orientations. For |νd−k| large typically it converges quickly to a realization
with some missing orientations. However when νd−k is close to zero it does not
converge quickly at all. This property does not take place when the orientation
distribution is absolutely continuous w.r.t. spherical Lebesgue measure.
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6 U-statistics of the order smaller than the sub-
model
In this section we continue to study the model from previous subsection, see (27).
Asymptotic moments (when a → ∞) of functionals Gd−k(x) in the submodel
µ
(d)
a , where k = 1, . . . , d − 1; d ≥ 3, will be investigated. Here the vanishing
property (32) is not expected, see the following Table where crosses mean that
the expected value is non-zero.
a→∞ U -statistics Gj
Submodel EGd EGd−1 . . . EG2 EG1
µ
(2)
a 0 0 . . . 0 ×
µ
(3)
a 0 0 . . . × ×
...
...
...
...
...
µ
(d−1)
a 0 0 . . . × ×
µ
(d)
a 0 × . . . × ×
As in the previous Section we will need first some limits of correlation func-
tions.
6.1 The limit of correlation functions
Proposition 3. a) For any y1, . . . , yd−k ∈ Y with different orientations we
have
lim
a→∞ ρd−k(y1, . . . , yd−k;µ
(d)
a ) =
k
d
, k = 1, . . . , d− 1. (34)
b) For all sets of 2(d−k) arguments which fullfil that each facet of {y1, . . . , yd−k}
has different orientation and the same applies to {yd−k+1, . . . , y2(d−k)} and there
is l common orientations within these two groups, then
lim
a→∞ ρ2(d−k)(y1, . . . , y2(d−k);µ
(d)
a ) =
2k − d+ l
d
. (35)
c) Consider 2(d − k) − 1 arguments such that each facet of {y1, . . . , yd−k} has
different orientation and the same applies to {yd−k+1, . . . , y2(d−k)−1, y1}. Let us
have l common orientations e2, . . . , el+1 within these two groups of arguments
not including orientation e1 of y1, then
lim
a→∞ ρ2(d−k)−1(y1, . . . , y2(d−k)−1;µ
(d)
a ) =
2k − d+ l − 1
d
. (36)
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Proof a) Consider fixed facets y1, . . . , yd−k each associated with a different
normal orientation vector, without loss of generality e1, . . . , ed−k. Then the cor-
relation function can be expressed analogously to Lemma 1 as follows:
ρd−k(y1, . . . , yd−k;µ(d)a ) =
A˜(a)
B˜(a)
, A˜(a) =
=
∞∑
n=0
an
n!
∫
Y
. . .
∫
Y
exp

νdd!
∑
(x1,...,xd)⊂
{u1,...,un,y1,...,yd−k}
H
0(∩di=1xi)

λn(d(u1, . . . , un)),
B˜(a) =
=
∞∑
n=0
an
n!
∫
Y
. . .
∫
Y
exp

νd
d!
∑
(x1,...,xd)⊂{u1,...,un}
H
0(∩di=1xi)

λn(d(u1, . . . , un)).
It holds A˜(a)/B˜(a) = A(a)/B(a), where using (29) we write A(a) = e−
aT
d
(d−1)×
×
∞∑
n=0
(
aT
d
)n ∑
n1+...+nd=n
1
n1! . . . nd!
exp

νd ∑
D⊂[d−k]
∏
l∈[d]\D
nl

 , (37)
B(a) = e−
aT
d
(d−1)
∞∑
n=0
(
aT
d
)n ∑
n1+...+nd=n
1
n1! . . . nd!
exp
(
νd
d∏
l=1
nl
)
.
From Lemmas 5 and 6 below, (34) follows.
b) We need to compute ρ2(d−k)(y1, . . . , y2(d−k);µ
(d)
a ) for all sets of arguments
which fullfil that each facet of {y1, . . . , yd−k} has different orientation and the
same applies to {yd−k+1, . . . , y2(d−k)}. Without loss of generality we need to
consider only situations where facets y1, . . . , yd−k have orientations e1, . . . , ed−k
and facets yd−k+1, . . . , y2(d−k) have orientations e1, . . . , el, ed−k+1, . . . e2d−2k−l,
where l = max(d − 2k, 0), . . . , d − k, probability of both sets of facets having l
common orientations can be expressed by multinomial coefficient
(d− k)!2
d2(d−k)
(
d
l, d− k − l, d− k − l, 2k − d+ l
)
. (38)
It holds
lim
a→∞ ρ2(d−k)(y1, . . . , y2(d−k);µ
(d)
a ) = lim
a→∞
e−a(d−1)
d
∞∑
n=0
an
n!
×
×
∫
Y n
exp

νd
d!
∑
(x1,...,xd)⊂{u1,...,un,y1,...,y2(d−k)}
H
0(∩di=1xi)

λn(d(u1, . . . , un)),
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where we get e
−a(d−1)
d
from calculations of the limit B(a) in Lemma 5. For
selected l the limit of the correlation function can be further expressed in the
form
lim
a→∞
e−a(d−1)
d
∞∑
n1=0
. . .
∞∑
nd=0
an1+...+nd
n1! . . . nd!
(39)
× exp

νd ∑
D⊂[2d−2k−l]
∏
m∈[d]\D
nm2
|D∩{1,...,l}|

 .
The expression in the exponent can be bounded from both sides
νd2
l
∑
D⊂[2d−2k−l]
∏
m∈[d]\D
nm ≤
νd
∑
D⊂[2d−2k−l]
∏
m∈[d]\D
nm2
|D∩{1,...,l}| ≤
νd
∑
D⊂[2d−2k−l]
∏
m∈[d]\D
nm.
For the both bounding series the limit (39) is equal to 2k−d+l
d
since the series
are in the form as A(a) in Lemma 6.
c) In the previous case it can be seen the numerator is equal to number of
unused orientations among facets y1, . . . , y2(d−k) and the same applies to this
calculation except that there is one extra common orientation of x1. 
Remark 4. In b) the limit is equal to zero for l = d − 2k. In this case all
orientations up to the order d of the submodel are exhausted. This corresponds
to the situation from Theorem 3 where in (33) also all orientations up to the
order d − k of the submodel are exhausted by y1, . . . , yd−k and the correlation
function tends to zero. In the opposite case (in Theorem 4 when l > d − 2k is
admissible) the limit of correlation function is nonzero.
In the following two lemmas we write for simplicity ν instead of νd.
Lemma 5. It holds lima→∞B(a) = d.
Proof: We want to examine series in form
∞∑
n1=0
. . .
∞∑
nd=0
an1+...+nd
n1! . . . nd!
exp(νn1 . . . nd − a(d− 1)) = (40)
∞∑
n1=0
. . .
∞∑
nd−1=0
an1+...+nd−1
n1! . . . nd−1!
exp(aeνn1...nd−1 − a(d− 1)),
where ν < 0 and d ≥ 3. This form fits the B(a) in (37) after substituting a for
aT
d
. We divide indices in the sums into three subsets
D1 = {n1 ≥
√
a ∧ . . . ∧ nd−1 ≥
√
a}, (41)
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D2 = {n1 = 0 ∨ . . . ∨ nd−1 = 0},
D3 = {n1 <
√
a ∨ . . . ∨ nd−1 <
√
a} \D2.
Then we use one of Chernoff’s bounds for Poisson distribution, which says that
it holds
t∑
k=0
sk
k!
e−s ≤ e−s (es)
t
tt
, t < s.
Firstly, we sum over D2. Let n1 = 0, then from (40) we have
∞∑
n2=0
. . .
∞∑
nd−1=0
an2+...+nd−1
n2! . . . nd−1!
exp(a− a(d− 1)) = ea−a(d−1)+a(d−2) = 1.
We continue by induction with n1 6= 0, . . . , nk−1 6= 0, nk = 0 where we get
∞∑
n1=1
. . .
∞∑
nk−1=1
∞∑
nk+1=0
. . .
∞∑
nd−1=0
an1+...+nk−1+nk+1+...+nd−1
n1! . . . nk−1!nk+1! . . . nd−1!
exp(a− a(d− 1)) =
= e−a(k−1)(ea − 1)k−1 → 1.
By calculating all d − 1 options we explored all combinations of indices in D2
and we conclude that the sum over D2 tends to d− 1.
Secondly, we sum over D3.
∑
{n1,...,nd−1}∈D3
an1+...+nd−1
n1! . . . nd−1!
exp(aeνn1...nd−1 − a(d− 1)) ≤
∑
{n1,...,nd−1}∈D3
an1+...+nd−1
n1! . . . nd−1!
exp(aeν − a(d− 1)) ≤
eae
ν
∑
{n1,...,nd−1}∈D2∪D3
an1+...+nd−1
n1! . . . nd−1!
exp(−a(d− 1)) ≤
eae
ν

⌊
√
a⌋∑
n1=0
an1
n1!
e−a + . . .+
⌊√a⌋∑
nd−1=0
and−1
nd−1!
e−a

 ≤
eae
ν
(d− 1)e−a (ea)
⌊√a⌋
(⌊√a⌋)⌊√a⌋ ,
where we used the principle of inclusion and exclusion (for probabilities of Pois-
son distribution) and the Chernoff’s bound. Then we examine logarithm of the
previous term
a(eν − 1) + log(d− 1) + ⌊√a⌋ log(ea)− ⌊√a⌋ log(⌊√a⌋).
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which tends to −∞ and so the sum over D3 tends to 0, when a→∞.
Finally, we examine the sum over indices in D1 in order to show that it tends
to 1. Let ε > 0 be arbitrarily chosen. We choose γ1, so that
| exp(aeν(⌈
√
a⌉)d−1)− 1| < ε, ∀a ≥ γ1.
In the next step we choose γ2, which fullfills the following condition:
e−a
(ea)⌊
√
a⌋
(⌊√a⌋)⌊√a⌋ < ε, ∀a ≥ γ2.
Then we estimate the series from both sides
∞∑
n1=⌈√a⌉
. . .
∞∑
nd−1=⌈
√
a⌉
an1+...+nd−1
n1! . . . nd−1!
e−a(d−1) ≤ (42)
∞∑
n1=⌈√a⌉
. . .
∞∑
nd−1=⌈
√
a⌉
an1+...+nd−1
n1! . . . nd−1!
eae
νn1...nd−1−a(d−1) ≤
∞∑
n1=⌈√a⌉
. . .
∞∑
nd−1=⌈
√
a⌉
an1+...+nd−1
n1! . . . nd−1!
e−a(d−1)(1 + ε) ≤ (1 + ε).
Investigating the lower bound it can be seen that
∞∑
n1=⌈√a⌉
. . .
∞∑
nd−1=⌈
√
a⌉
an1+...+nd−1
n1! . . . nd−1!
e−a(d−1) =
1−
∑
{n1,...nd−1}∈D2∪D3
an1+...+nd−1
n1! . . . nd−1!
e−a(d−1) ≥
1− (d− 1)
⌊√a⌋∑
n=0
an
n!
e−a ≥ 1− (d− 1)e−a (ea)
⌊√a⌋
(⌊√a⌋)⌊√a⌋ ≥ 1− (d− 1)ε,
where we used again the principle of inclusion and exclusion and the Chernoff’s
bound. Thus the sum over D1 can be enclosed by bounds which are arbitrarily
close to 1. We conclude that the overall sum (40) tends to d. 
Lemma 6. It holds lima→∞A(a) = k.
Proof: We examine the expression for A(a) in (37) substituting aT
d
= a, in the
form
∞∑
n1=0
. . .
∞∑
nd=0
an1+...+nd
n1! . . . nd!
exp(νQd−k,d − a(d− 1)), 1 ≤ k ≤ d− 1, (43)
where
Qs,t =
∑
F⊂[s]
∏
l∈[t]\F
nl, 0 ≤ s ≤ t,
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∏
l∈∅ nl = 1. It holds
Qs,t = Qs,t−1nt, s < t,
Qs,t = Qs,sns+1 . . . nt, s < t,
Qt,t = Qt−1,t−1(nt + 1),
and it follows
∞∑
n1=0
. . .
∞∑
nd=0
an1+...+nd
n1! . . . nd!
exp(νQd−k,d − a(d− 1)) =
=
∞∑
n1=0
. . .
∞∑
nd−1=0
an1+...+nd−1
n1! . . . nd−1!
exp(aeνQd−k,d−1 − a(d− 1)). (44)
For the same subsets of indices as in (41) we use the fact that current series are
bounded from above by the corresponding ones. Therefore the arguments from
Lemma 5 remain the same for D3, and also for D1 since (44) is ordered between
the first and second expression in (42).
The subset D2 has to be considered where we proceed analogously to the
proof of Lemma 7, but in reverse order from nd−1 to n1. The fact that in all
terms of Qd−k,d−1 there are factors nd−1, . . . nd−k+1 is used. Setting nd−t to
zero we get
∞∑
n1=0
. . .
∞∑
nd−t−1=0
∞∑
nd−t+1=1
. . .
∞∑
nd−1=1
an1+...+nd−t−1+nd−t+1+...+nd−1
n1! . . . nd−t−1!nd−t+1! . . . nd−1!
×
× exp(a− a(d− 1)) = (ea − 1)t−1ea(d−t−1)ea(d−2) → 1, k > t,
∞∑
n1=0
. . .
∞∑
nd−t−1=0
∞∑
nd−t+1=1
. . .
∞∑
nd−1=1
an1+...+nd−t−1+nd−t+1+...+nd−1
n1! . . . nd−t−1!nd−t+1! . . . nd−1!
×
× exp(aeν − a(d− 1)) = (ea − 1)t−1ea(d−t−1)eaν−a(d−1) → 0, k ≤ t,
where the second expression is an upper bound. Thus the sum over D2 tends
to k − 1 and we conclude that the overall sum (43) tends to k. 
6.2 The asymptotics of moments
In this subsection first and second moments of functionals Gd−k(x) in the sub-
model µ
(d)
a , where k = 1, . . . , d − 1, d ≥ 3, are studied. We will need the
following Lemma.
Lemma 7. Let two sums of finite length
∑K
i=1 n
(a)
i and
∑L
i=1m
(a)
i fullfill
lim
a→∞
K∑
i=1
n
(a)
i = lim
a→∞
L∑
i=1
m
(a)
i ,
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n
(a)
i =
c
(a)
i,1
c
(a)
i,2
, m
(a)
i =
d
(a)
i,1
d
(a)
i,2
,
lim
a→∞ c
(a)
i,1 = ci,1 ∈ (0,∞), lim
a→∞ c
(a)
i,2 = ci,2 ∈ (0,∞),
lim
a→∞ d
(a)
i,1 = di,1 ∈ (0,∞), lim
a→∞ d
(a)
i,2 = di,2 ∈ (0,∞).
Let there exist a0 > 0, γ < 0 and ζ > 0 such that for all a ≥ a0 and all i it
holds
|c(a)i,1 − ci,1| < ζeγa, |c(a)i,2 − ci,2| < ζeγa,
|d(a)i,1 − di,1| < ζeγa, |d(a)i,2 − di,2| < ζeγa,
then for p > 0 it holds
lim
a→∞ a
p
∣∣∣∣∣
K∑
i=1
c
(a)
i,1
c
(a)
i,2
−
L∑
i=1
d
(a)
i,1
d
(a)
i,2
∣∣∣∣∣ = 0.
Proof: It holds
lim
a→∞ a
p
∣∣∣∣∣
K∑
i=1
c
(a)
i,1
c
(a)
i,2
−
L∑
i=1
d
(a)
i,1
d
(a)
i,2
∣∣∣∣∣ ≤ lima→∞ ap
∣∣∣∣∣
K∑
i=1
c
(a)
i,1
ci,2 − eγa −
L∑
i=1
d
(a)
i,1
di,2 + eγa
∣∣∣∣∣ =
=
∣∣∣∣∣
K∑
i=1
lima→∞ apc
(a)
i,1
ci,2
−
L∑
i=1
lima→∞ apd
(a)
i,1
di,2
∣∣∣∣∣ ≤∣∣∣∣∣
K∑
i=1
lima→∞ apζeγa
ci,2
∣∣∣∣∣+
∣∣∣∣∣
L∑
i=1
lima→∞ apζeγa
di,2
∣∣∣∣∣+ lima→∞ ap
∣∣∣∣∣
K∑
i=1
ci,1
ci,2
−
L∑
i=1
di,1
di,2
∣∣∣∣∣ = 0.

We denote
Ik =
∫
([0,b]d)d−k
H
k(∩d−ki=1 (si, 2b, ei))χ(s1) . . . χ(sd−k)ds1 . . .dsd−k, (45)
I ′k =
∫
([0,b]d)2(d−k)−1
H
k(∩d−ki=1 (si, 2b, ei))Hk(∩d−ki=2 (si+d−k−1, 2b, ei) ∩ (s1, 2b, e1))×
×χ(s1)ds1, . . . , χ(s2(d−k)−1)ds2(d−k)−1,
for facets yi = (si, 2b, ei), i = 1, . . . , d − k, with different orientations. Because
of symmetry Ik, I
′
k do not depend on the choice of these orientations. From
(28) it is
0 < T d−kbk ≤ Ik ≤ T d−k(2b)k. (46)
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Theorem 4. It holds for k = 1, . . . , d− 1 :
lim
a→∞
Gd−k(µ
(d)
a )
ad−k
=
Ik
dd−k
(
d− 1
d− k
)
a.s., (47)
lim
a→∞
1
a2(d−k)−1
var Gd−k(µ(d)a ) = I
′
k
(d− 1)(d− k)2
d2(d−k)−1
(
d− 2
d− k − 1
)2
. (48)
Proof: First we show that
lim
a→∞
EGd−k(µ
(d)
a )
ad−k
=
Ik
dd−k
(
d− 1
d− k
)
. (49)
From (9) and (16) we have
EGd−k(µ(d)a ) = (50)
=
ad−k
(d− k)!
∫
Y d−k
H
k(∩d−ki=1 yi)ρd−k(y1, . . . , yd−k;µ(d)a )λd−k(d(y1, . . . , yd−k)).
Finally in order to obtain (49) we use (34), the fact that d(d−1)...(d−k+1)
dd−k
is the
probability of facets having different orientations and the Lebesgue dominance
theorem in (50).
Further we evaluate the second moment of the U -statistics according to
Theorem 1 using notation
H¯
k(y1, . . . , yd−k) = Hk(∩d−ki=1 yi).
By ≃ we stress that only terms with higher or equal rate of convergence than
a2(d−k)−1 are expressed:
EG2d−k(µ
(d)
a ) =
∑
σ∈∏
d−k,d−k
a|σ|
((d− k)!)2× (51)
∫
Y |σ|
(
2⊗
i=1
H¯
k
)
σ
(y1, . . . , y|σ|)ρ|σ|(y1, . . . , y|σ|;µ(d)a )λ(d(y1, . . . , y|σ|))
≃ J1 + J2,
where
J1 =
a2(d−k)
((d− k)!)2
∫
Y 2(d−k)
H
k(∩d−ki=1 yi)Hk(∩2(d−k)i=d−k+1yi)×
×ρ2(d−k)(y1, . . . , y2(d−k);µ(d)a )λ2(d−k)(d(y1, . . . , y2(d−k))),
J2 =
a2(d−k)−1(d− k)2
((d− k)!)2
∫
Y 2(d−k)−1
H
k(∩d−ki=1 yi)Hk(∩2(d−k)−1i=d−k+1 yi ∩ y1)×
×ρ2(d−k)−1(y1, . . . , y2(d−k)−1;µ(d)a )λ2(d−k)(d(y1, . . . , y2(d−k)−1)).
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Here (d − k)2 is the number of possible selections of a common element in the
both functions. The first term of (51) tends for a→∞ to
I2k
d2(d−k)
(
d− 1
d− k
)2
.
From the Lebesgue dominance theorem in J1, using (29), (38), (35):
lim
a→∞
EG2d−k(µ
(d)
a )
a2(d−k)
=
I2k
d2(d−k)
d−k∑
l=0
(
d
l, d− k − l, d− k − l, 2k − d+ l
)
2k − d+ l
d
=
I2k
d2(d−k)
d−k∑
l=0
(
d− 1
l, d− k − l, d− k − l, 2k − d+ l − 1
)
=
I2k
d2(d−k)
(
d− 1
d− k
)2
.
Here the last equation holds because both sides represent (up to a multiplicative
constant) number of possibilities how to choose two sets of distinct d−k elements
from total d− 1 elements. This term cancels out with the squared expectation
limit in (49), therefore
lim
a→∞
var Gd−k(µ
(d)
a )
a2(d−k)
= 0
and together with (49) the assertion (47) of the theorem follows.
Because of this result we try further standardization by ad−k−
1
2 , it is
1
a2(d−k)−1
var Gd−k(µ(d)a ) ≃
1
a2(d−k)−1
(J1 + J2 − (EGd−k(µ(d)a ))2).
First we shall prove that
lim
a→∞ a
(
J1 − (EGd−k(µ(d)a ))2
a2(d−k)
)
= 0, (52)
which follows from Lemma 7. Here the two sums in the Lemma 7 represent
the two terms in the numerator of (52), which in our case can be expressed in
such a way that each summand is a correlation function of some orientation
configuration multiplied by Ik and by the probability of the occurence of such
configuration. The convergence rate properties follow from the calculations of
the denominator of correlation function in Lemma 5, where all parts converge
at least at exponential rate to some positive value (we omit all zero values).
The same holds for numerator of correlation function which is calculated in the
same manner in Lemma 6.
In the term J2 of (51) we need to consider number of common orientations
between both functions. Let us have l common orientations e2, . . . , el+1 not
including orientation e1 of x1, probability of the configuration with this number
of common orientations is
d
d2(d−k)−1
(
d− 1
l, d− k − l − 1, d− k − l − 1, 2k + l − d+ 1
)
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and the corresponding correlation function ρ2(d−k)−1 tends to 2k+l−d+1d in (36).
Therefore J2
a2(d−k)−1
tends to
I ′k
(d− 1)(d− k)!2
d2(d−k)−1
d−k−1∑
l=0
(
d− 2
l, d− k − l − 1, d− k − l − 1, 2k + l − d
)
=
I ′k
(d− 1)(d− k)!2
d2(d−k)−1
(
d− 2
d− k − 1
)2
,
where the last equation holds because both sides represent number of possi-
bilities how to choose two sets of distinct d − k − 1 elements from total d − 2
elements. This corresponds to lima→∞ 1a2(d−k)−1 var Gd−k(µ
(d)
a ) in (48). 
Remark 5. The standardization of the variance in (48) corresponds to the
Poisson case in Subsection 5.1. It remains to investigate whether the central
limit theorem also holds in our case.
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