The Lagrangian formalism on a arbitrary non-fibrating manifold is considered. The kinematical description of this generic situation is based on the concept of (higher-order) Grassmann manifolds which is the factorization of the regular velocity manifold to the action of the differential group. Here we introduce in this context the basic concepts of the Lagrangian formalism as Lagrange, Euler-Lagrange and Helmholtz-Sonin forms. These objects come in pairs, namely we have homogeneous objects (defined on the regular velocity manifold) and non-homogeneous objects (defined on the Grassmann manifold). We will establish the connection between the homogeneous objects and their non-homogeneous counterparts. As a result we will conclude that the generic expressions for a variationally trivial Lagrangian and for a locally variational differential equation remain the same as in the fibrating case.
Introduction
The Lagrangian formalism is usually based, from the kinematical point of view, on a fibre bundle with the base manifold and the fibres interpreted as the "space-time" variables and the field variables respectively. As proved in the literature, the natural object associated to such a fibre bundle (from the Lagrangian formalism point of view) is the so-called variational exact sequence [21] - [23] . This sequence contains as distinguished terms the Lagrange, Euler-Lagrange and Helmholtz-Sonin forms, which are the main ingredients of the Lagrangian formalism. Using the exactness property one can obtain, beside a intrinsic geometrical formulation of the Lagrangian formalism, the most general expression of a variationally trivial Lagrangian and the generic form of a locally variational differential equation [12] - [13] .
One of the questions not settled in the literature till recently was if the formalism above can be extended to the case when the kinematics of the dynamical system is described by a manifold which is not a fibre bundle. A physical example of this kind is the Minkowski space describing the relativistic particle. For first-order Lagrangian systems a generalization of the Lagrangian formalism covering this case was proposed (see [15] and [11] for a review) based on the notion of Grassmann manifold and the so-called Lagrange-Souriau form. For higher-order Lagrangian systems the construction of the corresponding Grassmann manifold is more subtle and was performed in [14] . The idea is to start with the manifold of jets of immersions in the kinematical manifold of the problem. This manifold is usually called the velocity manifold and physically corresponds to parametrised evolutions. There exists a natural action of the so-called differential group on this manifold which physically corresponds to changing the parametrisation. One considers the submanifold of the regular velocities and takes its factorisation to the differential group. This is exactly the Grassmann manifold associated to the kinematical manifold of the problem. It was proved that this is the natural framework to describe a Lagrangian system in this more general non-fibrating case. The main combinatorial difficulty consists in establishing a convenient chart system on this factor manifold.
In this paper we continue the analysis of Lagrangian systems in this framework by constructing the corresponding Lagrange, Euler-Lagrange and Helmholtz-Sonin form. The problem to be solved is that the expressions from the fibrating case are no longer well defined geometrical objects so one must find out proper substitutes for them. The idea is to construct these kind of objects first on the velocity manifold as bona fide geometrical forms and impose some homogeneity properties. One discovers that these globally defined objects are inducing locally defined expressions on the Grassmann manifold which have convenient transformation properties with respect to a change of charts and formally coincide with the desired expressions of the usual Lagrangian formalism. In this way we will be able to define on the Grassmann manifold the classes (modulo contact forms) of the Lagrange, Euler-Lagrange and Helmholtz-Sonin forms.
The paper is organised as follows. In Section 2 we remind the basic construction of a Grassmann manifold following essentially [14] but also providing some new results. We do that because we will need many formulae for the next sections. For completeness we will also sketch the proof of the main results. In Section 3 we define the main objects of the Lagrangian formalism in the non-fibrating case. In Section 4 we give new proofs for the construction of the Lagrange-Souriau form in the case of first-order Lagrangian systems and suggests some ways of generalisation of the construction to the general case of higher-order systems.
Grassmann Manifolds

The Manifold of (r, n)-Velocities
Let us consider N, n ≥ 1 and r ≥ 0 integers such that n ≤ N, and let X be a smooth manifold of dimension N describing the kinematical degrees of freedom of a certain physical problem.
We will consider U ⊂ IR n a neighbourhood of the point 0 ∈ IR n , x ∈ X and let Γ (0,x) be the set of smooth immersions γ : U → X such that γ(0) = x. As usual, we consider on Γ (0,x) the relation "γ ∼ δ" iff there exists a chart (V, ψ) ψ = (x A ), A = 1, . . . , N on X such that the functions ψ • γ, ψ • δ : IR n → IR N have the same partial derivatives up to order r in the point 0. One can prove as in [12] that ∼ is a (chart independent) equivalence relation. By an (r, n)-velocity at a point x ∈ X we mean such an equivalence class of the type Γ (0,x) / ∼. The equivalence class of γ will be denoted by j r 0 γ. The set of (r, n)-velocities at x is denoted by T . . , j r ∈ {1, . . . , n} but because of the symmetry property
for all permutations P ∈ P k of the numbers 1, . . . , k we consider only the independent components given by the restrictions 
Then one can prove that the couple (V r n , ψ r n ) is a chart on T r n X called the associated chart of the chart (V, ψ). Next, one shows that the set T r n X has a smooth structure defined by the system of charts (V r n , ψ r n ); moreover T r n X is a fibre bundle over X with the canonical projection τ r,0 . The set T r n Y endowed with the smooth structure defined by the associated charts defined above is called the manifold of (r, n)-velocities over X.
The equations of the mapping τ 
Formal Derivatives
Like in [3] , [2] , [12] , let us consider in the chart (V r n , ψ r n ) the following differential operators
where r k is the number of times the index k shows up in the sequence j 1 , . . . j k . Then one can prove that the following relation is true:
Here we use the notations from [11] , namely S ± j 1 ,...,j k is the symmetrization (for the sign +) and respectively the antisymmetrization (for the sign −) projector operator defined by
where the sum runs over the permutation group P k of the numbers 1, . . . , k and
here |P | is the signature of the permutation P . The differential operators defined by (2.3) take care of overcounting the indices. More precisely, for any smooth function on V r , the following formula is true:
where we have also used the convenient multi-index notation.
We define now in the chart (V r n , ψ r n ) the formal derivatives by the expressions
The last expression uses the multi-index notation; if I and J are two such multi-indices we mean by IJ the juxtaposition of the two sets I, J.
We note that the preceding formula does not define a vector field on T r n Y . When no danger of confusion exists we simplify the notation putting simply d i = d r i . One can easily verify that the following formulae follow directly from the definition:
and
The formal derivatives can be used to conveniently express the change of charts on the velocity manifold induced by a change of charts on X. Let (V, ψ) and (V ,ψ) two charts on X such that V ∩V = ∅ and let (V r , ψ r ) and (V r ,ψ r ) the corresponding attached charts from T r n X. The change of charts on X is F : IR N → IR N given by: F ≡ψ • ψ −1 . It is convenient to denote by F A : IR N → IR the components of F given by F A ≡x A • ψ −1 . We now consider the change of charts on T r n X given by F r ≡ψ r • (ψ r ) −1 . One notes that V r ∩V r = ∅; we need the explicit formulae for the components of F r , namely for the functions
defined on the overlap: V r ∩ V r . First one notes the following relation:
Indeed, one defines for any immersion γ ∈ Γ (0,x) the map j r γ from IR n into T r n X given by
and easily discovers that
Using (2.11) one easily finds out that the functions F A j 1 ,...,j k are given recurringly by the following relation:
(2.14)
(compare with (2.8).) This relation can be "solved" explicitly according to
Lemma 2.1 The following formula holds
where the second sum denotes summation over all partitions P(I) of the set I and two partitions are considered identical if they differ only by a permutation of the subsets.
Proof: We sketch the proof because the argument will be used repeatedly in this paper. It is natural to use complete induction on |I|. For I = {j} the formula from the statement coincides with (2.14) for I = ∅. We suppose the formula true for any multi-index I with |I| = s < r and prove it for the multi-index jI. If we use (2.14) we get:
We now note that the partitions P(jI) of the set jI can be obtained in two distinct ways:
• by taking a partition (I 1 , . . . , I p ) ∈ P(I) and adjoining the index j to I 1 , I 2 , . . . , I p ;
• by taking a partition (I 1 , . . . , I p ) ∈ P(I) and constructing the associated partition (I 1 , . . . , I p , j) ∈ P(jI).
We get the two types of contributions in the formula above and this finishes the proof. 
The Differential Group
By definition the differential group of order r is the set
i.e. the group of invertible r-jets with source and target at 0 To obtain the composition law for the differential group we need a combinatorial result following easily by induction with the partition argument:
n be open sets, α : U → V and f : V → IR smooth functions. Then the following formula is true:
where we have denoted for any multi-index
We now have:
The group multiplication in L r n is expressed in the canonical coordinates by the equations
The group L r n is a Lie group.
Proof: (i) We start from the defining formula:
and apply the lemma above. One obtains the composition formula.
(ii) It is clear that the composition formula (2.21) is a smooth function. The identity is evidently:
e ≡ (δ i j , 0, . . . , 0) and it remains to prove that the map a → a −1 is smooth. Indeed one immediately proves by induction that (a −1 )
The manifolds of (r, n)-velocities T r n Y admits a (natural) smooth right action of the differential group L r n , defined by the jet composition
where the connection between x A I and γ is given by (2.1) and the connection between a i I and α is given by (2.18) .
We determine the chart expression of this action.
Proposition 2.4 The group action (2.22)is expressed by the equations
and it is smooth.
Proof:
One applies the definitions (2.1) and (2.18) together with the lemma 2.2. The smoothness is obvious from the explicit action formula given above.
The group L r n has a natural smooth left action on the set of smooth real functions defined on T r n X , namely for any such function f we have:
(2.24)
Higher Order Regular Velocities
We say that a (r, n)-velocity j We want to find out a complete system of L r n -invariants (in the sense of Weyl) of the action (2.23) on ImmT r n X. We will consider, for simplicity a chart for which one has {i 1 , . . . , i n } = {1, . . . , n} and we will denote
We begin with the following result:
is a element from L r n . We denote its inverse by 
Proof: For the first assertion one uses (2.19) and (2.25). For the relation (2.29) one starts from the definition z · x = e or, in detail
One performs two distinct operations on this relation: (a) we apply the operator d p ; (b) we make I → Ip. Next one subtracts the two results and uses the partition argument; the following relation follows:
From this relation, we obtain, by induction the formula from the statement.
The formula (2.29) suggests the following result:
, be a chart on X and let (V r n , ψ r n ) be the associated chart on ImmT r n X. We define recurringly on this chart the following functions 
Proof:
The first assertion follows immediately by induction. Next, one derives directly from the formula (2.30) that
In particular we see that for k = 2 the symmetry property is true. One can proceed now by induction. If y
is completely symmetric then the formula above shows that we have the symmetry property in the indices i 1 and i 2 ; moreover the recurrence relation (2.30) shows that we have the symmetry property in the indices i 2 , . . . , i k . So we obtain the desired property in all indices.
As a result of the symmetry property just proved we can use the convenient multi-index notation y σ I , |I| ≤ r. Now we have an explicit formula for these functions Proposition 2.7 The functions y σ I , 1 ≤ |I| ≤ r are uniquely determined by the recurrence relations:
Using the notation x ∈ L r n one can compactly write the relation above as
Proof: Goes by induction on |I|. The formula above is obvious for I = {j}. If it is valid for |I| < r we apply to the relation above the operator d j and use (2.8) and the partition argument. One obtains in this way the formula from the statement for Ij. The unicity also follows by induction. The last assertion is a consequence of the first formula and of the expression of the group action (2.23).
Let us note that one can "invert" the formulae from the statement. Indeed, (2.32) is equivalent to
or, explicitly: Proof: Let a ∈ L r n be arbitrary. We start from (2.32) and use the associativity of the group composition law of L r n ; we get:
On the other hand if we make in (2.32) the substitution x → x · a we get:
(here a · y denotes the action of the differential group on the functions y according to (2.24) .) By comparing the two formulae and using of the unicity statement from the preceding proposition we get the desired result.
Moreover, we can prove: 
One can prove now by induction that this action is transitive. This shows that the system of invariants from the statement is complete.
Higher Order Grassmann Bundles
Needless to say, the whole formalism presented above can be implemented in an arbitrary chart system (V I,r , ψ I,r ) on ImmT r n X (see the beginning of the preceding subsection). In this context we finally have the central result: Proof: We define on ImmT r n X × ImmT r n X the equivalence relation
To prove the first assertion from the statement is sufficient (according to [7] , par. 16.19.3) to prove that the graph of ∼ is a closed submanifold of the product manifold. We will look for a convenient system of coordinates on ImmT r n X. The first step is to take x andx such that x ∼x and to solve the system of equations
for the unknown functions a x,x ∈ L We now define the (local) smooth functions on ImmT r n X × ImmT r n X: To prove the fibre bundle structure it is sufficient to show (see also [7] ) that the action of L r n is free i.e.
It is clear that on can take on ImmT
x · a = x =⇒ a = e. A point of P r n X containing a regular (r, n)-velocity j r 0 γ is called an (r, n)-contact element, or an r-contact element of an n-dimensional submanifold of X, and is denoted by [j r 0 γ]. As in the case of r-jets, the point 0 ∈ IR n (resp. γ(0) ∈ X) is called the source (resp. the target) of [j r 0 γ]. The manifold P r n is called the (r, n)-Grassmannian bundle, or simply a higher order Grassmannian bundle over X.
Besides the quotient projection ρ r n : ImmT r n X → P r n we have for every 1 ≤ s ≤ r, the canonical projection of P r n X onto P Remark 2.11.1 When the manifold X is fibred over a manifold M of dimension n one can also construct the jet extension J r X (see [21] , [12] ). One can establish a canonical isomorphism between P s n X and J r X as follows:
This means that the map j r n γ → j rγ can be factorized to a map from P r n X → J r X which is proved to be an isomorphism.
We also note the following result:
The following formula is true
or, in compact notations
In particular, the equation
Proof: The proof relies heavily on induction. Firstly, we define on ImmT r n X × ImmT r n X the expressions
where a x,x have been defined previously) and we prove by induction the following formula:
Next, one uses this formula to prove by direct computation that
Finally, one uses the preceding formula to prove by induction the formula (2.38) from the statement. Now we try to define on P r n X the analogue of the total differential operators. 
(where we use the same conventions as in (2.3) ).
We also define, by analogy to (2.7)
Then the following formula is true
where, as usual,d i =d r i when no danger of confusion arises.
Proof: By direct computation.
Now we define on P r n X, in the chart ρ r n (W I,r ) some operators which are the analogues of (2.40) and (2.7), namely
These operators are also called total derivatives. A formula similar to (2.4) is valid and moreover, the preceding proposition has the following consequence: Proposition 2.14 The following formula is true:
In particular, we have for any smooth function f on ρ r n (W r ) the following formula: 
Proof: The first formula follows directly from the preceding proposition. For the second formula one also applies (2.11).
Finally we can give the formula for the chart change on P r n X. where P is the inverse of the matrix Q: We now note two other properties of the total differential operators D i . The first one follows immediately from (2.45) and (2.50):
The second one is the analogue of (2.10):
So the expression
makes sense for every multi-index I.
We close this subsection with a result which will be useful later.
Proposition 2.16
The following formula is true on the overlap of two charts:
Proof: It is done by recurrence. First one proves directly from the definitions that:
and then we obtain by recurrence: 
Contact Forms on Grassmann Manifolds
In this subsection we give some new material about the possibility of defining the contact forms on the factor manifold P r n X. Fortunately, most of the definitions and properties from [21] - [23] and [12] can be adapted to this more general situation.
By a contact form on P r n X we mean any form ρ ∈ Ω r q (P X) verifying
for any immersion γ : IR n → X. We denote by Ω r q(c) (P X) the set of contact forms of degree q ≤ n. Here [j r γ] : IR n → P 
We also have the formula
The structure theorem from [23] , [12] stays true, i.e. any ρ ∈ Ω r q (P X), q = 2, ..., n is contact iff it has the following expression in the associated chart: We will need in the following the transformation formula relevant for change of charts. It is to be expected that there will be some modifications of the corresponding formula from the fibre bundle case. Namely, we have: 
In particular,ω
where we have defined:
The proof goes by elementary computations. As a consequence we have: 
is valid in one chart, then it is valid in any other chart.
This corollary allows us to define for any q = n + 1, ..., N ≡ dim(J r Y ) = m n+r n a strongly contact form to be any ρ ∈ Ω r q such that it has in one chart (thereafter in any other chart) the expression above. For a certain uniformity of notations, we denote these forms by Ω r q(c) . Now it follows that one can define the variational sequence and prove its exactness as in the fibre bundle case.
We also mention the fact that one can define a global operator on the linear space Ω r q,hor X defined at the end of the preceding subsection. In fact we have Proposition 2.20 Let r ≥ 1. Then, the operator locally defined on any differential form by:
is globally defined on the subspace Ω r q,hor X.
Proof: One works on the overlap of two charts and starts from the definition above trying to transform everything into the other set of coordinates. It is quite elementary to use corollary 2.17 to find
Now one uses (2.53) and the transformation formula (2.64) for the contact forms to obtain Kα =Kᾱ.
that it, K is well defined globally.
Morphisms of Grassmannian Manifolds
Let X i , i = 1, 2 be two differential manifolds and φ : X 1 → X 2 a smooth map. We define the new map j r φ : T r n X 1 → T r n X 2 according to
for any immersion γ. If γ is a regular immersion, then one can see that the map j r φ maps ImmT r n (X 1 ) into ImmT r n (X 2 ) and so, it factorizes to a map J r φ : P r n X 1 → P r n X 2 given by
The map J r φ is called the extension of order r of the map φ. One can show that the contact ideal behaves naturally with respect to prolongations i.e.
The proof follows directly from the definition of a contact form. If ξ is a vector field on X we define its extension of order r on T r n X and on P r n X the vector fields j r ξ and J r ξ respectively given by the following formulae:
(for any smooth real function f on T r n X) and
here e tξ is, as usual, the flow associated to ξ. One will need the explicit formula of j r ξ. If in the chart (V, ψ) we have
with ξ A smooth function, then j r ξ has the following expression in the associated chart (V r , ψ r ):
The proof of this fact follows by direct computation from the definition above. We call evolutions these type of vector fields on T r n X and denote the set of evolutions by E(T r n X).
As a consequence of (2.71), if ξ is a vector field on X, then
Now, as in [12] we have the following results. Suppose that in local coordinates we have
with a i and b σ smooth function; then J r ξ must have the following expression in the associated chart:
where
Finally we give the expression of the prolongation J r φ where φ is a bundle morphism of the X. If φ has the local expression
then we must have in the associated chart:
.., r are smooth local functions given recurringly by:
we also have ∆ 3 The Lagrangian Formalism on a Grassmann Manifold
Euler-Lagrange Forms
We outline a construction from [2] which is the main combinatorial trick in the study of globalisation of the Lagrangian formalism. We call any map P : E(T r n X) → Ω s (T s n X), s ≥ r covering the identity map: id : T r n X → T r n X a total differential operator. In local coordinates such an operator has the following expression: if ξ has the local expression (2.74), then:
where P . Then, as in [2] and [12] one has the following combinatorial lemma:
Lemma 3.1 In the conditions above, the following formula is true:
and one assumes that the action of a formal derivative d j on a form is realized by its action on the function coefficients. Moreover, the relation (3.2) uniquely determines the forms Q I σ .
The proof is identical with the one presented in [12] . We also have Proposition 3.2 In the conditions above one has on the overlap V s ∩V s the following formula:
In particular, there exists a globally defined form, denoted by E(P )(ξ) with the local expression
Proof: From the formula (3.2) we have
But because of the relation (2.11) we can simplify considerably this formula, namely we get:
Now one proves that both sides are zero as in [2] , [12] making use of Stokes theorem.
The operator E(P ) defined by (3.5) is called the Euler operator associated to the total differential operator P ; it has the local expression:
Now one takes L ∈ F (T r n ) and constructs the total differential operator P L according to:
Lemma 3.1 can be applied and immediately gives the following local formula:
are the so-called Lie-Euler operators; the Euler operator associated to P L has the following expression:
are the Euler-Lagrange expressions associated to L. The proposition above leads to 
Proof: By construction
Now, one has from (3.4) :
Combining with the transformation property
and obtains that the formula (3.13) has a global meaning.
One calls this form the Euler-Lagrange form associated to L. All the properties of this form listed in [12] are true in this case also. We insist only on the so-called product rule for the Euler-Lagrange expressions [1] which will be repeatedly used in the following.
Proposition 3.4 If f and g are smooth functions on V
r then one has in V s , s ≥ 2r the following formula:
The proof goes by direct computation, directly from the definition of the Lie-Euler operators combined with Leibnitz rule of differentiation of a product.
We now come to the main definition. A smooth real function L on ImmT r n is called a homogeneous Lagrangian if it verifies the relation:
here by det(a) we mean det(a i j ). Such an object induces on the factor manifold P r n X an non-homogeneous object. 
and conversely, if L is locally defined by this relation, then it verifies (3.16). Proof: One chooses in (3.16) a = x (see (2.26) 
Proof: One writes (3.17) for both charts and gets
One now uses the relation (2.50) and obtains the relation from the statement.
As consequence we have here, as usual
Proof: One proves immediately that on the overlap of the associated charts from the proposition above one has:θ 0 = J θ 0 + contact terms. 
Proof: (i) As a general strategy of the proof, we will try to transform the expression of the total differential operator P L (ξ) in terms of L; we have by definition
Using the chain rule one obtains rather easily from here:
We will now consider that the functions ξ A depend only of the variables (x i , y σ ) i.e. there exist the smooth real functions Ξ A on W r such that
(ii) To compute further the expression above one starts from (2.34) and firstly proves directly:
Next one proves Lemma 3.9 If we have 1 ≤ k ≤ |I| ≤ r then one has:
Here we understand that the subsets I 1 , . . . , I k cannot be the emptyset; on the contrary, it is allowed to have I 0 = ∅.
Proof: By induction on |I| starting from |I| = k. For this smallest possible value one uses (2.34). Then one supposes that the formula from the statement is valid for k ≤ |I| < r, uses the defining recurrence relation (2.30) for the invariants and establishes the relation for iI. The cases k = 1 and k > 1 must be treated separately. ∇ Another auxiliary result is contained in the well known result:
The following formulae are true:
Proof: The first result is quite general i.e. valid for any invertible matrix and it is proved directly from the definition of the determinant. The second formula is a corollary of the first. ∇ One must use these results together with (2.46); we have from (3.28) after permuting the two summation signs:
(iii) One can proceed further one must generalise the formula (2.46). We have the following formula
which can be proved by induction on |I|. This formula can be "inverted" rather easily and we get:
The expression (3.34) can be considerably simplified to
where we have defined
(iv) Now it this the time to apply lemma 3.1 and to obtain in this way:
where one gets by some computations the following formulae for the expressions Q I A :
(v) We want to compare the expression (3.38) with the right hand side of the formula from lemma 3.1. To do this we need one more combinatorial result valid for any smooth real function on the chart W r :
One proves this formula by induction on |I| and so the final expression for the total differential operator is
If one uses the unicity statement from lemma 3.1 one obtains the desired formulae.
Immediate consequences of the preceding theorem are 
In the conditions of the above theorem we have:
We also have the analogue of proposition 3.6: 
where the matrix P ν σ has been defined by the formula (2.66).
Proof:
We start from the transformation formula (3.14) for A → σ:
and substitute (3.23) and (3.25) . Using (2.50) we obtain by elementary computations the relation from the statement.
Remark 3.12.1 For a different proof of this result see [24] . 
Proof: Follows the lines of theorem 3.7 and it is elementary.
We also note the following property: 
Proof: By direct computation we get
Now one uses (3.23) and (3.25) to prove that the expression in the bracket is identically zero.
We close this subsection with some remarks.
Remark 3.14.1 If L is a homogeneous Lagrangian, one can expect some homogeneity property for the total differential operator associated to it. Indeed, one has for an arbitrary Lagrangian
where φ a denotes the right action of the differential group L r n . As a consequence, one has for a homogeneous Lagrangian
(3.49)
Differential Equations on Grassmann Manifolds
An element T ∈ Ω s n+1 (X) is called a differential equation on T s n X. In the chart (V s , ψ s ) the differential equation T has the following local expression: for any vector field Z on J s n X. In local coordinates we have on V s :
Guided by corollary 3.11 and prop 3.14 we also introduce the following definition. We say that T is a homogeneous differential equation on ImmT 
As a consequence, if (V, ψ), (V ,ψ) are two overlapping charts on X, then one has on the intersection ρ s n (W s ∩W s ) the following transformation formula:
and the class
(c) (P X) can be properly defined such that we have locally
One calls T the associated (local) non-homogenous differential equation.
We now prove the existence of the (globally) defined Helmholtz-Sonin form associated to a differential equation. By analogy with [12] we have the following result Theorem 3.16 Let T be a differential equation on T s n X with the local form given by (3.50) . We define the following expressions in any chart V t , t > 2s:
Then there exists a globally defined 2-form, denoted by H(T ) such that in any chart V t we have:
Proof: We sketch briefly the argument from [12] . Let ξ be a vector field on X; we define a (global) 1-form H ξ (T ) according to:
and the following local expression is obtained:
The transformation formula at a change of charts for the expressions d I ξ B is:
Using the transformation formula (3.62) one can obtain the transformation formula for the expressions H I AB : one has in the overlap V t ∩V t , t ≥ 2s:
This transformation formula leads now to the fact that H(T ) has an invariant meaning. 
H(T ) is called the
the chain rule gives from here
So, the relation (3.77) becomes:
If we compare with (3.76) we see that the preceding relation stays true for k = 0 also. Now we use again the theorem above in the right hand side of the relation just derived and obtains after some computations (using the relations (3.30) and (3.31) and the chain rule) the relations from the statement of the theorem. Now we have the analogue of theorems 3.7 and 3.13 
Proof: Follows the lines of theorem 3.13 and it is elementary.
As a consequence of the theorems 3.7, 3.13 and 3.21 we can apply the exactness of the variational sequence and obtain that the expressions of an arbitrary variationally trivial Lagrangian and of a locally variational differential equation are coinciding with the expressions derived in [13] . 
we have for any smooth function f (see (2.6)):
We have the following formulae (see (2.4)):
and the other derivatives are zero. The formal derivatives (see (2.7)) are in this case:
and from here we immediately have (see (2.8)):
The formulae for the induces change of charts (see (2.15) ) are in this case:
The elements of the differential group are of the form
with the composition law (see (2.21)):
and the inverse element given by
The action of this group on T 2 n X is (see (2.23)):
The expressions for the invariants of this action are (see (2.34)):
and they are, together with x i , local coordinates on P 2 n X. The inverse of these formulae are (see (2.31)):
On the factor manifold P 2 n X one introduces the derivatives operators (see (2.43) and (2.44)):
14)
The formula for the change of charts on P 2 n X is (see (2.48)):
Finally, the expressions for the contact forms are (see (2.59)):
and their transformation for a change of charts is (see (2.64) and (2.65)):
Lagrangian Formalism
Here we give a different approach to the Lagrangian formalism based on a certain (n + 1)-form defined on the Grassmann manifold P 2 n [15] . The description of the formalism will be slightly different a some new material will appear.
As in [15] , [11] , we base our formalism on the operator K (see prop. 2.20) which in our case is defined on Ω 2 q,hor (P X) and is given by
We define the space of Lagrange-Souriau forms according to where Vert(X) is the space of vertical vector fields on P We can admit, without loosing generality, some (anti)-symmetry properties. Remark 4.0.1 For the case n = 1, the 2-form α above appears in [29] and the condition (4.25) is investigated in [17] and [16] .
The justification of the terminology for (4.26) is contained in the following result:
Proposition 4.1 The expressions E σ verify the Helmholtz equations (3.73).
Proof: One writes in detail the closedness condition dα = 0 and find out, in particular, the following equations: 
(4.33)
Next, we take the symmetric part in ν, σ of (4.28) and obtain: Finally, the antisymmetric part of (4.29) in σ, ν is:
The equations (4.33), (4.34) and (4.35) are the Helmholtz-Sonin equations for the expressions E σ .
We now mention a result derived in [15] : [6] , [25] . It had appeared in the literature in [19] , [4] , [5] , [27] . For other generalisations of the Poincaré-Cartan form see [26] , [18] , [9] , [8] , [10] , [28] and [20] where the notion of Lepage is introduced for such generalisations.
As a consequence we can express the coefficients of the form α given by (4.21) in terms of the smooth function L [11]:
We close this subsection giving the connection between the form α introduced here and the Lagrange-Souriau form σ introduced in [11] , [15] . We have It is plausible that the formalism presented in this section can be extended to Grassmann manifolds of arbitrary order r > 2. Some steps in this direction are contained in [22] .
