Introduction
There are many different methods of constructing algebraic or trigonometric polynomials which approximate a given continuous function f(x). The process of finding a polynomial which coincides with the function f(x) at certain pre-assigned points, called the nodes of interpolation, and its successive derivatives coinciding with arbirarily chosen numbers is referred to Hermite interpolation [10] . However, the expilicit forms of fundamental polynomials are too complicated and, for that reason, very little is known about the convergence behaviour of this kind of polynomials.
Let there be (1.1) 1 -X nn •'-n-l,n < .. . < X 2n Xln < 1 the nodes of interpolation,
2k -1 (1.2)
x kn = cos-7T, k = 1,2,..., re, In the Tchebysheff nodes and f(x) a function continuous on [-1,1] .
As far as convergence is concerned, Fejer [8] proved the following theorems. Let {xfcnli be the n distinct zeros of (1 -x 2 )P n -2 (x), where P n (x) is the Legendre polynomial of degree n with the normalization P n (l) = 1. Let G n (f, x) be the unique polynomial of degree at most An -7 such that For the polynomial G n (f, x) we shall prove the following theorem. This type of estimates for Hermite-Fejer interpolation has been given in [l]- [4] , [9] , [11] , [13] , [14] , [16] - [18] , [21] - [23] . One can easily see that (1.11) is best possible for f(x) 6 Lip a, 0 < a < We also show that the result is precise for a = 1, by proving the following theorem.
Theorem 2. There exists a function /(x) G Lip 1 and a constant C3 such that
1 log n, n = 6,8,10,....
Next, let us denote by F n (f, x) the unique polynomial of degree at most 4ra -7 satisfying the conditions
where x kn are the zeros of P n _2(x) and (3 kn , f kn , X kn are any given numbers. Clearly,
where xi n = 1 and x nn = -1. The fundamental polynomials A kn (x) for k = 2,3,..., n -1 are given by (1.8) and for k = 1, n by (1.14)
and B kn , C kn , D kn for k = 2,3,..., n -1 by
where h kn (x) are given by (1.9) and l kn by (1.10). These are all new forms and, as it turns out, they are very convenient for the proofs. 
n-^oo Theorem 3 is analogous to Theorem B of Fejer. It can also be compared with a result of Erdos and Turan [7] .
Preliminaries
In this section we state a few known results which we shall use later on. From [5] , [19] we have, for -1 < x < 1, n-1
By [20] , for -1 < x < 1, we have
Tt y k -2,3,...,
I^_ 2 («fcn)|~ ("-k-y n2 ' * = with x = cosfl, Xfc" = cos Okn and Further, from [15] for -1 < x < 1, we also have (2.10)
and from [6] there follows |/jtn(®)| < C6, A: = 2,3,..., n -1.
Some lemmas
First, we assume Xjn to be that zero of P"_2{x) which is nearest to x. Then, as in [22] , it can be seen that
where i is a positive integer. By (2.9), it follows that
One can also easily see that (3.3) sin 0kn < sin 0 + sin 0kn < 2 sin ±(0 + 0kn), (3.4) sin 0 < sin 0 + sin 6kn < 2 sin \{9 + Gkn), (3.5) sini|0-0fcn| < sin i(0 + 0fcn).
Proof. From (1.7) there follows n -1 (3.7) 5>*n(*)=l-Pn 4 _2(z)<l.
k=2
Since Akn(x) > 0 for k = 2,3,..., n -1, the inequality (3.7) implies
which completes the proof of the first part of (3.6) . By [11] , [14] , we get + (1 _, L) 3 Since x = cos0, x;t n = cos0* n , on using (2.10), (3.2), (3.4) and (3.5), we obtain for k ^ j, Similarly, on using (2.10), (2.11), (2.4), (2.5), (3.2) and (3.5), we get for
(3.14)
Finally, from (3.10), (3.11) and (3.14), we have the second part of (3.6). This completes the proof of Lemma 3.1. Since Xj n is that zero of P n _2(2;) which is nearest to x, -1 < x < 1, it is evident that (3.23) < c27
Also, from [15] , for k = 2,3,..., n -1, we have (3.24) n\x -x fcn |/i fcn (x) < c 28 Vl^x 2 .
Now, consider On using (3.23) , (3.24) and (2.1) , it follows that (3.26) hi < c 29 n _1 .
Further, making use of (2.10) £ l^i < c 34 n" 2 . implying, for -1 < x < 1,
On using Lemma 5.1 of [15] and (2.2), one can easily see that 
