Abstract-Compressed sensing theory addresses the problem of recovering a nearly sparse signal from a noise-corrupted linear measurement of far smaller dimension. In some recent papers, it is shown that the LASSO algorithm exhibits nearideal behavior, in the following sense: If x is a sparse signal, and if an estimate x-hat of x is found using LASSO, then the Euclidean norm of the residual error is bounded by a universal constant times the error achieved by an "oracle" that knows the support set of x. The LASSO algorithm has been generalized in several directions such as the group LASSO, the sparse group LASSO, either without or with tree-structured overlapping groups, and most recently, the sorted LASSO. This raises the question as to which if any of these algorithms also exhibits near-ideal behavior. In this paper we present a unified theory by showing that any algorithm exhibits near-ideal behavior in the above sense, provided that three conditions are satisfied: (i) the norm used to define the sparsity index is "decomposable," (ii) the penalty norm that is minimized in an effort to enforce sparsity is gamma-decomposable," and (iii) a "compressibility condition" in terms of a group restricted isometry property is satisfied. Our results imply that the group LASSO, and the sparse group LASSO (with some permissible overlap in the groups), as well as the sorted 1-norm minimization all exhibit near-ideal behavior. Explicit bounds on the residual error are derived that contain previously known results as special cases.
The following is an extended abstract of the paper. A nearly complete version can be found in arXiv at 1401.6623.
The field of "compressed sensing" has become very popular in recent years, with an explosion in the number of papers. Stated briefly, the core problem in compressed sensing is to approximate a high-dimensional sparse (or nearly sparse) vector x from a small number of linear measurements of x. It is shown in [1] that if x is a sparse vector, then by choosing the matrix A to have the "restricted isometry property" with a sufficiently small constant, it is possible to recover x exactly from a noise-free measurement y = Ax by minimizing z 1 subject to the constraint that Az = y. If y = Ax+η where x is sparse and η is a measurement error satisfying η 2 ≤ , then one can attempt to recover x by defininĝ
It is shown in [2] , see also [3] , that, if the matrix A has the restricted isometry property with a sufficiently small constant, then there exists a "universal constant" C 0 that does not depend on x or η such that x − x 2 ≤ C 0 . Note that an "oracle" that knows not only that x is sparse but also knows the support of x can also achieve only a bound of this form. Therefore this algorithm for estimating x is said to display "near-ideal behavior". This algorithm differs from the LASSO algorithm introduced in [4] only in that the roles of the objective function and constraint are reversed. However, since the contents of the paper follow [2] , [3] , hereafter we shall refer to the role-reversed version as the LASSO algorithm, without further comment. For an alternate approach, see [5] .
In this paper we present a very general result to the effect that any compressed sensing algorithm exhibits near-ideal behavior provided it satisfies three conditions: 1) A "compressibility condition," is satisfied, which in the case of LASSO is the restricted isometry property (RIP) holding with a sufficiently small constant. 2) The approximation norm used to compute the sparsity index of the unknown vector x is "decomposable" as defined subsequently.
3) The penalty norm used to induce the sparsity of the solution, that is, the norm that is minimized, is "γ-decomposable" as defined subsequently. It will follow as a consequence of this general result that GL (group Lasso) [6] , [7] , and SGL (sparse group lasso) [8] , [9] , and sorted 1 -norm minimization [10] , all exhibit nearideal behavior. In addition to the generality of the results established, the method of proof is more direct than that in [2] , [3] . Moreover, in the case of "pure" sparsity, the results presented here contain those in [2] , [3] as special cases.
Next, we define the necessary notation. If x ∈ R n , and Λ is a subset of N = {1, . . . , n}, the symbol x Λ ∈ R n denotes the vector such that (x Λ ) i = x i if i ∈ Λ, and (x Λ ) i = 0 if i ∈ Λ. For a vector u ∈ R n , its support set is defined by
Let k be some integer that is fixed throughout the paper. Next we introduce the notion of a group k-sparse set.
to be S-group k-sparse for some S ⊆ {1, . . . , g} if Λ = G S and |Λ| ≤ k, and group k-sparse if it is S-group k-sparse for some set S ⊆ {1, . . . , g}. A vector u ∈ R n is said to be group k-sparse if its support set supp(u) is contained in a group k-sparse set.
Note that if g = n and G i = {i} for all i, then a vector x is group k-sparse if and only if |supp(x)| ≤ k, which is the conventional definition of k-sparsity. Suppose · : R n → R + is some norm. We introduce a couple of notions of decomposability that build upon an earlier definition from [11] .
Definition 2: The norm · is said to be decomposable with respect to the partition G if, whenever u, v ∈ R n are group k-sparse with supp(u), supp(v) contained in disjoint group k-sparse sets Λ u , Λ v respectively, it is true that
(1) It is easy to see that the group LASSO and the sparse group LASSO norm are all decomposable. However, the sorted 1 -norm is not decomposable. To handle that case, we introduce a more general definition.
Definition 3: The norm · is γ-decomposable with respect to the partition G if there exists γ ∈ (0, 1] such that the following holds: whenever u, v ∈ R n are group k-sparse with supp(u), supp(v) contained in disjoint group k-sparse sets Λ u , Λ v respectively, it is true that
(2) Note that if the norm · is γ-decomposable with γ = 1, then (2) and the triangle inequality imply that
Therefore decomposability is the same as γ-decomposability with γ = 1.
With this preparation we can define the sparsity indices and optimal decompositions. Given an integer k, let GkS denote the collection of all group k-sparse subsets of N = {1, . . . , n}, and define
to be the group k-sparsity index of the vector x with respect to the norm · and the group structure G. Given x ∈ R n , and a norm · , we call {x Λ0 , x Λ1 , . . . , x Λs } an optimal group k-sparse decomposition of x if Λ i ∈ GkS for i = 0, . . . , s, and in addition
Throughout we shall make use of three distinct norms:
• · A , which is a decomposable norm that is used to measure the quality of the approximation. Thus, for a vector x ∈ R n , the quantity σ k,G (x, · A ) is the sparsity index used throughout.
• · 2 , which is the standard Euclidean or 2 -norm, and is used to constrain the measurement matrix via the group restricted isometry property (GRIP).
• · P , which is a γ-decomposable norm for some γ ∈ (0, 1], that is minimized to induce a desired sparsity structure on the solution. The prototypical problem formulation is this: Suppose x ∈ R n is an unknown vector, A ∈ R m×n is a measurement matrix, y = Ax + η is a possibly noise-corrupted measurement vector in R m , and η ∈ R m is the measurement error. It is presumed that η 2 ≤ , where is a known prior bound. To estimate x from y, we solve the following optimization problemx = argmin
Definition 4: The algorithm described in (4) for estimating x is said to be near ideal, or to show near-ideal behavior, if there exist universal constants 1 D 0 and D 2 that might depend on the matrix A but not on x or η such that
(5) Throughout the paper, we shall be making use of four constants:
c := min
Suppose for instance that · A = · P = · 1 , which is the approximation as well as penalty norm used in LASSO. Since |Λ| ≤ k for all Λ ∈ GkS, we have by Schwarz's inequality that
In the other direction, we can write
where e i is the i-th unit vector. Therefore by the triangle inequality
To ease comparison we present a known result, as stated in [3] , which elaborates ideas sketched in [2] .
Definition 5: Suppose A ∈ R m×n . Then we say that A satisfies the Restricted Isometry Property (RIP) of order k with constant δ k if
where Σ k denotes the set of all u ∈ R n such that |supp(u)| ≤ k. of order 2k with constant δ 2k < √ 2−1, and that y = Ax+η for some x ∈ R n and η ∈ R m with η 2 ≤ . Definê
where
Next we present the main result of the paper, which requires the extension of the definition of RIP to group RIP.
Definition 6: A matrix A ∈ R m×n is said to satisfy the group RIP of order k with constants ρ k ,ρ k if
We also define
Suppose the norm · P is γ-decomposable, and that the norm · A is decomposable. Define the constants a, b, c, d as in (6) and (7). Suppose A ∈ R m×n satisfies the group RIP property of order 2k with constants (ρ 2k ,ρ 2k ) respectively, and let δ 2k = (ρ 2k − ρ 2k )/2 as before. Suppose x ∈ R n and that y = Ax + η where η 2 ≤ . Definê
Suppose the compressibility condition
is satisfied. Then
x − x 2 ≤ r 3 (r 2 + 1)
To facilitate comparison with earlier results, we derive an alternate version of Theorem 2 Suppose h ∈ R n , that Λ 0 ∈ GkS is arbitrary, and let h Λ1 , . . . , h Λs be an optimal group k-sparse decomposition of h Λ c 0 with respect to the approximation norm · A . Suppose there exists a constant f such that
For instance, if we are studying conventional sparsity, wherein g = n and each group consists of a singleton, it is known that f can be taken as √ k. See [2, Equation (11)], [3, Lemma A.4] . With this assumption we can state another bound.
Theorem 3: Suppose A ∈ R m×n satisfies the group RIP property of order 2k with constants (ρ 2k ,ρ 2k ) respectively, and let δ 2k = (ρ 2k − ρ 2k )/2 as before. Suppose x ∈ R n and that y = Ax + η where η 2 ≤ . Definê
Suppose that
Then
σ A are defined in (21), c is defined in (7). Next using Theorem 3, we want to show that sorted 1 -norm minimization shows near-ideal behavior.
The sorted 1 -norm introduced in [10] , and is defined as follows: Suppose λ 1 ≥ . . . ≥ λ n > 0, and let λ ∈ R n + denote the vector [λ i , i = 1, . . . , n]. Given a vector x ∈ R n , let (x) denote its "sorted" version; in other words, (x) is a permutation of x, with the property that |(x) i | ≥ |(x) j | if i > j. Then the sorted 1 -norm of x is defined as
It is not difficult to verify that the sorted 1 -norm is not decomposable unless all λ i are equal, in which case it is just (a multiple of) the 1 -norm. However, it is γ-decomposable with γ = λ n /λ 1 . Next we determine the constants a, b, c and d in (6), (7) that appear in Theorem 2 for the sorted 1 -norm. Hence, let · A be the 1 -norm and · P equal to the sorted 1 -norm. Then it is easy to see that
Therefore we can take
We have already shown that
Similarly, we can show other algorithms such as group LASSO, sparse group LASSO, either without overlapping groups or with groups that overlap but have a tree structure [12] , [13] exhibit near ideal behavior.
We would like to note that in the case of conventional (not group) k-sparsity, the bounds in Theorem 1 can be obtained from Theorem 3. First of all we have · A = · P = · 1 . Since · P is decomposable, we have γ = 1 and · A = · P implies that a = b = 1. Therefore, r 1 = 1 and r 3 = 2, where r 1 and r 3 are given in (20). It is known from [2, Equation (10) With these values, the constants g and w in (26) become
where the constant α is defined in (13) . Therefore the two constants appearing in (25) become
and
where C 0 , C 2 are defined in (11) and (12) respectively. Therefore we have rederived (10) using the bounds in Theorem 3, specifically (25).
