The problem of optimal data fusion in the sense of the NeymanPearson (N-P) test in a centralized fusion center is considered. The fusion center receives data from various distributed sensors. Each sensor implements a N-P test individually and independently of the other sensors. Due to limitations in channel capacity, the sensors transmit their decision instead of raw data. In addition to their decisions, the sensors may transmit one or more bits of quality information. The optimal, in the N-P sense, decision scheme at the fusion center is derived and it is seen that an improvement in the performance of the system beyond that of the most reliable sensor is feasible, even without quality information, for a system of three or more sensors. If quality information bits are also available at the fusion center, the performance of the distributed decision scheme is comparable to that of the centralized N-P test. Several examples are provided and an algorithm for adjusting the threshold level at the fusion center is provided.
0018-9251/87/0900-0644 $1.00 ©0 1987 IEEE The problem of data fusion in a central decision center has attracted the attention of several investigators due to the increasing interest in the deployment of multiple sensors for communication and surveillance purposes. Because of a limited transmission capacity, the sensors are required to transmit their decision (with or without quality information bits) instead of the raw data the decisions are based upon. A centralized fusion center is responsible for combining the received information from the various sensors into a final decision.
Tenney and Sandell [1] have treated the Bayesian detection problem with distributed sensors. However, they did not consider the design of data fusion algorithms. Sadjadi [2] has considered the problem of general hypothesis testing in a distributed environment and has provided a solution in terms of a number of coupled equations. The decentralized sequential detection problem has been investigated in [3] [4] [5] . Chair and Varshney [6] have considered the problem of data fusion in a central center when the data that the fusion center receives consist of the decisions made by each sensor individually and independently from each other. They derive the optimal fusion rule for the likelihood ratio (LR) test. It turns out that the sufficient statistics for the LR test is a weighted average of the decisions of the various sensors with weights that are functions of the individual probabilities of false alarm PF and the probabilities of detection PD. However, the maximum aposteriori (MAP) test or the LR test require either exact knowledge of the a-priori probabilities of the tested hypotheses or the assumption that all hypotheses are equally likely. However, if the Neyman-Pearson (NP) test is employed at each sensor, the same test must be used to fuse the data at the fusion center, in order to maximize the probability of detection for fixed probability of false alarm.
We derive the optimal decision scheme when the N-P test is used at the fusion center. The optimal decision scheme, in the N-P sense, is derived: 1) for cases where the various sensors transmit exclusively their decisions to the fusion center, and 2) for cases where the various sensors transmit quality bits along with their decisions indicating the degree of their confidence in their decision.
DECISION FUSION WITH THE NEYMAN-PEARSON TEST
Consider the problem of two hypotheses testing with H1 designating one hypothesis and Ho the alternative.
Assume that the prior probabilities on the two hypotheses are not known. + 1, otherwise it sets Ui = -1. Every sensor transmits its decision to the fusion center, so that the fusion center has all N decisions available for processing at the time of the decision making. Let (PF, PDj) designate the pair of the probability of false alarm and the probability of detection at which the jth sensor operates and implements the N-P test. At the fusion center, the probability of false alarm
where t* is a threshold chosen to satisfy (7) for a given
PfF. Similarly, the probability of detection at the fusion center P = E P(A(u) H1 ).
A(u)>t*
(8)
Since the decisions of each sensor are independent from each other, the LR test (1) gives
A(u) = H1t 3 P(uijHo) (HO from which the result in [61 is readily obtained. In order to implement the N-P test we need to compute P(A(u) HO). However, due to the independence assumption, it is easier to obtain the distribution P(log A(u) HO) which can be expressed as the convolution of the individual P(log A(u1) Ho). Thus, it follows from (3): P(log A(u)I Ho) = P(log A(uj)IHo)* ... * P(log A(UN)I HO). (4) The LR A(u1) assumes two values. Either (1 -PD )/ (1 -PF ) when ui = 0 with probability 1 -PFi under hypothesis HO and probability 1 -PDi under hypothesis H1, or, PD'lPF, when ui = 1 with, probability PFi under hypothesis HO and probability PDi under hypothesis H1.
Hence, we can write
When all the sensors are similar and operate at the same level of probability of false alarm and probability of detection, i.e., PF = PF -PF and =D= PD = PD for every i and j, all the probability distributions in (3) are the same and the N-P test leads to the following scheme at the fusion center. (Expression similar to (9) and (10) were obtained in [6] Proof. First we show that for N = 2, condition (15) cannot be satisfied with the second inequality as a strict one. Then we prove that for N = 3, the randomized N-P test satisfies condition (15). By using the fact that for fixed probability of false alarm, the probability of detection at the fusion center is maximized by the N-P test among all mappings from the observation space into the decision space, we prove by induction that condition (15) is satisfied for all N _ 3.
Let-N = 2 and (PF,PD) = (p, q) for both sensors. Using (4), (5), (6) , (9), and (10), the LR distributions at the fusion center under hypothesis Ho and H1 are plotted for the reader's convenience in Figs. 1 and 2, respectively. Since for all p in (0, 1) p2 < p< 2p(l -p) + p2 (17) it follows that, in order to satisfy PfF = p, the randomized N-P test must be used at the fusion center with threshold q(1 -q)lp(1 -p) and randomizing factor w defined by (
Distribution of LR at fusion center under hypothesis Ho for three similar sensor system, N= 3. if the threshold at the fusion center is set at q2
(19 for 0 < p < 0.5. The left-hand side (LHS) of inequality (19) is greater than p for p > 0.5. Hence, since PF < 0.5, the randomized N-P test that satisfies (15) at the fusion center is determined by
To assess the performance of the fusion scheme further, we compare it with the best centralized scheme, the N-P test which utilizes raw data, not decisions, from the different sensors. The loss associated with the use of decisions instead of raw data at the fusion center, is assessed by means of a simple example. Let a single observation from each of the four (N = 4) sensors be distributed normally (see Assume that the randomized N-P test satisfies condition (16) for an arbitrary number of sensors N. We show that it also satisfies the condition for N + 1, and thus complete the induction and the proof of the Theorem. Let Consider achieving a pb = 0.001 at the fusion center with the four sensors. This requires a threshold tb = 2 Q`(0.001) = 6.18, from which PI = 0.9998 (see (25) and (26)).
This example shows that the best decentralized fusion scheme achieves a (Pf, PfD) = (0.014, 0.9995), whereas the best centralized fusion scheme achieves a (pb, pb) = (0.001, 0.9998) for the same sensors. Clearly the loss in power associated with transmitting highly condensed information from the sensors to the fusion center is causing the degradation in the performance of the fusion scheme. As a compromise, a multibit information could be transmitted to the fusion center containing quality information related to the degree of confidence that a sensor has about its decision along with the decision itself. This situation is examined in Section III. Table I gives the different N-P test thresholds that the fusion center can operate so that condition (15) is satisfied. The thresholds were found using the interactive fusion algorithm (IFA) that we developed (see the Appendix). In all cases, a significant improvement in the performance of the system is achieved from fusing the decisions. 
III. TRANSMISSION OF DECISIONS ALONG WITH QUALITY INFORMATION
Consider the case where the jth sensor transmits quality information bits to the fusion center about its decision along with the decision itself. The simplest case corresponds to the transmission of binary {O, 1} quality information indicating the degree of confidence that the sensor has on the decision that it transmits. Under the scenario, a bit one indicates "confidence", whereas a bit zero indicates "no confidence". Fig. 5 illustrates how the binary quality bit c is defined. A strip (TL, Tu) about the threshold T of an individual sensor is designated as region of no confidence and the bit c = 0 is transmitted along with the decision when the observation r falls into this region. The two regions forming the compliment of the (TL, TU) region are considered confidence regions and the bit c = 1 is transmitted along with the decision when the observations fall into one of the two regions.
The joint probability distribution of (u, c) (skipping the sensor index for simplicity) can be easily obtained from P(u,c|Hk) = P(c|u,Hk)P(uIHk), k = 0, 1 (27) where P(uIHk), u = + 1 and k = 0, 1 is specified by PF and PD, and referring to Fig. 5, P(A(u,c) Combining (6) and (22) substituting PD with PF in the product-weights of the delta functions. Therefore, the probability distribution of the LR at the fusion center is given by the convolution P(log A(u, c) |Hk) = P(log A(ul, cl) Hk) * ... * P(logA (UN, CN) 
jHk). (32)
In the case where all the sensors operate at the same level (PF, PD) the mathematics simplify somewhat, since Table IX indicates. Table X shows the performance of a three sensor system with quality bits. log LR at the fusion center was obtained as the convolution of the pdfs of the log LRs of the individual sensors. Once the pdf of the LR is obtained, the threshold at the fusion center is determined by a desired probability of false alarm. For a fusion system with three or more sensors, all the sensors operating at the same (PF, PD) level, it was proved that if the N-P test is used to fuse the decisions, the probability of detection at the fusion center exceeds that of the individual sensor for the same probability of false alarm. However, if the sensors operate at arbitrary (PF, PD) levels, no general assessment can be made about the performance of the fusion center since the performance depends on how far the operating points of the sensors are from each other.
The problem of decision fusion when the sensors transmit quality information bits indicating their confidence on the decisions was also considered and the N-P test at the fusion center was derived. Several numerical examples showed that use of quality information can improve the performance of the fusion center considerably.
An IFA was developed to solve the fusion problem numerically. Once one of the three parameters (threshold, probability of false alarm, or probability of detection) is specified, the IFA determines the other two, given the probabilities of false alarm and detection of each individual sensor.
APPENDIX
The IFA receives as data the number of sensors, their (SF, PD) levels, and the Ck, quality information parameters if the sensors transmit quality information bits along with their decisions. It then computes the LR pdf at the fusion center conditioned on each hypothesis. After it computes the pdf, it asks the user which option he/she prefers. The alternative options are the following. 
