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Abstract
Plenty experimental evidence indicates that quantum critical phenomena give rise to
much of the rich physics observed in strongly correlated itinerant electron systems
such as the high temperature superconductors. A quantum critical point of particular
interest is found at the zero-temperature onset of spin-density wave order in two-
dimensional metals. The appropriate low-energy theory poses an exceptionally hard
problem to analytic theory, therefore the unbiased and controlled numerical approach
pursued in this thesis provides important contributions on the road to comprehensive
understanding. After discussing the phenomenology of quantum criticality, a sign-
problem-free determinantal quantum Monte Carlo approach is introduced and an
extensive toolbox of numerical methods is described in a self-contained way. By
the means of large-scale computer simulations we have solved a lattice realization
of the universal effective theory of interest. The finite-temperature phase diagram,
showing both a quasi-long-range spin-density wave ordered phase and a d-wave
superconducting dome, is discussed in its entirety. Close to the quantum phase
transition we find evidence for unusual scaling of the order parameter correlations




Zahlreiche experimentelle Ergebnisse deuten darauf hin, dass quantenkritische
Phänomene der Auslöser für einen Großteil der reichhaltigen Physik sind, die
man in Hochtemperatursupraleitern und anderen stark korrelierten Systemen be-
weglicher Elektronen beobachtet. Ein besonders interessanter quantenkritischer
Punkt findet sich in zweidimensionalen Metallen am Übergang zu antiferromag-
netischer Spindichtewellen-Ordnung am absoluten Temperatur-Nullpunkt. Die
zugehörige Niedrigenergie-Theorie ist mit analytischen, theoretischen Methoden
sehr schwer zu lösen, so dass ein umfassendes Verständnis bisher nicht erreicht
werden konnte. In dieser Dissertation wird als komplementärer Zugang ein nu-
merischer Ansatz verfolgt, mit dem wichtige Beiträge geliefert werden können, weil
alle Rechnungen gut unter Kontrolle zu halten sind und keine händisch gesetzten An-
sätze die Ergebnisse in bestimmte Richtungen drängen. Nach der Besprechung
der Phänomenologie von Quantenkritikalität wird ein vorzeichenproblemfreies
Determinanten-Quanten-Monte-Carlo-Verfahren eingeführt und ein umfassender
Satz numerischer Methoden beschrieben. Dieser Methodenteil kann weitgehend
für sich stehen. Mittels groß angelegter Computersimulationen haben wir eine
Gitterrealisierung der universellen effektiven Theorie dieses Problems gelöst. Das
Phasendiagramm bei endlicher Temperatur beschreiben wir in seiner Gänze. Es
weist sowohl eine quasi-langreichweitig geordnete Spindichtwellen-Phase als auch
eine d-Wellen-supraleitende Phase auf. In der Nähe des Quantenphasenübergangs
können wir Nachweise für ein ungewöhnliches Skalenverhalten der Ordnungsparam-
eterkorrelationen und für fermionische Eigenschaften, die an isolierten Punkten der
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To this day various classes of highly correlated itinerant electron systems such
as the high temperature superconductors elude full physical understanding. It is
widely believed that the key to the solution of many open problems concerning
these materials can be found in quantum critical phenomena, i.e. continuous phase
transitions at zero temperature, driven by quantum fluctuations and tuned by a
non-thermal control parameter [1–3]. Quantum phase transitions are particularly
hard to reason about in metallic systems, where fermionic quasiparticles at low
energies close to the Fermi surface strongly interact with critical order parameter
fluctuations [4, 5]. As a consequence it is often not sufficient to deal with effective
theories of an order parameter field alone with the fermions integrated out. A
viable approach can rather be found in low energy theories that incorporate both
a collective bosonic order parameter and fermions which are free apart from the
coupling to the bosons [6]. Since there are no obvious small parameters, the solution
of these theories is very hard by purely analytic approaches.
The topic of this thesis is one important type of metallic quantum phase transitions,
namely the transition between an itinerant, but antiferromagnetic spin-density wave
(SDW) ordered state and a quantum-disordered paramagnetic state. The magnetic
quantum critical point at the zero-temperature boundary between these two phases
is believed to be prototypical for the physics of the cuprates, certain iron-based and
heavy fermion superconductors, and other materials [7].
We pursue an alternative route to solving a low-energy theory realizing this
quantum phase transition that is complementary to analytic theory. Our method
of choice is a flavor of quantum Monte Carlo (QMC) adapted to the simulation of
coupled fermion-boson many-particle lattice models at finite temperature [8]. At
this time QMC is the only established numerically exact, unbiased method capable
of providing solutions for such systems in two spatial dimensions on moderately
large lattices in polynomial time. Its applicability is unfortunately limited to models
free of the “fermion sign problem” [9], which has hindered progress for long, but
fortunately a sign-problem-free realization of a metallic SDW model has been found
recently [10, 11].
This thesis is structured into three parts. In Part I we start with a short introduction
to the phenomenology of quantum phase transitions with a special emphasis put
on the quantum critical regime at finite temperatures above a quantum critical
point. The concept of effective order parameter field theories is discussed with its
shortcomings for systems with Fermi surfaces. The spin-fermion model is carefully
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introduced as an adequate model to analyze a metallic spin-density wave quantum
phase transition and analytical approaches to its solution are summarized. Three
classes of strongly correlated materials at the focus of experimental research are the
subject of the subsequent Chapter 3: the cuprates, the iron-based superconductors,
and the heavy fermion systems. They have in common that their phase diagrams
feature an antiferromagnetic phase in vicinity of an unconventional superconducting
phase whose existence can be linked to quantum critical phenomena.
The goal of Part II is to give a mostly self contained account of the numerical
methods we have used to study the metallic SDW model. In Chapter 4 the versatile
and numerically exact method of determinantal quantum Monte Carlo (DQMC) is
introduced in its finite-temperature formulation. The largest limit to its applicability
is the fermion sign problem plaguing most simulations of interacting electron sys-
tems. Here we show how to circumvent it for our model by moving to a two-band
variation, carefully constructed to be symmetric under a generalized time-reversal
transformation. The nature of Chapter 5 is very technical. While the aspects of the
method that we discuss here may appear to be mere implementation details, their
attentive consideration is a prerequisite for obtaining correct numerical results in
limited computing time.
Finally, Part III presents the rich physics found in the numerically exact results
obtained in the simulations of our variation of the spin-fermion model. Detailed
finite-temperature phase diagrams for several sets of parameters are discussed in
their entirety in Chapter 6. In the vicinity of an SDW quantum phase transition
we do not only find a quasi-long-range ordered SDW phase, but also an emergent
d-wave superconducting phase. The susceptibilities of various potentially competing
orders are also investigated. Chapter 7 then focuses on manifestations of quantum
critical behavior associated with a putative quantum critical point underlying the
superconducting phase. At temperatures above Tc order parameter correlations
are found to agree surprisingly well to Hertz-Millis theory, but show intriguing
deviations in their temperature dependence. Moreover, in an apparently quantum
critical regime non-Fermi liquid behavior is induced for momenta close to the “hot
spots” of the Fermi surfaces. Here we also give a closer look at properties of the
superconducting state close to the quantum phase transition.
We close in Chapter 8 with concluding remarks and an outlook on the prospects
of future continuations of this work.
This thesis is the outcome of an intensive collaboration with Yoni Schattner and
Erez Berg of the Weizmann Institute of Science. Two independent software codes
for simulation and evaluation have been used in combination. At the beginning
of Chapsters 6 and 7 it is pointed out which parts have not been evaluated by the
author of this thesis, but have been obtained by the Weizmann group.
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DQMC simulations, is available to the public under the free Mozilla Public License
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• M. H. Gerlach, maxhgerlach/detqmc: First release of detqmc [data set], Zenodo
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maxhgerlach/detqmc .
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three-dimensional compass model, Phys. Rev. B 91, 045119 (2015).
These address problems of frustrated spin systems, which have been tackled by
extensive classical Monte Carlo simulations. The second of these papers is mainly








2 Modeling quantum phase
transitions
Phase transitions are ubiquitous in various complex systems in nature, including the
freezing of water, the spontaneous magnetization of a ferromagnetic material, or the
transition of a metal into a superconducting state. These example phase transitions
all take place at finite temperatures. At the transition temperature a macroscopic type
of order is destroyed by thermal fluctuations. Conversely, quantum phase transitions
occur at zero temperature, where a control parameter other than temperature such as
pressure, chemical composition, or an external field is varied across a transition point.
Only quantum fluctuations, ultimately a manifestation of Heisenberg’s uncertainty
principle, destroy order in this case. Even though the third law of thermodynamics
precludes experiments at absolute zero, zero temperature quantum critical points
(QCPs) have attracted considerable interest in condensed matter physics. The reason
for this is that the special excitation spectrum of the ground state at a QCP gives
rise to quantum critical behavior also at finite temperatures in a regime above
the transition point. This influences physical observables over a wide range of
the phase diagram. Understanding quantum criticality is a key objective on the
road to uncovering the mechanisms behind phenomena such as high-temperature
superconductivity.
In this Chapter, Sec. 2.1 first introduces quantum phase transitions in general,
then Sec. 2.2 proceeds to discuss the modeling of quantum phase transitions in
systems of itinerant electrons, focusing on a spin-density wave (SDW) transition.
2.1 Introduction to quantum phase transitions
In this Section we briefly introduce the general phenomenology of quantum phase
transitions [4, 12, 13]. The presentation mostly follows M. Vojta’s review [12].
2.1.1 Phase transitions, criticality, and universality
Generally, we distinguish between first-order phase transitions and continuous phase
transitions. First-order transitions are characterized by the coexistence of two phases
at the transition point, while phases do not coexist at a continuous transition. A
conventionally ordered phase is described by a local order parameter, which is zero
outside of the ordered phase and takes up a non-unique, non-zero value in the
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ordered phase. At the critical point of a continuous transition the value of the order
parameter vanishes continuously as it is crossed from the ordered phase.
In the disordered phase the expectation value of the order parameter is zero, but
it has non-zero fluctuations. As the critical point is approached, spatial correlations
of these fluctuations become long-ranged and the correlation length ξ, which is their
typical length scale, diverges as
ξ∼ |t|−ν, (2.1)
where ν is the correlation length critical exponent and t measures the distance to
the critical point. For a thermal phase transition at a temperature T = Tc one can set
t = (T − Tc)/Tc. Similarly, there are also long-range correlations of order parameter
fluctuations in time. The typical time scale for their decay is the correlation time τc,
which in the vicinity of the critical point diverges as
τc ∼ ξz ∼ |t|−zν (2.2)
with the dynamical critical exponent z. Close to the critical point, ξ is the only
characteristic length scale and τc is the only characteristic time scale of the system.
By Eqs. (2.1) and (2.2) correlation length and time are infinite at the transition
point. Since there fluctuations occur on all length and time scales, the system must
be scale invariant. Consequently, all measurable quantities depend via power laws
on the external parameters; one speaks of critical phenomena. Near the critical
point the exponents of these power laws, the critical exponents, fully characterize
the behavior of the system.
To illustrate the concept of scaling let us consider a classical ferromagnet, where
the magnetization M(r) is the order parameter and external parameters are the
reduced temperature t = (T−Tc)/Tc and an applied magnetic field B, which couples
to M . Close to the critical point all physical properties must be invariant under
rescaling of all lengths in the system by a common factor if we simultaneously adjust
the external parameters such that the correlation length, which is the only important
length scale, remains unchanged. By requiring this we obtain a homogeneity relation
for the singular part of the free-energy density
f (t, B) = b−d f (t b1/ν, Bb yB), (2.3)
where b > 0 is arbitrary, d is the spatial dimension, and yB is a second critical
exponent. Differentiating f gives rise to similar expressions for other thermody-
namic quantities. This is the scaling hypothesis [14], which can be derived in
renormalization group theory [15, 16].
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An intriguing feature of critical phenomena at continuous phase transitions is their
universality. The critical exponents are robust features that take the same values
for entire classes of phase transitions occurring in very different physical systems.
Such universality classes are determined only by the spatial dimension of the system,
the range of the interaction, and the symmetry of the order parameter. Consequently,
the critical behavior of an experimental system close to a phase transition can be
determined fully by solving a minimal model system of the same universality class.
This universality is rooted in the divergence of the correlation length close to a
critical point, where the physics is effectively averaged over large length scales such
that microscopic details of the model lose their importance.
2.1.2 Interplay of thermal and quantum fluctuations
So far our discussion of continuous phase transitions can equally be applied to
classical and quantum mechanical systems. Quantum mechanics is often already
essential to understand the existence of an ordered phase. But besides that quantum
mechanics can influence the asymptotic behavior at criticality. To understand this
we compare two energy scales: the typical energy of long-distance order parameter
fluctuations ~ωc and the thermal energy kBT . By Eq. (2.2) the typical time scale of
order parameter fluctuations τc diverges as a continuous transition is approached.
This is tantamount to the typical frequency scale ωc going to zero. Hence we have
for the typical energy scale
~ωc ∝ τ−1c ∼ |t|νz (2.4)
with t close to zero. Close to a continuous phase transition at a finite temperature
Tc this typical energy scale separates two regimes: If it is larger than the thermal
energy, ~ωc  kBT , quantum mechanics will be important, while order parameter
fluctuations can be understood in a purely classical description for ~ωc  kBT .
In between we have a crossover of the character of fluctuations from quantum to
classical. Consequently, quantum mechanics is unimportant for |t|  T 1/νzc . In effect
there is a regime, which shrinks as the temperature is lowered, asymptotically close
to the transition where the critical behavior is entirely classical. While the quantum
mechanical description remains important on microscopic scales, classical thermal
fluctuations dominate on the macroscopic scales of critical behavior.
On the other hand, the behavior at a continuous transition at zero temperature,
which is controlled by a non-thermal control parameter r, is dominated by purely
quantum fluctuations. Hence, we speak of a quantum phase transition (QPT).
The interplay of thermal and quantum fluctuations can give rise to interesting
9
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(a) order at T = 0 (b) order at T ≥ 0
Figure 2.1: Schematic finite-temperature phase diagrams close to a quantum critical point (QCP) at
r = rc . Dashed lines indicate crossovers. (a) Long-range order only at zero temperature. (b) An
ordered phase extends to finite temperature, with the solid line marking the phase transition. In
panel (b) the thermally disordered and quantum disordered regimes are still present, although
not labeled. Figure based on Ref. [12].
phase diagrams in the vicinity of a quantum critical point. We can distinguish two
cases, depending on whether finite-temperature long-range order can exist.
In two-dimensional systems with an order parameter of continuous symmetry
the Mermin-Wagner theorem [17] forbids long-range order at finite temperature.
Such a situation can lead to the phase diagram in Fig. 2.1a, where order only ex-
ists at T = 0 and no finite-temperature phase transitions occur. Nevertheless, the
finite-temperature behavior is characterized by three distinct regimes, separated by
crossovers. The quantum disordered region is dominated by quantum fluctuations
with the system resembling the quantum disordered ground state for r > rc. The
elementary excitations on top of this ground state are typically well defined quasi-
particles with a finite energy gap ∆, such that their density at low temperatures
is exceptionally small. We have a thermally disordered region, where primarily
thermal fluctuations destroy the zero temperature order and the density of ther-
mally excited quasiparticles is again small. In an intermediate quantum critical
regime both quantum and thermal fluctuations are important. It is located above
the quantum critical point at r = rc and its boundaries are determined by crossover
lines kBT ∼ ~ωc ∼ |r − rc|νz. Here the picture of dilute quasiparticle excitations
does not apply. Physics in this region is controlled by thermal excitations of the
quantum critical ground state, typically characterized by the absence of conventional
quasiparticle excitations, which are replaced by a quantum critical continuum of
10
2.1 Introduction to quantum phase transitions
excitations. This leads to unusual features of the finite-temperature quantum critical
region, including unconventional power laws and non-Fermi liquid behavior with
uncommon transport properties. The behavior in this region is universal, but far
away from the quantum critical point microscopic length scales begin to exceed the
correlation length. Therefore quantum critical behavior is cut off at high temper-
atures where kBT is larger than characteristic microscopic energy scales such as a
typical exchange energy. Here the physics is non-universal.
If order can also exist at finite temperatures, the richer phase diagram of Fig. 2.1b
with a phase transition at low finite temperatures is established. Here the quantum
critical point can be seen as the end point of a finite temperature transition line.
This line is surrounded by a classical critical regime, which becomes narrower as
the quantum critical point is approached.
2.1.3 Scaling at quantum phase transitions
Thermodynamic properties can be derived from the partition function Z = Tr e−H/kBT
with the HamiltonianH =Hkin+Hpot. In a classical system both parts ofH commute
and Z factorizes, Z = ZkinZpot, such that statics and dynamics decouple. Usually
singularities only occur in the static interacting part Zpot. This allows us to study
classical phase transitions with effective time-independent theories in d spatial
dimensions.
For a quantum mechanical system, on the other hand, Hkin and Hpot generally
do not commute and Z does not factorize. Consequently, statics and dynamics
are coupled and the order parameter field theory must be formulated in terms
of space- and time-dependent fields. To do so, one introduces an imaginary time
direction to the system, formally by applying the path integral representation of
the partition function. At zero temperature the extent in this direction is infinite
such that imaginary time acts as an additional spatial dimension, which by Eq. (2.2)
scales with the zth power of a length. Therefore the homogeneity law (2.3) at T = 0
for a quantum phase transition reads
f (t, B) = b−(d+z) f (t b1/ν, Bb yB) , (2.5)
with t = (r − rc)/rc. In this way a quantum phase transition in d spatial dimensions
is related to a classical transition in (d + z) dimensions. A generalization of Eq. (2.5)
to finite temperature, where we recognize that we can approach the quantum critical
singularity both by tuning r to rc at T = 0 and by lowering T to zero at r = rc, is
f (t, B) = b−(d+z) f (t b1/ν, Bb yB , T bz) . (2.6)
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From the homogeneity law one can derive scaling relations for static and dynamic
observables. For a correlation function C(k,ω) at momentum k, measured relative
to the ordering wavevector, and frequency ω we find for instance the following
scaling relation at the quantum critical point:
C(t = 0,k,ω, T = 0) = |k|−dim C C1(|k|z/ω) , (2.7)
where dim C is the scaling dimension of C . Similarly, at finite temperatures above
the quantum critical point we obtain for k = 0:
C(t = 0,k = 0,ω, T ) = T−dim C/zC2(ω/T ) . (2.8)
These naive scaling relations (2.7) and (2.8) are, however, only expected to be valid
if the quantum critical point satisfies hyperscaling, which need not be true above
the upper-critical dimension.
The value of the quantum-classical analogy can be seen by considering a correlation
function G directly at a critical point. In a classical system of d dimensions critical
correlations fall off with a power law in momentum space G(k) ∼ |k|−2+ηd . For a
quantum phase transition with dynamical critical exponent z = 1 we can conclude
from the mapping at T = 0 that G(k, iωn)∼ [k2+ω2n](−2+ηd+1)/2 where the Matsubara
frequency ωn acts as an extra component to k.
1 By analytic continuation this
translates to the retarded Green’s function at real frequencies GR(k,ω)∼ [k2 − (ω+
i0+)2](−2+ηd+1)/2. This illustrates the excitation spectrum at a quantum critical point:
GR does not have a quasiparticle pole, but a branch cut at ω> |k|, corresponding to
a continuum of excitations [4, Sec. 7.2].
2.1.4 Effective theories
Since the important physics at criticality is described by long-wavelength order
parameter fluctuations, it can be appropriate to work with an effective theory of
only these order parameter fluctuations that disregards microscopic details. Such a
theory can formally be obtained by integrating out suitably decoupled interaction
terms from a microscopic model. Since the correlation length is sufficiently large
near a continuous transition, the effective action can be formulated in the continuum
limit and will typically consist of powers of the order parameter field and of gradient
terms. Its form will only depend on the symmetry and dimension of the underlying
system and on the symmetry of the order parameter, consistent with the expectations
1Here we assume the theory to be Lorentz invariant. Generally, additional terms of the form
f (ω/|k|) would be allowed.
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~ni · ~n j , (2.9)
with N -component operators ~ni, ~n
2
i = 1 on the sites i of a d-dimensional lattice rep-
resenting orientations and with the corresponding angular momenta ~Li. Minimizing
the energy of the nearest-neighbor term favors an ordered ferromagnetic state, while
the kinetic term prefers quantum-disordered delocalization. The parameter g tunes
through a quantum phase transition.
A suitable order parameter for that transition is the ferromagnetic magnetization.
From the lattice model (2.9) a continuum theory is obtained in a spatial coarse
graining procedure where the ~ni are averaged over microscopic length scales. This
yields the order parameter field ~ϕ, which is no longer of fixed length. An expansion to

























Here r tunes the system across the quantum phase transition, c is a velocity, and u
contains self-interactions of the fluctuations of ~ϕ. The dynamical critical exponent
is z = 1.
Eq. (2.10) provides a theory for quantum criticality that is appropriate for more
models than just Eq. (2.9), with some non-conserved density as the order parameter
field ~ϕ(x,τ). The approach of effective field theories of this kind has been very
successful in treating quantum phase transitions in bosonic and insulating systems.
Suitable models can be solved exactly or are, more often, understood very well
in the framework of renormalization group theory with controlled expansions [4].
Moreover, efficient unbiased numerical methods such as sign-problem-free quantum
Monte Carlo simulations are often available. These results confirm the general
phenomenology that we have outlined qualitatively in this Section. However, models
of itinerant electrons, adequate for the description of strongly correlated metals, can
frequently not be treated safely in effective theories of only local order parameter
fluctuations. Rather, low-lying fermionic excitations must be included explicitly in a
critical theory.
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2.2 Quantum phase transitions in systems of
itinerant electrons
Various quantum phase transitions in metals can be studied via effective models of
itinerant electrons coupled to an order parameter field. Since in a metal there is
an interplay between low energy fermionic quasiparticles at the top of the Fermi
sea and the quantum fluctuations of this order parameter, the fermions cannot in
general be safely integrated out without introducing divergences. Consequently
such problems are intrinsically more complicated than quantum critical points in
gapped insulators, which are captured by purely bosonic effective theories such as
Eq. (2.10) that can be largely understood by mapping them to a classical theory.
The focus of this thesis is the quantum phase transition to antiferromagnetic
order in a two-dimensional metal. To investigate the universal physics near such a
quantum critical point we introduce in this Chapter a carefully motivated generic
model of itinerant fermions coupled to a Néel spin-density wave order parameter at
wavevector Q = (pi,pi)ᵀ. Magnetic quantum phase transitions in Fermi liquids are of
considerable interest due to the rich physics that emerges from the quantum critical
regime [5].
Beyond the scope of this work lie various other interesting quantum phase
transitions in Fermi liquids, including the (Mott) metal-insulator transition [18],
charge-density wave quantum critical points [19], or Ising-nematic quantum criti-
cality [20, 21].
2.2.1 Motivation of the spin-fermion model
In the momentum representation a microscopic Hamiltonian for a single band of
itinerant S = 1/2 fermions subject to two-body interactions is given by











c†k2,s2 ck3,s3 ck4,s4 . (2.11)
Here c†k,s creates and ck,s annihilates a fermion with momentum k and spin s =↑,↓.
On its ownHkin would describe a tight-binding model with band-structure dispersion
"k. In the additional Hint we allow for a generic four-fermion interaction U s1,s2,s3,s4k1,k2,k3,k4 .
For a generalized one-band Hubbard model [22] with local repulsion U > 0 the
interaction term would be given by [23, Chapt. 3]
U s1,s2,s3,s4k1,k2,k3,k4 = Uδ0,k1+k2−k3−k4δs1,s3δs2,s4δs1,↑δs2,↓. (2.12)
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Figure 2.2: (a) Illustration of the Hubbard model on a two-dimensional square lattice and visualiza-
tion of nearest neighbor hopping t and next-nearest neighbor hopping t ′. (b) Sketch of the first
Brillouin zone with a Fermi surface typical for a cuprate-like dispersion.









(t i j +µδi j)c
†




where i, j ∈ {1, . . . , Ns} label lattice sites, t i j are hopping constants, µ is the chemical
potential, and ni,s = c
†
i,sci,s are occupation number operators for spin s =↑,↓ at site i.
In the following we will consider models of this type mainly on two-dimensional
square lattices with unit lattice spacing a as sketched in Fig. 2.2a. Often we are
interested in dispersion relations that yield Fermi surfaces akin to the sketch in
Fig. 2.2b. These are appropriate for the electronic band structure of the cuprate
superconductors, which can be well fitted by [24]
"k = −2t(cos(kx) + cos(ky))− 2t ′(cos(kx + ky) + cos(kx − ky))−µ, (2.14)
where t > 0 is the hopping element for nearest neighbor sites and t ′ < 0 the hopping
element for next-nearest neighbor site. The other t i j are zero.
To study the effects of magnetic order it is beneficial to rewrite the Hubbard
15
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c†k1+q,a(~s)abck1,b · c†k2−q,c(~s)cd ck2,d . (2.17)
Since the term in ni,s only renormalizes the chemical potential, we let "˜k absorb it in
the second line and will drop the tilde in the following. From this transformed form
of the Hubbard Hamiltonian we can now easily move to a slightly more general










V (q) c†k1+q,a(~s)abck1,b · c†k2−q,c(~s)cd ck2,d , (2.18)
where we now allow for an arbitrary interaction with momentum transfer q in the
spin channel, V (q) = V (−q). We would recover HHub by setting V (q) = 2U3 . The
remaining quartic term in Eq. (2.18) needs to be treated with some care. First,
we write the grand-canonical partition function of a system governed by H at
temperature T = 1/β as a functional field integral [25, Sect. 4.2]
Z = Tr e−βH =
∫
D(c†, c) e−S[c†,c] (2.19)
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V (q) c†k1+q,a(τ)[~s]abck1,b(τ) · c†k2−q,c(τ)[~s]cd ck2,d(τ).
(2.20b)
We use the same symbols c†, c interchangeably for Grassmann variables and fermionic
operators in Fock space. With this change of language from Hamiltonian to action
it is straightforward to decouple the interaction via a Hubbard-Stratonovich trans-
formation, see [26, Chapt. 3] and [25, Sect. 6.2]. Formally, this amounts to the
application of a standard identity for real Gaussian integrals∫
dv e− 12 vᵀAv+jᵀv = (2pi)N/2 detA−1/2e 12 jᵀA−1j, (2.21)
where v is a real N -component vector, A is a real symmetric N × N matrix, and j is
an arbitrary N -component vector.
To apply (2.21) we set ~%q(τ) =
∑
k,a,b
c†k+q,a(τ)[~s]abck,b(τ) and for each τ form a
vector ~%(τ) containing ~%q for each distinct momentum q. From the values V (q)



















~%(τ)ᵀ ·V · ~%(τ)
«
. (2.23)














¦− ~ϕᵀ ·V · ~ϕ + ~%ᵀ ·V · ~ϕ© . (2.24)
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Here the integration variable ~ϕ is a vector built from three real numbers ~ϕq for each
distinct momentum q. The constant factors in front of the integrals are irrelevant
for expectation values computed from Z and for the functional integrals we will
include them in the integration measure. In the second line of Eq. (2.24) we have
transformed the integration variable ~ϕ→ V ~ϕ. Both forms are equivalent.
In this way we have effectively traded the four-fermion interaction in for an
auxiliary bosonic field ~ϕ. The partition function is now given by the functional
integral over fermionic and bosonic fields with a coupled action:
Z =
∫





















~ϕqV (q) ~ϕ−q. (2.25d)
Eq. (2.25) constitutes the spin-fermion model [6, 27, 28]. The spin-fermion model is
to be thought of as having arisen from a microscopic Hamiltonian, from which high-
energy degrees of freedom, i.e. behavior at energies comparable to the fermionic
bandwidth W , have been integrated out. Thus it can serve as an effective theory at
energies smaller than a cutoff Λ<W . We can understand the spin-fermion model
as describing low-energy fermions which interact with their own spin fluctuations.
Due to the separation of energy scales these collective modes appear as autonomous
bosonic spins ~ϕq. The spin-fermion model is often stated as a Hamiltonian of itinerant















where the primed sums limit momenta below Λ. Here the low-energy fermion
propagator retains Fermi-liquid form, but note that the electronic dispersion "k has
been linearized for momenta k close to the Fermi surface at kF with the Fermi velocity
vF = ∂k"k|kF . The bare boson susceptibility is taken as χ−10 (q) = χ0/[ξ−20 + (q−Q)2]
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with a bare magnetic correlation length ξ0 and the ordering wavevector Q. g is
introduced as a coupling constant, which must be small compared to W . The value of
Q has been determined by higher energy interactions and, like the other parameters,
should be considered as input to the theory; for commensurate antiferromagnetic
Néel order in two dimensions it is Q = (pi,pi)ᵀ.
The action (2.25) should be thought of as an effective theory on its own right
for the underlying strongly correlated microscopic system. We will use a variation
of this model to study a metal close to a spin-density wave quantum critical point
where it will capture the universal physics. While we have sketched the derivation
from a microscopic Hamiltonian, this Hamiltonian may actually not be known for
certain and the resulting action (2.25) stands independent of its formal derivation.
2.2.2 Metal close to the onset of spin-density wave order
Having outlined how the spin-fermion model (2.25) can be obtained from a Hubbard-
like Hamiltonian, we now specify the formulation we shall use to study a two-dimen-
sional metal close to a spin density wave (SDW) quantum critical point (QCP).
Our choice follows [4, Chapt. 18]. In a slight extension to the derivation in the
last Section we allow the bare bosonic susceptibility to depend on frequency. We
define the real bosonic field ~ϕq to represent long-wavelength fluctuations with small
momentum q around collinear SDW order at wavevector Q = (pi,pi)ᵀ, such that ~ϕq
corresponds to the electron spin density at Q+ q.2 The bosonic action is given by
a Ginzburg-Landau ϕ4 theory similar to Eq. (2.10), which can be thought to have
been generated by integrating out high-energy electrons. The complete model has












































2Compared to the action (2.25) this is a shift ~ϕq→ ~ϕQ+q.
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Here, λ is the “Yukawa coupling” constant between fermionic and bosonic fields, c
is the bare bosonic velocity, and the parameters r and u control the magnitude of
the SDW fluctuations. In a mean-field theory for SB alone long-range SDW order is
present for r ≤ 0, but this transition point is shifted by interactions. The derivatives
in Eq. (2.27) need to be discretized appropriately for the actual space-time lattice.
A first understanding of the physics of the combined model (2.27) can be found in
mean-field theory. We can distinguish two phases: a Fermi liquid with 〈 ~ϕ〉 = 0 and an
ordered SDW phase with 〈 ~ϕ〉 6= 0. To describe them on mean-field level we replace
in SFB the field ~ϕq by its uniform expectation value 〈 ~ϕq〉MF = δq,0 ~ϕ0, corresponding
to perfect Néel order, and drop the action SB for the now constant field. This
procedure can be motivated by a saddle point approximation of S. Since rotational
symmetry is broken spontaneously in the ordered phase, different directions of ~ϕ0
are equivalent and only its magnitude is important. Returning from the functional









c†k+Q,s[~s · ~ϕ0]ss′ck,s′ . (2.28)
In mean field the SDW order ~ϕ0 mixes only fermionic states at momenta k and
k+Q. Consequently, there is only a restricted set of zero-energy states (measured
relatively to the chemical potential) on the Fermi surface that interact in HM F . They
are found by taking the intersection of the Fermi surface and the Fermi surface
shifted by Q. If there is no intersection, e.g. if the Fermi surface for a cuprate-like
dispersion (2.14) is too small, there is no SDW interaction at low energies. Otherwise
in two dimensions we typically find a discrete set of intersection points. These are
the “hot spots” illustrated in rows I and II of Fig. 2.4. As far as the low-energy physics
of the action (2.27) is concerned, the close vicinities of the hot spots will remain
the most important regions of the Brillouin zone also beyond mean field. There
an electron at k may scatter into a state at k+Q+ q, but q will generally be small
compared to the size of the Brillouin zone for the predominating ~ϕq.










we can write the Hamiltonian




k hk dk, where the primed sum indicates that the summation
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(a) "k (b) ek,±
Figure 2.3: 3D plots of (a) the original dispersion "k from Eq. (2.14) with t = 1, t ′ = −0.5, µ = −0.5,
and of (b) the hybridized mean-field dispersion ek,± from Eq. (2.30) for SDW order | ~ϕ0| = 0.4.
The Fermi surfaces are marked by gray lines, compare Fig. 2.4c.











In the presence of SDW order, ek,± give the dispersion for two electronic bands. Filling
up the lowest-energy states both bands we find the new Fermi surface as illustrated
in Fig. 2.3. For | ~ϕ0|> 0 gaps open at the hot spots and the originally “large” Fermi
surface is reconstructed into “small” Fermi pockets, see row III in Fig. 2.4. As | ~ϕ0|
increases, these pockets shrink. For the half-filled system they vanish simultaneously,
in the hole-doped case the electron pockets disappear first, while in the electron-
doped case the hole pockets disappear first, see row IV in Fig. 2.4. A configuration
of small Fermi pockets is a generic feature of an SDW-ordered Fermi liquid.
2.2.3 Analytical approaches beyond mean field
The pioneering work on quantum criticality in Fermi liquids was presented by Hertz
[29], who studied magnetic transitions by a renormalization group method. Millis
later extended this work and added the evaluation of finite-temperature crossovers
[30]. In Hertz-Millis theory the fermions are integrated out and only low-energy
order parameter fluctuations are kept in the action. While this step is formally exact,
in the presence of gapless fermionic excitations the resulting coefficients can be
highly non local. A priori it is not clear that such an action can be expanded in ~ϕ
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(a) hole doped (b) half filled (c) electron doped
Figure 2.4: Mean-field transformation of the Fermi surface due to SDW order for Eq. (2.14) with
t = 1, t ′ = −0.5, and (a) µ = −1.5, (b) µ = −1, (c) µ = −0.5. The momentum k = (0,0)ᵀ is at
the center of each plot, as in Fig. 2.2b. Row I: Fermi surface without SDW order with hot spots
separated by Q = (pi,pi)ᵀ. Row II: Original Fermi surface together with surface shifted by Q; hot
spots are at the intersection points. Row III: Small Fermi surfaces with SDW order | ~ϕ0| = 0.4,
computed from Eq. (2.30). Row IV: With | ~ϕ0|= 0.9 electron pockets have shrunk to zero in case
(a), while both pockets disappear simultaneously in case (b) and hole pockets have vanished in
case (c).
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Figure 2.5: Proposed schematic phase diagram in the vicinity of an antiferromagnetic metallic quan-
tum critical point. Next to a spin-density wave (SDW) ordered phase a d-wave superconducting
(SC) dome emerges atop the quantum critical point (QCP). Compare to Fig. 2.1.
and that a controlled truncation of this expansion is possible. Assuming that one
can proceed in this way, the resulting action for the case of the ordering wave vector



















In contrast to a conventional ~ϕ4 theory, the dynamical term is replaced by |ωn|. This
describes Landau damping, the possibility for order parameter fluctuations to decay
into particle-hole pairs. Therefore the dynamical critical exponent in this theory is
z = 2.
Subsequent theoretical analysis of the spin-fermion model has shown that in
spatial dimension d = 2 the quantum critical theory of metallic antiferromagnetism
is generically strongly coupled and that the Hertz-Millis approach is invalid in this
case [27, 31–33]. It appears to be very important to keep the low energy fermions
as active parts of the theory, as in the proposed action (2.27).
Alternative popular approaches include a 1/N expansion in the inverse number
of fermion flavors N [6]. But this method is uncontrolled in d = 2, too [32, 34].
Alternative expansion have been introduced [35, 36] or have been found to emerge
from an exact calculation [37]. Despite this and further work on antiferromagnetic
quantum criticality in metals [38–45], a fully controlled analytical treatment re-
mains a major challenge and basic characteristics of this quantum critical point are
continuously under debate.
It has long been known that strong order parameter fluctuations at a spin-density
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wave instability in a metal can mediate unconventional singlet electron pairing
with a d-wave form factor [46]. Building on this, several studies have proposed
an anomalous enhancement of superconductivity at a spin-density wave quantum
critical point [47–50]. The generic phase diagram of Fig. 2.1b would then be
extended by a superconducting phase close to the critical point, leading to a phase
diagram similar to Fig. 2.5.
Hyperscaling is violated at this antiferromagnetic quantum critical point and at
d ≥ 2 the quantum critical theory is above its upper critical dimension. Concomitant
with this, more microscopic details matter than for the simpler bosonic effective
theories discussed above in Sec. 2.1.4 and simple scaling relations such as Eqs. (2.7)
and (2.8) are broken. Nevertheless, from the theoretical analysis of the low-energy
theory (2.27) [27, 31–33] it is widely believed that, while details of the Fermi surface
matter, fermionic excitations near the hot spots are by far the most important, such
that only the structure of these hot spots matters for the universal physics near the
quantum critical point. Details and topology of the Fermi surface away from these
hot spots are expected to be irrelevant.
In this spirit Metlitski and Sachdev have developed a theory focusing on the
vicinity of the hot spots with a linearized Fermi surface [32]. They find spin-density
wave fluctuations to give rise to a d-wave superconducting instability and that,
in this linearized theory, an additional pseudospin symmetry emerges, relating
the superconducting order to a charge-density wave (CDW) order with the same
form factor at an ordering wavevector collinear with Q. From this, one would
expect also tendencies towards CDW order close to the quantum critical regime.
Strong fluctuations of the resulting multi-component order parameter have also
been proposed as the origin of the pseudogap in the cuprates [39, 51–53]. It has
not been established, however, if this fluctuation regime is important beyond the
linearized theory.
Spin-density wave interactions at the quantum critical point may also enhance
other types of CDW order [54] or further types of subsidiary order such as pair-
density waves (PDW) [55, 56].
In summary, the lack of a controlled solution of the spin-fermion model combined
with the great physical interest in the properties of the SDW quantum critical point
make it highly desirable to add the additional perspective provided by an unbiased
numerically-exact method such as quantum Monte Carlo. While also this approach
has long been thwarted by the presence of the Fermi surface, leading to the infamous
fermion sign problem, we will see in Part II how such simulations can be made viable.
But before we move on to more technical discussions, the next Chapter will briefly
introduce some of the experimental systems where the SDW quantum critical point
is thought to be important.
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on the verge of
antiferromagnetism
The discovery of unconventional high-temperature superconductivity in the cuprates
[57] is frequently counted as one of major scientific breakthroughs of the twentieth
century. The question of the mechanism behind superconductivity in these systems
and the understanding of their normal state physics, however, is far from settled
[58]. Unconventional superconductivity, that contradicted the expectations from
classic Bardeen-Cooper-Schrieffer (BCS) theory [59], had already been found earlier
in heavy fermion systems [60] and in organic salts [61], albeit at lower transition
temperatures. In the mean time other classes of unconventional superconductors
such as the iron based superconductors [62] have been discovered.
While there is quite a variation in the chemical composition of these strongly
correlated materials, a group of them, namely the cuprates, the iron based super-
conductors, and some of the heavy fermion materials, share a wealth of common
features in their phase diagrams, which ultimately suggests that spin-fluctuation
mediated electron pairing is involved in the formation of the superconducting phase
[7]. The crystal structure for all these materials is built from quasi-two-dimensional
layers containing square arrays of d- or f-electron cations. Their phase diagrams as
function of temperature and doping all show an antiferromagnetic or spin-density
wave ordered phase in close proximity to an unconventional superconducting phase.
In some cases there is coexistence between these two types of order. Several experi-
ments, employing for instance NMR or neutron scattering measurements, show a
strong coupling between superconductivity and antiferromagnetism.
In these cases the superconductors are unconventional in the sense that their
momentum resolved superconducting gap function ∆ changes sign between parts of
the Fermi surface that are linked by the spin-density wave ordering wavevector Q:
sgn∆(k+Q) = − sgn∆(k). These include anisotropic d-wave symmetry, where the
gap changes sign under a pi/2 rotation, or isotropic s-wave symmetry in combination
with a sign change under Q. In contrast to this, conventional BCS superconductors
have s-wave symmetry without sign change.
The phase diagrams for two Ce-based heavy fermion materials are shown in
Fig. 3.1. With material (a) there is a superconducting phase whose transition tem-
perature Tc decreases with increasing concentration x of Cd until superconductivity
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Figure 3.1: Finite-temperature phase diagrams as function of Cd-doping for two heavy-fermion
Ce-115 systems: (a) CeCo(In1−xCdx)5 [63], (b) CeIr(In1−xCdx)5 with Tc multiplied by a factor of
10 [64]. Both display superconducting (SC) and antiferromagnetic (AFM) order. In case (a) there
is a region of coexistence of both orders. Reprinted figure with permission from D.J. Scalapino,
Rev. Mod. Phys. 84, 1383 (2012). © 2012 by the American Physical Society [7].
Figure 3.2: Schematic phase diagrams for hole-doped La2−xSrxCuO4 and electron-doped
RE2−xCexCuO4 (RE = La,Pr, Nd) cuprates [65]. Reprinted figure with permission from D.J.
Scalapino, Rev. Mod. Phys. 84, 1383 (2012). © 2012 by the American Physical Society [7].
appears to be absent at x ≈ 0.15. For x ¦ 0.05 an antiferromagnetic phase emerges
with a transition temperature TN that increases with doping. There is an intermedi-
ate doping regime where both types of order coexist. The phase diagram of material
(b), where Co is replaced by Ir, is similar, although the maximum Tc is lower and
with increasing doping superconductivity vanishes before antiferromagnetism sets
in.
Fig. 3.2 displays the schematic phase diagrams for two cuprate compounds. The
undoped materials are insulators that undergo an antiferromagnetic Néel transition
as the temperature is lowered. When La is replaced by Sr, the copper oxide layers are
hole doped, while the introduction of Ce leads to electron doping. With increasing
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Figure 3.3: Temperature-doping phase diagram for the iron-arsenide superconductor
Ba(Fe1−xCox)As2 showing a region of coexistence of antiferromagnetism (AF) and super-
conductivity (SC) [66]. TS is the structural transition temperature, TN is the Néel temperature,
and Tc is the onset temperature of superconductivity. Reprinted figure with permission from D.J.
Scalapino, Rev. Mod. Phys. 84, 1383 (2012). © 2012 by the American Physical Society [7].
doping the Néel temperature is first reduced, then a superconducting phase emerges.
In the electron-doped case the optimal doping leading to maximal Tc is close to the
onset of antiferromagnetism, while there is a clear separation in the hole-doped
case.
In Fig. 3.3 we have the phase diagram for an iron-based superconductor. The
undoped (x = 0) material is metallic and is subject to a structural transition from a
tetragonal to an orthorombic lattice, which is linked to an electronic nematic transi-
tion. At the same temperature it undergoes an antiferromagnetic SDW transition.
With increased concentration of Co the system is electron doped, which suppresses
the structural and magnetic transition temperatures. At finite doping the structural
transition temperature TS is slightly higher than the magnetic Néel temperature TN.
For x ¦ 0.07 both TS and TN collapse to zero and superconductivity sets in. The
maximum Tc of the superconducting dome is located close to this point. Similarly to
the heavy fermion phase diagram of Fig. 3.1a there is an intermediate doping region
0.03 ® x ® 0.06, where superconductivity and spin-density wave order coexist.
Here also orthorombic order is present.
Especially the phase diagrams of the heavy fermion compound CeCo(In1−xCdx)5,
the electron-doped cuprates, and the iron-based superconductor Ba(Fe1−xCox)As2
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Figure 3.4: Schematic detailed phase diagram for hole-doped cuprates as function of doping and
temperature. Reprinted by permission from Macmillan Publishers Ltd: Nature. B. Keimer et al.,
Nature 518, 179 (2015), © 2015 [69].
suggest that the magnetic fluctuations close to a spin-density wave quantum critical
point may give rise to the dome-shaped superconducting phase that appears near
the endpoint of an antiferromagnetic phase. This interpretation is supported by the
observation of strange metal behavior in many of these materials, see Ref. [67] for
a review. In a region of the phase diagram above the superconducting phase the
electrical resistivity ρ is found to be linear in the temperature T . This stands in
stark contrast to the regular characteristics of a standard Fermi liquid with ρ ∼ T 2
at low temperatures. This non-Fermi liquid behavior of transport quantities can be
related to the quantum critical regime of a zero temperature critical point underlying
the superconducting dome. Similar features have also been seen in an organic
superconductor close to a magnetic quantum critical point [68].
The physics of the hole-doped cuprates appear to be particularly rich and com-
plicated [69]. Their phase diagram, schematically shown in Fig. 3.4, contains the
unique and puzzling pseudogap regime below a crossover temperature T ∗, where
the electronic density of states is substantially suppressed at low energies with-
out a simple relation to a broken symmetry. There are also tendencies towards
multiple competing or “intertwined” orders [70] including charge-density wave








4 Quantum Monte Carlo approach
The objects of interest of research in condensed matter physics are the rich collec-
tive phenomena that arise in many-particle systems. Still, to a surprisingly high
degree, our understanding of physics is based on single-particle theories, which
are successful as long as interactions between the constituents of a system can
be handled perturbatively. Starting with Landau’s Fermi liquid theory, much of
solid state theory, for example, has been developed in terms of weakly interacting
quasiparticles as elementary excitations. Once systems become more complex or
interactions strong, however, these theories reach their limits. Understanding the in-
tricate, emergent behavior of systems composed of a macroscopic number of strongly
correlated fermions, that gives rise to novel, distinctly quantum phases of matter
such as high-temperature superconductors, non-Fermi liquid metals, or quantum
spin liquids, requires to fully take into account interactions. Exact solutions of the
relevant microscopic models are extraordinary feats, but to a large extent analytical
theory fails at describing systems of this kind. Mean-field theory and effective field
theories can provide guiding insight and lead to physical understanding, but they
often rely on severe approximations which are not well controlled. Underlying
assumptions are frequently under debate and can lead to conflicting predictions.
Therefore, unbiased numerical simulations are an essential tool to address these
problems. Not only do they allow to verify and test the extend of validity of basic
assumptions, putting analytical theories on solid ground and providing the means
to discriminate between multiple candidates, but they also serve as an instrument
of quantitative guidance, for instance when numerically exact phase diagrams are
mapped out. The complexity of the problems in quantum many-body physics has
lead to the development of a great variety of sophisticated numerical techniques
that take advantage of today’s large-scale computing facilities [71, 72].
Principally, a quantum many-body system on a finite-size lattice can be solved by
diagonalizing the Hamiltonian operator. However, since the Hilbert space grows
exponentially with system size, exact diagonalization is limited to only very small
systems. While sophisticated sparse methods to compute low-lying eigenstates have
been pushed to reach up to dozens of sites in problems of frustrated magnetism [73,
74], in most cases these methods are mostly of use as benchmarks and when no
other numerically exact technique is available.
In recent years the density matrix renormalization group (DMRG) [75–77] has
been developed into a very powerful technique. Fundamentally, it is a variational
method that minimizes entanglement. DMRG is the most versatile method available
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in one spatial dimension. Despite considerable advances, two and higher dimensions,
however, remain problematic [78]. Here the numerical cost scales exponentially
with the circumference of two-dimensional systems when the boundary or “area”
law of quantum information theory governs the entanglement entropy for gapped
systems [79]. Nevertheless, first results for such systems have been obtained by
DMRG. These famously include the identification of the spin-liquid ground state
of the antiferromagnetic Heisenberg model on the kagome lattice [80], but also
itinerant systems in two dimensions such as a weakly interacting Hubbard model at
and off half-filling are studied by DMRG [81].
Stochastic Monte Carlo techniques arguably provide the most general toolbox
for, within controlled error bars, numerically exact simulations of statistical systems
in equilibrium with polynomially scaling computational effort. The simulation of
quantum mechanical many-body systems requires mapping the problem to a classical
system, which will generally introduce an extra dimension of “imaginary time”. The
methods that realize such a mapping in simulations are collected under the umbrella
term of quantum Monte Carlo (QMC) [82]. For quantum problems formulated on
lattices of at least moderate size in two or three dimensions, QMC simulations are
often the only viable choice for numerically exact studies. The major limitation of
QMC is the fermion sign problem, discussed below in Sec. 4.2, which can be inherent
to the quantum-classical mapping. It amplifies statistical uncertainties exponentially
in system size and inverse temperature, often rendering simulations infeasible. But
in the absence of a sign problem QMC is very powerful. This is the case for bosonic
systems and spin systems without frustration from lattice or interaction, for which
advanced world line [83] and stochastic series expansion [84] methods are available.
For systems of itinerant fermions on lattices, which are the subject matter of this
thesis, the sign problem is prevalent unless one finds a way to set up an action for
the problem at hand that features a remedial symmetry. The discovery of such a
formulation can be the breakthrough that paves the way towards the first controlled
numerically exact solution of a problem. For a two-dimensional metal in the vicinity
of an antiferromagnetic quantum critical point such a recipe for sign-problem-free
QMC simulations was presented in Ref. [11], which we review in Sec. 4.3. In the
following we first discuss the general standard approach to QMC simulations for
fermions on lattices.
4.1 Determinantal quantum Monte Carlo (DQMC)
A Hamiltonian of interacting fermions contains terms that are at least quartic in
creation and annihilation operators. While such terms cannot readily be integrated,
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an auxiliary field can be introduced via a Hubbard-Stratonovich transformation,
producing an action that is only quadratic in fermions at the expense of a bosonic
extra degree of freedom. The action (2.27) of a metal coupled to an SDW order
parameter, that has been introduced in Sec. 2.2, can be understood in this way. For
each configuration of this bosonic field only a quadratic fermion Hamiltonian needs
to be considered, which reduces the problem to a simple Gaussian integral, solving
which involves the computation of a determinant. In all practical cases it remains
impossible to enumerate all such bosonic configurations; hence, it is favorable to
apply a Monte Carlo importance sampling scheme. In the following we describe
the Blankenbecler-Scalapino-Sugar (BSS) algorithm for the simulation of coupled
boson-fermion systems [8], which was published in 1981 and to this day remains
the standard algorithm for fermionic lattice systems at finite temperature. The aim
of this Chapter is to give a self-contained introduction to the algorithm, while further
important, but more technical, aspects are discussed in Chap. 5. This presentation is
based on several pedagogical texts introducing the method [83, 85–87]. A helpful
introduction is also provided in the recently published textbook by Gubernatis,
Kawashima, and Werner [82].
4.1.1 Basic formalism
Our starting point is the partition function Z at temperature T = 1/β expressed as
a functional integral over a fermionic field c, c† and a bosonic field ϕ with an action
S = SF + SFB + SB:
Z =
∫
D(c, c†,ϕ) e−S, (4.1)
where




dτ c† (K + ∂τ) c , (4.2a)




dτ c† V [ϕ] c , (4.2b)
and SB = SB[ϕ] is a functional of the bosonic field only. Here we think of a finite
system of Ns single-particle states distributed over a d-dimensional lattice, c
† =




is a fermionic vector at imaginary time τ, and ϕ =
 
ϕ1(τ), . . . ,ϕNs(τ)
ᵀ
is the bosonic configuration at τ. The matrix K contains “kinetic” terms without
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interactions, while the interactions mediated by the field ϕ are encoded in the matrix
V [ϕ]. Generally, K and V do not commute. With the path integral formulation of
the action a d + 1-dimensional spacetime has already been introduced.
The structure of the fermionic part of the action (4.2) allows us to express it in
terms of a single-particle Hamiltonian matrix H = K +V [ϕ]. To prepare for numeric
evaluation we write the partition function as a trace in Fock space integrated over

























∆τc† [K + V [ϕ(`∆τ)]] c

. (4.4)
This is tantamount to thinking of a model defined on a finite spacetime lattice,
although we will generally be interested in the extrapolated limits Ns →∞ and
m→∞, the latter being equivalent to the imaginary time continuum limit ∆τ→ 0.
Accepting a controlled systematic error, we can split the exponential of a lin-
ear combination of noncommuting operators K , V via a symmetric Suzuki-Trotter
decomposition [88]:
e−∆τ(K+V ) = e−∆τ2 K e−∆τV e−∆τ2 K +O(∆τ3). (4.5)
Having discretized imaginary time, we can repeatedly apply Eq. (4.5) to split the














where we observe m · O(∆τ3) = O(β∆τ2) = O(∆τ2) and have introduced the
ϕ-dependent operators U` given by
U` = e
−∆τ2 c† K ce−∆τc† V [ϕ(`∆τ)] ce−∆τ2 c† K c. (4.7)
For notational convenience in the further development of the formalism the order of
the operators U` in the product in Eq. (4.6) is descending:
∏1
`=m U` = UmUm−1 · · ·U1.
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Note that, if K and V [ϕ] were simultaneously real representable, we could use a
lower order Trotter decomposition and still achieve an overall systematic error of
O(∆τ2) in Eq. (4.6) [89].























−∆τ2 K e−∆τV [ϕ(`∆τ)]e−∆τ2 K . (4.9)
Under the condition that SB is real and that the determinant always evaluates
to a positive real number the formulation (4.8) of the partition function is very
advantageous: The strictly positive integrand can be interpreted as a probability
measure, enabling sampling by Monte Carlo techniques. In every other case we have
a sign (or complex phase) problem, which we discuss in detail in Sec. 4.2 below. For
the time being we will assume this problem to be absent and give an overview over
how determinantal quantum Monte Carlo (DQMC) simulations based on Eq. (4.8)
are set up in the following sections.
4.1.2 Markov chain Monte Carlo sampling
There is vast body of high-quality literature discussing Monte Carlo simulations
in statistical physics, so here we only give a cursory introduction and point to
textbooks [90–94] and lecture notes [95–98] for details.




where we assume p[ϕ] > 0 for all configurations ϕ. We are mainly interested in
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Therefore p[ϕ]/Z can be seen as the probability density associated to a configura-
tion ϕ, which in this high-dimensional integral appropriately weights the various
contributions 〈O〉ϕ to 〈O〉. When we do a Monte Carlo computation of 〈O〉, we
estimate its value statistically. We sample a high number M of configurations ϕi
according to a probability distribution ρ, then compute an estimate ÒO of 〈O〉:
〈O〉 ≈ ÒO = ∑Mi=1〈O〉ϕi p[ϕ]ρ[ϕ]−1∑M
i=1 p[ϕ]ρ[ϕ]−1
. (4.12)
The best choice of ρ is proportional to the physical probability density p/Z, leading
to optimal importance sampling. Then Eq. (4.12) reduces to the sample mean O:





The central limit theorem tells us that if we sample sufficiently many statistically
independent configurations the estimate (4.13) will be normally distributed around







Integrals like Eq. (4.11) with a general distribution that is only known up to the
normalization constant are best sampled by generating configurations iteratively
in a Markov process. Such a process is specified by the transition probability
Wmn = W (ϕm→ ϕn) to go from a state ϕm to a state ϕn in one step. History older
than ϕm does not influence this probability. The Wmn form a stochastic matrix if
Wmn > 0 for all m, n and if
∑
n Wmn = 1 for all m. Starting from an arbitrary initial
state ϕ0 the distribution of the generated states ϕn will converge to a stationary
distribution ρ if two conditions are met:
Ergodicity: Every stateϕn can eventually be reached from anyϕm in a finite number
of steps: (W k)mn > 0 for all k < K for some K <∞.
Detailed balance: The transition probabilities have the following relation to the
36
4.1 Determinantal quantum Monte Carlo (DQMC)
target distribution:
W (ϕm→ ϕn)




This is a sufficient condition for balance∑
m
ρ[ϕm]W (ϕm→ ϕn) = ρ[ϕn], (4.16)
but detailed balance is easier to verify and a process satisfying only balance
and not detailed balance may have weaker convergence properties.
The first algorithm that has been presented to satisfy detailed balance is the Metropo-
lis algorithm [99], which is still the most widely used. Here the transition probability
is expressed as W (ϕm→ ϕn) = g(ϕm→ ϕn)A(ϕm→ ϕn), where g is the probability
the new state ϕ is proposed with and A is the probability that this newly proposed
state is accepted. The proposal probabilities are chosen symmetric
g(ϕm→ ϕn)
g(ϕn→ ϕm) = 1 (4.17)
and detailed balance is satisfied through the Metropolis acceptance probability







Two additional general considerations need to be taken into account in practical
Monte Carlo simulations: First, the generated states of the Markov chain are not
statistically independent. In consequence the variance of the observable mean O is
modified from Eq. (4.14) and reads [100, 101]




with an integrated autocorrelation time τO,int ≥ 0. While the standard error δO =q
σ2O of a Monte Carlo estimate still goes to zero like 1/
p
M with increasing number
of samples M , we see that it is crucial for efficient sampling to choose proposal
probabilities that reduce statistical correlations in the Metropolis algorithm or to
devise more advanced problem adapted sampling schemes. This is a bit of an art
and will be discussed in Chap. 5. The second point to keep in mind is that, while
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the Markov process will converge towards a stationary probability distribution, this
will generally take a number of steps characterized by a relaxation time when we
start from a random initial configuration. It is then necessary to allow for a phase
of thermalization at the beginning of a simulation during which samples are not
included in observable measurements.
At this point it easy to see how the Markov chain for a DQMC algorithm can
be set up. We start with a random initial spacetime configuration of the auxiliary
field ϕ and successively propose small changes ϕ→ ϕ′ of this configuration, which
we accept or reject according to Eq. (4.18) with ρ chosen to be the integrand of
Eq. (4.8). The Metropolis acceptance probability is then given by
A(ϕ→ ϕ′) = min















For the process of sampling as well as the evaluation of observables it is useful to
introduce the equal-time Green’s function for a constant field configuration ϕ:
Gϕ(τ= `∆τ)≡ G` = (1+ B`B`−1 · · ·B1BmBm−1 · · ·B`+1)−1 . (4.21)














 = det 1+ B′m · · ·B′1







`−1 · · ·B′1B′mB′m−1 · · ·B′`+1

det [1+ B`B`−1 · · ·B1BmBm−1 · · ·B`+1] =
det G`
det G ′` (4.22)
for any imaginary time slice `.
In practice the evaluation of the long chains of matrix products in G` and of the
ratio of determinants in Eq. (4.22) poses a numerical challenge because accumulated
rounding errors can lead to severe instabilities. How these are handled in an efficient
way will be discussed in Chap. 5.
1Here we use that det(1+ AB) = det(1+ BA) for square matrices A and B.
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4.1.3 Observable expectation values
It remains to be discussed how physical observables O are to be evaluated from a
given configuration of the field ϕ to provide 〈O〉ϕ for the estimate (4.13). In general,
























This needs to be brought into the form (4.11) to determine 〈O〉ϕ.
4.1.3.1 Bosonic observables
Purely bosonic observables enter the integral as a c-number function of the field ϕ










and hence 〈O〉ϕ =Obos[ϕ].
4.1.3.2 Fermionic equal time observables
A major advantage of the DQMC algorithm is that we have the freedom to compute
the expectation value of arbitrary fermionic correlation functions. Let us first define
the expectation value of an observable at imaginary time τ = `∆τ for a fixed
configuration of the field ϕ:
〈O〉ϕ(τ) = Tr [Um · · ·U`+1OU1 · · ·U`]Tr [Um · · ·U1] . (4.25)
This can be understood in the imaginary time Heisenberg picture with a τ-dependent















 , O(τ) = e∫ β0 dτHO e−∫ β0 dτH. (4.26)
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With Eq. (4.25) and












Due to translational invariance in imaginary time all τ are equivalent and 〈O〉(τ)≡
〈O〉. This also holds for the corresponding Monte Carlo estimate ÒO(τ), but the
expectation values 〈O〉ϕ(τ) at different τ for one fixed ϕ are not necessarily equal.
To improve effective statistics in simulations we generally average over imaginary
time and compute ÒO = 1m ∑m`=1 ÒO(`∆τ).
For single-particle observables O = c†Ac, that are bilinear in fermionic opera-
tors, Eq. (4.25) can be evaluated by introducing a source term and by applying
property A.3:
〈O〉ϕ(τ) = ∂ ln Tr















Since the relation ln det X = Tr ln X holds for any non-singular square matrix X , we
have
〈O〉ϕ(τ) = Tr ∂ ln








1+ Bm · · ·B`+1eηAB` · · ·B1
−1





B` · · ·B1 (1+ Bm · · ·B1)−1 Bm · · ·B`+1A

(4.30)
and with the help of a matrix identity, X (1+ Y X )−1Y = 1− (1+ X Y )−1, [102] we
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with the equal time Green’s function Gϕ(τ) as defined in Eq. (4.21). We can,
for example, evaluate 〈c†bca〉ϕ with the matrix A given by Ac,d = δc,aδd,b and find〈c†bca〉ϕ = δa,b − Gϕ(τ)a,b. Therefore 〈cac†b〉ϕ = Gϕ(τ)a,b and we see that the Green’s
function is indeed defined sensibly.
In the DQMC algorithm we solve fermionic single-particle problems for fixed
auxiliary field configurations. Therefore Wick’s theorem applies, allowing us to
reduce any multipoint correlation function to a sum of products of single-particle
Green’s functions. To see how this is done for products of operators Oi = c†A(i)c we
first define the cumulants
Cϕ(On, . . . ,O1) =
∂ n lnTr

Um · · ·U`+1eηnO · · · eη1OU` · · ·U1





By carrying out the derivatives we relate these cumulants to expectation values of
products of the Oi. For n = 1 and n = 2 we obtain
Cϕ(O1) = 〈O1〉ϕ, (4.33a)
Cϕ(O2,O1) = 〈O2O1〉ϕ − 〈O2〉ϕ〈O1〉ϕ. (4.33b)
Higher order cumulants arise as increasingly complex combinations of lower order
cumulants. The cumulants can be computed in a similar way to Eqs. (4.29)–(4.31).
























〉ϕ = 〈c†αcδ〉ϕ〈cβ c†γ〉ϕ + 〈c†αcβ〉ϕ〈c†γcδ〉ϕ. (4.35)
By (anti)commuting operators appropriately most physical correlation functions
can be brought into the form of linear combinations of Eq. (4.35). Since the result-
ing expressions can become very lengthy it is advisable to use computer algebra
software to help with this process [103]. Should higher-order correlation functions
be necessary, recursive relations that give the (n+ 1)th cumulant in terms of nth
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cumulants can be derived.
4.1.3.3 Imaginary time displaced correlation functions
We can extend Eq. (4.25) to compute imaginary time displaced correlation functions
in the presence of one auxiliary field configuration ϕ. For τ1 = `1∆τ, τ2 = `2∆τ,
and τ1 ≥ τ2 we have
〈O1(τ1)O2(τ2)〉ϕ = Tr

Um · · ·U`1+1OU`1 · · ·U`2OU`2 · · ·U1

Tr [Um · · ·U1] . (4.36)
After a Fourier transform this will allow us to compute susceptibilities at Matsubara
frequencies ωn = (2n+1)piβ . For dynamic quantities at real frequencies ω it would
be necessary to perform an analytic continuation of the Monte Carlo data, which in
view of the statistical uncertainties is difficult to do in a controlled way.
By Wick’s theorem correlation functions like Eq. (4.36) can again be reduced
to linear combinations of single-particle Green’s functions. The imaginary time







(τ2)〉ϕ, if τ1 ≥ τ2,
−〈c†
β
(τ2)cα(τ1)〉ϕ, if τ2 > τ1, (4.37)




Um · · ·U`2+1
 




U`1 · · ·U`2 c†βU`2 · · ·U1

Tr [Um · · ·U1] .
(4.38)
When calculating this we encounter terms of the form U−1
`
cαU`, which require the
computation of eλc
†Ac cα e
−λc†Ac for a Hermitian matrix A and some value of λ. By







































Um · · ·U`2+1
 





U`2 · · ·U1

Tr [Um · · ·U1]
=
 





Um · · ·U`2+1cγc†βU`2 · · ·U1

Tr [Um · · ·U1]
=
 










B`1 · · ·B`2+1 · Gϕ(τ2)

α,β
, τ1 ≥ τ2,
(4.41)
where we have pulled the matrices B` out of the trace in Fock space to finally see
that the imaginary time displaced Green’s function is obtained from the equal time
Green’s function by the application of these matrices B`.





















= −(1− Gϕ(τ1)) · B−1`1+1 · · ·B−1`2 α,β , τ2 > τ1. (4.43)
With Wick’s theorem we can obtain expressions for imaginary time displaced multi-
point correlation functions that relate them to the single-particle Green’s function.







[1− Gϕ(τ1)]α,α[1− Gϕ(τ2)]β ,β − Gϕ(τ2,τ1)b,aGϕ(τ1,τ2)a,b. (4.44)
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4.2 Fermion sign problem
In Sec. 4.1.1 we have seen how the partition function for a model of fermions
interacting via a bosonic field in Eq. (4.2) can be brought into the form
Z =
∫








As long as p[ϕ] is strictly real and positive, p[ϕ]/Z can be interpreted as a probability
density, directly allowing Monte Carlo sampling as described in Sec. 4.1.2. If p[ϕ]
can be negative or even have a nonzero complex phase, we have to resort to a
workaround [8]: First, we define expectation values in an ensemble where we




Dϕ |p[ϕ]| , (4.46)
and introduce the actual sign as an observable, s[ϕ] = p[ϕ]/|p[ϕ]|. Then we can







Dϕ s[ϕ] |p[ϕ]| 〈O〉ϕ∫
Dϕ s[ϕ] |p[ϕ]| =
〈Os〉|p|
〈s〉|p| . (4.47)
Principally, both the numerator and the denominator can now be sampled in a Monte
Carlo simulation. However, this is only feasible if the average sign 〈s〉|p| is close to
+1 or −1. Otherwise there are large cancellations in the terms that are averaged to
estimate 〈Os〉|p| and 〈s〉|p|. Hence, we need to compute the quotient of two strongly
fluctuating quantities. If 〈s〉|p| ≈ 0 as an average over ±1, its variance is Var|p|[s]≈ 1,
leading to a large relative uncertainty. Consequently, the quotient (4.47) of two
such strongly fluctuating quantities will have a very large statistical uncertainty
∼ [〈s〉|p|]−2.
Unfortunately, the general expectation for the average sign in a lattice model is to
decay exponentially with the system size Ld and inverse temperature β = 1/T :
〈s〉|p| ∼ e−∆β Ld , (4.48)
where ∆ is an intensive quantity corresponding to the difference of the free-energy
densities for the ensembles with unnormalized probability density functions p and
|p| [9]. This transforms the favorable polynomial scaling of the computational effort
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Figure 4.1: World line picture of contributions to the fermion determinant in Eq. (4.49).
in QMC methods to an exponentially hard problem – the sign problem. Practically,
this restricts affected QMC studies to very small systems at high temperatures.
The behavior (4.48) can be understood qualitatively by interpreting the fermion
















The trace corresponds to a sum over all possible world lines of fermions propagating
in the background of a bosonic field configuration ϕ. Since we compute a trace,
the sets of initial and final single-fermion states are equal, but fermions can ex-
change position, leading to world lines winding around each other. Each exchange
contributes a negative sign, so the overall contribution of one set of world lines is
positive if the total winding number is even, cf. Figs. 4.1a and 4.1b. At least for
kinetic Hamiltonians that are restricted to local hopping with not too high densities,
at low β exchanges will be rather rare leading to a weak sign problem. At larger
β the number of available imaginary time slices grows as in Fig. 4.1c and we can
expect the formation of world lines to depend only weakly on the initial states.
Then we can expect the number of exchanges ∆x per imaginary time interval ∆τ
to approach a constant, which will be proportional to the spatial system size,
d x
dτ
= C Ld , x ∝ eC Ld ∫ β0 dτ = eC Ldβ , (4.50)
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leading to both the frequency of positive and negative determinants to grow expo-
nentially and Eq. (4.48) for the average sign. More formal arguments have been
made and, most importantly, the exponential decay with β has been confirmed
numerically in DQMC studies of the Hubbard model [9].
4.2.1 Absence of the sign problem
The discussion above illustrates why we generally have to expect a sign problem in
QMC simulations of fermions in formalisms that are ultimately based on a world
line interpretation of quantum mechanics. The negative signs that emanate from
antisymmetry under particle exchange are inherent to the nature of fermionic parti-
cles. A major advantage of the DQMC method is, however, that this nature is already
accounted for to a certain degree when the fermionic determinant is evaluated
exactly for one bosonic field configuration, which is equivalent to a sum over all
possible fermion world lines. In spatial dimension d = 1, where fermion lattices
are isomorphic to quantum spin chains via a Jordan-Wigner transformation, QMC
methods that directly sample the sum over fermion world lines stochastically without
a sign problem are available [104, 105], but in d ≥ 2 one generally has to deal with
configurations that carry negative weight. Conversely, with DQMC there are cases
where symmetries guarantee that negative contributions to the weight (4.49) are
canceled out and, hence, one can prove the absence of any sign problem. In the
following two subsections we discuss two classes of problems that become treatable
with DQMC for this reason.
As we can see, the sign problem is not fully a property of the physical system that
it afflicts, but its appearance depends on the formulation of a specific flavor of QMC.
For instance, a different choice of basis may remove a specific sign problem [106].
After all, at least the eigenbasis of a Hamiltonian always exists as a sign-problem-free
basis. It has been shown, however, that the identification of a general procedure to
find a sign-problem-free basis for any Hamiltonian is a nondeterministic polynomial
(NP) hard problem [107]. Unless – against general expectations – the conjecture
“NP 6= P”, of which the proof is one of the millennium problems promising a million
dollar reward, turns out to be false, this means that there is no general solution of
the sign problem in polynomially scaling time that would work around Eq. (4.48)
[108]. Nevertheless, as pointed out in Ref. [109], one should keep in mind that the
authors of Ref. [107] chose a particularly challenging model to show that the generic
removal of the sign problem is NP hard. In essence they demonstrated that the
search for the ground state of a three-dimensional quantum spin glass is not easier
than the case of the corresponding classical Ising spin glass, which is know to be an
NP complete problem [110]. It remains to be seen whether generic procedures exist
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to remove the sign problem for more restricted, but physically important, classes
of problems such as translationally invariant fermion lattice models that are not
covered by the special symmetries discussed below.
In the mean time the most promising path seems to be to study “designer Hamilto-
nians”, which are conceived as prototypes for some quantum mechanical many-body
problem that cannot be understood without bias by other means, but are constructed
in a way that avoids the sign problem in QMC simulations.
4.2.2 Determinant factorization
The Hubbard model is among the models that are amenable to sign-problem-free



















with nearest-neighbor sites 〈i, j〉, i, j = 1, . . . , Ns, spin indices s =↑,↓, occupation
numbers ni,s = c
†
i,sci,s, and the chemical potential µ. In this form µ = 0 at half filling〈ni,↑〉 = 〈ni,↓〉 = 1/2. If the local interaction is repulsive, U > 0, it is beneficial to
decouple the four-fermion term via a Hubbard-Stratonovich decomposition similar
to the one applied in Chap. 2 after Eq. (2.21), where we now choose the spin-z

















with the usual definition of Szi as in Eq. (2.16). After the Hubbard-Stratonovich
transformation2 we obtain the partition function
ZHub = Tr e−βHHub =
∫



















∝ exp  − 12αx2 +αxA for α > 0.
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where K↑ = K↓, while V s[ϕ(τ)] are diagonal matrices that differ by an overall sign:
V ↑[ϕ(τ)]i, j = −2Uδi jϕi(τ), V ↓[ϕ(τ)]i, j = 2Uδi jϕi(τ). (4.55)
Consequently, after integrating out the fermions as in Eq. (4.8), the fermion matrix


































are the corresponding matrices
restricted to one spin sector:
Bs
`
= e−∆τ2 K s e−∆τV s[ϕ(`∆τ)]e−∆τ2 K s . (4.57)
The factorization in Eq. (4.56) is advantageous if there are relations between the
two determinant factors that force the product to be positive. In the case of the
U > 0 Hubbard model particle-hole symmetry provides such a relation. Defining
a particle-hole transformation with site-dependent sign [111]
c†is→ c˜is = (−1)ic†is, cis→ c˜†is = (−1)icis, (4.58)
we see that particle occupation numbers transform into hole occupation numbers,
nis ≡ c†iscis = c˜is c˜†is = 1− c˜†is c˜is = 1− n˜is, (4.59)
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while hopping terms between the two sublattices of a bipartite lattice are invariant
(see Fig. 4.2a):
−tc†isc js + h.c. = −t (−1)i(−1) j︸ ︷︷ ︸







+ h.c. = −t c˜†is c˜ js + h.c. (4.60)
















while the chemical potential term changes under the transformation, except at half
filling where µ= 0:
µnis = µ (1− n˜is) . (4.62)
In summary we have particle-hole symmetry for half filling on a bipartite lattice
with nearest neighbor hopping. In this case we find after the Hubbard-Stratonovich
transformation:
c†↑ K












i.e., V ↑ and V ↓ are exchanged and an extra bosonic term is introduced. Defining
operators U s
`
as in Eq. (4.7) but for only one spin sector, we then find for one of the
determinants in Eq. (4.56):





















































`,i ϕi(`∆τ) det O↓, (4.64)
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where we have used K↑ = K↓ and we have changed the labeling of the operators
under the trace in the third line. Returning to Eq. (4.56), we find that this forces













2 ≥ 0. (4.65)
The half-filled square-lattice U > 0 Hubbard model has been studied intensively in
sign-problem-free DQMC simulations [112–114], where usually a discrete alternative
to the Hubbard-Stratonovich transformation is applied [115]. Since the honeycomb
lattice is also bipartite, the Hubbard model can be simulated without a sign problem
due to the same symmetry on this lattice. Recently, it has been studied in very
large scale DQMC simulations to clarify the nature of the transition between its
semimetallic and antiferromagnetic Mott insulating phases, where the possible
existence of an intermediate spin liquid phase was subject of controversy [116–118].
A similar particle-hole symmetry also enables sign-problem-free simulations of other
two-dimensional models, such as the half filled Kondo lattice model [119, 120],
SU(2N) symmetric generalizations of the Hubbard model [121–123], or the Kane-
Mele-Hubbard model of interacting topological insulators [124, 125].
Note, however, that we cannot directly use a model of the type discussed in this
Section to study the spin-density wave transition in a metal. First, the next-nearest
neighbor hopping terms required to model a cuprate-like dispersion with a Fermi
surface like the one in Fig. 2.2b break particle-hole symmetry, see Fig. 4.2a. Second,
a half filled model with only nearest neighbor hopping on the square lattice has a
Fermi surface that is perfectly nested by the Néel ordering wave vector Q = (pi,pi)ᵀ,
see Fig. 4.2b, which is a very particular special case compared to having just a
discrete set of hot spots.
4.2.3 Generalized time reversal symmetry
To study the Hubbard model with attractive interactions, U < 0, it is more convenient
to apply the Hubbard-Stratonovich transformation in the density channel [113]. To





















Figure 4.2: (a) The square lattice as an example for a bipartite lattice. Indicated is hopping between
nearest (−t) and next-nearest neighbors (−t ′). (b) Non-interacting Fermi surface of the half-filled
Hubbard model on the square lattice. There is perfect nesting by the wave vector Q = (pi,pi)ᵀ.
Now we perform the Hubbard-Stratonovich transformation for the squared operator
(ni,↑ + ni,↓ − 1)2 and retrieve the following expression for the partition function:
ZHub = Tr e−βHHub =
∫







c†Kc − |U |∑
i

















matrices K and V [ϕ(τ)] again have the block diagonal structure of Eq. (4.54), but
this time both the kinetic and the interaction matrices have equal blocks for both
spin indices:
K↑i, j ≡ K↓i, j, V ↑[ϕ(τ)]i, j ≡ V ↓[ϕ(τ)]i, j = −|U |δi jϕi(τ). (4.68)












2 ≥ 0, (4.69)
where det O↑ is real. As we can see, the attractive Hubbard model never has a
sign problem, while the repulsive Hubbard model needs to be tuned to very specific
51
4 Quantum Monte Carlo approach
parameters to be free of the sign problem. There is a deeper reason for this difference:
Only in the attractive case the Hubbard-Stratonovich transformed action of the
Hubbard model has time-reversal symmetry [10].
The time-reversal operator for a spin-12 particle in real space is [126, Chapt. XV.18]






where the matrix flips spin and adds a minus sign for spin down, while C denotes
the complex conjugation of scalars. T is an antiunitary operator3 with the property
T 2 = −1.

















and all coefficients are real. Likewise the interaction part c†V [ϕ(τ)]c after the
Hubbard-Stratonovich transformation in Eq. (4.67) is time-reversal symmetric, since
T[ni↑ + ni↓]T−1 = ni↑ + ni↓ and the field ϕ is real. On the other hand, in Eq. (4.53)
we have decoupled the repulsive Hubbard model in the spin-z-density channel and













= −Szi . (4.72)
Had we also used a Hubbard-Stratonovich decomposition in the density channel
for the U > 0 model, an extra imaginary factor of i would have been introduced in
c†V [ϕ(τ)]c, which would also break the symmetry under T .
As Wu and Zhang have realized [10] the coincidence of time-reversal symmetry
and a positive definite fermion determinant is explained by a more general theorem.
Theorem 4.1. If an antiunitary operator T exists such that
T KT−1 = K , T V [ϕ]T−1 = V [ϕ] , and T 2 = −1, (4.73)
then all eigenvalues of the matrix M = 1+
∏1
`=m B` ≡ 1+
∏1
`=m e
−∆τ2 K e−∆τV [ϕ(`∆τ)]e−∆τ2 K
3An antiunitary operator U is an antilinear operator acting on a Hilbert space H, U : H → H,
with 〈U x |U y〉 = 〈x |y〉∗ for all |x〉 , |y〉 ∈ H. Antilinearity signifies that U [a |x〉+ b |y〉] =
a∗U |x〉+ b∗U |y〉 for all a, b ∈C and all |x〉 , |y〉 ∈ H.
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appear in complex conjugate pairs: If λi is an eigenvalue, also λ
∗
i is an eigenvalue. If





|λi|2 ≥ 0. (4.74)
Proof. Since K and, for any ϕ, V [ϕ] are symmetric under T , also M is symmetric
under T : T M T−1 = M . Assume v to be an eigenvector of M with eigenvalue λ,
M v = λv. Then we have by symmetry under T :
M T v = T M T−1T︸ ︷︷ ︸
1
v = Tλv = λ∗T v ,
where we have used the antilinearity of T in the last step. Therefore, to every
eigenvector v with eigenvalue λ also T v is an eigenvector with eigenvalue λ∗.
Moreover, v and T v are orthogonal vectors, since we have
〈 v , T v 〉= 〈 T v , T 2 v 〉∗ = −〈 T v , v 〉∗ = −〈 v , T v 〉 ,
where we have used the antiunitarity of T in the first step and its property T 2 = −1
in the second step.
A few remarks concerning this proof are in order:
1. The existence of a T -symmetry for the matrix kernels K and V [ϕ] is equivalent
to the existence of such a symmetry for the operators in second quantization
c†Kc and c†V [ϕ]c.
2. We have assumed the matrix M to be diagonalizable such that the vector space
it operates on has a basis formed by linear independent eigenvectors of M . By
transforming M into the Jordan normal form the theorem can also be proved
on more general grounds [10].
3. If the matrix M is Hermitian, this theorem is equivalent to Kramers theorem
[126, Chapt. XV.21]: Since all eigenvalues are real, they are all twofold
degenerate.
The theorem captures models for which no Hubbard-Stratonovich transformation
is known which would lead to fermion determinants that are positive definite by
factorization. We make use of this in Sec. 4.3 to introduce a sign-problem-free
model to study the spin-density wave transition in a metal. Some other models
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that are sign-problem-free by the theorem include multi-layer and multi-component
Hubbard models with spin dependent interactions [127, 128] and an attractive
Hubbard model with spin-orbit coupling [129].
4.2.4 More sign-problem-free formulations
In recent years encouraging progress in the identification of further models that
admit the formulation of sign-problem-free QMC simulations has been made. Besides
the models that have been found to fall into one of the categories explained in the
previous two subsections, complementary approaches such as the meron cluster
method [130] and the fermion bag method [131, 132] have emerged, which are
based on continuous-time QMC approaches. Another recent development lies in the
application of Hubbard-Stratonovich transformations in Majorana fermion hopping
channels, which allows sign-problem-free DQMC simulations of spinless and, more
generally, SU(N) symmetric fermion models with odd N [133]. The discovery of
this Majorana decomposition has also enabled a more sophisticated mathematical
understanding of the classification of known sign-problem-free models and the
identification of previously unknown models that fall into these classes [134–136].
4.3 Sign-problem-free two-flavor model
In Sec. 2.2.2 we have motivated the action (2.27) describing a system of itinerant
electrons coupled to a bosonic spin-density wave (SDW) order parameter. As it
stands this model cannot be simulated without a sign problem in DQMC simulations.
Similarly to the repulsive Hubbard model decomposed in the spin-z channel, the
action (2.27) is not invariant under time reversal. However, as Berg, Metlitski,
and Sachdev realized [11], it is possible to write down a model with two bands
of electrons, describing the same universal physics in the vicinity of an SDW QCP,
that is symmetric under a generalized antiunitary transformation Tˆ that fulfills the
conditions of Theorem 4.1.
If our starting point is a single-band model with a Fermi surface like the one in
Fig. 4.3a, where the universal physics near the QCP are generally believed to be
determined by those regions in proximity to the hot spots linked by Q = (pi,pi)ᵀ,
we can equally well study a modified model with the Fermi surface deformed far
away from these hot spots. We are also free to split the Fermi surface at appropriate
distances to the hot spots such that, by introducing an extra “flavor” or “orbital” label
for the fermions, we arrive at the situation with two electronic bands and separate
Fermi surfaces shown in Fig. 4.3b. Here we have distributed the hot spots into two
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Q
(a) one band (b) two bands
Figure 4.3: Non-interacting Fermi surfaces of (a) a one band model [one closed Fermi surface] and
(b) a model with two separate fermion bands [vertical ψx and horizontal ψy Fermi surfaces]. In
both cases the hot spots [orange dots linked by Q = (pi,pi)ᵀ] are in the same locations and the
electronic dispersion in their vicinities is identical locally.
groups with Q linking hot spots of one group with hot spots of the other group. By
design of the new electronic bands only hot spots of one group are located on the
horizontal Fermi surface and all hot spots of the other group are situated on the
vertical Fermi surface. This separation is the new key property providing the freedom
to write down an action with the desired Tˆ -symmetry. Note that, by construction,
both models are essentially identical locally around the hot spots and consequently
the same low-energy theories applies close to the SDW QCP. The two-flavor model
therefore provides an ideal environment to investigate the universal physics that
emerges close to this QCP in sign-problem-free DQMC simulations.
Specifically, this lattice model is composed of two flavors of spin–12 fermions labeled
ψx and ψy that are coupled to a real bosonic vector field ~ϕ representing the SDW
order parameter. It is obtained from the general action (2.27) by distributing the
coupling action SFB over the two flavors. Explicitly, the action is S = SF + SFB + SB =∫ β
0







(∂τ −µ)δi j − tαi j

ψ
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This action is defined on a square lattice with sites labeled by i, j, where 〈i, j〉 are
nearest neighbors. The two fermion flavors are indexed by α = x , y , while s, s′ = ↑,↓
index the spin polarizations and ~s are the Pauli matrices. As always imaginary time
is denoted by τ and β = 1/T is the inverse temperature. Generically, we impose
periodic boundary conditions on the spatial lattice.
The Fermi surfaces shown in Fig. 4.3b are realized by setting “quasi one-dimen-
sional” dispersions, where the ψx and ψy fermions have stronger dispersion in
momentum direction kx and ky , respectively. They are implemented by setting
different hopping amplitudes along the horizontal and vertical real space lattice
directions. For theψx fermions those are given by t x ,h = 1 and t x ,v = 0.5, respectively,
and for the ψy fermions by t y,h = 0.5 and t y,v = 1. Translated to momentum space
this gives "αk = −2tα,h cos kx − 2tα,v cos ky − µ. Here the chemical potential is set
to µ= −0.5. In these units the Fermi energy, measured from the minimum of the
lowest band to zero energy, is EF = 2.5. The model is then fully C4-symmetric with
a pi/2 rotation mapping the ψx band to the ψy band and vice versa.
We use the parameter r to tune the system through its quantum critical point,
while we will generally set the coefficient of quartic term, which effectively limits
the strength of the SDW order parameter fluctuations, to u = 1. We will explore
different values of the “Yukawa” coupling λ between fermions and order parameter
field and of the bare bosonic velocity c.
4.3.1 Mean field
In Sec. 2.2.2 we have briefly discussed the mean-field solution of a single-band
fermion model coupled to an SDW order parameter. We can subject the action (4.75)
to an equivalent treatment. Assuming without loss of generality the mean-field
expectation value of the order parameter to be aligned with the z–axis, 〈 ~ϕq〉MF = ϕ0~e3,
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(a) ϕ0 = 0 (b) ϕ0 = 0.4
Figure 4.4: Mean-field Fermi surfaces for the dispersion ek,± of Eq. (4.78). (a) For the ϕ0 = 0 case
the non-interacting ψy Fermi surface of Fig. 4.3b is plotted with dashed lines. The hot spots
(orange dots) are now at the intersections of the e± Fermi surfaces. (b) Finite SDW order ϕ0 > 0.
The dashed lines repeat the ϕ0 = 0 Fermi surfaces for reference.










we can write the Hamil-




khkΨk with the matrix
hk =

"x ,k+Q 0 0 λϕ0
0 "y,k −λϕ0 0
0 −λϕ0 "x ,k+Q 0
λϕ0 0 0 "y,k
 , (4.77)





"x ,k+Q + "y,k ±
r 





This hybridized dispersion gives rise to the Fermi surfaces shown in Fig. 4.4. Note
that the non-interacting ψy band has effectively been shifted by the wavevector Q
due to the presence of the coupling term in λ, such that in Fig. 4.4a the hot spots
are now at the intersections of the e± Fermi surfaces. In the presence of finite SDW
order ϕ0 > 0 these Fermi surfaces are reconstructed with gaps opening around the
hot spots, see Fig. 4.4b. This is similar to the behavior of the mean-field solution of
the single-band model in Fig. 2.4.
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4.3.2 Single-fermion matrix structure and antiunitary symmetry
As detailed in Sec. 4.1 after discretizing imaginary time the partition function
Z =
∫
D(ψ,ψ†, ~ϕ) e−S for model (4.75) takes the form
Z =
∫









−∆τ2 ψ† Kψe−∆τψ† V [ ~ϕ(`∆τ)]ψe−∆τ2 ψ† Kψ. (4.80)
Here ψ and ψ† are vectors of fermionic operators with the indexing taken in the

























The matrix kernels K and V` ≡ V [ ~ϕ(`∆τ)] are given by
Ki j,αα′,ss′ = δss′δαα′(−tα,s,i j −µδi j), (4.82a)






where the Pauli matrix σ1 acts on the flavor index and the Pauli matrices ~s act on
the spin index.
It is precisely the appearance of this σ1 that allows us to define an antiunitary
operator Tˆ with the property Tˆ 2 = −1 which commutes with the action (4.75)
guaranteeing the integrand in Eq. (4.79) to be positive definite by Theorem 4.1.
Such an operator is given by












with −is2 acting on the spin index, σ3 acting on the flavor index, and C the complex
conjugation. To check this symmetry it is helpful to assign numeric values to the
indices: ↑=∧ 1, ↓=∧ −1, x =∧ 1, y =∧ −1. Then we find that ψ† Kψ is invariant under
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[σ1]αα′[~s · ~ϕi]∗ss′αα′ss′ψ†α,i,−sψα′,i,−s′ = . . . , (4.85)
where we calculate
• [σ1]αα′αα′ = δα,−α′αα′ = −δα,α′ = −[σ1]αα′ ,
• [s1]∗ss′ss
′ = [s1]ss′ss′ = −[s1]ss′ ,
• [s2]∗ss′ss
′ = δs,−s′(−is)∗ss′ = −δs,−s′(is) = [s2]ss′ss′ , and
• [s3]∗ss′ss
′ = [s3]∗ss′ss
′ = δs,s′sss′ = [s3]s,s′ ,
and conclude


































[σ1]αα′[~s · ~ϕi]ss′ψ†α,i,sψα′,i,s′ . (4.86)
4.3.3 Fermion determinant and O(N) symmetric variations
Further following Sec. 4.1, we integrate out the fermions in Eq. (4.79) and obtain
Z =
∫
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, where B` = e
−∆τ2 K e−∆τV [ ~ϕ(`∆τ)]e−∆τ2 K . (4.88)
After partitioning the matrix exponential factors in B` into Ns×Ns–sized blocks, they
read
e−∆τ2 K = diag













 C S −XS∗ C XX C S∗
−X S C
 . (4.89b)
For now we have K↑x ≡ K↓x and K↑y ≡ K↓y , but in Chap. 5 we will appreciate some
additional freedom in the definition of these matrices. The submatrices of e−∆τV`
are diagonal and have the following entries:












| ~ϕ j(`)| , (4.90b)





| ~ϕ j(`)| . (4.90c)
Generically, the order parameter ~ϕ is of O(3) symmetry with three distinct vector
components. It can, however, also be interesting to partially break its rotational
symmetry.
In two spatial dimensions the Mermin-Wagner theorem [17] excludes the sponta-
neous breaking of continuous symmetries at finite temperature. Consequently, the
O(3) model does not have have an SDW ordered phase at T > 0. Only a crossover
to an SDW ordered ground state can be tracked there. The reduced order param-
eter symmetry of an O(2) model, applicable for a physical system with easy-plane
magnetism, is still continuous, but there a finite-temperature phase transition of
Berezinskii-Kosterlitz-Thouless (BKT) character [137–139] is a possibility. The low-
temperature phase in such a model is entirely critical, and while it cannot show
true long-range order, its distinct correlations can be identified as quasi-long-range
order. Finally, an O(1) model, corresponding to easy-axis magnetism, can have finite-
temperature transitions belonging to the Ising universality class with a conventional
long-range ordered SDW phase at low temperatures.
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On a more technical level, lowering the rotational symmetry of ~ϕ introduces a
new symmetry to the fermion action. To obtain an O(2) model we fix ϕ3 to zero.
This sets X in Eq. (4.89) to zero and we find
e−∆τV` =
C SS∗ C C S∗
S C
= eV (`) eV (`)∗

, (4.91)
where eV (`) is a complex 2Ns × 2Ns matrix and consequently the Green’s function is
block diagonal. At this point we consider the matrix K to be real. If one sustains




,4 the Green’s function decomposes






Hence, we can write the partition function as
Z =
∫
D ~ϕ e−SB[ ~ϕ]
det eG−1ϕ 2 +O(∆τ2) . (4.93)
Remarkably, the O(2) model can be seen to be sign-problem-free by determinant
factorization without having to refer to Theorem 4.1. An important benefit of the
decomposition (4.92) is that with eGϕ all single-fermion matrices involved in the
DQMC algorithm are of size 2Ns × 2Ns instead of 4Ns × 4Ns in the O(3) model. As
we will see in Chap. 5, this reduces the computational cost of the most expensive
operations by a factor of 8. Most results presented in this thesis have been obtained
for the O(2) model.
We can implement an O(1) model by additionally fixing ϕ2 = 0. Then the matrix
in Eq. (4.91) is real and if K remains real, the Green’s function matrix consists of





with the partition function as in Eq. (4.8). In simulations of such an O(1) model the
numerical linear algebra can be entirely based on real numbers, which provides an
4Otherwise the antiunitary symmetry Tˆ would be broken.
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Figure 4.5: Fermi surface sketch fitting the pnictides. Hot spots on the central hole pocket (orange)
are linked with hot spots on an electron pocket (blue) by the wavevector Q = (0,pi)ᵀ.
additional speedup compared to the complex numbers otherwise necessary.
Interestingly, a model that is almost equivalent to the O(1) model, albeit with a
simpler bosonic action that does not include dynamics or a quartic term and with a
different form of the electronic dispersion, was already studied in 2003 by Assaad
et. al [140].
4.3.4 Other types of Fermi surfaces
As we have seen at the beginning of this Section, the two-band model (4.75) is
appropriate to understand the universal physics of a Q = (pi,pi)ᵀ ordering SDW
QCP on a single “large” Fermi surface, which is similar to the cuprates. The careful
justification of moving to a two-band structure would not have been necessary in the
case of other physically interesting systems such as the iron-based superconductors.
Schematically, the Fermi surfaces of the pnictides have the structure shown in
Fig. 4.5 [3, 141]. Models for these materials directly feature multiple orbitals.
Already in the absence of SDW order there are electron and hole pockets. The QCP
associated to stripe-like SDW order with a vertical ordering wavevector Q = (0,pi)ᵀ,
linking hot spots distributed over the separate bands, is described by the action (4.87)




In this Chapter we discuss several important technical aspects of challenges faced in
the implementation of DQMC simulations of the SDW model introduced in Sec. 4.3.
We begin with the topic of numerical stabilization in Sec. 5.1, where a technique
is introduced that is essential for obtaining correct results at all but the highest
temperatures. Various Monte Carlo updating schemes are discussed in Sec. 5.2.
These are important to correctly reach equilibrium and to collect as many statis-
tically independent samples as possible in relatively short simulations. This is of
particular significance in light of the high computational cost of the determinantal
method. Notable areas where this cost can be lowered are pointed out in Sec. 5.3.
In numerical simulations of itinerant electron systems finite-size effects can be very
strong. Approaches to reduce their impact are the topic of Sec. 5.4. Finally, various
aspects related to processing of data measured in DQMC simulations are given in
Sec. 5.5.
5.1 Numerical stabilization
The central object of all DQMC simulations is the equal-time Green’s function matrix
at an imaginary-time slice τ = `∆τ computed for a configuration of the bosonic
field ~ϕ
G ~ϕ(τ= `∆τ) = (1+ B`B`−1 · · ·B1BmBm−1 · · ·B`+1)−1 . (5.1)
The determinant of its inverse gives the fermionic part of the statistical weight
associated to the configuration ~ϕ and ratios of such determinants for different
configurations provide transition probabilities for all Monte Carlo updates. Moreover,
all fermionic observables are computed from G ~ϕ. Hence, in DQMC simulations it is
essential to compute G ~ϕ correctly. At low temperatures (large values m = β/∆τ)
the product of a long chain of matrices B` is formed and added to the identity
matrix in Eq. (5.1). This must be done in a numerically controlled way to avoid that
rounding errors, which are caused by the finite machine precision of floating point
numbers, accumulate destructively such that after the matrix inversion all physical
information would be lost. This is not a trivial feat since the matrix to be inverted is
ill-conditioned.
To quantify this observation it is helpful to introduce the condition number
κ(A) = ‖A‖ · ‖A−1‖ for a matrix A, where ‖·‖ is a matrix norm. If we choose an
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entrywise Euclidean norm, the condition number is given by κ(A) = σmax(A)/σmin(A),
the ratio of the maximal and minimal singular values of A [142, Sect. 2.6.2].1 If
A is ill-conditioned, κ(A) is large, which signifies that the matrix is close to being
singular (where κ=∞). An order of magnitude estimate for κ= 10D is that after
numerical inversion approximately D digits of floating point precision are lost [143,
Chapt. 11]. To see how this can be problematic for the DQMC algorithm we can
consider the fermionic matrix for a comparably mild problem: a non-interacting
tight-binding model on a square lattice at zero chemical potential [82, Chapt. 7].
For H = c†Kc = −t∑〈i, j〉 c†i c j the eigenvalues of K are "k = −2t(cos kx + cos ky),−4t ≤ "k ≤ 4t, and the fermion matrix is just
G−1 = 1+ e−βK . (5.2)
Since this matrix is positive definite, its singular values are equal to the eigenvalues
and we find a condition number of κ= e4β t . For a temperature of T = 1/β = t/10
we already have κ≈ 1017 and the expected loss of precision after naive inversion
just exceeds the accuracy of standard “double precision” floating point arithmetic.
In this case T is small compared to electronic bandwidth of 8t, highlighting that this
is mainly an issue at low temperatures. This problem is amplified strongly when
H contains interaction terms that do not commute with the kinetic part and after
Suzuki-Trotter decomposition we have to consider the chain of matrix products of
Eq. (5.1). If too many ill-conditioned matrices are multiplied naively, a fatal loss of
precision sets in already before the addition to 1 and the inversion.
The issue of ill-conditioned matrices is particularly relevant for simulations of fer-
mionic systems. At low temperatures the Boltzmann distribution e−β(H−µN) amplifies
the weight of the lowest energy states far below the chemical potential µ. Due to the
Pauli principle, however, these states cannot be occupied macroscopically. Rather,
available states are filled up by single fermions up to the Fermi level. Hence, at low
temperatures, important contributions to the dynamics only include comparatively
high-energy states close to the Fermi energy, which are exponentially suppressed by
their Boltzmann factors. If insufficient care is taken in the evaluation of Eq. (5.1),
numerical scales corresponding to these low and high-energy states are mixed and,
due to finite machine precision, information about high-energy states associated to
small Boltzmann factors is lost. Effectively, this destroys the fermionic character of
the system under study.
1A matrix A can be factorized in a singular value decomposition A = UΣV , where U and V are
unitary matrices and Σ is a diagonal matrix with non-negative real entries. The entries σi of Σ are




5.1.1 Matrix decomposition for the equal-time Green’s function
An effective strategy to avoid these numerical stability problems is based on matrix
decomposition techniques [87, 114, 144]. Perfect numerical stability cannot be
achieved in finite-precision computations, but we can assure an operational stability
allowing us to calculate matrix elements of the Green’s function to a desired precision
that is higher than the final statistical uncertainty of our Monte Carlo estimates.
We assume that we can evaluate the product of a number of s < m matrices B` in a
sufficiently stable manner. Practically, for an imaginary-time discretization∆τ = 0.1,
hopping constants t ' 1, and moderate coupling constants, a choice of s = 10 is
viable. Having computed such a product, we can bring it into a suitably factorized
form:
B(k+1)s · · ·Bks+1 = U DV. (5.3)
Here U and V are well-conditioned matrices of approximately unit scale and D is
a diagonal matrix whose entries hold all numerical scales contained in the matrix
B(k+1)s · · ·Bks+1. If U and V are unitary, for instance, their condition number is
κ(U) = κ(V ) = 1. The factorization allows to avoid the mixing of numerical scales
of different magnitude in matrix products. We arrange matrix products in such a
way that the different scales of D are never multiplied with each other. We do not
need to exercise much care in multiplying the well-conditioned matrices U and V ,
since that will not lead to the loss of numerical precision.
Schematically the decomposition (5.3) has the following character:
U DV =
x x x xx x x xx x x x












x x x xx x x xx x x x





where the various sizes of the letter x represent different numerical scales. If we
explicitly carried out the numeric multiplication of the right-hand side matrices, we
would obtain a matrix of the form
U · D · V =

x x x x
x x x x
x x x x




with the largest numerical scale dominating, while information at smaller scales is
“washed out”. This is the situation to be avoided.
Notably, the decomposition (5.3) must itself be performed in a numerically stable
way. The literature on numerical analysis holds a variety of appropriate decomposi-
tion techniques [145]. A good, stable choice is the singular value decomposition
(SVD) as implemented in the Lapack routines xgesvd [146]. It has been used for all
results presented in this thesis. With the SVD, U and V are unitary and D holds the
singular values of the multiplied pack of matrices B(k+1)s · · ·Bks+1. Alternatively, one
could base the procedure of factorization on the modified Gram-Schmidt method
of orthogonalization, which may be faster at the cost of some numerical stabil-
ity [82, Chapt. 7]. QR decompositions with column pivoting may also help improve
performance at little cost of stability [147].
To compute the product of more than s matrices B` we start by forming groups of
up to s matrices each and factorize the rightmost group into U DV . To successively
obtain longer products in U DV decomposed form we proceed iteratively as explained
in the following :
B(k+2)s · · ·B(k+1)s+1︸ ︷︷ ︸
group k+1
·B(k+1)s · · ·Bks+1︸ ︷︷ ︸
group k→SVD
= B(k+2)s · · ·B(k+1)s+1 · UkDkVk = . . . (5.4)
Now it is important to carry out the next matrix multiplications in the order indicated
by the parentheses. We compute a partial product and factorize it into U DV form:
· · ·=  B(k+2)s · · ·B(k+1)s+1 · Uk · Dk︸ ︷︷ ︸
→SVD
·Vk = U ′D′V ′ · Vk. (5.5)
Here, multiplying the well-conditioned unit-scale matrix Uk from the right is not
problematic. The following multiplication of Dk from the right does not mix any
scales of Dk because each singular value in Dk rescale a separate column in the
matrix to its left, schematically: 











x x x x
x x x x
x x x x
x x x x
 .
In Eq. (5.5) it is important to first factorize this result before multiplying it with
another matrix such that the different scales remain separated. We can now read off
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the properly factorized form of the entire product in Eq. (5.4):
B(k+2)s · · ·B(k+1)s+1 · B(k+1)s · · ·Bks+1 = U ′D′V ′ · Vk = Uk+1,kDk+1,kVk+1,k, (5.6)
where we identify
Uk+1,k = U
′, Dk+1,k = D′, and Vk+1,k = V ′Vk. (5.7)
By repeating this procedure we can reliably compute product strings of matrices B`
of arbitrary length.
Having obtained a stably factorized representation of the entire chain Bm . . . B1 =
UnDnVn, we can calculate the equal-time Green’s function G ~ϕ(τ= β = m∆τ)≡ Gm
of Eq. (5.1) without requiring the numerical inversion of anything but a diagonal
matrix:
































In the second line we take the SVD of the sum of a matrix of unit scale and Dn, which
does not mix the scales in Dn in a multiplicative way. In the third line we invert
all factors individually, where we assume that the matrices U and V are unitary.
The inversion of each scalar in Dx is safe over a very wide dynamic range and does
not entail the loss of accuracy we would experience when inverting a non-diagonal
matrix that holds the same scales. The smallest scales in Gm are lost in the final step
in Eq. (5.8), but this is not of significance for the computation of matrix elements of
the Green’s function.
To obtain the equal-time Green’s function G` = G ~ϕ(`∆τ) at arbitrary imaginary-
time slices ` < m, we could repeat this procedure for differently ordered matrix
sequences like B`B`−1 · · ·B1BmBm−1 · · ·B`+1. This can become rather costly. It pays to
store previously evaluated partial product chains in U DV factorized form to reduce
the number of SVDs to be performed, which are the most expensive part of the
algorithm. Additional memory requirements are less significant. To compute G` in
this way we make use of two partial products in U DV form,
















= (URUx Dx Vx VL)
−1












In this computation it is important to hold the diagonal matrices DR and DL on the
outer sides of the matrix product. Schematically the numerical scales in the term
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Evidently, some mixing of scales occurs, but the cut-off of the smallest scales occurs
only at the final addition. Since this step is only performed a single time for each
evaluation of G`, numerical rounding errors remain well controlled.
5.1.2 Efficient and stable DQMC sweep
In DQMC simulations changes to the bosonic field ~ϕ must be attempted continu-
ously and, if they are accepted, the corresponding Green’s function G ~ϕ needs to
be recomputed. The fundamental move is a local update, where changes to the
field ~ϕi(τ) are proposed at a single lattice site i in one imaginary-time slice τ. A
sequence of such update attempts that encompasses the entire spacetime lattice is
called a sweep. In Sec. 5.2 we will see that a local update at imaginary time τ can
be implemented efficiently, provided the equal-time Green’s function matrix G ~ϕ(τ) is
available for the same τ. This Subsection details how such a sweep can be realized
in an efficient and numerically stable way, essentially following the setup outlined
by Assaad and Evertz [83].
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Figure 5.1: Imaginary-time intervals used in the sweep.
Knowing the Green’s function G` at τ = `∆τ, we can compute it at the neighboring
imaginary-time slices by “wrapping up”,














`+1 · G` · B−1`+1, (5.11)
or “wrapping down”,






















This is the fastest way to propagate the Green’s function to a different imaginary time.
If the checkerboard break up, that will be introduced in Sec. 5.3.1, is used, the B-
matrices and their inverses are sparse and a wrapping step has a computational cost
O(N 2s ). However, as discussed at the beginning of this Section, the B-matrices are
ill-conditioned and the wrapping procedure is numerically unstable. After moving s
steps in imaginary time, where s is small enough such that a product of s matrices
B` can be computed accurately without having to rely on factorization, the Green’s
function needs to be recomputed from scratch under application of the techniques
of Sec. 5.1.1. This is more costly, since the SVDs and the products of dense matrices
U and V are O(N 3s ) operations.
We subdivide the inverse temperature β = m ·∆τ into n imaginary-time intervals
of length s ·∆τ as illustrated in Fig. 5.1.2 At those imaginary times labeled by
2If n is not a divisor of m, the last segment is shorter than s.
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k = 1, . . . , n in the figure a fresh Green’s function is computed from scratch, while
wrapping can be used at intermediate time slices.
To reduce the computational cost of computing the Green’s function we maintain a
storage of partial chains of B-matrices in U DV factorized form. After a Monte Carlo
update that is local in imaginary time the B-matrices at other imaginary times remain
valid for the new configuration ~ϕ. Here we require some memory to store matrices
labeled Uk, Dk, Vk for 0 ≤ k ≤ n. We call the step of moving from a storage time
slice k to k + 1 or k− 1, where the Green’s function is to be recomputed, advancing
up or down.
The precondition for advancing up from k to k+1 is that our U DV storage holds
firstly Uk+1Dk+1Vk+1 = Bm · · ·B(k+1)s−1 and secondly UkDkVk = Bks · · ·B1, where in
both cases the B-matrices are currently valid. From the field ~ϕ at the intermedi-
ate time slices we compute the current B(k+1)s · · ·Bks+1. Multiplied to the left of
UkDkVk via Eqs. (5.4)–(5.5), this yields B(k+1)s · · ·B1 in U DV form. Together with
Uk+1Dk+1Vk+1 we compute the fresh Green’s function at τ = (k+1)s∆τ via Eq. (5.10).
In the special case of advancing up to τ= β = m∆τ, k + 1 = n, we apply Eq. (5.8)
with the stable product of UkDkVk and Bm · · ·B(n−1)s+1 computed from the current
configuration of ~ϕ, while we do not need Uk+1Dk+1Vk+1. At any k we put the SVD of
B(k+1)s · · ·B1 into our storage as Uk+1Dk+1Vk+1 to prepare for the next advancing step.
The precondition for advancing down from k to k− 1 is that our U DV storage
contains firstly UkDkVk = Bm · · ·Bks+1 and secondly Uk−1Dk−1Vk−1 = B(k−1)s · · ·B1.
From the field ~ϕ at the intermediate time slices we compute the current Bks · · ·
B(k−1)s+1 (or Bm · · ·B(n−1)s+1). Multiplied to the right of UkDkVk via Eqs. (5.4)–(5.5),
this yields Bm · · · ·B(k−1)s+1 in U DV form. Together with Uk−1Dk−1Vk−1 we compute
the fresh Green’s function at τ= (k− 1)s∆τ via Eq. (5.10). In the special case of
advancing down to τ = 0, which is equivalent to τ = β , we apply Eq. (5.8) with the
stable product of UkDkVk and Bs · · ·B1 computed from the current configuration of
~ϕ, while we do not need Uk−1Dk−1Vk−1. At any k we put the SVD of Bm · · ·B(k−1)s+1
into our storage as Uk−1Dk−1Vk−1 to prepare for the next advancing step.
As explained above the advancing operations serve to refresh the Green’s function
to avoid over-accumulation of rounding errors from wrapping operations. In the
following detailed prescription of the DQMC sweep we perform one extra step of
wrapping before advancing. This signifies that there are two evaluations of the same
Green’s function matrix available. Here one should use the opportunity to check
that the numerical difference between the version obtained by wrapping and the





We start with some, e.g. random, initialization of the field configuration ~ϕ.
We compute Bs · · ·B1 and store the SVD of the product in U1, D1, V1. Then
we continue iteratively: Given the SVD of Bks · · ·B1 = UkDkVk we compute
the SVD of B(k+1)s · · ·B1 and store the result in Uk+1, Dk+1, Vk+1 as detailed in
Eqs. (5.4)–(5.5). After this initialization we have set up the U DV storage to
contain
UkDkVk = Bks · · ·B1, for 1≤ k ≤ n. (5.13)
We then compute the Green’s function at τ= β: Gm = (1+ UnDnVn)−1 using
Eq. (5.8) and continue with the first sweep down.
Sweep down from τ= β to τ=∆τ (`= m to `= 1):
The precondition is to have computed the current Green’s function at `= m
and that our storage contains UkDkVk = Bks · · ·B1 for 1≤ k ≤ n.
In the case that we incorporate a global update, see Sec. 5.2.2, we attempt it
now.
Going from `= m down to `= (n− 1) · s, for each τ= `∆τ we attempt local
updates at that time slice, update the Green’s function G` accordingly and
potentially take observable measurements, then wrap down using Eq. (5.12)
to obtain G`−1.
For the remaining time slices we go from k = n − 1 down to k = 1. First
we advance down from k + 1 to k to fully refresh the Green’s function at
τ= ks∆τ. Then we go from `= ks down to `= (k− 1)s, where we propose
changes of the field at τ= k∆τ, update the Green’s function G`, potentially
take measurements and wrap down to obtain G`−1.
Finally, we refresh the Green’s function at τ= 0 by advancing it down from
k = 1 to k = 0.
At this point we may do a replica exchange move, see Sec. 5.2.3.
In the course of this sweep down we have fully updated all auxiliary fields at
all time slices β ≥ τ≥∆τ. Our U DV storage now contains
UkDkVk = Bm · · ·Bks, for 0≤ k ≤ n. (5.14)
We continue with a sweep up.
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Sweep up from τ=∆τ to τ= β (`= 1 to `= m):
The precondition is to have computed the current Green’s function at ` = 0
and that our storage contains UkDkVk = Bm · · ·Bks for 0≤ k ≤ n.
We set the U DV storage for k = 0 to unity: U0D0V0 = 1.
Then we go from k = 0 up to k = n− 2. For each k we go from `= ks + 1 up
to (k + 1)s. We wrap up the Green’s function at `− 1 to compute G` using
Eq. (5.11), update the auxiliary fields and accordingly the Green’s function
at τ= `∆τ and potentially take measurements. After s steps of wrapping up,
we advance the Green’s function up from k to k + 1 to refresh G(k+1)s.
The highest time slices need to be handled separately to cover the possibility
that s is not a divisor of m. Therefore we go from ` = (n− 1)s up to ` = m:
For each time slice we wrap up the Green’s function from `− 1 to `, where we
update the auxiliary fields ~ϕ(τ= `∆τ) and accordingly the Green’s function
G` and potentially take measurements.
Finally, we refresh the Green’s function at the highest time slice τ = β by
advancing up from n− 1.
At this point we may do a replica exchange move, see Sec. 5.2.3.
In the course of this sweep up we have fully updated all auxiliary fields at all
time slices ∆τ≤ τ≤ β . Our U DV storage now contains
UkDkVk = Bks · · ·B1, for 1≤ k ≤ n. (5.15)
We continue with the next sweep down.
Thanks to the alternation of sweeps upwards and downwards in imaginary time we
can optimally use the U DV storage to avoid unnecessary recalculations of factorized
B-matrix product strings. The total computational effort of one DQMC sweep is of
order O(βN 3s ).
Note that, while the sweep in this Section has been described in terms of the full
Green’s function matrix G ~ϕ and full-sized matrices B`, in the implementation of the
O(1) and O(2) models introduced in Sec. 4.3.3, all these operations will be carried
out on the reduced size Green’s function eG ~ϕ and the corresponding matrices eB`.
5.2 Monte Carlo updating schemes
In this Section we discuss the actual stochastic dynamics of the DQMC simulations.
The basic mechanism is the Metropolis algorithm in the form given at the end of
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Sec. 4.1.2. Most importantly, we use it for efficient local updates, as detailed below
in Sec. 5.2.1, but also the global updates of Sec. 5.2.2, which are important for
proper thermalization, are based on the Metropolis transition probability. Finally, the
replica exchange mechanism introduced in Sec. 5.2.3 takes advantage of extending
the standard grand-canonical ensemble. The dynamics in this extended ensemble is
again controlled by the Metropolis algorithm. The careful combination of the various
techniques described below is essential to ensure that the DQMC simulations properly
converge and that statistical autocorrelation times are not too long, especially in the
light of critical slowing down near a magnetic phase transition.
5.2.1 Local updates
The acceptance probability for an update of the bosonic field configuration ~ϕ→ ~ϕ′
is, see Eq. (4.20),
A( ~ϕ→ ~ϕ′) = min¦ 1, e−(SB[ ~ϕ′]−SB[ ~ϕ]) det G ~ϕdet G′~ϕ © . (5.16)
Here we consider a local update restricted to a lattice site i in a imaginary-time slice





































where the derivative in imaginary time has been explicitly discretized and the sum in
the third line runs over the nearest neighbor sites j of i. To evaluate the determinant
ratio in Eq. (5.16), from now denoted by R, we assume that we explicitly know the
equal-time Green’s function evaluated at the `th time slice for the configuration ~ϕ.
Then we have
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because all B-matrices apart from the one for the `th time slice remain unchanged
under the update. Since we have G−1
`


























− 1)(1− G`) + 1

= det [1+∆(1− G`)] (5.20)




−1 encoding the change of the Green’s function. We can





− 1= e−∆τK/2e−∆τV ′`e∆τV`e∆τK/2 − 1
= e−∆τV ′`e∆τV` − 1+O(∆τ2). (5.21)
Here it is legitimate to accept the error of O(∆τ2), which is of the same order as the
overall Suzuki-Trotter error. In the actual implementation of the DQMC simulation,
where the checkerboard approximation of Sec. 5.3.1 is applied, this error vanishes in
Eq. (5.21) because B-matrices of the effective form Beff
`
= e−∆τV` · e−∆τKb/2 · e−∆τKa ·
e−∆τKb/2 are used, where a and b are two different groups of lattice bonds, and the
full form of G is only recovered before measuring observables.
If the proposed local change of ~ϕ is accepted in the simulation, the Green’s function
matrix needs to be updated accordingly. In analogy to Eq. (5.20) we can express
the updated G′
`



























= G` [1+∆(1− G`)]−1 . (5.22)
Eqs. (5.20) and (5.22) are very convenient for numerical evaluation because the
matrix 1+∆(1− G`) has a very sparse structure.
For the O(3) SDW model ∆≡ e−∆τV ′`e∆τV` − 1 is a 4Ns × 4Ns matrix that has only
a constant number of 16 non-zero entries, which correspond to the updated lattice
site i. Letting ∆i denote the 4 × 4-matrix containing those elements, an explicit
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It is often convenient to write the relationships between matrices and submatrices
in compact slice notation, where an index range [a : b : c] stands for the indices
a, a + c, a + 2c, . . . < b. If a or b are left out, a is assumed to be the first possible
index and b is assumed to be the maximal extend, respectively. If c is omitted the
index step size is set to c = 1. In this notation we can write ∆i =∆[i : : Ns, i : : Ns].
In the cases of the O(2) and O(1) models all equations in this Section are to be
written in terms of 2Ns×2Ns matrices eG`, eB`, etc. Then e∆≡ e−∆τeV ′`e∆τeV`−1 has only
4 non-zero entries given by e∆r,s =∑1k=0∑1l=0 e∆ik,lδr,kN+iδs,lN+i with a 2×2 matrix e∆i.
Note that Eq. (5.16) reads A( ~ϕ→ ~ϕ′) = min{1, e−(SB[ ~ϕ′]−SB[ ~ϕ]) |det eG ~ϕ/det eG′~ϕ|2} in
this case, requiring the use of the squared modulus of R.
For all variations of the model the sparseness of ∆ allows to compute the deter-
minant ratio R and hence the Metropolis acceptance probability in constant time,
independent of system size or inverse temperature. By the same virtue, the updated
G′
`
can be computed in O(N 2s ) operations. A naive code that does not take advantage
of the structure of ∆ would need O(N 3s ) operations for these computations. Only
by this realization the BSS algorithm became viable in the 1980s [8]. An entire
sweep of local updates, where we go lexicographically over all β/∆τ imaginary-time
slices and Ns sites, requires a computational effort of O(βN 3s ). In the following two
subsections we give detailed prescriptions how to compute R and how to update G`.
5.2.1.1 Computing the determinant ratio
To save some space this Subsection is written in terms of the O(2) model. The
calculation can be transferred directly to the O(3) model.
To find an efficient way to compute R = det

1+ e∆(1− eG`) it is helpful to visual-
ize the structure of the matrix as in Fig. 5.2. A Laplace expansion of the determinant
leads us to find
R = det

1+ e∆(1− eG`)= det M , (5.24)
where M is a 2× 2 matrix, given in slice notation by
M = 12+∆


















Figure 5.2: Structure of the matrix 1+∆(1− eG`). Here the asterisk ∗ stands for unspecified values
that need not be zero.
The determinant of a 2× 2 (or of a 4× 4 matrix, in the O(3) case) can be computed
in short constant time.
5.2.1.2 Updating the Green’s function




= G` [1+∆(1− G`)]−1 , (5.26)
or the corresponding equation for the O(1) and O(2) models, would require to invert
a nNs×nNs matrix with n = 4 for O(3) or n = 2 for O(1) and O(2). However, because
of the sparseness of ∆ the matrix ∆(1− G`) only has a rank of n. By applying the
Sherman-Morrison-Woodbury formula [142, Sect. 2.1.4], we can effectively replace
the inversion by that of a small n× n matrix.
For two rectangular matrices U of size Ns × n and V of size n×Ns one form of the
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Sherman-Morrison-Woodbury formula reads
1Ns − U · V
−1
= 1Ns + U · [1n − V · U]−1 · V. (5.27)
For a direct proof of this identity we can multiply both sides by (1Ns − U · V ) and
perform a series of equivalence transformations:
1Ns = 1Ns − UV + U(1n − V U)−1(V − V UV )
= 1Ns − UV + U(1n − V U)−1(1n − V U)V
= 1Ns − UV + UV
= 1Ns . (5.28)
We rewrite Eq. (5.26) in an appropriate form:
1+∆(1− G`) = 1− U · V (5.29)
where U and V are rectangular matrices whose entries are given by
Ur,s ≡ U[r, s] =
3∑
k=0
∆i[k, s]δr,i+kN , (5.30a)
Vr,s ≡ V [r, s] =
3∑
k=0
(G` − 1)[r, k]δs,i+kN . (5.30b)
In slice notation we have
U[i : : N , :] =∆i, (5.31a)
where the remaining elements of U are zero, and
V = (G` − 1)[i : : N , :]. (5.31b)
U is the matrix built from the non-empty columns of ∆, while V is the matrix built
from all the rows of (G` − 1) that enter the matrix product in Eq. (5.29). We can
now apply Eq. (5.27) to Eq. (5.26):
G′
`
= G` [1+∆(1− G`)]−1
= G` + (G`U)
 




Figure 5.3: Visualization of a local update ~ϕi(`)→ ~ϕ′i(`) = ~ϕi(`) + ~δ. The displacement ~δ has been
chosen from a box of size b.
= G` + (G`[:, i : : Ns] ·∆i) ·

[1n − G`[i : : Ns, i : : Ns] ·∆i +∆i]−1︸ ︷︷ ︸
M−1 with M generalized from Eq. (5.25)
·V
= G` + (G`[:, i : : Ns] ·∆i) · (M−1 · V ). (5.32)
The matrix products should be carried out in the order indicated by the parentheses.
Then only a total of O(N 2s ) operations is needed. The computing time needed to
invert the n× n matrix M does not scale with the system size.
5.2.1.3 Form of the proposed local updates
We have discussed at length how to decide whether a local update should be accepted
according to the Metropolis criterion and how to consequently update the Green’s
function. It remains to decide on the proposal probability g( ~ϕ→ ~ϕ′), which enters
the transition probability W ( ~ϕ → ~ϕ′) = g( ~ϕ → ~ϕ′)A( ~ϕ → ~ϕ′) together with the
acceptance probability. In order not to break detailed balance, a symmetric form
g( ~ϕ→ ~ϕ′) = g( ~ϕ′→ ~ϕ) should be chosen. A simple, correct and effective update is
to choose a random displacement ~δ and to add that to ~ϕi(`) to form the proposed
~ϕ′i(`). We pick the tip of the vector ~δ uniformly distributed from a box of side length
b around its origin, as visualized for an example in Fig. 5.3. For an O(N) model the
formal proposal probability is
g
 





bN , − b2 ≤ δn ≤ b2 for all n = 1, . . . , N ,
0, else.
(5.33)
An important feature of this update is that the length of ~ϕi(`) is not conserved.
The parameter b can be adjusted to tune the effective acceptance ratio in a
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simulation. Generally we aim for a target acceptance ratio of 0.5. If the acceptance
ratio is much higher, the displacements ~δ are very small, leading to little change in
the ~ϕi(`). Conversely, if its much smaller, ~ϕi(`) does not change in most Monte Carlo
steps, again leading to little effective change. In both cases statistical autocorrelation
times are longer than at 0.5 acceptance.
While b must be kept constant during the simulation, because otherwise detailed
balance would be broken, we are free to modify its value at the beginning of an initial
thermalization phase before measurements are taken. The following procedure leads
to quick convergence sufficiently close to the target acceptance ratio: We start with
a default box size, say b = 1. During the first half of thermalization we measure the
effective acceptance ratio over periods of 100 time-slice-local sweeps. After each
such period we check if less than 50% of the local updates have been accepted. In
that case we shrink the box size, b→ 0.95b. If more than 50% have been accepted,
we grow the box size, b → 1.05b. During the second half of thermalization and
during the main measurement phase we keep b fixed to its final value.
5.2.2 Global updates
A simulation that makes use of nothing else than the local updates of the previous
Subsection suffers from overlong times necessary to equilibrate the system. This can
be explained in part because the field ~ϕ is not normalized and changes localized to
separate lattice sites cannot easily lead to an overall rescaling.
A simple and effective global “shift” move consists in adding the same random
displacement ~δ to ~ϕ at all sites in all imaginary-time slices: ~ϕi(`)→ ~ϕ′i(`) = ~ϕi(`)+ ~δ
for all i and all `. The displacement ~δ is chosen in the same way as for the local
updates of the previous Subsection. This move necessitates a full recomputation of
the equal-time Green’s function by Eq. (5.8), which entails rebuilding the entire U DV
storage. Consequently, the global move is rather expensive with O(βN 3s ) needed
operations. In combination with the replica exchange mechanism of Sec. 5.2.3 we
have found it sufficient to do one global update every 10 DQMC sweeps. Note that
this global move is not ergodic on its own and can only be used in combination with
local updates.
The Metropolis acceptance probability is given by Eq. (5.16). While the change of
the bosonic action can be computed directly, some care is necessary to evaluate the




in U DV -decomposed form, we can express the determinant, up to a phase factor, as
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where the unitarity of U and V and the positivity of the singular values σ(ν), that
form the diagonal matrix D, have been used. For our sign-problem-free model we
have
det G ~ϕ= det G ~ϕ and we can directly use the singular-value product in place











Since the singular values before and after the global move are ordered by magnitude,
arranging the factors like this in the product reduces the mixing of numerical scales.
However, directly computing R in this way still turns out to be unstable from the
mixing of large and small numbers exceeding the limits of floating point precision.









For the O(2) symmetric model we need to compute |eR|2 with eR = det eG′
~ϕ

det eG ~ϕ to
evaluate the transition probability, such that it is also sufficient to compute absolute
values of the determinants via the singular values.
In O(N) symmetric classical spin models the problem of critical slowing down is
solved by Wolff’s single cluster algorithm [148]. We cannot use it directly for our
model with coupling to the fermions, since the linear algebra required during the
construction of a cluster of ~ϕi(`) would be very expensive. However, we can consider
a variation, where we ignore the fermionic part of the action while we construct
and flip a cluster, and after recomputing the Green’s function decide whether we
accept or reject this new configuration with probability min
¦





This update is not ergodic on its own because it does not vary the lengths of the ~ϕi(`)
and must be used in combination with local updates. Finally, despite its conceptual
allure we have not measured any performance improvements from this variation of
the single cluster update over the global shift update used on its own. The replica
exchange mechanism that is introduced in the next Subsection is more useful.
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local and global shift
local, replica exchange and global shift
local, global shift and cluster
local, replica exchange, global shift and cluster
local and cluster
local, replica exchange and cluster
Figure 5.4: Comparison of different combinations of Monte Carlo update algorithms in simulations
of the O(2) SDW model with λ = c = 1 at L = 8 and β = 1/T = 8. Shown is the integrated






 in units of
Monte Carlo sweeps on a logarithmic scale. The system undergoes a phase transition at r ≈ 0.2.
If activated, global updates were attempted every 5 sweeps and replica exchanges were proposed
every 10 sweeps in these simulations. The same linearly spaced distribution of tuning parameter
values r was used in all simulations.
A quantitative example for the performance of different combinations of Monte
Carlo update algorithms is given in Fig. 5.4, where short autocorrelation times
correspond to low statistical errors in the estimates of observables. Here it is evident
that activating either the global shift update or the replica exchange mechanism
(introduced in the next Subsection) provides an improvement of roughly an order
of magnitude compared to purely local updates. When both these moves are used
in combination, almost an extra order of magnitude is gained. This stands in stark
contrast to the single-cluster update, which does not give any clear improvement in
combination with any of the other update mechanisms.
To see how essential the global shift update is for proper thermalization of the
system in the vicinity of a phase transition it is instructive to look at the results
obtained in comparatively long simulations (520 000 sweeps) for a small system. By
studying the complete time series obtained in these simulations, we can set different
effective lengths of the thermalization period by discarding certain amounts of
initial samples. In order not to skew the results we then always consider an equal
number of 50000 Monte Carlo sweeps over which observable averages are taken
for measurements. Defining ϕ = ∆τβNs
∑
i,` ~ϕi(`)
 we examine two quantities, the
finite-system magnetization m ~ϕ = 〈ϕ〉 and a measure for its fluctuations eχϕ =
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βNs[〈ϕ2〉−〈ϕ〉2]. At the phase transition, m ~ϕ is expected to drop by a finite amount,
while eχϕ shows a peak. In simulations with activated replica exchange, but without
global updates, the apparent location of this phase transition shifts tremendously
with the allowed time for thermalization, see Fig. 5.5. Clearly it takes very long to
reach thermal equilibrium. Results obtained with additionally activated global shift
updates show a diametrically opposed behavior in Fig. 5.6a: There is virtually no
difference for the various periods of thermalization, which all agree with the situation
in Fig. 5.5 for the longest thermalization phase of 470 000 sweeps. Without replica
exchange, but with activated global updates the situation is similar to Fig. 5.6a, but
with larger error bars (not shown). To further anticipate the benefits of the replica
exchange mechanism see Fig. 5.6b where only local updates have been used without
replica exchange or global updates and the system never reaches equilibrium.
5.2.3 Replica exchange
The idea of parallel tempering or replica exchange schemes [149, 150] is one
realization of an extended ensemble [151], here composed of multiple canonical or
grand-canonical ensembles with some control parameter taking on different values.3
In a Monte Carlo simulation one then considers K different replicas of the system
for different values of this control parameter, each being represented by a separate
system configuration. The control parameter is then treated as a dynamical variable
by allowing exchanges of the configurations between replicas of different parameter
values (or equivalently swapping control parameter settings between the replicas
without moving configurations). In this way shorter autocorrelation times in some
regions of this parameter space can be utilized to accelerate the simulation in other
regions. Replica exchange especially helps in situations with free-energy landscapes
with high barriers between multiple local or global minima. The replica exchange
mechanism aids in escaping local minima that do not correspond to typical physical
equilibrium configurations, thus accelerating thermalization. In other situations such
as in the vicinity of continuous phase transitions, where conventional Monte Carlo
dynamics are affected by critical slowing down, replica exchange can provide sizable
speed-ups. Fig. 5.7a illustrates the random walk of various replicas in the extended
ensemble of a replica exchange simulation. In Fig. 5.7b improved thermalization in
our SDW model is demonstrated for an activated replica exchange mechanism.
Traditionally, in classical parallel tempering Monte Carlo simulations one usually
varies the temperature to benefit from quick decorrelation at higher temperatures.
3A thorough discussion of various approaches to parallel tempering is given for instance in the
author’s diploma thesis [152].
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Thermalization: 20000, then measurements: 50000
Thermalization: 70000, then measurements: 50000
Thermalization: 120000, then measurements: 50000
Thermalization: 270000, then measurements: 50000
Thermalization: 470000, then measurements: 50000














Figure 5.5: Simulation results obtained with activated replica exchange, but without global updates,
of the O(2) model with λ = c = 1 for L = 4 and β = 1/T = 16. Colors and symbols correspond to
different periods of thermalization.
For the DQMC simulations of the SDW model this is not the most convenient choice. If
the discretization∆τ is kept constant, different temperatures correspond to different
numbers of imaginary time slices m and it is not clear how an exchange of system
configurations between neighboring replicas could be set up. While one could keep
m constant and vary ∆τ, this would lead to slight changes in physical properties
compared to measurements taken in regular simulations. Also this would mean that
the computational effort for the high-temperature simulations becomes as large as
that at low temperatures, which may not outbalance the gain in statistical efficiency
from parallel tempering.
A more appropriate choice is to take the parameter r in the bosonic part of the
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Thermalization: 20000, then measurements: 50000
Thermalization: 70000, then measurements: 50000
Thermalization: 120000, then measurements: 50000
Thermalization: 270000, then measurements: 50000
Thermalization: 470000, then measurements: 50000
(a) replica exchange with global updates














Thermalization: 120000, then measurements: 50000
Thermalization: 270000, then measurements: 50000
Thermalization: 470000, then measurements: 50000
(b) neither replica exchange nor global updates
Figure 5.6: Results from simulations equal to those shown in Fig. 5.5, but (a) with local and global
updates, combined with replica exchange, and (b) only local updates.
action (4.75), which tunes across the quantum critical point, as a dynamic variable.
As we will see in the following, since the fermionic parts of the action do not explicitly
depend on this value, in this special situation we can avoid re-evaluating Green’s
function determinants when we decide on replica exchanges.
With the parameter r taking on different values r1 < r2 < · · · < rK the partition
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Figure 5.7: (a) Visualization of replica trajectories (differentiated by colors and dashes) in control
parameter space over the course of a short simulation (adapted from Ref. [152]). (b) Example data






 obtained in short DQMC simulation
runs of the O(2) SDW model with λ= c = 1 on an 8× 8 square lattice at temperature T = 1/16,
comparing results obtained with conventional updates to those obtained with activated replica
exchange, which greatly eases equilibration around the phase transition.
grand-canonical partition functions Z(rκ). Here we have
Zext =
∫
D( ~ϕ(1), . . . , ~ϕ(K))
K∏
κ=1
e−SB[ ~ϕ(κ),rκ] det G−1
~ϕ(κ)
, (5.37)
where the fermionic equal-time Green’s function depends on the replica index κ only
via the bosonic field configuration ~ϕ(κ), while the value of rκ only enters SB. The




for a set of parameters
























To supplement the single-replica local and global Monte Carlo updates, that are still
carried out as in regular grand-canonical simulations, we construct an additional
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Monte Carlo move between replicas to achieve a random walk in the extended
ensemble. In such an update we propose the exchange of configurations { ~ϕ} and
{ ~ϕ′} between the κ-th and η-th replicas. To ensure detailed balance we require
P(. . . , ~ϕ, rκ, . . . , ~ϕ
′, rη, . . . )W ( ~ϕ, rκ| ~ϕ′, rη)
= P(. . . , ~ϕ′, rκ, . . . , ~ϕ, rη, . . . )W ( ~ϕ′, rκ| ~ϕ, rη), (5.40)
where W is the transition probability for a replica configuration exchange. The ratio
of these transition probabilities is hence given by
W ( ~ϕ, rκ| ~ϕ′, rη)
W ( ~ϕ′, rκ| ~ϕ, rη) =

















the relation (5.40) we choose the exchange probabilities according to the Metropolis
criterion





A similar replica exchange mechanism could also be set up for any other parameter
of the action. Note that if it is a parameter appearing in the fermionic part, the
change of the Green’s function determinants would have to be calculated explicitly.
Since in our case the exchange algorithm does not require the recomputation of
Green’s functions or the evaluation of their determinants, it poses very little overhead
in computation or communication between parallel processes. This allows us to
perform a replica-exchange sweep after every single sweep of regular updates, which
has been very beneficial for obtaining sufficient statistics at low temperatures.
5.2.3.1 Selection of tuning parameter values
A highly nontrivial question is how to best choose the distribution of the tuning
parameter values rκ for a replica exchange simulation. In the simulation we propose
exchanges between replicas with neighboring values of rκ. First of all, these need
to be selected sufficiently close to each other with overlapping distributions of ~ϕ2
such that ∆ is not prohibitively small. A traditionally followed strategy was to
optimize this distribution for constant overlap of the action in neighboring replicas
or (approximately equivalently) constant exchange acceptance ratio [153]. This
approach, however, is of limited utility in complex free-energy landscapes or in the
vicinity of phase transitions. There, simulation dynamics are so slow that replicas
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Figure 5.8: Trajectory of a single replica in a long Monte Carlo simulation of a classical spin model,
where the temperatures are distributed such that exchange acceptance probabilities are approx-
imately constant for replicas at neighboring temperatures. Diffusion through the temperature
location of a phase transition (at k ≈ 20) is rare. Figure reproduced from Ref. [152].
have little chance to tunnel through a barrier before they move back in the opposite
direction. Such a “bottleneck” is visualized in Fig. 5.8. This greatly impedes the
effectiveness of the replica exchange mechanism: Decorrelation across a phase
transition requires input from the disordered phase. A more successful approach
takes into account the dynamics of the replica exchange process, minimizing average
round trip times between the lowest and highest control parameter values [154–156].
To do so we track the movement of replicas up and down in control parameter space





where nup(rκ) counts the number of times a replica has visited rκ in the course of a
simulation after having last visited r1 and not rK , and ndown(rκ) is the analogue for
the opposite direction. Interpreting r as a continuous variable, this fraction can be








and is constant in r, since this current is proportional to the rate of replica round
trips. Here, D(r) is a local diffusivity and η(r) is the probability density for a replica
to be at rκ. For a discrete distribution {rκ} it is approximated by η(r) = C/∆r for
r ∈ [rκ, rκ+1], where ∆r = rκ+1 − rκ. C is a constant ensuring
∫
dr η(r) = 1. Note
that at any given time there is exactly one replica at each rκ. From Eq. (5.44) there




Our aim is to maximize the current jup by finding the optimal probability distribution
ηopt(r), corresponding to an optimal selection of control parameter values {ropt
κ
}.
Following Ref. [154], this is realized by a distribution related to the diffusivity like
ηopt(r)∝ 1/ÆD(r), (5.46)









where ∆ropt = roptκ+1 − roptκ is the optimal spacing of control parameter points for the
interval enclosing r. The optimal spacing implies a constant decay of the fraction,
measured in control parameter indices:
∆ f opt = f optup
 
roptκ+1
− f optup  roptκ = 1K − 1. (5.48)
In the feedback optimized replica exchange algorithm [155, 156] we iteratively
optimize the distribution η(r) to approach ηopt(r). In an initial simulation with
arbitrarily distributed rκ we measure fup(rκ) and compute the derivative d fup/dr by
linear regression. Then we obtain an improved distribution
η′(r) = C
′







where C ′ is a normalization constant. η′(r) is still a step function defined for the
original control parameter points. The new points are found by successively solving
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Figure 5.9: Data from replica exchange simulations of the O(2) SDW model with λ= 1, c = 3 for
L = 12 and β = 1/T = 15. The original values of the tuning parameter r are chosen ad hoc with
dense linear spacing at low r, including the region of the phase transition, and with a coarser
equal-spaced grid at high r. The feedback-optimized distribution is obtained in one iterative step.
(a) Replica movement fraction fup as a function of the tuning parameter index κ (main panel) and
as a function of the tuning parameter value rκ (inset). (b) Integrated autocorrelation time τint
around the phase transition at r ≈ −1.3.






for the upper bound r ′
κ
for 1 < κ < K with r1 = r ′1 and rK = r
′
K kept fixed. These
steps can be repeated multiple times with further simulations yielding progressively
improved distributions η(r), which converge towards ηopt(r).
5.2.3.2 Feedback optimization for the metallic SDW model
In our DQMC simulations of the metallic SDW model at high temperatures we achieve
good diffusion already with a simple linear spacing of the values of r. At lower
temperatures, however, the magnetic phase transition constitutes a more significant
barrier to the random walk in r-space. Here a feedback-optimized distribution,
which effectively clusters the rκ close to the spin-density-wave phase transition
at rSDW(T), has been very useful.4 Already a single step of the iteration delivers
4For the optimization we have used a code by S. Trebst, which implements the steps outlined above.
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−2.0 −1.5 −1.0 −0.5 0.0 0.5
tuning parameter values rκ
original
optimized
optimized & snap heuristic
Figure 5.10: Tuning parameter values rκ for the O(2) model with λ = c = 1, here for L = 10, β = 15:
Original distribution, feedback-optimized distribution, and feedback-optimized distribution with
an additional heuristic to force values at integer multiplies of 0.1. The number of replicas K = 64
is kept constant for all three distributions.
sizable improvements of diffusion. A distribution generated in this way is useful
also at lower temperatures provided that the transition point does not move too
far with temperature. An example for the result of the feedback optimization is
given in Fig. 5.9. The simulation that makes use of the optimized distribution
shows a fraction fup(κ) that is close to the ideal diagonal line and, most importantly,
significantly reduced autocorrelation times in the region of the phase transition,
where the algorithm has clustered the tuning parameter points. Since we use the
same number of replicas K in both simulations, there is a small trade-off: The
spacing of rκ is actually larger far from the phase transition, which can lead to
a slight enhancement of autocorrelation times there. Additional iterations of the
optimization procedure on the new simulation data are expected to mitigate this
adverse impact, but generally this does not present a major problem. Firstly, we are
less interested in accurate data far away from the quantum critical point. Secondly,
critical slowing down will greatly exacerbate the problem of long autocorrelation
times for larger systems and lower temperatures close to the phase transition, while
there will be much less of an aggravation far in the ordered and disordered phases.
In many cases it is useful to obtain data at precisely the same values of r for
different system sizes and temperatures. With feedback optimization leading to
different distributions this condition is not always satisfied. Often we have therefore
used a heuristic variation of the optimization algorithm which slightly moves the
generated tuning parameter points to force some of them to reside on a desired
grid, see Fig. 5.10 for an example. An alternative would be to use the reweighting
procedure introduced in Sec. 5.5.1, which can, however, be quite elaborate for fully
frequency and momentum resolved observables.
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5.3 Efficient linear algebra
In the previous Section we have seen how to improve the statistical efficiency
of DQMC simulations of the SDW model to reduce the number of Monte Carlo
sweeps necessary to reach equilibrium and to compute observable estimates with
small statistical error. In this Section we discuss two aspects helping to improve
numerical efficiency, i.e. the computational effort necessary to perform a single
Monte Carlo sweep. The checkerboard approximation of Sec. 5.3.1 is used to replace
many dense matrix products in the formulation of the DQMC algorithm by sparse
products, thereby improving the cost of many operations to O(βN 2s ) from the overall
O(βN 3s ) scaling of computing time. The delayed update procedure of Sec. 5.3.2 is
an implementation of the fundamental local updates (discussed in Sec. 5.2.1) that
is favorably adapted to the cache architecture of modern CPUs.
5.3.1 Checkerboard break up
When propagating between imaginary-time slices in the DQMC algorithm, we fre-
quently need to compute product chains of B-matrices or their inverses, such as, for
`1∆τ= τ1 > τ2 = `2∆τ,












−∆τK/2e−∆τV [ ~ϕ`]e−∆τK/2 and (5.51c)
B−1
`
= e∆τK/2e∆τV [ ~ϕ`]e∆τK/2 . (5.51d)
While K and V are usually sparse matrices, their matrix exponentials can be dense.
In the case of the SDW model, where we only have on-site interactions, eV [ ~ϕ`] is
a matrix composed of several diagonal blocks that can be multiplied quickly in
O(N 2s ) operations to any matrix. However, K contains hopping terms between all
nearest-neighbor pairs of sites. While these only lead to only O(Ns) non-zero entries
in K, in this case the matrix exponential of K is a dense matrix. Multiplying it to
another matrix is more expensive with O(N 3s ) operations needed.
The checkerboard break-up, whose name is historical, is a way to transfer the
sparseness of K to e±∆τK/2. This entails an approximation with a controlled systematic
error, which can be kept on the same order as the overall Suzuki-Trotter error of
the fundamental DQMC setup. If T is one of the blocks K s
α


























0 . . . 0 . . . 0 . . . 0
. (5.52)
Since there are only two non-zero elements in each Ti j, it can be exponentiated
easily, yielding a sparse matrix e±∆τTi j/2, which can be multiplied to an Ns×Ns matrix
A in only O(Ns) operations. The multiplication Ae±∆τTi j/2 only changes columns i


















The checkerboard break-up is an additional Suzuki-Trotter-like decomposition. Loh
and Gubernatis [87] suggest to approximate
e±∆τT/2 = e±∆τ
∑
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which when multiplied to an Ns × Ns-matrix as a series of sparse products will cost
O(NbNs) operations, where Nb is the number of hopping bonds, which gives O(N 2s )
for nearest neighbor hopping, where Nb = 2Ns for a square lattice. The magnitude
of the systematic error caused by this approximation is determined by the order
of the individual exponential factors in this product. A prescription to minimize
this error is to form groups of the hopping matrices Ti j such that within a group all
matrices commute. Then breaking the exponentials only introduces errors when
factors of different groups are multiplied. As a simple example we can consider the
case of a periodic one-dimensional chain with nearest-neighbor hopping. Its kinetic
matrix can be written as














where Ta contains hoppings on pairs of sites (0, 1), (2, 3), (4, 5), . . . , (Ns − 1, Ns) and
Tb on pairs of sites (1,2), (3, 4), (5,6), . . . , (Ns, 0). For some matrix A we have







e±∆τTi j/2 +O(∆τ2), (5.56)
where the Suzuki-Trotter error is introduced only a single time. The order of the
factors within the two products is irrelevant. For a model defined on the two-
dimensional square lattice with nearest neighbor hopping an equivalent separation
can be performed for each Cartesian axis [86]. Here we have







Ae±∆τT/2 = Ae±∆τT xa /2e±∆τT
y
a /2e±∆τT xb /2e±∆τT
y
b /2 +O(∆τ2). (5.57)
5.3.1.1 Optimized form for the square lattice
For our square lattice we follow Assaad [85], who proposes a break-up with only
two groups of commuting matrices T = TA + TB as shown in Fig. 5.11, where the
individual matrices now describe hopping between four sites. If −t1 is the hopping
constant for horizontal movement and −t2 the constant for vertical movement, one
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such matrix is given by
TA,i jkl =
i j k l
↓ ↓ ↓ ↓

. . .
t1 . . . t2 ← i
t1 t2 ← j
...
...
t2 t1 ← k
t2 . . . t1 ← l
. . .
. (5.58)
Its exponential reads explicitly (omitting factors ∆τ/2)
e±TA,i jkl = (5.59)
i j k l









± ch(t1) sh(t2) sh(t1) sh(t2) ch(t1) ch(t2) ± ch(t2) sh(t1) ← k
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Figure 5.11: Nearest neighbor square lattice checkerboard decomposition following Assaad [85].
TA contains hopping along the boundaries of the stripy squares; TB contains hoppings along the
boundaries of the wavy squares.
The multiplication with e±∆τT/2 is now represented by two groups of Ns/4 plaquette
factors each:






e±∆τTB,i jkl/2 +O(∆τ2), (5.60)
which has a combined computational cost of O(N 2s ). Each four-plaquette factor will
change four rows or columns when multiplied to the left or right of a matrix. Only a
single checkerboard break-up contributes to the error of O(∆τ2), which is of the
same order as the overall Suzuki-Trotter error of the DQMC formalism. If we had
chosen a “random” order of single-bond matrices in Eq. (5.54), this error would
grow macroscopically O(Ns∆τ2).
5.3.1.2 Factor grouping with the symmetric Suzuki-Trotter decomposition




`[K+V [ ~ϕ`]] =
∏
`
e−∆τK/2e−∆τV [ ~ϕ`]e−∆τK/2 +O(∆τ2), (5.61)
we also apply the checkerboard break-up symmetrically:
B` = e
−∆τK/2e−∆τV [ ~ϕ`]e−∆τK/2
= e−∆τKa/2e−∆τKb/2e−∆τV [ ~ϕ`]e−∆τKb/2e−∆τKa/2 +O(∆τ2). (5.62)
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We group the factors that form the entire product in the following way:
e−∆τ
∑




e−∆τV [ ~ϕ`]e−∆τKb/2e−∆τKa e−∆τKb/2︸ ︷︷ ︸
Beff
`
 e∆τKb/2e∆τKa/2 +O(∆τ2). (5.63)
Here the brace marks the effective B-matrix factors for the implementation of the
simulation. Compared to the form in Eq. (5.62), using these these effective factors
saves one sparse matrix multiplication of a hopping group exponential per application
of each factor B`. The outer factors e
−∆τKa/2e−∆τKb/2 and e∆τKa/2e∆τKb/2 are not
important for the statistical weight during the Monte Carlo sampling because they








= det [1+ B]
for square matrices A and B. But they need to be considered when measuring
fermionic observables. We obtain the correct equal-time Green’s function from the
one constructed from the Beff
`
by applying the missing factors to the left and right:












Delayed updating is a technique by the means of which the update of the equal-time
Green’s function matrix after an accepted local Monte Carlo move is sped up. To put
the Green’s function into a valid state G`→ G′` after a local change of the bosonic
field ~ϕi(`)→ ~ϕ′i(`) the standard procedure is, see Eq. (4.7),
G′
`
= G` + (G`[:, i : : Ns] ·∆i) · (M−1 · V ), (5.65)
where V = (G` − 1)[i : : Ns, :], ∆i = (e−∆τV ′`e∆τV` − 1)[i : : Ns, i : : Ns], and M =
14 − G`[i : : Ns, i : : Ns] ·∆i +∆i in the slice notation of p. 75.5 During a sweep of
local updates this step has to be done after each accepted local change of the field ~ϕ.
The idea of delayed updates [157] is to instead perform one combined update
of the Green’s function after a series of k accepted local moves. To determine
5For compactness this Section is written in terms of updating the full 4Ns × 4Ns Green’s function
matrix G`. The transfer to the 2Ns × 2Ns matrix eG` used for the implementation of the O(1) and
O(2) models is straightforward.
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acceptance probabilities while the update is still delayed, only the change of some
rows and columns of G` needs to be computed. Maintaining this leads to additional
calculations of O( jNs) in the jth step ( j ≤ k), while the update of G` after k steps
will have a cost of O(kN 2s ) operations, which is of the same order as a series of k
updates according to Eq. (5.65). Nevertheless, delayed updates are expected to
be more efficient on modern computers due to their better memory locality which
benefits more from caching [158]. Submatrix updates [159] are a variation of the
delayed updates that promises to reduce the additional computational effort from
O( jN) to O( j2), which, however, is the least worrisome part. In the following we
show how regular delayed updates can be implemented for the SDW model.
We first rewrite Eq. (5.65) for the updated Green’s function after an accepted local
move at site i0 as an addition and a (4Ns × 4) · (4× 4Ns) matrix product:
G`,1 = G`,0 + X0Y0 (5.66)
with X0 := G`,0U0 and Y0 := (14−V0U0)−1V0. Here we write V0 = Ri00−1i0 , where Ri00 ≡
G`,0[i0 : : Ns, :] are the 4 rows of G`,0 belonging to site i0 and 1i0 ≡ [ei0 , ei0+Ns , ei0+2Ns ,
ei0+3Ns]
ᵀ are the corresponding rows of the identity matrix, while the non-zero entries
of U0 are given by those of the matrix ∆
i0 (corresponding to ∆i below Eq. (5.65)).
Explicitly, the entries of X0 read







G`,0[r, i0 + kNs]∆
i0[k, s], (5.67)
such that we have X0 = C
i0
0 ∆
i0 , where C i0 := G`,0[:, i0 : : Ns] are the columns of G`,0











(Ri00 [r, i0 + kNs]−δrk)∆i0[k, s] (5.68)
or V0U0 = S
i0
0 ∆
i0 −∆i0 with S i00 := Ri00 [:, i0 : : Ns]≡ G i0`,0[i0 : : Ns, i0 : : Ns] as the 4× 4
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i0 , [4Ns × 4] (5.69)
Y0 = (14 − S i00 ∆i0 +∆i0︸ ︷︷ ︸
M0
)−1(Ri00 − 1i0), [4× 4Ns] (5.70)
and we need 4 columns and 4 rows of G`,0 to compute G`,1.
After a second spin-flip at site i1 we have
G`,2 = G`,0 + X0Y0 + X1Y1 (5.71)
with X1 = C
i1
1 ∆
i1 and Y1 = (14−S i11 ∆i1 +∆i1)−1(Ri11 −1i1) = M−11 (Ri11 −1i1). Here we
only have to compute
Ri11 ≡ G`,1[i1 : : Ns, :] = (G`,0 + X0 · Y0)[i1 : : Ns, :]
= G`,0[i1 : : Ns, :] + (X0[i1 : : Ns, :]) · Y0 (5.72)
and
C i11 ≡ G`,1[:, i1 : : Ns] = (G`,0 + X0 · Y0)[:, i1 : : Ns]
= G`,0[:, i1 : : Ns] + X0 · (Y0[:, i1 : : Ns]), (5.73)
which is of order O(Ns).
Iterating this procedure, we arrive at the following equation to update G0 after k
accepted spin-flips:
G`,k = G`,0 +
k−1∑
j=0
X j · Yj with (5.74)
X j = C
i j
j ∆
i j and (5.75)
Yj = (14 − S i jj ∆i j +∆i j︸ ︷︷ ︸
M j
)−1(Ri jj − 1i j), (5.76)
where we have to recompute at each step j the relevant rows and columns of G`, j−1:
R
i j
j = G`,0[i j : : Ns, :] +
j−1∑
l=0
(X l[i j : : Ns, :]) · Yl , (5.77)
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j [:, i j : : Ns], (5.78)
C
i j
j = G`,0[:, i j : : Ns] +
j−1∑
l=0
X l · (Yl[:, i j : : Ns]). (5.79)
The matrix products here are (4Ns×4) ·(4×4), hence the additional computations at
step j amount to O( jNs). There are additional storage requirements for the matrices
X j and Yj. We can decide whether to accept the spin-flip at site i j by computing a
4× 4 determinant
r j = det
 








14 − S i jj ·∆i j +∆i j

= det M j. (5.80)
The advantage of the delayed update scheme is that Bϕ(`) = e−∆τV (ϕ`)e−∆τK the sum
in Eq. (5.74) can be understood as a (4Ns × 4k) · (4k× 4Ns) matrix product:
G`,k = G`,0 + Xˆ · Yˆ (5.81)
with Xˆ = [X0, X1, . . . , Xk−1] and Yˆ = [Y0, Y1, . . . , Yk−1]ᵀ. Evaluating Eq. (5.81) is
of order O(kN 2s ), but numerically computing this single matrix-matrix product is
expected to be more efficient than applying Eq. (5.65) k times, each time involving
(4Ns×4) · (4×4Ns) matrix products. It is important to stress that delayed updates do
not influence numerical stability or introduce any additional errors. Within floating
point precision results are fully equivalent to those obtained with regular updates.
In our simulations of the metallic SDW model we find that delayed updates do
speed up the linear algebra for local updates, see Fig. 5.12. But the advantage is lost
if the Green’s function update is delayed by too many steps when the computational
overhead of the delayed updates becomes significant. Here the optimum number of
delayed steps is roughly 6 or 8. The improvements are rather modest in comparison
to what has been achieved with the Hubbard model. This may be due to the
more intricate structure of the interaction matrix in the SDW model or due to
the computer architecture (Intel Xeon X5650). Possibly submatrix updates [159]
could provide performance gains with higher numbers of delayed steps. However,
these improvements are outbalanced by the time needed for numerical stabilization






















(a) L = 12
0 10 20 30 40 50
delayed steps
(b) L = 20
Figure 5.12: Wall clock time per Monte Carlo sweep for delayed updates in comparison to regular
updates (at 100%) with different numbers of delayed steps in short (100 sweeps) simulations of
the O(3) SDW model at β = 2 and r = 1.5 for (a) L = 12 and (b) L = 20. Only the time needed
for operations local to the imaginary-time slice was measured.
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Figure 5.13: Wall clock time per Monte Carlo sweep in short (100 sweeps) simulations of the O(3)
SDW model at β = 2 and r = 1.5, comparing regular and delayed local updates (delayed by 8
steps). The time needed for setup, measurements and file system operation has been excluded in
both plots. Panel (b) only shows the time needed for updates that are local in imaginary time, i.e.
the timings do not include the numerically stabilized propagation of the Green’s function. All data




Metallic systems such as the SDW model are particularly susceptible to strong finite-
size effects at low temperatures. Conversely, insulators, which are characterized by
the localization of their wave function, are much less sensitive to the presence of
boundaries in finite systems. Since the computational cost of the DQMC method
limits us to study rather small systems, reducing the severity of such finite-size effects
is very important.
5.4.1 Perpendicular magnetic field
Interestingly, finite-size effects can be remarkably reduced in the presence of a
magnetic field acting on the electron orbits, imposed perpendicular to the sys-
tem [85, 160]. Possibly, this may be attributed to the breaking of lattice translational
invariance, which may lower the influence of the system boundary.
A prototypical example for the worst case of finite-size effects in a metal is a
non-interacting spinless tight-binding model. Here we follow Refs. [85, 160]. On




c†i c j + h.c. (5.82)
A magnetic field B(r) =∇×A(r) can be introduced by incorporating Peirls phase
factors [23, Sec. 12.1]:
H[A] = −t∑
〈i, j〉
eiAi j c†i c j + h.c. (5.83)





A · d` and the magnetic flux quantum Φo. To realize a
constant magnetic field orthogonal to the lattice plane, B = Be3, we choose the
Landau gauge A(ri) = −Bi2e1, where ri = (i1, i2)ᵀ. We find
Ai j =

−2piΦ0 Bi2, for ri = r j + e1,
2pi
Φ0
Bi2, for ri = r j − e1,
0, for ri = r j ± e2 or non-neighboring sites.
(5.84)
The periodic L × L lattice has the topology of a torus. Our boundary conditions for
the fermionic operators c†i , ci must be chosen to be compatible with this topology
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= exp(iAi j) c
†






= exp(iAi j) c
†
i c j (5.85b)
for all lattice sites i and j. This condition can be fulfilled by imposing special








with the phase depending explicitly on i1, while regular periodic boundary conditions
are upheld in e1 direction. Incorporating these boundary conditions, the explicit
Peirls phases in Eq. (5.83) read
Ai j =

−2piΦ0 B i2 if i1 = 0, . . . , L − 2 and j1 = i1 + 1
or i1 = L − 1 and j1 = 0,
+2piΦ0 B i2 if i1 = 1, . . . , L − 1 and j1 = i1 − 1
or i1 = 0 and j1 = L − 1,
+2piΦ0 BL i1 if i2 = L − 1 and j2 = 0,
−2piΦ0 BL i1 if i2 = 0 and j2 = L − 1,
0 otherwise,
(5.87)
where the lattice sites vectors are indexed from 0 to L − 1 in each direction.
Under these boundary conditions the Hamiltonian commutes with translations by
the linear lattice size,
[H[A], TLe1] = [H[A], TLe2] = 0, (5.88)
where the magnetic translation operators TLe1 , TLe2 form a magnetic algebra [23,
Sec. 12.1]. This imposes an additional restriction for the magnetic field. For the
torus topology we have
TLe1 TLe2 = e
−i2pi (Le1×Le2)·BΦ0 TLe2 TLe1 (5.89)
and the wave function cannot be single valued unless the right-hand side prefactor


















































L = 16, B = Φ0/L2













(c) L = 32, B = 0













L = 32, B = Φ0/L2
Figure 5.14: Single-particle energy density of states ν(ω), approximated with δ = 0.01, for a tight-
binding model on (a) L = 8, (b) L = 16, and (c) L = 32 square lattices. Left-hand column: no
magnetic field, right-hand column: a single magnetic flux is threaded through the system. In these
units t = 1.





With this choice of B, all values of Ai j in Eq. (5.87) tend to 0 in the thermodynamic
limit L → ∞ such that, in this limit, the Hamiltonians (5.82) and (5.83) are
equivalent. However, we see in the following that the finite-size Hamiltonian (5.83)
with the weak magnetic field (5.90) approaches this limit faster.













ω− "n + iδ (5.91)
with δ→ 0+ and where "n are the single-particle eigenvalues ofH [25, Sec. 3.3]. For
a non-interacting model the values of "n are readily obtained by diagonalizing the
matrix kernel ofH. The result is plotted in Fig. 5.14 with and without magnetic field.
Finite-size effects dominate for all lattices if no magnetic field is active, whereas
the Van Hove singularity is well reproduced already for L ≥ 16 with a magnetic
flux. Here it is apparent how the degenerate states of the B = 0 case are distributed
smoothly over the energy range for B > 0, as they would in the exact L→∞ limit.
Landau levels have a degeneracy of L2B/Φ0 = 1 for the minimal value of B chosen
here. Without breaking symmetries on finite lattices the original degeneracy could
not be removed. This reduction of finite-size effects carries over to thermodynamic
observables.
5.4.2 Fictitious “magnetic” field for the SDW model
For the metallic SDW model we cannot introduce a magnetic field without breaking
the generalized time-reversal symmetry that ensures the absence of the fermion
sign problem in DQMC simulations, which has been discussed in detail in Sec. 4.3.2.
However, we are free to incorporate a fictitious generalized field with an appropriate
dependence on flavor and spin indices α = x , y and s =↑,↓ that makes sure the
symmetry under Tˆ = −is2σ3C is not broken. Generalizing the discussion of the
previous Subsection, we add Peirls phase factors eiA
αs




















i jψ†α,i,sψα, j,s. (5.92)
This is fulfilled for Aα↑i j = −Aα↓i j . We let the sign of the perpendicular “magnetic” field
depend on flavor and spin as in
Bx↑ = B y↓ = −Bx↓ = −B y↑ = Φ0
L2
(5.93)
and otherwise set everything as discussed above for the tight-binding model. In Eq.
(5.93) there is an extra sign change between the two fermionic bands, which is not
required for the absence of the sign problem, but convenient for the implementation.
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(a) Bx↑ = 0




















(b) Bx↑ = Φ0/L2
Figure 5.15: DQMC data for the O(2) SDW model with λ = 1 = c at β = 1/T = 10 (a) without and (b)
with a perpendicular flux. The plotted quantity eχϕ = βNs[〈ϕ2〉−〈ϕ〉2] with ϕ = ∆τβNs ∑i,` ~ϕi(`) is
an estimate for SDW fluctuations. The location of its peak is related to that of the phase transition
and the peak height should scale with the system size L.
As in the case of the non-modified model, the O(2) and O(1) variations of the model
with fictitious field can be implemented in terms of half sized single-fermion matrices,
see Sec. 4.3.3.
In the implementation, the checkerboard approximation of Sec. 5.3.1 requires
some attention. Two-site hopping matrices
T =

0 eiAi j t i j
e−iAi j t i j 0

(5.94)
can easily be exponentiated:
eαT =

ch(αt i j) eiAi j sh(αt i j)
e−iAi j sh(αt i j) ch(αt i j)

, (5.95)
but the exponentials of four-site (plaquette) hopping matrices, which lead to a
smaller systematic error (see Sec. 5.3.1.1), cannot easily be brought into a simple
analytic form. Here it is necessary to compute the matrix exponentials numerically.
Since they can be precomputed once at the start of the simulation, this does not
introduce any significant computational cost.
The artificial flux is very effective in controlling finite-size effects that set in
already at moderately low temperatures. See Fig. 5.15 for an example for the drastic
improvements realized with the fictitious field. The location of the peak in Fig. 5.15a
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does not only move strongly between different system sizes, but the peak value is also
very erratic: The maximum of eχϕ is smaller for L = 12 than for L = 10. In contrast,
the behavior in Fig. 5.15b is much more systematic with a smooth development
starting at the smallest lattice size shown.
5.4.3 Twisted boundary conditions
The artificial orthogonal pseudo-magnetic field works very well to lower unsystematic
finite-size effects. Unfortunately it cannot be applied in all situations. Since it breaks
lattice translational invariance, we cannot analyze non-local fermionic correlation
functions such as the momentum-resolved Green’s function from data obtained in
simulations with the field.
One major source of finite-size effects in these quantities is the discretized mo-
mentum resolution for small systems. The first Brillouin zone for a L × L system
only has L distinct momentum values per direction. To enhance this resolution we
have run additional simulations without the perpendicular flux, but instead with
in-plane vector potentials
Aαs = ±(n1, n2, 0)ᵀΦ04L (5.96)
with ni = 0,1,2,3, the positive sign for α s ∈ {x↑, y↓}, and the negative sign for
α s ∈ {x↓, y↑}. Note that here Bαs =∇×Aαs = 0. Upon introduction of this vector
potential the hopping terms of the fermionic action transform like
ψ†αisψα js→ψ†αisψα jse±i 2pi4L [n1( j1−i1)+n2( j2−i2)] = eψ†αis eψα js, (5.97)
where we have introduced basis transformed fermionic operators
eψ†α js = e±i 2pi4L [n1 j1+n2 j2], (5.98a)eψ
α js = e
∓i 2pi4L [n1 j1+n2 j2]. (5.98b)
In terms of these operators we have twisted boundary conditions instead of explicit
Peirls phases:
eψ†α, j+Le1,s = e±i 2pi4L [n1( j1+L)+n2 j2]ψ†α, j+Le1,s = e±i 2pi4L n1 eψ†α js (5.99)
and equivalently for the e2 direction. Twisted boundary conditions affect momentum
106






eik·r j eψ†α js != 1pNs
∑
j














(4nk1 ∓ n1, 4nk2 ∓ n2)ᵀ (5.101)
for integer nk1, nk2. This signifies of course that in a single simulation we obtain data
at different k values for the x↑, y↓ fermions than for the x↓, y↑ fermions. But since
we run separate simulations for all combinations of ni = 0, 1, 2, and 3, in combination
we have data for all spin and flavor indices at these momenta. Effectively we achieve
a fourfold enhancement of momentum space resolution in each lattice direction for
fermionic observables. Note that for the O(2) and O(1) models the blocks of the
Green’s function corresponding to cross terms for mixed k values are zero.
Averaging over multiple such twisted boundary conditions has been suggested
as an effective means to reduce finite-size effects [161–163]. This would be an
alternative to the orthogonal pseudo-magnetic field for local fermionic observables,
which, however, entails a higher computational cost due to the necessity of running
multiple simulations.
5.5 Aspects of data analysis
In the previous sections of this Chapter we have discussed various technical aspects
related to the generation of time series of observable measurements in DQMC
simulations. Here we direct our attention to the evaluation of these data.
One advantage of the Monte Carlo method is that it is “embarrassingly parallel”.
We can easily run independent simulations for multiple random seeds in parallel and
average over the combined data, once they all have reached equilibrium. This simple
method of parallelization is applied on top of the parallelized replica exchange
mechanism and helps to reduce the “wall clock time” needed to obtain data of
a desired statistical quality. We simply concatenate the equilibrium time series




Statistical errors are estimated by the jackknife method or, when sufficient, by
simple blocking [164].
Since there is a great variety of fermionic and bosonic correlation functions that
can be of physical interest, it has turned out to be useful to save entire spacetime
configurations of the bosonic field ~ϕ at roughly every 10th measurement sweep.
In this way various fermionic observables can be implemented and evaluated after
having run the simulations. While this requires to recompute the Green’s function for
each sample, that is much faster than rerunning the simulations. This has also eased
collaboration, allowing to use Y. Schattner’s code for the evaluation of imaginary-
time displaced fermionic correlation functions on data obtained in replica exchange
DQMC simulations. While this procedure entails high storage requirements, they are
manageable (∼ 20 TB from those simulations that were run for the data presented
in this thesis).
We discuss two aspects related to data analysis in more detail: The multiple
histogram reweighting method to combine data obtained at different values of
the tuning parameter r in an statistically optimized way in Sec. 5.5.1 and how
to efficiently evaluate momentum and frequency resolved correlation functions in
Sec. 5.5.2.
5.5.1 Multiple histogram reweighting
The structure of the action (4.75) of the SDW model introduced in Sec. 4.3, where the
dependence on the tuning parameter r is fully contained in the bosonic part Sϕ, al-
lows to easily relate the grand canonical probability distribution of a configuration ~ϕ
at a value r, pr[ ~ϕ], to the distribution at another value r ′: pr ′[ ~ϕ]∝ e−(r ′−r)E( ~ϕ)pr( ~ϕ),
where E( ~ϕ) = ∆τ2
∑
`,i ~ϕi(`)
2. From this relation one finds an expression for the
expectation value of an observable O at r ′ in terms of expectation values at r, which
in turn can be estimated by time series averages from a Monte Carlo simulation
carried out at r:








where n goes over the series of measured samples and On and En are computed from
the same system configuration. This reweighting procedure [165] is effective over
quite a wide range around r, see Fig. 5.16a.
In our replica exchange simulations we obtain Monte Carlo data for multiple close
values of r. Building on the observation (5.102), we can use the combined infor-
mation from these time series for rκ, κ = 1, . . . , K, to obtain improved observable
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data reweighted from r = 0.2
(a) single time series reweighting



















(b) multiple histogram reweighting





 for the O(2) model at L = 6 = β . (a) Comparison to data reweighted from
a single time series at r = 0.2, (b) comparison to multiple-histogram reweighted data, incorporat-
ing all time series [zoomed in]. In each case error bars have been estimated by performing the
entire analysis on jackknife blocked time series.
estimates at r1 ≤ r ≤ rK using the technique of multiple histogram reweight-








D ~ϕδ(E[ ~ϕ]− E)O[ ~ϕ]∫
D ~ϕδ(E[ ~ϕ]− E) , (5.103)
where all non-r-dependent parts of the action are contained in the density of states
Ω(E). We discretize E into levels Ea spaced ∆E apart and search the optimal




κ Mκ∆Ee−rκEa+ fκ[gaκ(1−∆EΩˆae−rκEa+ fκ)]−1
. (5.104)
Here Haκ is the count of samples with E ∈ [Ea, Ea +∆E) in the time series with
r = rκ, gaκ is a statistical inefficiency factor related to the integrated autocorrelation




time of the indicator function for this count, Mκ is the total number of samples for
rκ, and fκ = − ln Z(rκ) is given by





Empirically, we find it adequate to set gaκ ≡ 1. Iteration of Eqs. (5.104) and (5.105)
yields a converged estimate of Ωˆa and following Eq. (5.103) we compute the estimate


















where χaκn is the indicator function for E ∈ [Ea, Ea +∆E) evaluated at the n-th
sample of the time series for rκ.
The multiple histogram reweighting method allows us to finely interpolate between
the original values rκ of our simulations. In addition it provides a reduction of
statistical error bars in the reweighted estimates compared to averages from single
time series, see Fig. 5.16b. In this work we have used the method for bosonic
observables related to the magnetic transition, although it can be extended directly
to all fermionic observables.
5.5.2 Correlation functions via fast Fourier transform (FFT)
Momentum and Matsubara frequency resolved correlation functions can be computed
efficiently from real space and imaginary time data, when a routine for fast Fourier
transform (FFT, implemented for instance in FFTW [168]) is applied [90, Sec. 3.6].
From a bosonic configuration ~ϕi(τ) we can compute the frequency and momentum
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eiωn`1∆τ−iq·ri ~ϕi(`1∆τ) · ∆τNsβ
∑
j,`2








Here eϕn(k,ωn) is the Fourier transform in imaginary time and space of the nth








6 Phase diagrams and competing
orders
Having presented the numerical methods applied for the DQMC simulations of this
thesis, we now turn to discussing the physical results obtained in this way. Here
we focus on the O(2) variation of the metallic spin-density wave (SDW) model
introduced in Sec. 4.3. For convenience we repeat the definition of its action (4.75)
S = SF + SFB + SB =
∫ β
0














































Here the fermions are coupled to a real bosonic vector field ~ϕ representing fluctua-
tions of a commensurate SDW order parameter at wavevector Q = (pi,pi)ᵀ. At zero
temperature the parameter r tunes through a quantum phase transition (QPT) at
r = rc with antiferromagnetic electronic order for r < rc and paramagnetism for
r > rc. We expect this transition to be continuous such that rc marks the location of
a quantum critical point (QCP).
Despite the low spatial dimension d = 2 the O(2) symmetry of ~ϕ allows a quasi-
long-range ordered SDW phase to occur also at finite temperatures. Since the
tendency towards this order is explicitly put into the model, we can generally expect
to find such a phase at low values of r and low temperatures T . Apart from this
phase, instabilities towards other types of electronic order can realize additional
phases as emergent phenomena from the coupling to the SDW order parameter. The
most prominent among these is an unconventional d-wave superconducting (SC)
phase, which has long been anticipated to be formed by SDW fluctuations in the
vicinity of a QCP, see Sec. 2.2.3.
In this Chapter we discuss the finite-temperature phase diagrams of the O(2)
SDW model obtained in unbiased numerically exact DQMC simulations for various
values of the Yukawa coupling λ and the bare bosonic velocity c. These are mainly
characterized by the competition of SDW and SC quasi-long-range order, but we
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also examine tendencies towards additional types of order. These data have been
obtained in a collaborative effort: Y. Schattner has evaluated all fermionic observ-
ables analyzed in the following, in part from the same replica exchange simulations
used to compute the bosonic SDW correlation functions and in part from additional
grand canonical DQMC simulations.
This Chapter contains the following sections: In Sec. 6.1 we describe how a finite-
temperature SDW transition is identified in the O(2) model. Sec. 6.2 describes the
phase diagram for the λ = 1, c = 1 model obtained in this way. In Sec. 6.3 we focus
on the identification of the transition into a superconducting phase. The rich phase
diagram of the λ = 3, c = 2 model is then discussed in Sec. 6.4. In Sec. 6.5 we focus
on the phase diagrams for additional parameter sets: λ= 1,1.5,2 with c = 3, and
we show a general trend for the dependence of the maximum superconducting Tc.
The results of this Chapter are discussed in Sec. 6.6.
6.1 Analysis of the spin-density wave (SDW)
transition
As stated by the Mermin-Wagner theorem [17] the metallic O(2) SDW model on
a two-dimensional lattice cannot show magnetic long-range order at any T > 0.
Nevertheless, a finite-temperature phase transition of the Berezinskii-Kosterlitz-
Thouless (BKT) type [137–139] is not precluded in this O(2)-symmetric model.








i ~mi. In the thermo-
dynamic limit of our model, Ns→∞, the expectation value 〈| ~m|〉 vanishes at any
T > 0. Below a transition temperature TSDW there is quasi-long-range order with〈| ~m|〉(L) 6= 0 only for finite systems.
When approaching the BKT temperature TSDW from above, the magnetic correla-
tion length ξ diverges exponentially
ξ∼ exp  b(T − TSDW)−ν , T → T+SDW, (6.1)
with an exponent ν = 1/2 and ξ stays infinite for all T ≤ TSDW. Hence, the entire low-
temperature BKT phase is critical. Spatial correlation functions of local magnetization
fluctuations decay exponentially above TSDW and with a power law below TSDW:
〈 ~mi · ~mi+x〉 ∼
¨
e−|x|/ξ, T > TSDW,
|x|−η(T ), T ≤ TSDW. (6.2)
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r = 0.15: η = 0.062(8)
r = 0.17: η = 0.097(9)
r = 0.20: η = 0.14(1)
r = 0.223(2): η = 0.25(1)
r = 0.24: η = 0.38(2)
r = 0.26: η = 0.65(2)
r = 0.29: η = 1.01(3)
r = 0.31: η = 1.35(3)
r = 0.33: η = 1.61(2)
r = 0.35: η = 1.78(5)
r = 0.38: η = 1.91(4)
r = 0.40: η = 1.98(3)
Figure 6.1: System size dependence of the SDW susceptibility χ in the O(2) model with λ= 1 = c
at β = 1/T = 14 for various values of the tuning parameter r. Lines show best fits of χ ∼ L2−η
with η < 1/4 inside the SDW phase and η= 1/4 identifying the BKT transition.
Here the critical exponent η depends on temperature and takes on a universal value
of η(TSDW) = ηc ≡ 1/4 at the BKT transition.
To identify TSDW from our numerical data we follow the procedure suggested in
Refs. [169, 170]. We study the finite-size scaling of the spin-density wave suscepti-










〈 ~ϕi(τ) ~ϕ0(0)〉= β L2〈 ~m2〉. (6.3)




〈 ~mi · ~m0〉 ∼ β
∑
i










dr r1−η(T ) ∼ β L2−η(T ) (6.4)
for T ≤ TSDW and for slightly higher temperatures, where ξ still exceeds L. While
this scaling law can only be expected to hold perfectly for large system sizes, we
find the numerical data on the limited range of L available to us to be mostly well
consistent with this power law, see Fig. 6.1 for an illustration.
The multiple-histogram reweighting method provides data to us with very high
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Figure 6.2: Fitted exponent η as a function of the tuning parameter r for the scaling law of the
SDW susceptibility χ ∼ L2−η, here shown for λ = 1 = c at β = 1/T = 14. From this data
rSDW = 0.223(2) is identified by the universal value ηc = 0.25 (dashed lines). The statistical
error of η is larger for r ¦ 0.35 than at lower values because data sets from two separate replica
exchange simulations have been combined in this figure.
resolution in the tuning parameter r. We scan over r for a constant temperature T
and fit the relation lnχ = α+ (2−η(r)) ln L at each point to determine η(r). Here
we identify points (r, T ) in the phase diagram where this fit to our data is successful
with η≤ 1/4 as belonging to the quasi-long-range ordered SDW phase. We search
for η(rSDW) = 1/4 to pinpoint the location of the BKT transition at this temperature
T = TSDW as visualized in Fig. 6.2. This estimate for rSDW coincides approximately
with the intersection point of the scaled SDW susceptibility χ/L2−ηc for different L.
This is shown in Fig. 6.3 for the data set of Sec. 6.4.
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Figure 6.3: Scaled SDW susceptibility χ/L2−ηc with ηc = 1/4 for T = 1/8 and various system sizes,
here shown for λ = 3, c = 2. The vertical line marks rSDW as estimated from fitting χ ∼ L2−η
with η = ηc . Symbols with error bars are estimates from single-r data. Continuous lines with
surrounding error regions are results of the multiple-histogram reweighting analysis. The inset
shows an enlarged view of the region around the intersection.
6.2 Phase diagram for λ= 1 = c
By performing the η-fit procedure for a range of temperatures 1/30 ≤ T ≤ 2 we
have obtained the λ= 1, c = 1 phase diagram displayed in Fig. 6.4. Here we show
the BKT transition temperature TSDW in dependence of the tuning parameter r. The
transition line separates a quasi-long-range ordered SDW phase at low T and low r
from the paramagnetic phase. Interestingly, this line is essentially straight at high
temperatures, but at T ≈ 1/8 we observe a deviation with TSDW(r) bending down
from the extrapolated straight line. A quantum phase transition can be anticipated
to lie in the range 0.2< rc < 0.3, while a continuation of the linear behavior at high
temperatures would yield erc ≈ 0.4.
At this low value of the Yukawa coupling λ the influence of the SDW order param-
eter on the fermions is rather weak. The temperatures accessed by us apparently are
not low enough to tune sufficiently close to the anticipated QCP to observe strong
features. For instance no signs of superconductivity can be seen. Since the compu-
tational cost of going to lower temperatures is high, we focus on other parameter
regimes in the following. Firstly, we enhance the Yukawa coupling λ. Secondly,
we also adjust the bare bosonic velocity c to larger values. This tunes the model
further away from the purely bosonic ϕ4 quantum field theory (decoupled from the
fermions, c =∞ would correspond to a classical model). By taking into account
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Figure 6.4: Phase diagram for λ= 1 = c. Shown is the BKT transition temperature TSDW, estimated
by a fit of χ ∼ L2−η, as a function of the tuning parameter r. Fits generally considered a range of
system sizes L = 8, . . . , 14, with a complementary wider range L = 8, . . . , 18 used for two data
points. The inset shows data on a large temperature scale. The dashed line is a linear fit to TSDW(r)
at high T . Continuous lines are guides to the eye.
multiple parameter sets we also avoid accidentally focusing on a single special point,
while we seek to understand universal phenomena.
6.3 Identification of the superconducting transition
In this Section, before discussing in detail the rich phase diagram of the λ = 3,
c = 2 SDW model in Sec. 6.4, we outline how to identify the transition into a
superconducting phase from numerical data.
Our starting point is that a superconducting state can be characterized by the
current response to a vector potential A. Here we follow Scalapino et al. [171, 172].















α,l,s→ eieA1(rl )ψ†α,l+e1,sψα,l,s (6.6)
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with the first component of the paramagnetic current density e jP1 (rl) and the kinetic
energy density k1(rl) associated to e1-oriented bonds. The total current density is
obtained from
j1(rl) = − δK
δA1(rl)
= e jP1 (rl) + e
2k1(rl)A1(rl). (6.8)





response 〈 j1(rl , t)〉= Re






Here the real-frequency current-current correlator Λ11(q,ω) can be retrieved by







dτ eiωnτ〈 jP1 (q,τ) jP1 (−q, 0)〉, (6.10)
which can be directly accessed in DQMC simulations. For our applications the static
ω= 0 correlator is sufficient at this point.
The Meissner effect in a superconductor follows from London’s equations, i.e. when
the current-density response in a transverse (q ·A = 0), static and long-wavelength







which causes the magnetic field to be expelled exponentially with a penetration
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with the superfluid density ρs and the electron mass m. For a
general static long-wavelength vector potential A we have
〈 j1(q)〉= f (q)

δi j − qiq jq2

A j(q) (6.12)
and in a superconductor we find








where we have introduced the superfluid weight Ds. Combining Eqs. (6.9), (6.12),











with the limiting longitudinal and transverse responses
ΛL = Λ11(q1→ 0, q2 = 0, iωm = 0) , (6.15a)
ΛT = Λ11(q1 = 0, q2→ 0, iωm = 0) . (6.15b)





ΛL −ΛT , (6.16)
which is non-zero if Λ11(q, iωm = 0) has different limits depending on the order of
q1 and q2 approaching zero. That is the case for long-range paramagnetic current-
current correlations in a superconductor. Note that in principle similar relations
can be derived to access the Drude weight and compute conductivity and resistivity,
which, however, may require an explicit analytic continuation [171, 172].
The finite-temperature transition into the superconducting phase is expected to
be of BKT character. At a BKT transition a universal relation involving a jump of the
superfluid density holds [174]. In the thermodynamic limit, ρs is zero right above
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T=0.025
Figure 6.5: Finite-size superfluid density ρs(L) for L = 8, 10, 12 at various temperatures T across the
phase diagram of the λ = 3, c = 2 model. The universal value ∆ρ = 2T/pi at the BKT transition is
indicated by a horizontal solid line in each panel. In the three top row panels the system is never
superconducting.
We follow Paiva et al. [175] to estimate Tc from our DQMC data making use of this
universal jump. On finite systems we cannot directly take the momentum limits in
Eq. (6.15a). Instead we define
ΛL(L) = Λ11(q1 = 2pi/L, q2 = 0, iωm = 0) , (6.18a)
ΛT (L) = Λ11(q1 = 0, q2 = 2pi/L, iωm = 0) , (6.18b)
where the limits for q1 and q2 are replaced by the smallest finite momenta for that
system size. In the limit L → ∞ we retain ΛL(L) → ΛL and ΛT (L) → ΛT . A






andρs(L)→ ρs for L→∞. Our strategy to find the boundaries of a superconducting
phase is to scan over all values of the tuning parameter r at constant temperature
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(a) d-wave superconducting susceptibility P−(q = 0)
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r
T=0.062
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r
T=0.050
(b) s-wave superconducting susceptibility P+(q = 0)
Figure 6.6: Superconducting susceptibility for order parameters of (a) d-wave symmetry, P−(q = 0),
and (b) s-wave symmetry, P+(q = 0), across the phase diagram of the λ= 3, c = 2 SDW model.
and to identify those points where ρs(L)>∆ρs as part of the superconducting phase.
There is a slight size dependence, which constitutes the major source of error in
determining the superconducting Tc. The behavior of ρs(L) is shown for the λ= 3,
c = 2 model in Fig. 6.5. This method of finding Tc has the advantage of not relying
on a particular symmetry of the superconducting order parameter.
In a complementary approach we study the uniform pairing susceptibilities

























for the two signs ς = ±. The positive sign corresponds to s-wave symmetry with
∆+ not changing sign under a pi/2 lattice rotation, which transforms between the x
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and y fermion bands. Under the same rotation ∆− changes sign, corresponding to
d-wave symmetry. Similarly to the SDW transition discussed in Sec. 6.1, close to
the superconducting BKT transition the appropriate pairing susceptibility scales as
L2−η with continuously varying η, which takes on a value of η = 0.25 at Tc. Without
performing a detailed analysis, it is evident from the data shown in Fig. 6.6 that the
superconducting phase of the SDW model has d-wave symmetry, rather than s-wave
symmetry. Inside the superconducting phase P−(q = 0) increases rapidly with system
size, while P+(q = 0) is of much smaller magnitude and virtually independent of
system size.
6.4 Phase diagram for λ= 3, c = 2
Using the techniques of Secs. 6.1 and 6.3 we have computed the finite-temperature
phase diagram of the λ = 3, c = 2, O(2) SDW model displayed in Fig. 6.7. There
is a quasi-long-range ordered SDW phase with a transition temperature TSDW that
decreases with increasing r. A magnetic quantum phase transition can be anticipated
where TSDW approaches zero. In the vicinity of this point we find a dome-shaped
phase with quasi-long-range d-wave superconducting order. The superconducting Tc
reaches a maximum of T maxc ≈ 0.08 at ropt ≈ 10.2. In these units the Fermi energy is
EF = 2.5≈ 30T maxc . Both quasi-long-range ordered phases coexist in an intermediate
region. We focus on this region, where BKT scaling may no longer hold for the SDW
transition, in Subsec. 6.4.1 below.
A prominent feature of the phase diagram is how the SDW phase boundary line
TSDW(r) bends downwards. We have already seen before in the λ= 1, c = 1 phase
diagram that this transition line departs from a straight line at a low temperature
T ≈ 0.12, but in the λ= 3, c = 2 case this deviation starts at a lower temperature
T ≈ 0.08, which approximately matches T maxc of the superconducting transition, and
TSDW as a function of r is almost vertical from a point slightly above the crossing of
the superconducting dome. This bending is also shadowed in the SDW susceptibility
χ over a wide range of the tuning parameter r on the magnetically disordered side
of the phase diagram, see Fig. 6.8a. For fixed r the susceptibility χ is non-monotonic
in temperature with a maximum close to Tc, see Fig. 6.8b.
The non-interacting (λ = 0) variation of our two-band fermion model has a
orbital magnetic susceptibility, that is paramagnetic in sign. Likewise, the high-
temperature magnetic response of the interactingλ = 3, c = 2 model is paramagnetic.
However, in a temperature regime starting already above Tc we find the orbital
magnetic susceptibility to be diamagnetic. The temperature Tdia where the orbital
susceptibility changes sign is approximately proportional to the superconducting
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Figure 6.7: Finite-temperature phase diagram for λ= 3, c = 2 showing the transition temperature
TSDW to magnetic spin-density wave (SDW) quasi-long-range order, the superconducting (SC) Tc ,
and the onset of diamagnetism at Tdia. Lines are guides to the eye. Where they are solid, the
transition is of the Berezinskii-Kosterlitz-Thouless type. Inside the SC dome the SDW transition is
possibly weakly first order, indicated by a dashed line. The diagonally hatched region features
coexistence between SDW and SC quasi-long-range orders. In the inset we show the non-interacting
Fermi surfaces with the colors indicating the sign of the SC order parameter.
transition temperature, Tdia∝ Tc, in a wide region of the phase diagram in Fig. 6.7.
Its maximum is T maxdia ≈ 0.15≈ 2T maxc .
It would be very interesting to evaluate the single-particle density of states N(ω,
T ), but this would require an analytic continuation from our DQMC data at imaginary









N(ω, T ) (6.21)
to extract information about the low-energy density of states from the imaginary-time
displaced single-particle Green’s function G ~ϕ. Since N˜(T → 0) = N(ω= 0, T = 0),
this integrated density of states is closely related to the ground state density of
states at low temperatures. N˜(T ) is shown in Fig. 6.9. It displays a reduction slightly
above the magnetic transition temperature TSDW (see panels (a) and (b) in Fig. 6.9),
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Figure 6.8: (a) Inverse SDW susceptibility χ−1 across the λ = 3, c = 2 phase diagram. Contour
lines of χ−1 are indicated gray. Here we show data obtained at L = 14 at those temperatures
indicated by ticks on the left hand inside of the panel. In between those temperatures the data
is interpolated linearly. The resolution in the tuning parameter is very high thanks to multiple-
histogram reweighting. (b) SDW susceptibility χ as a function of temperature near the maximum
of the superconducting dome for various system sizes L.
which is consistent with a partial gapping of the Fermi surface triggered by the onset
of SDW fluctuations. Similarly, a second decrease of N˜(T ) sets in already above the
superconducting Tc (see panels (b), (c), and (d) in Fig. 6.9). A low-temperature
extrapolation of N˜(T ) suggests to reach zero already at finite temperature, see for
instance Fig. 6.9c. This indicates that the superconducting state is fully gapped.
Hence the superconducting order parameter is nodeless despite its d-wave symmetry.
This is allowed by the two-band structure of the SDW model, see the inset of Fig. 6.7.
We interpret the onset of diamagnetism and the gapping of the Fermi surface above
Tc as signatures of a regime of substantial finite-range superconducting fluctuations
as labeled in the phase diagram of Fig. 6.7.
In Fig. 6.10 we show the finite-size superfluid density ρs(L) at a low temperature
across the superconducting dome. Notably, it depends only weakly on the tuning
parameter r and no minimum is apparent inside the superconducting phase.
In addition to the quantities discussed so far we have evaluated charge-density
wave (CDW), pair-density wave (PDW), and bond-density wave (BDW) susceptibili-
ties to investigate whether there are further competing orders in this phase diagram.
The results are presented in Subsec. 6.4.2 below.
6.4.1 Competition and coexistence of magnetic and
superconducting order
We have already discussed two effects of the competition between SDW and super-
conducting orders in the λ= 3, c = 2 phase diagram: First, the phase boundaries
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Figure 6.9: Integrated density of states N˜(T ) as a function of temperature for multiple values of r in
the λ= 3, c = 2 model. The dotted lines mark the SDW transition temperature and the dashed
lines mark the SC transition temperature for each panel.
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Figure 6.10: Finite-size superfluid density ρs(L) within the superconducting phase of the λ = 3,
c = 2 phase diagram at T = 1/40.
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Figure 6.11: Finite-size scaling of (a) the SDW susceptibility χ and (b) the d-wave superconducting
susceptibility P−(q = 0) at T = 1/30 in the region of phase coexistence at r = 9.417 and in the
non-magnetic superconducting phase at r = 10.026 of the λ= 3, c = 2 phase diagram.
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(b) T = 1/16, r = 9.71
η = 0.25(2)
ln6 ln8 ln10 ln12 ln14
linear system size ln L
3
4 (c) T = 1/20, r = 9.68
η = 0.25(4)
Figure 6.12: Best fits of lnχ = α+ (2−η) ln L yielding η = 1/4 for the λ = 3, c = 2 model at (a)
T = 1/8, (b) T = 1/16, and (c) T = 1/20.
apparently avoid each other by a kink-like deflection. Second, the SDW susceptibility
is non-monotonic in temperature when it enters the superconducting dome.
We will now focus on the region where both quasi-long-range ordered phases
overlap in Fig. 6.7. Here both the SDW and the superconducting susceptibilities
grow faster than ∼ L7/4 with the system size, see Fig. 6.11. This signifies that here
both types of quasi-long-range order indeed coexist since we are below the respective
BKT transition temperatures, where the susceptibilities scale proportionally to L7/4.
However, we have some reservations concerning the character of the SDW transi-
tion inside this coexistence region. As demonstrated in Fig. 6.12, at sufficiently high
temperatures T ¦ 0.06 the SDW susceptibility χ is consistent with BKT theory and
nicely follows the expected scaling behavior χ∝ L2−η with a continuously varying
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Figure 6.13: Critical exponent η(r) estimated for the λ = 3, c = 2 model at (a) T = 1/8 and (b)
T = 1/20. In each panel the continuous line shows the result of fitting lnχ = α+ (2−η) ln L to
the DQMC data interpolated by reweighting with a shaded surrounding region giving a statistical
error estimate. The cross marks the estimate for rSDW where η = 1/4. The fits that went into panel
(b) are of lower quality. Here the gray arrows indicate a more conservative estimate of the error
on rSDW, namely that η takes on any value from [0,0.5] for r in the error interval around rSDW.
exponent η allowing to identify the phase transition by the universal value ηc = 0.25.
But at lower temperatures T ® 0.05, which lie within the superconducting phase,
we observe systematic deviations from this scaling behavior on the range of lattice
sizes we have accessed. To account for a systematic error at these low temperatures
we give a wider estimate of the error on rSDW, allowing for values of η ∈ [0,0.5]
(see Fig. 6.13b), while at higher temperatures we provide purely statistical error
estimates computed from the variance-covariance matrix of the linear fit. A precise
quantification of the systematic error in this finite-size scaling analysis would require
system sizes L that are larger by orders of magnitude and hence out of computational
reach. In Table 6.1 we summarize our results for rSDW(T) as determined from fits
over five values L = 6, . . . , 14, which are used to plot the SDW phase boundary
in Fig. 6.7, and show in comparison results for a reduced range L = 8, . . . , 14. In
Fig. 6.7 the data points where we were not able to obtain a good fit (TSDW ≤ 1/20),
are connected by bold dashed lines.
While we cannot exclude that these deviations are caused by finite-size effects, we
have some indications that the magnetic transition turns weakly first-order inside
the superconducting region, instead of being of BKT type. We have carried out
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Table 6.1: Location of the SDW transition point rSDW in the λ = 3, c = 2 phase diagram for different
temperatures T as estimated by fitting the ansatz lnχ0 = α+ (2− η) ln L to the data lnχ and
searching for η = 1/4 for two ranges of system sizes L = 6, . . . , 14 (n = 5 data points) and






is a measure to help with estimating the validity
of the fit, where " is the statistical error of χ. For T ≤ 1/20 the ansatz does not fit the data well.






4 7.54(3) 0.6 7.6(1) 0.3
5 8.10(3) 1.4 8.07(5) 1.6
6 8.51(4) 1.3 8.499(2) 1.1
8 9.13(2) 0.9 9.12(3) 1.4
10 9.53(1) 0.4 9.52(3) 0.5
12 9.72(1) 1.8 9.73(3) 2.5
13 9.73(1) 0.1 9.73(1) 0.1
14 9.72(1) 4.0 9.76(1) 0.3
16 9.71(1) 0.5 9.71(1) 0.6
20 9.68(8) 10.2 9.7(1) 13.6
26 9.68(5) 11.0 9.66(7) 7.8
30 9.66(6) 4.4 9.62(9) 3.7
extensive additional simulations at T = 0.05 for L = 14 for values of r in the vicinity
of the magnetic phase transition. These have allowed to resolve histograms of the
finite-system magnetization density | ~m| to sufficiently high precision to make out a
shallow double-peak structure when r is tuned to an intermediate value between
the magnetically quasi-long-range ordered and disordered phases, see Fig. 6.14. The
location of this point is marked by a small cross in the phase diagram of Fig. 6.7. If this
dip grows deeper for larger systems, this bimodal distribution can be understood as a
sign of phase coexistence at a first-order transition [177]. In our DQMC simulations
close to the approximate transition point we also observe noticeably longer statistical
autocorrelation times at T ≤ 1/20 than at slightly higher temperatures, which may
be explained by a first-order nature of this transition.
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Figure 6.14: Histograms of the finite-system magnetization density | ~m| with statistical error bands
for the λ = 3, c = 2 model at T = 1/30 and L = 14, resolved for various values of the tuning
parameter r. The histograms show a small suppression (indicated by an arrow) between two
peaks at r ≈ 9.65 close to the estimated location of the SDW phase transition. The location of this
point is marked with a small x in the phase diagram of Fig. 6.7.
6.4.2 Charge-density wave (CDW) and pair-density wave (PDW)
susceptibilities
To explore possible additional instabilities competing with superconductivity, we
turn to examine the susceptibilities of various density-wave orders near the magnetic
quantum phase transition (QPT). We begin by defining zero-frequency charge-density

















where e∆ς(ri) = ∑s=↑,↓ ψ†x isψx is + ςψ†yisψyis, ∆ς(ri) = 2ψ†x i↑ψ†x i↓ + ςψ†yi↑ψ†yi↓
with two possible signs ς = ±. For both order parameters the positive sign corre-
sponds to d-wave symmetry and the negative sign to s-wave symmetry.
In Fig. 6.15 we show the momentum dependence of the d-wave susceptibilities
C−(q) and P−(q) close to the magnetic QPT. C− shows the most interesting structure
with a peak slightly off q = (pi,pi)ᵀ. In contrast P− is strongly peaked at q = 0
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Figure 6.15: (a) d-wave CDW susceptibility C−(q) and (b) d-wave PDW susceptibility P−(q) as a
function of momentum, shown here for λ= 3, c = 2, L = 14, T = 1/12, and r = 10.4. The data
point P−(q = 0), corresponding to the uniform superconducting susceptibility, has been excluded
from the data.
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Figure 6.16: (a) d-wave CDW susceptibility C−(q) along a cut q = (pi, qy)ᵀ of the Brillouin zone for
different system sizes in the λ = 3, c = 2 model. (b) Temperature dependence of C−(q = (pi, qmax)ᵀ)
for various values of r at the momentum where it is maximal, here for L = 12.
and does not show distinct structure at finite momenta, indicating that there is no
noticeable tendency towards PDW order.
The momentum dependence of C− is shown along a high-symmetry cut q = (pi, qy)ᵀ
through the Brillouin zone in Fig. 6.16a. Here there is little dependence on the
system size with the data for different L almost collapsing on the same curve. This
suggests that the correlation length for CDW correlations is short compared to these
lattice sizes and that the results are already equivalent to the thermodynamic limit.
There does not appear to be any long-range or quasi-long-range CDW order in the
d-wave channel. In Fig. 6.16b we show the temperature dependence of C−(q =
(pi, qmax)ᵀ) for three values of r across the phase diagram. The CDW wavevector
qmax = (pi, qmax ≈ 0.83)ᵀ corresponds to the maximum of C−(q). Apparently C−(qmax)
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Figure 6.17: (a) CDW susceptibility in the non-interacting model along a cut q = (pi, qy)ᵀ of the
Brillouin zone for different system sizes, shown here for T = 1/40. (b) Temperature dependence



























Figure 6.18: (a) s-wave CDW susceptibility C+(q) and (b) s-wave PDW susceptibility P+(q) as a
function of momentum, shown here for λ= 3, c = 2, L = 14, T = 1/12, and r = 10.4.
is maximal at a temperature close to max{Tc, TSDW}, potentially as a consequence
to a reduced density of states below that temperature where superconducting or
SDW order sets in. As a function of the tuning parameter r the susceptibility C−
is maximized close to the location of T maxc , i.e. in the vicinity of the SDW quantum
phase transition. Nevertheless, the PDW susceptibility P− remains larger by an order
of magnitude there.
The enhancement of C− at qmax may be understood already from the non-inter-
acting λ = 0 model. In that case the CDW susceptibility is peaked at the same
wavevector qmax ≈ (pi, 0.83)ᵀ, see Fig. 6.17a. Note that qmax is distinct from the
wavevector Q = (pi,pi)ᵀ linking two hot spots. As the temperature is lowered
C−(qmax) increases and finally saturates, see Fig. 6.17b. At the maximum, the
numerical value of the non-interacting CDW susceptibility is about 40% lower than
C− for the λ= 3, c = 2 model.
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Figure 6.19: (a) s-wave CDW susceptibility C+(q) along a cut q = (pi, qy)ᵀ of the Brillouin zone for
different system sizes in the λ= 3, c = 2 model. (b) Temperature dependence of C−(q = (pi,pi)ᵀ)
for various values of r, here for L = 12.
We continue with the s-wave susceptibilities C+ and P+. Their momentum depen-
dence close to the magnetic QPT is shown in Fig. 6.18. C+(q) is peaked at (pi,pi)ᵀ
or very close to that wavevector. Its maximal value is approximately three times
lower than that of C−. Similarly to P−, P+ does not show features at finite momenta.
At the same time its amplitude is much smaller than that of P+. Much like C− the
s-wave CDW susceptibility does not show any strong size dependence as shown in
Fig. 6.19a. It only depends moderately on temperature, see Fig. 6.19b.

















× cos(kx) + cos(kx + qx) + ζ cos(ky) + ζ cos(ky + qy) (6.23b)
for ζ,η= ±, shown in Fig. 6.20. There are peaks at momenta far from (pi,pi)ᵀ, but
the dependence on system size and temperature is weak. These data for alternative
form factors support the finding that there is no long-range CDW order in the SDW
model.
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Figure 6.20: (a-d) Bond-density wave susceptibilities across the Brillouin zone for the λ= 3, c = 2
model at T = 0.1, L = 14, and r = 10.4. Here the q = 0 value is interpolated from the four
neighboring momenta. (e-f) Temperature and system size dependence of B+,η at q = (0,pi)ᵀ,
where it is maximal.
6.5 Phase diagrams for several values of λ and c = 3
To complement the detailed discussion of the λ = 3, c = 2 phase diagram of the
previous Section and to provide a wider perspective, we have run additional replica-
exchange simulations with the bare bosonic velocity c = 3 at three smaller value of
the Yukawa coupling λ = 1, 1.5, 2. Carrying out the same type of analysis as before,
we have evaluated the phase diagrams shown in Fig. 6.21.
As in the other phase diagrams presented above, we find a quasi-long-range or-
dered SDW phase with a transition temperature TSDW that decreases with increasing
values of the tuning parameter r. An extrapolation of these phase boundaries has
provided an estimate for the location of the magnetic quantum phase transition at
r = rc for each value of λ. While the finite-temperature SDW transition may become
weakly first-order at low temperatures, for the temperature range considered here
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Figure 6.21: Finite-temperature phase diagram for λ = 1, 1.5, and 2 at c = 3. Shown are the
transition temperature into SDW quasi-long-range order TSDW and the estimated location rc of
the magnetic quantum phase transition at T = 0 (marked by a star). Where applicable the
superconducting (SC) transition temperature Tc is also shown. Lines are guides to the eye.
the transition remains mostly continuous. For λ = 1 the SDW phase remains the only
ordered phase down to the lowest temperature T = 1/40 we have accessed in this
study. For the higher values of the Yukawa coupling λ an additional superconducting
phase emerges close to the quantum phase transition. At λ = 1.5 the tip of a d-wave
superconducting phase can just be resolved with T maxc ≈ 1/40, while we can clearly
map out a d-wave superconducting dome with T maxc ≈ 1/20 for λ= 2.
All three phase diagrams in Fig. 6.21 feature a change of slope of the TSDW boundary
at a low temperature T ≈ 0.07. We observe this bending already at a slightly higher
temperature T ≈ 0.12 in the λ = 1 = c phase diagram of Fig. 6.4. In these cases
this change of curvature does not seem to be directly related to a superconducting
phase. On the other hand in the λ = 3, c = 2 phase diagram of Fig. 6.7, where
T maxc is higher, a similar bending tracks the superconducting Tc and also sets in at a
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(a) λ= 1 (b) λ= 1.5
(c) λ= 2
Figure 6.22: Inverse SDW susceptibility χ−1 across the phase diagrams for three values of λ and
c = 3. Contour lines of χ−1 are indicated gray. Here we show data obtained at L = 14 at those
temperatures indicated by ticks on the left hand inside of the panel. In between those temperatures
the data is interpolated linearly. The resolution in the tuning parameter is very high thanks to
multiple-histogram reweighting. Compare to Fig. 6.8b for λ= 3, c = 2.
temperature T ≈ 0.07. The curvature of the TSDW line for λ= 1, 1.5, 2 and c = 3 is
also reflected in the contour lines of the SDW susceptibility χ in the paramagnetic
phase, see Fig. 6.22.
Comparing the phase diagrams of Fig. 6.21 with the λ = 3, c = 2 phase diagram of
Fig. 6.7, we find that T maxc grows with the Yukawa coupling λ. This is an example for
the more general trend demonstrated by Fig. 6.23 where we display the dependence
of T maxc , some times only roughly estimated, on λ and the bare bosonic velocity c.
Up to an intermediate value λ ≈ 3, T maxc rapidly grows as T maxc ∼ λ2. At higher
coupling strength it saturates eventually. Note that the physical interpretation of the
parameter λ is not totally straight forward: To a certain degree a change of its value
can be balanced by rescaling the bosonic field ~ϕ, mere variables of integration in
the partition function. It is best to compare T maxc with all other parameters fixed.
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Figure 6.23: Dependence of the maximal superconducting transition temperature T maxc on the
Yukawa coupling λ for three values of the bare bosonic velocity c. Temperatures T < 0.025 have
not been accessed in this study (gray region).
6.6 Discussion
With the results shown in this Chapter we have, to our knowledge, for the first time
obtained the full finite-temperature phase diagram of a metal coupled to an SDW
order parameter in a controlled, unbiased way. Our data provides the numerically
exact solution of a model featuring an SDW quantum phase transition. Without
any approximation beyond the finite sizes of the lattices we have studied and the
discretization of imaginary time our results prove that a quasi-long-range ordered d-
wave superconducting phase emerges in the vicinity of such a quantum critical point.
This has been expected for long time, but has not been shown explicitly without
uncontrolled approximations before. Our results are expected to hold universally for
an O(2) SDW quantum critical point in a metal on a square lattice as long as the
important physics are driven by the hot spots on the Fermi surface.
The d-wave superconducting phase of the λ = 3, c = 2 model has a highest
transition temperature of the order T maxc ≈ EF/30, where EF is the Fermi energy.
Hence, a system described by this model can truly be characterized as a high-
temperature superconductor. Above Tc we find a regime of strong superconducting
fluctuations where the orbital magnetic response is diamagnetic and we observe
a reduction in the single-particle density of states. Inside the superconducting
phase our results indicate a region of coexistence with SDW order. It has been
pointed out before that itinerant SDW order can coexist with an unconventional
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superconducting state for a system where that would not be possible for conventional,
non-sign changing s-wave pairing [178].
The numerically obtained phase diagram in Fig. 6.7 is strikingly similar to the
experimental phase diagrams of many unconventional superconductors like the
electron-doped cuprates, iron-based superconductors, or organic superconductors,
see Chap. 3. This suggests that physics in these materials may essentially be driven
by the same universal mechanism captured by our itinerant SDW model.
To describe the phenomenology of the most widely studied class of high-Tc super-
conductors, the hole-doped cuprates, frequently models are employed that are very
similar to the one studied by us. Therefore it is interesting to compare our results to
the experimental findings. At first sight, our phase diagram with a d-wave supercon-
ducting dome in proximity to a Néel ordered SDW phase is similar to those of the
hole-doped cuprates. However, in those phase diagrams no region of coexistence
between the two types of orders is observed. Rather both transition temperature
lines collapse to zero before they meet, cf. Fig. 3.2 on p. 26. The normal state at
temperatures above the SDW phase, this intermediate region, and the underdoped
side of the superconducting dome has received much attention because it features
the puzzling pseudogap phase. As predicted for a similar spin-fermion model [179],
our model exhibits a gap in the single-particle energy spectrum at temperatures
above the ordered phases. However, this gap sets in at a temperature roughly pro-
portional to the superconducting Tc and never larger than approximately 2Tc. Thus
it should be discerned from the pseudogap phenomenon of the cuprates, which
extends over a far larger region of the phase diagram. The diamagnetic fluctuations
seen above Tc in our model, however, are similar to observations in the hole-doped
cuprates [180, 181].
In all our numerical phase diagrams we find a characteristic downward bend-
ing of the magnetic phase transition line TSDW as the quantum phase transition is
approached (see Fig. 6.4 for λ = c = 1, Fig. 6.7 for λ = 3, c = 2, and Fig. 6.21
for λ = 1,1.5,2, c = 3), which is reflected in the contour lines of the SDW sus-
ceptibility χ (see Fig. 6.8a for λ = 3, c = 2 and Fig. 6.22 for λ = 1,1.5,2, c = 3).
For λ = 3, c = 2 and possibly λ = 1, c = 3, where T maxc is high, this phenomenon
could be associated to the competition between the SDW and superconducting order
parameters. A related shift of the quantum critical point has been predicted to
arise from the competition between the two order parameters [182, 183] and a
comparable behavior has been observed in unconventional superconductors such
as Ba1−xCoxFe2As2 [184]. Moreover, the kink-like change of slope of the two phase
boundaries in the r-T plane upon meeting each other corresponds to the behavior
expected in Landau theory for two order parameters coupled through a repulsive
quartic term [185, Sec. 4.6]. However, in the cases of λ= 1 and λ= 1.5, where Tc
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is lower, the SDW transition line appears to bend downwards without the influence
of the superconducting phase, which suggests that this may be caused by a different
mechanism. In the λ = 2, c = 3 phase diagram of Fig. 6.21c, which exhibits an
intermediate T maxc , the curvature of TSDW possibly changes two distinct times, once
at T ≈ 0.07 and another time at a lower temperature shortly before entering the
superconducting phase, but error bars on the available data do not allow to say with
certainty. In Hertz-Millis theory a linear dependence TSDW(r) would be predicted,
but the case of spatial dimension d = 2 and dynamical critical exponent z = 2 is
marginal [30] and, more fundamentally, the Hertz-Millis approach lacks formal
justification in d = 2 [20, 34].
To probe our model for emergent orders in addition to superconductivity we have
examined charge-density wave (CDW), pair-density wave (PDW), and bond-density
wave (BDW) susceptibilities in the vicinity of the magnetic quantum phase transition.
Compared with the non-interacting model, we have found a moderate enhancement
of CDW fluctuations with d-wave form factor. However, these are not long ranged
and certainly there is no indication of a near-degeneracy between superconducting
and CDW order parameters close to the quantum phase transition. This suggests that
spin fluctuations do not provide an interaction that leads to strong CDW fluctuations
on their own and that additional, non-magnetic interactions would be necessary
to stabilize a CDW phase. This conclusion is consistent with Refs. [186–189] and
indicates that a linearization of the Fermi surface close to the hot spots, mentioned
in Sec. 2.2.3, may be too strong an approximation.
We have also studied the superfluid density across the phase diagram of the λ = 3,
c = 2 model. It has been proposed that a sharp minimum of the low-temperature
superfluid density could be used generically to locate a magnetic quantum critical
point inside a superconducting phase [3, 190] after it had been observed in the iron-
based superconductor BaFe2(As1−xPx)2 [191]. The data from our DQMC simulations
do not show such a minimum anywhere inside the superconducting phase. This is
consistent with field theoretical analysis [192] and measurements of a different iron-
based superconductor Ba1−xCoxFe2As2 [184], suggesting that quantum criticality
does not drive such a mechanism [193].
The results presented in this Chapter do not directly address questions on metallic
SDW quantum criticality. Since in our model the magnetic quantum phase transition
always lies inside the superconducting phase, we cannot directly study the pure
quantum critical point. This is further complicated by the possibly first-order nature
of the SDW transition at low temperatures. Nevertheless, in the following Chap-
ter we will see that we can access a crossover regime above the superconducting




7 Manifestations of quantum critical
behavior
In this Chapter we analyze critical correlations caused by the magnetic quantum
critical point (QCP) of the metallic O(2) SDW model. Due to the instability towards
d-wave superconductivity we expect the QCP to be always shadowed by a super-
conducting phase at sufficiently low temperature. Since physics are fundamentally
altered inside this gapped phase, the best way to study the properties of the un-
derlying QCP from Monte Carlo data is not by zero temperature simulations1, but
by studying the model at intermediate temperatures above the superconducting Tc,
with the parameters tuned such that we can still access the quantum critical regime
associated to the QCP. To this end we have mainly studied the model at the Yukawa
coupling λ = 1.5 with bare bosonic velocity c = 3, corresponding to one of the
phase diagrams of Sec. 6.5. At this coupling strength Tc, is just barely reached in
our DQMC simulations.
This Chapter is structured as follows: In Sec. 7.1 we give a detailed analysis of the
SDW susceptibility across the phase diagrams, not only with Yukawa coupling λ=
1.5, but also with λ = 1 and λ = 2. In Sec. 7.2 we study the single-fermion properties
of theλ = 1.5 model, indicating a breakdown of Fermi liquid theory. Sec. 7.3 provides
a complementary investigation of the gap structure in the superconducting phase
for λ= 3, c = 2. Finally the results are discussed in Sec. 7.4.
Like the results of the previous Chapter, the data presented here has been obtained
in a collaborative effort. As such a code developed by Y. Schattner has been used to
compute fermionic imaginary-time displaced observables for the analysis in Sec. 7.1
and he has evaluated the data shown in Secs. 7.2 and 7.3.
7.1 Magnetic correlations
In this Section we present a thorough examination of SDW fluctuations across
the entire finite-temperature phase diagrams for values of the Yukawa coupling
λ= 1,1.5,2 and bare bosonic velocity c = 3. To investigate magnetic fluctuations
we analyze two susceptibilities evaluated independently from the same DQMC
simulations: The susceptibility of the bosonic order parameter ~ϕ and a fermionic
1Zero temperature simulations could be carried out in the framework of projector quantum Monte
Carlo (PQMC), a method closely related to the finite-temperature DQMC method we employ.
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bilinear of the same symmetry. As we will see in the following, the behavior of both
susceptibilities is in good agreement, supporting the robustness of our conclusions.
7.1.1 Bosonic SDW susceptibility
We consider the following, momentum and Matsubara frequency resolved suscepti-
bility computed from the bosonic SDW order parameter ~ϕ:





dτ eiωnτ−i(q−Q)·ri〈 ~ϕi(τ) · ~ϕ0(0)〉. (7.1)
Here ωn = 2pinT and we measure momenta q relative to the magnetic ordering
wavevector Q = (pi,pi)ᵀ. Previously we considered the static SDW susceptibility





dτ 〈 ~ϕi(τ) · ~ϕ0(0)〉. It is related to the more general
definition (7.1) by χ(r, T) = χ(Q, 0, r, T). We give the temperature T and tuning
parameter r, at which the DQMC simulations are run to estimate the expectation
values, as explicit parameters.
At low temperature we find that we can very well fit the form
χ−10 (q, iωn, r, T → 0) = aq(q−Q)2 + aω|ωn|+ ar(r − rc0), (7.2)
which is consistent with Hertz theory [29], to our data. Here aq, aω and ar are
non-universal fitting parameters that describe the momentum dependence, Landau
damping, and the dependence on the tuning parameter r, respectively. χ0 diverges
when r is tuned to the fitting parameter rc0. In presence of the superconducting
phase at low temperatures rc0 may differ from the actual location of the SDW
quantum phase transition at rc. Nevertheless we find rc0 ≈ rc when we estimate rc
by extrapolating the finite-temperature SDW phase boundary to T = 0, cf. the phase
diagrams in Fig. 6.21 of Sec. 6.5. The high consistency of the measured susceptibility
χ(q, iωn, r, T ) with the functional form χ0 is illustrated in Fig. 7.1 (p. 146). There
we show collapses of the data obtained on the magnetically disordered side of the
phase diagram for each coupling at temperature scales above the superconducting
phase. We restrict the included data to a small range of momenta q − Q, small
Matsubara frequencies ωn, low temperatures T ≤ 0.1, and tuning parameter values
r > rc0. Finite-size effects are rather small. We find that the fit is slightly worse for
stronger coupling λ and consequently the spread of the data points in Fig. 7.1 is
larger. The decreased fit quality may follow from the smaller temperature window
available above the superconducting Tc and the associated regime of superconducting
fluctuations at T ¦ Tc discussed in Sec. 6.4 for λ = 3, c = 2. This regime extends to
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higher temperatures with increased Yukawa coupling λ ∼pT maxc , cf. Fig. 6.23 in
Sec. 6.5.
To further support the general validity of the functional form χ0 in Eq. (7.2)
we turn to a detailed analysis of the individual dependence of χ0 on the tuning
parameter r, frequency ωn, and momentum q−Q. First, the dependence on the
tuning parameter r is illustrated for the inverse susceptibility χ−1(q = Q, iωn = 0)
in Fig. 7.2 (p. 147) at T = 0.1 and the three values of the Yukawa coupling λ. For
tuning parameters r ¦ rc0 we find that the data for different system sizes follows
a linear dependence. The moderate deviation from a perfect kink-like behavior at
rc0 is likely a combination of finite-size and finite-temperature effects, which are
somewhat enhanced at the larger values of λ. Finite-size trends are shown in the
insets of the three panels in Fig. 7.2.
Second, we find that for a range of values r ≥ rc0 the frequency dependence of
χ−1(q, iωn) is linear for small Matsubara frequencies ωn with an apparent cusp
at ωn = 0, signaling overdamped dynamics of the order parameter field ~ϕ. This
holds both for q = Q and for small finite momentum differences q−Q. See Fig. 7.3
(p. 148) for an illustration. At finite Matsubara frequencies ωn, finite-size effects are
negligibly small, as evident in the data collapse of χ−1 for different system sizes in the
left hand panels of Fig. 7.3. The cusp atωn = 0 can clearly be seen at all three values
of the Yukawa coupling λ. For λ = 2 we show data at a higher temperature T = 1/20,
rather than T = 1/40, which is above Tc. To establish the presence of a |ωn| term in
χ−1, we fit it at low frequencies to the form b0 + b1|ωn|+ b2ω2n, with the fits also
shown in Fig. 7.3, where the |ωn| contribution is evidently dominant in this frequency
range. Inside the superconducting phase the frequency dependence is significantly
altered. There the term in |ωn| is suppressed, presumably because the fermions
are gapped out. We illustrate this with data from deep within the superconducting
phase in Fig. 7.4 (p. 149), where we have chosen a data set with different values of
the Yukawa coupling λ= 3 and bosonic velocity c = 2, corresponding to the phase
diagram of Sec. 6.4 with T maxc ≈ 0.08 reaching about twice the value for λ = 2,
c = 3.
Finally, for the same range of r the momentum dependence of χ−1(q, iωn) is
consistent with a quadratic form in q−Q, which holds both for ωn = 0 and small
finite frequencies ωn, see Fig. 7.5 (p. 150). Note that due to the discretization of the
Brillouin zone finite-size effects are more pronounced here than for the frequency
dependence.
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99,696 data points, χ2dof =3.3









0.0 0.5 1.0 1.5 2.0















1 0.025≤ T ≤ 0.1
0.65≤ r ≤ 2.40
8≤ L≤ 14
0.00≤ |ωn| ≤ 1.10 *
0.00≤ |q−Q| ≤ 1.05
104,469 data points, χ2dof =4.4










0.0 0.5 1.0 1.5 2.0 2.5
















1 excluding superconducting dome
0.029≤ T ≤ 0.1
3.15≤ r ≤ 4.70
8≤ L≤ 14
0.00≤ |ωn| ≤ 1.08 *
0.00≤ |q−Q| ≤ 1.05
28,638 data points, χ2dof =6.5










Figure 7.1: Comparison between the inverse SDW susceptiblity χ−1 and the functional form χ−10 =
aq(q−Q)2 + aω|ωn|+ ar(r − rc0), which has been fitted for small frequencies ωn and momenta
q−Q at low temperatures T and tuning parameters r > rc0 in the magnetically disordered phase,
for (a) λ = 1, (b) λ = 1.5, and (c) λ = 2. Data inside the superconducting phase has been
excluded from the fit. For temperatures T ≤ 2T maxc we restrict the fit to finite frequencies |ωn|> 0,
indicated by the asterisk ∗. The correspondence of χ−1 with the fitted form is shown in the form
of 2D histograms over all data points, which are normalized over the total area. In each fit we






, where Ndof is the number of degrees of freedom of the
fit and " is the statistical error of the data.
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Figure 7.2: Bosonic SDW susceptibility χ−1(q = Q, iωn = 0) as a function of the tuning parameter r
for (a) λ= 1, (b) λ= 1.5, and (c) λ= 2 at T = 0.1. The black line is a linear fit to the data for
L = 14 and (a) r > −1.2, (b) r > 0.7, (c) r > 3.2. Continuous colored lines through data points
have been obtained by a reweighting analysis.
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Figure 7.3: Frequency dependence of the inverse bosonic SDW susceptibility χ−1 for I: λ = 1.5 and
II: λ= 1.5 at T = 1/40, and for III: λ= 2 at T = 1/20 (a), (c), (e) shown at r ≈ rc0 for various
momenta q = Q+ eq and (b), (d), (f) shown at various values r > rc0 for q = Q. The black line is


































Figure 7.4: Frequency dependence of the SDW susceptibility χ−1 for λ= 3, c = 2 at T = 1/30< Tc
and r = 10.37 ≈ ropt, close to where Tc is highest for this set of parameters, shown for various
momenta q = Q+eq. The black line is the best fit of a second degree polynomial b0+ b1|ωn|+ b2ω2n
to the q = Q, L = 14 low-frequency data.
7.1.2 Fermion bilinear SDW susceptibility
To confirm that the form χ0 in Eq. (7.2) captures the universal physics in the quantum
critical regime it is useful to affirm its validity for other SDW order parameters of
the same symmetry. To this end we have examined the correlations of a fermion
bilinear order parameter:












〈S xi (τ)S x0 (0)〉+ 〈S yi (τ)S y0 (0)〉 ,
(7.3)
where we make use of spin rotational symmetry around the z axis, which improves
the statistical quality of our Monte Carlo estimates. S xi and S
y
i in Eq. (7.3) are












x isψyis′ + h.c. (7.4)
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Figure 7.5: Inverse bosonic SDW susceptibility χ−1 as a function of momentum q = Q+eq for I: λ = 1
and II: λ= 1.5 at T = 1/40, and III: λ= 2 at T = 1/20 (a), (c), (e) shown at r ≈ rc0 for various
frequencies ωn and (b), (d), (f) shown at various values r ¦ rc0 for ωn = 0. The black line is the
best fit of a0 + a2eq2 to the ωn = 0, L = 14 small-momentum data.
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Indeed, we find that at small frequencies and momenta, the fermion bilinear SDW
susceptibility Sx x follows the same functional form (7.2) as the bosonic SDW sus-
ceptibility χ discussed above, establishing the consistency of our analysis. The
dependence on momentum and frequency of the fermionic bilinear susceptibility is
shown in Fig. 7.6 (p. 152), to be compared with the respective dependence of the
bosonic susceptibility appearing in Figs. 7.3 and 7.5.
7.1.3 Temperature dependence
To conclude this Section we turn to discuss the temperature dependence of the
numerically computed bosonic and fermionic inverse SDW susceptibilities χ−1 and
S−1x x , shown in Fig. 7.7 (p. 154) for two values of the tuning parameter r at each
value of the Yukawa coupling λ = 1, 1.5, 2, one value close to the estimated location
of the quantum phase transition r ¦ rc0 and one value further on the paramagnetic
side r > rc0.
At all settings for the Yukawa coupling λ there are evidently multiple scaling
regimes with increasing temperature. Focusing first on the intermediate value λ=
1.5, at sufficiently high temperatures, T ¦ 0.35, the susceptibilities χ−1(q = Q, iωn
= 0) and S−1x x (q = Q, iωn = 0) are approximately linearly dependent on temperature,
as shown in the insets of Fig. 7.7c and e. In an intermediate temperature regime,
however, we observe a crossover to a different functional temperature dependence
as shown in the main panels of Fig. 7.7c and e. In this intermediate temperature
window, 0.05® T ® 0.35, our numerical data is found to reasonably fit functions of
a power-law form a0+a2Tα with α' 2±0.3, i.e. it is consistent with a quadratic law.
Unlike the leading dependence on the tuning parameter, frequency or momentum
discussed in the previous section, this power-law dependence is not as robust.
Note that the crossover temperature between the high-T linear and intermediate-T
quadratic behaviors does not depend strongly on the tuning parameter r. Notably,
even for r ≈ rc0 this intermediate regime does not disappear.
At still lower temperatures T ® 0.05 our data might indicate a second crossover to
yet different behavior. With the tuning parameter r tuned close to its critical value
rc0 both χ and Sx x are found to be non-monotonic for the smallest temperatures
and largest system sizes accessed in this study. The apparent upturn, whose precise
location is hard to determine due to finite-size effects (which are strongest for
r ≈ rc0) and the enhanced statistical uncertainty at low temperatures, is most likely
a precursor effect of superconductivity, which for λ= 1.5 sets in just at the lowest
temperature we have accessed in this work, Tc ≈ 1/40.
For the lower value of the Yukawa coupling λ = 1, where Tc is reduced, the
temperature range well described by a quadratic law extends down to a lower
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Figure 7.6: Inverse fermionic SDW susceptibility S−1x x at r = 0.7 ≈ rc0 for I: λ = 1 and II: λ = 1.5
at T = 1/40, and III: λ = 2 at T = 1/20. (Left hand side) Frequency dependence for various
momenta q = Q+ eq. The black line is a fit of the second degree polynomial b0 + b1|ωn|+ b2ω2n
to the q = Q, L = 14 low-frequency data. (Right hand side) Momentum dependence for various
frequencies ωn. The black line is a fit of a0 + a2eq2 to the ωn = 0, L = 14 small-momentum data.
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temperature for r ≈ rc0, see Fig. 7.7a. However, finite-size effects appear to be
stronger than at λ = 1.5. Conversely, at the higher value λ = 2 the temperature
range consistent with a quadratic law is smaller. On the other hand the high-
temperature linear regime is apparently more robust and continues down to slightly
lower temperatures. For λ = 2 all data shown in Fig. 7.7e and f is taken in the
superconducting phase for temperatures T ≤ 0.05. As expected with the higher
Tc, the non-monotonic behavior is indeed found to be more pronounced than for
λ = 1.5. Moreover, for λ = 2 at r = 3.1 ≈ rc0 the system is partially inside the
quasi-long-range ordered magnetic phase, cf. the phase diagram in Fig. 6.21.
Note that over the range of temperatures displayed in the contour plot of the
inverse λ = 1 SDW susceptibility χ−1 in Fig. 6.22a of Sec. 6.5 the leading temperature
dependence of χ−1 is quadratic. This is reflected in the contour lines of χ−1 in the
r − T plane, which have a form T ∼pχ−1 − ar(r − rc0), approaching infinite slope
at low temperatures.
Since the data does not allow us to identify a simple functional form for the
temperature dependence of χ−1, we have opted against taking into account any
temperature dependence in the fits for the data collapses shown in Fig. 7.1. Instead
we have constrained the included data to T < 0.1 where the overall temperature
dependence is rather weak.
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I: λ= 1





































































Figure 7.7: Inverse bosonic SDW susceptibility χ−1(q = Q, iωn = 0) and inverse fermionic SDW
susceptibility S−1x x (q = Q, iωn = 0) as a function of temperature for I: λ= 1 at (a) r = −1.3≈ rc0
and at (b) r = −1.0> rc0, II: λ= 1.5 at (c) r = 0.7≈ rc0 and at (d) r = 1.0> rc0, as well as III:
λ = 2 at (e) r = 3.1 ≈ rc0 and at (f) r = 3.4 > rc0. Solid lines indicate fits of a0 + a2T 2 to the
L = 14 data at intermediate temperatures. Dashed lines are linear fits to the high-temperature data.





In this Section we examine fermionic spectral properties in the metallic state for
temperatures above the superconducting phase. We focus on the Yukawa coupling
set to λ = 1.5 with bare bosonic velocity c = 3. Accessing real-time dynamics
from data obtained in DQMC simulations is inherently difficult since we can only
directly measure correlations in imaginary time. Without performing a full analytic
continuation we can still extract information about the momentum resolved spectral








with the imaginary-time ordered Green’s function Gk(τ, 0) = 〈ψk(τ)ψ†k(0)〉 for
momentum k, where 0≤ τ≤ β . Here and in the remainder of this Section we focus
on a single band-spin sector y↓ of the Green’s function, suppressing indices α, s of
the fermions ψ. According to Eq. (7.5) the behavior of Gk(τ, 0) at long imaginary
times τ≈ β/2 provides information about the spectral function Ak(ω) integrated
over a real frequency window of width T around 0.
In order to be able to evaluate momentum resolved single-fermion observables we
could not use data obtained in presence of the orthogonal fictitious pseudo-magnetic
field we usually employ to reduce finite-size effects. Instead we have carried out
additional DQMC simulations with different sets of twisted boundary conditions,
in combination providing a four-fold enhancement of momentum resolution, as
described in Sec. 5.4.3.
Evaluated at a sufficiently low temperature T = 0.05 ≈ 2T maxc , the maxima of
Gk(τ= β/2,0) can serve to study the Fermi surfaces of the interacting model. We
show the non-interacting Fermi surfaces in Fig. 7.8a to provide a reference. In
Fig. 7.8b-d we show Gk(τ, 0) across a quarter section of the Brillouin zone at three
different values of the tuning parameter r to gauge the evolution of the Fermi surface
across the phase diagram. Compared to the magnetically disordered phase (panel
d), near the magnetic quantum critical point (panel c) there is a substantial loss of
spectral weight in the immediate vicinity of the hot spots. Tuning r below rc, we see
that a gap opens around the hot spots upon entering the magnetic phase (panel b).
Usually one characterizes a Fermi liquid by the quasiparticle weight ZkF and the
Fermi velocity vkF , quantities that are only strictly defined at zero temperature. We
expect that the metallic SDW model is always superconducting at T = 0, which
prevents direct access to ZkF and vkF . Instead we consider two different types of
proxies for these quantities at finite temperature and study their behavior over an
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Figure 7.8: (a) Non-interacting Fermi surfaces. A pair of hot spots is connected by the magnetic
ordering wavevector Q. The dashed curve corresponds to the Fermi surface of theψx band, shifted
by Q, with a hot spot now at the intersection with the ψy band. (b-d) Imaginary-time displayed
Green’s function Gk(τ = β/2,0) evaluated for the ψy fermions on a quadrant of the Brillouin
zone, dotted in (a), for three values of the tuning parameter r in the λ = 1.5, c = 3 model at
L = 16, T = 0.05. The dashed curve in panel (c) corresponds to the shifted non-interacting ψx
Fermi surface.




vτkF (T ), can be extracted by considering the imaginary-time dependence of Gk(τ, 0)
near τ= β/2 and fitting it to the Fermi liquid form [194]




with εk = vτkF (T ) · (k− kF). A complementary second type of proxy, ZωkF and vωkF (T ),




dτ eiωnτGk(τ, 0) with fermionic Matsubara frequencies ωn =
(2n − 1)piT . In a Fermi liquid at low temperatures we have, to leading order in




iωn − vkF · (k− kF)
−1
. (7.7)
This relation motivates the definition of the finite-temperature quantities












in terms of the first Matsubara frequency ω1 = piT at temperature T .
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Figure 7.9: (a-b) Proxy for the quasiparticle weight Zτk (T = 0.05) in a quadrant of the Brillouin zone.
The dashed line in panel (a) corresponds to the noninteracting Fermi surface of the ψx fermions,
shifted by Q. (c-d) Proxies for the quasiparticle weight Zτk (T = 0.05) and Z
ω
k (T = 0.05) along the
Fermi surface. The location of the hot spot (hs) is indicated by a red marker. Here we show data
obtained for the λ= 1.5, c = 3 model with L = 16.
Both types of proxies are appropriately defined at low temperatures, since ZωkF (T→ 0) = ZτkF (T → 0) = ZkF and vωkF (T → 0) = vτkF (T → 0) = vkF .
The momentum dependence of Zτk (T = 0.05) is visualized in Fig. 7.10. In panels
(a) and (c) the system is tuned close to the quantum critical point, r ≈ rc, while
panels (b) and (d) correspond to the magnetically disordered phase. Zτk is strongly
suppressed in the vicinity of the hot spots with the system close to the quantum
critical point, while it is mostly featureless away from it. The alternative proxy to
the quasiparticle weight Zωk agrees qualitatively with Z
τ
k as shown in panels (c)
and (d), where we scan along the Fermi surface by identifying the maximum of
Gk(τ= β/2, 0) for each fixed value of the momentum component kx .
In Fig. 7.10 we show the temperature dependence of Zτk (T ) for several momenta
on the Fermi surface. Away from the hot spots (kx = 0 and ky = pi), Zτk (T) is
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Figure 7.10: Temperature dependence of the proxy for the quasiparticle weight Zτk (T ) for different
momenta kx along the Fermi surface (a) in the vicinity of the QCP at rc and (b) on the disordered
side, r > rc . Here we show data obtained for the λ= 1.5, c = 3 model with L = 16.
mostly flat in temperature both for r ≈ rc and for r > rc. However, at the hot spots,
with kx = khs, Zτk=khs(T) only remains flat in temperature far in the magnetically
disordered phase. Conversely, with r tuned close to the quantum critical point
rc the proxy to the quasiparticle weight Z
τ
k=khs
(T) decreases substantially as the
temperature is lowered. While we cannot extrapolate this data cleanly to T = 0,
it is consistent with a vanishing of the hot spot quasiparticle weight Zk=khs at the
quantum critical point. This would indicate a breakdown of Fermi-liquid behavior
for momenta close to the hot spots.




is shown for momenta along the Fermi surface at temperature T = 0.05 in Fig. 7.11.
In its behavior we do not see a substantial qualitative difference between r ≈ rc
close to the quantum critical point and r > rc in the magnetically disordered phase.
In the lower panels of Fig. 7.11 we show the ratio vωk (T = 0.05)/v
nonint
k with the
Fermi velocity vnonintk of the non-interacting system. Even if a small feature close to
the hot spot for r ≈ rc may be visible, it does not provide evidence for a substantial
suppression of the Fermi velocity.
Finally, we examine the Matsubara frequency dependence of the self energy Σk,
defined via Gk(ωn) = (iωn − "k −Σk(ωn))−1. We show its imaginary in Fig. 7.12.
Close to the quantum critical point, r ≈ rc, for momenta close to the hot spots the
imaginary part of the self energy appears to be nearly independent of frequency.
This is consistent with a constant scattering rate γ = − ImΣkhs(ωn → 0+) ≈ 0.13,
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Figure 7.11: (a)-(b) Finite-temperature proxies vτk (T ) and v
ω
k (T ) to the velocity vk along the Fermi
surface. (c)-(d) Velocity renormalization vωk (T = 0.05)/v
nonint
k . The location of the hot spot (hs) is
indicated by a red marker. Here we show data obtained for the λ= 1.5, c = 3 model with L = 16
at T = 0.05.


























(b) r = 1> rc
Figure 7.12: Imaginary part of the Matsubara self energy ImΣ for different temperatures and two
momenta along the Fermi surface, (a) in the vicinity of the quantum critical point at rc and (b) on
the magnetically disordered side of the phase diagram. Here we show data obtained for L = 14.
The data for k = khs is indicated by full circles, the momentum away from the hotspot is indicated
by empty squares.
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to the quantum critical point as well as for any momentum at r > rc the self energy
decreases rapidly as the frequency is lowered to zero.
7.3 Superconducting state
In the previous two sections we have focused on manifestations of quantum critical
behavior in the normal state, i.e. at temperatures above the superconducting phase.
In this Section we consider the influence of the quantum critical point on the
superconducting state that emerges in its vicinity. Here we choose parameters
λ= 3 and c = 2, corresponding to the phase diagram of Sec. 6.4, such that T maxc is
sufficiently high to explore properties far below Tc.
For temperatures T  Tc we can extract the single-particle excitation energy Ek
from the single-particle Green’s function Gk(τ, 0) as explained in the following. We
find Gk(τ, 0) to evolve in imaginary time as shown in the characteristic examples
of Fig. 7.13. For intermediate imaginary times τ0 < τ < β/2 above a microscopic
scale τ0 ∼ 1 the single-particle Green’s function decays exponentially,
Gk(τ, 0)∝ e−Epkτ , (7.9)
and similarly for imaginary times β/2< τ < β −τ0,
Gk(τ, 0)∝ e−Ehk (β−τ) . (7.10)
At long imaginary times τ≈ β/2 statistical errors dominate the signal. The decay
constants Epk and E
h
k can be extracted by appropriate exponential fits and we define







We can understand the behavior of Gk(τ, 0) qualitatively. Its exponential decay
can be seen to arise from a peak of the spectral function density Ak(ω) at ω 6= 0, cf.
Eq. (7.5). In a Fermi liquid there is a single, sharp peak in the spectral function for
some momentum at the corresponding quasiparticle energy. In such a case Gk(τ, 0)
has the form of a monotonic single exponential and is discontinuous, in concordance
with the antiperiodic boundary condition in imaginary time. It follows either Eq. (7.9)
for particle-like quasiparticles or Eq. (7.10) for hole-like quasiparticles. The behavior
is different in a Bardeen-Cooper-Schrieffer (BCS) superconductor, where hole-like
and particle-like excitations are allowed in superposition and the spectral function


















(a) k = (0,0.62)pi
k = (0.67,0.62)pi ≈ khs
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(b) k = (0,0.62)pi . E p−Eh =−0.01
k = (0,0.58)pi . E p−Eh = 0.04
k = (0,0.67)pi . E p−Eh =−0.06
Figure 7.13: Imaginary time evolution of the single-particle Green’s function Gk(τ)≡ Gk(τ, 0) for
(a) several momenta along the noninteracting Fermi surface and (b) several momenta along a cut
perpendicular to the Fermi surface. Here, L = 12, T = 1/40, λ= 3, and c = 2. Shaded regions





k with the quasiparticle dispersion εk and the gap ∆k, and ak,
bk are particle and hole amplitudes, respectively. Gk(τ, 0) is non-monotonic with a
minimum at some τ > 0.
Our numerical data at T < Tc is very similar to the BCS form (7.11) with two
reservations. First, the clear exponential behavior is not seen at the shortest imagi-
nary times τ < τ0. Second, particle and hole excitation energies differ, E
p
k 6= Ehk , and
their difference is larger further away from the Fermi surface, see Fig. 7.13b.






from our numerical data obtained from simula-
tions at a low temperature T = 0.025 ≈ 0.3Tc with r tuned close to the quantum
phase transition (such that Tc is close to maximal), we have obtained the momen-
tum resolved plot in Fig. 7.14a for the ψy fermions. Across the Brillouin zone
Ek has a broad minimum close to the non-interacting Fermi surface. We take the
superconducting gap ∆kx to be the minimum of Ek with respect to ky and show the
extracted ∆kx in Fig. 7.14b. It varies smoothly as a function of momentum, with no
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Figure 7.14: (a) Single-particle excitation energy Ek of the ψy fermions, as extracted from the
imaginary-time evolution of the Green’s function Gk(τ) across the Brillouin zone, cf. Fig. 7.13.
(b) Single-particle gap ∆kx . For both panels data is for parameters λ = 3, c = 2, r = 10.2 and
T = 0.025≈ 0.3 Tc and a system size of L = 12.
apparent feature at the hot spots. For the data shown in Fig. 7.14 we have combined
several DQMC simulations with different twisted boundary conditions to enhance
the momentum resolution.
7.4 Discussion
In this Chapter we have focused on the quantum critical regime in the vicinity of
the SDW quantum phase transition, yet at temperatures above the superconducting
phase. This region of the phase diagram is characterized by the rapid growth of
SDW correlations, which we find to be well described by the form
χ0(q,ωn, r, T ) =
1
aq(q−Q)2 + aω|ωn|+ ar(r − rc0) + f (r, T ) . (7.12)
over a broad range of parameters. Here the function f (r, T) tends to zero for
T → 0. Remarkably, χ0(q,ωn, r, T → 0) has the precise form predicted by Hertz
and Millis [29, 30]. Accordingly, the critical dynamics of the SDW order parameter
are described by a dynamical critical exponent z = 2 and strong Landau damping.
On the other hand, the function f (r, T ) does not show the behavior anticipated by
Millis. Close to the estimated location of the quantum critical point in a window of
temperatures above Tc we find it to be consistent with a power-law f (r ≈ rc0, T )∼
Tα with α' 2, while a linear dependence is predicted by Millis theory [30] as stated
explicitly in Sachdev’s textbook [4, Sec. 18.4]. These findings hold consistently
well for correlations of the bosonic SDW order parameter field and for those of a
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fermionic bilinear SDW order parameter of the same symmetry.
That Hertz-Millis theory agrees with our data to a large extend is a non-trivial
observation. After all in two spatial dimensions it lacks formal justification, even in
the large-N limit [20, 34]. Hertz-Millis theory is least successful in describing our
data at finite temperature, where the predicted temperature dependence χ(T )∼ 1/T
at criticality conflicts with our findings. Possibly, effects beyond the one-fermion-loop
approximation of Hertz-Millis theory become most important at finite temperature.
Alternatively, this could well be due to the limited temperature window accessible
to us above the superconducting Tc, while fully Hertz-Millis-like behavior might be
opaquely hidden under the superconducting dome.
In the same quantum critical regime our analysis of the fermionic Green’s function
has provided evidence for strong quasiparticle scattering near the hot spots on the
Fermi surfaces, where the quasiparticle weight is substantially reduced. This leads to
a breakdown of Fermi liquid theory localized to these points of the Brillouin zone. At
the hot spots the fermion self energy is only weakly dependent on frequency and the
quasiparticle scattering rate extracted there depends only slightly on temperature,
down to T ≈ 2Tc. At that temperature we assume superconducting fluctuations to
become important in the metallic state. At lower temperatures the superconducting
phase emerges from this state of preformed pairs.
We have also studied the structure of the superconducting gap close to the SDW
quantum phase transition. In contrast to the sharp features at the hot spots seen in
the analysis of the normal-state single-fermion correlations, we find the gap function
to vary smoothly across the Fermi surface. Our model therefore does not reproduce
the experimentally found broad maximum near the hot spots in the electron doped
cuprate Pr0.89LaCe0.11CuO4 [195].
In our studies we have always found the SDW quantum critical point to be hidden
below a superconducting phase, where the Fermi surface is gapped. Consequently,
with our model it may never be possible to access a quantum critical regime in
the metallic phase that extends over a sufficiently broad range of parameter values
to clearly extract scaling exponents. If we could associate the Hertz-Millis form
(7.12) with critical exponents, we would obtain a mean-field exponent ν = 1/2
for the correlation length ξ ∼ |r − rc0|−ν and a dynamical critical exponent z = 2,|k|z ∼ ωn. Then we would expect a scaling law ImΣ(ωn) ∼ pωn for the fermion
self-energy at the hot spots (see e.g. [4, Sec. 18.3.4]). However, the scaling behavior
for the fermionic quasi-particles we see in our data disagrees with these expectations,
rendering this picture too simple.
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8 Concluding remarks and outlook
As stressed before, the numerical phase diagram of our two-band metallic SDW
model, discussed in Chap. 6, bears close resemblance to those obtained experimen-
tally for many unconventional superconductors, such as the iron-based superconduc-
tors or the electron-doped cuprates. Subsequent work [196] has shown in the mean
time by considering a very similar model under variation of the angle between the
Fermi velocities in DQMC simulations and in an Eliashberg approximation that it is
indeed the hot spots that govern the superconducting transition temperature and the
temperature dependence of the superconducting phase. This affirms the assessment
that we have captured a universal mechanism in our model that would transfer also
to more realistic band structures, which may be inaccessible in sign-problem-free
simulations, but share the same hot spot structure. Since the essential physics of
many high-temperature superconductors is apparently realized in our model, there
are several auspicious future paths of research. With applications in mind, the most
interesting questions may concern a better understanding of how the maximum
critical temperature depends on the various parameters of the model. As it stands
the model is quite basic. It will be very interesting to consider extensions that
include more realistic features specific to certain materials. These could include a
multi-component SDW order parameter as fitting for the iron pnictides, multiple
electronic bands, or additional competing order parameters. Initial studies that
explore this direction have appeared in the literature [197, 198].
One such interaction could serve to enhance the weak tendency towards charge-
density wave order in our model. We have identified a candidate term that could
be added to the action without reintroducing a sign problem. The technical details
concerning its implementation are collected in Appendix B. It would be interesting
to see in a future investigation if and under which conditions this interaction can
promote charge order close to SDW quantum criticality.
Despite its similarities to many materials, our model does not reproduce all
properties of the most intensively studied class of high-temperature superconductors,
the hole-doped cuprates. It remains to be seen whether models that show a spin-
density wave transition like the model studied in this thesis, but with a phase diagram
extended into an orthogonal direction, e.g. showing a topologically ordered phase
[199], capture their physics, including the pseudogap phase, more closely.
By all appearances in our model the SDW quantum phase transition always occurs
inside the superconducting phase. Hence, close to the transition point, the Fermi
surface is gapped and in our O(2) model we expect criticality of the d = 2 + 1
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XY universality class. At temperatures above the superconducting Tc we observe
a different functional form of the order parameter susceptibility with prominent
similarities to Hertz-Millis theory that we associate to the quantum critical regime
of a bare metallic SDW quantum critical point. Here we may actually observe a
crossover regime where for instance the single-particle Green’s function may not yet
exhibit its asymptotic behavior.
In experiments, frequently strong magnetic fields are passed through samples to
suppress superconductivity. We presume that a similar effect could be achieved in
our model by incorporating a term that explicitly breaks time reversal and inversion
symmetries to lift the degeneracy between fermions of opposite momenta, which
would remove the Cooper instability. However, with the present DQMC approach
such a term would introduce a sign problem, which makes it very hard or impossible
to lower temperatures far enough to sufficiently approach a then exposed pure
quantum critical point. As of now no alternative formulation of our model is in sight
that would not pick up a sign problem when time reversal is broken.
Recently a non-perturbative controlled analytic calculation of the low-energy
theory of an O(3) symmetric SDW quantum critical point has appeared [37], where
the hot spot structure is equal to the one of our model. The authors find a functional
form for the SDW order parameter susceptibility χ−1(q, iωn, r → rc, T → 0) ∼|ωn|+|q|, i.e. the dynamical critical exponent is z = 1. This result is not in agreement
with our numerical data for the O(2) model, which is consistent with a functional
form quadratic in momentum. It would be very interesting to see if a similar
calculation to Ref. [37] could be carried out for an O(2) symmetric order parameter
to be able to compare more directly with our data. O(3) variations of our models
have been studied previously in DQMC [11, 200], but not as comprehensively as
we have investigated the O(2) model. While the computational cost is significantly
higher in the O(3) case, simulations remain feasible and it should be possible to
numerically clarify the nature of the SDW correlations with moderate effort, now
that the methodology has been developed to the state presented in this thesis. This
would clarify if there really is such a striking mismatch for different order parameter
dimensions. Of course it could also be the case that we still have not pushed Tc low
enough to enter the true quantum critical regime. It could also turn out to be useful
to consider a variation of our model with an O(1) Ising-like symmetry, where the
superconducting Tc will presumably be reduced due to overall lower energy scales.
The superconducting instability was not taken into account in Ref. [37].
Generally, it would be desirable to compare our results to calculations made for
the same model with other methods, e.g. in a functional renormalization group
(FRG) scheme [45]. It would be interesting to see if an RG flow leads to a strange
metal fixed point and if superconductivity comes along with that.
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To make closer contact to experimental studies, where transport measurements
yielding for instance a T -linear resistivity are the hallmark of strange metal behavior
associated to quantum criticality, it would be a worthwhile prospect to evaluate sim-
ilar quantities from our data. Ideally, this would entail the computation of dynamic
quantities, which would make it necessary to perform an analytic continuation.
To obtain the results presented in this thesis we have invested quite a lot of
computing time and stretched the DQMC method close to its limits. Finite-size
effects have always been a major concern. While we could avoid the worst impact of
our limited lattice sizes by imposing an artificial pseudo-magnetic flux, our results
close to criticality would benefit from scaling over a wider range of system sizes.
Apart from quantum Monte Carlo there is no other well performing numerically exact
method available to study fermionic systems on two-dimensional lattices. However,
it could turn out to be worthwhile to test alternative flavors of quantum Monte Carlo
on the SDW model. The most promising direction for such an endeavor might be
the hybrid Monte Carlo method. In Appendix C we show how the formalism can be






In this Appendix we review several formal properties of fermionic many-particle
states that are essential for the DQMC algorithm. We follow Refs. [83, 87].
Our starting point is a single-particle Hamiltonian, that is bilinear in fermionic





where the matrix H0 is Hermitian and a, b = 1, . . . , Ns index the single-particle states.
H0 can always be diagonalized via a unitary matrix U such that U
†H0U = Λ and Λ















Under the unitary transformation U the anticommutation relations are preserved




= δa,b. Now we are prepared to
construct a many-particle eigenstate of H0. A state of Np particles is characterized






















where |0〉 is the Fock vacuum state, c† = (c†1, . . . , c†Ns) is a vector of length Ns, and P
is the Ns × Np matrix that characterizes this many-particle state.
The first property we need shows that the propagation of an Np-particle state with
a single-particle propagator will again produce an Np-particle state:
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Proof. First we transform T to a basis where it is diagonal. We find a unitary matrix U
with U†T U = Λ, where the diagonal matrix Λ is real for Hermitian T and imaginary






























· · · d†
αNp
|0〉 (U†P)α1,1 · · · (U†P)αNp ,Np = . . .







a da d†a = e
λd†a , e
λd†a da d†b = d
†
be
λd†a da for a 6= b, and eλd†a da |0〉= |0〉,
we can distribute the terms from the exponential as follows:





· · · eΛαNp d†
αNp























The second property allows us to compute the overlap of two Np-particle states as
a determinant:






































P†Np ,αNp · · · P†1,α1Qβ1,1 · · ·QβNp ,Np 〈0|cαNp · · · cα1 c†β1 · · · c†βNp |0〉
The matrix element has non-zero value only if none of the creation or annihila-












(−1)pi, • all αi are distinct for i = 1, . . . , Np and
• a permutation pi ∈ SNp exists such that
βi = αpi(i) for all i,
0, else .





(−1)piP†Np ,αNp · · · P†1,α1Qαpi(1),1 · · ·Qαpi(Np),Np .
Here the condition that all α1, . . . ,αNp need to be distinct is implicitly satisfied. All
terms where some αi are equal appear twice under the sum over all permutations,



















via the Leibniz formula.
Finally we show the relation that allows us to evaluate traces in fermionic Fock
space as matrix determinants in the DQMC algorithm:
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†T2c · · · ec†Tnc= det 1+ eT1 eT2 · · · eTn . (A.7)






























·δpi(1),1 · · · δ̂pi(a),a · · · δ̂pi(b),b · · · δ̂pi(c),c · · ·δpi(Ns),Ns
+ · · · .
Factors like δ̂pi(a),a are those omitted from the product. In the first and second sum
above only the unit permutation pi= 1 survives the summation over the Kronecker
deltas. The third sum is reduced to two terms, one with the unit permutation and one
with the exchange pi(a) = b, pi(b) = a. Each following sum runs over permutations
of increasingly larger sets:
















(−1)piBpi(a),aBpi(b),bBpi(c),c + · · · .
The addends are the determinants of all submatrices (including the non-contiguous
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+ · · · .
To aid with the formalism we introduce a set of sparse rectangular matrices with the
purpose of selecting appropriate rows and columns of B. For the two particle case








1 0 ← a
...
...









0 · · · 1 · · · 0 · · · 0
0 · · · 0 · · · 1 · · · 0 .
Generalizing this for all particle numbers Np we can write
























+ · · · .
Making use of property A.2 we identify each determinant as the overlap of two




















Appendix A Identities for fermionic many-particle states
By the means of property A.1 we successively convert each factor eTi in B into the
corresponding factor ec





















In total we obtain











〈0|cacbccUc†c c†bc†a|0〉+ · · ·
= Tr U ,





In Chap. 6 we did not find any indication for a strong tendency towards charge-
density wave (CDW) order in the SDW model. It would be interesting to see whether
an additional interaction could be added to the action that encourages such order
in the vicinity of the quantum critical point, in competition with superconductivity.
In order not to re-introduce a sign problem we are of course limited in the choice
of such interactions that must be compatible with the symmetry of Sec. 4.3.2. A













α,i↓ are local charge operators for flavors α= x , y .
This operator has the convenient form of a perfect square, which allows it to be
implemented with a discrete variation of the Hubbard-Stratonovich transformation
that basically amounts to the expansion of an exp [201, 202]. To implement this
additional interaction we replace terms exp(−∆τψ† V [ ~ϕ(∆τ)]ψ)≡ e−∆τVˆϕ by


























ψ†e− 12∆τVϕ eD[{ηi}]e− 12∆τVϕψ+O(∆τ4)
(B.2)
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 , di =p∆τ · U ·ηi
Vϕ = λ
 a bb∗ −aa b
b∗ −a
 , ai = ϕ3i , bi = ϕ1i − iϕ2i (B.3)
such that
e− 12∆τVϕ eD[{ηi}]e− 12∆τVϕ
=
ch
ϕ ◦ chD + shD −a ◦ shϕ ◦ chD −b ◦ shϕ ◦ chD
chϕ ◦ chD + shD −b∗ ◦ shϕ ◦ chD a ◦ shϕ ◦ chD
−a ◦ shϕ ◦ chD −b ◦ shϕ ◦ chD chϕ ◦ chD − shD




































ϕ ◦ chD − shD a ◦ shϕ ◦ chD b ◦ shϕ ◦ chD
chϕ ◦ chD − shD b∗ ◦ shϕ ◦ chD −a ◦ shϕ ◦ chD
a ◦ shϕ ◦ chD b ◦ shϕ ◦ chD chϕ ◦ chD + shD
b∗ ◦ shϕ ◦ chD −a ◦ shϕ ◦ chD chϕ ◦ chD + shD

(B.7)
It should be noted that these formulas are valid for all the O(N) variations of the
SDW model with N = 1, 2, 3, but should be implemented on reduced size matrices
for the O(1) and O(2) models. Underlined quantities are vectors of Ns entries or
the corresponding diagonal Ns × Ns matrices. The symbol ◦ denotes element-wise
multiplication. Moreover, here we use a different order of the components of the
fermion spinors ψ† than in the presentation of the formalism in Part II. We further
remark that recombining the exponents into a single exponential in place of the
matrix structure (B.4) would introduce a worse Suzuki-Trotter error of O(∆τ2) per
imaginary-time slice instead of O(∆τ3).
We do not include the factors γli in the definition of the B-matrices, from which
the Green’s function is computed, as that would quickly blow up the numerical scales.
Instead we count them as a separate contribution to the weight of a configuration.
The partition function then reads:
Z =
∫











The γli(τ) only need to be accounted for during the (local) updates of the li(τ)
field. Generally, for a local update at site i in time-slice τ we need to evaluate
the determinant of the following 4× 4-matrix, whose structure has not changed
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i −b∗i shϕi chDi ai shϕi chDi−ai shϕi chDi −bi shϕi chDi chϕi chDi − shDi−b∗i shϕi chDi ai shϕi chDi chϕi chDi − shDi
− 14 ,
(B.9)
and there is an additional contributing factor to the transition probability: γ′li(τ)/γli(τ).
While we have implemented the additional interaction of this Appendix and have
checked that with U = 0 results are equivalent to those obtained with the regular
code, we have not yet thoroughly investigated its effect. Setting U > 0 seems to favor
a checkerboard distribution of charges seen in the equal-time equal-flavor charge
structure factor, which one would already expect naively from the interaction VˆU .
We did not see any interesting structure at a different momentum. However, it may
well be that we have not probed the model sufficiently close to the quantum phase
transition. It would also be interesting to study the CDW and BDW susceptibilities of




On a regular basis in high energy physics lattice gauge theories are simulated on
significantly larger spacetime lattices than typically achieved in condensed matter
physics with fermionic quantum Monte Carlo methods. The reason for this high
performance lies in the application of hybrid Monte Carlo (HMC) methods that
incorporate a molecular dynamics process to stochastically evaluate the fermion
determinant [203]. Theoretically the computational effort of HMC scales only
slightly worse than linearly with the inverse temperature and system size β · Ns,
although the ill condition of fermion matrices at low temperatures slows down the
convergence of the conjugate gradient method used to solve a sparse matrix-vector
equation, that is central to the algorithm, such that worse scaling is achieved in
reality. Nevertheless, it would be worthwhile to check if improvements over the
O(βN 3s ) scaling of DQMC can be achieved for the SDW model.
Scalettar et al. have described an HMC algorithm for the simulation of many-elec-
tron systems and described an implementation for the Hubbard model [204]. In the
following we see that the formalism can be readily applied for the O(2) SDW model.
Our starting point is the partition function with the fermions integrated out already:
Z =
∫








In DQMC we evaluate this determinant directly, which contains a product chain of
m ≡ β/∆τ matrices of size 4Ns × 4Ns, which for the O(2) model can be reduced
to 2Ns × 2Ns. But equivalently the same determinant can also be computed from a
single, larger matrix of size (4mNs)× (4mNs):
Z =
∫
D ~ϕ e−SB det M (C.2)
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1 0 0 . . . 0 Bm−B1 1 0 . . . 0 0
0 −B2 1 0 . . . 0
0 0
.. . . . .
...
...
. . . −Bm−2 1 0
0 . . . 0 −Bm−1 1
 . (C.3)
Evaluating this matrix directly would be much more expensive at low temperatures
with O([βNs]3) operations, but that is to be avoided in HMC. For the O(2) SDW
model we know that the determinant factorizes as
det M = det M1 det M2 = |det M1|2 = det(M †1 M1) (C.4)
since M1 = M ∗2 . This can be seen easily by thinking in the representation (C.1) of
the determinant. M1 is the equivalent of M , but restricted to the x↑, y↓ sector of
fermion indices, a (2mNs)× (2mNs) matrix. It is useful to set O = M †1 M1 since that
is a Hermitian positive-definite matrix. This allows us to use a Gaussian integral
identity for vectors of complex variables∫
dχ∗dχe−χ†O−1χ = det O. (C.5)
We obtain for the partition function
Z =
∫
D ~ϕ e−SB det O =
∫
D ~ϕ Dχ∗Dχ e−Seff (C.6)
with the effective action Seff = SB +χ†O−1χ. The new complex field χ is also called
a “pseudo fermion” field. From this starting point the HMC sampling algorithm can
be implemented as detailed in Ref. [204].
The HMC method has not found wide use for models of strongly correlated many-
electron systems. One reason for this is that it has not been found to be stable in
its early applications to the Hubbard model. However, these problems were most
likely really issues of lacking ergodicity [205]. While det O is always positive by
construction, det M1 can also be negative. If it is negative, there will also be field
configurations for which it is zero. In such a case the effective action diverges,
Seff →∞, which can pose an insurmountable barrier to the HMC algorithm if a
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Hubbard-Stratonovich transformation is used that leads to strictly real determinants
det M1 as it is commonly done for the Hubbard model. In the O(2) SDW model these
determinants are complex by construction and consequently the topology of the
complex plane allows for some freedom to avoid the zero. It is therefore plausible
that a well performing and ergodic HMC algorithm can be set up for the O(2) SDW
model. Initial results for the repulsive Hubbard model with a specially adapted
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