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Abstract
This paper is concerned with the existence of the nontrivial solutions of the following problem:
⎧⎪⎨
⎪⎩
−u = μ u|x|2 +K(x)
u2
∗(s)−1
|x|s , x ∈R
n,
u ∈ D1,2
G
(
R
n
)
,
where n > 2, K(x) is a bounded, continuous function satisfying some conditions. D1,2
G
(Rn) is an appropri-
ate Sobolev space of G-symmetric functions. 2∗(s) = 2(n−s)
(n−2) is the critical Sobolev–Hardy exponent, and
0 s < 2, 0 <μ< μ¯ = ( n−22 )2.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the existence of nontrivial solutions of the following problem:
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⎪⎩
−u = μ u|x|2 + K(x)
u2
∗(s)−1
|x|s , x ∈R
n,
u ∈ D1,2G
(
R
n
)
,
(1.1)
where n > 2, 0 < μ < μ¯ = ( n−22 )2, K(x) is a bounded, continuous function, positive on a set
of positive measure, satisfying some symmetry conditions with respect to a group G, which will
be specified later and D1,2G (Rn) is an appropriate Sobolev space of G-symmetric functions. By
2∗(s), we denote the critical Sobolev–Hardy exponent 2∗(s) = 2(n−s)
(n−2) , 0 s < 2.
Let O(n) be the group of orthogonal linear transformations in Rn and let G ⊂ O(n) be a
subgroup. For x = 0 we denote the cardinality of Gx = {gx: g ∈ G} by |Gx | and set |G| =
infx∈Rn, x =0 |Gx |.
We say that f :Rn →R is G-symmetric if f (gx) = f (x) for all g ∈ G and x ∈Rn and in the
context of Sobolev spaces this equality is understood a.e. on Rn.
Example 1. Let Q(x) be an even function, i.e., Q(x) = Q(−x), and let G1 = {id,− id} (id is the
identical map on RN ), then Q(x) is a G1-symmetric function and |G1| = 2.
Example 2. Let Q(x) be a radially symmetric function, i.e., Q(x) = Q(|x|) and let G2 = O(N),
then Q(x) is a G2-symmetric function and |G2| = +∞.
Example 3. Let Q(x) be an axially symmetric function, i.e., Q(x) = Q(x¯1, . . . , |x¯i |, . . . , x¯m),
where xi ∈RNi , ∑mi=1 Ni = N . Set
G3 =
{
g: g ∈ O(N) satisfying gx = x if x = (x¯1, . . . , x¯i , . . . , x¯m) with x¯i = 0
}
= O(Ni),
then Q(x) is a G3-symmetric function and
|G3| =
{
2, if Ni = 1,
+∞, if Ni  2.
Let D1,2(Rn) denote the closure of C∞0 (Rn) with respect to the norm ‖u‖2 =
∫
Rn
|∇u(x)|2 dx.
We denote by D1,2G (Rn) the subspace to D1,2(Rn) consisting of all G-symmetric functions and
its dual space by D−1,2G (Rn), that is D
1,2
G (R
n)∗ = D−1,2G (Rn). In a similar manner, we define
D
1,2
G (Ω) for Ω an open and G-symmetric subset of Rn, that is, if x ∈ Ω , then gx ∈ Ω for all
g ∈ G.
The existence of G-symmetric solutions for an elliptic equation on Rn involving a subcritical
Sobolev exponent can be found in [4,5]. The existence and Lp bifurcation of the G-symmetric
solutions of a semilinear elliptic equation on RN involving a subcritical Sobolev exponent was
obtained in [6]. The existence of nontrivial G-symmetric solutions for an elliptic equation with
a nonlinearity involving a critical Sobolev exponent was obtained in [2]. For the singular elliptic
equations, there are many results involving bounded domain. For example, Jannelli (see [7])
considered that the problem⎧⎨
⎩
−u− λu = μ u|x|2 + |u|
2∗−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
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⎧⎨
⎩
−u−μ u|x|2 =
|u|2∗(s)−2
|x|s u+ f (x,u), x ∈ Ω,
u = 0, x ∈ ∂Ω.
They proved the existence of nontrivial solutions for the preceding equations in a bounded do-
main. In this paper, we investigate the singular equation with a nonlinearity involving a critical
Sobolev–Hardy exponent in Rn.
Since the singularity of (1.1) and the lack of compactness for the energy functional F(u) cor-
responding to the problem (1.1), there are many difficulties to be overcome in dealing with (1.1).
To obtain the existence of symmetric solutions, we use a concentration–compactness principle
which allows us to determine levels of the functional F(u) corresponding to (1.1) for which the
Palais–Smale condition holds. The existence of solutions follows from the Mountain Pass The-
orem without the global Palais–Smale condition (see [3]). It turn out that levels set for which
Palais–Smale condition holds depend on K+(0), K+(∞) and ‖K+‖∞, where K+ = max(0,K)
and K+(∞) = lim sup|x|→∞ K+(x).
If |G| < ∞, then our approach allows us to establish the existence of at least one nontrivial
solution for (1.1). In the case when |G| = ∞ and K+(0) = K+(∞), we prove the existence of
infinitely many G-symmetric solutions.
Throughout this paper we always denote by “→” the convergence in norm in a given Banach
space X and by “⇀” we denote a weak convergence.
2. The Palais–Smale condition in D1,2G (R
n)
We associate with problem (1.1) a functional F :D1,2G (Rn) →R given by
F(u) = 1
2
∫
Rn
∣∣∇u(x)∣∣2 −μ u2|x|2 dx −
1
2∗(s)
∫
Rn
K(x)
|u(x)|2∗(s)
|x|s dx. (2.1)
To find critical points of F(u), we first find levels of F(u) for which the Palais–Smale condition
holds in D1,2G (Rn).
By Hardy inequality (see [1, Lemma 2.1]) we have,
∫
Rn
|∇u|2 −μ u
2
|x|s dx 
(
1 − μ
μ¯
)∫
Rn
|∇u|2  0 ∀u ∈ D1,2(Rn), (2.2)
where μ ∈ (0, μ¯). This inequality implies that the operator −− μ|x|2 is positive if μ ∈ (0, μ¯).
The proof of the following lemma is straightforward, we can find a similar proof in [2] (see
the proof of Lemma 1 in [2]).
Lemma 2.1. Let K(x) be a G-symmetric function and let {um} ⊂ D1,2G (Rn) be such that
F ′(um) → 0 in D−1,2G (Rn), then F ′(um) → 0 in D−1,2(Rn). Moreover, F ′(u) = 0 in D1,2G (Rn)
implies F ′(u) = 0 in D1,2(Rn).
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D1,2(Rn). This means that u ∈ D1,2G (Rn) satisfies (1.1) if and only if∫
Rn
|∇u||∇ϕ| −μ uϕ|x|2 dx −
∫
Rn
K(x)
|u|2∗(s)−2uϕ
|x|s dx = 0
for each ϕ ∈ D1,2(Rn).
To establish conditions under which the Palais–Smale condition holds, we need the following
concentration–compactness principles due to Lions (see [9]).
Define
Sμ,s = inf
u∈D1,2(Rn),u =0
∫
Rn
|∇u|2 −μ |u|2|x|2 dx
[∫
Rn
|u|2∗(s)
|x|s dx]2/2∗(s)
. (2.3)
We have the following two concentration–compactness principles:
Lemma 2.2 (Concentration–compactness principle I). Let um be a weakly convergent se-
quence to u in D1,2G (R
n). Denote R+ = {x ∈ R | x > 0}. Then there exists a countable set J ,
{ρj }j∈J∪{0} ⊂R+ ∪ {0}, {σj }j∈J∪{0} ⊂R+ ∪ {0}, σ¯0 ⊂R+ ∪ {0}, {xj }j∈J ⊂Rn \ {0}, and posi-
tive measures ρ, σ and σ¯ such that
(i) |um|2
∗(s)
|x|s ⇀ ρ, |∇um|2 ⇀σ , |um|
2
|x|2 ⇀ σ¯ in the sense of measures.
(ii) (a) ρ = |u|2
∗(s)
|x|s +
∑
j∈J ρj δxj + ρ0δ0;
(b) σ  |∇u|2 +∑j∈J σj δxj + σ0δ0;
(c) σ¯ = |u|2|x|2 + σ¯0δ0;
(d) S0,sρ
2
2∗(s)
j  σj ;
(e) Sμ,sρ
2
2∗(s)
0  σ0 − μσ¯0;
where δxj , j ∈ J , is a Dirac function for the point xj , δ0 is a Dirac function for the point x = 0
and Sμ,s, S0,s is defined in (2.3).
Lemma 2.3 (Concentration–compactness principle II). Define
ρ∞ = lim
R→∞ lim supm→∞
∫
|x|>R
|um|2∗(s)
|x|s dx, (2.4)
σ∞ = lim
R→∞ lim supm→∞
∫
|x|>R
|∇um|2 −μ u
2
m
|x|2 dx, (2.5)
then,
lim sup
m→∞
∫
n
|um|2∗(s)
|x|s dx =
∫
n
|u|2∗(s)
|x|s dx + ρ∞ + ‖ρ‖, (2.6)R R
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m→∞
∫
Rn
|∇um|2 −μ u
2
m
|x|2 dx =
∫
Rn
|∇u|2 −μ u
2
|x|2 dx + σ∞ + ‖σ‖, (2.7)
ρ
2
2∗(s)∞  S−1μ,sσ∞, (2.8)
‖ρ‖2/2∗(s)  S−1μ,s‖σ‖, (2.9)
where ‖ρ‖ denotes the norm of the measure.
Remark 2.1. The norm of the measure ρ is defined as the following (see [11]).
Let Ω be an open subset of Rn and define
K(Ω) := {u ∈ C(Ω)/suppu is a compact subset of Ω},
BC(Ω) :=
{
u ∈ C(Ω)/|u|∞ := sup
x∈Ω
∣∣u(x)∣∣< ∞}.
The space C0(Ω) is the closure of K(Ω) in BC(Ω) with respect to the uniform norm. A finite
measure ρ on Ω is a continuous linear functional on C0(Ω). The norm of the finite measure ρ is
defined by
‖ρ‖ := sup
u∈C0(Ω), |u|∞=1
∣∣〈ρ,u〉∣∣.
We denote by M(Ω) (respectively M+(Ω)) the space to finite measures (respectively positive
finite measures) on Ω . A sequence (ρn) converges weakly to ρ in M(Ω), written
ρn ⇀ ρ,
provided
〈ρn,u〉 → 〈ρ,u〉, ∀u ∈ C0(Ω).
From above lemmas, we can now prove the following theorem:
Theorem 2.1. The (PS)c condition in D1,2G (Rn) holds for F(u) if
c <
2 − s
2(n− s)S
n−s
2−s
μ,s min
{
K+(0)(2−n)/(2−s), K+(∞)(2−n)/(2−s),
|G|
(
S0,s
Sμ,s
) n−s
2−s ‖K+‖(2−n)/(2−s)∞
}
. (2.10)
Proof. Let {um} be a sequence in D1,2G (Rn) such that F(um) → c and F ′(um) → 0 in D−1,2G (Rn)
with c satisfying (2.10). It is easy to see that um is bounded in D1,2G (Rn) and we may assume
that um ⇀ u in D1,2G (R
n). By Lemma 2.2 there exist measures ρ,σ and σ¯ such that relations (ii)
hold.
Let xk = 0 be a singular point of measures ρ and σ . We define a function φ ∈ C1(Rn) such
that φ(x) = 1 in B(xk, ε), φ(x) = 0 onRn \B(xk,2) and |∇φ(x)| 2/ε onRn. By the Rellich–
Kondrachov embedding theorem we may also assume that um → u in L2(O) for every bounded
domain O ⊂Rn. By Lemma 2.2, (F ′(um),φum) → 0, consequently, using the Hölder inequality,
we get that
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∫
Rn
φ dσ −
∫
Rn
μφ dσ¯ −
∫
Rn
K(x)φ dρ = lim
m→∞
∫
Rn
|um||∇um||∇φ|dx
 C1 lim sup
m→∞
( ∫
Rn
|um|2|∇φ|2 dx
) 1
2
= C1
( ∫
Rn
|u|2|∇φ|2 dx
) 1
2
,
where C1 = supm1 ‖um‖. By virtue of the Hölder inequality we have
∫
Rn
|u|2|∇φ|2 dx 
( ∫
B(xk,2ε)
|u|2∗ dx
)2/2∗( ∫
Rn
|∇φ|n dx
)2/n
 16 2/nn
( ∫
B(xk,2ε)
|u|2∗ dx
)2/2∗
,
where n is a volume of a unit ball in Rn. Letting ε → 0 we have
K(xk)ρk  σk. (2.11)
This inequality says that the concentration of the measure ρ cannot occur at points where
K(xk)  0, that is, if K(xk)  0 then ρk = σk = 0. Combining (2.11) and (d) of Lemma 2.2
we get that either
(1) ρk = 0 or
(2) ρk  (S0,s/K(xk))
n−s
2−s  (S0,s/‖K+‖∞) n−s2−s .
For the point x = 0, similarly as in the case xk = 0, we have
σ0 − μσ¯0 −K(0)ρ0  0. (2.12)
From (e) of Lemma 2.2, we have 0 σ0 − μσ¯0. So if K(0) 0 then σ0 = σ¯0 = ρ0. Combining
(2.12) with (e) of Lemma 2.2 we get that either
(1)∗ ρ0 = 0 or
(2)∗ ρ0  (Sμ,s/K+(0))
n−s
2−s
.
In the following we discuss the case at ∞. It is clear that ρ∞ and σ∞ both exist and are finite.
For R > 1, let φR be a function in C1(Rn) such that φR(x) = 1 for |x| > R + 1, φR = 0 for
|x| <R and 0 φR(x) 1, on Rn.
From (2.2) we have∫
|x|>R+1
|∇um|2 −μ u
2
m
|x|2 dx 
∫
Rn
|∇um|2φR −μ u
2
m
|x|2 φR dx 
∫
|x|>R
|∇um|2 − μ u
2
m
|x|2 dx,
∫ |um|2∗(s)
|x|s dx 
∫
n
|um|2∗(s)
|x|s φR dx 
∫ |um|2∗(s)
|x|s dx.|x|>R+1 R |x|>R
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lim
R→∞ lim supm→∞
∫
Rn
|∇um|2φR −μ u
2
m
|x|2 φR dx = σ∞ (2.13)
and
lim
R→∞ lim supm→∞
∫
Rn
|um|2∗(s)
|x|s φR dx = ρ∞. (2.14)
Given ε > 0, we find R0 = R0(ε) > 0 such that∫
|x|>R
K(x)
|um|2∗(x)
|x|s dx 
∫
|x|>R
(
K+(∞)+ ε
) |um|2∗(s)
|x|s dx
for all R R0, and consequently,
lim
R→∞ lim supm→∞
∫
|x|>R
K(x)
|um|2∗(s)
|x|s dx K+(∞)ρ∞. (2.15)
Since the sequence umφR is bounded in D1,2(Rn) we see that
0 = lim
m→∞
〈
F ′(um),φRum
〉
= lim
m→∞
[ ∫
Rn
(
|∇um|2 −μ |um|
2
|x|2
)
φR dx +
∫
Rn
um∇um∇φR dx
−
∫
Rn
φRK(x)
|um|2∗(s)
|x|s dx
]
. (2.16)
We now observe that um → u in L2(R < |x| < R + 1). Consequently, using the Hölder in-
equality we can easily check that
lim
R→∞ lim supm→∞
∫
Rn
|um∇um∇φR|dx = 0. (2.17)
Finally from (2.13)–(2.17) we easily deduce that
σ∞ K+(∞)ρ∞.
This, combined with (2.8), implies that ρ∞ = 0 if K+(∞) = 0; otherwise either
(3) ρ∞ = 0 or
(4) ρ∞  (Sμ,s/K+(∞)) n−s2−s .
In the following we rule out the cases (2), (2)∗ and (4). For every continuous nonnegative
function ψ such that 0ψ(x) 1 on Rn, we have
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m→∞
[
F(um)− 12∗(s)
(
F ′(um),um
)]
= (2 − s)
2(n− s) limm→∞
∫
Rn
|∇um|2 −μ |um|
2
|x|2 dx
 (2 − s)
2(n− s) lim supm→∞
∫
Rn
ψ(x)
(
|∇um|2 − μ |um|
2
|x|2
)
dx.
If (2) occurs, then the set J must be finite because the measure ρ is bounded. Since functions
um are G-symmetric, the measure ρ must be G-invariant. This means that if xk = 0 is a singular
point of ρ, so is gxk for each g ∈ G and the mass of ρ concentrated at gxk is the same for each
g ∈ G. Assuming that (2) holds for some k ∈ J with xk = 0, we choose ψ with compact support
so that ψ(gxk) = 1 for each g ∈ G and we get
c (2 − s)
2(n− s)σk|G|
(2 − s)
2(n − s)S0,s |G|ρ
2/2∗(s)
k 
(2 − s)
2(n− s)S
(n−s)
(2−s)
0,s |G|‖K+‖
2−n
2−s∞ ,
which is impossible.
Similarly, if (2)∗ holds for x = 0, we choose ψ with compact support, so that ψ(0) = 1 for
each g ∈ G and we get
c (2 − s)
2(n− s) (σ0 − μσ¯0)
(2 − s)
2(n− s)Sμ,sρ
2/2∗(s)
0 
(2 − s)
2(n − s)S
(n−s)
(2−s)
μ,s K+(0)
(2−n)
(2−s) .
Finally, if (4) occurs we take ψ = φR to get
c (2 − s)
2(n− s) limR→∞ lim supm→∞
∫
Rn
(
|∇um|2 −μ |um|
2
|x|2
)
φR dx
= (2 − s)
2(n− s)σ∞
 (2 − s)
2(n− s)S
(n−s)
(2−s)
μ,s K+(∞)
(2−n)
(2−s) ,
which is impossible.
Consequently, ρ0 = ρk = ρ∞ = 0 for all k ∈ J and this implies that
lim
m→∞
∫
Rn
|um|2∗(s)
|x|s dx = limR→∞ limm→∞
[ ∫
Rn
|um|2∗(s)
|x|s (1 − φR)dx +
∫
Rn
|um|2∗(s)
|x|s φR dx
]
=
∫
Rn
|u|2∗(s)
|x|s dx.
Finally, since limm→∞(F ′(um) − F ′(u),um − u) = 0, we naturally deduce that um → u in
D1,2(Rn). 
From Theorem 2.1 we can obtain the following corollary.
Corollary 2.1. If K+(0) = K+(∞) = 0 and |G| = ∞, then the (PS)c condition holds for every c.
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To establish the existence result for problem (1.1), we need the extremal function for Sμ,s
(see [8])
yε(x) = aε
√
μ¯
2−s
|x|√μ¯−β(ε + |x|
(2−s)β√
μ¯ )
n−2
2−s
, (3.1)
where ε > 0, β = √μ¯−μ, a depends on n, μ, s such that∫
Rn
|∇yε|2 −μ |yε|
2
|x|2 dx = 1. (3.2)
Moreover, yε satisfies the equation∫
Rn
y
2∗(s)−1
ε
|x|s v dx = S
−2∗(s)/2
μ,s
∫
Rn
∇yε∇v − yεv|x|2 dx
for all v ∈ D1,2(Rn), and
∫
Rn
y
2∗(s)
ε
|x|s dx = S
n−s
2−n
μ,s . (3.3)
Now we have the following theorem.
Theorem 3.1. Suppose that
∫
Rn
K(x)
y
2∗(s)
ε
|x|s dx  S
(n−s)
(2−n)
μ,s max
{
K+(0),K+(∞),
(
S0,s
Sμ,s
) (n−s)
(2−n) |G| (2−s)(2−n) ‖K+‖∞
}
> 0
(3.4)
for some ε > 0. Then problem (1.1) has at least one positive solution in D1,2G (Rn).
Proof. Our proof base on the Mountain Pass Theorem. First, we choose a > 0 so that (3.2) is
satisfied. It is clear from (2.2) and the Sobolev’s inequality that there exist constants α > 0 and
r¯ > 0 such that F(u)  α for all ‖u‖ = r¯ . An easy computation shows that there exists t¯ > 0
such that
F(t¯yε) = 12 t¯
2 − t¯
2∗(s)
2∗(s)
∫
Rn
K(x)
y
2∗(s)
ε
|x|s dx = maxt0 F(tyε)
and
F(t¯yε) = 2 − s2(n− s)
( ∫
Rn
K(x)
y
2∗(s)
ε
|x|s dx
) 2−n
2−s
. (3.5)
We now choose t0 > 0 such that F(t0yε) < 0 and ‖t0yε‖ > r¯ and set
c = inf max F (γ (t)),γ∈Γ t∈[0,1]
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Γ = {γ ∈ C([0,1],D1,2G (Rn)); γ (0) = 0, ∥∥γ (1)∥∥> r¯, F (γ (1))< 0}.
Setting
c0 = 2 − s2(n− s)S
(n−s)
(2−s)
μ,s min
{
K+(0)
2−n
2−s , K+(∞) 2−n2−s ,
(
S0,s
Sμ,s
) (n−s)
(2−s) |G| × ‖K+‖
2−n
2−s∞
}
, (3.6)
we deduce from (3.4) and (3.5) that
c F(t¯yε) c0.
If c < c0, then by Theorem 2.1, the (PS)c condition holds and the conclusion follows from the
Mountain Pass Theorem. If c = c0, then γ (t) = t t0yε , with 0  t  1, is a path in Γ such that
maxt∈[0,1] F(γ (t)) = c. Therefore, either F ′(t¯yε) = 0 and we are done, or γ can be deformed to a
path γ¯ ∈ Γ with maxt∈[0,1] F(γ¯ (t)) < c and we get a contradiction. This part of the proof shows
that a nontrivial solution u0 ∈ D1,2G (Rn) of problem (1.1) exists. We have F(u0) = F(|u0|). Since
0 = (F ′(u0), u0)=
∫
Rn
|∇u0|2 −μ |u0|
2
|x|2 dx −
∫
Rn
K(x)
|u0|2∗(s)
|x|s dx,
we deduce that
∫
Rn
K(x)
|u0|2∗(s)|x|s dx > 0. This implies that
c = F (|u0|)= max
t0
F
(
t |u0|
)
.
Consequently, either |u0| is a critical point of F or the path γ (t) = t t0|u0|, with F(t0|u0|) < 0,
can be deformed, as in the first part of the proof, to a path γ¯ (t) with maxt∈[0,1] F(γ¯ (t)) < c,
which is impossible. Therefore, we may assume that u0 is nonnegative on Rn and the fact that
u0 > 0 on Rn follows from the Harnack inequality. 
4. Variation of Theorem 3.1
In Section 3, the existence of solution for problem (1.1) is obtained by assuming that K(x)
satisfies the integral inequality (3.4) for some ε. In this section, we formulate more transparent
conditions on K(x) which guarantee (3.4).
First of all, we observe that due to the identity (3.3), inequality (3.4) is equivalent to
∫
Rn
(
K(x) − K¯)y2
∗(s)
ε
|x|s dx  0 for some ε > 0,
or equivalently
∫
Rn
(
K(x) − K¯) 1
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx  0 for some ε > 0, (4.1)
where K¯ = max(K+(0), K+(∞), ( S0,s )
(n−s)
(2−n) |G| (2−s)(2−n) ‖K+‖∞).Sμ,s
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K(0)max
(
K+(∞),
(
S0,s
Sμ,s
) (n−s)
(2−n) |G| (2−s)(2−n) ‖K+‖∞
)
.
Then problem (1.1) admits a positive solution if one of the following conditions holds:
(i) K(x)K(0) + ζ |x|2∗(s)β for some ζ > 0 and |x| small.
(ii) |K(x) −K(0)| C|x|α for some constant C > 0, α > 2∗(s)β and |x| small and∫
Rn
(
K(x) −K(0))|x|−n−2∗(s)β dx > 0.
Proof. (i) According to the remark preceding this theorem (see (4.1)), we need to show that∫
Rn
(
K(x) −K(0)) 1
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx  0 (4.2)
for some ε > 0. We choose δ > 0 so that K(x)K(0)+ ζ |x|2∗(s)β for |x| δ. We then see that∫
|x|δ
(
K(x) −K(0)) 1
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx
 ζ
∫
|x|δ
1
|x|n−2β2∗(s)(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx → ∞ (4.3)
as ε → 0. On the other hand, for all ε > 0 we have∣∣∣∣
∫
|x|>δ
(
K(x) −K(0)) 1
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx
∣∣∣∣ C1
∫
|x|>δ
1
|x|n+2∗(s)β dx = C2
(4.4)
for some constants C1 > 0 and C2 > 0 independent of ε. Combining (4.3) and (4.4) we get (4.2)
for ε sufficiently small.
(ii) We choose δ > 0 so that |K(x) −K(0)| C|x|α for |x| δ. Since α > 2∗(s)β , we have∫
Rn
∣∣K(x) −K(0)∣∣|x|−n−2∗(s)β dx

∫
|x|δ
C|x|α−n−2∗(s)β dx +
∫
|x|δ
|x|−n−2∗(s)β
∞.
So by the Lebesgue dominated convergence theorem we have that∫
Rn
(
K(x) −K(0)) 1
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx →
∫
Rn
(
K(x) −K(0)) 1|x|n+2∗(s)β dx
as ε → 0. Hence (4.2) holds for ε sufficiently small. 
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K(∞)max
(
K+(0),
(
S0,s
Sμ,s
) (n−s)
(2−n) |G| (2−s)(2−n) ‖K+‖∞
)
.
Then problem (1.1) admits a positive solution if one of the following conditions holds:
(i) K(x)K(∞) + ζ |x|−2∗(s)β for some ζ > 0 and large |x|.
(ii) |K(x) −K(∞)| C|x|−α for some constants C > 0, α > 2∗(s)β and large |x| and
∫
Rn
(
K(x) − K(0))|x|n−2∗(s)β dx > 0.
Proof. (i) From (4.1) it is sufficient to show that
∫
Rn
(
K(x) − K(∞)) ε
2(n−s)
(2−s)
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx  0 (4.5)
for some ε > 0. We choose R > 0 such that K(x)K(∞) + ζ |x|−2∗(s)β for all |x|R. Then
∫
|x|R
(
K(x) −K(∞)) ε
2(n−s)
(2−s)
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx → ∞
as ε → ∞ and since β > 0, we have
∫
|x|R
(
K(x) −K(∞)) ε
2(n−s)
(2−s)
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx

∫
|x|R
(
K(x) − K(∞)) 1|x|n−2∗(s)β dx
 C1
for some constant C1 > 0 independent of ε > 0. These two estimates combined together give
(4.5) for ε > 0 large.
(ii) We choose R > 0 such that |K(x) −K(∞)| C|x|−α for all |x|R. Since α > 2∗(s)β ,
β > 0, we have
∫
Rn
∣∣K(x) −K(∞)∣∣|x|2∗(s)β−n dx

∫
|x|R
C
1
|x|n+α−2∗(s)β dx +
∫
|x|R
1
|x|n−2∗(s)β
∣∣K(x) −K(∞)∣∣dx
< ∞.
Thus by Lebesgue dominated convergence theorem we have
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ε→∞
∫
Rn
(
K(x) − K(∞)) ε
2(n−s)
(2−s)
|x|n−2∗(s)β(ε + |x|
(2−s)β√
μ¯ )
2(n−s)
2−s
dx
=
∫
Rn
(
K(x) −K(∞))|x|−n+2∗(s)β dx
and (4.5) holds for ε > 0 large. 
From Theorem 3.1, we can easily deduce the following corollary.
Corollary 4.1. If K(x)K(∞) = K(0) > 0 on Rn and
K(∞) = K(0)
(
S0,s
Sμ,s
) (n−s)
(2−n) |G| (2−s)(2−n) ‖K+‖∞,
then problem (1.1) has at least one positive solution.
Finally, in the case when
max
(
K+(0), K+(∞)
)

(
S0,s
Sμ,s
) (n−s)
(2−n) |G| (2−s)(2−n) ‖K+‖∞ (4.6)
we show how one can construct a G-symmetric function K(x) satisfying (3.4), rather than for-
mulate conditions on K(x) guaranteeing (4.6). For simplicity, we take ε = 1 and set for 0 < b < c
l−1b,c =
(
S0,s
Sμ,s
)− (n−s)
(2−n) |G|− (2−s)(2−n)
∫
b<|x|<c
y
2∗(s)
1
|x|s dx.
Suppose that lb,c  1 and consider a finite subgroup G ⊂ O(N) with elements g1, g2, . . . , gs .
Let k : (b |x| c) →R be a continuous function such that
k(x) ‖k‖∞lb,c (4.7)
on (b |x| c) and k(x) = ‖k‖∞ when |x| = d for some b < d < c. We then extend k continu-
ously into a nonnegative function on Rn, denoted again by k(x), in such a way that ‖k‖∞ is not
increased and relation (4.6) holds for this k. In a final step we define a G-symmetrization K(x)
of k by
K(x) = 1
s
(
k(g1x)+ · · · + k(gsx)
)
.
It is obvious that K satisfies (4.6) and (4.7). Since lb,c  1, we have
∫
Rn
K(x)
y
2∗(s)
1
|x|s dx 
∫
b|x|c
∥∥K(x)∥∥∞ y
2∗(s)
1
|x|s dx 
(
S0,s
Sμ,s
) (n−s)
(2−n) |G| (2−s)(2−n) ‖K+‖∞,
thus inequality (3.4) is satisfied. In face if |G| > S
n−s
2−n
0,s , then lb,c  1 provided b is small and c
large, because
lim
b→0, c→∞
∫
y
2∗(s)
1
|x|s dx = S
n−s
2−n
μ,s .b|x|c
616 Y. Deng, L. Jin / J. Math. Anal. Appl. 329 (2007) 603–616At the end of this paper, we would like to say a few words about the existence of multiple
solutions of (1.1) when |G| = +∞.
The following theorem can be proved by the same way as the proof of Theorem 9.12 in [10].
So we omit the detail.
Theorem 4.3. Let E be an infinite-dimensional Banach space and let F ∈ C1(E,R) be an even
functional satisfying (PS)c condition for each c and F(0) = 0. Furthermore, we suppose that:
(i) there exist constants α > 0 and ρ > 0 such that F(u) α for all ‖u‖ = ρ;
(ii) there exists an increasing sequence of subspaces {Ek} of E, with dimEk = k, such that for
every k one can find a constant Rk > 0 such that
F(u) 0 for all u ∈ Ek with ‖u‖Rk.
Then F possesses a sequence of critical values {ck} tending to ∞ as k → ∞.
Corollary 4.2. Suppose that K+(0) = K+(∞) = 0 and |G| = ∞. Then problem (1.1) has infi-
nitely many G-symmetric solutions.
By Theorem 4.3, Corollary 4.2 can be proved similarly as Theorem 3 in [2].
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