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Abstract
For positive integers k, d1, d2, a k-L(d1, d2)-labeling of a graph G is a function f : V (G) → {0, 1, 2, . . . , k} such that
|f (u) − f (v)|di whenever the distance between u and v is i in G, for i = 1, 2. The L(d1, d2)-number of G, d1,d2 (G), is
the smallest k such that there exists a k-L(d1, d2)-labeling of G. This class of labelings is motivated by the code (or frequency)
assignment problem in computer network. This article surveys the results on this labeling problem.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In a private communication with J. Griggs, F. Roberts proposed the problem of efﬁciently assigning radio channels
to transmitters at several locations, using nonnegative integers to represent channels, so that close locations receive
different channels, and channels for very close locations are at least two apart such that these channels would not
interfere with each other.
The problem on assigning a proper frequency to each station without causing interferences can be formulated (in
more general consideration) as a graph labeling problem with conditions that depend on the distance between vertices.
We may call this class of labelings the distance two labeling, since the constraints are on vertices within distance two.
For positive integers k, d1, d2, a k-L(d1, d2)-labeling of a graph G is a function f : V (G) → {0, 1, 2, . . . , k} such
that |f (u)− f (v)|di whenever the distance between u and v in G, dG(u, v)= i, for i = 1, 2. The L(d1, d2)-number
of G, d1,d2(G), is the smallest k such that there exists a k-L(d1, d2)-labeling. In several articles d,1(G) is denoted by
d(G) and 2(G) is denoted by (G) for short. If G is understood then G will be omitted. A d1,d2 -L(d1, d2)-labeling
is called an optimal L(d1, d2)-labeling.
Yeh [57] and then Griggs and Yeh [33] ﬁrst consider L(2, 1)-labelings. (The problem was proposed by Roberts
via private communication with Griggs.) Since then there have been many articles studying L(d1, d2)-labelings where
d1d21.
There are other variations of the distance two labeling problems in the context of frequency assignment in the
multihop packet radio networks. Two common types of collisions (frequency interference) that have been studied are
direct and hidden collisions. In direct collisions, a radio station and its neighbors must have different frequencies,
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so their signals will not collide (overlap). This is just the normal vertex-coloring problem. In hidden collisions, a radio
station must receive signals of the same frequency from any of its neighbors. Thus the only requirement here is that for
every station, all its neighbors must have distinct frequencies (labels), but there is no requirement on the label of the
station itself.
For example, Bertossi and Bonuccelli [3] studied the case of avoiding hidden collisions in the multihop radio
networks. Their problem can be formulated as the L(0, 1)-labeling problem (this notation is not used in [3]). If both
direct and hidden collisions are to be avoided then it would be the L(1, 1)-labeling.
2. General properties
In this section, we give some basic results on labelings. These properties either can be derived from deﬁnitions or
can be found in several articles, for example [33,23,11,22].
Let H be a subgraph of a graph G. Then d1,d2(H)d1,d2(G), for d1d2. Notice that this may not be the case when
d1 <d2. For example, K1,n is a subgraph of Kn+1. But 0,1(K1,n) = n − 1> 0,1(Kn+1) = 0. (This is easy to check.)
However, if H is an induced subgraph then the inequality is true for every d1, d2. Two vertices u and v are adjacent
(with distance one) in G if and only if u and v are adjacent in H. If dG(u, v) = 2 then dH (u, v)2. This veriﬁes the
claim.
For any ﬁxed positive integer m, the mth power of a graph G is the graph Gm with V (Gm) = V (G) and E(Gm) =
{{u, v} : 1dG(u, v)m}. (dG(u, v) denotes the distance between vertices u and v in G.) Then we have (G) −
1d,1(G)d((G) − 1). Furthermore, we have:
1. If G is a graph of maximum degree 1, then d,1(G)+ d − 1. Moreover, if d,1(G) = + d − 1 and d2,
then f (x) = 0 or + d − 1 for any L(d, 1)-labeling f of G and any major vertex x; consequently, it is impossible
to have a set of three major vertices such that any two of them are distance at most two apart. (A major vertex is a
vertex with the maximum degree .)
2. For any G and any positive integers d1, d2 and c, cd1,cd2 = cd1,d2 .
3. If G is a graph with at least one edge then
lim
d→∞ d+1,1(G)/d,1(G) = 1.
3. Elementary graphs
In this section, we focus on the results on trees and cycles. Let T be a tree with at least two vertices and whose
maximum degree is . This assumption will carry out through this section.
3.1. Trees
Griggs and Yeh [33] showed that 2,1(T ) is either +1 or +2. Later, Chang and Kuo [12] presented an algorithm
for determining 2,1(T ). Chang et al. [11] proved that + d − 1d,1(T ) min{+ 2d − 2, 2+ d − 2}. Moreover,
the lower and upper bounds are both attainable. They also indicated that the algorithm presented by Chang and Kuo
[12] can be applied to determine d,1(T ).
For technical reason, we may assume that a tree T ′ is rooted at a leaf r ′, which is adjacent to r. Let T = T ′ − r ′ be
rooted at r. We can consider T ′ as the tree derived from T by adding a new vertex r ′ that is adjacent to r only. For any
v in T, let T (v) be the subtree of T rooted at v and T ′(v′) be the tree derived from T (v) by adding a new vertex v′ that
is adjacent to v only.
Let S(T (v))={(a, b) : there is a k-L(d, 1)-labeling f of T ′(v′) with f (v′)=a and f (v)=b}. Note that d,1(T )k if
and only if S(T (r)) = ∅. Now suppose T (V )−v contains s subtrees T (v1), T (v2), . . . , T (vs) rooted at v1, v2, . . . , vs ,
respectively, where each vi is adjacent to v in T (v) (s− 1).
For a system of sets (Ai)si=1 = (A1, A2, . . . , As), a system of distinct representatives (SDR) is an s-tuple (ai)si=1 =
(a1, a2, . . . , as) of s distinct elements such that ai ∈ Ai for i = 1, 2, . . . , s.
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Theorem 3.1 (Chang and Kuo [12]). S(T (v)) = {(a, b) : 0ak, 0bk, |a − b|d, and (Ai)si=1 has an SDR,
where Ai = {c : c = a and (b, c) ∈ S(T (vi))}}.
The algorithm for deciding if a tree has a k-L(d, 1)-labeling recursively implies the theorem above with the initial
condition that for any leaf v of T, S(T (v)) = {(a, b) : 0ak, 0bk, |a − b|d}. To determine whether the tree
T ′ has a k-L(d, 1)-labeling, we calculate S(T (v)) for all vertices v of the tree T. The algorithm starts from the leaves
and works toward r. For any vertex v, whose children are v1, v2, . . . , vs , we use S(T (v1)), S(T (v2)), . . . , S(T (vs))
to calculate S(T (v)) by the theorem. More precisely, for any (a, b) with 0ak, 0bk, |a − b|d, we check if
(a, b) ∈ S(T (v)) by constructing a bipartite graph G = (X, Y,E), where X = {x1, x2, . . . , xs}, Y = {0, 1, . . . , k} and
E = {(xi, c) : c = a and (b, c) ∈ S(T (v))}. Then (a, b) ∈ S(T (vi)) if and only if G has a matching of size s. Note
that for any vertex v we need to solve the bipartite matching problem O(k2) times. Therefore, the complexity of the
above algorithm is O(|V (T )| · k2 · g(2k)), where g(n) is the complexity of solving the bipartite matching problem of
n vertices. Hopcroft and Karp [35] provided an algorithm which gives g(n) = O(n2.5). Notice that this tree algorithm
has already been coded in MAPLE V program by Yang [56].
However, it is not straightforward to extend the tree algorithm to determine the general d1,d2(T ) value. An important
step in the tree algorithm is to ﬁnd a system of distinct representatives (SDR) of a collection sets (of labels). This can
be transformed into ﬁnding a maximum matching of a bipartite graph (as we mentioned above). If we want to modify
the algorithm to evaluate d1,d2(T ), we need to consider the problem on ﬁnding an SDR such that the difference
between any two distinct representatives is at least d2 apart. This is not easy. Georges and Mauro [23] prove that
d1 + (− 1)d2d1,d2(T )d1 + (2− 2)d2 if d1/d2, where  is the maximum degree of T. Again the upper and
lower bounds are both attainable. The lower bound is attained by K1, and the upper bound is attained by an inﬁnite
tree, T∞(), with a major vertex whose  neighbors each of which has degree . The case for d1/d2 < are obtained
by Georges and Mauro [27]. Bounds on d1,d2(T ) are divided into several cases (depending on d1, d2 and ) that are
rather complicated. We will not cite them in this survey.
Further, Chang and Lu [14] study the structure of trees (also general graphs) with d1,d2 equals the lower bound.
3.2. Cycles
Next we consider cycle. This case seems simpler than the tree. Let Cn denote the cycle of order n3. Griggs and
Yeh [33] ﬁrst show that 2,1(Cn)= 4. Georges and Mauro [23] investigate d1,d2(Cn) for all d1d21. The following
theorem states their result.
Theorem 3.2 (Georges and Mauro [23]).
1. d1/d2 > 2
d1,d2(Cn) =
⎧⎪⎨
⎪⎩
2d1 if n odd, n3,
d1 + 2d2 if n ≡ 0 (mod 4),
2d1 if n ≡ 2 (mod 4) and d1/d23,
d1 + 3d2 if n ≡ 2 (mod 4) and d1/d2 > 3,
2. d1/d22
d1,d2(Cn) =
{2d1 if n ≡ 0 (mod 3),
4d2 if n = 5,
d1 + 2d2 otherwise.
4. Planar graphs
Let G be a graph with the maximum degree . Bodlaender et al. [6] give the following bounds by using labeling
schemes according to properties of each classes of planar graphs (Table 1):
1. If G is outerplanar then 2,1(G) + 8. (Calamoneri and Petreschi [10] improved the bound to  + 2 for 8
and 10 otherwise.)
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Table 1
Labeling numbers of elementary graphs
L(2, 1) L(d, 1)
Path Pn
⎧⎨
⎩
2 if n = 2
3 if n = 3, 4
4 if n5
⎧⎨
⎩
d if n = 2
d + 1 if n = 3
d + 2 if n4
Cycle Cn 4
⎧⎨
⎩
d + 2 if n ≡ 0 (mod 4)
d + 3 if n ≡ 2 (mod 4), d3
2d otherwise
Tree [+ 1,+ 2] [+ d − 1,min{+ 2d − 2, 2+ d − 2}]
Ref. [33] [11,23]
Fig. 1. The triangular lattice .
2. If G is triangular outerplanar then 2,1(G)+ 6.
3. If G is planar then 2,1(G)3 + 28. (Jonas [41] ﬁrst presented the upper bound 8 − 13, if 5. Note that
8− 13 is less than 3+ 28, for 8.)
4. If G is triangular planar then 2,1(G)3+ 22.
Wang and Lih [52] establish the following results for a planar graph G where g(G) is the girth of G:
1. d1,d2(G)(2d2 − 1)+ 4d1 + 4d2 − 4, if g(G)7;
2. d1,d2(G)(2d2 − 1)+ 6d1 + 12d2 − 9, if g(G)6;
3. d1,d2(G)(2d2 − 1)+ 6d1 + 24d2 − 15, if g(G)5.
Finally, we consider the following two inﬁnite planar graphs. Deﬁne vectors 1 = (1, 0) and 2 =
(
1
2 ,
√
3
2
)
in the
Euclidean plane. Then the triangular lattice  is deﬁned by  ={i1 + j2 : i, j ∈ Z} and the square lattice  by
 = Z2, where Z is the set of integers. The graphs of  and , denoted by  and , respectively, are deﬁned
by V () = , E() = {uv : u, v ∈ , dE(u, v) = 1}, V () =  and E() = {uv : dE(u, v) = 1}, where
dE(u, v) denotes the Euclidean distance between u and v. For brevity, we simply call  the triangular lattice and 
the square lattice, with the metric induced by the respective edge sets understood.(See Figs. 1 and 2 for  and ,
respectively.)
The triangular lattice is important to radio engineers, since, if the area of coverage (in the Euclidean plane) of each
transmitter is a disk of ﬁxed radius r centered on the transmitter site, then placing those sites at the vertices of a regular
triangular lattice (with adjacent sites a distance r√3 apart) covers the whole plane with the smallest possible transmitter
density (cf. [34]). The square lattice is related to the product of two paths. Yeh [58] obtained the following results
(Table 2).
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Fig. 2. The square lattice .
Table 2
Labeling numbers of  and 
L(0, 1) L(1, 1) L(1, 2) L(2, 1) L(d, 1)
 3 4 7 6
{
2d + 2 if 3d4
d + 6 if d5
 3 6 9 8 [2d + 3, 3d + 2]
Ref. [40] [40] [40] [57] Obtained by author
Theorem 4.1 (Yeh [57]). 2,1() = 8 and 2,1() = 6.
5. Chordal graphs
Given a positive integer t, t-trees are the graphs that arise from a t-clique (i.e. Kt ) by 0 or more iterations of adding
a new vertex joined to a t-clique in the old graph. (This deﬁnition is cited from West [53].)
Chang et al. [11] have the following theorem.
Theorem 5.1. If G is a t-tree with maximum degree , then d,1(G)(2d − 1 + − t)t .
Notice that a tree is a 1-tree, thus the bound in Theorem 5.1 coincides with the result of tree for t = 1 in Section 3.1.
A graph is chordal (or triangulated) if there is no induced cycle of length greater than 3. Let G be a chordal graph. It
is known [32] that the vertex set of G has an ordering V (G) = {v1, v2, . . . , vn} such that for any i, the neighbors of
vi in {v1, v2, . . . , vi−1} form a clique, Bi . (Thus t-trees are also chordal graphs.) Let k = max1 in |Bi |. Applying
the same argument in the proof of Theorem 5.1 (cf. [11]), we have d,1(G)(2d − 1 +  − k)k. Furthermore, the
maximum value of (2d − 1 + − k)k occurs at k = (2d + − 1)/2. Therefore, the following result is obtained. The
special case of d = 2 was derived ﬁrst by Sakai [49].
Theorem 5.2 (Chang et al. [11]). If G is a chordal graph with maximum degree , then d,1(G)(2d + − 1)2/4.
A graph is a partial t-tree if it is a subgraph of a t-tree. The treewidth of a graph is the minimum value t for
which the graph is a partial t-tree. For a graph of treewidth t, we have 2,1( + 2)t (cf. [6]). The case for d = 2 in
Theorem 5.2 is also a corollary to this.
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A split graph is a graph G whose vertex set can be split into two sets K and S, such that K induces a clique and S
induces an independent set in G. So far all the bounds for d,1 that we have mentioned are linear in . For split graphs
we have the non-linear bound 2,11.5 + 2+ 2 and for every  there is a split graph with 2,1 13
√
2
3
1.5(cf. [6]).
As split graphs are also chordal graphs [32], the above inequality provides a non-linear lower bound for the chordal
graph on 2,1 while an upper bound is (+ 3)2/4 by Theorem 5.2. However, the upper bound in Theorem 5.2 can be
improved from a quadratic to a linear function of  for some other subclasses of chordal graphs.
An n-sun is a chordal graph with a Hamiltonian cycle (x1, y1, x2, y2, . . . , xn, yn, x1) in which each xi has degree
two. An SF-chordal (respectively, OSF-chordal, 3SF-chordal) graph is a chordal graph containing no n-sun with
n3 (respectively, odd n3, n = 3) as an induced subgraph, where SF (respectively, OSF, 3SF) stands for sun-free
(respectively, odd-sun-free, 3-sun-free).
Theorem 5.3 (Chang et al. [11]).
1. If G is an OSF-chordal graph, then d,1(G)d.
2. If G is an SF-chordal graph, then d,1(G)+ (2d − 2)((G) − 1).
5.1. Interval graphs
A graph G is called an interval graph if it has an interval representation, namely, if each vertex of V (G) can be
represented by an interval of the real line such that there is an edge uv ∈ E(G) if and only if the intervals corresponding
to u and v intersect. Interval graphs form a subclass of chordal graphs. A unit interval graph is an interval graph for
which all the intervals are of the same length.
Sakai [49] ﬁrst showed that (G)2(G) for G, a unit interval graph. In [4], Bertossi et al. consider L(d1, d2)-
labelings on unit interval graphs. They show that d1,d2(G)d1((G) − 1) + d2, if d1 > 2d2, or 2d2(G), if d12d2.
This result generalizes Sakai’s bound. A lower bound for both cases is max{d1((G)− 1), d21,1(G)}. They proposed
a linear time algorithm that can L(d1, d2)-label a given unit interval graph using the largest label no more than the
bound above.
6. Special graphs
6.1. Graphs from projective planes
Let (n) be a projective plane of order n. Deﬁne an incidence graph H1 of (n) as follows: H1 = (A,B,E) is a
bipartite graph such that
(1) |A| = |B| = n2 + n + 1,
(2) each a ∈ A corresponds to a point pa in (n) and each b ∈ B corresponds to a line b in (n), and
(3) E = {{a, b} : a ∈ A, b ∈ B such that pa ∈ b in (n)}.
By the deﬁnition of (n), we know that H1 is (n + 1)-regular, for every x, y ∈ A, dH1(x, y) = 2, and for every
u, v ∈ B, dH1(u, v) = 2. Also, if a ∈ A, b ∈ B and a is not adjacent to b, then dH1(a, b) = 3.
Let K be the Galois ﬁeld of order n and let P = {(x1, x2, x3) : xi ∈ K} − {(0, 0, 0)}. Deﬁne an equivalence relation
≡ on P in the following manner: (x1, x2, x3) ≡ (y1, y2, y3) if and only if there exists c ∈ K , c = 0 for which
y1 = cx1, y2 = cx2, y3 = cx3. We call these equivalence classes points. The set of all points deﬁned by an equation
a1x1 +a2x2 +a3x3 =0, where a1, a2, a3 ∈ K and not all are zero, will be called a line, which is denoted by [a1, a2, a3].
The projective plane deﬁned above is called a Galois plane (over the coordinate ﬁeld GF(n) and is denoted by
PG2(n) (cf. [42]). (See Fig. 3 for PG2(2).)
Now, we construct another class of graphs from the Galois plane PG2(n) (cf. [7]). Let V (H2) be the set of points
of PG2(n) and join a point (x, y, z) to a point (x′, y′, z′) if xx′ + yy′ + zz′ = 0, i.e., if (x′, y′, z′) lies on the line
[x, y, z]. We called such graph H2 the polarity graph of PG2(n). Then by the properties of PG2(n), we know that
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Fig. 3. PG2(2) (Fano plane).
Fig. 4. H1 (left) and H2 (right) for PG2(2).
Fig. 5. Cartesian product of graphs.
|V (H2)| = n2 + n + 1, the maximum degree (H2) = n + 1, the minimum degree (H2) = n and the diameter is 2
(cf. [7]). (See Fig. 4 for examples of n = 2.)
We have next theorem for H1 and H2 with parameters deﬁned above.
Theorem 6.1 (Griggs and Yeh [33]). 2,1(H1) = 2,1(H2) = n2 + n = 2 − .
6.2. Cartesian products of graphs
The Cartesian product of two graphs G and H is the graph GH with vertex set V (G)×V (H), in which the vertex
(v,w) is adjacent to the vertex (v′, w′) if and only if either v = v′ and w is adjacent to w′ or w = w′ and v is adjacent
to v′. (See Fig. 5 for an example.)
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Let Pi be a path of order pi , for i = 1, 2, . . . , n, where n2. Denote P = P1P2 · · ·Pn, the Cartesian products
of the Pi , for i = 1, 2, . . . , n. From [23,54], we have the following results:
1. If pi3 for every i, and if pi4 for at least two distinct i then 2,1(P ) = 2n + 2.
2. Supposepn=2 andpi3, 1 in−1. In addition, supposepi4 for at least two distinct i. Then 2,1(P )=2n+1.
3. Suppose pi5 for each i. Then d1,d2(P ) = d1 + (4n − 2)d2, if d1/d22n and 2d1 + 2(n − 1)d2d1,d2(P )
2d1 + (2n − 1)d2, if d1/d2 < 2n.
If pi = 2 for all i then P = Qn, the n-cube. Griggs and Yeh [33] have shown 2,1(Qn)2n + 1, and Jonas [41]
has shown that n + 32,1(Qn). Later Whittlesey et al. [54] improve the upper bound to 2n by using a code theory
method. More precisely, they have:
(i) 2,1(Qn)2k − 1 for n2k − k − 1. In particular, 2,1(Q2k−k−1)2k − 1.
(ii) For 1qk, 2,1(Q)2k + 2k−q+1 − 2 where n2k − q. In particular, 2,1(Q2k−q)2k + 2k−q+1 − 2.
(iii) lim inf 2,1(Qn)/n = 1.
(iv) In general, 2,1(Qn)2n, for all n2.
Besides the  numbers of the Cartesian products of paths, the values of (CmPn) and (CmCn) for all m, n, have
also been studied by Jha [36], Jha et al. [38] and Kuo and Yan [45]. Furthermore, Chiang [16] studies the L(d, 1)-
labeling for d2 on the Cartesian product of a cycle and a path. Georges and Mauro [25], Georges et al. [29] and Erwin
et al. [17] consider Cartesian products of complete graphs. Shao and Yeh [50] consider the Cartesian product of any two
graphs.
The L(2, 1)-labeling problem of other types of graph product can be found in [37,43,50].
6.3. Generalized petersen graphs
For n3, a 3-regular graphG of order 2n is called a generalized Petersen graph of order n ifG consists of two disjoint
n-cycles, called inner and outer cycles, such that each vertex on the outer cycle is adjacent to a (necessarily unique)
vertex on the inner cycle. (This deﬁnition was given by Georges and Mauro [26] which is more broadly construed than
in West’s book [53].)
Georges and Mauro [26] proved that the -number of every generalized Petersen graph is bounded from above
by 9. Furthermore they showed that this bound can be improved to 8 for all generalized Petersen graphs with vertex
order greater than 12, and, with the exception of the Petersen graph itself, improved it to 7 otherwise. However, they
conjectured that not only is there no generalized Petersen graph with  = 8, but also there is no 3-regular graph with
= 8. They also believed that the Petersen graph is the only connected 3-regular graph with = 9.
7. Bounds on labeling numbers
For an arbitrary graph G, Griggs and Yeh [33] have investigated the relation between 2,1(G) and other graph
invariants of G such as the chromatic number (G) and the maximum degree  = (G). They have the following
results.
Theorem 7.1 (Griggs and Yeh [33]).
(i) If G is a graph with n vertices, then 2,1(G)n + (G) − 2.
(ii) For any graph G, 2,1(G)2 + 2.
(iii) If G is a graph with diameter 2, then 2,1(G)2.
Chang and Kuo [12] reduced the upper bound in (ii) to 2 + . Recently Král’ and ˘Skrekovski [44] reduced the
bound to 2 +  − 1. Chang et al. [11] generalized (ii) to d,1(G)2 + (d − 1). The upper bound 2 in (iii) is
the best possible only when = 2, 3, 7, and possibly 57. As we know that a diameter 2 graph with |V | = 2 + 1 can
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exist only if  is one of these numbers (see [8]). Since the diameter is two, all labels in V must be distinct. Hence
2,1(G) |V | − 1 = 2. On the other hand, by (iii), 2,1(G)2. Thus, 2,1(G) = 2 only if (G) = 2, 3, 7, and
possibly 57. Notice that when = 2, the graph is C5; when = 3, it is the Petersen graph. For the graph when = 7,
it is called the Hoffman–Singleton graph (see [8]).
Georges et al. [30] explored the relationship between 2,1 and c(Gc), the path covering number of Gc. (Gc is the
complement of G.)
A path covering of G, denoted by C(G), is a collection of vertex-disjoint paths in G such that each vertex in V is
incident to a path in C(G). A minimum path covering of G is a path covering of G with minimum cardinality, and the
path covering number c(G) of G is the cardinality of a minimum path covering of G. We observe that there exists a
Hamilton path in G if and only if c(G) = 1. Georges et al. [30] proved the following:
Theorem 7.2 (Georges et al. [30]).
(i) 2,1(G)n − 1 if and only if c(Gc) = 1.
(ii) Let r be an integer, r2. Then 2,1(G) = n + r − 2 if and only if c(Gc) = r .
Griggs and Yeh [33] have proposed the following conjecture.
Conjecture. For any graph G with 2, 2,1(G)2.
If = 2, then we can verify that the conjecture is true, since, in this case, G is either a cycle or a path. Thus we only
need to concern that3. Further, suppose(|V |−1)/2. By Theorem 7.1(i), we have that 2,1 |V |+−22+
1 + + 1 − 2 = 32, since 3. The conjecture is true in this case. The unsolved case is when >(|V | − 1)/2
and G with diameter at least 3. Examples we have found so far all conﬁrm the conjecture.
Recall that T∞(r) is the inﬁnity r-regular tree, r2. Georges and Mauro [27] proved that d1,d2(T∞(r))=d1 +(2r−
2)d2, for d1/d2r . In particular, d,1(T∞(r)) is r + 2d − 2 if dr and d + 2r − 2 otherwise. The value d,1(T∞(r))
is proved to be a lower bound for the d1,d2 -numbers of all r-regular graphs in their other article [28]. For r2, the
graph G is said to be (d1, d2, r)-optimal if G is r-regular and d1,d2(G) = d1,d2(T∞(r)).
In [28], Georges and Mauro try to characterize those graphs that are (d1, d2, r)-optimal. They have the following
results.
Theorem 7.3. For d1 >rd2, if G is (d1, d2, r)-optimal, then G is bipartite with |V (G)| ≡ 0 (mod 2r).
Theorem 7.4. Let G be an r-regular graph with |V (G)| ≡ 0 (mod 2r). Then G is (d1, d2, r)-optimal if and only if
there exists a partition of V (G) into sets A0, A1, . . . , Ar−1,B0, B1, . . . , Br−1 such that for each i, 0 ir − 1, every
vertex v in Ai (resp., Bi) has exactly one neighbor in Bj (resp., Aj ), 0jr − 1.
8. Labelings with constraints d1d2
Besides considering L(d1, d2)-labelings with d1 >d2, some articles study labelings with d1d2.
Liu and Yeh [47] are interested in the L(1, 1)-labeling. One can show that any proper vertex coloring of G2
is also an L(1, 1)-labeling of G and vice versa. Therefore, 1,1(G) = (G2) − 1. We have the difference 1 here
because the chromatic number deals with the “number” of colors used, while the L(1, 1)-labeling number deals
with the “span” (range of the colors used). In general, we have 1,12. Liu and Yeh [47] also showed that
1,12,121,1. Both bounds are attainable as follows: (1) for graphs H1 and H2 deﬁned in Section 6, 2,1 =
1,1. (2) If G is a -regular bipartite graph with 2( + 1) vertices and 2, then 1,1(G) =  and 2,1(G) =
2 (cf. [47]). This labeling has been considered in [6] as well. These results will be quoted in the next
paragraph.
Bertossi and Bonuccelli [3] studied a code assignment problem in a computer network. The mathematical model
they sought, in fact, is our L(0, 1)-labeling. They found that 0,1(Cn) = 2 if n ≡ 0 (mod 4); otherwise, 0,1(Cn) = 3
and 0,1(T ) = − 1 for any tree T. Further they proved that, in general, determining 0,1 is NP-complete.
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Table 3
0,1 and 1,1
L(0, 1) L(1, 1)
Cn
⎧⎨
⎩
0 if n = 3
1 if n ≡ 0 (mod 4)
2 otherwise
⎧⎨
⎩
2 if n ≡ 0 (mod 3)
4 if n = 5
3 otherwise
Tree − 1 
K1, − 1 
Ref. [3] [46]
Table 4
1,2 and d1,d2 for d1 <d2
L(1, 2) L(d1, d2)
Cn
⎧⎨
⎩
2 n = 3
3 n ≡ 0 (mod 4)
4 otherwise
Tree [2− 2, 2− 1] 
⎧⎪⎪⎨
⎪⎪⎩
d1 + (− 1)d2 if d1d2/2
(2− 1)d1 if d2/2d1 2− 1d2
d2 if

2− 1d2d1 <d2
K1, 2− 2
{
(− 1)d2 if d1 <d2/2
(− 2)d2 + 2d1 if d2/2d1d2
Ref. [40] [9]
In [6], Bodlaender et al. studied 0,1 and 1,1 for several classes of graphs. We summarize these results as follows:
1. 0,1+ 2 and 1,1+ 4, for outerplanar graphs. (Calamoneri and Petreschi [10] improve the bound on 0,1 to
 if 4 and 4 otherwise, as well as the bound on 1,1 to  if 7 and + 3 otherwise.)
2. 0,12+ 5 and 1,13+ 11, for planar graphs.
3. 0,1 t− t and 1,1 t, for graphs of treewidth t.
4. 0,12− 2 and 1,13− 2, for permutation graphs.
5. 0,11.5 and 1,11.5 + + 1, forsplit graphs.
It is stated in [6] (quoted from [3]) that 0,1− 1. This is not correct since 0,1 can be 0. (See Section 2). Jin and
Yeh [40] have studied the relationships among 0,1, 1,1 and 1,2.
Tables 3 and 4 summarize results on several classes of graphs.
9. Related problems
9.1. The size of graphs
Georges and Mauro [24] posed a question regarding the size of graphs with a given order and a labeling number.
Recall that the order of a graph is the number of its vertices and the size is its number of edges. Let G(n, k) be
the collection of all graphs with order n and L(2, 1)-labeling number 2,1 = k. Denoted by sm(n, k) and sM(n, k),
respectively, the minimum and maximum sizes of graphs in G(n, k). In [24], both sm(n, k) and sM(n, k) have been
completely determined.
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Theorem 9.1.
sm(n, k) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if k = 0,
(k − 3n + 2)(n − k − 1)
2
if k is even and n<k < 6n − 4
5
,
(k − 3n + 2)(n − k − 1)
2
if k is odd and n<k < 6n − 1
5
,
k(k + 2)
8
if k is even, n< k, and k > 6n − 4
5
,
(k − 1)(k + 5)
8
if k is odd, n< k, and k > 6n − 1
5
,
k − 1 if 2kn.
Theorem 9.2. Let n = a(k + 1) + r , a > 0 , 0r < k + 1. Then
sM(n, k) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if k = 0,⌊n
2
⌋
if k = 2 and n2,
a
((
k + 1
2
)
− k
)
+
(
r
2
)
if 2r − 2<k and 2<kn − 1,
a
((
k + 1
2
)
− k
)
+
(
r
2
)
− 2r + k + 2 if 2r − 2k and 2<kn − 1,
(
n
2
)
− 2n + k + 2 if n − 1k2n − 2, k3.
9.2. The edge span
Instead of studying the labeling number, Yeh [58] considers another parameter of the L(2, 1)-labeling.
Given an L(2, 1)-labeling f on a graph G, deﬁne the edge span of f as max{|f (u) − f (v)| : {u, v} ∈ E(G)}. The
L(2, 1) edge span of G, 	2,1(G), is the minimum L(2, 1) edge span over all L(2, 1)-labelings on G. The 	2,1 values
of several classes of graphs including cycles, trees, complete multipartite graph,  and  have been determined
(cf. [58]). We summarize them as follows:
Theorem 9.3. 1. 	2,1(C3) = 4 and 	2,1(Cn) = 3 for n4.
2. Let T be a tree with maximum degree . Then 	2,1(T ) = 
/2 + 1.
3. Let K = Kn1,n2,...,nk be a complete k-partite graph, where n1n2 · · · nk . Then 	2,1(K) = 
n1/2 +
n2 + · · · + nk + k − 2.
However, we found that in order to obtain the minimum edge span of a graph we use labels greater than the L(2, 1)-
labeling number to label that graph. For example, in [58], we show that 	2,1(Pn × Pm) = 3, for nm2. The largest
label we used is 2n+3m. Thus it is interesting to consider the edge span over allL(2, 1)-labelings with optimal labeling
numbers. Denoting the corresponding minimum edge span by 	∗2,1(G), Yeh [58] proves that 	∗2,1(Pn × Pm) = 5 for
nm2. Note that 2,1(Pn × Pm) = 6 for nm2 (cf. [54]). It is obvious that 	2,1	∗2,1 for any graph. Therefore,
we ask “Can we characterize those graphs for which equality holds?”. Here are two examples.
Theorem 9.4. 	2,1() = 	∗2,1() = 5 and 	2,1() = 	∗2,1() = 7.
It is natural to extend this concept to the L(d1, d2)-labelings and deﬁne 	d1,d2 and 	
∗
d1,d2 analogously. Some results
from [58] have been generalized to L(d1, d2)-labelings.
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9.3. Critical graphs
Analogously to color-critical graphs in vertex coloring problem, we call a graph G is d1,d2 -critical if
d1,d2(G)> d1,d2(H) for every proper subgraph H of G. Fishburn and Roberts [20] were the ﬁrst to study 2,1-critical
graphs. (In their article, those graphs are called minimal forbidden graphs.)
Fixing the maximum degree, Fishburn and Roberts [20] observe that the ﬁrst nontrivial case involves 2,1-critical
graphs of maximum degree 3 and 2,1 = 5. They present examples to illustrate a variety of graphs with this property
and in particular provide several inﬁnite families of such graphs.
10. Complexity
As we state in Section 3.1, there is a polynomial time algorithm to determine d,1 of a tree. However, it is difﬁcult to
determine 2,1 let alone d1,d2 for any graph. In [33], it was shown that determining 2,1 of a graph is an NP-complete
problem, even for graphs with diameter 2. And in [18], it was further shown that it is also NP-complete to determine if
2,1k for every ﬁxed integer k4 (the case when 2,13 occurs only when G is a disjoint union of paths of order at
most 4 [33]). This proves the conjecture proposed by Griggs and Yeh in [33]. In [6], Bodlaender et al. claim (without
proofs) that the problem remains NP-complete when restricted to planar graphs, bipartite graphs, chordal graphs and
split graphs.
11. Labelings analogous to L(d1, d2)-labelings
11.1. No-hole labelings
A no-hole (or consecutive) L(d1, d2)-labeling is an L(d1, d2)-labeling such that the labels used are consecutive.
The corresponding labeling number is denoted by cd1,d2 . The no-hole L(2, 1)-labeling has been studied in [47,49]. In
previous articles, c2,1 is also denoted by h [49] or c [47]. If no such labeling exists, then we simply let cd1,d2 = ∞.
It is easy to see that if c2,1(G)<∞ then 2,1(G)c2,1(G) |V (G)| − 1.
In [49], the c2,1 values of paths, cycles, trees, unit interval graphs and the n-cube have been found. Liu and Yeh [47]
found a necessary and sufﬁcient condition for c2,1(G) |V (G)| − 1<∞ is that there exists a Hamilton path in Gc.
Furthermore, if 1,1 = 2,1 then 2,1 = c2,1 (cf. [47]). Hence c2,1 = 2,1 = 1,1, for both graphs H1 and H2. Notice
that c2,1(H1) = |V |/2 − 1 is less than the upper bound |V | − 1. But c2,1(H2) equals the upper bound |V | − 1. If G
is a diameter 2 graph then 2,1(G) = c2,1(G) = |V (G)| − 1 if and only if there is a Hamilton path in Gc (cf. [47]). It
would be interesting to characterize the graphs with 2,1 = c2,1 and with c2,1 = |V | − 1.
The hole index 
2,1(G) of a graph G is the minimum number of labels in {0, 1, . . . , 2,1} not used in an optimal
L(2, 1)-labeling. In [19,21], Fishburn and Roberts proved two extremal results for no-hole L(2, 1)-labelings. First, for
every m1, there is a graph G with 
2,1(G)=m and c2,1 =2,1(G)+m. Second, for every m2, there is a connected
graph G with 2,1(G) = 2m, |V (G)| = 2,1(G) + 2 and 
2,1(G) = m.
11.2. Circular labelings
In the deﬁnition of an L(d1, d2)-labeling, we use the absolute value to measure the difference of two numbers.
However, we can use another metric to measure the difference.
For a positive integer k and x, y ∈ {0, 1, . . . , k − 1}, deﬁne |x − y|k = min{|x − y|, k − |x − y|}.
A convenient way to interpret the deﬁnition above is to think arranging 0, 1, 2, . . . , k − 1 consecutively on vertices
of a cycle Ck . Then for any distinct x, y between 0, 1, . . . , k − 1, the difference, |x − y|k , is the length of the shorter of
the two paths connecting x and y on the cycle. Based on this notion, van den Heuvel et al. [34] proposed the following
labeling which we restate in our language.
For positive integers k, d1, d2, a k-S(d1, d2)-labeling of a graph G is a function f : V (G) → {0, 1, 2, . . . , k − 1}
such that |f (u) − f (v)|kdi whenever the distance between u and v in G is i, for i = 1, 2. The S(d1, d2)-number of
G, d1,d2(G), is the smallest k such that there exists a k-S(d1, d2)-labeling. If G is understood then G will be omitted.
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Basic properties: (cf. [34])
1. d1,d2p1,p2 , for all d1p1 and d2p2.
2. d(d1,d2 − 1) + 1dd1,dd2dd1,d2 , for any positive integers d, d1d2.
Let f be a k-S(dd1, dd2)-labeling. Then f ′ : V → {0, 1, . . . , 
k/d − 1}, deﬁned by f ′(u) = f (u)/d is a

k/d-S(d1, d2)-labeling. Since d
k/dk + d − 1, d(
k/d − 1)+ 1k. This proves the ﬁrst inequality. Let g be a
k-S(d1, d2)-labeling. Then g′ : V → {0, 1, . . . , dk − 1}, deﬁned by g′(u) = dg(u), is a dk-S(dd1, dd2)-labeling, thus
proving the second inequality.
3. d1,d2 + 1d1,d2d1,d2 + d1.
The main result in [34] is ﬁnding d1,d2 for  and .
Theorem 11.1.
d1,d2() =
{3d1 + 3d2 if d12d2,
9d2 if d12d2 and 2d13d2,
4d1 + 3d2 if 2d13d2,
and d1,d2() = 2d1 + 3d2.
Liu [46] ﬁrst considers S(2, 1)-labelings in general. She shows that
1. 2,1(G) |V (G)| if Gc is Hamiltonian and 2,1(G) = |V (G)| + c(Gc) otherwise.
2. If G is a graph with diameter 2 and Gc is Hamiltonian then 2,1(G) = 2,1(G) + 1 = |V (G)|.
Later, Wu and Yeh [55] and Liu and Zhu [48], independently, and Chen [15] study the S(d1, d2)-labelings of several
classes of graphs.
Theorem 11.2. Let T be a tree with maximum degree 3. Then d1,d2(T ) = 2d1 + (− 1)d2.
Theorem 11.3. Let Cn be a cycle of order n.
1. If n ≡ 0 (mod 2d + 1), then d,1(Cn) = 2d + 1.
2. If n /≡ 0 (mod 2d + 1), then
(a) d,1(Cn) = 2d + 2, for even n and for odd n> 2d + 1;
(b) d,1(Cn) = 2d + 
2d/(n − 1), for n ≡ 1 (mod 2) and n< 2d + 1.
Theorem 11.4. d1,d2(Cn) = 2d1 + d2 if and only if
n ≡ 0
(
mod
2d1 + d2
gcd(2d1 + d2, d1)
)
.
Proposition 11.5. For k2, if G = Kn1,n2,...,nk and k2, then d,1(G) = |V (G)| + (d − 1)k.
12. Concluding remarks
It is natural that we extend our labeling from two constraints to several constraints. Given nonnegative integers
d1d2 · · · dt , for some t2, an L(d1, d2, . . . , dt )-labeling of a graph G is a function f : V (G) → {0, 1, . . .} such
that |f (u) − f (v)|di whenever the distance between u and v is i in G, for 1 i t . Analogously to d1,d2(G), we
have (G; d1, d2, . . . , dt ).
There are several articles studying this kind of labelings. However, we will not go over them in this survey. Readers
who are interested in this subject can refer to [1,4,5,51,59]. To generalize these results will be a challenge.
Another variant arises when a multilabeling (multicoloring) is used. Vertices are (integer) weighted, each vertex
must get as many labels (colors) as its weight and all the labels assigned to the same vertex must be at least d0 apart
(in addition, the usual separations (d1, d2, etc.) must hold for labels assigned to distinct vertices depending on their
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distance). Gerke [31] considered such a problem on bipartite graphs when there are the separation constraints d0 and
d1 (i.e. d2 = 0).
In particular applications the labeling problem is indeed a multilabeling one, with separation conditions at distance
greater than 2, which arises on particular classes of graphs. Since the problem is computationally intractable, it is
approached by means of heuristics which are tested on particular benchmark graphs. Several references (up to 2000)
can be found in Battiti et al. [2].
Finally, we like to propose following problems for further research:
1. Consider labelings with constrains (1, . . . , 1, 2, . . . , 2) for 1 > 21.
2. Extend the constraints from integral-valued numbers to real-valued numbers (cf. [39]).
3. Consider list L(2, 1)-labelings (analogously to list colorings) (cf. [41]).
4. Analogous to the game chromatic number, deﬁne the game L(2, 1)-number.
5. Deﬁne the distance 2 labeling on digraphs instead of undirected graphs. Chang and Liaw [13] have studied the
analogous L(2, 1)-labeling on ditrees.
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