Abstract-In this paper, we propose a multi-objective power management procedure for microgrids (MGs). Through this procedure the power management problem is modeled as a bargaining game among different agents with different sets of objective functions. Nash bargaining solution (NBS) is employed to find the solution of the bargaining game. NBS lies on the Pareto-front of the power management problem. Moreover, it introduces a unique and fair balance among the objective functions of different agents and removes the need to track the whole Pareto-front in real-time. Distributed gradient algorithm is applied to find the NBS through a modular distributed decision framework without using a central control unit. In this way, the problem of data privacy of different parties within the MG is addressed. The proposed methodology has been tested through simulations on islanded and grid-connected MGs under different pricing scenarios (fixed versus time-of-use pricing).
Processing weight of the data received from the j th agent in the i th agent decision model. T HE GROWTH of renewable energy resources in the form of distributed on-site generation has led to the introduction of the concept of MicroGrid (MG) [1] . An MG is basically a small-scale cluster of different types of controllable and uncontrollable microsources connected together at electrical distribution level. These microsources include on-site generators (both Variable Renewable Sources (VRS) and nonrenewable Dispatchable Generators (DG)), Energy Storage Systems (ESS), and fixed and controllable loads (i.e., Demand Response (DR)) [2] . Each MG can be thought of as a selfsustainable energy unit with its own decision-making and control capabilities, which is able to continue operating and serving consumers even when it is islanded from the main grid. Hence, MGs not only enable the penetration of renewable energy resources at the electrical distribution level, but also introduce some level of "resiliency" into the power grid due to their islanding capability [3] .
In order to utilize an MG, a hierarchical control and decision-making structure is required [4] . At the lower level of this hierarchy each microsource within the MG employs a local control unit (which is usually based on droop characteristics [5] ). At the higher level of the hierarchy the local controllers are coordinated by a power management process to reach a desirable global behavior throughout the MG. Basically, the power management apparatus provides reference signals for the lower-level control systems. In this paper we propose and investigate a novel agent-based power management procedure which can be applied to both grid-connected and islanded MGs.
Most of the power management procedures proposed in the literature are aimed at single-objective optimization, namely, total operational cost minimization [6] or power loss minimization [7] . However, in general, the power management problem within an MG can have several competing objective functions. Hence, different microsources of an MG can have different objectives or sets of objective functions. Compared to a single-objective approach, the proposed Multi-Objective (MO) optimization formulation allows us to reach trade-off solutions among several competing objective functions (e.g., cost savings/comfort level, efficiency/profit) and explicitly consider the effect of different objective functions within system operation. The goal of Multi-Objective Power Management (MOPM) optimization problem of MGs is to find the set of non-dominated optimal trade-off solutions, known as the Pareto-front of the optimization problem [8] . In [9] a MO linear programming approach is proposed for MG power management using multilayered Artificial Neural Networks (ANN). Another MOPM technique is introduced in [10] employing Non-dominated Sorting Genetic Algorithm (NSGA-II) to obtain the Paretofront of the optimization problem. In [11] , different objective functions are also considered in energy management of an MG with high penetration of renewable power sources, through valuation functions. In another work, the Pareto-front of the objective functions of an MG is obtained using a sampling approach and an agent-based model [12] . Also, in [13] the MOPM problem of MGs is modeled and solved as a static non-cooperative game.
While in the previous works the whole Pareto-front is obtained through sampling, point-by-point optimization, or evolutionary population-based algorithms, these approaches can be numerically burdensome for real-time applications as the number of objective functions increases. Hence, to address this problem, in this paper we propose a power management approach that is able to find a "unique" and "fair" solution to the MOPM problem of MGs without the need to track the whole Pareto-front in real-time. A fair solution strategy should not discriminate between the objectives (i.e., under symmetric conditions it should yield identical results for different objectives). The proposed power management procedure is based on the idea of Nash Bargaining Solution (NBS) [14] . Hence, The MO optimization problem can be viewed as a bargaining game consisting of different agents (players) with different sets of objective functions. Each controllable microsource within the MG is assigned an agent which participates in the bargaining process on behalf of the parties in charge of the microsources. Thus, MG is modeled as a cooperative community of producers and consumers, where each entity is interested in obtaining a trade-off between its available objective functions and the objective functions of other agents (while maintaining the overall cooperative nature of the decision problem). NBS is selected as a solution strategy since it was designed to address situations of cooperative decision making with bargaining, which is essential in the case of an MG power management model.
Due to its advantages, NBS has been used in different industry-related applications with the goal of fair resource allocation; a few examples are as follows: bandwidth, sub-carrier, and power allocation along with relay cooperation in communication systems [15] [16] [17] , developing licensing policies [18] , designing permit allocation rules for pollution control [19] , marriage market and household labor studies [20] , and traffic control [21] .
The NBS of a bargaining game lies on the Pareto-front of the pay-off functions (i.e., objective functions) of the agents in the game. Apart from its uniqueness, NBS introduces a fair balance among the objective functions of the agents. We have shown in [22] that the NBS of the MOPM problem of an MG can be computed using a central optimization method. In this paper, we will demonstrate that the NBS of the bargaining game can be obtained through a Distributed Sum Optimization (DSO) problem [23] which can be solved using an agentbased platform via a distributed optimization technique. The employed solution technique is known as Distributed Gradient Algorithm (DGA) [23] [24] [25] , which was selected due to its ease of implementation and its desirable mathematical properties. Using DGA different control agents (with different objective functions) within a communication network are able to interact and exchange data with each other to solve a DSO problem, cooperatively, without a central solver. While DGA has already been applied for solving power engineering optimization problems [26] , its use has been limited to singleobjective optimization problems. In this paper, we extend DGA to a distributed bargaining situation to solve the MOPM problem of MGs. Thus, unlike previous MOPM methods in the literature, the proposed approach is modular and distributed by nature. In this way, a distributed bargaining framework is designed through which the data privacy of different parties within the system is respected (i.e., to reach a solution, the agents do not need to share their private cost/utility and feasible decision region with each other). Also, by removing a central control unit, we are basically removing a single point of failure. This implies that a more secure system automation with plug-and-play capabilities can be achieved through the proposed distributed optimization framework. Using a distributed reasoning approach, we obtain an inter-operable system with plug-and-play capabilities [27] . This bargaining framework enables the agents to reach a fair agreement which lies on the Pareto-front of the MOPM problem. To demonstrate the efficiency of the framework, the proposed method is tested on both islanded and grid-connected MGs through numerical simulations under fixed and Time-of-Use (ToU) pricing scenarios.
To summarize, the contributions of the paper are as follows:
• Using game theory, the MG is modeled as a community of cooperative agents with competing objective functions that bargain with each other to reach a fair and Paretoefficient outcome.
• The bargaining process, which is basically the MOPM of the MG, is solved using the concept of NBS, which provides desirable properties: uniqueness, fairness, and Pareto-efficiency.
• The computational process is performed through an agent-based distributed optimization framework, without a central control unit. Employing this framework, the agents are able to reach the NBS, without sharing their private cost and constraint data. The rest of the paper is constructed as follows: in Section II the overall structure of the MOPM problem of MGs is discussed. The distributed bargaining/optimization framework is designed in Section III. The results of the numerical experiments are shown and discussed in Section IV. The conclusions of the paper are presented in Section V.
II. MG POWER MANAGEMENT PROBLEM
In this section the agent-based MOPM problem is discussed in details. A generic MG consisting of different microsources is shown in Fig. 1 . Each microsource is equipped with a control agent which participates in the MG-based bargaining framework on behalf of the element. The microsources considered in this paper are: thermal DG unit, battery storage bank, DR resources (consisting of curtailable and time-shiftable loads), Photo-Voltaic (PV) power generator, and fixed uncontrollable loads. Note that the control agents within the MG are "price-takers" (due to their relatively small size and low market share). Hence, the price signals (both the fixed and ToU tariffs) are the input variable to the decision model, which are set by a power utility company.
A. Timing Strategy and Uncertainty Handling
In this paper we have adopted a rolling horizon optimization strategy [6] : at each time instant (t) the power management problem is solved for a certain look-ahead time (t + T), based on forecasted values for renewable energy resources and the load. The decision horizon is divided into H time steps ( t). The goal of the power management problem is to optimize the decision variables (i.e., output power of the controllable microsources) at different time steps of the decision window. After the power management problem is solved, the values of the decision variables corresponding to the immediate time step (t + t) are sent to the local control devices of the microsources. The values of the decision variables for the rest of the decision horizon can be stored as back-up or be used as initial conditions in future rounds of the power management optimization (i.e., hot start). Then the decision window is rolled one step ahead (i.e., t := t + t).
As discussed above, the values of certain variables (fixed load and PV power) need to be forecasted and used in the power management problem. The prediction error is a source of uncertainty in the decision making. In this paper, two such sources of uncertainty are considered in the modeling: prediction error of renewable energy sources and load prediction error. These errors are represented by Gaussian distribution functions which are adopted from [28] and [29] . Note that the distribution of forecasting error changes at different time steps of the decision horizon. Hence, as the decision window rolls through time the forecasted values of the load and renewable power are also updated based on the time-varying distribution functions of the prediction error.
B. Problem Formulation
The objective functions and constraints of different microsources considered in the power management problem are discussed in this subsection. The objective functions are denoted as U j i , indicating the j th objective of the i th microsource.
1) DG unit: Two objective functions are considered for the DG unit: total profit (i.e., total revenue less total cost) from local power generation (U 1 1 ) and average efficiency (U 2 1 ).
where, coefficients a, b, and c define the quadratic cost function of the DG, according to [30] . Objective function (1) is composed of two terms: the cost/revenue of power exchange with the grid and the cost of local power generation using the DG unit. Hence, this objective function defines the profitability of power production from the DG unit. The reason that the DG control agent is considered to be in charge of this objective is that this agent has direct access to DG cost data. Note that depending on the sign of the power exchanged with the grid at the PCC, the first term in objective function (1) (i.e., −λ G P G ) can be positive or negative (i.e., P G ≥ 0 implies power import from the grid, and P G ≤ 0 implies power export to the grid). Hence, the first term in objective function (1) can be both revenue (for P G ≤ 0) or cost (for P G ≥ 0). When the DG is isolated from the main grid, since the revenue from sales of power to grid is eliminated, U 1 1 turns into the negative cost of production. The efficiency equation (2) is also adopted from [30] , along with the expression for the coefficient k used in (2), defined as:
The constraints on the DG unit are as follows:
where, (4) gives the production limits on output power of the DG. The Generation Rate Constraint (GRC) is enforced by (5) . This constraint defines the ramp rate limit of the thermal DG unit. 2) ESS unit: In this paper, no objective function is considered for the battery storage system. However, the following constraints are taken into account:
where, positive and negative values for P ESS define discharging and charging states, respectively. The normalized State Of Charge (SOC) of the battery is determined as (7) and maintained within its boundaries ([SOC min , SOC max ]). Note that the power losses of the battery system are ignored, which is reasonable for high energy efficiency battery systems. 3) Demand Response Provider (DRP) unit: The DRP is a load aggregator in charge of providing DR services in the MG, by controlling the collective controllable loads. Two types of controllable load resources are considered in this paper: curtailable loads and time-shiftable loads.
• Curtailable loads: At certain times, some percentage of the total demand is available for curtailment. The curtailment process can cause discomfort to the users and is to be minimized. Hence, a concave utility function (U 1 2 ) is defined to penalize deviation from the desired consumption schedule.
An exponential utility function is adopted here based on [31] .
where, constraint (10) 
while (12) enforces the maximum/minimum limits of time-shiftable DR resource, (13) maintains and preserves the total scheduled energy consumption (E Sch ). Note that these constraints also guarantee that the time-shiftable resources are employed within the [t min , t max ] interval. Cost saving is considered to be the third objective function of the DRP, denoted as U 3 2 :
4) PCC link: To prevent overloading in the link that connects the MG with the main grid at the PCC and defer distribution system expansion/upgrades, the following objective function (adopted from [11] ) and the corresponding constraint are used:
where, P min G and P max G denote the limits for power export and import to/from the main grid, respectively. The idea behind objective function (15) is to promote self-sufficiency of the MG and reduce the reliance on the grid, while maintaining a safe margin to avoid congestion/overloading. Note that while constraint (16) enforces the physical congestion/overloading boundary at the PCC, it is not necessarily able to create a desired safe congestion margin. Another approach to this problem is to eliminate objective function (15) and tighten the constraint (16). 5) PV and fixed load: The renewable PV power (P R ) and the fixed load power (P f ) are assumed to be nondispatchable at all times. These powers, as explained in the previous subsection, are simply predicted (with a certain forecast error). While the PV power does not appear as decision variable in the power management problem, it is controlled at the lower level of the hierarchy using maximum power point tracking. Apart from the private constraints of different resources discussed above, the global MG-wide power balance constraint, which connects the output power of all the power sources in the system, should also be respected at all times:
Hence, the MOPM problem for the MG can be written as follows: (5), (6), (7), (8), (10), (12), (13), (16), (17) (18) where, P P P is the vector of decision variables, consisting of the power of controllable microsources within the MG (including the exchanged power with the main grid) for the look-ahead time in which the power management problem is solved:
. . P DG (H), P ESS (1), . . . P ESS (H), P G (1), . . . P G (H), P C (1), . . . P C (H), P TS (1), . . . P TS (H)]
T (19) where, [.] T denotes vector transpose operation. In this paper vector quantities are indicated via bold letters. We also define M to be the number of elements of the decision vector P P P for future use (i.e., P P P ∈ R M ). Note that in the optimization problem (18) , all the objective functions are concave in the decision variable and the constraints form convex sets. Hence, the overall MOPM problem is convex, which implies that the Pareto-front defines the boundary of a convex set [8] . As will be discussed in the next section, convexity of the power management problem is crucial for the NBS to be well-defined. To solve this optimization problem a distributed agent-based bargaining framework is designed.
III. AGENT-BASED DISTRIBUTED BARGAINING FRAMEWORK
In this section, first we formulate the MOPM problem as a bargaining game. Then a distributed optimization technique is employed to find the solution to the game.
A. NBS as a Solution Concept
A bargaining game is used to model a situation of interactive cooperative resource allocation among several agents. Hence, bargaining games consist of the following elements [14] :
• A set of N players (agents), Ag = {1, . . . , N} that negotiate with each other to find a globally agreeable solution.
• A set of utility or pay-off functions, U = {u 1 , . . . , u N }, where u i denotes the i th player's pay-off level at each state of the bargaining game. The goal of each agent is to maximize its pay-off function through negotiations with its peers.
• A set of disagreement points, D = {d 1 , . . . , d N }, where d i denotes the worst case pay-off value for the i th player if the negotiations break down. Hence, the disagreement points represent the tacit threat of inability of agents to reach an agreement. If the bargaining game is well-defined (i.e., the disagreement points have worse performance than every other solution) and the agents are "rational" then the disagreement point is never reached. The Pareto-front of the pay-off functions of the players constitute the set of all the rational solutions that the agents can reach through negotiations. Given that the Pareto-front is the optimal trade-off set of the pay-off space of the agents, any deviation from this set would be detrimental to at least one agent. In other words, the Pareto-front of the game determines the set of equilibria to the bargaining situation. NBS was proposed to define a single unique solution (among the candidates on the Pareto-front) to the bargaining game. The properties of NBS are as follows [14] :
• NBS can be obtained using optimization problem (20) . This optimization problem is solved over the feasible solution set within the pay-off space of the players (F U ).
Optimization problem (20) can be formulated as follows:
Compared to (20) , (21) is much more beneficial for our purpose, as will become clear in the next subsection.
• Uniqueness: If F U is a convex set (i.e., the bargaining game is convex) then (21) is a convex optimization problem and NBS is the global optimum to the problem and is unique.
• Efficiency (Pareto-optimality): Given a convex bargaining game, NBS (obtained through (21) ) is guaranteed to be Pareto-optimal (i.e., NBS lies on the Pareto-front of the bargaining game).
• Fairness: If the bargaining game is symmetric with respect to players i and j (i.e., if
, then those players will receive the same pay-off value with NBS. This means that NBS does not discriminate between identical players and the outcome of the bargaining is guaranteed to be fair under NBS.
• Covariance under positive affine transformation: NBS is independent of unit of measurement of the pay-off functions of the players. Also, multiplying the objective functions by scalars does not change the outcome of the bargaining.
• Independence of irrelevant alternatives: NBS is insensitive to changes in the set of inferior alternative solutions. Since in both MO optimization problem and bargaining game the goal is to reach a solution on the Pareto-front of the problem, the MOPM problem (18) can be thought of as a bargaining game, with each agent having different sets of objective functions. Since (18) is a convex optimization problem, NBS can be applied to find a unique, fair, and Pareto-optimal solution for the power management problem. Given (21), the NBS-based power management problem is formulated as follows: (5), (6), (7), (8), (10), (12), (13), (16), (17) (22) where, O i denotes the number of objective functions considered for the i th agent. Note that optimization problem (22) is also convex and has a unique globally optimal solution, which defines the NBS to the bargaining among the agents.
B. Distributed Optimization Approach
Our goal in this paper is to solve (22) using an agentbased framework. This optimization problem is an instant of DSO problems. The general structure of DSO problems is as follows:
where, x i x i x i and f i denote the decision vector and the convex objective function of i th agent, respectively. Also, X i defines the convex feasible region of vector x i x i x i . Note that in general, feasible regions and decision vectors of different agents can have overlapping areas and common elements.
Problems of the form (23) can be solved using distributed optimization algorithms without the need for a central solver. In a distributed optimization framework, the agents exchange their estimation of the solution of (23) with each other using a communication network, without sharing their sensitive private cost and feasibility data (i.e., f i and X i ) with their peers. In this paper, we have employed the DGA to solve (22) in a distributed manner. The DGA consists of three main steps that are performed at each iteration of the algorithm:
• Step I: at the k th iteration of the algorithm, the i th agent performs a weighted averaging operation (with weights a j i ) over the received signals from its neighboring agents (i.e., including its own estimated solution):
where, N i denotes the i th agent's number of neighboring agents (including the i th agent). In this paper, a uniform weighting mechanism is selected for the distributed optimization model (i.e., a
). Any weighting mechanism that satisfies the double-stochasticity property (i.e., [24] . A uniform weighting scheme not only satisfies double-stochasticity, but is also intuitive and easy to implement.
• Step II: at this step, each agent performs a gradient descent operation, as follows:
where, α k is a time-varying weight factor and is selected as α k = γ k+1 , with γ acting as a tunnable parameter of the model.
• Step III: each agent projects the outcome of Step II into its private feasible region to update its estimated solution for the next iteration:
where, X i defines the projection operation into the set X i . Note that the projection operation is a convex quadratic programming [32] , which is determined as follows: (27) where, . is the Euclidean norm. Mathematical properties of the DGA, including the guarantees of convergence, are discussed in [24] and [25] in details, and we refrain from discussing these properties here. However, an interesting practical property of the DGA is that even for time-varying communication networks (e.g., when some communication links are lost temporarily) it is guaranteed to reach the optimal solution, as long as each agent is able to affect every other agent's estimation (directly or indirectly), infinitely often [24] .
To apply the DGA to the NBS-based power management problem, we compare (23) and (22), and note that the following holds for each microsource agent in the MG:
It can be shown that the gradient of f i (P P P) with respect to the vector of decision variables (i.e., P P P) can be obtained for each agent, as follows:
where, the first term on the right side of (29) is a sensitivity matrix, which is equal to the transpose of the Jacobian matrix of the vector function U i (P)
The second term in (29) is a vector which embodies the effect of disagreement points of the bargaining. Basically, its function is to push the decision variables away from the disagreement region that represents the worst case outcome of the bargaining. Equation (29) is substituted in (25) to complete the distributed bargaining framework for the MG. To guarantee the convergence of the DGA to the optimal solution, the gradient of the global objective function of the optimization problem needs to be defined and finite inside the feasible decision region of the agents [24] , [25] . In order to achieve this, in practice the disagreement points of the agents need to be placed outside (but close to) the feasible region of the decision problem to avoid singular gradient values.
The agents participating in the bargaining process, their objective function sets, and feasible regions are as follows: 1) DG agent:
To summarize, NBS has the following advantages compared to conventional power management approaches: uniqueness, fairness, Pareto-optimality, and the capability to be obtained through a distributed optimization framework.
IV. NUMERICAL EXPERIMENTS AND RESULTS
The proposed MO bargaining framework is tested on two distinct MGs: 1) a generic islanded MG (Fig. 1) , and 2) a modified version of IEEE standard 13-bus distribution network, as a grid-connected MG, including a solar PV farm (Fig. 2) . The detailed system and microsource data for these two MGs can be found in [2] and [30] , respectively. The fixed load data and the PV power output used in the simulations are adopted from [33] and [34] , respectively. The non-controllable fixed load profile and the PV power output for the 13-bus system are shown in Fig. 3 and Fig. 4 (similar curves can be drawn for the islanded MG). Note that, as discussed before, these two curves act as inputs to the model and need to be forecasted for the decision horizon. In this paper we have used a time step of 5 minutes ( t = 5 min) and a look-ahead decision horizon of 4 hours (T = 4 hours and H = 48). The simulation results are obtained under fixed and time-varying (ToU) pricing scenarios.
A. Case I: Islanded MG
To verify the results of the proposed distributed bargaining framework, the optimization problem (22) has also been solved using a central optimization method on a generic islanded MG (shown in Fig. 1 ). It was observed that both the distributed optimization framework and the central solver yielded the same results, which confirms the validity of the proposed methodology. To show that the NBS of the MOPM lies on the Pareto-front of the objective space, we have obtained the Pareto-front of the power management problem of the islanded MG, using a central weighted-sum optimization approach [8] . The problem description for the central weighted-sum optimization to obtain the Pareto-front is as follows: (5), (6), (7), (8), (10), (12), (13), (16), (17) 
where, the weights γ j i are varied to track the Pareto-front of the MO problem. Since this problem is convex then by solving the central optimization (30) the entire Pareto-front can be mapped [8] .
In this case, three objectives are considered to be able to show the Pareto-front on a graph (Fig. 5) . These objectives are: DG efficiency, curtailable DR utility, and profit (which in an islanded system turns into the negative of cost of production). The NBS of the power management problem is also obtained using the proposed distributed optimization framework and shown on the same figure. As can be seen in Fig. 5 , the NBS (obtained through distributed optimization) is correctly located on the Pareto-front of the power management problem (obtained using a central optimization technique), as was expected. This confirms that the distributed optimization framework converges to a solution on the Pareto-front of the MOPM problem. This solution, as discussed before, is the NBS of the bargaining game. We have used Case I as a result verification tool.
B. Case II: Grid-Connected MG
In this section, we present the results of the simulations on the grid-connected MG, shown in Fig. 2 . All the six objective functions considered in Section II are taken into account. The unit price of exchanged energy with the main grid (fixed and ToU pricing) are shown in Fig. 6 .
In Fig. 7 , the output power of the thermal DG unit is shown. As can be seen, the output power of the DG is almost the same under both of the pricing scenarios. Also, due to the introduced ramp rate constraint (5) the DG needs to start increasing its output power at an earlier time to be able to respond to the peak load, at the later time of the day. On the other hand, the effect of variable energy pricing is notably observed in the behavior of time-shiftable DR resources, shown in Fig. 8 . As can be seen in this figure, compared to the fixed pricing scenario (original scheduled profile), under ToU pricing the time-shiftable DR resources are deployed in a way to eliminate consumption during peak-price time period and reduce the cost of consumption (note that under both pricing scenarios the same amount of energy is consumed in a pre-defined time frame). The original available power value of time-shiftable loads is shown in the figure under fixed price scenario. These resources are available from time 18:00 to 21:00, and can be shifted within the time interval 16:00 to 23:00 (i.e., they cannot be consumed before 16:00 or after 23:00). Since in the fixed price scenario the time-shiftable loads cannot achieve any cost savings by shifting their consumption (due to the fixed price), no load shifting is performed and the consumers fulfill their original schedule (which has a peak of around 2 MW, used as an input to the decision model).
The effect of time-shiftable load can be observed in the power exchange with the main grid, shown in Fig. 9 . As can be seen in this figure, due to the load-shifting process, the amount of power export to the main grid is increased considerably during the peak-price period, to gain more profit from the sale of energy. This comes at the expense of lower power export at earlier times. Note that because of the objective function (15), (Fig. 9 ) and does not reach its congestion limit of 7.5 MW. However, when objective function (15) is removed the exported power to the grid is set to its maximum feasible value of 7.5 MW for most of the time (except for a short period before price peak interval, where time-shiftable loads create an increase in power consumption which leads to less power export).
The profit curve of the MG is shown in Fig. 10 , where we observe a 47% increase in the total profit level of the MG, under ToU pricing with time-shiftable DR resources. Also, compared to the case of ToU pricing without time-shiftable DR resources, the total profit level shows 17.6% improvement. Without objective function (15), higher export levels lead to considerably higher profit, as shown in the figure. However, this comes at the expense of high power utilization and congestion of the line at the PCC. Since line congestion on the lines signal the need for network expansion/upgrade, by using objective function (15) we are creating a balance between the two objectives: short-term profit and avoiding the need for long-term expansion of distribution system.
The total cost of power consumption is shown in Fig. 11 . As can be seen in this figure, the cost of consumption increases at the times where the energy price is higher. However, the total cost of consumption is reduced by 44% when time-shiftable loads are present, compared to the case without time-shiftable loads. The power and stored energy of the battery system are depicted in Fig. 12 and Fig. 13 , respectively (with negative power values indicating battery charging). As is observed in these figures the volatility and variations of the renewable PV power is absorbed by the storage system. Hence, from the perspective of the main grid, the volatility of the PV power does not affect the grid (note the smooth power curve of Fig. 9 ). This implies that employing the proposed MG-based power management procedure, the undesired effects of volatility of distributed renewable resources can be limited, which leads to the successful integration of these resources into the electrical energy networks. Also, it can be observed from Fig. 13 that the stored energy of the battery is correctly kept between its maximum and minimum limits corresponding to SOC max = 0.9, and SOC min = 0.3, respectively.
In Fig. 14 , the maximum available power profile of curtailable DR resources and the portion used in our proposed method are shown (for ω = 3). The maximum available curtailable load is assumed to be equal to 20% of total fixed load at all times. The percentage of the DR employed under our proposed method (for both ToU and fixed price scenarios) is only 50% of the maximum available curtailable DR resources.
V. CONCLUSION
In this paper a bargaining framework was proposed to solve the MOPM problem of MGs. The proposed framework employs NBS to find a unique and fair solution on the Pareto-front of the optimization problem. Moreover, the solution is obtained using a distributed optimization method which relies on an agent-based decision architecture. It is shown that using the proposed methodology the MOPM problem can be solved in islanded and grid-connected MGs with various types of microsources, including DGs, renewable power generators, ESS units, and curtailable and time-shiftable loads.
