Let q be a power of a prime p. Matrices over Fq in which every subset of basis size of the columns are independent, are of interest in coding theory, matroid theory, and projective geometry. For any positive integer m ≤ p and bijection σ : N ≤q−1 ∪ {0} → Fq, we show that the m × (q + 1) matrix Hq,m, with
Introduction
Let q be a power of a prime p. Henceforth, all matrices will be assumed to take entries over F q . The map σ will be a bijection from N ≤q−1 ∪ {0} to F q that takes N ≤p−1 ∪ {0} to the prime subfield in the canonical way.
For simplicity, examples will focus on the prime case. Definition 1.1. Let F p denote the prime subfield of F q . For n ∈ F q , k ∈ F p we define
Note that, as a function of n, this is a polynomial of degree k − 1.
Definition 1.2. The pascal matrix U q is the q × q matrix with
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Linear Independence
First we prove that any m columns of U q,m are linearly independent for prime power q. Then we prove that the addition of the additional vector preserves the property. Proof. Recall that the entries of the k th row of U q,m are defined by the polynomial σ(j) k of degree k − 1. In particular, the j th entry is the value of that polynomial at σ(j). Suppose some set of m columns are linearly dependent. Then the rows of the m × m submatrix they comprise can be combined to zero with at least one nonzero coefficient. However, this implies that the polynomials defining the rows can be combined to a polynomial with m zeros. Since the polynomials are each of degree at most m − 1, the resulting polynomial would have to be identically zero. Since each polynomial in the combination is of a different degree, this implies that the linear combination has no nonzero coefficients, a contradiction. Proof. The truncation lemma covers most cases; in fact, we can reduce this to two cases: the case when s m is included in the m-subset, and the case when it is not. In the latter, we are taking a m-subset of H q,m \ { s m } = U q,m . We know this subset is linearly independent by the truncation lemma. In the former case, we have a [m × m] matrix with s m as a column. To show the linear independence of the this set, we can show that this submatrix is non-singular. Without loss of generality, we can assume that s m is the mth column, and we can expand along this column. We are then done by the truncation lemma: any m − 1 columns of U p,m−1 are linearly independent. . Remark 2.3. The proofs also work to show that any square submatrix of H q,q is invertible, provided that there is no zero row or column.
Applications

Coding Theory
Reed-Solomon codes are a class of error-correcting codes. An example of a simple Reed-Solomon code is:
Reed-Solomon code. This code involves multiplication and taking field elements to different powers. The H q,k offers a simpler construction based on addition; it retains the additive structure of Pascal's triangle.
The truncated pascal matrices leads to an efficient, memory-non-intensive network coding algorithm for prime q, especially in the binary case. Set c and t to be variable vectors of length n and s, respectively. Take d to be the length s vector of data. The following algorithm is an example of a non-memory-intensive encoding process:
Matroid Theory
A matroid M = (E, I) is a finite collection of elements called the ground set, E, paired with its comprehensive set of independent subsets, I. There are many different sets of axioms that construct matroids, see [9] . Suppose r ≤ n. A uniform matroid U r n has |E| = n and the property that any size r subset of E is an element of I and no size (r + 1) subset is in I. Suppose n ≤ q + 1. The columns of H q,r represent the uniform matroid U r n by deleting q + 1 − n columns of H q,r . H q,r can represent U r n when n ≤ q + 1.
