Abstract-By deploying machine learning algorithms at the network edge, edge learning recently emerges as a promising framework to support intelligent mobile services. It effectively leverages the rich data collected by abundant mobile devices, and exploits the proximate edge computing resource for low-latency execution. Edge learning crosses two disciplines, machine learning and wireless communication, and thereby gives rise to many new research issues. In this paper, we address a wireless data acquisition problem, which involves a retransmission decision in each communication round to optimize the data quality-vs-quantity tradeoff. A new retransmission protocol called importance-aware automatic-repeat-request (importance ARQ) is proposed. Unlike classic ARQ focusing merely on reliability, importance ARQ selectively retransmits a data sample based on its uncertainty that can be measured using the model under training. Underpinning the proposed protocol is an elegant communication-learning relation between two corresponding metrics, i.e., signal-to-noise ratio (SNR) and data uncertainty. This new relation facilitates the design of a simple threshold based policy for retransmission decisions. As demonstrated via experiments with real datasets, the proposed method avoids learning performance degradation caused by channel noise while achieving faster convergence than conventional SNR-based ARQ.
I. INTRODUCTION
While smartphones have become indispensable platforms supporting our daily lives, billions of Internet-of-things (IoT) devices are expected to be deployed in near future to automate the operations of our societies. With the prevalence of such devices on the network edge, namely edge devices, people are envisioning an incoming new world of ubiquitous computing and ambient intelligence. This vision motivates Internet companies and wireless operators to develop technologies for deploying machine learning on the (network) edge, giving rise to a new platform for supporting intelligent applications, called edge learning (see e.g., [1] - [3] ). This trend aims at leveraging enormous real-time data generated by billions of edge devices to train AI models. In return, downloading the learnt intelligence onto the devices will enable them to respond to real-time events with human-like capabilities. As a paradigm shift in computing, the impact of edge learning is not limited to individual convenience and productivity, but more importantly it can lead to breakthroughs in critical areas such as healthcare and disaster avoidance. From the research perspective, edge learning crosses two disciplines, namely wireless communication and machine learning, and thus brings many new research challenges. Tackling such challenges by cross-disciplinary design defines the theme of this paper.
As data-processing speeds are increasing rapidly, wireless acquisition of high-dimensional training data from many edge devices has emerged to be a bottleneck for fast edge learning (see e.g., [4] ). The issue can be exacerbated in high-mobility applications (e.g., drone mounted sensors). This calls for highly efficient resource allocation and multi-access methods tailored to wireless data acquisition. Conventional techniques have been developed based on the principle of decoupled communication and computing, and thus are incapable of exploiting the intrinsic features of learning based applications. In particular, data bits (or symbols) are assumed of equal importance, which simplifies the design criterion to be rate maximization.
In contrast, for learning, the importance distribution in a training dataset is non-uniform, i.e., some samples are more important than others. Active learning is one of the related areas in data acquisition by exploiting data informativeness [5] . Targeting the scenario that unlabeled data is abundant but manually labeling is expensive, active learning aims to selectively label the informative data (by querying an oracle), such that a model can be quickly trained using only a few carefully selected data samples, thus reducing the cost of manual labelling. Roughly speaking, the informativeness of a sample is related to how uncertain the prediction of this sample is under the current model. One of the commonly used uncertainty measure is the entropy, an information theoretic concept [6] . A classic data selection scheme based on the entropy measure is called uncertainty sampling which was first proposed in [7] . A subsequent work [8] found that purely sampling the data with the highest uncertainty may lead to undesired query to the outlier that fails to represent the data space. To cope with the issue, other popular data selection criteria, such as expected model change [9] and expected error reduction [10] , all take into account the entire data space and thus can naturally avoid the outliner sampling issue.
Note that the conventional data acquisition methods were developed from the machine learning perspective and failed to consider the potential noise corruption on the acquired data, thus may not be effective for wireless data acquisition in edge learning. Nevertheless, the spirit of accounting for data importance in the acquisition process motivates us to propose a new design principle of importance-aware resource allocation for efficient wireless data acquisition in edge learning. In this work, we apply this principle to redesign the classic technique of automatic repeat-request (ARQ) to improve the efficiency of edge learning, where a classifier is trained at the edge based on support vector machine (SVM), with data collected from distributed edge devices. The classic design only targets reliability, which essentially repeats the transmission of a data packet until it is reliably received. On the other hand, edge learning gives rise to two unique and new design issues. The first is the mentioned non-uniform importance distribution over data samples. The second is the quality-vs-quantity tradeoff. To be specific, in each communication round, an edge server needs to make a binary decision on whether to improve the quality of a data sample by retransmission or to acquire a new sample. Though both quality and quantity of the training dataset are important for accurate learning, they need to be balanced given a limited transmission budget.
The contribution of this work is a new retransmission scheme called importance ARQ that adapts the retransmission decision to both data importance and reliability. The key technical innovation in the design is an elegant communicationlearning relation between two corresponding metrics, i.e., signal-to-noise ratio (SNR) and data importance, given a desired learning accuracy. This new measure facilitates the design of a simple threshold based policy for making retransmission decisions. We evaluate the performance of the proposed importance ARQ using a real dataset. The results demonstrate that the proposed method avoids learning performance degradation caused by channel noise while achieving faster convergence than conventional SNR-based ARQ.
II. COMMUNICATION AND LEARNING MODELS

A. Communication System Model
We consider an edge learning system as shown in Fig. 1 comprising a single edge server and multiple edge devices. A classifier at the server is trained using a labelled dataset distributed over devices, denoted as {(xk, ck)} with xk ∈ R p representing the k-th data sample, p its dimensions, and ck ∈ {1, 2, · · · , C} its label. To this end, edge devices share the wireless channel in a time division manner and take turn to transmit local data to the server. Note that a label has a much smaller size than a data sample (e.g., a 0 − 9 integer versus a vector of a million real coefficients). Thus two separate channels are planned: a low-rate label channel and a high-rate data channel. The former is assumed noiseless for simplicity. Reliable uploading of data samples over the noisy and fading channel is the bottleneck of wireless data acquisition and the focus of this work. Time is slotted into symbol durations, called slots. Transmission of a data sample requires p slots, called a symbol block.
At the beginning of each symbol block, the edge server makes a binary decision on either randomly selecting a device for acquiring a new sample or requesting the previously scheduled device for retransmission to improve sample quality. Retransmission is controlled by stop-and-wait ARQ. The positive ACK or negative ACK is sent to the target device based on whether the currently received sample at the server satisfies a pre-defined quality requirement as elaborated in the sequel. Each edge device is assumed to have backlogged data. Upon receiving a request from the server, a device either transmits a randomly picked new sample from its buffer or retransmits the previous sample.
The noisy data channel is assumed to follow block-fading, where the channel coefficient remains static within a symbol block and is independent and identically distributed (i.i.d.) over different blocks. During the i-th symbol block, a selected device sends the data x (i) using linear analog modulation, yielding the received signal given by where P is the transmit power constraint for a symbol block, the fading coefficient distributions. Analog uncoded transmission is assumed here to allow fast data transmission [11] and for a higher energy efficiency (compared with the digital counterpart) as pointed out by [12] . We assume that perfect channel state information (CSI) on h (i) is available at the server. This allows the server to compute the instantaneous SNR of the received data and make the retransmission decision.
Retransmission Combining: To exploit the time diversity gain provided by multiple independent noisy observations of the same data sample from retransmissions, ARQ together with MRC combining technique is applied to coherently combine all the observations for maximizing the receive SNR. To be specific, consider a data sample x retransmitted T times. All T received copies, say from symbol block n + 1 to n + T , are combined by MRC to acquire the received sample, denoted aŝ x(T ), as follows:
where y (i) is given in (1). In (2), we extract the real part of the combined signal for further processing since the data for machine learning are real-valued in general (e.g., photos, voice clips or video clips). As a result, the receive SNR for samplê x(T ) is given as
where the coefficient 2 at the right hand side arises from the fact that only the noise in the real dimension with variance
affects the received data. Transmission Budget Constraint: Due to limited radio resource or a latency requirement for data acquisition, the transmission budget for a specific learning task is restricted to be N symbol blocks. Therefore, the total data-acquisition duration (in symbol block) is constrained by
where K denotes the number of data samples and Tk the number of retransmissions for acquiring the k-th data sample.
B. Learning Model
For the task of edge learning, we target supervised training of a classifier model by implementing linear support vector machine (SVM). Prior to training, we assume that the edge server has a small set of clean observed samples, denoted as L0. This allows the construction of a coarse initial classifier, which is used for making retransmission decision at the beginning stage. The classifier is refined progressively using newly received data samples. As shown in Fig. 1 , SVM is to seek an optimal hyperplane w T x + b = 0 as a decision boundary by maximizing its margin γ to data points, i.e., the minimum distance between the hyperplane to any data sample. The points lie on the margin are referred to as support vectors which directly determine the decision boundary.
Upon the training is completed, the learnt SVM model can then be used for predicting the label of the new sample, denoted by x, by computing its output score as follows:
(5) Then the sign of the output score yields the prediction of label.
III. PROBLEM STATEMENT Given a noisy data channel and a reliable label channel, the classifier at the edge server is trained using noisy data samples with correct labels. The channel noise can cause a data sample to cross the ground-truth decision boundary, thereby resulting a mismatch between the sample and its label, referred to as a data-label mismatch in the rest of paper. The issue can cause incorrect learning as illustrated in Fig. 2 . Specifically, for the noiseless transmission case in Fig. 2(a) , the new data sample helps refine the current decision boundary to approach the ground-truth one. However, for the case of noisy transmission in Fig. 2(b) , noise corrupts the new sample and causes it to be an outlier falling into the opposite (wrong) side of the decision boundary. The situation will be exacerbated when the SVM classifier is used since the outliner may be selected as the supporter vector.
Retransmission can provide diversity gain to suppress channel noise so as to improve data reliability and hence the learning performance. This comes, however, at a cost of reducing the data acquisition efficiency due to the redundant transmission. The objective of our design is to adapt retransmission to data importance, as well as the channel state, so as to efficiently utilize the limited radio resource for better learning performance.
IV. PRINCIPLE OF IMPORTANCE-AWARE RETRANSMISSION
In this section, an importance-aware retransmission scheme is proposed to regulate the data-sample reliability according to its importance. We first recall the traditional channel-aware retransmission design from the pure communications perspective, where the retransmission decision is only determined by an SNR threshold without considering data importance. Then, we introduce the concept of uncertainty to quantify the importance of a data sample for learning. This then motivates us to propose an importance ARQ scheme, which accounts for both the SNR and data uncertainty.
A. Traditional Channel-Aware ARQ
In wireless communications, SNR is commonly used to measure the received data reliability. Thus, it is natural to use SNR as the criterion in retransmission policy design. The traditional channel-aware retransmission scheme is as follows.
Scheme 1 (Channel-Aware ARQ). The edge server repeatedly requests the scheduled edge device to retransmit the same data sample x until a required SNR is met: SNR(T ) > θSNR, where SNR(T ) is defined in (3) and θSNR is a pre-specified SNR threshold. This scheme achieves equally high reliability for all data samples. Under a budget constraint, however, this can lead to inefficient utilization of the radio resource for data acquisition, as the obtained dataset may not contain sufficient samples for accurate learning. The efficiency of the channel-aware retransmission can be improved by considering non-uniform data importance as measured by data uncertainty.
B. Importance ARQ
Data Uncertainty: In the active learning literature, the importance of a data sample is usually measured by its uncertainty, which characterizes how significant it can contribute to model learning [5] . To train a model using a large unlabelled dataset under a limited labelling budget, an active learner selects a subset of "important" data samples (with high uncertainty) to label by queries and then update the model. In the same spirit, in an edge learning system, the server prefers data samples with high uncertainty for retransmission.
Uncertainty Measure for SVM: Targeting the SVM classification, the definition of uncertainty is motivated by the geometric intuition that a classifier makes less confident inference on a data sample which is located near the decision boundary. Based on this intuition, the uncertainty of a data sample is measured by the inverse of its distance to the boundary. Given a data sample x, the distance based uncertainty measure is
(6) With the concept of uncertainty in mind, one can see that data samples with higher uncertainty are more prone to noise corruption. To be specific, a small perturbation caused by channel noise can push a highly uncertain data sample across the decision boundary, thus inducing the aforementioned datalabel mismatch illustrated in Fig. 2 .
To cope with the issue, highly uncertain data samples should be protected against noise by retransmission such that the noise-induced perturbation on the received data can be suppressed. We propose a novel retransmission scheme, called importance ARQ, to integrate the two key metrics in wireless data acquisition, namely the SNR from wireless communication and data uncertainty from machine learning. Essentially, the design is inspired by the following observation. Few errors would be incurred in learning if the transmitted and received data samples lie at the same side of the (ground-truth) decision hyperplane so that they have the same predicted labels. This suggests that the key to tackle the data-label mismatch issue is to align the received and transmitted data samples to be in the Figure 3 . Illustration of the probability of noisy data alignment.
same half-space divided by the decision hyperplane, which is referred to as noisy data alignment.
The finding motivates us to apply the probability of such alignment as the criterion in the retransmission policy design. However, the ground-truth decision hyperplane cannot be known. One practical solution is to utilize the current model under training as a surrogate to check the consistency between the transmitted and received versions of a data sample. The consistency (alignment) can be translated to an event A that the transmitted and received data sample have matching labels. Equivalently, if they are identical, their output scores defined in (5) must have the same signs. Consider an arbitrary transmitted data sample x and its received versionx(T ) after T retransmissions as defined in (2) . The event A is
Then the probability of noisy data alignment, called the data alignment probability, is formally defined as follows.
Definition 1 (Data-Alignment Probability). Conditioned on the received data sample, the data-alignment probability is:
To calculate the probability defined above, the distribution of the transmitted sample score s(x) conditioned on the received data samplex(T ) is needed. This knowledge can be inferred from the conditional distribution of transmitted sample, which follows a Gaussian distribution x|x(T ) ∼ N x(T ),
The derivation simply involves projecting the high-dimensional Gaussian distribution onto a particular direction specified by w, which yields a unit-variate Gaussian distribution as follow. Lemma 1 (Conditional Distribution of Transmitted Sample Score). Conditioned on the estimated samplex(T ), the distribution of the transmitted sample score s(x) follows a unitvariate Gaussian distribution, given by
Based on Lemma 1, we are ready to derive the dataalignment probability. The closed-form expression is presented in the following proposition. Proposition 1 (Data-Alignment Probability). Conditioned on the received samplex(T ), the probability of noisy data alignment is given as
where σs follows from Lemma 1 and erf(·) is the well known error function defined as erf(x) =
Proof: As shown in Fig. 3 , the conditional distribution for the transmitted data score s(x) is Gaussian and the probability of data alignment is equal to the area shaded in grey. Mathematically, the probability can be derived using Lemma 1:
The integral therein can be further expressed using the error
Remark 1. (How Does Retransmission Affects Noisy Data
Alignment?) Retransmission contributes to increasing the probability of noisy data alignment. One can apply Chernoff bound to (11) and show that:
where a > 0 is a positive constant. As a result, the probability of noisy data alignment can approach one in an exponential rate as the number of retransmissions T → ∞.
The above discussion suggests that the data-alignment probability can be controlled by retransmission. This motivates us to design a threshold based retransmission scheme that, for each acquired data sample, the edge server calls for retransmission until the said probability exceeds a pre-specified threshold pc. Thereby, the scheme enforces the noisy data alignment in a probabilistic sense, i.e., P (x(T )) > pc. (13) To facilitate implementation, the requirement on data alignment probability in (13) can be transformed to an equivalent requirement on SNR by using the inverse error function and its monotonicity. As a result, importance ARQ is given as follows.
Scheme 2 (Importance ARQ for SVM). to implement importance ARQ for SVM model, the edge server repeatedly requests the scheduled edge device to retransmit the same data sample x until
where θSNR is an additional fixed threshold (same as that in scheme 1) set for avoiding excessive retransmissions for those extremely uncertain samples, and θIA = √ 2erf
is related with the requirement on data alignment probability.
Remark 2 (Importance-Aware SNR Thresholding). The proposed importance ARQ can be viewed as an importance-aware adaptive SNR threshold scheme. As observed from (14), the SNR threshold is proportional to the distance-based uncertainty Ud (x) of the data sample. The result is aligned with the intuition that a data sample of higher uncertainty should be more reliably received to ensure the alignment between the transmitted and received samples. To better understand this result, a graphical illustration is provided in Fig. 3 . For a pre-specified pc, a highly uncertain sample near the decision hyperplane requires a slim distribution with small variance (corresponding to a high receive SNR) to meet the requirement on the data alignment probability (area shaded in grey) being larger than pc (see Fig. 3(b) ). On the other hand, for a less uncertain data sample, the requirement of pc can be easily satisfied with a relatively flat distribution with large variance and low receive SNR (see Fig. 3(a) ). ARQ in Scheme 1, the importance ARQ can make a more efficient use of the transmission budget by differentiating data samples by their uncertainty and acquiring them with proportional reliabilities. Thereby, this improves the mentioned quality-vs-quantity tradeoff.
V
. EXPERIMENTAL RESULTS
A. Experiment Setup
For the channel model, we assume the classic Rayleigh fading channel with channel coefficients following i.i.d. complex Gaussian distribution CN (0, 1) .
For the learning model, we adopt soft-margin SVM classifier since the original SVM works only for linearly separable datasets, which is hardly the case when the dataset is corrupted by the channel noise as in the current scenario. For exposition, we consider the binary classification task using the less differentiable class pair of "3" and "5" in MNIST dataset [13] that consists of 10 categories ranging from digit "0" to "9". The training set used in the experiment is partitioned as follows. At the edge server, the initial small collection of clean observations L0 is constructed by randomly selecting 2 samples for each class. The remaining training data are assumed randomly assigned to different edge devices. Note that with random data distribution and scheduling, the number of devices has no effect on the learning performance. The learning accuracy is obtained by testing the learnt model on the entire test set. The maximum transmission budget N is set to be 4000 and all results are averaged over 200 experiments.
B. Learning Performance
In Fig. 4 , the learning performance of the proposed importance ARQ is compared with two baseline schemes, namely the channel-aware ARQ and the scheme without retransmission (maximum data quantity). Various values of average transmit SNRρ = P/σ 2 are considered in Fig. 4(a) . It is observed that without retransmission the performance of edge learning dramatically degrades after acquiring a sufficiently large number of noisy samples. Next, one can observe that importance ARQ outperforms the conventional channel-aware ARQ throughout the entire training duration. This confirms the performance gain from intelligent utilization of the radio source for data acquisition. Furthermore, the performance gain of importance ARQ is almost the same in varying SNR scenarios. This demonstrates the robustness of the proposed scheme against the hostile channel condition.
In Fig. 4(b) , we further investigate the underlying reason for the performance improvement of importance ARQ by plotting the distribution of average numbers of retransmissions over a range of sample uncertainty (or its distance to the decision hyperplane). One can observe close-to-uniform distribution for conventional channel-aware ARQ corresponding to uncertainty independence. In contrast, for importance ARQ, retransmission is concentrated in the high uncertainty region. This is aligned with the scheme's design principle and shows its effectiveness in adapting retransmission to data importance.
VI. CONCLUDING REMARKS In this paper, we have proposed a novel retransmission scheme, importance ARQ, for wireless data acquisition in edge learning systems. It adapts retransmission to data-sample importance so as to enhance the learning performance with a limited transmission budget. The work contributes to shifting the paradigm of classic communication-centric radio resource allocation towards new designs targeting edge learning. Our initial investigation in this largely uncharted area opens up many interesting research directions, such as importance-aware power allocation, user scheduling, and congestion control.
