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Abstract
In recent years, there has been a growing interest in resource location
in unknown environments for robotic systems, which are composed of
multiple simple robots rather than one highly capable robot [12]. This
tradeoff reduces the design and hardware complexity of the robots and
removes single point failures, but adds complexity in algorithm design.
The challenge is to program a swarm of simple robots, with minimal
intercommunication and individual capability, to perform a useful task
as a group. This paper is focused on finding the highest intensity area
of a radiofrequency (RF) signal in urban environments. These signals
are usually more intense near the city center and its proximity, since in
these zones the risk of signal saturation is high. Radio frequency radiation
(RFR) is boosted or blocked mainly depending on orography or building
structures. RF providers need to supply enough coverage, setting up
different antennas to be able to provide a minimum quality of service. We
will define a micro/macroscopic mathematical model to efficiently study a
swarm robotic system, predict their long-term behavior and gain insight
into the system design. The macroscopic model will be obtained from Rate
Equations, describing the dynamics of the swarm collective behavior. In
our experimental section, the Campus of the University of Alicante will
be used to simulate our model. Three RFR antennas will be taken into
account, one inside our Campus and the other two in its perimeter. Several
tests, that show the convergence of the swarm towards the RFR, will be
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presented. In addition, the obtained RFR maps and the macroscopic
behavior of the swarm will be discussed.
1 Introduction
Swarm robotics is an approach to solve problems inspired by the collective be-
haviors of social animals and it is focused on the interaction of multiple robots.
Based on this metaphor of social insects, swarm robotics emphasizes aspects like
decentralized control, limited communication between agents, local information,
emergence of a global behavior and robustness [3]. Multi-swarm robotic sys-
tems differ from other multi-robotic systems because [11]: 1) robots in a swarm
are autonomous robots located in a certain environment, 2) the swarm has a
large number of robots, 3) the swarm is composed of small groups of homoge-
neous robots, 4) robots will be relatively simple, and 5) the robots will have
local sensors and their communication skills will be limited. These features
ensure that the coordination between the robots will be distributed and that
the system will be fault tolerant, since due to the redundancy of robots each of
the agents in the system is not essential and can be replaced by another agent.
Thus, the system is easily scalable, allowing more agents to be added or deleted
according to task demands. Because of these features, it is difficult to develop
an architecture that correctly models a swarm and, on the other hand, that
coordinates the swarm to perform complex tasks.
In general, the robots behave like little insects, i.e., they don’t have many
skills individually, but when combined in large groups, they provide amazing
results. Their underlying modular technology allows parallel tasks and has
many applications, including: searching and rescuing people in natural disasters,
replacing human workers in dangerous environments and exploring unknown or
dangerous environments, among others. Swarm robotics is also used to identify
the minimum requirements of agents that interact biologically, thus allowing the
understanding of certain biological phenomena, such as the collective behavior
of bacterial systems [13]. In addition, robotic swarm models have been used
for locating multiple sources of radiation resulting from nuclear accidents [6]
1.1 Presence of RF signals in an urban environment
In urban environments there are many low- and high-frequency electromagnetic
waves, where low-frequency signals correspond to transformers, transmission
lines, electrical wiring, electrical appliances, etc., and high-frequency electro-
magnetic waves belong to mobile phone networks, wireless networks, radio and
television, among others. Although radiofrequency (RF) signals operate in dif-
ferent wavelengths, the fact of using multiple wireless technologies at the same
time, such as Bluetooth, GSM/GPRS or IEEE 802.11b, makes the environment
to have interferences between the different signals, slowing down, as a result,
the transmission speed. Moreover, there is a loss of performance when multiple
users use the wireless network at the same time, because the medium access pro-
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tocol becomes inefficient. The quality of service for RF signals is influenced by
different effects (such as geometric attenuation, atmospheric conditions, build-
ings, etc.); there are different kind of models to predict the attenuation [10],
[1]. In all cases, the theoretical models for chosing antennas (their locations
and characteristics), must be validated by using field tests, in order to evaluate
these undesired effects [2]. In general, we found that RF networks are exposed
to a great source of noise produced by different elements, and these elements
can have a significant impact on the interference level in the network [9]. Con-
sequently, to keep the RF network performance, certain power levels are used to
ensure signal links, but sometimes they generate more power than it is needed
[5], [8]. In this paper, we are interested in determining the quality of the mobile
RF signal coverage in an urban area, identifying the areas where the greatest
power of RF signal is received. From these results, we will determine if the
intensity level is excessive or not in the identified areas.
2 Design of the swarm
An example of using extremely simple agents in swarm systems is described
in the emergent game proposed in (http://icosystem.com/game.htm). In this
game, an agent can develop three types of behavior (refugee or evasive, defender
and attacker), from which complex behaviors emerge at the group level. These
behaviors are discussed in [4], which shows that from these simple behaviors,
three different behaviors of the swarm can be obtained: expansion, cycle or
aggregation (in an unspecified place in the environment1). Obviously, this kind
of behaviors does not allow exploration tasks or utilization of resources.
Inspired by these studies we propose to extend some of the behaviors out-
lined in [4]. For our purposes we will use three behaviors: the aggressive agents,
who pursue other agents; the recognition agents, that wander around the en-
vironment; and the elusive agents, whose main purpose is to escape from their
attackers. As discussed in [4], if each agent pursues another agent, then the
swarm tends to cluster at a specific point in the space. On the contrary, the
behavior of elusive agents makes the swarm to expand infinitely.
Thus, we define an agent ri ∈ R as a vector ri = (si, pi, ai) containing states
si ∈ S, sensors pi ∈ P and actuators ai ∈ A. Each agent uses two actuators
ai = (vtras, vrot) that allow the agent to set both the translational and rotational
velocities. According to this, each agent will use 3 sensors pi = (mi, ci, ti),
where:
• mi: Sensor that allows getting the pair of an agent in the swarm. Each
robot has a pair, so that ∀mi ∈M,∀mj ∈M, i 6= j,mi 6= mj .
1Although the rules that define the operation of the agents are extremely simple, this not
the case with the operation of the swarm. As discussed in [14], the design and evaluation of the
behaviors that generate self-organization of swarm systems is a complex problem that depends
on many factors, including the initial position of agents, the distribution of the environment
extbackslashldots
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• ci ∈ [0, 1]: Sensor that receives the RF signal intensity at the current
position of the robot.
• ti ∈ [0,∞[: robot’s internal clock in order to know the current time.
On the other hand, an agent can be in one of three states si ∈ {expand, group, walk}.
expand refers to the elusive behavior of agents, where the agent ri has to calcu-
late the repulsion vector with respect to the robot mi, walk defines a random
navigation behavior and group corresponds to the attraction behavior, where
the attraction vector to mj , should be calculated
2. State changes are ruled by a
probabilistic finite state machine (PFSM), defined by a quintuple (Σ, S, s0, δ, F ),
where:
• Σ is the input alphabet. In our case we will use only one symbol, Σ = {aΦ}
that will be emited every new cycle (so the transitions between states will
be fired at each cycle).
• S is a finite, non-empty set of states. More specifically S = {expand, group, walk}.
• s0 is an initial state, an element of S. Let us consider that s0 = expand.
• δ is the state-transition function δ : S × ∆ → P (S). It is presented in
matrix form in Figure 1.
• F is the set of final states. This is not used in our automata, so F = ∅.
pwander
pdiscover
pgrouppexpand
expand wander
group
  :
0@
expand wander group
expand 1  pwander pwander 0
wander pdiscover 1  (pdiscover + pgroup) pgroup
group pexpand 0 1  pexpand
1A
Figure 1: PFSM that rules the changes in the state of each one of the system
agents.
Specifically, the probabilities pgroup, pwander and pdiscover will be constant
throughout the execution of the system. Their values depend on the investi-
gator’s specific interest in remaining more or less time in each of the states.
2The simplest way to calculate this vector requires to know the current position of the
robot posi and the position of its pair posmi so that the repulsion vector can be defined as
ve = posi − posmi , vˆexpand = ~ve‖~ve‖ and the attraction vector is ~vg = posmi − posi, vˆgroup =
~vg
‖~vg‖ . Nevertheless, the attraction or repulsion vectors can be also calculated without knowing
the current position of the robot, by using only indirect location methods.
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The agents start in the state expand and they will only be able to stay in one
state at a time. From this state, each agent will calculate the new state at time
t. In order to have enough time for the execution of behaviors, an agent can
only change its state every tcycle seconds, and this time remains constant and
identical among all agents. This way, we define Φ = ttcycle as the number of
cycles at time t.
Furthermore, pexpand enables the swarm to expand once clustered, so that
it keeps on exploring the environment from the area where it is at a certain
time; this probability depends on the energy of each one of the agents. It would
be interesting that when the system begins its operation, and thus the agents
have more energy, the swarm begins to explore the environment, as well. As
the energy of the agents decreases, we must ensure they group with the other
members of the swarm. Thus, in Equation 1 we propose the following energy
function, where ei is the initial energy of the agent ri, ∆e is the decrease of the
energy of the agent and Φ are the units of time elapsed.(
ei −∆e
ei
)Φ
(1)
In addition, the system is designed so that when an agent is placed over
a resource, its velocity will be slower so that the agent can inspect it and, if
necessary, mark it for the rest of the swarm. Consequently, we propose to obtain
a new vector ~v = ~vb× ck, where k is a modifier of the intensity of the attraction
of the resource, ~vb is the displacement vector obtained from the behavior to be
developed by the robot at state si and c is the sensor that receives RF signal.
From ~v both the rotational and translational velocities of the robot, (vtras, vrot),
will be obtained.
Moreover, if an agent perceives a collision with another agent, it will gen-
erate a random velocity vector ~vrand until the danger of collision ends. This
system prevents situations where a calculation needed for collision avoidance
may require to fully know the environment nearby the agent, which is not al-
ways possible due to the limited perception these agents have.
Finally, we must point out that the initial position of the swarm is established
by a matrix of up to 10 columns by an indeterminate number of rows (depending
on the size of the swarm) such that posinit(ri) = {i ( mod 10),
⌊
i
10
⌋}, so that the
pair of each agent is defined as mi = ra, a = i + 1 (mod|R|), where |R| is the
number of swarm robots.
3 Macroscopic model
Once the microscopic model of each of the agents is defined, let us determine
now how the swarm will behave globally. Subsequently, this section will focus
on providing a macroscopic model to predict what basic behavior will tend
the swarm to. From the previously defined PFSM machine we can obtain the
recurrence equations that rule the number of agents belonging to a state at any
given time.
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expandn+1wandern+1
groupn+1
 =

1− pwander pdiscover
(
ei−∆e
ei
)Φ
pwander 1− (pdiscover + pgroup) 0
0 pgroup 1−
(
ei−∆e
ei
)Φ

expandnwandern
groupn

(2)
It is straightforward to show the stability of the system from the eigenvalues
of the transition matrix. In Figure 7 the evolution of the system for an example
of specific values is given. As shown, the system tends to stabilize with all of the
robots being located in the aggregation state. This result is the expected one,
since the energy of the agents decreases progressively and, as a consequence, the
probability of going back to the expansion state decreases.
Paper [4] shows that the aggregation behavior for the agents that develop
a clustering behavior is stabilized in a limited space of time as long as the
connection between the agents constitute a connected graph. Therefore, as the
proposed swarm tends to have all the agents located at the grouping behavior
and it is connected, we can say that the swarm will tend to a cluster when the
number of agents in state expand tends to 0.
4 Test environment for locating resources
Given an area with radio frequency (RF) signal coverage, there will be usually
an array of antennas to receive the signal, having different intensities and over-
lapping signal areas; there will be added elements, as well, either amplifying
signals or attenuating them.
Figure 2: Urban area of the Campus of the University of Alicante and San
Vicente surroundings (38o 23´ 13“N, 0o 30´45”O)
Regarding the test area that has been used to validate our model, we must
remark the following issues. First of all, the area is located in an area centered
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on the main Campus of the University of Alicante, as shown in Figure 2. Second
of all, the RF signal coverage was generated using the program cloudrf (http://
cloudrf.com/), having three antennas located on the perimeter of the Campus.
These antennas generate different signal intensities over the Campus, as shown
in Figure 3, where clearer colors indicate greater signal intensities; these areas
are also the ones with the highest amount of overlapping zones.
Figure 3: Urban area of the Campus of the University of Alicante with signal
coverage areas
Additionally, in Figure 4 we present the perimeter of the global coverage
area, where the service is provided by the RF network.
Figure 4: Global RF signal coverage area
As indicated in the swarm robot model, it is essential that robots will have
a reduced cost for economy, robustness and viability reasons. In this case, we
would use low cost quadricopters to fly over the exploration area at a preset
altitude high enough to avoid colliding with the buildings. They will also have
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the necessary means for autonomous movement and a RF sensor to measure
the signal strength. These devices may have production costs not exceeding
$200 per unit, which makes them viable for our proposed goal. Figure 5 shows
a simulation of the flight of the swarm over a building in the Campus of the
University of Alicante.
Figure 5: A simulation of the flight of the quadricopter swarm
5 Experimentation
For the simulation of the system, the powerful and versatile MASON simulator
for multi-agent systems has been used [7]. Based on the MASON simulator, we
have developed a continuous 2D environment, which contains discrete resource
cells, and each cell has the same size as an agent (1x1m approx.). The resource
map used by the swarm is presented in Figure 6. The amount of resources
of a cell (RF signal strength) is described from black (no resource) to white
(maximum amount of resources). For each of the simulations there is an option
to limit the maximum size of the environment (by default, it is assumed that
the environment is bounded). In the simulation model, we consider different
swarm sizes with (10,50,100,500) individuals, whose objective is to locate the
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presence of signal and to indicate the areas of maximum coverage in a collective
way, according to the behaviors defined by our model.
Figure 6: Resource Map (RF signal strength) used in our simulations. The RF
signal strength is described from black (no detected signal) to white (highest
signal strength). This map was generated with the program cloudrf. It uses the
Irregular Terrain propagation Model (ITM), also known as the ‘Longley Rice’
model which was designed for planning UHF television broadcasting but has
applications across a very wide proportion of the radio spectrum between 20
and 20,000 Megahertz
There are two purposes in doing this. On the one hand, we would like to show
that the macroscopic model proposed above is correct and it corresponds to the
behavior of the swarm. On the other hand, we want to verify that the swarm
is able to locate the area with highest RF intensity level in the environment.
We have obtained the PFSM probabilities with metaheuristics using swarm
convergence as measure quality. After training the system with several theoreti-
cal RF maps, generated for different size environments and number of antennas,
we obtained the probability values for the PFSM machine that maximizes the
convergence of the swarm. The following probabilities (pwander, pdiscover, pgroup) =
(0.274, 0.154, 0.222) will be used for the tests. In addition, each agent will make
use of the following energy values: (ei,∆e) = (500, 35).
We performed 50 independent executions of the system for each swarm size,
and compared the theoretical model with the actual model. The results are
presented in Figure 7 and Figure 9. From these results, the theoretical model
accurately predicts the state of the agents at a given time. On the other hand,
the convergence of the system to the area of greatest intensity has also been
verified. In Figure 8 the convergence of the Euclidean distance of the centroid
of the swarm with respect to the area of maximum RF signal for a number of
iterations and a given swarm size is considered. Thus, the convergence of the
system for different sizes of the swarm has also been shown. Although for small
swarms deviation is larger (and therefore the movements of the swarm for the
9
Figure 7: This figure shows the number of agents in each of the three possible
states (wander, discover and group) for both the theoretical model (dashed
lines) and the experimental data (red, green and blue areas). We used a
swarm of 100 robots, with the following values of probability and energy:
(pwander, pdiscover, pgroup, ei,∆e) = (0.274, 0.154, 0.222, 500, 35). Initially, all
the robots are in the expansion state. The experimental data represent the
mean and standard deviation of the most representative 5 independent execu-
tions
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environment are less directed), the area of greatest RF intensity is achieved after
virtually using the same number of iterations as in larger swarms.
Figure 8: Convergence of the swarm over the area of highest RF intensity.
Swarms of (10,50,100,500) individuals have been used. This graph represents the
Euclidean distance of the swarm to the area of maximum RF signal. Specifically,
for each swarm size the most representative 5 independent tests were presented,
showing the mean and standard deviation in all the cases
6 Conclusions and future works
As shown in Figure 9, once the process of locating ends, the individuals of the
swarm are located on sites that have the highest RF intensities. This allows
engineers to determine how to distribute the signal more efficiently by means of
two alternatives: firstly, by modifying the transmission power of the antennas
and, secondly, by relocating some of them. In any case, the proposed method
verifies that the theoretical model of RF signals in an urban area can be validated
using the swarm model proposed in this paper. We therefore consider that the
data provided demonstrated empirically that the swarm will always aggregate
in one of the highest RF signal locations. This application of swarm systems can
establish new ways to improve signal coverage and to reduce the signal strength
in areas with enough intensity levels.
We are currently developing the prototype of drones to be used in the swarm.
We are interested in testing the models here presented in real environments,
as well as addressing other application areas: surveillance, rescue, identifying
agents or mapping inaccessible environments such as caves or grottoes. Another
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Figure 9: Convergence of the swarm over the area of highest RF intensity for a
swarm of 100 individuals. The convergence is obtained at iteration 25,000. We
present two extensions to the areas of greatest density of robots
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future research line is to determine analytically the convergence point of the
swarm and to analyze the performance of our model with different sizes of
swarms formed by heterogeneous agents, as well as to identify new behaviors at
both microscopic, and macroscopic and social levels.
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