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Abstract 
An experimental study has been conducted to investigate two-phase slug flow and 
the closure problem of two-phase flow models. To investigate the problem 
experimentally, a 3-inch ID and 180-foot long close loop re-circulation multiphase flow 
research facility was constructed at the Fluids Laboratory, Memorial University of 
Newfoundland (MUN). Accurate instrumentation of this facility makes it suitable for 
both conducting multiphase flow research and testing multiphase flow measurement 
systems. A new flow pattern map has been developed based on dimensional analysis. The 
functional equation governing the flow pattern formation was analyzed to yield the 
proper dimensionless plotting parameters. The use of these parameters makes the 
resultant flow pattern map independent of flow geometry and fluid physical properties. 
Data collected from the MUN flow loop as well as from the literature were used to 
generate the new flow pattern map. Flow pattern boundaries were systematically 
determined using a pattern recognition technique 
The second part of this study is focused on vertically upward concurrent slug 
flow. A simultaneous flow measurement system using both dual-probe hot-film 
anemometry and high-speed flow visualization was used to obtain the quantitative flow 
information. To discriminate the signal into the gas and liquid phases, a combined 
amplitude and first-order time derivative phase detection method has been developed. 
The void fraction of the flow was estimated from the resultant phase indicator function. 
An innovative data reduction technique using wavelet analysis combined with the phase 
detection method was developed to decompose the original signals into signals 
corresponding to air slugs and small air bubbles. This technique results in two velocities 
corresponding to slugs and bubbles from cross-correlation analysis of the discriminated 
signals. Slug/bubble velocities, slug/bubble sizes, slug/bubble frequencies and 
slug/bubble void fractions were also estimated from the decomposed signals. Slug flows 
under a variety of flow conditions were investigated to yield a detailed description of the 
flow. The calculated mean velocities of air slugs, bubbles and liquid slugs are slightly 
lower than those predicted by the correlations in literature. Necessary modifications of 
these models were, therefore, recommended. Models for predicting void fraction, slug 
i 
void fraction. slug/bubble dimensions and bubble frequency were also developed. The 
results obtained from the hot-film signal processing technique were verified by the two 
image processing methods. 
A technique for approximating the interfacial area concentration from a single 
normal probe was proposed in this study. Comparison of the measurements conducted in 
this study with the reported interfacial area concentration models developed based on 
bubble flow indicates that these models are not suitable for slug flow. An interfacial area 
concentration model was, therefore, fonnulated for slug flow based on the synthesis 
method. The proposed correlation indicates that the interfacial area concentration is 
closely related to flow and fluid properties. In summary, the study presented in this thesis 
provides a detailed quantitative flow description and information for formulating accurate 
constitutive equations for vertically upward air-water two-phase slug flow. 
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Chapter 1 
Introduction 
Multiphase flows are common in the oil and gas industry. The unprocessed oil 
well stream from a petroleum reservoir is a multiphase mixture of crude oil, water and 
natural gas. Real-time information about the oil-water-gas production rates of each well 
would result in improved reservoir management and operational control. and thereby 
maximize the recovery from the reservoir, however, this data is currently not available. 
Conventionally, on a monthly or semi-monthly basis. the output from each well is 
diverted to an off-line test separator system. and the flow rates are estimated from 
measurements on the separated flow components (figure 1.1 ). The separation equipment 
and flow handling operations are expensive and bulky, and the procedure to measure a set 
of flow rates requires several hours. Also, extrapolation of the data outside the 
measurement interval presents a high degree of uncertainty. as the flow rate sampling is 
effectively done only over a small fraction of the total production time of the well. The 
need within the oil industry for compact and reliable in-line instruments to measure the 
oil-water-gas flow rates of the unprocessed oil well streams is well-established 
(Millington 1997, Hutton 1997). 
Incoming 
Multiphase Flow 
Water Metering 
• 
Gas Metering 
Oil Metering 
Figure 1.1 - Schematic of conventional multi phase flow metering method 
Ideally. such an in-line flow measurement system should be sufficiently accurate. 
non-intrusive. reliable. flow pattern independent and suitable for use over the entire 
component fraction range (Thorn et al. 1997). However. the flow mechanism of 
multi phase flows differs substantially from that of single-phase flows. Consequently. the 
relatively mature techniques for single-phase flow measurement cannot simply be applied 
to multiphase flow. At present. direct tlow measurement techniques for the individual 
components of multiphase flow do not exist. An alternative solution is to use inferential 
measurement techniques. Inferential methods require the knowledge of phase velocities, 
densities and cross sectional phase fractions to determine the phase flow rates. The 
density information can be inferred from temperature and pressure measurements for the 
gas phase and by direct measurement for the liquid phase. The most challenging part of 
this technique is. however. to determine the phase fractions and velocities. 
Research and development of in-line real-time Multi-Phase Flow Meters (MPFM) 
has emerged only over the past 20 years. Since then. the development. evaluation and use 
of multiphase flow metering systems have rapidly become a major focus within the 
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multiphase flow community and the entire oil and gas industry. Currently, technology has 
advanced to the point where operators are now considering the installation of a MPFM as 
a serious option in both new and marginal fields for operational purposes. Several 
MPFMs, such as AGAR, FLUENT A 1900V1. FRAMO, MFI Full Range and 
KONGSBERG MCF-351, have been developed and commercialized. These meters have 
been developed to achieve a measurement uncenainty of± 1 0% over a reasonably wide 
flow range (Millington 1997). However. the targeted uncenainty of ±5% of reading over 
the entire fraction ranges and flow patterns has yet to be achieved (Thorn et al. 1997). 
1.1 INSTRUMAR MPFM 
INSTRUMAR L TO., with the assistance of C -CORE and Memorial University of 
Newfoundland (MUN). has been developing an in-line MPFM. The INSTRUMAR 
MPFM is based on electroquasistatic sensing technology (Figure 1.2). This device is 
designed to meet the specifications listed in Table 1.1. and will initially be tested in a 
multiphase flow loop at MUJ'I,I. 
Table 1.1 lNSTRUMAR MPFM specifications 
Characteristic ! Specification 
Max. Working Pressure 10 MPa (1500 PSO 
Explosion Environment ! Class 1. Division 1. Group B (CSA) 
Weight I 420 kg (925 lbs.) 
I 
Inside Diameter 74 mm (3-inch Sch. 80) 
Intrusions or Flow Restrictions None 
Flow Velocities ! 0.5-7.6 m/s 
Installation Orientation Vertical (upwards flow) 
3 
Multiphase 
• 
, Electroquasistatic ' ~ Flow Sensing 
f f t 
Signal From Signal From Signal From 
Pattern A Pattern B Pattern C 
Flow Pattern Identification Flow Pattern 
... ~--~11>!. Model _______ I __ _ 
Phase velocity Inversion 
Algorithem 
Gas 
Flowrate 
Oil Water 
Flowrate Flowrate 
Flow Velocity 
Model 
Figure 1.2 · Schematic of INSTRUMAR MPFM working principle 
The meter operates by measuring a sequence of impedances at two streamwise 
locations. Like all other multiphase flow metering systems. this device has two fairly 
distinct tasks: to measure the fraction of oil. gas and water in the flow; and to measure 
and interpret the velocities of each component. The meter contains metal sensing 
elements deposited on a cylindrical ceramic insert. which monitor the flow as it passes 
through the meter. In order to measure the fractions over the entire range of water 
fractions, two types of sensing elements are used. One sensing element measures oil 
continuous flows, and the other measures brine continuous flows. Each sensing element 
has 26 electrodes. with different voltage patterns used to measure the impedance at 
different sections of the flow. The full set of measurements is made in less than 1.3 milli-
seconds. which effectively provides the measurements at the same section of the flow. 
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Each of the voltage patterns is sensitive to a different regton of the flow, and the 
measurements provide sufficient independent information to obtain phase fractions for 
the entire section. 
The velocities are estimated by cross correlation analysis of signals at two 
streamwise locations along the flow. There are two locations for each type of 
measurement from the sensing elements, for a total of four sets of data. Data are collected 
at a rate of 400 Hz from each sensor. Signal processing algorithms are designed to detect 
multiple velocities, and provide a correlation quality factor for each velocity. The 
multiple velocities are then processed to provide a single average velocity value for each 
component. Flow pattern identification is done by monitoring a time series of phase 
fraction measurements, and comparing the gas/liquid parameters with patterns that are 
characteristic for each type of flow. The velocity data are then combined with the phase 
fraction information to determine the volume flow rates of each flow component. 
1.2 Nature of the Problem 
The motivation of the research described in this thesis is to support the 
INSTRUMAR MPFM development project. The investigation of vertically upward 
multiphase flows is of primary interest because the meter is configured to operate in this 
orientation. Unlike single-phase flow, several flow patterns (regimes) with distinct 
physical characteristics are present in the multiphase flow. The formation mechanisms of 
these flow patterns are complex and different for different flow patterns. The 
INSTRUMAR MPFM interprets the flow patterns based on the information extracted 
from the different electrode patterns. A large number of flow . patterns are likely to be 
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encountered in practice, therefore. the correct identification of the flow patterns is critical 
for accurate signal interpretation. Additionally. the phase velocity inversion algorithm of 
the meter requires an accurate and robust flow model. 
For two-phase (gas-liquid) vertically upward flow, four principal flow patterns 
have been identified (Hewitt and Hall-Taylor 1970). They are bubble flow. slug flow, 
churn and annular flows. with transition flow patterns between the neighboring flow 
regimes. The presence of a third component. oil. further complicates the problem. 
However. there are no apparent three-phase effects observed in vertically upward flows 
as observed in horizontal flows since there is less opportunity for the separation of oil and 
water to occur (Hall 1997). As a result, three-phase oil-water-air vertically upward flow 
has flow patterns similar to those in two-phase flow with the oil and water phases 
considered as one homogenous liquid phase. Air-water two-phase flow patterns are good 
approximations to the oil-water-gas flow patterns for vertically upward flow (Hall 1997). 
The modeling of air-water two-phase flow can, therefore. provide valuable information 
on understanding the oil-water-gas multiphase flow. 
However, even for gas-liquid two-phase flow. the complexity of the flow makes it 
difficult to obtain a complete analytical (theoretical) solution. Various flow models such 
as the homogeneous flow model. separated or mixed two-phase-flow model and two-fluid 
model have been proposed to obtain solutions for two-phase flow. The two-fluid model is 
considered the most accurclte because it permits different gas and liquid velocities as well 
as different flow directions. The accuracy of the two-fluid model depends to a great 
extent upon its closure laws, which include the flow pattern model and interfacial transfer 
model. 
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1.3 Overview of the Thesis 
A multiphase flow research facility was designed and constructed to 
experimentally investigate the multiphase flow. Based on dimensional analysis, an 
innovative and robust flow pattern identification technique with universal ponability was 
developed. The study is then focused mainly on slug flow. A hot-film anemometry flow 
measurement system and a high-speed flow visualization system were developed to 
measure void fraction. slug/bubble velocities. slug/bubble sizes, slug;bubble frequencies 
and interfacial area concentration. Effective signal and image processing techniques were 
developed to deduce the quantitative flow information from both measurement systems. 
The results provide the information for understanding the flow and formulating the 
closure laws for two-phase flow models. 
1.4 Organization of the Thesis 
This thesis consists of nine chapters. Chapter 2 presents a comprehensive review 
of two-phase flow measurements. flow pattern maps and flow models. The objectives of 
this research are described. together with the problem definition. in chapter 3. Chapter 4 
details the design and construction of the MUN multiphase flow research loop as well as 
the data acquisition and operational control system. The two-phase flow measurement 
systems: hot film anemometry and high-speed flow visualization are also presented in 
this chapter. In chapter 5, the dynamic response of the hot-film probe to the passage of a 
gas slug is initially investigated with the assistance of high-speed flow images. A 
complete understanding of flow and probe interaction leads to the development of a data 
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reduction scheme using wavelet analysis coupled with a sophisticated phase detection 
method. This method is used to extract void fraction, slug/bubble velocities, slug/bubble 
sizes, slug/bubble frequencies and interfacial area concentration. Result verifications with 
high·speed flow images are also presented in this chapter. 
In chapter 6, the functional equations governing the flow pattern formation and 
interfacial exchange are analyzed using the dimensional analysis technique. The resultant 
dimensionless functional equations provide guidelines for developing the flow pattern 
map and interfacial area concentration model. Results of the dimensionless flow pattern 
map are presented in chapter 7. This innovative flow pattern mapping technique provides 
a direction for obtaining a universal flow pattern map. Comparison of this flow pattern 
map with data in the literature is discussed. 
Chapter 8 provides an extensive analysis of void fraction. slug/bubble velocities, 
slug/bubble sizes, slug/bubble frequencies and interfacial area concentration under a 
variety of flow conditions. Models for predicting void fraction. slug void fraction. 
slug/bubble velocities. slug/bubble sizes. bubble frequency and interfacial area 
concentration are proposed based on the present measurements. Chapter 9 swnmarizes 
the results presented in the earlier chapters and provides the conclusions and 
recommendations for further work. 
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Chapter 2 
Flow Fundamentals and Literature Review 
The introduction of a second phase in a flow complicates the flow modeling. The 
fluid properties, which are known or readily calculated at every position in single-phase 
flow. can no longer be determined directly from the total gas and liquid flow rates for 
two-phase flow. This is due to the fact that the gas and liquid travel at different velocities 
in two-phase flow. The large number of phase interfaces between the gas and liquid 
further complicates the problem. At each gas-liquid interface. mass. momentum and 
energy are transferred from one phase to the other. Such transfers are deemed to play a 
major role in two-phase flow modeling. The understanding of the interfacial transfer is. 
however. far from complete, because the transfer mechanisms and the interfacial areas 
over which they take place are difficult to specify analytically or to measure 
experimentally (Levy 1999). 
Various aspects of two-phase flow have been investigated in order to understand 
its extremely complex flow behavior. A vast amount of technical information on two-
phase flow in a vertical flow channel is available in the literature. Some relevant 
information, particularly pertaining to flow metering, tlow modeling and its 
measurement. is reviewed in this chapter. The review stans with the introduction of two-
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phase flow fundamentals and several common two-phase flow models. To implement 
these flow models, proper flow measurement methods are required to provide the 
quantitative flow information. Both intrusive and non-intrusive flow measurement 
techniques for acquiring such information are reviewed in the latter part of this chapter. 
2.1 Fundamentals of Two-Phase Flow 
Due to the complex nature of two-phase flow. it is extremely difficult to have a 
complete analytical solution. Various flow models have been proposed to obtain solutions 
to two-phase flow problems. Time-averaged flow properties are often used in these 
models since two-phase flows are intermittent in their overaH or local time behavior. and 
their variations with time are significantly larger than for single-phase flows. The earliest 
two-phase flow models were simple and only used as an analytical tool. They used 
uniform flow and thermal conditions and were. therefore, referred to as homogeneous 
models. The closure laws for homogeneous models can be derived readily from the 
methodology for single-phase flow (Levy 1999). The next evoiution is the separated two-
phase flow models without dealing specifically with the interfaces. flow patterns or any 
potential non-thermal equilibrium conditions. They were formulated in terms of area- and 
time-averaged parameters of the flow by assuming constant fluid properties. Since no 
interfacial interactions were considered, these models had to rely upon semi-empirically 
or empirically derived closure laws for gas volume fraction and pressure drops (Levy 
1999). 
The most recent and perhaps most accurate models are two-fluid models 
including interfacial exchange. Two-fluid models permit different gas and liquid 
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velocities and directions and hence reflect the flow in a more realistic manner. Ishii 
(1975) developed a practical three-dimensional two-fluid model using temporal and 
statistical averaging. Without considering the thermal problem, the governing equations 
can be written as follows: 
Conservation ofMass: 
(2-1) 
Conservation of Momentum: 
(2-2) 
where Fk, Mil,, and r; are the mass generation, generalized interfacial drag and interfacial 
shear stress, respectively. The subscript k denotes the 'k' phase, and i stands for the value 
at the interface. Ec. P~c. Ut,, and P1r. denote void fraction, density, velocity and pressure of 
the k phase. f 4 , r~ and g stand for average viscous stress, turbulent stress and 
gravitational constant of phase k at the interface. The interfacial transfer terms should 
obey the balance law at the interface. The interfacial transfer conditions can be obtained 
from an average of the local jump condition as (Ishii 1975, Ishii and Mishima 1984): 
(2-3) 
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(2-4) 
Two-fluid models recognize the presence of flow patterns and treat the exchanges 
at the gas-liquid interface specifically. Consequently, in addition to the constitutive 
equations for V' P. . f• , r~ and r,, the two-fluid models require the closure laws to 
explicitly deal with the phase interface and flow patterns. In general. the interfacial 
transfer terms. r" and M;~t;, can be modeled in terms of interfacial area concentration and 
the corresponding driving forces (Ishii 1975, Ishii and Mashima 1984) as: 
(2-5) 
(2-6) 
The interfacial area concentration (density) or interfacial surface area per unit 
volume, a, is defmed as the ratio of the gas phase surface area and the total flow volume: 
(2-7) 
where Asg is the surface area of the gas phase, and Vr is the total flow volume. Also, 
because the closure is dependent upon flow pattern, the flow pattern model must be 
specified (Levy 1999). 
It is also necessary to define other parameters for two-phase flow. Void fraction is 
a measure of the state of a two-phase flow. Conventionally, the void fraction, e, of gas-
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liquid two-phase flow is defined as the fraction of the pipe cross-sectional area (or 
volume) occupied by the gas phase (Hetsroni 1982). There is slip between the two 
phases. because of the velocity difference between the gas and liquid. Phase slip. S. is a 
measure to characterize this velocity difference. It is defined as the ratio of gas and liquid 
absolute velocities: 
S=UG = qG I AE = qG I E =qG(l-E) 
UL qL,' A(l-£') qL /(1-E) qLE 
(2-8) 
where u is the absolute flow velocity. q is volumetric flow rate. and A is the pipe cross 
sectional area. The subscripts G and L refer to gas and liquid. The definition of phase 
velocity ratio makes it easy to define other two-phase flow parameters. Void fraction E 
can be obtained by transfonning equation 2-8 as: 
(2-9) 
Phase superficial velocity U. which is the bulk flow velocity of each phase. can be 
written as !!... . The phase velocity ratio (or phase slip) can be expressed in terms of U as: 
A 
S=UG = q GI AE = UG i E UG(l-E) 
UL qL I A(l -E) UL /(1-E) ULE 
(2-10) 
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It is important to differentiate the void fraction from volume flow ratio. The 
volume flow ratio, {3, is defined as the ratio of gas volume flow rate to the total volume 
flow rate. 
(2-11) 
Comparing equations 2-9 and 2-ll. [3 and E are equal only if S=l. which implies 
there is no slip between the two phases. In the case of venically upward flow (S> I 
because of the buoyancy), [3 is greater thanE at all times. Another imponant parameter. 
especially in the context of a point measurement of the flow. is the time fraction au. It is 
defined as the ratio of time a sensor is in the gas phase to the total time over a specific 
measurement period. For an infinitesimal area (see Figure 2.1 ). dA. surrounding a sensor 
in the flow field, the total air flow across dA over a specific measurement time period 
ruG at location r is: 
(2-12) 
The local time fraction at this location can be expressed as: 
(2-13) 
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The averaged time fraction CXG is the integration of CXG(r) over the entire ptpe cross 
section. This integration results in: 
aG = _!_ J aG(r)dA = ..!_ J dqG dA = ..!_~ = ..!_ qG = £ 
A -~ A -~ UadA A Ua .4 qQ._ 
:C:Y1 
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Figure 2.1 -Schematic Void Fraction measurement 
(2-14) 
Thus. the time fraction and void fraction are equivalent parameters. This permits 
the void fraction to be determined directly from the time fraction measurements. which 
are much easier to perform. 
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2.2 Flow Pattern Maps 
One of the most important tasks in two-phase flow modeling is to be able to 
predict the flow patterns under various flow conditions. The flow patterns of two-phase 
flow depend on several factors including phase flow rates. fluid physical properties as 
well as flow geometry. Despite the complex narure of the flow. the distribution of gas and 
liquid in two-phase flow can be categorized into a few dominant flow patterns. The 
inconsistency of the flow pattern definitions has resulted in a variety of flow pattern 
names being used in the literarure. This is panly because of the subjective nature of flow 
pattern definitions and partly because of a variety of names being given to essentially the 
same flow pattern (Hetsroni 1982). Among the different definitions. Hewitt and Hall-
Taylor's (1970) description of the flow patterns might be the most accurate and 
recognized. They identified four main flow patterns for upward gas-liquid two-phase 
flow in vertical tubes, classified as bubble flow. slug flow. churn flow. and annular flow 
(Figure 2.2). Based on the definition of Hewitt and Hall-Taylor. McQuillan and Whalley 
( 1985) gave a much more detailed description of the four flow patterns as follows: 
• Bubble flow (Figure 2.2a): The liquid is the continuous phase. and the gas ts 
dispersed in the liquid in the form of bubbles of variable shape and size. usually distorted 
spheres. 
• Slug (plug) flow (Figure 2.2b ): When the bubble concentration in the flow increases. 
bubble coalescence occurs, and the largest bubbles are of the same order of size as the 
tube diameter. Further coalescence results in the deformation of the bubble into bullet 
shaped pockets of gas, which characterize the slug flow. Slug flow consists of these 
pockets of gas, commonly called plugs (or gas slugs) or Taylor bubbles, separated by 
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regions of bubble flow, commonly called liquid slugs. The plugs of gas are surrounded by 
a thin liquid film, which usually flows vertically downwards. 
• Churn flow (Figure 2.2c): Chum flow is a highly disordered flow in which the 
vertical motion of the liquid is oscillatory. Chum flow possesses some of the 
characteristics of slug flow. with the main differences being: (a) the gas slugs become 
narrower and more irregular; (b) the continuity of the liquid in the slug is rel!eatedly 
destroyed by regions of high gas concentration; and (c) the thin film of liquid surrounding 
the gas slugs can no longer be observed. 
• Annular flow (Figure 2.2d): In annular flow the gas flows along the center of the 
tube. The liquid flows partially as a film along the walls of the tube. and partially as 
droplets in the central gas core. 
(a) (b) (c) (d) 
Figure 2.2- Schematic flow patterns in vertically upward gas-liquid flow 
Between each of these flow patterns, there exist a number of transition flow 
patterns that possess the characteristics of more than one of the main flow patterns 
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(McQuillan and Whalley 1985). The slug/chum flow occurs when the flow pattern 
oscillates between slug and churn, and the churn/annular flow occurs when the flow 
appears as annular flow but with occasional intermittent chum flow. Although the 
problem of two-phase flow modeling is reduced to dealing only with these specific flow 
patterns. within a given flow pattern, the flow behavior can be very complex and not 
amenable to any direct calculation. This has led to a variety of phenomenological models. 
which have been applied with varying degrees of success (Hetsroni 1982). 
The usual way of predicting two-phase flow patterns is to form a so-called flow 
pattern map in which the flow patterns are plotted with two axes representing cenain 
physical characteristics of the two phases. Kosterin ( 1949) was probably the first to 
suggest the use of the flow pattern map technique. which was later extended by 
Hoogendoom (1959). Baker (1954) developed a flow pattern map based on the 
experimental results from horizontal 2.54-mm ID pipes. He used superficial phase 
velocities as the two axes. and included the effect of fluid density. viscosity. and surface 
tension at attnospheric conditions as correction factors. The inclusion of surface tension 
in Baker's flow pattern map is probably due to the small diameter pipe he used. Spedding 
and Spence (1993) indicated that the accuracy of Baker's flow pattern map was poor for 
4.55-mm and 9.35-mm ID pipes. This is to be expected, since the diameter effect is not 
considered in Baker's flow pattern map. Although Baker's flow map was modified 
through the introduction of more flow pattern information. those maps showed no 
significant improvements (Spedding and Spence 1993). This is primarily because the pipe 
geometry and fluid physical properties were not considered in this technique. 
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Using data collected from a 4.55-mm ID pipe. Spedding and Nguyen ( 1980) 
proposed a series of empirical flow pattern maps. covering flow angles from vertically 
upwards to vertical downwards. They identified the Froude number of the mixture, 
Fr = U.w I" gd, and phase flow ratio, qLlqG, as the plotting parameters. Their flow maps 
presented a promising approach towards a universal flow pattern map because of the 
consideration of pipe diameter and gravitational effects. and the adoption of 
dimensionless groups. However, this mapping technique did not attract much attention, 
probably because of the lack of a proper theoretical analysis. Later, using 2.54-mm and 
9.53-mm ID pipes. Lin and Hanratty (1987) investigated the flow pattern formation and 
transition mechanics. and proposed flow pattern maps based on superficial phase 
velocities. Again. the improper handling of pipe geometry and the lack of fluid physical 
propeny information in their maps resulted in a poor agreement with results from other 
diameter pipes. 
Among the flow pattern mapping techniques. superficial phase velocities. in 
different forms. have been the most widely used mapping parameters (Baker 1954. Lin 
and Hanratty 1987). Others used either the mass flow rates or mass velocity expressions 
for defining flow pattern maps (Scott 1963, Newson 1964. Bennett et al. 1965). A small 
number of workers (Spedding and Nguyen 1980) adopted dimensionless groups. mainly 
the Froude number as the main mapping parameter. The most widely used flow pattern 
maps are probably those recommended by Hewitt and Roberts ( 1969), which use the 
superficial phase momentum fluxes (Figure 2.3) and Taitel et al. (1980), which use the 
superficial phase velocities as the mapping parameters (Figure 2.4). 
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In Figure 2.4,jv andj1 are the superficial gas and liquid velocities, and hiD is the 
flow observation location and pipe diameter ratio. In addition to the experimental flow 
pattern mapping techniques. theoretical flow pattern maps (McQuillan and Whalley 
1985) have also been developed. The postulated mechanisms by which the transition 
between flow patterns occurs are investigated. and then a series of equations are produced 
for predicting the flow patterns. Chen and Brill ( 1997) also developed a model to predict 
the transition from slug flow to chum flow in vertical pipes based on an analysis of the 
physical mechanism of the wake effect of the Taylor bubbles on the highly aerated liquid 
slugs. However, because of the complex nature of the flows. a complete analytical 
solution to the problem is still an elusive goal. 
2.3 Two-Phase Flow Modeling 
The rise of bubbles through a liquid. both individually and in swarms. has 
received considerable attention. Experimentally, Haberman and Morton ( 1953 ), Peebles 
and Garber (195 3) and Harmathy ( 1969) studied the rise of single bubbles in an infinite 
medium and proposed a series of correlations for drag coefficient and bubble terminal 
velocity. Zuber and Hench (1962) performed what was probably the first most 
comprehensive study on bubble flow with a 1 0-cm ID Plexiglass tube filled with water 
and equipped with various types of orifice plates through which air could be introduced at 
the bottom. They measured the average gas volume fraction as the gas flow rate was 
changed, investigated the dimension change, shape change and distribution change of 
bubbles with gas flow rate and distinguished three types of bubble flows: ideal bubbling 
flow, transition flow and chum-turbulent flows. 
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Wallis ( 1961) was among the first to present a theoretical approach to estimating 
the bubble velocity by assuming that the flow was frictionless and that there was no 
variation in gas volume fraction or velocity across the channel. He related the bubble 
velocity to the liquid velocity, bubble terminal velocity and void fraction. Later, Zuber 
(1964) extended Wallis' analysis by incorporating the viscosity of the continuous phase 
for laminar bubble flow. The presence of wall shear stress was found to increase the drag 
on the flow and the bubble drag coefficient was affected by the bubble diameter (Zuber 
1964). 
There is general agreement that bubble flow exhibits a distribution of bubble sizes 
and shapes, and that the bubble characteristics are variable and depend on flow 
conditions. fluid propenies, and the way that the bubbles are generated or introduced into 
the flow system. In recent years, there has been increasing interest in understanding the 
detailed mechanisms of bubble flow. Serizawa et al. (1987) measured the lateral void 
fraction distribution in vertical pipes. They described four different major gas volume 
patterns: wall peak. intermediate peak. transition and core peaks. They suggested that 
larger bubbles tend to migrate toward the center of the channel. A similar observation 
was also reported by Wang et al. (1987). Liu (1991) pointed out that the initial bubble 
size influences the volume distribution. especially at low liquid flow. 
Slug flow is characterized by a succession of liquid slugs separated by large 
Taylor bubbles whose diameter approaches that of the tube. The earliest solutions dealing 
with Taylor bubbles rising in a channel were reported by Davis and Taylor ( 1950) under 
the assumption that viscosity and surface tension can be ignored. Accordingly, the 
asymptotic rising velocity of the bubble can be calculated from potential flow theory. 
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Davis and Taylor (1950} postulated that the velocity close to the pipe wall was in the 
axial direction and that the pressure at the bubble boundary was constant. Wallis (1 962) 
studied the rise of Taylor bubbles for a variety of fluids in vertical tubes of different 
diameters and recommended a slug velocity correlation. He observed three different types 
of air slug/bubble shapes. When viscosity dominated, the bubbles were rounded at both 
ends and there was no turbulence in the wake. When viscosity and surface tension were 
negligible, the bubbles were rounded at the nose and flat at the tail with a strong toroidal 
vortex prevalent in the wake. Finally, when surface tension became significant. the 
bubble nose filled more and more of the tube. and the bubble exhibited an additional 
contraction or expansion just prior to its tail. 
Table 2.1 Correlation equations for bubble/slug velocity 
Author 
Peebles and Graber 
(1953) 
Hannathy ( 1969) 
Wallis ( 1 961 ) 
Zuber ( l 964) 
Zuber ( l 964) 
Zuber and Findlay 
( 1965) 
Davis and Taylor 
(1950) 
! 
Correlation 
Bubble 
u, = LlS(O'g(pL-: Pc>r "' 
Pi. 
u, = I.53(0'g(pL-: Pc >r "' 
Pi. 
iic-iiL = u, (l-E) 
u = g~pd2 (1- E )3 
b$ l8,UL G 
U~u = l.l4(0'g~p )I "' (1- EG )3 1 
Pi. 
U = C ij + l 53(Qg~p )1 -1 
G a m '" "' P!. 
Slug 
ur = 0.35(gdAp ) 1 2 
I 
I 
I 
I 
I 
I 
I 
I 
' 
Limitation 
Single bubble in 
infinite media 
Single bubble in 
infinite media 
Frictionless 
d < 0.05 em 
0.05 < d <2 em 
Frictionless 
Ue=O and neglect 
surface tension 
' Nicklin et al. ( 1962) iiG = 1.2U,. + 0.35c.,; gd Frictionless 
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Griffith and Wallis (1961) probably presented the first theoretical analysis of gas 
slug velocity in vertical tubes. They expressed the rising velocity of a gas slug as a 
function of Reynolds number. total superficial velocity, gravity and tube diameter. 
Subsequently, Nicklin et al. (1962) refined this slug velocity expression by taking into 
account the non-uniform velocity profile ahead of the bubble. Griffith (1963) measured 
the gas slug velocity in non-circular channels in the region where inenia forces are 
dominant. He reported that in a rectangular channel the larger dimension was the 
important one and the liquid ran down the smaller side as the gas slug rose. Ellis and 
Jones ( 1980) found that the gas slug velocity dependence on diameter disappears as the 
tube size exceeds 4 to 6 inches based on the maximum permissible bubble diameter 
constrained by Taylor hydrodynamic instability. Table 2.1 sununarizes several 
correlations proposed by different authors for estimating the bubble and slug velocities. 
Interfacial area concentration has been less investigated and remains poorly 
understood in two-phase flow. despite its importance in determining the inter-phase 
transfer of mass. momentum and energy. A number of interface area concentration 
correlations have been proposed to resolve the closure problem of two-phase flow 
models. mostly for bubble flow. Some approaches correlate the interfacial area 
M 
concP.ntration with frictional pressure drop, (-) r. or total frictional pressure drop. 
L -
(M )r (Kasturi and Stepank 1974, Shimirnkan and Stepank 1977, Tomida et al. 1978. 
L 
Dejuses and Kawaji 1990). Others derived the correlations in terms of some other flow 
parameters. Akita and Yoshida (1974) correlated the interfacial area concentration in 
terms of dimensionless parameters for bubble flow in a 15-cm 10 tube. Tabie et al. 
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(1989) correlated the interfacial area concentration with the void fraction. Using the data 
obtained from a 1.2-cm ID tube for bubble flow with phase change. Zeitoun et al. ( 1994) 
also proposed an interfacial area correlation in terms of dimensionless parameters. Some 
of the reviewed correlations for interfacial area concentration are provided in Table 2.2. 
The recent study of Delhaye and Bricard (1994) indicated that, in bubble flow. the 
interface area and the bubble diameter increase as the gas volumetric fraction increases. 
A similar trend was also reported by Park ( 1992) for both air-water flow and laminar air-
oil flow. 
Table 2.2 Interfacial area correlations and models 
Author 
Kasturi and S tepank (197 4) 
I Akita and Yoshida ( 1974) 
I 
I Shilimkan and Stepank ( 1977) 
I Tomida et al. ( 1978) 
Tabie et at. ( 198) 
DeJuses and Kawaji ( 1990) 
Zeitoun et al. ( 1994) 
Correlation 
a (..!J.L) = 3.61X 1 Q- 5 (~p ) 131 
' 1-e L ' 
M> 
a, = 0.22(-)r · E 
L 
1
1 a - 1 535(AP)0.12 L'L-"u-o 14 (l-E)L6 ;-· L T G L 
2.4 Two-phase Flow Measurements 
i 
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Quantitative flow information. such as local phase velocities. void fraction. 
slug/bubble sizes and phase interfacial area concentration. is required to develop and 
validate the mechanistic flow models. Several intrusive and non-intrusive methods have 
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been developed to perform such measurements. Intrusive measurement techniques have 
been frequently used in laboratory settings. The most common intrusive techniques use 
resistivity probes, optical probes and hot-film probes. Each method is based on an 
operating principle of phase detection using variations in the local fluid properties of the 
two phases. The three methods. which provide local information, are only accurate 
provided that the sampling times are sufficiently long to give statistically accurate results. 
The gas bubble velocities are most often estimated from two measurements along the 
streamwise locations. A cross-correlation between the signals from the two probes yields 
an average time-difference-of-arrival at the two probes. The velocities are estimated from 
the distance between the sensors and the resultant time-difference-of-arrival. 
- \ 
Figure 2.5 - Schematic response of a cylindrical hot-film probe to the passage of a gas 
bubble 
In hot-film anemometry, an electronic feedback circuit is used to maintain the 
sensing element/probe at a constant temperature higher than the surrounding fluid. The 
output voltage is proportional to the beat transfer from the sensor to the surrounding 
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fluid. Measurements using hot-films exploit the larger difference in heat transfer from the 
sensor to the liquid and gas. For a sufficiently long observation, the fraction of time the 
probe detects the gas can be interpreted as the local void fraction (Serizawa 1974). In 
order to discriminate the hot-film signal into the gas and liquid, the dynamic response of 
the anemometer output to the passage of gas bubbles over the probe needs to be clearly 
understood. 
Farrar and Brunn ( 1989) investigated the interaction between a cylindrical single 
normal (SN) probe and a gas bubble. For the simple case of a direct hit of a gas bubble to 
the SN hot-film probe. the signal response to the passage of a bubble can be explained 
with reference to Figure 2.5. When a bubble approaches the probe (A), the anemometer 
output voltage £ increases, because the bubble moves with a velocity greater than the 
average liquid velocity. The signal continues to increase until the bubble front reaches the 
probe (B). The process of the probe piercing the bubble is characterized by a steep 
voltage drop in the signal. When the probe is inside the gas bubble. a slow evaporation of 
the liquid film on the sensor occurs. At some stage the liquid film between the prongs 
may break. giving rise to a peak (F). However, in most cases the film will not break 
before the back of the bubble arrives. When the back of the bubble arrives (G). the liquid 
phase moves around the probe. The rapid covering of the sensor with the liquid results in 
a steep rise in the signal voltage. ending at peak 3. The 2-3 part of the signal is caused by 
a dynamic meniscus effect (Farrar and Bruun 1989). Following peak 3, the signal drops 
slowly towards the average velocity of the liquid phase as the bubble moves away from 
the probe. In summary, two events ( 1 and 2) need to be clearly identified in order to 
extract the void fraction. The passage of the gas bubble corresponds to the time 
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difference ~12 = t2 - t1 • Having identified the two events for each gas passage, the void 
fraction. E, can be determined from the time fraction (see equation 2-13 ). 
ln the early research, an amplitude threshold was used as a discriminator to 
discretize the signal into the gas and liquid phases (Resch et al. 1974. Abel and Tesch 
1978. Jones and Zuber 1978). Any data points below the voltage threshold are deemed to 
be associated with the gas phase. and those points above are assumed to represent the 
liquid phase. This method is simple in both concept and application. However. the most 
significant disadvantage of this scheme is that it does not identify either of the two events 
and makes no distinction between events 2 and 3. Serizawa et al. (1983) proposed an 
improved detection technique based on a slope threshold method. in which the ftrst-order 
time derivative of the signal is compared with one or more threshold levels. 
Misintepretation may occur when film breakage takes place. To overcome this. Farrar 
( 1988) developed a combined amplitude threshold and slope analysis scheme. This 
scheme consists of an initial amplitude method for bubble detection. followed by a search 
method to locate the two events associated with the passage of a bubble. 
Liu and Bankoff (1993a, b) also developed a combined amplitude and slope 
threshold phase discrimination scheme using eight decision algorithms where the 
amplitude, and forward and backward slopes of the signal are compared with the 
amplitude and slope thresholds. This method has the advantage of incorporating more of 
the real physics of bubble-probe interaction. Farrar et al. (1995) further refined their 
technique by taking into account the significant liquid film breakage spike events. The 
optirnun amplitude and slope are determined by using the probability density function. 
Although this technique can successfully identify virtually all bubbles in the flow and 
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eliminates the signal peak associated with liquid film breakage, signals associated with 
tiny bubbles cannot be detected. The discrimination techniques usually translate the hot-
film signal into a binary signal, which indicates the two phases. The void fraction is 
simply calculated as the fraction of time the probe is in the gas phase (Farrar et al. 1995). 
From the void fraction measurement, the size and distribution of the gas bubbles can be 
estimated statistically (Wang et al. 1987). The mean phase velocities can also be 
estimated from the void fraction distribution and phase volume flow rates. 
The instantaneous phase velocities can be determined if effective hot-film sensor 
calibrations in both the gas and liquid can be obtained. However. calibrations that are 
effective in both the liquid and gas phases are difficult to achieve. The calibrations are 
very sensitive to fluid temperature change due to the low overheat ratio imposed by the 
hot-film, and as a result. even a fraction of a degree change in temperature can lead to a 
significant error in the inferred velocity (Samways et al. 1994). Also, the evaporation of 
the residual liquid film on the sensor as the gas passes over the probe makes it extremely 
difficult to quantify the gas velocity inside the bubble. The calibration drift with fluid 
temperature creates a high uncertainty in interpreting the phase velocities. This problem 
can be sombewhat overcome by installing an in-line cooling system to maintain a 
constant liquid temperature (Sam way el al. 1994) 
The principle of two-phase flow measurements by resistivity probes is based upon 
the difference in conductivity between the gas and liquid. The probe yields a two-state 
signal indicative of the phase in gas-liquid flow, because a gas bubble behaves like an 
electrical insulator. Many of the early investigators (Uga 1972, Herringe and Davis 1974 
and 1976, Serizawa et al. 1987) transformed the original analog signal into a binary data 
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series by presetting a voltage trigger level. The accuracy of the trigger level setting 
directly affects the accuracy of void fraction, bubble velocity and bubble size 
measurement, owing to the finite rising and falling times of bubble-probe interaction. 
Welle (1985) devised a system using two self-adjusting trigger levels for bubble 
detection, where the levels are updated according to the last measurement and the 
minimum and maximum values. Liu and Bankoff (1993b) used a miniature dual-sensor 
resistivity probe to measure the void fraction, bubble velocity and bubble size distribution 
in two-phase bubble flow. They developed an iterative routine of self-adjusted amplitude 
and slope phase discrimination scheme for phase identification. Both a multichannel 
analysis and a cross-correlation method were used to determine the bubble velocities. The 
local bubble size and its distribution were determined from the measured bubble chord 
length spectrum based on a statistical analysis of the bubble residence time (Uga 1972). 
The operation of an optical fiber probe is based on sensing changes in the 
refractive index of the surrounding medium. In two-phase flow. the probe is able to 
discriminate between the two phases only if their refractive indices are sufficiently 
different. As with other types of intrusive probes. gas bubbles passing the probe are 
characterized by the rising and falling slopes on the output signal. Cartellier ( 1990) 
studied and compared the response of various optical probes to the passage of a bubble. 
He introduced the concept of the latency length, which is the spatial resolution of the 
interface detection by a given probe, and suggested that the latency length must be sought 
in order to ensure a better accuracy of the local void fraction. The processing of the raw 
signal requires the location of the gas1liquid interface. The simple amplitude thresholding 
techniques exhibit a high sensitivity to the processing criteria because the selection of the 
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thresholds is very subjective. A wave-form analysis providing the amplitude and shape of 
each signal was introduced by Canellier (1992). By associating the signal rising time 
with the liquid/gas transition, Cartellier (1992) developed a technique to measure the 
bubble velocity and size simultaneously using a single probe. By cross correlating the 
optical probe measurements at two streamwise locations. Moujaes and Sparks ( 1998) 
obtained the profiles of void fraction. gas velocity and gas bubble diameter for different 
flow regimes along the cross-sectional. transverse axes in a rectangular channel. 
Apart from the intrusive measurement methods. non-intrusive flow measurement 
techniques have been used in multiphase flow. These techniques have the obvious added 
advantage over intrusive techniques of not disturbing the flow. Common non-intrusive 
flow measurement techniques for multiphase flow include Pulsed Light Velocimetry 
(PLV). Holography. Laser Doppler Velocimetry (LOV). Nuclear Magnetic Resonance 
(NMR). Electrical Impedance Tomography (EIT) and Gamma Densitometers. 
PL V is a technique that tracks fluid flow by imaging regions of the fluid within 
the flow field at two or more known times (Adrian 1991 ). Its measurements yield a 
collection of Lagrangian vectors describing the fluid motion. Common PL V 
measurement techniques are Particle Image Velocimetry (PIV). laser speckle velocimetry 
and Particle Tracking Velocimetry (PTV). Several hybrid PIV techniques have been 
developed to study two-phase flows. Gopal and Jepson ( 1998) developed a novel image 
analysis technique to study the dynamic slug flow ~haracteristics in gas-liquid flows. Hay 
et al. ( 1998) used a backlighted imaging technique for drop size measurements in annular 
two-phase flows with small concentrations of drops in the gas phase. Meng et al. (1995) 
developed an optical system to obtain shadow-photographs of bubbles in a high-pressure 
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forced convection evaporator tube. The photographs are used to obtain bubble size, 
velocity and longitudinal position information. Peterson et al. ( 1983) developed a process 
of measuring bubble size and position by using an electronic circuit capable of recording 
two-dimensional spatial coordinates selected on a magnified video screen. The method 
was especially useful for nonspherical bubbles that often pose problems for intrusive 
probe measurement techniques. It is best suited to two-phase flows with relatively low 
velocities and low void fractions. Hawighorst ( 1983) used a technique of digital image 
analysis to measure bubble size and velocity in a three-phase fluidized bed system. The 
analysis uses a gradient calculation to determine the outline of each bubble. The 
significance of the holographic technique is its ability to obtain information in three-
dimensions. Laser Doppler Velocimetry (LDV) has been used to study two-phase flows 
(Bachalo 1994 ). Ohba et al. ( 1987) used LDV to measure the bubble and liquid mean 
velocities in a square duct two-phase flow. 
NMR imaging is a recently established non-invasive technique that can be used to 
study multi phase flow. Lemonnier ( 1997) investigated the use of NMR in two-phase air-
water flows and detennined that the technique can provide detailed information on the 
turbulence of both phases. The technique can also produce accurate measurements of the 
volume fraction, volumetric flux and phase flow rate for each individual phase of the 
mixture. Despite the requirement for expensive and complex equipment, the NMR 
technique has significant potential for local phase measurements in multiphase flow. 
The basic principle of the impedance method is to measure the resistance and 
capacitance of the fluid. The measurement is achieved by placing electrodes around the 
pipe (Figure 2.6). The earlier impedance based methods had limited flow range and were 
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flow pattern dependent (Thorn et al. 1997). In order to reduce the flow pattern 
dependency, Merilo et al. ( 1977) devised a measurement system, which consisted of three 
pairs of electrodes spaced around the pipe. By sequentially measuring the conductance 
between each electrode, a rotating field is produced. resulting in a spatially averaged 
measurement. Lucas and Simonian ( 1991) also investigated the rotating field technique 
using multi-electrode capacitance sensors with oil-gas and oil-water flows. An alternative 
to the rotating field sensor is the helical sensor. Tests using this technique on both air-
water and air-oil flows show that flow pattern independent measurements can be 
achieved (Abouelwafa and Kendall 1979. Hammer et al 1989). 
Figure 1.6 - Schematic cross section of an impedance flow measurement system 
EIT is an emerging technology based on the impedance sensmg method. It 
provides an inexpensive solution for multiphase flow measurements (Seleghim and 
Hervieu 1998). Seleghim and Hervieu ( 1998) used EIT to detect large structures such as 
slugs in air-water two-phase flow and some finer details including the wavy or rugged 
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interface in stratified flow. Lemonnier ( 1997) performed similar work with air-water two-
phase flows. 
' 
\ 
Figure 2. 7 - Schematic cross section of a conventional y-ray densitometer 
Gamma densitometers are generally considered as a practical method for 
measuring volumetric phase fractions in multiphase flows (Lunde et al. 1998). A typical 
gamma densitometer setup consists of a radioactive source on one side of the test section 
and a detector on the other side (Figure 2. 7). Lunde et al. (1998) successfully used a 
single energy gamma densitometer to make field measurements in the North Sea. Kirouac 
et al. ( 1999) used a gamma densitometer to obtain line-averaged and cross-sectional 
averaged void fractions in two-phase flow. The dual-energy technique employs two 
independent measurements along the streamwise direction to determine the oil. water and 
gas fractions and velocities (Abouelwafa and Kendall 1980, Roach et al. 1994, Van 
Santen et al. 1995. Hewitt et al. 1995). The primary limitations of gamma densitometers 
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are their long measurement times, limited spatial resolution and near wall measurement 
difficulty. 
2.5 Summarizing Remarks 
A review of the flow pattern maps shows little convergence for data from 
different flow facilities and fluid properties. Tests with data from different diameter pipes 
indicate that none of the discussed flow pattern maps can successfully accommodate 
changes in flow geometry and fluid properties. It is. therefore, useful to develop a 
universal flow pattern map. Such a flow pattern map can significantly simplify flow 
pattern identification. 
Considerable progress has been made in understanding gas-liquid bubble/slug 
flows and predicting the terminal velocity of a single gas bubble/slug. Non-dimensional 
groupings taking into account bubble geometry and deformation were employed in most 
studies. Empirical correlations have been used in simplified analytical continuity models 
to approximately describe the behavior of a multitude of bubbles rising within a liquid. 
Two-dimensional measurements of gas volume fraction for bubble flow have been 
obtained to help formulate new mechanisms and explain the void distribution across the 
channel. To investigate the interfacial phase transfer mechanisms, several correlations for 
estimating the interfacial area have been proposed. Some shortcomings in our 
understanding of slug flows include: 
1. Change in bubble size and geometry with flow conditions. 
2. Bubble interactions, coalescence and clustering. This complex bubble behavior is 
expected to depend on bubble size and distribution and to influence the 
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multidimensional gas volume fraction and distribution of turbulent velocity 
fluctuations. 
3. Detailed knowledge about the form and amount of gas present in the liquid film. slug 
and bubble. 
4. The periodic changes in the direction of the liquid film flow. 
5. The frequencies of air slugs and bubbles. 
6. The influence of channel geometry on phase velocities and flow patterns. 
7. The lack of data beyond air-water mixtures. 
8. The effect of bubble dimension on the bubble velocity. 
9. The lack of data and understanding of interfacial area concentration and its modeling 
for slug flow. 
A variety of techniques have been employed to quantify two-phase flows . The 
dynamic interaction between a bubble and the hot-film probe has been investigated for 
interpretation of the signal. Relatively less is known about the interaction between the 
probe and a passing gas slug. Several data reduction schemes have also been developed 
to estimate void fraction and phase velocities. Some non-intrusive methods have been 
successfully used for twcrphase flow measurements. There is general agreement that the 
velocities of the gas bubbles depend on their physical dimension and location in the flow 
field. It is necessary to relate the bubble velocity with the corresponding bubble size and 
its spatial location. Therefore. flow measurement techniques need to be further developed 
to obtain such flow information. 
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Chapter3 
Research Objectives 
A project was initiated at the Multiphase Flow Research Laboratory of MUN to 
investigate vertically upward gas-liquid two-phase flows. The research objectives were 
formulated based on the literature review and technical requirements of the 
INSTRUMAR MPFM. This chapter details the problem definition. objectives and scope 
of the research. 
3. 1 Problem Definition 
The review of flow pattern mapping techniques has revealed that most of the flow 
pattern maps show little convergence for different flow facilities and fluids. These flow 
pattern maps are sensitive to pipe diameter and fluid propenies. which makes them 
difficult to use. To overcome this. a new flow pattern mapping technique needs to be 
developed. The new flow pattern map will incorporate the flow dimension and fluid 
propenies and hence make it independent of these parameters. In addition, the new flow 
pattern map will greatly simplify the flow pattern identification algorithm used by the 
MPFM and improve its portability in flow geometry and fluid propenies. 
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Significant progress has been made on two-phase flow measurement techniques. 
Various techniques for flow qualification have been developed. In order to translate the 
output signal into the desired flow information, the dynamic interaction between a bubble 
and a probe has been investigated. However. no observation has been made on the 
interaction between the probe and the passing gas slugs. A good understanding of this 
interaction will provide valuable information for interpreting the output signal. Also. a 
more efficient and accurate gas bubble/slug detection technique needs to be developed to 
yield more detailed and complete flow information. This should lead to a better 
understanding of the flow physics and structure of two-phase flows. 
Recently. there has been an increasing application of dual-probe techniques for 
estimating phase velocity. To better understand the flow and develop more accurate flow 
models. it is necessary to decompose this velocity into those corresponding to different 
gas bubble size groups. 
3.2 Research Objectives 
Guided by the problem definition described above. the objectives of this research 
are: 
l. To design and construct a multiphase flow research facility to experimentally 
investigate vertically upward gas-liquid two-phase flows. 
2. To develop a robust and effective flow pattern map for identifying and predicting the 
different flow patterns. 
3. To develop robust flow measurement techniques to obtain accurate quantitative 
information about two-phase slug flow. This includes void fraction, slug/bubble 
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velocities. slug/bubble frequencies, slug/bubble dimensions and interfacial area 
concentration. 
4. To verify the resultant flow measurements with high-speed flow visualization as well 
as with those reported in the literature. 
5. To develop/validate models for predicting the void fraction, slug/bubble velocities. 
slug/bubble frequencies, slug/bubble dimensions and interfacial area concentration 
for two-phase slug flow. 
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Chapter 4 
Experimental Facilities 
The design, construction and commissioning of the multiphase flow loop at MUN 
are a significant part and a major contribution of this thesis. This flow loop is designed to 
simulate the various flow patterns and flow conditions that are commonly encountered in 
production oil well streams. The design of the flow loop was finalized in June 1997. and 
the flow loop was commissioned in January 1998. The design was based on the 
specification of the pre-production prototype MPFM of fNSTRUMAR Ltd. (Marshall. 
1996). Two measurement systems are incorporated into this flow loop: a high-speed flow 
visualization system and a hot-film anemometry system. The primary purpose of this 
flow loop is to investigate vertically upward gas-liquid flows in suppon of the 
INSTRUMAR MPFM development program. The flow loop also bas a horizontal test 
section to study horizontal flows and it can be readily modified to perform a variety of 
other multiphase flow related studies. A detailed description of the test facility is 
presented in this chapter. 
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4.1 Outline of MUN Multiphase Flow Loop 
Due to space and financial limitations, construction of a sophisticated multiphase 
flow facility with a stand-alone in-line phase separator was not feasible. A relatively 
compact 3-inch ID, 180-foot long open loop re-circulation system (Figure 4.1) was 
constructed in the Fluids Laboratory of MUN. 
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Figure 4.1- (a) Flow loop layout (b) Schematic piping and instrumentation diagram 
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The flow loop consists of three major sections: operational section, horizontal test 
section and vertical test section. The return line is constructed below the floor level of the 
lab in a 2.5-foot deep trough in order to save space and to avoid other laboratory 
facilities. The flow loop is designed to generate different flow patterns and conditions of 
both horizontal and vertical multiphase flows, although current research is focused on 
vertically upward flow. 
Figure 4.2 - Operational section of flow loop 
To ensure proper phase mixing, and allow the flow patterns to fully develop, the 
distance from the air-liquid mixing tee to the horizontal flow observation section is about 
250 pipe diameters. The vertical distance to the vertical test section is about 50 pipe 
diameters. For visual observation of the flow, clear PVC pipes are incorporated along the 
horizontal and vertical sections of the loop. A 3-foot long vertical section of the PVC 
pipe is replaced by optically clear Plexiglass tubing for better flow visualization. Long 
radius elbows are used in the loop construction to minimize flow disturbances due to the 
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change in flow direction. Pipe suppons are carefully designed and tested to minimize 
system vibration. The effect of thermal stresses on the piping system was also considered 
during the design. Liquid is stored and pre-mixed in a 0.75-rrr mixing tank at the 
operational section. In the case of oil-water-air multiphase flow tests. a 0.63-nf 
transferisenling tank is used to separate the oil and water after each series of experiments. 
The water-oil mixture is transferred through a 1.5-inch ID copper pipe between the two 
tanks by a 1.1 kW transfer/settling pump. Figure 4.2 is a picture of the operational section 
showing both the mixing and transfer/settling tanks. Specifications of the flow loop are 
provided in Table 4.1. 
Table 4.1 Flow loop specifications 
I Item Specification 
0 .75 m~ I Mixing Tank 
S . Tank 0 63 >eparanon m 
Flow Loop Dimension 3-inch ID, 180-ft long Schedule 40 PVC pipe 
Horizontal Test Section 6m 
Vertical Test Section 6m 
Transfer Piping 1.5-inch ID copper pipe 
Liquid Flow Rate 10-260 GPM 
Air Flow Rate 0.75-140 SCFM 
Maximum Working Pressure Max. 120 psia 
Main Pump Jacuzzi R5EM3-l with 3.7 kW motor 
Transfer Pump Dynesco with 1.1 k W motor 
Compressed Air Lines J;i and l-inch ID steel pipes 
• GPM =Gallon per mmute; SCFM =Standard cubtc feet per mmutc 
Phase flow rates are monitored in real time by in-line liquid and gas flow meters. 
Electro-pneumatic control valves are installed on both the liquid and air lines to regulate 
the flow rates and loop pressure. Several temperature and pressure transducers are 
installed along the loop to monitor the flow conditions (see Figure 4.1 b). Operational 
43 
control of the loop is implemented through a fully integrated computer system, which 
also handles the data acquisition from the flow meters, and pressure and temperature 
transducers. The loop can be pressurized to 120 psia to investigate the effects of pressure 
on the multiphase flow. 
4.2 Flow Control System 
Two 3-inch and one l-inch ID pneumatic control valves are installed in-line to 
control the flow rate and loop pressure. Each control valve consists of a ball valve 
connected to a pneumatic actuator and an electro-pneumatic positioner. One 3-inch 
control valve is installed upstream of the test section to control the liquid flow, while the 
other is installed downstream in order to pressurize the loop. 
Figure 4.3 - Flow control and metering components 
Figure 4.3 provides a picture of the liquid and gas control valves. The air line 
control valve is positioned downstream of the air flow meters to regulate the air flow rate. 
These values are controlled through a computer using aD/A card that generates a 4-20 
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rnA DC control signal. LABTECH VISION (Figure 4.4) is employed to develop the 
graphical user interface (GUI) for the valve controls. 
Figure 4.4- LABTECH VISION showing control Gill for the control valves 
4.3 Instrumentation 
Accurate metering of the phase flow rates is critical for flow modeling, testing 
and calibrating the MPFM. As a result, a significant investment was made on the loop 
metering system. The flow rates of each phase are monitored through in-line flow meters. 
A 3-inch turbine flow meter (FTB-730, OMEGA) is used for liquid metering, and l-inch 
(FTB-936, OMEGA) and Y2-inch (FTB-931, OMEGA) turbine flow meters are used for 
air metering (see Figure 4.3). Two separate air flow meters are installed in parallel to 
ensure that the entire flow range specified by the MPFM can be covered with the desired 
resolution. The flow meters were selected according to the MPFM specifications and 
calibrated by the manufacturer over their operating ranges. Table 4.2 lists the detailed 
specifications of these flow meters. The high accuracy and repeatability of these flow 
meters ensure good credibility and confidence in the results. 
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Table 4.2 Specifications of flow meters 
Model ID (Inch) Flow Range Accuracy Repeatability 
FTB-730 3 3-600 GPM ± 1 % full scale NIA 
FTB-931 Y2 0.35-3.5 ACFM ± 1% reading ±0.25% 
FTB-936 1 4-60ACFM ± 1% reading ±0.25% 
* ACFM = Actual cubic feet per mmute. 
In order to convert the air volume flow rate to the loop conditions, pressures and 
temperatures in the air lines and the test sections are monitored in real time during loop 
operation. The pressure transducers are PX603-1 OOG5V (OMEGA) for the liquid line, 
and PX603-200G5V (OMEGA) for the air lines. The thermocouples (TC(T)-NPT-U-72, 
OMEGA) are installed to measure the local temperature (See Table 4.3 for 
specifications). The positioning of the three flow meters, and the pressure and 
temperature transducers can be found in Figures 4.3 and 4.5. 
Figure 4.5 - Pressure and temperature transducers on vertical section 
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Table 4.3 Specifications of pressure and temperature transducers 
Transducers Model Range Accuracy Repeatability 
Pressure PX603-l OOG5V 0-100 PSIA ± 0.4% BFSL ±0.05%FS 
Pressure PX603-200G5V 0-200 PSIA ± 0.4% BFSL ± 0.05% FS 
Temperature TC(T)-NPT -U-72 < 287 oc 1 °C or 0.75% ofthe N/A 
reading, whichever is greater 
*Pressure and temperature transducers are cahbrated by the manufacturer 
Figure 4.6 - LAB TECH BUILD-TIME showing icons of instrumentation 
Data logging is achieved and controlled using LAB TECH BUILD-TIME (Figure 
4.6). Each sensor and data conversion function is displayed as an icon. The data 
acquisition system accepts signals from the flow meters and transducers, and outputs 
signals to control the valves at a 1 0 Hz sampling rate. A signal conditioner CYEXP 32 
Multiplexor, an AID converter CYDAS 8 and a D/ A converter CYDDA08I from Cyber 
Research are integrated into a computerized data acquisition and control system (Figure 
4. 7). The specifications of each component are listed in table 4.4. 
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Table 4.4 Data acquisition system 
Mode Resolution Channel Max. Sampling rate Accuracy 
CYEXP32 N/A 32 single/ 16 differential NIA ± 0.01% reading 
CYDAS8 12-bit 8 single-ended 20kHz ± 0.01% reading 
CYDDA08I 12-bit 8 channels N/A N/A 
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Figure 4. 7 - Schematic data acquisition system 
4.4 Hot-Film Anemometry and Flow Visualization 
The test section for the hot-film and flow visualization is located 50 pipe 
diameters downstream of the nearest elbow in the vertical test section of the flow loop 
and is constructed of clear optical grade acrylic tubing. An elevated platform 
accommodates both the hot-film anemometry and the flow visualization system (Figure 
4.8). The flow images are captured using a high-speed digital imaging system 
(Motion Scope PCI 1 OOOs) that consists of a CCD camera, PCI interface card and digital 
image memory with a maximum frame rate of 1000 frames per second (fps). The camera 
is mounted on a positioning stand and located on the elevated platform with a remote 
monitor (Figure 4.9). 
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Figure 4.8 - Vertical test section along with observation platform 
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Figure 4.9 - Top view of flow visualization system 
The system records a sequence of digital images of the flow at a pre-selected 
frame rate between 60 and 1000 fps, and stores the frames in an image memory on the 
controller unit. The images can be viewed forward or backward at any selected frame 
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rate, frame-by-frame or freeze frame, to analyze flow motion and time during the 
sequence. The electronic shutter operates at rates of lx to 20x the set recording rate with 
exposure times shown in Table 4.5. Details of the frame rate, image resolution, number 
of stored frames and record time are provided in Table 4.6. Although the high-speed 
imaging system is capable of recording images at 1000 fps. picture resolution is reduced 
with an increase in frame rate. Consequently. frame rates of 250 and 500fps were 
optimum for the present test flow conditions. 
Table 4.5 Exposure times for set shutter speeds 
Frame Rate 60 125 250 500 1000 
Exposure (s)@ 1 X l/60 L'125 l/250 l/500 1/ 1000 
Shutter Speed (sec) 
Exposure (s)@ 2X 11120 1/250 l/500 1/1000 1/2000 
Shutter Speed (sec) 
Exposure (s)@ 3X l/180 1/375 1/750 l/1500 1/3000 
Shutter Speed (sec) 
Exposure (s)@ 4X l/240 1/500 1/ 1000 l/2000 L4000 
Shutter Speed (sec) 
Exposure (s)@ 5X 1/300 1/625 lt 1250 l/2500 l/5000 
Shutter Speed (sec) 
Exposure (s)@ lOX 1/600 1/ 1250 112500 1/5000 1110000 
Shutter Speed (sec) 
Exposure (s)@ 20X 111200 1/2500 1/5000 1/ 10000 1120000 
Shutter Speed (sec) 
Table 4.6 Camera specifications 
Frame Rate Resolution No. ofFrames Total Record 
(fps) (Pixels) Stored Time (s) 
60 480 X 420 512 8.5 
125 480 X 420 512 4.1 
250 480 X 420 512 2.0 
500 320 X 280 1024 2.0 
1000 240 X 210 2048 2.0 
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A 5W Ar-Ion laser (Stabilite 2017) is used in conjunction with an optic setup to 
create a laser light sheet for the flow visualization. Space restrictions on the elevated 
platform necessitate a unique optic setup to create an adequately thin light sheet Q?renel 
et al. 1989). The optic setup consists of two first surface mirrors, a double convex lens 
and a glass rod. The two first surface mirrors are mounted at 45° angles to the beam and 
are aluminized on the surface closest to the incident light, thereby minimizing energy 
loss. The double convex lens is used to converge the beam before it passes through the 
glass rod to obtain a thin sheet of light. Figure 4.9 provides a schematic description of the 
system setup. A scale illuminated with a separate point light source, recorded as part of 
the flow image, is used to calibrate the image pixel resolution (Figure 4.10). Images were 
also obtained using a backlighting technique that consisted of two 500 W halogen 
photography lamps reflected off a matt finish white screen (Figure 4.11 ). 
Figure 4.10- Laser light sheet and illuminated calibration scale 
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Figure 4.11 - Flow visualization test section 
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Figure 4.12 - Schematic of hot-film and flow visualization test section 
The normal location of the hot-film test section is immediately upstream of the 
flow visualization test section. However, for investigating the dynamic hot-film response 
to a passage of a gas slug, the camera was pointed at the hot film probes (Figure 4.12). 
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The hot-films are mounted on a traverse that allows the probes to be moved along the 
pipe diameter with an accuracy of±O.Ol-mm (accuracy of the traverse). 
Figure 4.13- Hot-film test section 
u r--1 -..J,; F ...., .--I -
Hot-film probe CTA bridge AID convert 
Computer 
Figure 4.14- Hot-film anemometry data acquisition system 
Figure 4.13 provides a picture of the hot-film test section. Heavy-coated 
cylindrical DANTEC 55Rll hot-film probes, operated at an overheat ratio of 1.1 are used 
with a DISA 55M10 Constant Temperature Anemometer (CTA) system. The hot-film 
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signals are sampled directly at 7000Hz into a dedicated personal computer through a 
KEITI-ll..EY S570 AiD converter (Figure 4.14). To obtain simultaneous flow 
visualization and hot-film measurements, a common external trigger circuit with a built-
in time delay on one channel was designed to synchronize the two measurement systems. 
Upon activation of the hot-film data acquisition system, the flow visualization system is 
triggered after a pre-determined delay. The shift in the two sets of data is aligned exactly 
during post-processing by focusing on key identifiable characteristics of the flow. 
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Figure 4.15 - Schematic of flow loop control/data acquisition and hot-film and flow 
visualization systems 
The flow measurement and control systems are controlled by three personal 
computers (Figure 4.15). Figure 4.16 provides a pictorial description of this setup. 
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Figure 4.16- Control equipment for flow loop, hot-film and flow visualization 
4.5 Summarizing Remarks 
A multiphase flow loop has been constructed at MUN to investigate oil-water-gas 
flows. The flow loop is instrumented with accurate flow rate, pressure and temperature 
measurement systems. Hot-film and high-speed flow visualization measurement systems 
are equipped on the flow loop to obtain the quantitative information about each flow 
component. A fully integrated computerized system handles the system control and the 
data acquisition. The MUN flow loop is the first multiphase flow research facility that 
has been built in the Atlantic Canada region. Its construction makes it possible to conduct 
multiphase flow related research at MUN, including the research described in this thesis. 
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Chapter 5 
Dimensional Analysis of Two-Phase Flow 
The flow pattern map and interfacial area concentration are two important 
parameters required to determine the closure relations of two-phase flow models. 
Although various models have been proposed as discussed in chapter 2. no reliable model 
exists for determining the flow patterns and phase interfacial area. A great number of 
models for flow pattern and phase interfacial area concentration are expressed in 
dimensional form in the literature. The use of dimensional parameters in these models 
makes them inappropriate for use under different circumstances. To overcome this, 
dimensional analysis is introduced in this chapter to simplify the problem and to provide 
guidelines for planning experiments and presenting results by formulating the functional 
equations for flow pattern and phase interfacial area concentration. 
5.1 Introduction to Dimensional Analysis 
It is extremely difficult to obtain a complete analytical solution to two-phase flow 
patterns due to the complex nature of the flow. A partial solution c~ however, be 
obtained using dimensional analysis. Although partial analysis does not provide a 
complete solution, it can tremendously simplify the problem and provides rules for 
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modeling the system concerned. Methods of partial analysis are based on dimensional or 
similarity approaches, which result in a dimensionless functional equation. This equation 
can be employed as a guideline for planning experimental measurements and analyzing 
results. 
Dimensional analysis is based on the principle of Fourier's dimensional 
homogeneity theory (Sharp 1981 ). However, conventional methods of dimensional 
analysis suffer from several disadvantages. The most significant drawback is. perhaps, 
that little facility is provided for guiding the analysis towards a convenient, rather than 
merely a correct. solution (Sharp 1973 ). Another disadvantage is that the complete range 
of solutions is not readily apparent. Although compounding can be used to find the final 
convenient solution to the problem, the procedure is often a tedious approach. especially 
when a large number of variables is involved. 
The synthesis method of Barr ( 1969. 1971) greatly overcomes these 
disadvantages. Barr formulated an intermediate stage between the initial functional 
equation and the final dimensionless formula by introducing linear proportionalities. 
Linear proportionalities. together with any relevant lengths of the system, are formulated 
from the initial functional equation to produce a homogeneous equation with dimension 
of length. The most convenient solution to the problem can then be obtained by 
compounding these dimensional length terms. The introduction of linear proportionalities 
as the intermediate stage provides more freedom and choices in formulating the final 
dimensionless equation. The linear proportionalities are found in a similar manner to that 
used in the Buckingham method (Buckingham 1914 ). However, the variables are 
combined to form terms with dimension of length rather than immediate dimensionless 
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numbers. For the purpose of formulating the linear proportionalities, density may be 
eliminated from the list of variables and included as required because density is not a 
relevant (independent) factor unless it is combined with another variable that has a mass 
dimension (Sharp 1975). In general. if there are m terms to be combined (terms excluding 
density and length) it is possible to form :C., linear proportionality terms, of which only 
(m-1) terms are required in formulating any correct dimensionally homogenous equation 
(Sharp 1981 ). The final dimensionless functional equation can then be formulated 
through compounding this dimensionally homogenous equation. Apparently, the linear 
proportionalities introduce redundant dimensional length terms. The redundancy provides 
more choices and freedom at the ftnal compounding stage. The synthesis method is 
employed to derive the appropriate two-phase flow pattern mapping parameters in this 
thesis. 
5.2 Dimensional Analysis of Flow Pattern Map 
The initial step of the analysis is to establish the system functional equation. The 
gravitational effect is significant in vertical slug flows. Phase flow rates and fluid 
physical properties, such as density, viscosity and pipe geometry also need to be included 
in the functional equation. Effects of pressure and temperature on the flow patterns are 
incorporated through density and viscosity changes, and hence need not be included 
directly in the functional equation. Surface tension is speculated to play a role in bubble 
formation, and is included in the equation. Two-phase flow is a densimetric phenomenon 
because there are two fluids involved. The density difference requires modifying the 
gravitational acceleration. Consider the case where gas bubbles and slugs are surrounded 
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by liquid in the pipe. The weight of gas bubble can be approximated as pGgd3 , where d is 
the gas bubble characteristic diameter. The upthrust on a gas bubble immersed in the 
liquid is approximately pLgd3 , therefore, the reduced gravity of the air bubble or plug is: 
In the case where the gas is the continuous phase, the reduced gravity for the liquid is: 
In bubble and slug flows, the reduced gravity is relevant only for the gas phase 
since liquid is the continuous phase. Therefore, the flow pattern functional equation is: 
Patterr(bubble .slug) = <fl(qG, q L, }J.G, }J.L, PG, PL, g, g G, C5L ,L. D) (5-1) 
where q is the volwne flow rare, }J. is the dynamics vicosity, C5 is the surface tension. D is 
the pipe diameter, and L is the flow pattern observation location. The subscripts G and L 
indicate gas and liquid phases, respectively. One of the densities or gravities is redundant 
in this functional equation. Its inclusion in the equation is to facilitate the derivation of 
the linear proportionalities. Using the synthesis method. the flow pattern can be expressed 
in terms of linear proportionalities as: 
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Equation 5-2 is an exhaustive list of all the possible linear proportionalities that 
can be derived. Since there are seven terms involved in forming the linear 
proportionalities (excluding densities and lengths), six terms ( 7 - 1 = 6) need to be 
selected to formulate the dimensionally homogenous equation. ln choosing the linear 
proportionalities, it is necessary to ensure that every variable must be included at least 
once in the functional equation (Sharp 1981 ). 
(5-3) 
Consequently, the final dimensionless functional equation after compounding is: 
In chum flow, both the gas and liquid reduced gravitational constants must be 
included in the flow pattern functional equation, because the flow alternates between gas 
and liquid continuous flows. The dimensional functional equation is: 
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(5-5) 
The final dimensionless functional equation can be obtained in a similar manner to 
equation 5-4 as: 
{5-6) 
Gas is the continuous phase in annular flow. and therefore. only gL must be 
included in the annular flow pattern dimensional functional equation: 
(5-7) 
The resultant dimensional functional equation is: 
(5-8) 
In all three flow pattern functional equations (equations 5-4. 5-6 and 5-8), ...!1...L. 
VLD 
and .!f..g_ , which are equivalent to the liquid and gas phase Reynolds numbers, are very 
VGD 
likely not to be important. because the flows of interest are turbulent. The variation in 
surface tension, viscosity and density for a specific liquid is negligible, therefore, 
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cf!'1 
3 , L 1 , , is more or less constant for a specific liquid and can be ignored from the PL ' -g ' -~ 
flow pattern functional equation. However, the importance of this term for different 
liquids needs to be assessed. It is tentatively assumed that this term is not critical in 
defining the flow pattern. This validation of this assumption will be justified in chapter 7. 
The parameter ~ is important for a developing flow, and must be equal_in each 
individual experiment in order to satisfy geometric similarity (Sharp 1981 ). However, 
this restriction will be relaxed for fully developed flows where the flow patterns remain 
invariant with distance. Bubble, slug and chum flows may depend on temperature and 
llp p 
pressure because the dimensionless density, - = _L -1. of the bubble and slug flows. 
PG PG 
:md PL of the chum flow are sensitive to the individual phase density change. The 
PG 
similarity requirement of the density terms seems to be stringent. h requires that not only 
the dimensionless density must be equal in each experiment but also the individual phase 
density must stay constant throughout the experiment. This postulation, however. needs 
to be verified by experiments. On the contrary, the dimensionless density tenn, 
llp = l - PG , of the annular flow indicates that even a significant change of gas density 
PL PL 
only results in a negligible change to it as a whole. The annular flow is, therefore, a 
temperature and pressure insensitive flow. Provided that the density similarity is satisfied, 
for fully developed, turbulent vertical-up gas liquid flows, qG and 5 : L , are the only qL D -gL-
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dominant terms for bubble, slug and annular flows, and qG and ~ L 
1 
, for churn 
q L Ds ·gL -
fl In d t k th t · t t, q L • t d f q L t·s used ow. or er o eep e parame ers consts en 5 , ~ ms ea o D -g 1 - Ds ~ g ~ ~ 
as the churn flow plotting parameters. The error incurred by this change is negiligible, 
because of the minor difference between g and gL. Therefore, qG and 
5 
~ L , , are the 
qL D ·g· . 
final plotting parameters for all two-phase gas-liquid flow patterns. The parameter 
ts the Froude number, and can be interpreted as the ratio of inertial to 
gravitational forces. It should be an important parameter in vertical-up two phase flow 
where gravity plays a significant role. The plotting parameters suggest that the flow 
patterns are primarily dependent on the ratio of gas-to-liquid flow rate and the ratio of the 
inertial to gravity forces. 
5.3 Dimensional Analysis of Interfacial Area Concentration 
The important dimensionless parameters that determine the interfacial area 
concentration can be derived in a similar manner to the dimensionless flow pattern map 
parameters. For gas-liquid two-phase slug flow, the phase interface can exist in a wide 
variety of forms, depending on the flow rates and physical properties of the phases, as 
well as on the geometry and inclination of the tube (McQuillan and Whalley 1985). 
Therefore, for vertically upward slug flow, the functional equation for the interfacial area 
concentratio~ ai. can be expressed as: 
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Using the synthesis method. the linear proponionalities equation is formed as: 
( 5-l 0) 
Seven independent terms are involved in formulating the linear proportionalities. 
Six terms are, therefore, needed to formulate the dimensionally homogenous equation. 
along with the length tenn and interfacial area concentration. The resultant dimensionally 
homogenous equation is: 
(5-11) 
The dimensionless functional equation is formulated by compounding as: 
( 5-12) 
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The interfacial area concentraion is, therefore. a function of the viscosity ratio, 
Reynolds-Froude Number ( 3 ~L , ), volume flow ratio, Reynolds number of the liquid D ·gt -
phase, Froude-Weber number ( CJL , ), and ptpe diameter. Compared with the 
gtipD-
dimensionless equation proposed by Zeitoun et al. ( 1994 ), three additional terms are 
found in equation 5-12, because the physical properties of the gas phase are included in 
this analysis. The additional terms are viscosity ratio. D3 ~ L 1 
·g 
and dimensionless 
density. The addition of these terms should improve the portability and applicability of 
equation 5-12 over the equation proposed by Zeitoun et al. ( 1994 ). 
5.4 Summarizing Remarks 
In summary. the dimensionless flow pattern map and interfacial area 
concentration equations for vertical-up gas-liquid flows have been formulated using 
dimensional analysis. The use of dimensionless parameters leads to more portable and 
robust models, which will be developed in this thesis. 
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Chapter 6 
Signal Analysis and Data Reduction 
Hot-film anemometry is used primarily to obtain measurements of void fraction. 
slug/bubble velocities. slug/bubble dimensions. slug/bubble frequencies and interfacial 
area concentration. The first part of this chapter describes the dynamic response of hot-
film to the passage of a gas slug. This information provides the basis for developing the 
signal processing techniques to obtain the desired flow information from the hot-film 
signal in this thesis. The results from hot-film anemometry are corroborated using a high-
speed quantitative flow visualization system. 
6. 1 Data Reduction for Multiple Velocities 
Direct measurement of the gas and liquid velocities from a single hot-film probe 
is impractical with the current MUN flow loop configurations. The low overheat ratio 
makes the hot-film calibration very sensitive to variations in the fluid temperature. This is 
evident in the calibration curves obtained over a period of time (Figure 6.1 ). The time 
interval between each calibration curve is 1.5 hours, and the temperature increase of the 
liquid (water) is due to the continous pump operation. The calibration drift results in a 
velocity misinterpretation on the order of 1 mls per oc temperature change. 
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Figure 6.1 - Calibration curves obtained from MUN flow loop 
Also. the process of the residual liquid film evaporating on the probe during the passage 
of a gas bubble/slug is extremely difficult to model. A dual-probe technique can 
overcome these difficulties and was employed to measure the gas bubble velocity in this 
research. Figure 6.2 schematically illustrates the principle of this technique. Two hot-film 
probes are spaced along the steamwise direction. The time-difference-of-arrival of the gas 
bubbles at the two probe locations can be estimated from a cross correlation between the 
signals from the probes if the distance between them is properly chosen. A series of tests 
was performed to determine the appropriate probe distance, indicating that a probe 
distance of 20 mm is optimal. This spacing ensures good accuracy while preserving 
reasonably strong cross correlation. 
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Figure 6.2 - Schematic of velocity estimation procedure 
The sampling rate for each hot-film probe is 7kHz. A 300-second sampling time 
was chosen to obtain statistically steady flow results. Multiple velocities corresponding to 
different bubble size groups can be estimated through selective discrimination of the 
signal to reflect the different bubble size groups. The principle of this technique is 
implemented in five steps: 
1. Signal decomposition using wavelet transforms to remove high-frequency signal 
noise. 
2. Identification of gas slugs and bubbles using an amplitude and first-order time 
derivative of the signal. 
3. Discrimination of the signal into signals corresponding to different bubble size 
groups. 
4. Cross-correlation of the discriminated signals from the two sensors to obtain the time-
difference-of-arrival of the gas bubbles at the sensor locations. 
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5. Estimation of slug/bubble velocities from the time-difference-of-arrival and the 
distance between the sensors. and consequently slug/bubble sizes. slug/bubble void 
fraction and slug/bubble frequencies 
6.2 Dynamic Response of Hot Film to the Passage of Gas Bubble 
and Slug 
The distinct signal response of the hot-film to the gas and liquid phases makes it 
possible to discriminate between the two phases. In order to accurately discriminate the 
hot-film signals into the gas and liquid phases. the dynamic response of the probe to the 
passage of a gas slug/bubble needs to be clearly understood. This was investigated using 
simultaneous high-speed flow visualization (500 fps. 320x280 pixels) and hot-film 
measurements. The detailed experimental setup was illustrated in Figure 4.12 in chapter 
4. 
Figure 6.3 shows a typical hot-film trace as a gas slug passes over the probe. with 
the corresponding flow images. The field of view of the video is about 7x7 inches. 
However, the images are cropped to 7x3 inches for better display. The dynamic response 
of the probe is similar to that described by Farrar and Bruun (1989) for a gas bubble as 
discussed in chapter 2. As the slug front approaches the probe (A), the signal output 
increases because the liquid just upstream of the slug is moving with a siightly greater 
velocity than the average liquid velocity. This velocity increase can be explained with the 
assistance of Figure 6.4. For liquid velocity of U2 and gas slug velocity of Ut. where U1 is 
greater than U2 due to buoyancy (Figure 6.4a), the relative liquid velocity upstream of the 
slug against the gas slug is Uz-U1• By conservation of mass, the relative liquid velocity in 
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the shaded region shown in Figure 6.4b must be higher than U2-U1 due to the reduced 
cross sectional area. 
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Figure 6.3- Dynamic hot-film response to a passage of a gas slug 
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The hot-film signal continues to increase until the probe pierces the slug (B), and 
this event is accompanied by a small overshoot in the hot film signal. A steep drop (from 
B to C) in the signal is followed due to the rapid evaporation of the liquid film on the 
sensor surface. At locations D and E the probe is in the gas phase and the signal 
corresponds to that of the gas phase, provided that the liquid film on the sensor is fully 
evaporated. When the back of the slug arrives at the probe, the rapid covering of the 
probe with the liquid results in a steep rise in the signal output (from F to G). At location 
H, the probe is in the wake region of the slug. The two events, B and F, corresponding to 
the slug front and back hitting the sensor, need to be clearly identified to localize the slug 
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passage. The two events are associated with a sign change in the time derivative of the 
signal and this feature was used to determine the location of the slug front and back. 
(a) (b) 
Figure 6.4 - High velocity region just upstream of a gas slug 
6.3 Schemes for Discriminating Gas and Liquid 
A good understanding of the dynamic response of hot-film to the passage of gas 
bubbles and slugs allows accurate quantitative information to be obtained from the hot-
film signals. A combined amplitude and first-order time derivative method was 
developed to identify the two events B and F (Figure 6.3). The amplitude threshold is 
calculated using the signal amplitude probability density function (Farrar et al. 1995). 
Once the intersection points of the signal with the threshold are located, a backward 
searching scheme is used to locate the front and back of the bubble/slug from the signal. 
The sign change in the first-order time derivative is associated with the two events (see 
Figure 6.3). The improved phase identification scheme is deemed to be simpler and more 
accurate than the thesholding method originally proposed by Farrar et al. (1995), in 
which a subjectively selected threshold of the first-order time derivative of the signal was 
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used. It also avoids the tedious trial and error process that must be performed when 
selecting the threshold. and hence is much easier to use. 
6.4 Signal Discretization and Void Fraction Estimation 
Once the events associated with the front and back of the bubbles/slugs hitting the 
probe are correctly identified in the hot-film signal, the signal can be discretized into a 
phase indicator function. in which I indicates the gas phase, while 0 indicates the liquid 
phase. A sample flow condition is used throughout this chapter to assist the description of 
the entire data reduction process. The sample flow is an air-water slug flow with the flow 
conditions presented in Table 6.1. 
Table 6.1 Sample Flow Condition 
i UL (mls) : Uc (tnJs) Flow Pattern 
! o.97 I o.23 Slu 
The hot-film signal of this sample flow over a representative one-second time 
interval is provided in Figure 6.5. The occurrences of the gas bubbles and slugs in Figure 
6.5a ue reflected and localized accurately by the phase indicator function (Figure 6.5b ). 
Since the time fraction and void fraction are equivalent parameters (see equation 2-13), 
the void fraction. £, can be determined from the phase indicator function as: 
(6-1) 
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where ta is the time when the probe detects the gas phase, T is the total measurement 
time, and aa is the phase indicator function. 
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Figure 6.5- Hot-film signal and its phase indicator function: (a) Hot-film signal; 
(b) Phase indicator function 
The local void fraction distribution is illustrated in Figure 6.6. The data in this 
figure are the average of two independent measurements from the two probes in the 
streamwise direction. The local void fractions calculated from the two probes are within 
±5% of each other, indicating that the influence of the upstream probe on the downstream 
probe is small. 
The void fraction is a maximum in the central region of the pipe and decreases 
rapidly close to the wall. The void fraction is approximately constant up to r/R=0.7. It 
shows a profile similar to those obtained by Welle (1985) and Cheng et al. (1998). The 
average or global void fraction of the flow is obtained by integrating the local void 
fraction over the cross section of the pipe. The integration is performed by assuming 
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radial symmetry since the flow is vertically-upwards. The average void fraction for a 
circular pipe is calculated as: 
E = r E(r)dA = 2 . r e(r). rdr 
A R"" 
(6-2) 
where A is the pipe cross sectional area. and R is the pipe radius. The resultant global 
void fraction (E = 19.0%) is found to be less than the phase volume fraction (/3 = 19.2%) 
in this instance. and is consistent with the analysis. 
0.3 
0.25 
:: ' ' - - - :: - -
-
-
- -
-
~ 
-
-
- -
-
-
~ 
-0.2 -
-
c::: - -
~ - --
-~ 0.15 - -
-
:'5;! 
~ 
0.1 -
-
0.05 
0 -
-
0 0.2 0.4 0.6 0.8 
r/R. 
Figure 6.6 ·Void fraction distribution for all bubbles 
6.5 Wavelet Signal Decomposition 
The passage of a gas slug/bubble over the hot-film is accompanied by a sudden 
decrease in the signal. because of the reduced heat transfer from the sensor to the fluid. 
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Intuitively, it may seem plausible that the signal could be suitably band-pass filtered to 
elicit the distinguishing features of the slugs and bubbles and remove noise. However, the 
signal of bubble/slug flow (see Figure 6.5a) is non-stationary in nature. Classical Fourier 
filtering techniques are not suitable, because of the different phase shifts they impose on 
the different frequency components. Consequently. the cross.correlation will not reflect 
the true time shift between the signals. Unlike Fourier transforms. wavelet transfo_rms are 
well suited to the analysis of non-stationary signals. In wavelet analysis, both the time 
and frequency information is well preserved. and hence. accurate temporal localization of 
each event is possible; in Fourier analysis. the time information is lost when the signal is 
transformed from the time domain to the frequency domain. This time information is 
generally not important when dealing with stationary signals where the frequency content 
of the signal does not change significantly over time. When the signal is non-stationary. a 
better physical understanding of the signal can only be obtained if its frequency 
components are localized in time. 
Short-Time Fourier Transforms (STIT) permits the signal to be represented as a 
function of time and frequency by analyzing the signal over a small time window. STFT 
provides both temporal and frequency information on signal events. However, this 
information bas limited time and frequency resolution that is constrained by the size of 
the window. Wavelet transforms overcome the resolution problems of STFT to a great 
extent by enabling a multi-resolution analysis (MRA). The MRA allows the signal to be 
analyzed at different frequencies with different resolutions. It gives good time resolution 
and poor frequency resolution at high frequencies, and good frequency resolution and 
poor time resolution at low frequencies. Therefore, wavelet analysis is well suited for 
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signals with high frequency components for a short duration and low frequency 
components for a long duration, which is similar to the hot-film signal for gas-liquid two-
phase slug flows. 
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Figure 6. 7 - Wavelet decomposition tree showing three level wavelet decomposition 
In wavelet analysis, a wavelet prototype function, called mother wavelet, is used 
to decompose the signal into a scaled and shifted version of the mother function. The 
wavelet function is a waveform of effectively limited time duration that has an average of 
zero, and, therefore, allows a better description of local features. The temporal analysis is 
performed with a contracted, high frequency version of the mother wavelet, while 
frequency analysis is performed with a dilated low frequency version of the same wavelet 
(Graps 1995). The signal is often represented in terms of a wavelet expansion. 
Wavelet decomposition splits the signal into an approximation and a detail. The 
approximation is the low frequency components of the signal, and the detail is the high 
frequency components. The decomposition process can be iterated, with successive 
approximations being decomposed in turn, so that one signal is broken down into many 
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lower resolution componenta, called a wavelet decomposition tree (Fisure 6. 7), where A 
refers to approxim•tions and D refers to details. Then the signal is reconstructed from the 
selected approximations and details to achieve the desired signal filtering. Theoretically, 
the decompoeition process can be processed until the individual details consist of a single 
sample point. In practice, a suitable number of levels is selected based on the nature of 
the signal. 
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Flpre 6.1 - Fifth-order Symlet wavelet function and scale function 
In . this research, the hot-film signal is decomposed using a fifth-order Symlet 
wavelet function (Fipre 6.8) to facilitate the extraction of the sluplbubbles. The wavelet 
decomposition represents the signal as the superposition of the scaled aud shifted version 
of the mother fimction. A cootinuous wavelet transform yields localized frequency 
information on the hot-film output. The mother fi.mction is translated over the time 
domain and dil•ted over a range of acales. The wavelet transform of the sipal in Fipre 
6.Sa is provided in Fipre 6.9, along with the original signal. The wavelet transform 
77 
indicates the time localized frequency content of the signal and can also be interpreted as 
the time series record of the signal frequency (or scale). The magnitudes of the resultant 
coefficients are reflected through a gray level scale. Figure 6.9b shows that the passages 
of slugs and bubbles are accompanied by a substantial frequency change at these 
instances. Such characteristics can be used to localize the occurrences of those events. 
For example, the passages of slugs at 0.248 and 0.772 seconds are precisely reflected in 
the wavelet transform plot at the same temporal locations. 
8 ----------------------------------------------------~ 
6 =- - 4-~""·--".i- ..._. __ _ 
-- Slug --slug 
0 ----------------------------------------------------~ 
30 
(b) ~ 20 
(.) 
(/) 10 
0 0.2 0.4 t (s) 0.6 0.8 
... ±- :r r WWW·&ti 
10 20 30 40 50 60 
Figure 6.9- Typical hot-film signal and wavelet transformation: (a) Hot-film signal; 
(b) Wavelet transformation plot 
The wavelet decomposition is used to remove the high frequency noise from the 
signal. Figure 6.10 show levels two and three of the wavelet decompositions, together 
with the original signal. While the time information of the local events is well preserved 
at both levels, the high frequency components (noise) are progressively removed, and the 
signal of small bubbles is also suppressed. Spectrum analysis is used as an effective tool 
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to determine the number of wavelet decomposition levels. Figure 6.11 shows the power 
spectrum density ' function of the original hot-film signal Over 92% of the total signal 
energy is distn~ within the frequency range 0 - 437.5 Hz. This low-ftequency part of 
the signal is deemed to characterize its main featuml. This part of the signal corresponds 
exactly to the signal approximation remaining in the level-three wavelet decomposition. 
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Flpre 6.11 - Hot-film sipal and corresponding wavelet decomposition approximations 
(a) Oriainal hot-film sipal; (b) Level two wavelet approximation; (c) Level three 
wavelet approximation 
1be selection of a tblee-level decomposition cmurea that the dominant feabna of 
the sipal are well preserved, while a sufficient amount of hip-frequency noise is 
removed. Further decomposition of the sipals could posaibly distort the sross feabna of 
the events and, therefore, is not performed. 
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Flpre 6.11 -Power spectrum density function of hot-film signal 
1.1 Bubble and Slug Velocltlea 
In this study, two velocities corresponding to diffetent slug/bubble size groups 
have been estimated. The bubble size groups are delineated as slugs if liD> 112 and as 
bubbles otherwise. The bubble/slug discrimination scheme is based on the slug and 
bubble streamwile length. This dimension is estimated as the product of a velocity 
calculated from the original signals and the residence time of the probe in the 
slug/bubble. 
The combined amplitude and first-order time derivative technique described in 
section 6.3 is applied on the resultant level-three apptoximation to detect slup and 
bubble&. These smaller bubbles are reflected as shallow aDd narrow troughs in the signal. 
Once the slug signal is extracted, the signal cotTeSpODdina to the smaller bubbles can be 
obtained by mnoving the slugs from the original signal. Consequently, two signals are 
80 
, .. 
;~.·. 
obtained, one correspondiaa to the slug and the other conesponcliag to the smaller 
bubbles. Accotdinaly, two velocities corresponding to the two bubble size groups are 
estimated. 
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Flpre 6.12- Separated slug and bubble sipals: (a) Original signal; (b) Slua sipal; 
(c) Bubble sipal 
Figure 6.12 shows the decoonposed -sipals, topther with the oripw sipal. 
Figure 6.12c is obtained by mnovina the slug sipal from 1he original sipal, therefore, 
. ' 
,· -, 
' .' 
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~:\-: 
·.'·! 
the signal of the muill bubbles is recovered completely. This proceu ·clearly shows that it ' · 
is pouible to extract the sipal due to different bubble size groups usina the method 
discussed above. 
' 
The time-difference-of-arrival of a particular bubble size group is estimated 
tJuouab a direct cross correlation of the dilcriminated sipals from tbe two probes. The · ...... 
crou correlatioft fi.mction Rxy ia calculated as: 
81 
(6-3) 
where V1(t) and V1(t) are the discriminated sipal outputs from the primary and secondary -· 
probes~ respectively. There is a distinct peak in the cross-correlation function, which 
makes it easy to determine the time delay 1'. Figure 6.13 shows the cross correlation 
functions for the entire bubble population (Figure 6.13a), alugs (Figure 6.13b) and small 
bubbles (Figure 6.13c) oftbe sample flow. The peak values of the three cross-correlation 
functions are about 0.87, 0.95 and 0.63, respectively. 
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J1pre 6.13 -: Typical CIOIS correlation function for: 
(a) entire bubble population; (b) alup; (c) small bubbles 
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The hip peak value for the slug sipal implies that 1be ps slup change very 
little over the distance between the probeS, while tbe relatively lower pat value for small 
bubbles implies that not all ~ bubbles striking tbe primary probe hit the secondary 
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probe. As expected, the peak cross-correlation value for the entire bubble population lies 
between those of the slugs and small bubbles. 
The time delay from the cross-correlations can be interpreted as a mean time 
delay for the specific bubble group concerned. The velocity is estimated from the probe 
spacing, Lp, and the resultant time delay, r,, as: 
L 
U - .2. c-
r, 
(6-4) 
Once the velocity for each bubble size group has been estimated. the bubble chord length 
for each bubble group is calculated as: 
(6-5) 
where I is the bubble chord length and ru1: is the time that the probe is within the gas 
bubble/slug. 
Figure 6.14 shows the velocity profiles of the sample flow. The slug velocity is 
greater than the bubble velocity. while the average gas velocity lies between the slug and 
bubble velocities. This is consistent with the flow physics, since one would expect the 
slugs to have a higher velocity than the smaller bubbles due to the larger buoyancy force 
on the slugs. As expected. the slug velocity profile is constant across the cross section of 
the pipe. The bubble and average bubble velocity profiles are similar to that of the void 
fraction. The profiles are more or less uniform up to about r/R = 0.4, and then decrease as 
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~~XV~~IIilllllliu. Aiona _tbe centerliDe of the pipe '(r/R-0), the slug velocity is 
greater than the bubble velocity by about 14.9010. The difference between the sl111 and 
bubble velocity incieases ·as the wall is approached due to the increasing influence of the 
wall on the smaller gas bubbles. For example, at r/R=0.8, the difference between the slU& 
and bubble velocities iDaeases to 41.5%. The average gas bubble velocity and the bubble 
velocity have similar profiles except that the average ps bubble velocity is sliptly 
higher than the bubble velocity. On average, the average bubble velocity is greater than 
the bubble velocity by about S% for this flow. 
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Flpre 6.14- Velocity distributions [4 Slug; o Bubble; o Averap] 
The sample flow (slug flow) is a liquid continuous flow, in which 1lae ps bubbles 
are essentially carried by the liquid The ps bubble velocity is primarily ddetmined by 
the liquid velocity and the buoyancy force. To obtain aome qualitative information on the 
~~ 
'.· 
differences between the ps bubble velocity in two-phase flow and the velocity in single-
phase flow, the bubble velocity profiles are compared with the power-law fully 
developed tutbulent velocity profile (Figure 6.1 5). The Reynolds number is approximated 
from the total gas and liquid flow rates. The bubble velocity profile is flatter than the 
power-law distribution, and lies above the power-law distribution due to the buoyancy 
force experienced by the bubbles. Similar bubble velocity profiles were also reported by 
Cheng et al. (1998), and Liu and Bankoff(1993a, b). 
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Flpre 6.15 - Comparison of ps bubble velocity profiles with the power-law fUlly 
developed turbulent velocity profile 
A better understanding of the flow can be achieved by relating velocities to 
different bubble size groups. The mean length of the slug can be interpreted directly as 
the slug leqth siDce the slug has a fairly uniform streamwise dimension. However, this is 
8S 
not th~ case for a bubble, because the probe does not always penetrate the bubble along 
its diameter. A chord length varying from zero to the bubble diameter is typically 
measured, which results in a bubble chord length distribution. A typical bubble chord 
length histogram for the sample flow is provided in Figure 6.16. 
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F1pre 6.16 - Bubble chord length distributions 
Statistical techniques have been developed to estimate the mean bubble diameter 
from the bubble chord len&fh distribution (Up 1972, Herrin.p and Davis 1976, Clark 
and Turton 1988). ThaDa and Davis (1979) developed a simple technique to estimate the 
mean bubble diameter fiom the bubble chord lenath distribution. They showed that the 
mean bubble diameter d can be appro.xim•ted from the mean bubble chord length 
probability density function g(x) as: 
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(6-6) 
It should be noted that equation 6-6 is derived based on the following us\unptions 
(Tbang and Davis 1979): 
1. All bubbles are spherical; 
2. The probe bas equal probability of piercing my point on the projected front area of 
bubbles; and 
3. All bubbles travel in tbe·same direction with the same average velocity. 
1.8,-------------------------, 
I 
I 
(a)~ u l 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.81'-- ---------------------1 
0.2J 
(b~ ~,~ f I 
0 0 l 
0 0 0 0 0 0 0 0 0 
0 0 0 
0 0 
0 
0 0 
I 
I 0.1 '------'-------,---'------'----'----'------
0 0.2 o.• o.e o.a 1 
riR 
Flpre 6.17- Slug aad bubble l•&th distributiODJ (a) Slug; (b) Bubble 
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The mean slug length and bubble diameter distributions corresponding to the 
velocities in Figure 6.14 are shown in Figure 6.17. As expected. the size of the gas slug is 
more or less uniform across the cross section of the pipe, having a variation within ±5% 
(Figure 6.17a). The mean bubble diameter is a maximum (0.180) in the pipe center 
region and gradually decreases (0.140) as the wall is approached (Figure 6.17b). This can 
be explained as follows: 
l . The large bubbles tend to migrate to the central region of the pipe. because of the 
reduced drag in this region. Another reason for this central migration is the radial lift 
force generated due to the lower velocity on the side of the bubble near the wall. This 
lift force tends to induce the bubbles into the central region of the pipe. 
2. Large bubbles are more prone to form in the pipe central region. because of the 
increased likelihood of bubble coalescence due to the higher gas and bubble 
concentration in this region (see Figure 6.6 for void fraction distribution. and Figure 
6.19 for bubble frequency distribution discussed in the following paragraphs). 
The average dimensions of slugs and bubbles can be calculated by weighting the 
length of the slugs/bubbles with the slug/bubble population. Also, a gas flow rate (or gas 
superficial velocity) can be estimated by integrating the resultant void fraction and gas 
velocity distributions as: 
I uc(r)·E(r)dA u~ = .::..:AO!.-_ ___ _ 
A 
(6-7) 
where uG{r) is the average bubble velocity at location r. To check the accuracy of the bot-
film measurement, the gas velocity estimated from equation 6-7 was compared with the 
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superficial pa velocity directly Jlle8S1Rd from the ps flow meters (Table 6.2). The 
discrepancy (below 8. 7 ¥•) is probably due to the uocertainty associated with the 
measurements of void fraction as wen as slug/bubble velocities. 
Table 6.2 Comparison of Superficial Velocities 
U0 (mls) U~(m/s) I Uo -U~ I xt-oooA. 
UG 
0.23 - 0.25 8.7 
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Flpre 6.11 - Slug frequeDcy distributioa 
A more complete delcription of~ flow can ·be IICCOibpliabocl if the bubblelalua 
frequency is known. The local bubblelsJua frequeDcy is defined as the number of 
bubbl-'alup ,pllliDI tbrouah a specific location in unit time. Fipres 6.18 and 6.19 
provide tbe local frequencies of the alup and bubbles respectively for the sample flow. 
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Flpre 6.19 - Bubble frequency distribution 
In general, tbe bubble has a much higher local ftequency than the slug. On 
average, the local bubble to slug frequency ratio is about 30. Howev«, globally, this ratio 
is expected to be much higbee, becau.e ·the detection of a slug is global while the 
detection of a bubble is relatively local~ Both the slug and bubble frequcDcies achieve a 
maximum in the pipe cen1ral repon. The frequencies dectase as the wall is approached. 
For this particular flow, the slug frequency varies from 0.85 Hz in the wall region to 
about 1.61 Hz in tbe central region, while tbe bubble frequency varies from ~.1 Hz to 
41.5 Hz between these two regioas. The higher bubble ftequency • the pipe central 
region promotes bubble coalesceDCe at this rqion. This coalescence is reflected by the 
higher slug frequency in the pipe ceotral rqion. Similar trends for bubble frequency 
distribution were also reported by Cheng et al. (1998). 
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6. 8 Phase Interfacial Area 
Although a number of studies have been performed on two-phase flow, the 
interfacial area concentration has not been sufficiently investigated. either experimentally 
or analytically. There is still only limited information available on local values of 
interfacial area concentration. This information is, however, important for two- or three-
dimensional flow analyses using two-fluid models. Most of the reported interfacial area 
concentration measurements were conducted on bubble flow. Kataoka et al. ( 1986) gave 
a comprehensive discussion on the formulations and measurements of local interfacial 
area concentration for bubble flow. The measurement often requires the knowledge of the 
direction of the normal vector of each interface (Kataoka et al. 1986). Accordingly. 
Hibiki et al. ( 1998) measured the interfacial area concentration using a double-sensor 
probe hot-film anemometry method for bubble flow. However. this information is not 
available from the single normal probe measurement used in the current study. A much 
simpler approach for predicting local interfacial area concentration for bubble flow was 
proposed by Ak.ida and Yoshida ( 1974 ). This technique allows estimating the interfacial 
area concentration from a single normal probe measurement, without considering the 
normal vector of each interface. By assuming spherical bubbles, the local interfacial area 
concentration, ai(r), can be related to the local bubble void fraction, E(r), and bubble 
mean diameter. d(r) as (Akida and Yoshida 1974, Okawa et at. 1998): 
0 (r) = 6·E(r) 
' d(r) 
(6-8) 
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Equation 6-8 permits the estimation of the interfacial area concentration for 
bubble flow from the knowledge of void fraction and bubble diameter, which can readily 
be determined from a single normal probe measurement. Very little information is 
available on the interfacial area measurements and modeling for slug flow. In the current 
study, a classical model of the slug flow is used to estimate the interfacial area 
concentration. A slug flow can be approximated as a series of Taylor bubbles having a 
regular bullet-like shape separated by liquid slugs containing small spherical gas bubbles. 
The liquid slugs are assumed to have similar flow characteristics to bubble flow, and, 
therefore, are modeled as bubble flow. Under the above assumptions, a simple technique 
for estimating the interfacial area concentration can be derived. Mathematically, the 
phase interfacial area for slug flow can be considered as the sum of both the bubble 
surface area, Abo and slug surface area, As, therefore. the phase interfacial area 
concentration for slug flow can be written as: 
(6-9) 
where Vr is the total flow volume. Let the flow volume occupied by the Taylor bubbles 
be Vs and the remaining flow volume be Vb ( Vb = Vr - Vs). Equation 6-9 can be expressed 
as: 
a = I 
V A, + ( V - V ) Ab 
·v r • v v A v A 
.r b =-' . _s + (1--' ) ·-b 
vr vr v. vr vb (6-10) 
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V. is equivalent to the void &action of the Taylor bubbles, denoted by e., and A6 is the 
~ ~ 
interfacial area concentration of the small bubbles in the liquid slugs. Accordingly, 
equation 6-10 can be simplified as: 
a, =e. ·Y. +(l-e.)·a16 (6-11) 
where ~- A. is the surfacelvolmne ratio of the Taylor bubbles, and alb== A6 is the 
~ ~ 
interfacial area concentration of the small bubbles in the liquid slup. 
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Flpre 6.20- Bullet-like shape Taylor bubble 
. The total interfacial area of the flow is made up of Taylor bubbles with an 
interface ratio of y., and of small spherical bubbles with a diameter of d in the liquid 
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slugs. The diameter of a Taylor bubble can be approximated by the flow channel 
diameter, DH, and its surface/volume ratio, )'s, is often approximated as 4.5/ DH (Levy 
1999). By taking into account the geometry of the Taylor bubble, which is assumed as a 
regular bullet-like shape (Figure 6-21 ). a more accurate surface/volume ratio for Taylor 
bubbles can be expressed as: 
A, 24 ·I r --------
, - v, - D H ( 6 . I - D !I ) (6-12) 
where I is the length of the Taylor bubble. Since the remaining flow (liquid slugs) is 
modeled as bubble flow. equation 6-8 is valid for this part of the flow provided the void 
fraction is taken as the void fraction of the remaining liquid slugs. 
By substituting equation 6-8 into equation 6-11, the total interfacial area 
concentration can be expressed as: 
6 ·£ 
a =E ·Y +(1-£ ) ·~
I J J S d (6-13) 
where Eb is the bubble void fraction in the liquid slugs. Accordingly, the local interfacial 
area concentration can be written as: 
6 · E (r) 
a,(r)=E, (r) · y,(r)+[l-E,(r)] · b 
d(r) (6-14) 
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In addition to the bubble diameter and slug length, the local information of the 
slug void fraction and bubble void fraction in the liquid slup must be determined in 
order to estimate the interfacial area concentration. Figures 6-21 and 6-22 show the void 
fraction distributions for the slugs and bubbles respectively. Note that the bubble void 
fraction shown in Figure 6-22 is the fraction of air in the liquid slugs. The void fractions 
are calculated from the discriminated slug and bubble signals (see Figure 6-12). The void 
fraction for slugs shows a maximum in the pipe central region and decreases toward the 
wall. It varies from 0.11 in the pipe central line to 0.081 at the wall and shows a trend 
similar to the slug frequency. This is expected because the slug void fraction is more or 
less proportional to the slug frequency. The void fraction distribution for bubbles is quite 
uniform (about 0.125) until rlll=-0.7 and shows a steep decrease in the wall region. In 
spite of the fact that the slug bas a much lower frequency than the bubble, it KCOUnts for 
almost half of the total au volume for this particuJar flow condition. 
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Flpre 6.21 - Slug void fraction distribution 
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Flpre 6.22 - Bubble void &action distribution 
Having determined the bubble diameter, alug length, local slug and bubble void 
fractions, it is possible to calculate the interfacial area concentration for this flow by 
using ·equation (6-14). Fipre 6.23 shows the resultant distributions for interfacial area 
concentratiOil. Both the simplified method ( 4·5 ) and pometry method (Equation 6-12) 
DH 
were attempted to estimate the interfacial area concentration for the Taylor bubbles using 
equation 6-14. The two schemes show remarkable agtccment, with an average 
discrepancy below 4 %. The interfacial area COilCelltl'atio shows rather uniform values in 
the central region (r/R<0.7) and rapidly reduced values near the wall. A simU., profile 
wu also 1eported by Serizawa et al (197Sa, b, c) for slua flow. However, the flow data 
were measund usma double- and multiple-sensor probe tecblliquea. 
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Fipre 6.23- Interfacial area concentration distribution [o 4·5 ; A Geometry] 
- D 
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The area averaged interfacial area concen1ration can be calculated by integrating 
the interfacial area concentration distribution by 8SIUDling radial symmetry of the flow 
distribution. 
a, = -=J..=--a_,(_r)_·_dA_ 
A 
6.1 Vwlflclltlon with High Sp•ed Flow Vlauallaflon 
\ 
(6-15) 
Simultaneous measurements of the ps shJWbubble velocities were obtained using 
the bot-film anemometry system and a qu8ntitative flow visu•Jization system to verify the 
hot-film data reduction ~- Fipre 6.24 shows a typical dual-probe hot-film 
sipal re8pOilM to the pusap of a sinale ps slua. with the corresponding high-speed 
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flow images. The points of contact of the slug front and back with the probes (points A, B 
and C, D in the two traces) are clearly seen in the flow images, and occur at the same 
temporal locations as the hot-film traces. 
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Figure 6.24- Simultaneous flow visualization and hot-film signal 
Digital image processing algorithms were used to obtain slug/bubble velocities 
from the high-speed flow images. The gas slug and bubble velocities were estimated 
using two separate image processing algorithms: a supervised motion tracking algorithm 
and an edge detection cross-correlation algorithm. The supervised motion tracking 
algorithm allows the user to identify and track the movement of distinguishable flow 
entities (bubbles and slugs) by manually selecting corresponding entity coordinates on 
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consecutive frames of the flow. The algorithm segments the identified fluid entities using 
a triangular mesh and tracks displacement and shape deformation over multiple frames. 
The gas bubble/slug velocities are estimated from the displacement and known time step 
between the frames (Ching et al. 1999a). 
Figure 6.25 provides a sample image showing the selected gas bubbles. The 
calibration scale is also displayed in this figure. The accuracy of the velocity estimation 
can be improved by placing more landmarks around the perimeter of the bubbles and 
slugs. Although this algorithm provides an effective method for capturing the details of 
the motion, it is difficult and laborious to accurately determine the corresponding entity 
coordinates on consecutive frames of the flow (Ching et al. 1999a). 
Figure 6.25- Bubble selection for supervised motion tracking 
The edge detection cross-correlation algorithm developed by Hiscock (2000) was 
used to remove the subjectivity associated with the supervised motion tracking 
algorithms. It provides detailed bubble velocity information for the entire image. The 
principle of this algorithm is illustrated in Figure 6.26. 
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Figure 6.26- Edge detection cross-correlation algorithm: (a) Consecutive frames; 
(b) Application of edge detection; and (c) Application of morphological operations 
Two consecutive frames of a flow sequence are shown in Figure 6.26a. The 
clusters of bubbles and one air slug are clearly distinguishable in the images. The vertical 
lines of the image border represent the pipe walls of the test section while the horizontal 
lines are the limits of the field of view of the camera. The quality of the acquired image 
determines the level of image enhancement required, and may include a combination of 
histogram equalization, adaptive noise removal and linear filtering. The image filtering 
helps to make the bubbles sharper and easier to detect by highlighting points, lines and 
edges and suppressing uniform and smoothly varying regions. Edge detection routines are 
applied on the enhanced images to demarcate bubble and slug boundaries (Figure 6.26b ). 
100 
Image enhancement and edge detection routines rarely produce images that can be 
successfully used for cross-correlation analysis. In order to match pixel patterns by a 
correlation method, images with distinct and consistent surfaces are required. 
Morphological operations are applied to the edge detected images to obtain such images. 
Morphological operations are methods for processing binary images based on shapes and 
are fundamentally neighbor operations that involve adding (dilation) or removing 
(erosion) pixels from a binary image according to certain patterns or rules. A combination 
of a dilation operation followed by an erosion operation using the same structuring 
element is used to close the bubble edges (Figure 6.26c) (Hiscock et al. 2000). 
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Figure 6.27- Cross-correlation function between two consecutive flow images 
The average displacement of the gas bubbles is determined through a cross 
correlation between the two processed images (Figure 6.27). The signal peak is clearly 
distinguishable from the noise peaks, allowing an accurate estimation of the gas bubble 
displacement. The location of the peak in the cross-correlation function corresponds to 
101 
the displacement of the gas bubbles between the two images. The velocity is calculated 
from the resultant displacement and the time interval between the two consecutive 
frames. 
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Figure 6.28 - Comparison of slug velocity between hot-film and image processing 
algorithms [~Supervised motion tracking; o Edge detection cross correlation] 
A number of comparisons, covering a significant flow range, were conducted to 
verify the measurements from hot-film anemometry with those from the two image 
processing algorithms. The results of these comparisons are provided in Figures 6.28 and 
6.29 for slugs and bubbles respectively. For the supervised motion tracking system, the 
bubble velocities are calculated as the mean of several tracked bubbles. On average, the 
discrepancy for slug velocity is below 4% and the discrepancy for bubble velocity is 
9.5% between the two systems. However, the agreement is expected to improve by 
increasing the number of tracked bubbles and slugs. The discrepancies between the two 
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image processing algorithms are 3% for slugs and 6% for bubbles. The good agreement 
between the two measurement systems indicates that the dual-probe hot-film anemometry 
system is a viable technique for obtaining a significant amount of information of the gas 
flow in gas-liquid flows. 
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6.10 Experimental Uncertainty Analysis 
A complete uncertainty analysis was performed based on the method of Moffat 
(1988). The uncertainty attributed to a measurement is an estimate of the possible 
residual error in that measurement after all proposed corrections have been made. An 
error source is usually categorized as fixed or random depending on whether the error it 
introduces is steady or changes during the time of one complete experiment (Moffat 
1988). 
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The fixed error is reproducible and usually due to incorrect calibration of the 
measurement instruments, hence it is often called calibration (or bias) error. Normally, 
the fixed error can be eliminated (\y re-calibration. On the other hand, the random error 
(precision error) is due to the limited precision of the measurement instruments as well as 
the scatter in the repeated measurements. 
The uncertainties of the measurements discussed in this thesis are associated with 
the phase flow rates. phase velocities. bubble lengths. bubble frequencies and interfacial 
area concentration. In this study, each measurement instrument is carefully calibrated for 
each series of flow measurements. In this manner, the calibration errors can mostly be 
eliminated, therefore, the uncertainty analysis in this thesis is focused on the precision 
errors. 
If the result R of an experiment is calculated from a set of independent 
measurements x;, the precision index of the result SR is affected by the precision index of 
each measurement Si as (Moffat 1988): 
(6-15) 
In the current study, the uncertainty is cakulated usmg the multiple-sample 
analysis methodology, since each measurement is a multiple sample of the quasi-steady 
state flow. Additionally, the results are calculated from the mean of several 
measurements. The precision index of the mean is, therefore, what is needed in the 
uncertainty analysis. It can be calculated as (Moffat 1988): 
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- s~, s --= ~. vN (6-16) 
From the uncenainty of each flow measurement series, the overall uncenainty for 
a single measurement can be calculated as: 
(U R )oqs = (tS R) (6-17) 
where i is the student's multiplier for 95% confidence. 
Table 6.3 Experimental Uncenainy 
Parameter Uncenainty 
Max. % I Min.% 
Qr 1.08 I 1.08 I 
QG 1.72 ! 1.72 
qG 2.03 2.03 
qL 
qL 1.08 1.08 
i Ds zg1 z I I 
l Void Fraction 5.9 3.2 
L UG 3.2 1.7 
I Is 8.1 : 4.3 
I fi, 6 .4 3.4 
i liD ; 7.7 4.2 
l diD 4 .0 2.1 I I 
i a ; 8.5 4.5 I 
The void fraction. phase velocities. bubble frequencies, bubble lengths and 
interfacial area concentration presented in this study are calculated as the averages of 20 
data series. The mean liquid and gas flow rates are the averages of over 1000 sample 
points. The uncertainties of these measurements can be calculated using the methodology 
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described above. For example, the accuracy of the 3-inch flow meter is l %. which can be 
interpreted as an uncertainty of 0.5% for 95% confidence (Moffat 1988). The typical 
precision index of the mean liquid volume flow rate is 0.2% (equation 6-16). Therefore, 
the precision index of the measured liquid volume flow rate can be estimated from 
equation 6-15 as 0.54%. The Max./Min. student multipliers for 95% confidence are 2 for 
large number of sampling points, and therefore, the Max./Min. overall uncertainties are 
1.08% (equation 6-17). Table 6.3 provides the experiment uncertainty of all the measured 
flow parameters. 
6.11 Summarizing Remarks 
A relatively simple dual-probe hot-film anemometry technique has been 
developed to measure void fraction. gas bubble velocities. bubble size and bubble 
frequency. An innovative data reduction technique using wavelet analysis combined with 
a phase detection scheme was developed to discriminate the hot-film output into signals 
corresponding to different bubble size groups. The desired flow information 
corresponding to each bubble group can be obtained by cross correlation analysis of the 
discriminated signals. The bubble diameter is estimated from the bubble chord length 
information. By modeling the slug flow as discrete Taylor bubbles separated by liquid 
slugs, which are modeled as bubble flows, a technique for estimating the interfacial area 
concentration for slug flow from a single normal probe measurement has been proposed. 
The measurements from the hot-film anemometry were corroborated using a quantitative 
flow visualization system. 
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Chapter 7 
Results and Discussion of the Flow Pattern Model 
New flow pattern mapping parameters for venically upward gas-liquid flows have 
been formulated from dimensional arguments of the flow pattern functional equations in 
section 5.2. This chapter presents the development of a new dimensionless flow pattern 
map using the data from the MUN flow loop, as well as six additional sets of data from 
th~ literature. Once the flow pattern map is generated, pattern recognition techniques are 
used to systematically determine the transition boundaries between the neighboring flow 
patterns. Finally, the new flow pattern map is validated using oil-water-gas multiphase 
flow data from the National Engineering Laboratory (NEL) in Glasgow. U.K. 
7.1 Dimensionless Flow Pattern Map 
Experiments were performed using air-water two-phase flow in the MUN 3-inch 
flow loop to generate different flow patterns for superficial liquid and gas velocities in 
the range of0.15-3.5 m/s and 0.05-10.5 mls. respectively. The flow pattern identification 
was done at a distance of 50 pipe-diameters (.!:. = 50) downstream from the nearest 
D 
elbow with the assistance of the high-speed flow visualization system. This allows the 
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flow pattern to be identified in slow motion at a later stage. and minimizes the uncertainty 
due to direct visual observation of the flow pattern. 
The flow pattern observations from the MUN flow loop are in good agreement 
with Hewitt and Hall-Taylor's classification of the two-phase flow patterns (Hewitt and 
Hall-Taylor 1970). Four distinct flow patterns. bubble. slug, chum and annular. were 
observed with transition bands between slug/chum. chum/annular and bubble/annular. In 
order to develop a more accurate flow pattern map. six additional sets of flow pattern data 
over a range of flow dimensions and fluid properties were used from the literature. 
Table 7.1 lists the data sources. the fluids and respective densities and ptpe 
diameters of the data set. The pipe diameters vary in the range from 10-mm to 92-mm. 
The two flow phases include air-water, steam-water and Rll3 vapor-liquid. The density 
for the gas phase varies in the range of l - 36.5 kg/m3 while the density for the liquid 
phase is in the range of740- 1386 kg!m3. All the four major flow patterns were observed 
in each data series. The seven sets of data spread over a significant range of flow 
conditions and therefore should give a broad representation of the flow patterns. Note that 
the different data sources are distinguished by different colors in Figures 7.1. 7.2 and 7.3 
as described in Table 7.1. 
Table 7.1 Flow pattern data sources 
Data Source Fluid D~(m) PG PL Fig. 7.1. 7.2 (kglmJ) (kglmJ) and 7.3 
MUN 3-inch Flow Loop Air-Water 0.078 1 1000 Red 
Taite! et. al ( 1980) Air-Water 0.025 1.29 1000 Pink 
Annurgiates and Giradi ( 1 983) Air-Water 0.092 1.29 1000 Green 
Baker ( 1965) Steam-W atcr 0.01 32.2 1307 Black 
Bergles and Suo ( 1966) Stearn-Water 0.01 17.5 816 Blue 
Bergles and Suo ( 1966) Steam-Water 0.01 36.5 740 Yellow 
Weisman and Kang ( 1981) Rll3 vapor/liquid 0.025 27.2 1386 Turquoise 
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The data are firstly presented using the two traditional mapping techniques: 
superficial velocities (Figure 7.1) and momentum fluxes (Figure 7 .2). The two flow 
pattern maps used for comparsion are those proposed by Taitel et al. ( 1980) for IEID=SO 
and Hewitt and Roben ( 1969). which are the two most commonly used flow pattern 
maps. In both cases. there is significant overlap between different flow patterns from the 
different facilities. The regions associated with each flow pattern are not_ readily 
distinguishable. In addition, the data show poor agreement with the two flow pattern 
maps, especially in the annular flow regime for the map ofTaitel et al. (1980), and in the 
bubble flow regime for the map of Hewitt and Roberts ( 1969). 
A review of the flow pattern maps in section 2.2 has indicated that most of them 
show little convergence for different flow facilities and fluid properties. This is evident in 
the above comparisons. Tests with data from different diameter pipes indicate that none 
of the discussed flow pattern maps can successfully accommodate changes in flow 
geometry and fluid properties. The primary reason is the inappropriate use of flow pattern 
mapping parameters. Other possible reasons may include: 
I. The subjective nature of flow pattern identification. Although the flow patterns are 
well defined, there is some inconsistency in interpretation of the visual observations 
by different authors. 
2. The flow pattern not being fully developed at the observation location. A flow pattern 
observed at one location could eventually evolve into another pattern at some 
downstream location. 
3. The difficulty in the identification of transition flow patterns. 
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4 The dependency of the flow pattern on the upstream phase mixing method (McQuillan 
and Whalley 1984). 
The proper standardization of the flow pattern mapping parameters is an initial step to 
approaching a universal flow pattern map. Such a flow pattern map can significantly simplify 
the flow pattern identification method. 
100.----------------------------------------------------------, 
Figure 7.3 - Proposed flow pattern map with qa and 
5 1
; L 
11 2 
as mapping parameters 
qL D g 
[ ~ Bubble; x Slug; + Chum; o Annular] 
The flow pattern data when plotted using the dimensionless parameters, q 0 and 
q L 
D5 1;~ 1 1 2 , display fairly distinct regions for each flow pattern (Figure 7.3). There is less 
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overlap between the different flow patterns. This is accomplished with the use of 
dimensionless mapping parameters, where the effect of pipe diameter and fluid properties 
has been incorporated into the mapping parameters, making the data less dependent on 
them. The use of dimensionless mapping parameters for the presentation of flow patterns 
is an important step towards a universal flow pattern map, as it allows comparison of 
flow pattern maps from different flow facilities and fluids . 
7.2 Flow Pattern Transition Boundaries 
A complete flow pattern map also requires a systematic method to define the 
transition boundaries between the different flow patterns. The dimensionless flow pattern 
data (Figure 7.3) fall into several regimes that correspond to an ensemble of closely 
linked data points. The separation between the neighboring regimes is not readily 
observable and thus pattern recognition techniques can be used to effectively classify the 
flow patterns. The classification process highlights the defining attributes of each regime. 
which is then used to determine the pattern boundaries. The Minimum Intra-Class 
Distance Classifier (MICD) method (Tou and Gonzales 1974), based on Bayesian 
decision theory. is used to extract the pattern boundaries. For the case of flow pattern 
classification, where w; represents the occurrence of flow pattern / , and :c are the flow 
pattern map data set ( qG , _ ~ L 
1
., ), the a priori probability, P(wJ, and the conditional 
qL Dl-g ·-
probability, P(xlwJ, are readily available. The posteriori probability can be estimated 
using Bayesian theory as: 
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P(w I x) = P(x I w;)P(w;) 
I P(x) (7-1) 
" 
where P(x) = L P(x I w, )P(w,). It is necessary to classify a new observation, x, using a 
t= l 
methodology that attempts to minimize the classification error. The following Bayesian 
decision rule minimizes the probability of error: 
Decide w1 if P( w1 I x) > P( w~ I x ), otherwise decide w2 (7-2) 
The flow pattern classification is determined primarily by the conditional 
probability densities P(xl w, ) and in general is derived for the case of the multivariate 
normal density function: 
1 -P(x)= . I exp[--(x-,u)'L 1(x-,u)] 
.,,. .., (21r)= ~. : -
(7-3) 
where J.L is the mean vector of the flow pattern data, I is the 2 x 2 covariance matrix of 
the flow pattern data, and 1.!:1 is the determinant of 1:. In the MICD distance based 
classification method, a new observation is classed within the class to which it bears 
closest proximity. The MICD classifier measures an Euclidean distance, d. of the new 
observation to two neighboring flow patterns using standard deviation based on the 
following decision rule (Tau and Gonzales 1974): 
(7-4) 
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Hence, for two adjacent flow patterns denoted by 1 and 2, the flow pattern 
decision is determined from: 
(7-5) 
The boundaries are formed by the locus of intersections of equidistant contours. 
This distance-based classifier characterizes the flow patterns solely based on the mean of 
the flow patterns and covariance matrices. Therefore, the flow pattern boundary using the 
MICD classifier can be expressed as: 
'("-I "-I 2 r "-I r "-I r "-I r "-I Q X ~\ - ~~ )X+ (J.l"! ~2 -J.lt ~I )X+ J.lt "-t J.lt - J.l~ "-2 J.l~ = (7-6) 
By applying equation 7-6 on each neighboring flow pattern pair, the resultant 
flow pattern boundaries are determined and presented in Figure 7.3. Figure 7.4 is the 
final dimensionless flow pattern map showing only the transition boundaries in Figure 
7.3. 
It is useful to have mathematical expressions for the flow pattern transition 
boundaries in order to be able to incorporate them into the MPFM flow pattern 
identification algorithm. With <I>= log10 (qc;) and 
qL 
mathematical expressions for the boundaries from equation 7-6 are as follows: 
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Boundary between bubble and slug flow: 
4.47<1>2 + 5.91<1>'1' + 0.24'1'2 - 4.99<1> + 2.03'1' -1.45 = 0 
where 0.55 < qc < 0.67. 
qL 
Boundary between slug and chum flows: 
0.45<1>2 + 12.07<1>'1' +9.33'1' 2 -6.64<1> -6.04'1' +0.62 = 0 
where 0.66 < qc < 28.25. 
qL 
Boundary between chum and annular flows: 
2.62<1>2 + 6.42<1>'1' + 3.79'1'2 + 6.93<1> + 9.15'1'- 4.32 = 0 
where 0.67 < qc < 570.27. 
qL 
Boundary between bubble and annular flows: 
2.3Qcl)2 + 11.56CJ)'I' + 5. 78'1'2 - 18.56<1> - 13 .17'¥ + 3.50 = 0 
where 0 .19 < qG < 0 .67. 
qL 
(7-7) 
(7-8) 
(7-9) 
(7-10) 
The resultant flow pattern map (Figure 7.4) can be considered as a preliminary 
universal flow pattern map. though more flow pattern data are required to improve its 
accuracy. Developing a universal flow pattern map is imponant. as this should lead to a 
simpler and more robust method of flow pattern identification. The dimensionless flow 
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pattern map was further verified and validated with two sets of data from NEL (Hall 
1997). This comparison is important to determine the validity of the flow pattern map for 
oil-water-gas three-phase flow. 
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Figure 7.4- Proposed dimensionless flow pattern map for vertical-up gas liquid flows 
The NEL data is for oil-water-gas three-phase flow in 4-inch and 6-inch ID pipes. 
Nitrogen is used for the gas phase, and is supplied by the evaporation of liquid nitrogen 
on demand. The gas phase is metered upstream of the phase mixing section through a 
choice of three turbine meters according to the flow rate. The oil and water are supplied 
from a large gravity separator and pumped through the oil and water metering circuit 
respectively. Both metering circuits have a choice of two turbine meters according to the 
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flow rate required. This allows accurate flow metering in the concerned flow range with 
desired resolution. After metering, the three phases are passed into the multiphase mixing 
and measurement section. Different inlet devices are used according to whether the flow 
to be tested is horizontal or vertical. In the vertical configuration, two of the fluids are 
introduced through arrangements of injector tubes, with the gas phase flowing around the 
outside of the tubes. This configuration allows a stable flow pattern to be g~nerated 
within a relatively short vertical length. Several pressure transducers and thermocouples 
are installed along the loops to monitor the in line flow condition. Operational control 
and data acquisition is implemented through a fully automated computer control system. 
A mixture of topped Forties crude and kerosene is used for the oil phase and a 
solution of magnesium sulphate for the water phase. Experiments covering water cut 
from 3% to 100% were conducted for gas superficial velocity ranging between 0.5 to 24 
rnls. and liquid superficial velocity between 0.03 to 1 m/s. The observation location for 
the 4-inch and 6-inch flow loops were ~=50 and 33. respectively. Flow patterns were 
D 
recorded by still photography. video, and by visual observation. Table 7.2 lists detailed 
flow dimensions and physical properties of the NEL data. 
Table 7.2 NEL flow data 
Fluid Dp;~m) PG (kglm3) PL (kglm3) 
Air-Water-Kerosene 0.102 1.17-5.05 854-1008 
Air-Water-Kerosene 0.152 1.33-4.29 850-1029 
The liquid density shown in Table 7.2 is the density of water and oil homogenous 
mixture. Geometry similarity (~)between the two cases is not satisfied since L is 33 
D D 
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and 50 for the smaller and larger loops, respectively. However, if the flow patterns in the 
larger flow loop are assumed to be essentially unchanged from ~=33 to 50, which is 
D 
true in general, the geometry similarity restriction can be relaxed. 
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Figure 7.5 - Verification of the proposed dimensionless flow pattern map with NEL flow 
data[~ Bubble; x Slug;+ Chum; o Annular] 
The NEL data are plotted on the new dimensionless flow pattern map in Figure 
7.5. The agreement of the two sets of data and the new flow pattern map is good. The 
good collapse of the two data sets can be attributed to both the use of dimensionless 
mapping parameters and the relative consistency of the flow pattern identification by a 
single flow observer. It also implies that the assumption of ingoring the surface tension 
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proposed in section 5.1 is reasonable. In addition, the good agreement between the new 
flow pattern map and the NEL flow data indicates that the new flow pattern map can be 
used to predict the flow patterns for vertically upward concurrent oil-water-gas 
multi phase flow. 
7.3 Concluding Remarks 
A new flow pattern mapping technique for vertical-up concurrent two-phase flows 
has been developed based on dimensional analysis. Dimensional analysis has yielded 
panial solutions and has provided the proper plotting parameters for the generalized two-
phase flow pattern map. Great care must be taken in selecting the dominant variables for 
the flow functional equation. Oversimplification will limit the scope of application of the 
equation, but the unnecessary introduction of trivial variables will complicate the 
problem. and make the analysis difficult. The appropriate plotting parameters for 
vertically upward two-phase gas-liquid flow patterns are qc and 5 ~ L 1 , • The two qL D ·g . 
parameters suggest that the flow patterns are primarily dependent on the ratio of the gas-
to-liquid flow rates and the Froude number of the liquid phase. By including the pipe 
diameter. fluid density and viscosity into the final dimensionless two-phase flow 
functional equation, the flow map is independent of these parameters, and hence should 
lead to a universal flow pattern map. 
A pattern recognition technique was used to define the transition boundaries 
between the flow patterns. Although the flow pattern map was developed based on data 
for two-phase flows, it is equally valid for oil-water-gas multiphase flow. This is 
indicated by the good agreement between the new flow pattern map and oil-water-gas 
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multiphase flow data. From the MPFM project point of view, the development of the new 
flow pattern map will simplify its flow pattern identification algorithm, an<L therefore. 
lead to a more robust MPFM. 
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Chapter 8 
Results and Discussion on Slug Flow 
The investigation of slug flow. and development of an interfacial area 
concentration correlation are the other major contributions of this study. A systematic 
analysis of the distributions of void fraction. slug void fraction. slug;bubble velocities. 
slug/bubble sizes. slug/bubble frequencies and interfacial area concentration are 
presented for several different flow conditions. Based on the results, correlations for 
predicting these flow parameters have been developed. Comparisons of the new 
correlations with those reported in the literature were also discussed. 
B. 1 Variation of Slug Flow Characteristics 
A series of flow measurements was carried out on vertically upward slug flow 
under different flow conditions at the MUN 3-inch flow loop. The flow conditions cover 
a superficial liquid velocity range of 0.97- 2.63 m/s, and a superficial gas velocity range 
of 0.18-0.46 m/s. Flow rates, temperature and pressure readings of the flow were 
continuously recorded during each measurement. Viscosity and density of the two phases 
were determined from the temperature and pressure measurements. For each flow case, 
hot-film measurements were performed at 20 radial locations along the pipe cross 
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section. The flow conditions are listed in Table 8.1 and are hereafter referred to by their 
case numbers. The data presented in the table are average values for the entire 
measurement period. The Froude number is defined as Fr = V, I " gD , where V'" is the 
superficial mixture velocity, which is the sum of superficial gas and liquid velocities. 
Results were calculated using the data reduction techniques presented in chapter 6. 
Table 8.1 Flow Conditions 
Case UL I UG I VG I ~xlo-~ l..i.L.xl05 qG ~p Fr i (jL (miS) (m/S) - I i ! I ' I i v D I g~pD1 V L I qL Pc I I I D"' ., t L i -g- ! I I I I 
I I 
' 
0 .97 0.23 I 14.5 1.3383 0.7025 0.62 708.66 1.4 0.0012 
I 2 1.07 0.21 I 16.3 1.3648 0.7011 0.82 I 727.87 I 1.5 0.0012 
3 1.14 0.43 15.3 I 1.3801 0.7411 I 1.72 I 665.68 1.8 I 0.0012 
4 I 1.48 I 0.20 ! 17.8 I 1.3293 I 1.0017 I 0.69 I 750.92 1.9 0.0012 
5 1.47 I 0.34 16.4 1.5118 0.8744 1.41 688.04 2. 1 I 0.0012 
6 1.50 0.46 17.1 1.3527 0.9967 1.83 71 2.35 I 2.2 0.0012 
7 1.68 0.20 ' 17.4 1.3392 1.1::!53 0.68 849.13 2.2 0.0012 I ' 
8 1.64 [ 0.37 I 17.8 ' 1.3090 1. 1286 1.48 664.96 2.3 0.0012 
9 1.62 I 0.45 I 16.3 1.2848 1.1312 I 1.77 615.44 2.4 0.0012 
10 2.07 0.18 I 16.8 1.2871 1.4484 0.70 653.24 2.6 0.0012 
11 2.04 0.28 16.2 1.3810 1.3291 1.12 719.77 2.7 0.0012 
12 2.04 I 0.38 I 16.5 I 1.3684 1.3392 1.61 620.19 2.8 0.0012 
13 2.06 I 0.45 I 16.9 1.3254 I 1.3976 1.81 580.38 2.9 0.0012 
14 2.30 0.22 16.7 1.3768 1.5037 0.81 591.89 2.9 0.0012 
15 2.40 0.29 16.6 1.3555 1.5884 1.17 716.06 3.1 0.0012 
16 2.35 0.45 I 16.3 1.4477 1.4557 1.75 529.98 3.2 0.0012 
17 2.63 0.23 16.9 1.3482 I 1.7503 0.90 576.26 3.4 0.0012 
18 l 2.60 0.38 16.2 1.3816 1.6940 1.64 412.02 3.4 0.0012 
8.1.1 Effect of Superficial Gas Velocity on Slug Flow 
Flow data for four test series: cases 4, 5, 6, cases 7, 8, 9, cases 10. 11 , 12. l3 and 
cases 14, 15, 16, were collected at different superficial gas velocities for a constant liquid 
flow rate. The discrepancy in superficial liquid velocity among the cases for each flow 
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series is within ±3% of the desired value. The gas superficial velocity ranges from 0.18 
m/s to 0.46 m/s. 
Figures 8.1 and 8.2 show the slug velocity and length distributions for the four 
test series. Similar to the results presented in Figures 6.14 and 6.17 of chapter 6, the slug 
velocity and length profiles are fairly uniform across the pipe cross section for all the 
flow cases. The increase in gas flow under a constant liquid flow increases the slug 
velocity and slug length. 
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Flpre 1.1 - Slug velocity distribution for different U0 
(a) UL-l.S m/s: Uo- 0 0.2 m/s, 0 0.34 m/s, A 0.46 m/s 
(b) UL- l.6S m/s: Uo= 0 0.2 m/s, 0 0.37 mls, A 0.4S m/s 
(c) UL-2.0S m/s: Uct= 0 0.18 m/a, 0 0.28 m/s, A 0.38 m/s, 0 0.4S m/s 
(d) UL-2.3S mls: Ua- 0 0.22 m/s, 0 0.29 m/s, A 0.4S m/s 
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Flpre 8.l - Slug length distribution for different U0 
(a) uL-l.S m/s: uG- 0 0.2 m/s, (] 0.34 m/s, A 0.46 m/s 
(b) UL- 1.6S m/s: UcfZ 0 0.2 m/s, Cl 0.37 m/s, A 0.4S m/s 
(c) UL""'2.0S m/s: Uc;- 0 0.18 m/s, Cl 0.28 m/s, A 0.38 m/s, 0 0.4S m/s 
(d) UL-2.3S m/s: Ua- 0 0.22 m/s, Cl 0.29 m/s, A 0.4S m/s 
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Figures 8.3 and 8.4 show the bubble and average slug/bubble velocity 
distributions for the four flow series. For each flow series, the two velocities show a 
similar trend, with the average slug/bubble velocity slightly higher than the bubble 
velocity. The bubble and average slug/bubble velocity distributions are fairly constant in 
the central region of the pipe and decrease rapidly as the wall is approached. The increase 
in gas flow increases both the bubble and average slug/bubble velocities. This increase is 
mare pronounced in the centtal region of the pipe. 
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Flpre 1.3 - Bubble velocity distribution for different Uc:; 
(a) UL•1.5 mls: uG- 0 0.2 m/J, 0 0.34 m/s, A 0.<46 mls 
(b) UL• l.6S m/s: Uq- 0 0.2 mls, 0 0.37 m/1, A 0.45 mls 
(c) uL-2.05 m/s: Uq- 0 0.18 mls, 0 0.28 m/s, A 0.38 mls, 0 0.45 mls 
(d) UL•2.35 m/s: Uq- 0 0.22 mls, Cl 0.29 mls, A 0.45 m/s 
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Figure 8.4 - Average slug/bubble velocity distribution for different U 0 
(a) uL-1.5 mls: Ua== 0 0.2 mls, Cl 0.34 mls, 4 0.46 mls 
(b) UL- 1.65 m/s: U (j""' 0 0.2 m/s, CJ 0.37 m/s, 4 0.45 mfs 
(c) UL=2.05 mls: Ua- 0 0.18 mls, Cl 0.28 mls, 4 0.38 mls, 0 0.45 mls 
(d) UL=2.35 m/s: Uct= 0 0.22 mls, Cl 0.29 mls, 4 0.45 mls 
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With an increase in gas flow at a constant liquid flow, the bubble diameter 
increases (Figure 8.5). This is likely due to the increasing bubble coalescence resulting 
from the increasing gas concentration in the liquid. The same mechanism also accounts 
for the increase of slug length with the increasing gas flow (Figure 8.2). The bubble 
diameter distribution shows a central maximum, which is probably due to the fact that the 
larger bubbles tend to migrate into the central region of the pipe (Welle 1985), 
The void fraction distributions are relatively constant in the central region and 
show steeper decrease as the measurement position traverses towards the wall (Figure 
126 
8.6). Generally, the effect of increasing the gas flow at constant liquid flow is to increase 
the void fraction, and this increase is more significant in the central region. The above 
phenomenon implies that the gas becomes more centrally concentrated at higher void 
fraction, which is also reflected by the distributions of bubble velocity and slug/bubble 
lengths. The central-maximum void fraction distribution was also reported by Welle 
(1985), and Moujaes and Sparks (1998) for vertically upward slug flows. 
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F'lgure 8.5 - Bubble mean diameter distribution for different Uo 
(a) UL=l.5 m/s: UG= 0 0.2 mls. 0 0.34 mls, ~ 0.46 m/s 
(b) uL- 1.65 m/s: Uc;= 0 0.2 mls. [J 0.37 mls. ~ 0.45 m/s 
(c) UL•2.05 mls: Uc;= 0 0.18 mls. 0 0.28 mls. ~ 0.38 m/s, <> 0.45 m/s 
(d) UL=2.35 m/s: Uc;- 0 0.22 mls. a 0.29 mls. ~ 0.45 mls 
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Flpre 8.6 - Void fraction distribution for different U a 
(a) UL-l.S mls: Ua= 0 0.2 mls. Cl 0.34 mls. A 0.46 m/s 
(b) UL- 1.6S m/s: Uc;= 0 0.2 mls. D 0.37 mls. A 0.4S m/s 
0.8 
(c) UL=2.0S m/s: Uc;- 00.18 mls. D 0.28 mls. A 0.38 mls. 0 0.4S m/s 
(d) UL-2.3S m/s: Ur;- 0 0.22 mls. D 0.29 mls. A 0.4S m/s 
0.8 
Slug and bubble frequencies for the four flow series are provided in Figures 8. 7 
and 8.8, respectively. The slug frequency distributions achieve a maximum in the central 
region, whereas the bubble frequency distributions are relatively flat. The increase in gas 
flow increases both the slug and bubble frequencies. Consequently, this promotes the 
coalescence of air bubbles, which results in larger slug/bubbles at higher gas flow (see 
Figures 8.2 and 8.5). The majority of the air bubbles are small bubbles, which can explain 
why the average bubble/slug velocity calculated by the cross correlation is closer to the 
bubble velocity. 
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Flpre I. 7 - Slug frequency distribution for different UG 
(a) UL-1.5 m/1: UG- 0 0.2 m/1, [J 0.34 m/1, 4 0.46 m/1 
(b) Ur;- 1.65 mls: Uc;- 0 0.2 mla, 0 0.37 mla, 4 0.45 mls 
(c) U£•2.05 mls: Uc;- 0 0.18 mls, 0 0.28 m/a, .A 0.38 m/a, 0 0.45 m/s 
(d) U£-2.35 mla: Uc;- 0 0.22 mls, 0 0.29 m/a, 4 0.45 mls 
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Figure 8.8 - Bubble frequency distribution for different Ua 
(a) UL=l.S mls: UG= 0 0.2 mls, 0 0.34 mls, A 0.46 mls 
(b) uL- 1.65 mls: Uc;- 0 0.2 mls, 0 0.37 mls, A 0.45 mls 
(c) UL==2.05 mls: Ua- 0 0.18 mls, 0 0.28 mls, A 0.38 mls, 0 0.45 mls 
(d) UL=-=2.35 mls: Uq= 0 0.22 mls, 0 0.29 mls, A 0.45 mls 
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The slug void fractions for the four flow series are presented in Figure 8.9. With 
the increase in gas flow, the slug void fraction increases. The central-maximum 
distribution of the slug void fraction provides further evidence for the central migration 
of gas slugs. 
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Flpre 1.9 - Slug void fraction distribution for different UG 
(a) Ut-l.S m/s: U0 - 0 0.2 m/s, 0 0.34 m/1, A 0.46 m/s 
·(b) UL'- 1.65 mls: Uc;== 0 0.2 m/s, 0 0.37 m/s, A 0.45 mls 
(c) uL-2.0S m/s: Uo- 0 0.18 m/s, 0 0.28 mls, A 0.38 m/s, 0 0.4S mls 
(d) Ut""'2.3S m/s: Uo- 0 0.22 mls, 0 0.29 m/1, A 0.4S m/s 
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Interfacial area concentrations for the four flow series are shown in Figure 8.1 0. A 
fairly uniform distribution with a relatively rapid decrease at the wall region is observed 
for all the four flow series. The increase in gas flow at a constant liquid flow generally 
increases the interfacial area concentration. 
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Figure 8.10 -Interfacial area concentration distribution for different Ua 
(a) uL-l.S mls: uG- 0 0.2 m/s, 0 0.34 mls, A 0.46 mls 
(b) UL= 1.6S mls: Uo- 0 0.2 m/s, 0 0.37 m/s, A 0.4S mls 
(c) UL""'2.0S m/s: Uc;= 0 0.18 m/s, 0 0.28 m/s, A 0.38 m/s, 0 0.4S mls 
(d) UL-2.3S m/s: Uc;= 0 0.22 m/s, 0 0.29 m/s, A 0.4S m/s 
Very little infonnation has been found on the interfacial area concentrations for 
slug flow. The most relevant work is probably that performed by Tataoka et al. (1986). 
Tataoka et al. (1986) poropsed a three-probe measurement technique to estimate the 
interfacial area concentration of dispersed bubble flow in terms of the number of 
interfaces per unit length and the harmonic mean of cos8j, where 8j is the angle between 
the normal vector of the jth interface and the averaging direction. They also attempted to 
use this technique to measure the interfacial area concentration of a test slug flow case. 
They showed that for the slug flow with superficial liquid and gas velocities as 1.03 m/s 
and 0.402 m/s, the interfacial area concentration presents a central-maximum distribution, 
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about 200 m·1 in the pipe center and gradually decreasing to 130 m·1 close to the wall 
(Tat.aoka et aL 1986). The resultant interfacial area concentrations are significantly higher 
than those reported in the current work. The large discrepancy is natural as indicated by 
Tataoka et aL ( 1986) that the interfacial area concentration for slug flow is limned by the 
gas slugs, and that the three-probe method developed for bubble flows would 
overestimate the interfacial area concentration for slug flow. 
8.1.2 Effect of Superficial Liquid Velocity on Slug Flow 
Flow data for the following three flow series: cases 8. 12. 18. cases 2. 7. 14. 17 
and cases 3. 6. 13, 16. were collected at different superficial liquid velocities for a 
constant gas flow rate to determine the effect of UL on the flow characteristics. The 
discrepancy in superficial gas velocity among the cases for each flow series is within 
±4% of the desired value. The liquid superficial velocity ranges from 1 rnls to 2.63 m/s. 
As expected. the slug velocity and length are fairly uniform across the cross 
section of the pipe (Figures 8.11 and 8.12). The slug velocity increases with the 
increasing superficial liquid velocity for all the three series. With the increase in liquid 
flow, the slug length decreases for case 1. The increase in liquid flow at a constant gas 
flow reduces the gas volume fraction. This, in turn, reduces the probability of bubble 
coalescence, and results in smaller gas slugs at higher liquid flow rate. 
Flow series 2 and 3 show a different flow behavior as the liquid flow increases. 
For flow series 2, the slug length decreases between cases 2 and 7 and between cases 14 
and 17. For flow series 3. with increasing liquid flow, the slug length decreases between 
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cases 3 and 6, but increases between cases 13 and 16. There seems to be a discontinuity 
in flow regime between cases 7 and 14 as well as between cases 6 and 16. 
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Ficure 8.11 - Slug velocity distribution for different UL 
(a) Uc;=0.37 m/s: UL= 01.64 m/s, 02.04 m/s, A 2.6 m/s 
o.a 
(b) Uct=0.21 m/s: UL= 0 1.07 m/s, 01.68 m/s, A 2.3 m/s, 0 2.63 m/s 
(c) Uq-0.45 m/s: UL= 01.14 mls, 01.5 m/s, A 2.06 m/s, 0 2.35 m/s 
The flow regime difference (or discontinuity) in slug flow was noticed by 
Bendiksen (1984) for horizontal two-phase flow. He suggested that the slug flow may be 
more conveniently divided into two sub-regimes with different flow features. The flow 
features for the two sub-regimes have not yet been fully characterized or defined (K.okal 
and Stanislav 1989, Paglianti et al. 1996). Bendiksen (1984) proposed that the 
discontinuity between the two sub-regimes for horizontail slug flow could be 
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characterized by a critical Froude number of the mixture ( Fr = V., I Jii5 ). Paglianti et al. 
(1996) also observed the different flow characteristics in horizontal slug flow and showed 
that the application of slug flow models to the whole slug flow regime may lead to errors 
in the estimation of slug length and other flow parameters. For air-water horizontal slug 
flow, Paglianti et al. (1996) suggested that the critical Froude number is about 3. The 
concept of sub-regime was also postulated to characterize the discontinuities in slug 
length and slug and bubble frequencies observed in the current work. 
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Ftaure 8.11 - Slug length distribution for different UL 
(d) Uif"'().31 mls: uL- 0 1.64 mls, [J 2.04 mls, 4 2.6 m/s 
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(e) Uc;=0.21 mls: UL= 0 1.07 m/s, C 1.68 m/s, 4 2.3 m/s, 0 2.63 m/s 
(f) Uif"'().4S m/s: Ui= 0 1.14 m/s, C l.S mls, 4 2.06 m/s, 0 2.3S mls 
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Cases 2 and 7 in series 2 may be in a different sub-regime with cases 14 and 17. 
For series 3, cases 3 and. 6 may be in a different sub-regime with cases 13 and 16. The 
existence of these flow discontinuities is also evident in the slug and bubble frequencies 
presented later. A critical Froude number can also be used to define the discontinuity in 
the flow regime. Similar to the critical Froude number proposed by Paglianti et al. 
(1996), the critical Froude number for the current measurements is found to be in the 
vicinity of 3. The different characteristics for the different sub-regimes were not 
attempted to investigate since they are not the focus of the current work. 
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Figure 8.13 - Bubble velocity distribution for different UL 
(g) Uu-{).37 mls: UL= 0 1.64 mls, 02.04 mls, 4 2.6 mls 
(h) Uct=0.21 mls: UL= 0 1.07 mls, Cl 1.68 mls, 4 2.3 mls, 0 2.63 mls 
(i) Ucf"().4S mls: UL=-= 01.14 mls, Cll.S mls, 4 2.06 mls, 0 2.3S mls 
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The bubble velocity and average slug/bubble velocity distributions (Figures 8.13 
and 8.14) of these flows have a similar profile as those presented in Figures 8.3 and 8.4 in 
section 8.11. The bubble and average slug/bubble velocity profiles are fairly uniform up 
to r/R=0.6, and then decrease rapidly as the wall is approached, due to the higher drag 
experienced in this region. With the increasing superficial liquid velocity, both the bubble 
and average slug/bubble velocities increase in general, and with more significant 
increases in the central region of the pipe. 
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Figure 8.14- Average slug/bubble velocity distribution for different UL 
G) Ua=Q.37 mls: UL= 0 1.64 m/s, 0 2.04 m/s, A 2.6 m/s 
(k) UG""'().21 mls: UL= 0 1.07 mls. 0 1.68 m/s, A 2.3 mls, 0 2.63 m/s 
0) Ua=Q.45 mls: UL= 0 1.14 m/s, 0 1.5 mls, A 2.06 mls, 0 2.35 m/s 
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At a constant gas flow rate; increasing the liquid flow rate reduces the gas volume 
fraction. The bubble diameter distribution seems to be closely related to the local gas 
volume fraction (Figure 8.15). The bubble diameter for flow series 1 increases as the 
liquid velocity increases (Figure 8.15a). It is also true for flow series 2 (Figure 8.15b) and 
3 (Figure 8.15c ), although there exists a flow regime discontinuity among the flow cases 
for the two flow series. 
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Fipre 1.15 - Bubble diameter distribution for different UL 
(m) u~.37 mls: UL= 0 1.64 mls, D 2.04 mls, 4 2.6 mls 
0.8 
(n) u~.21 mls: UL= 0 1.07 mls, D 1.68 mls, 4 2.3 m/s, 0 2.63 m/s 
(o) UG'"'6.45 mls: UL- 0 1.14 m/s, D 1.5 m/s, 4 2.06 m/s, 0 2.35 m/s 
Increasing the liquid flow at a constant gas flow rate decreases the void fraction 
(Figure 8.16). The void fraction distribution shows a maximum in the central region of 
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the pipe. Again, the distributions of the void fractions for the 3 series imply that the gas 
slugs and bubbles become more centrally concentrated at higher void fractions. 
The local gas concentration shows an influence on both the slug and bubble 
frequency distributions. The slug and bubble frequency distributions for the three flow 
series show a maximum in the central region of the pipe (Figures 8.17 and 8.18). The 
frequency distribution ofbubb1es is flatter than that of slugs. 
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Fipre 8.16- Void fraction distribution for different UL 
(p) Ucf""(J.37 m/s: UL= 0 1.64 m/s, 0 2.04 mls, A 2.6 m/s 
0.8 
(q) UG""().21 m/s: UL= 0 1.07 m/s, 0 1.68 mls, A 2.3 m/s, 0 2.63 m/s 
(r) Uq-0.45 m/s: Ut,,. 0 1.14 m/s, 0 l.S mls, A U)6 mls, 0 2.3S m/s 
With an increasing liquid flow, the slug frequency for series 1 is relatively 
constant (Figure 8.17a). The discontinuity between cases 7 and 14 for series 2 (Figure 
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8.17b) and cases 6 and 13 for series 3 (Figure 8.17c) is apparent, with the slug frequency 
increasing with increasing liquid flow within the two sub-regimes. 
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Flpre 8.17 - Slug frequency distribution for different UL 
(s) Ua=().37 m/s: UL= 0 1.64 m/s, 0 2.04 m/s, & 2.6 m/s 
0.8 
(t) Ua=().21 m/s: UL= 0 1.07 m/s, 0 1.68 m/s, & 2.3 m/s, 0 2.63 m/s 
(u) Uo-(>.4S m/s: UL= 0 1.14 m/s, 0 l.S m/s, & 2.06 m/s, 0 2.35 m/s 
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The bubble frequency decreases with increasing liquid flow for flow series 1 
(Figure 8.18a) and within the two sub-regimes for series 3 (Figure 8.18c ). However, for 
series 2 (Figure 8.18b), between cases 2 to 7, the bubble frequency decreases with 
increasing liquid flow, whereas between cases 14 and 17, the bubble frequency increases 
with increasing liquid flow. The reason for the different variations of bubble frequency 
within the sub-regimes for the two flow series is not clearly understood. 
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The slug void fraction distributions for the three flow series decrease with the 
increasing liquid flow (Figure 8.19). As expected, the distributions of the slug void 
fraction are similar to those in Figure 8.9. The gas slugs carry most of the gas volume for 
the three flow series. Considering the distributions of slug length, slug void fraction, slug 
frequency, bubble diameter and bubble frequency, a more central-maximum void fraction 
distribution at the higher gas flow as shown in Figure 8.16 is expected. 
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Fipre 8.11 - Bubble frequency distribution for different UL 
(v) Ua-().37 m/s: UL= 0 1.64 m/s, 0 2.04 m/s, A 2.6 m/s 
0.1 
(w) U(;""'.21 m/s: UL= 0 1.07 m/s, 0 1.68 mls, A 2.3 mls, 0 2.63 mls 
(x) Uc;""''.4S m/s: UL- 0 1.14 mls, 0 1.5 mls, A 2.06 mls, 0 2.35 mls 
The interfacial area concentrations for the three series are showed in Figure 8.20. 
Similar to the profiles shown in Figure 8.1 0, the distributions are fairly constant in the 
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central region of the pipe. The flow sub-regimes do not show a significant impact on the 
distribution of interfacial area concentration, as it continuously decreases with the 
increase in liquid flow. 
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Flpre 8.19 - Slug void fraction distribution for different UL 
(y) Ucr=0.37 m/s: UL= 0 1.64 m/s, 0 2.04 m/s, 4 2.6 m/s 
(z) Uc;=().21 m/s: uL- 0 1.07 m/s, 0 1.68 m/s, 4 2.3 m/s, 0 2.63 m/s 
(aa) Uc;"''.4S m/s: UL= 0 1.14 m/s, 0 l.S m/s, 4 2.06 mls, 0 2.3S m/s 
From the current measurements, the existance of flow sub-regimes for vertically 
upward slug flow is quite evident. Different flow behaviors, particularly in slug len~ 
slug and bubble frequencies were observed in the two sub-regimes. Other flow paramters 
such as void fraction, slug velocity, average bubble/slug velocity, bubble diameter and 
interfacial area concentration seems to be insensitive to the flow sub-regimes. Since the 
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present flow conditions only cover a limited flow ranges, a general rule to charaterize the 
different sub-regimes cannot be derived. 
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Flpre 8.10 - Interfacial area concentration distribution for different UL 
(bb)Ucr(>.37 m/s: UL= 01.64 m/s, 0 2.04 m/s, A 2.6 m/s 
(cc:) Uc;=0.21 m/s: UL= 0 1.07 m/s, 0 1.68 m/s, A 2.3 m/s, 0 2.63 m/s 
(dd)Uo=().4S m/s: UL= 0 1.14 m/s, 0 l.S m/s, A 2.06 m/s, 0 2.3S m/s 
8.2 Correlations for Slug Flow 
8.2.1 Void Fraction 
The prediction of void fraction from the volume flow ratio is desirable, because 
the volume flow ratio is usually available. Figure 8.21 provides a correlation between the 
global void fraction and the volume flow ratio, Jj, for the 18 flow cases. The flow data 
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suggests a strong linear relationship. The coefficient of correlation is 0.93, and the 
standard deviation is 0.014. The resultant correlation equation is: 
E = 0.974· {J (8-1) 
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Figure l.ll - Correlation between global void fraction and fJ [A Present data] 
A linear correlation was also reported by Mamayev et al. (1978) and is provided 
in Figure 8.21. They showed that for large values of Froude number, a coefficient of 0.81 
can be used to correlate the global void fraction with the volume flow ratio (Mamayev et 
al. 1978). It should be noted that the correlation prOposed by Mamayev et al. (1978) 
underestimates the current void fraction. The discrepancy is natural, however, since this 
coefficient is measurement location dependent for vertical flow. The coefficient varies 
with phase slip (see equation 2-7), and the phase slip is expected to increase along the 
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streamwise direction. Also, the Froude number of the current work is relatively small 
(less than 3.5). 
It is useful to correlate the slug void fraction, slug/bubble sizes and slug/bubble 
frequencies with the physical properties of the flow. The mean slug void fraction. e, can 
be correlated with the global void fraction, E, as: 
(8-2) 
Figure 8.22 shows the above correlation, along with the current 18 flow data. The 
coefficient of this linear correlation is 0.82, and the standard deviation is 0.017. 
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Flpre 8.22 - Correlation between global void fraction and mean slug void fraction 
[4 Present data] 
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8.2.2 Slug/bubble Length and Frequency 
Slug flow is characterized by the stochastic alternation of large Taylor bubbles 
flowing over a thin liquid film and liquid slugs containing gas bubbles; it exhibits 
different flow characteristics depending on the value of the superficial velocity (Kokal 
and Stanislav 1989). Slug length and frequency have been used to study horizontal two-
phase slug flow (Maron et al. 1982, Tronconi 1991 ). A model to calculate the slug length 
for horizontal gas-liquid slug flow was first proposed by Maron et al. ( 1982). Later, 
Dukler et al. ( 1985) improved this model by introducing a correction factor to account for 
the viscous wall effects. For horizontal gas-liquid slug flow, the slug length is often 
correlated with Froude number of the mixture in various forms (Dukler and Hubbard 
1975, Dukler et al. 1985, Nicholson et al. 1978. Paglianti et al. 1996). 
Prediction of bubble diameter under various flow conditions has been investigated 
for many years. Taylor ( 1934) probably made the first fundamental experiments on the 
break-up of drops and bubbles under the action of external viscous and surface stresses. 
Fundamental studies on the break-up of drops and bubbles by surface forces and dynamic 
pressures were also made by several other investigators (Hinze 1955, Kolmogorov 1949, 
Sevik 1973, Sleicher 1962). Recently, Kocarnustafaogullari et al. (1994) investigated 
several bubble break-up mechanisms for horizontal two-phase flow and concluded that 
the average pressure fluctuations generated by turbulent liquid fluctuations acting across 
a bubble diameter are the only mechanism which causes distonion of a bubble. Based on 
this force. and the competing surface tension force, Kocamustafaogullari et al. ( 1994) 
developed a theoretical model for predicting the mean bubble size for horizontal two-
phase bubble flow. They correlated bubble diameter with the Weber number of the 
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continuous phase, the ratio of kinematic viscosities of the two phases, and Kolmogorov 
length scale (Kocamustafaogullari et al. 1994). Although various correlations have been 
proposed to predict slug/bubble sizes and their frequencies, attempts to develop new 
correlations and improve the existing correlations have continued. because of the 
considerable errors associated with the existing models. 
There has been \'ery little research on the corresponding vertically upward slug 
flows. Without specifically dealing with the detailed flow mechanism and turbulent 
structure. a simple dimensional analysis indicates that the slug/bubble sizes and 
frequencies for air-water two-phase flow can be expressed as a function of the Froude 
number of the liquid, the superficial gas and liquid velocity ratio and a dimensionless 
density term. Based on this analysis. models for predicting slug/bubble sizes and bubble 
frequency were developed for venical air-water slug flow. Figure 8.23 shows the 
correlation developed for slug length. which can be expressed as: 
(8-3) 
or 
U I046 I D _ '?7 G tJ.p 0.15 I -1.- 1· o.m o'l' ·(-) (g·D> · uL-- PG (8-4) 
The coefficient of correlation is 0.95, and the standard deviation is 0.09. Equation 
8-4 indicates that the length of the gas slug increases with increasing superficial gas 
velocity and decreases with increasing superficial liquid velocity. The influence of 
superficial gas velocity on the slug length is more significant. 
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Figure 8.13- Slug length correlation [A Present data] 
It is difficult to use a single correlation to correlate the bubble diameter over the 
entire range of gas and liquid velocities of the current work. A better correlation accuracy 
can be achieved if the flow data are divided into two subgroups, based on the 
discontinuity among these flow cases as indicted in section 8.1.2. A Froude number of 
about 3 of the mixture is found to be appropriate for characterizing this discontinuity. The 
separation of flow sub-regimes with this Froude number is also reflected by the 
discussion presented in the previous sections. When Fr < 3, the bubble diameter can be 
estimated as: 
(8-5) 
or 
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Flpre 8.24 - Bubble diameter correlation [A Present data] 
(8-6) 
Equation 8-6 reveals that the bubble diameter increases with increasing superficial 
liquid velocity, and decreases with increasing superficial gas velocity. The influences of 
the two velocities on bubble diameter are fairly close. The present bubble diameter 
correlation and its comparison with the 14 flow data are shown in Figure 8.24. The 
correlation coefficient is 0.91, and the standard deviation is 0.008. When Fr > 3, the 
bubble diameter is more or less constant in the range of 0.2 - 0.220. The bubble 
frequency can be correlated as: 
(8-7) 
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uo.,l6 ( D)0.061 A I'll j; = 1.838. G g. . (-'-"~"-) 0.6 
b u:·631 P (8-8) 
Figure 8.25 shows the present correlation for bubble frequency and its comparison 
with the present flow data. The coefficient of this correlation is 0.89, and the standard 
deviation 2.57 Hz. The bubble frequency increases with increasing superficial gas 
velocity and decreases with increasing superficial liquid velocity. 
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Flgure 8.25- Bubble frequency correlation [4 Present data] 
No apparent correlation can be formulated for the slug frequency of the current 
flow data. However, the slug frequency varies in the range of 1.2 to 3.1 Hz for the 18 
flow cases. 
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8.2.3 Slug and Bubble Velocities 
The local hot-film anemometry measurements were compared to the integrated 
local gross velocity with the superficial gas velocity directly measured by the gas flow 
meter. From the locally measured e and ub, the area-averaged gas velocity is defined as: 
• 1 I U =- E·U dA 
G A A G (8-9) 
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Fipre 8.26 - Comparison between UG and uG• 
Measurements for all the 18 flow cases were checked and the comparisons are 
shown in Figure 8.26. The average discrepancy is 9.8% for the 18 flow conditions. The 
following reasons may account for the discrepancies: 
1. Uncertainty in void fraction estimation by the data reduction method. 
2. Uncertainties associated with measurements from the liquid and gas flow meters. 
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3. Uncertainties associated with pressure and temperature measurements. 
4. Uncertainty associated with cross correlation analysis. 
Nicklin et al. (1962) and Neal (1963) studied the rise velocity of Taylor bubbles 
in flowing water. Their experimental data indicated that the absolute rise velocity of a 
Taylor bubble is the sum of a term proportional to its rise velocity in a stagnant liquid and 
a term proportional to the velocity of the liquid. Mathematically, the rise vel<1city of 
Taylor bubbles. u5 , in flowing water can be expressed as: 
(8-10) 
where UMis the total superficial velocity, U bs = 0.346~ gD. is the rise velocity of Taylor 
bubbles in stagnant liquid. (Nicklin et al. ( 1962), and Co is the correction factor. 
Nicklin et al. ( 1962) suggested that for liquid Reynolds numbers higher than 
8000. 1.2 is the most appropriate value for Co. The slug velocities estimated from the 
measurements are compared with equation 8-10, and the results are shown in Figure 8.27. 
The slug velocity values from the MUN flow loop are below the correlation suggested by 
Nicklin et al. (1962). This is probably because the correlation suggested by Nicklin et al. 
( 1962) is valid for terminal slug velocity while the slugs measured at MUN are at UD = 
50. The corresponding value of Co for the present data is 1.0. This value is expected to 
increase with a higher measurement location (higher LID ratio). The coefficient of this 
linear regression is 0.92, indicating a strong linear relationship between the two 
velocities. The standard deviation for this correlation is 0.13 rnls. 
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Flpre 8.27 - Slug velocity correlation [A Present data] 
Akagawa and Sakaguchi (1966) analyzed the small bubbles carried within the 
liquid slug of a slug flow in a 1.09-inch tube. They showed that the following empirical 
equation can be used for estimating the average velocity, u, of small bubbles in the 
liquid slug. 
(8-11) 
Akagawa and Sakaguchi (1966) also found that the average velocity of the liquid slugs is 
0.96UM. The study conducted by Schmidt et al. (1981) found that a value of 1.08 for 
equation 8-11 is most appropriate for correlating the two velocities measured in a 2-inch 
diameter pipe. They also found that the average velocity of the liquid slug is 0.92UM 
rather than 0.96UM. The bubble mean velocity versus total superficial velocity is 
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presented in Figure 8.28. A linear relationship was assumed to correlate the two 
velocities. A coefficient of 0.99, instead of 1.10, results from the correlation. The 
correlation coefficient is 0.97 with a standard deviation of 0.08 m/s. The current flow 
data lie below the correlation proposed by Akagawa and Sakaguchi (1966). Again, this is 
probably due to the fact that the flows at VD = SO have not yet reached the terminal 
velocity. The bubble velocities are expected to increase at higher measurement locations. 
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Fipre 8.18 - Mean bubble velocity correlation [ 4 Present data] 
The mean liquid slug velocity can be estimated from the continuity equation. If 
the slug flow is modeled as a series of air slugs having the diameter of the pipe separated 
by liquid slugs with dispersed small air bubbles, the total volume flow rate should be 
equal to the sum of the volume flow rates of the air bubbles, air slug and liquid slug. 
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(8-12) 
By substituting each term with in equation 8-12 with a time-averaged velocity. 
multiplied by its corresponding void fraction and pipe cross section area. the following 
results: 
A· U +A· U - A · ii · f + 4 · ii · E + 4 · ii (1- f - f ) G L- 1 ' • b !> • LS , b (8-13) 
where ii,. iib and ii LS are the time-average velocities of the air slugs. bubbles and liquid 
slugs. respectively. Therefore. the velocity of liquid slugs can be calculated by 
rearranging equation 8-13 as: 
(8-14) 
The correlation of the average liquid slug velocity with total superficial velocity is 
provided in Figure 8.29. Standard regression shows that the mean liquid slug velocity is 
0.98UM, which is a linle higher than the values suggested by Akagawa and Sakaguchi 
( 1966) and Schmidt et al. (1981 ). The coefficient of this linear correlation is 0. 99 and the 
standard deviation of this correlation is 0.04 m/s. The average velocity slip in the liquid 
slug is 1.0 1. 
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Figure 8.29 - Mean liquid slug velocity correlation [a Present data] 
8.2.4 Interfacial ~a Concentration 
The quantitative flow information obtained through this study allows the 
development of an empirical interfacial area concentration equation for vertically upward 
slug flow. The average interfacial area concentrations measured are compared with the 
models proposed by Tabie et al. (1981), and Zeitou et al. (1994), respectively. The 
comparisons are provided in Figures 8.30 and 8.31. It is evident that both models 
overestimate the interfacial area concentrations for slug flows. In addition, the data do not 
show a sufficiently strong correlation. The poor agreements may be attributed to the fact 
that the two models were developed based on bubble flow. Very little information is 
available on interfacial area concentration models for slug flow. The need for developing 
a correlation that is suitable for vertically upward air-water slug flows is important. 
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Equation 5-12. derived in chapter 5, provides guidelines for developing such an 
interfacial area concentration model. Values for the dimensionless terms are provided in 
Table 8.1. Notice that the value of G L , is fairly constant. This is due to the small 
g6pD-
variations in pressure and temperature among the 18 flow cases. Therefore. this term is 
dropped from equation 5-12. Tests indicate that the flow data in Table 8.1 can best be 
correlated with the interfacial area concentration in the form of Equation 8-15. 
aD = C. t G)" . ( v L ' )b . ( _!f_f_ )' . ( qG ).; . ( ~p )" 
I VL D J Zgl D 
- v L q L PG 
(8-15) 
The resultant equation is approximated by using standard regression analysis as: 
(8-16) 
Figure 8.32 provides the comparison between the proposed correlation with the 
present flow data. The coefficient of this linear correlation is 0.97 and the standard 
derivation is 0.6 m·1• Equation 8-16 can be further simplified by combining the common 
terms as: 
(8-17) 
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Figure 8.32- Present interfacial area concentration correlation [A Present data] 
Equation 8-17 indicates that the interfacial area concentration increases with the 
increases in both liquid and gas viscosities, gas flow rate and density difference. It 
decrease with increases in liquid flow rate, pipe diameter and gas density. Its decrease 
with pipe diameter is expected since the volume to surface ratio of a slug decreases with 
increasing pipe diameter, which is consistent with the flow description discussed in 
section 8.1. The use of volume flow rate instead of the void fraction, which is commonly 
used in other correlation functions, makes this model much easier to implement in 
practice since the volume flow rates are often readily available, especially in laboratory 
settings. It should be noted that the application of this model is only valid for vertically 
upward air-water slug flows. 
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8.3 Concluding Remarks 
Investigations have been performed to understand void fraction, slug/bubble void 
fractions, slug/bubble velocities. slug/bubble dimensions, slug/bubble frequencies, and 
interfacial area concentration for vertically upward air-water slug flow in this chapter. 
The results of the flow measurements are summerized in Table 8.2. 
Table 8.2 Results of Flow Measurements 
Case i E E:r Us {m/s) Ub (mJS) ULS(misJ LID diD ai (li m) 
I 1 I 0.19 0.09 1.57 1.29 1.15 1.30 0.17 49.81 
2 I 0.16 I 0.09 1.75 1.38 I 1.22 1.18 I 0.15 44.42 
3 ! 0.30 i 0.21 1.96 1 1.60 1.45 2.08 0.13 ; 66.12 
4 L 0.14 0.06 1.99 1 1.62 I 1.66 1.09 i 0.20 1 33.31 
5 I 0.17 0.08 2.23 1.86 1.77 1.65 0.16 49.90 
6 I 0.23 0.16 I 2.13 1.81 1.94 2.10 0.11 60.07 
7 I 0.11 0.06 I 2.16 1.90 1.86 1 1.07 0.12 32.74 
i 8 ! 0.17 . 0 .10 2.41 2.01 1.96 1.87 I 0.16 36.31 
9 I 0.18 0.13 I 2.62 2.1 0 1.98 2.33 ! 0 .1 5 I 33.57 
i 10 I 0.08 0.04 2.44 2.20 2.24 1.05 0.19 18.90 
II 
' 
0.11 I 0.42 I 2.51 I 2.29 2.22 1.50 0.26 I 23.28 
12 I 0.14 1 0.09 : 2.60 I 2.33 2.41 1.81 I 0.1 7 28.39 
13 j 0.16 0.10 I 2.98 I 2.39 2.46 2.18 0 .17 32.09 
14 I 0.17 ! 0.08 : 2.89 2.61 2.48 1.28 0.21 14.70 I 
15 I 0.10 i 0.07 2.75 2.55 2.69 1.30 0.16 20.30 I 
16 0.17 I 0.12 3.33 2.91 ! 2.71 I 2.10 0.22 22.70 
I 17 I 0.09 0.07 3.06 2.75 2.85 1.21 I 0.22 12.90 
i 18 ! 0.11 0.07 3.16 I 2.88 2.97 1.65 0.20 18.50 
The air-water two-phase vertically upward slug flow shows the following 
characteristics: 
1. The distributions of void fraction, bubble velocity, average bubble/slug velocity, 
bubble diameter, slug frequency, bubble frequency, slug void fraction and interfacial 
area concentration have a central maximum with a relatively rapid decrease close to 
the wall. 
2. Slug velocities and lengths are fairly constant across pipe cross section. 
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3. Slug velocities are greater than the velocities of the smaller bubbles. 
4. Bubble velocities and average bubble/slug velocities are very similar across the pipe 
cross section. 
5. Void fraction distribution is closely related to slug and bubble siZes. slug/bubble 
frequencies, slug void fraction, as well as slug/bubble velocities. 
6. The increase in gas flow at a constant liquid flow generally increases slug velocity, 
bubble velocity. average bubble/slug velocity, slug length. bubble length, void 
fraction, slug void fraction. slug frequency. bubble frequency and interfacial area 
concentration. but the bubble diameter decreases with the increasing gas flow. 
7. The different flow behaviors observed with increasing liquid flow are due to the 
existence of a discontinuity in the slug flow regime. A Froude number of 3 of the 
mixture can be used to differentiate the sub-regimes. 
8. An increase in liquid flow at a constant gas flow generally increases slug velocity. 
bubble velocity, average bubble/slug velocity and bubble diameter. but decreases void 
fraction, slug void fraction and interfacial area concentration. However, the variations 
in slug length. slug and bubble frequencies depend on the flow sub-regimes. 
9. Slug frequency is in the range of 1.2- 3.1 Hz for the 18 flow cases. 
10. The majority of gas bubbles in the flow are small bubbles. The local bubble/slug 
frequency ratio is in the order of 10. However, the global bubble/slug ratio is 
expected to be much higher since the detection of a slug is global while the detection 
of a small bubble is relatively local. A significant ponion of the air volume is 
occupied by the minority slugs. 
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11. A linear relation exists between the global void fraction and the superficial volume 
flow ratio. /l The global slug void fraction is linearly proponional to the global void 
fraction. 
12. Slug/bubble sizes and bubble frequency can be correlated with the Froude number of 
the liquid. superficial gas and liquid velocity ratio and a dimensionless density term. 
13. Correlations for predicting the interfacial area concentration have been developed. 
Comparisons of the interfacial area concentration with those reported for bubble flow 
reveal that correlatons developed for bubble flow are not valid for slug flows. 
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Chapter 9 
Conclusions and Recommendations 
9.1 Conclusions 
The identification of flow patterns and prediction of interfacial area concentration 
are two important aspects in formulating the closure laws for two-phase flow models. In 
this thesis. a systematic investigation of vertically upward air-water slug flow has been 
presented. This study yields a more detailed knowledge of the flow and provides 
correlations to identify flow patterns. and predict interfacial area concentrations. In 
conclusion. the major contributions of this study can be summarized as follows: 
1. A 3-inch ID and 180-foot long multiphase research flow loop has been designed and 
constructed. This flow loop is equipped with an integrated computerized data 
acquisition and operational control system. It is the first multiphase flow research 
facility that has been built in the Atlantic Canada region. The construction of this 
flow loop coincides with the increasing oil and gas activities taking place in this 
region. A wide range of flow patterns and conditions can be simulated in this flow 
loop, although the current study was focused on vertically upward air-water slug 
flow. The accurate instrumentation of this facility makes it suitable for both 
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conducting multiphase flow research and testing multiphase flow measurement 
systems. 
2. A new dimensionless flow pattern map has been proposed. The functional equation 
governing the flow pattern formation is analyzed using dimensional analysis to 
formulate the proper dimensionless plotting parameters. The use of these parameters 
makes the resultant flow pattern map independent of flow geometry and fluid 
physical properties. Data collected from the MlJN flow loop as well as from the 
literature were used to generate the new flow pattern map. Flow pattern boundaries 
are systematically determined using the MICD pattern recognition technique. The 
improved agreement among the data from different facilities indicates that the new 
flow pattern map is superior to other traditional flow pattern maps. and provides good 
portability to flow geometry and fluid physical properties 
3. A simultaneous flow measurement system using both dual-probe hot-film 
anemometry and high-speed flow visualization was developed to obtain quantitative 
information about the flow. This system allows the comparison of the two flow 
measurement techniques. A supervised motion tracking and an edge detection cross 
correlation image processing algorithms have been used to verify the accuracy of the 
hot-film data reduction techniques developed in this study. 
4. To interpret the hot-film signal, the dynamic response of the signal to the passage of a 
gas slug was investigated with the assistance of high-speed flow images. This 
information has not been previously available. Based on this study, a combined 
amplitude and first-order time derivative phase detection method has been developed 
to discriminate the signal into gas and liquid. The improved algorithm is superior to 
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those proposed by others, because it more realistically reflects the dynamic 
interaction between the hot-film and the two flow phases. 
5. All previously reported measurements on two-phase flow result in an average flow 
information about the entire gas slug/bubble population. For developing a more 
accurate flow model, it is necessary to obtain more detailed flow information .. Aut 
innovative data reduction technique using wavelet analysis combined with the phase 
detection method has been developed to decompose the original hot-film signals into 
signals corresponding to air slugs and bubbles. The unique features of wavelet 
analysis make it superior to the commonly used traditional Fourier transformation. It 
allows the main signal features to be preserved while removing the signals associated 
with noise and tiny gas bubbles. The data reduction technique results in two velocities 
corresponding to the slugs and bubbles from the cross-correlation analysis of the 
discriminated ~ignals . Th\! corresponding slug/bubble sizes. slug/bubble frequencies 
and slugtbubble void fractions were also estimated. Additionally. in wavelet 
transformation, the passage of slugs and bubbles is reflected by a sudden frequency 
variation with a precise temporal location. This can provide valuable information for 
better understanding the flow. The signal processing technique presented in this thesis 
has never been attempted previously by others in similar studies. 
6. Measurements and estimations of slug/bubble void fractions, slug/bubble velocities. 
slug/bubble sizes and slug/bubble frequencies for slug flow were carried out under a 
significant range of flow conditions. Some of the flow information was not available 
or fully understood previously. The results were systematically analyzed to yield 
more detailed flow information. For the current experimental setup, the mean 
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velocities of air slugs. bubbles and liquid slugs are slightly lower than those predicted 
by the traditional phase velocity models. Some new coefficients for these models 
were recommended. New correlations for predicting slug/bubble sizes. slug void 
fraction and bubble frequency have also been developed for vertically upward 
developing air-water slug flow. 
7. The resultant slug/bubble sizes and slug/bubble void fractions provide inf~rmation 
necessary for estimating the interfacial area concentrations. Extremely limited 
information is available on the interfacial area concentration and its modeling. Most 
of the few available studies were conducted on bubble flow. There seems to be no 
systematic study conducted on venically upward slug flow. A simplistic method for 
estimating the interfacial area concentration of slug flow was formulated. It allows 
the approximation of the interfacial area concentration from the flow measurement by 
a single normal hot-fUm probe. This technique has not been systematically 
investigated previously by others. 
8. Comparisons of the resultant interfacial area concentrations with the correlations 
proposed for bubble flow indicate that these correlations are not suitable for slug 
flow. An interfacial area concentration model was. therefore, proposed for slug flow 
based on the synthesis method. The resultant correlation indicates that the interfacial 
area concentration is closely related to flow and fluid propenies of the two phases. It 
can provide closure laws for modeling ofvenically upward slug flow. 
9. The data reduction techniques developed in this study provide the basis for the signal 
processing algorithms for the INSTRUMAR MPFM. 
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9.2 Recommendations 
Although a significant amount of study has been conducted on slug flow. the 
understanding of its flow mechanism is far from complete. It is recommended that 
additional work be conducted to enhance the understanding of vertically upward two-
phase slug flow. This future work would include the following: 
1. More data should be collected for different fluids and flow dimensions to verify and 
improve the new dimensionless flow pattern map. 
2. The development of the present interfacial area concentration model assumes that the 
bubbles are spherical and the slugs are regular bullet-like shapes. A more accurate 
prediction of the interfacial area concentration can be achieved if the variations of 
bubble dimension and shape under various flow conditions are considered. 
Techniques and data processing algorithms need to be developed to obtain such flow 
information. 
3. Flow measurements at different streamwise locations (UD) need to be performed to 
understand how the flow behaves and evolves along its strearnwise direction. This 
includes the understanding of how slug/bubble velocities. slug/bubble void fractions. 
slug/bubble frequencies, slug/bubble dimensions and shapes. and interfacial area 
concentration vary and develop along the flow 
4. Flow information near the wall need to be obtained to get a more complete 
understanding of the flow. This will augment our understanding of how the flow 
interacts with the wall and will help to predict the wall shear stress. 
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5. Other flow measurement strategies, such as the multiple probe method, may be used 
to obtain more accurate bubble size information. Consequently. this will improve the 
estimation of interfacial area concentration. 
6. More flow conditions are needed to incorporate into the new correlations to improve 
their accuracy and the range of application. 
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