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Предложен алгоритм хеширования на основе динамического хаоса. Благодаря использованию хаотических 
отображений, алгоритм является необратимым, а поиск двух сообщений с одинаковыми хеш-значениями 
становится вычислительно затруднительным. Предлагаемый алгоритм включает в себя следующие этапы: 
выбор значений переменных и параметров двумерных хаотических отображений; реализацию итераций хао-
тических отображений с добавлением элементов исходного сообщения к переменным; реализацию итераций 
хаотических отображений без добавления элементов исходного сообщения к переменным; формирование хеш-
значения. Предлагается формировать два хеш-значения h1 и h2, в которых используется различный порядок 
переменных. Результирующее хеш-значение получается при применении операции «сложение по модулю два» к 
хеш-значениям h1 и h2. Проведено тестирование предлагаемого алгоритма. Из полученных данных следует, 
что для рассматриваемого алгоритма характерен лавинный эффект. Статистические характеристики по-
следовательности, сформированной из хеш-значений, схожи со статистическими характеристиками после-
довательности, значения элементов которой получены случайным образом, что свидетельствует о работо-
способности предлагаемого алгоритма. Вычислительный эксперимент проведен с использованием отображе-
ний Чирикова, «Кота Арнольда», Эно. Установлено, что для сообщений с размером превышающим 4 Кб, при 
использовании отображений Эно и «Кот Арнольда» предлагаемый алгоритм справляется с задачей более чем 
на 20% быстрее, чем алгоритм «Keccak». Предлагаемый алгоритм хеширования может быть использован при 
решении задач контроля целостности данных при передаче информации в современных телекоммуникацион-
ных системах.
Ключевые слова: динамический хаос, хаотическое отображение, хеширование, целостность данных, информа-
ционная безопасность.
Введение
При передаче информации в телекоммуни-
кационных системах одной из основных задач 
защиты информации является обеспечение 
и контроль ее целостности. Традиционно для 
этих целей используются алгоритмы хеширо-
вания [1]. Алгоритм хеширования преобразуя 
входные данные позволяет поставить в соот-
ветствие сообщению произвольного размера 
хеш-значение, представляющее собой после-
довательность бит фиксированного размера 
[2]. Контроль целостности данных осущест-
вляется путем использования сравнительного 
анализа хеш-значений, переданного и приня-
того сообщений. При равенстве хеш-значений 
сообщение идентично переданному, в против-
ном случае – сообщение модифицировано в ка-
нале передачи.
В данной работе предложен алгоритм хе-
ширования, основанный на использовании дву-
мерных хаотических отображений. Одной из 
особенностей хаотических отображений явля-
ется чувствительность к начальным условиям 
[3], то есть изменения в исходном сообщении 
приводят к существенным изменениям в фор-
мируемом хеш-значении. А это является необ-
ходимым требованием для алгоритмов хеши-
рования.
Двумерные хаотические отображения
Двумерные дискретные хаотические отобра-


















где xi и yi – переменные хаотического отобра-
жения на i-той итерации, f1 и f2 – некоторые 
функции от двух переменных.
Под начальными условиями хаотических 
отображений понимают исходные значения пе-
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ременных. В данной работе использовались 
следующие дискретные двумерные хаотические 
отображения: отображение Чирикова, «Кот Ар-
нольда» и отображение Эно. Данные отобра-























































где xi и yi – переменные хаотического отобра-
жения на i-той итерации, a, b, K – параметры 
отображения.
Предлагаемый алгоритм хеширования
В основу предлагаемого алгоритма хеши-
рования положено использование двумерных 
дискретных хаотических отображений. Вслед-
ствие высокой чувствительности к начальным 
условиям, вычислительно трудно найти началь-
ные условия отображения по текущим значе-
ниям переменных, а определить значения пе-
ременных на выбранной итерации оказывает-
ся возможным только путем осуществления 
всех необходимых итераций хаотического ото-
бражения. Это приводит к необратимости ал-
горитма хеширования при его построении с ис-
пользованием хаотических отображений. Для 
злоумышленника оказывается вычислительно 
сложной задачей поиск двух сообщений с оди-
наковым хеш-значениями.
Предлагаемый алгоритм хеширования 
включает в себя следующие этапы. 
1. Выбор значений переменных и параме-
тров двумерных хаотических отображений. 
На первом этапе алгоритма осуществляет-
ся выбор исходных значений переменных xi 
и параметров хаотических отображений, i = 1, 
2, k, k – количество переменных, зависящее от 
размера (в битах) формируемого хеш-значе-
ния. Значения переменных xi могут выбирать-
ся случайным либо псевдослучайным обра-
зом. 
Стоит отметить, что хаотическое поведе-
ние наблюдается только при определенных 
значениях параметров у рассматриваемых ото-
бражений. 
2. Реализация итераций хаотических ото-
бражений с добавлением элементов исходного 
сообщения. 
Элементы исходного сообщения добавля-
ются к значениям переменных хаотических 
отображений. Для этого исходное сообщение 
разбивается на блоки размером m байт, где m – 
размер формируемого хеш-значения в байтах. 
Каждый блок последовательно обрабатывает-
ся следующим образом.
Блок делится на фрагменты, размером по 
p байт. Каждый i-ый фрагмент добавляется 
к значению переменной xi. При этом s байт 
фрагмента добавляются к p байтам значения 
переменной с использованием операции «сло-
жение по модулю 2». Выбор размера фрагмен-
тов p, а также номеров байтов переменной xi, 
к которым добавляются байты фрагмента, за-
висит от вида представления чисел в памяти 
вычислительной машины. Например, в случае, 
когда для представления вещественного числа 
используется 8 байт, то рекомендуемое значе-
ния для p – 4 байта, а номера байтов, к кото-
рым происходит добавления элементов, равны 
2, 3, 4 и 5. После этого к полученным значени-
ям xi применяется двумерное хаотическое ото-
бражение. При этом в качестве первой пере-
менной выступает xi, а в качестве второй пере-
менной xi+1. i = 1, 2, k – 1. После этого хаотиче-
ское отображение применяется к переменным 
xk и x1 (xk выступает в качестве первой пере-
менной, x1 – в качестве второй). Это позволяет 
распространить изменения элементов на все 
значения переменных х за меньшее количество 
итераций.
3. Реализация итераций хаотических ото-
бражений без добавления элементов исходно-
го сообщения. 
В случае, если был изменен последний байт 
сообщения, то после предыдущего этапа изме-
нениям подвергнуться лишь 2 байта. Для рас-
пространения изменений на оставшиеся байты 
требуется проведение дополнительных итера-
ций q. Данный этап аналогичен второму этапу 
за исключением того, что к значениям пере-
менных xi не добавляются элементы исходного 
сообщения. Количество дополнительных ите-
раций q выбрано, равным 50.
4. Формирование хеш-значения. 
В данной работе предлагается формиро-
вать два хеш-значения h1 и h2. При формирова-
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нии второго хеш-значения h2 на втором этапе 
проводится перестановка переменных x следу-
ющим образом. Номер переменной j при фор-
мировании значения h2 равен di, где i – номер 
переменной при формировании значения h1, 
а d – некоторая последовательность чисел. По-
следовательность чисел d рекомендуется фор-
мировать таким образом, чтобы для каждого xj 
соседние переменные были отличными от слу-
чая формирования первого хеш-значения h1. 
Примером последовательности d, содержащей 
16 элементов, является следующая последова-
тельность чисел: {2, 4, 6, 8, 10, 12, 14, 16, 5, 3, 
1, 7, 9, 11, 13, 15}. Итоговое хеш-значение h 
представляет собой результат выполнения опе-
рации «сложение по модулю 2», примененной 
к двум полученным хеш-значениям h1 и h2.
Тестирование предлагаемого алгоритма 
хеширования
При тестировании предлагаемого алгорит-
ма в данной работе определялось, характерен 
ли лавинный эффект для данного алгоритма. 
Проводилось также определение и сравнение 
статистических параметров двух последова-
тельностей, первая из которых состоит из хеш-
значений, а во-второй значения элементов по-
лучены случайным образом.
Лавинный эффект для алгоритмов хеширо-
вания заключается в том, что изменение значе-
ния одного бита в исходном сообщении приво-
дит к изменению значений в среднем полови-
ны бит хеш-значения [4]. Тестирование на на-
личие лавинного эффекта проводилось следу-
ющим образом. Для сообщения m0 размером 
50 000 байт было вычислено хеш-значение h0 
размером 512 бит. После этого формировалось 
N = 400 000 сообщений таким образом, что 
i-ое сообщение mi отличалось от исходного со-
общения m0 значением i-го бита, i = 1, N. Для 
каждого сообщения mi вычислялось хеш-зна-
чение hi. По полученным данным определя-
лось количество бит r, значения которых отли-
чались в хеш-значениях h0 и hi (табл. 1). Для 
сравнения также приводятся результаты, полу-
ченные для алгоритма хеширования «Keccak». 
Указанный алгоритм используется для хеши-
рования федеральным стандартом обработки 
информации США «SHA-3 Standard: Permuta-
tion-Based Hash and Extendable-Output Func-
tions» [5].
Т а б л и ц а  1.  Результаты тестирования  
по критерию «лавинный эффект»
Предлагаемый алгоритм 
с использованием различных 






значение r 256.00 256.00 255.99 255.98
Стандартное 
отклонение r 11.32 11.32 11.31 11.29
Минимальное 
значение r 203 200 205 202
Максимальное 
значение r 308 310 306 313
Установлено, что при использовании всех 
рассматриваемых хаотических отображений 
среднее количество изменившихся бит r при-
мерно равно 256 и составляет половину от об-
щего количества бит хеш-значения, что соот-
ветствует условию критерия «лавинного эффек-
та». Минимальные и максимальные значе-
ния r находятся в диапазоне от 200 до 310, что 
практически совпадает со значениями, полу-
ченными для алгоритма «Keccak». Значения 
стандартного отклонения r при использовании 
алгоритма «Keccak» и предлагаемого алгорит-
ма отличаются не более чем на 0.3%.
Cтатистические характеристики последо-
вательности хеш-значений, полученных от не-
повторяющихся сообщений, должны быть схо-
жи с характеристиками последовательности, 
значения которой получены случайным обра-
зом [6]. Для проверки данного свойства ис-
пользовались статистические тесты Националь-
ного института стандартов и технологий США 
(National Institute of Standards and Tech nology, 
NIST) [7]. Данный набор тестов ориентирован 
на выявление различных дефектов случайно-
стей во входной последовательности. Для 
400 000 сообщений размером 256 байт были 
вычислены хеш-значения размером 64 байта. 
Полученные хеш-значения были записаны по-
следовательно в файл, из которого было сфор-
мировано 200 последовательностей размером 
1 000 000 бит каждая. После этого данные по-
следовательности были подвергнуты тестиро-
ванию с использованием пакета статистиче-
ских тестов NIST. 
Количество последовательностей, прошед-
ших тестирование по каждому тесту представ-
лены в табл. 2. Согласно рекомендациям NIST, 
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для того, чтобы тест считался успешно прой-
денным, необходимо, что бы минимальное ко-
личество последовательностей, прошедших тест 
составляло 193 последовательности из 200 по-
следовательностей, 123 из 128, 121 из 126, 119 
из 124, 117 из 122, 116 из 121 последовательно-
сти. Анализ показал, успешно пройденными 
являются все тесты NIST при использовании 
хаотических отображений «Кот Арнольда», Чи-
рикова, Эно.
Анализ времени формирования  
хеш-значения 
Для проведения оценки вычислительной 
сложности проведен расчет количества опера-
ций z, необходимых для обработки одного бло-
ка сообщения размером 576 бит предлагаемого 
алгоритма и алгоритма «Keccak» (табл. 3).
Т а б л и ц а  3.  Количество операций z, необходимое  
для обработки одного блока сообщения размером  
576 бит
Алгоритм «Keccak»
Предлагаемый алгоритм  
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Если принять количество тактов на выпол-
нение логических операций, операции «сложе-
ние по модулю 2», операции «циклический 
сдвиг» равным 1, на выполнение операций 
«сложение» и «дробная часть числа» равным 5, 
а на выполнение операции «умножение» – 9 [8], 
то общее количество тактов, необходимое ал-
горитму «Keccak» равно 3288, а предлагаемо-
му алгоритму – 2052. При использовании в пред-
лагаемом алгоритме отображения Эно общее 
количество операций существенно не меняет-
ся. При использовании отображения Чирикова 
требуется проведение операций «синус».
Также осуществлен анализ времени фор-
мирования хеш-значений на компьютере c цен-
тральным процессором AMD A4–4300M APU 
с частотой 2.5 ГГц, с установленной 64-раз-
рядной операционной системой Win dows 7. 
Исходные размеры сообщений s были выбра-
ны равными 2j байт, где j = 7, 8, ..., 18. Графики 
зависимости времени th формирования хеш-
значения от размера сообщения s при исполь-
зовании различных хаотических отображений 
представлены на рис. 1.
Как следует из полученных данных, наи-
меньшее время формирования хеш-значения 
достигается при использовании отображения 
«Кот Арнольда», наибольшее − при использо-
вании отображения «Чирикова». При исполь-
зовании отображения Эно данный показатель 
превышает приблизительно на 20% показа-
тель, полученный при использовании отобра-
жения «Кот Арнольда».
Для сообщений c размером менее 2 Кб, ал-
горитм «Keccak» превосходит по быстродей-
ствию предлагаемый алгоритм. Однако, для 
сообщений с размером большим, чем 4 Кб, 
при использовании отображений Эно и «Кот 
Арнольда» предлагаемый алгоритм справля-
ется с задачей за меньшее время, чем «Keccak». 
Так, при размере файла, равном 256 Кбайт 
алгоритму «Keccak» требуется на 25% боль-
ше времени, чем предлагаемому алгоритму 
Т а б л и ц а  2.  Количество последовательностей, прошедших тесты NIST
Хаотическое отображение
Номер теста
1 2 3 4 5 6 7 8
Отображение «Кот Арнольда» 198 198 198 200 200 198 199 195
Отображение Чирикова 199 195 199 197 200 200 198 194
Отображение Эно 198 194 198 197 199 199 199 194
Хаотическое отображение
 Номер теста
9 10 11 12 13 14 15
Отображение «Кот Арнольда» 200 198 197 121 из 124 122 из 124 196 199
Отображение Чирикова 198 198 197 126 из 128 126 из 128 197 199
Отображение Эно 198 199 199 121 из 122 120 из 122 198 199
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при использовании отображения Эно, и на 
40% больше по сравнению со случаем исполь-
зования отображения «Кот Арнольда». При ис-
пользовании отображения Чирикова предлага-
емый алгоритм формирует хеш-значение при-
мерно в 2 раза медленнее, чем алгоритм «Kec-
cak».
Заключение
Предложен алгоритм хеширования на ос-
нове двумерных дискретных хаотических ото-
бражений. Благодаря использованию хаотиче-
ских отображений, предлагаемый алгоритм 
является необратимым, а поиск двух сообще-
ний с одинаковыми хеш-значениями становит-
ся вычислительно затруднительным.
Тестирование предлагаемого алгоритма по-
казало, что для него характерным является на-
личие лавинного эффекта. Статистические ха-
рактеристики последовательности, сформиро-
ванной из хеш-значений, схожи со статистиче-
скими характеристиками последовательности, 
значения элементов которой получены случай-
ным образом, что свидетельствует о работо-
способности предлагаемого алгоритма.
Вычислительный эксперимент проведен 
с использованием отображений Чирикова, «Кот 
Арнольда» и Эно. Установлено, что для сооб-
щений с размером, превышающим 4 Кб, при 
использовании отображений Эно и «Кота Ар-
нольда» предлагаемый алгоритм справляется 
с задачей более чем на 20% быстрее, чем алго-
ритм «Keccak».
Рассмотренный алгоритм хеширования мо-
жет быть использован при решении задач кон-
троля целостности данных при передаче ин-
формации в современных телекоммуникаци-
онных системах.
Рис. 1. Зависимость времени формирования хеш-значения th от размера сообщения s: 1 – «Кот Арнольда», 2 – Чири-
кова, 3 – Эно; 4 – алгоритм «Keccak»
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Sidorenko A. V., Shakinko I. V.
HASHING ALGORITHM BASED ON TWO-DIMENSIONAL CHAOTIC MAPPINGS
Belarusian State University
A new hashing algorithm based on dynamic chaos is proposed. Owing to the use of chaotic mappings, this algorithm is 
irreversible and a search for two messages with identical hash-values becomes computationally difficult. The proposed algo-
rithm consists of the stages: selection of the variables and of the parameters of two-dimensional chaotic mappings; realization 
of iterations of the chaotic mappings with the addition of the original-message elements to the variables; realization of itera-
tions of the chaotic mappings without the addition of the original-message elements to the variables; the hash-value forma-
tion. The formation of the two hash-values h1 and h2 realized with different orders of the variables. The resultant hash-value is 
obtained by the modulo-2 addition operation applied to the hash-values h1 and h2. The proposed algorithm has been tested. It 
has been found that this algorithm is characterized by the avalanche effect. The statistical characteristics of the sequence 
formed of hash-values are identical to those of the sequence with the randomly obtained values of the elements, pointing to the 
adequate performance of this algorithm. The computational experiment has been realized using the Chirikov, «Arnold’s cat» 
and Henon maps. It is demonstrated that, with the use of Henon and «Arnold’s cat» maps for the messages exceeding 4 KB, the 
proposed algorithm outperforms «Keccak» algorithm, being faster by 20% and more.
The proposed hashing algorithm may be used in solving the problems of data integrity in modern telecommunication sys-
tems.
Keywords: dynamic chaos, chaotic mapping, hashing, data integrity, information security.
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