Abstract. We prove distributional limit theorems for random walk adic transformations obtaining ergodic distributional limits of exponential chi squared form. §0 Introduction Here, we study distributional stability. As in [A2], we'll call a conservative, ergodic measure preserving transformations (X, B, m, T ) distributionally stable if there are constants a(n) > 0 and a random variable Y on (0, ∞) so that
§0 Introduction
As in [A1] , for (X, B, m) a σ-finite measure space, F n ∶ X → [0, ∞] measurable, and Y ∈ [0, ∞] a random variable, we say that (F n ) converges strongly in distribution to Y , (written For discussion of strong distributional convergence, see [A1] , [A2] , [E] and [TZ] .
Here, we study distributional stability. As in [A2] , we'll call a conservative, ergodic measure preserving transformations (X, B, m, T ) distributionally stable if there are constants a(n) > 0 and a random variable Y on (0, ∞) so that
where S n (f ) ∶= ∑ n−1 k=0 f ○ T k and m(f ) ∶= ∫ X f dm. By the ratio ergodic theorem, if the above convergence holds for some f ∈ L 1 + , then it holds ∀ f ∈ L 1 + .
If the ergodic distributional limit Y is normalized by E(Y ) = 1, the constants a(n) are determined uniquely up to asymptotic equality and are aka the return sequence of T . Both the (normalized) ergodic distributional limit and the return sequence are invariant under similarity (see [A1] ).
By the Darling-Kac theorem ( [DK] ), pointwise dual ergodic transformations (e.g. Markov shifts) with regularly varying return sequences are distributionally stable with Mittag-Leffler ergodic distributional limits (see also [A1] , [A2] ).
Our present study concerns random walk adic transformations.
A random walk adic transformation is a conservative, ergodic measure preserving transformation associated to a Markov driven, aperiodic, random walk on a group of form
It is the (unique) G-extension of the adic transformation on the underlying Markov shift which parametrizes the tail relation of the random walk. This definition is explained in §1.
The degree of a random walk adic transformation is the dimension of the associated group G: dim(span G). It appears as the number of degrees of freedom in the χ 2 distribution appearing in the limit.
The "original HIK transformation" appears in [HIK] . We establish the following This ergodic distributional limit first appears in [LS] (see below). Most of the paper is devoted to proving the theorem. In §1, we define adic transformations and random walk adic transformations as group extensions of adic transformations. In §2, we establish compact representation for (all) adic transformations and a uniform convergence theorem for stationary adic transformations which latter is needed in the proof of the theorem. We review the distributional limit theory of Markov shifts in §3 and prove the theorem in §4, giving applications to exchangeability in §5 and horocycle flows in §6.
Related, earlier work can be found in [AW] , [ANSS] and [LS] (see §6). §1 Bratteli diagrams, adic and random walk adic transformations
Bratteli diagrams. Fix a n ≥ 2 (n ≥ 1) and set
Recall that Ω is compact when equipped with the standard metric
In this case, Σ is a topological Markov shift (TMS) with transtition matrix A as in [LM] .
The only result in this paper concerning non-stationary Bratteli diagrams is the compact representation lemma in §2.
Tail relation on a Bratteli diagram.
The tail relation on Σ is the equivalence relation
. . ). The equivalence classes of the tail relation are linearly ordered by the reverse lexicographic order, namely the partial order ≺ on Σ defined by
therefore the collection of non-maximal points is open and the collection Σ max of maximal points is closed. A similar argument shows that the set Σ min of minimal points is closed.
In case Σ is a TMS (stationary Bratteli diagram), more is true. If x is maximal, then x n = ϕ + (x n+1 ) where ϕ + (x) = max{y ∈ S ∶ A(y, x) = 1}; and we claim that x is periodic, with period ≤ #S. (R) To see (R) , note first that ∃ s ∈ S so that #{n ≥ 1 ∶ x n = s} = ∞. The sequence n ↦ ϕ n + (s) is eventually periodic with a final period (t, ϕ + (t) . . . , ϕ κ−1
. . , t, . . . ). We prove our claim by showing that x = σ ℓ (p) for some ℓ ≥ 1. Let n k ↑ ∞ be so that
Thus the set of maximal points (and the set of minimal points) is finite.
Adic transformations.
The adic transformation (generated by ≺) on the Bratteli diagram Σ is
It is called stationary if the underlying Bratteli diagram is stationary.
As shown in [V] , every ergodic, probability preserving transformation is isomorphic to some adic transformation.
Stationary adic transformations are • isomorphic to odometers or primitive substitutions, have zero entropy but can be weakly mixing (see [L1] ); and • are always uniquely ergodic; moreover the unique τ -invariant probability measure ν 0 is globally supported, non-atomic, Markov and equivalent to the Parry measure µ (of maximal entropy) for the associated TMS (see [BM] ).
The (Σ, f )-random walk.
Let Σ be a topologically mixing TMS on the (ordered) finite state space S, let σ ∶ Σ → Σ is the shift and let τ ∶ Σ ′ → Σ ′ be the corresponding stationary adic transformation where
The tail relation of Σ is the tail relation of σ:
and this is parametrized by the adic transformation:
and let
It follows from Livšic's cohomology theorem [L2] , (see e.g. [ANS] , [SA] , [PS] ) that
• a ∈ H is such that ⟨G + a⟩ = H;
• h ∶ Σ → G is Hölder continuous and σ-aperiodic in the sense that if γ ∈Ĝ, λ ∈ S 1 , g ∶ Σ → S 1 Hölder continuous and γ ○ f = λ g○σ g , then γ ≡ 1 λ = 1 and g is constant.
It follows that dim(G) = dim(H) =∶ D where for A ⊂ R d , dim(A) denotes the dimension of the closed linear subspace spanned by A.
where µ is the σ-invariant Parry measure (with maximal entropy) and dy is Haar measure on G.
As shown in [G] , by the aperiodicity of f ,
Random walk adic transformation over (Σ, f, τ ). The random walk adic transformation over (Σ, f, τ ) is that skew product over τ which parametrizes the tail T(σ f ) of the (Σ, f )-random walk.
To identify this:
Thus
and
We consider T with the invariant measure
where ν ∈ P(Σ) is the τ -invariant Markov measure (equivalent to the Parry measure µ) and dy is Haar measure on G.
As mentioned above, it was shown in [G] 
The degree of the random walk adic transformation
In this paper we ignore the other invariant measures for T (which are considered in [ANSS] ). §2 Uniform Convergence
Uniform Convergence Lemma
Let Σ be a mixing TMS and let τ ∶ Σ ′ → Σ ′ be the associated stationary adic transformation with τ -invariant Borel probability measure
Although τ is a uniquely ergodic homeomorphism on Σ ′ , this space is not compact. The main part of the proof is to provide a suitable continuous transformation of a related compact space. This latter construction is made for any adic transformation.
Compact Representation Lemma
Let Σ be a Bratteli diagram and let τ be the associated adic transformation. There are:
Define the metric space (Σ,d) bŷ
To see that this is a compact metric space, let (z n ) n≥1 be a sequence in Σ, then:
whence (r, s) ∈ Σ 1 and z m ℓ → (r, s) inΣ.
Let π ∶ Σ 0 →Σ be the identity map. The following map is a continuous left inverse: ̟ ∶Σ → Σ defined by the identity map on Σ 0 and by
To see thatτ is onto, it suffices to show thatτ (Σ ⊃ Σ min . To this end, fix α ∈ Σ min , then ∃ x n ∈ Σ ∖ Σ min , x n → α. Without loss of generality, x n ∉ Σ max and so x n = τ (y n ) for some y n ∈ Σ where y n → ω ∈ Σ. It follows that ω ∈ Σ max (else α = τ (ω) ∉ Σ min ) whence (ω, α) ∈Σ and ̟ is onto.
Proof of the Uniform Convergence Lemma
Since ν 0 ∈ P(Σ ′ ), it lifts to aτ -invariant measure ν 1 ∈ P(Σ): ν 1 ○π −1 = ν 0 . We claim thatτ is uniquely ergodic onΣ with invariant measure
It follows that
If f ∈ C(Σ), then f ○ ̟ ∈ C(Σ) and for every ω ∈ Σ ′ and k ≥ 1, we have
Let (Σ, A, µ, σ) be a mixing TMS with µ a σ-invariant, Markov measure letσ =σ µ be its transfer operator, let G ⊂ R d be a closed subgroup of dimension D; and let f = (f (1) , . . . , f (D) ) ∶ Σ → G be Hölder continuous and aperiodic. Let f ∶= f − E(f ). Note that f may have values outside G.
We'll need the following results for the sequel. The results are not new although we did not find references for their statements. The proofs are standard and will only be sketched.
Asymptotic variance theorem
Since Γ is symmetric and positive definite, it can be put in the form
with U unitary and M > 0 diagonal.
Central limit theorem
with Riemann integrable indicator function).
Local limit theorem (mixed lattice-nonlattice case)
Let
Proof sketches
Suppose that f is θ-Hölder continuous and let ρ = ρ θ be the metric on Σ defined by ρ(x, y) ∶= θ inf {n≥1∶ xn≠yn} .
Let L = L θ be the Banach space of ρ-Lipschitz continuous (equivalently, θ-Hölder continuous functions) on Σ equipped with the norm
As shown in [D-F], [GH] , for some
Proof of the asymptotic variance theorem The absolute convergence of the series ∑ n≥1 ∫ Σ f (i) ⋅ f (j) ○ σ n dµ for 1 ≤ i, j ≤ D follows from (QC) and the convergence follows from this. The non-singularity of the limit matrix follows from the aperiodicity of each t ⋅ f ∶ Σ ∶→ R (t ∈ R D ) via Leonov's theorem (as in [RE] ).
Proof of the central and local limit theorems
Both of these results are established using Nagaev's perturbation method as in [HH] , [PP] , [RE] (aka characteristic function operators [AD] ).
For
where hom(L, L) is equipped with the uniform topology. We have (see [N] , [PP] &/or [RE] )
• P t satisfies (DF) for t small; whence Nagaev's Theorem [N] There are constants ǫ > 0, K > 0 and θ ∈ (0, 1); and analytic functions
The expansion of λ is obtained by considering t ⋅ f ∶ Σ → R (t ∈ R D ) as in [GH] . It is given by
The central limit theorem follows from this in the standard manner (see [GH] , [RE] ); and the local limit theorem follows with a proof as in [S] (see [AD] ). §4 Proof of the theorem For n ≥ 1, set ℓ n ∶= [log λ n]. Let 0 ∈ I ⊂ G be Riemann integrable with
and 0 ∈ J ⊂ R D−k is Riemann integrable with 0 < J < ∞.
To achieve our goal, we'll establish:
where f ∶= f − E(f ) and B(R) ∶= {z ∈ R D ∶ z < R} and a n ≈ b n means a n − b n → n→∞ 0. We'll show first that ( ) holds, and then we'll prove that ( ) ⇒ the theorem.
Overview of the proof of ( ).
The proof uses a process of block splitting where in order to estimate
we split the τ -orbit block {τ k x ∶ 0 ≤ k ≤ n − 1} into simpler blocks on which it is easy to apply the results of §3. This is done as follows.
where x min ∶= min σ −N {σ N x} with respect to the reverse lexicographic order and
Quantities appearing, such as
where I ⊂ G is Riemann integrable, are estimated using (LLT) as in lemma 4.1 (below).
The arbitrary blocks are estimated from the simple ones of suitably smaller size. This is calibrated using
where A is transition matrix of Σ and λ = e h top (Σ) is its leading eigenvalue.
Fix M ≥ 1 large. For each n ≥ 1 large, let N = N n be such that
up to relatively small edge effectss (estimated in the proof below using lemma 4.2) and
up to relatively small errors (estimated in lemma 4.3 below).
Proof of ( ).
Lemma 4.1
uniformly on Σ where h = 
uniformly on Σ by (LLT).
Block splitting. (Σ,σ) and c ∶ S → R + . It will be convenient also to setĴ n (z) ∶= # σ −n {z}. Herê
• K n (x) ≤Ĵ n (σ n x) = #σ −n {σ n x} with equality if x is n-minimal.
It follows that for j ≥ 1,
For n ≥ 1 fixed and r ≥ 1, set
Lemma 4.2 ∃ η n , θ r ↓ 0 so that
Proof By the uniform convergence lemma ∃ θ r ↓ 0 such that
Suppose that J n (s) = e ±ηn λ n c(s) where
Since K n (x) ≤Ĵ n (σ n x) = O(λ n ), the lemma follows.
Lemma 4.3 For r ∈ N fixed, x ∈ Σ ′ and R > 0, as n → ∞:
Here, for A n , B n > 0, A n ≳ B n means lim n→∞
An
Bn ≥ 1 and ≲ B n means lim n→∞
and so
Here, σ n z = τ j σ n x and
We claim that for a.e. x ∈ Σ,
The claim (M) now follows from the Borel-Cantelli lemma.
In view of (M), we have by lemma 4.1 that for a.e. x:
].
The lemma follows from this.
Completion of the proof of ( ) Given 0 < ǫ < 1 3 ,
• use the uniform convergence lemma to fix r ǫ such that ∀ y ∈ Σ ′ , r ≥ r ǫ , e θr < 1 + ǫ where θ r is as in lemma 4.2, and
• fix J > e θr ∀ r ≥ 1 and for n ≥ 1 let L n = L n,ǫ ∶= ⌊log λ n 2JE(c)rǫ ⌋ and let r n = r n,ǫ be such that
(1 Σ×I )(x, 0).
whence for large n, r n > r ǫ and
and similarly
This proves ( ).
Proof that ( ) ⇒ the theorem.
Let Γ be as in §3 and write Γ = V V t where V ∶= U t M with U unitary and M > 0 diagonal.
Let ξ = (ξ 1 , . . . , ξ d ) where ξ 1 , . . . , ξ d are independent, identically distributed, Gaussian random variables with E(ξ j ) = 0, E(ξ 2 j ) = 1, then Z ∶= U t Mξ = V ξ is Gaussian with correlation matrix
Now suppose that ( ) holds. We'll show that for some a(n) ∝ n ℓ
By the asymptotic variance theorem,
Thus for n ∈ N & R > 0 both large enough and x ∈ A n (R) we have
Next, by (CLT),
Using Corollary 3.6.2 of [A1] , we obtain that
where m(F ) ∶= ∫ Σ×G F dm. §5 Application to exchangeability Let S = {0, 1, . . . , d − 1} and let Σ ⊂ S N be a mixing TMS. Define
As shown in [ADSZ] ,
Corollary 5.1 Suppose that Σ is almost onto, then (Σ, B(Σ), R, m) is an ergodic, probability preserving transformation and
Proof.
The random walk adic
over (Σ, F ♮ , τ ) is conservative and ergodic. Calculation shows that T Σ×{0} (x, 0) = (Rx, 0) whence (Σ, B(Σ), R, m) is an ergodic, probability preserving transformation. By the theorem, 1 a(n) S
where a(n) ∝ n (log n) (d−1) 2 (we absorbed the factor in a(n)). In particular, 1 a(n) S where b(n) = a −1 (n) ∝ n (log n) (d−1) 2 . §6 Chi squared laws for horocycle flows Let M 0 be a compact, connected, orientable, smooth, Riemannian surface with negative sectional curvature, and let T 1 M 0 denote the set of unit tangent vectors to M 0 . The geodesic flow on T 1 M 0 is the flow which moves a vector v ∈ T 1 M at unit speed along its geodesic.
Margulis [Mrg] and Marcus [Mrc] constructed a continuous flow
In the special case when M 0 is a hyperbolic surface, h is the stable horocycle flow. Properties (a) and (b) should be compared to the relation between the odometer and the left shift. A Z D -cover of M 0 is a surface M together with a continuous map p ∶ M → M 0 such that p is a local isometry at every point, the group of deck transformations G ∶= {A ∶ M → M D an isometry s.t. p ○ A = p} is isomorphic to Z D , and for every x ∈ M 0 , p −1 (x) is a G-orbit of some point in M.
The flows g, h ∶ T 1 M 0 → T 1 M 0 lift to flows g, h ∶ T 1 M → T 1 M which commute with the elements of G, and which satisfy (a),(b). Now (a) and (b) could be compared to the relation between the HIK transformation and a Z D -skew-product over the left shift map [Po] .
The locally finite ergodic invariant measures for h are described in [BL] and [S] . There are infinitely many, but only one up to normalization, is non-squashable [LS] . This measure, which we call m 0 , is rationally ergodic, and it is invariant under the action of the geodesic flow and the deck transformations.
We choose a normalization for m 0 as follows. Let M 0 be a connected pre-compact subset of M s.t. p ∶ M 0 → M 0 is one-to-one and onto, then we normalize m 0 so that m 0 [T 1 M 0 ] = 1.
The following can be extracted from [LS] :
