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We compute linear and quadratic static density response functions of three-dimensional Yukawa liquids by
applying an external perturbation potential in molecular dynamics simulations. The response functions are also
obtained from the equilibrium fluctuations (static structure factors) in the system via the fluctuation-dissipation
theorems. The good agreement of the quadratic response functions, obtained in the two different ways, confirms the
quadratic fluctuation-dissipation theorem. We also find that the three-point structure function may be factorizable
into two-point structure functions, leading to a cluster representation of the equilibrium triplet correlation function.
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I. INTRODUCTION
The response of many-particle systems to external pertur-
bations has been a topic of continuous interest. The linear
fluctuation-dissipation theorem (FDT) establishes a relation-
ship between equilibrium two-point correlations in a system
and its linear response to a small external perturbation. With
increasing amplitude of perturbation, however, the response of
the system may become nonlinear, in which regime the second-
or higher-order (nonlinear) response functions play a role. An
extension of the conventional FDT to this regime, the quadratic
fluctuation-dissipation theorem (QFDT), formulated first some
time ago by Golden, Kalman, and Silevitch [1] and Sitenko
[2], establishes a relationship between the quadratic response
functions and the equilibrium three-point correlations. The
logical extension of the FDT providing the fundamental link
between the nth-order response functions (nonequilibrium
transport coefficients) and their companion (n + 1)-point
equilibrium correlations of fluctuating quantities leads to the
notion of the hierarchy of nonlinear fluctuation-dissipation
theorems. This has become a topic studied by a number of
investigators representing a wide range of disciplines, most
notably, condensed matter and plasma physics [1,3], nonlinear
optics [4], high-energy physics [5], chemistry [6], statistical
physics [7], and many-body physics [8]. However, while the
linear FDT is well established and thoroughly tested, the
testing of the quadratic FDT, either experimentally or via
simulations, has been missing so far. Addressing this issue
is the motivation for this work.
A concrete system, which we will focus on, is the one-
component plasma-like model, in which particles interact via
a screened Coulomb (Debye-Hu¨ckel or Yukawa) potential
(Yukawa system). Classical physical systems lending them-
selves to the approximation of the interaction by such a
potential are charged colloids [9] and dusty (complex) plasmas
[10]. In SI units, the interparticle potential reads
φ(r) = Q
4πε0
exp(−r/λD)
r
, (1)
*Corresponding author: donko.zoltan@wigner.mta.hu
where Q is the charge of the particles, and λD is the screening
(Debye) length. The ratio of the interparticle potential energy
to the thermal energy is expressed by the coupling parameter
 = Q
2
4πε0akBT
, (2)
where T is temperature. We introduce the screening parameter
κ = a/λD , where a = (3/4πn)1/3 is the Wigner-Seitz radius,
and n is the particle number density. We investigate the
system in the strongly coupled liquid phase (  1), where a
prominent liquid structure builds up. It is not the subject of our
studies, but we note that the system turns into a crystal when
the coupling parameter reaches a certain value that depends on
the screening parameter [11]. In the following, we investigate
the static linear and quadratic longitudinal responses of the
Yukawa system and the related equilibrium two-point and
three-point correlations.
We note that besides the well-known two-point correla-
tion functions of the model system considered here, three-
point correlation functions have been studied in two- and
three-dimensional one-component plasmas [12], in a two-
dimensional dusty plasma layer [13], as well as in confined
particle clusters characterized by Yukawa and Coulomb
interparticle potentials [14].
We adopt the molecular dynamics (MD) simulation ap-
proach for our investigations. The effect of an external poten-
tial can be implemented in the simulation in a straightforward
manner: in addition to the interparticle forces, each particle
is exposed to an external force Fext(r) = −∇ ˆ(r). (Variables
marked with a “hat” correspond to external quantities, which
are distinguished from total quantities; e.g., the total electric
field is composed of an external field plus the polarization
field.) The external potential energy ˆ(r) results in the
development of a perturbed density profile of the plasma:
n(r) = n0 + n˜(r), (3)
which is linked to the external perturbation via the density
response function. In general, the deviation n˜(r) from the
homogeneous density n0, in the Fourier (wave number) space
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is given by the following perturbation series:
〈n˜(k0)〉 =
∞∑
s=1
{
1
V s−1
∑
k′,k′′,...,k(s)
χˆ (s)(k′,k′′, . . . ,k(s))
× ˆ(k′) ˆ(k′′) . . . ˆ(k(s))δk′+k′′+···+k(s)+k0,0
}
,
(4)
where V is the volume of the system, χˆ (s)(k′,k′′, . . . ,k(s)) is the
sth-order external response function, and 〈〉 denotes ensemble
average.
Measuring the perturbed density profile 〈n(r)〉 induced by
a given external potential energy ˆ allows us to determine the
response function χˆ . Our goal is to determine the linear and
quadratic response functions, χˆ (1)(k1) and χˆ (2)(k1,k2). Finding
the linear χˆ (1)(k1) — a function of a single variable — can be
done with relative ease. In the quadratic case, however, we
deal with a large-parameter space of three scalar variables
k1 and k2, and the angle between k1 and k2. Rather than
attempting to address the immense task of mapping the entire
parameter space we restrict the simulation to analyzing a few
representative one-parameter samples: we apply (i) a single
harmonic perturbation and (ii) a superposition of two harmonic
perturbations (a “biharmonic perturbation”), such that k1 and
k2 are related to each other by a few chosen constraints. We
trust that sufficient information is gained in this way to reveal
the salient features of the problem.
II. THEORETICAL BACKGROUND
In this section we will establish the connection between
the external perturbation potential (energy) and the induced
density response. In the case of the harmonic perturbation the
derivation is given in details, for the biharmonic case these
details are omitted.
A. Fluctuation-dissipation theorems
The linear FDT connects the linear response function with
the static structure function through the relationship
χˆ (1)(k1) = −βn0S(k1), (5)
while the quadratic FDT establishes a relationship between
the quadratic response function and the second-order structure
function:
χˆ (2)(k1,k2; k0) = β
2n0
2
S(k1,k2; k0), (6)
where
k1 + k2 + k0 = 0. (7)
Here β = 1/kT .
The S(k1) and S(k1,k2) static structure functions are
defined as
S(k1) = 1
N
〈n(k1,t)n(−k1,t)〉 (8)
and
S(k1,k2; k0) = 1
N
〈n(k1,t)n(k2,t)n(k0,t)〉, (9)
where N is the number of particles, n(k,t) is the microscopic
density in Fourier space,
n(k,t) =
N∑
j=1
e−ik·rj (t), (10)
and 〈〉 denotes ensemble averaging. Based on the ergodicity
of the system, in molecular dynamics simulations these
ensemble averages can be replaced by time averages. In
our calculations of the static structure functions, actually,
both types of averaging are applied: (i) we carry out several
independent simulation runs in which time-averaging is used,
and (ii) obtain the final results via averaging of the results
of these independent simulations, corresponding to ensemble
averaging.
A corollary to the FDT-s is a relationship between the
static structure functions and the correlation functions of
the system. We start with the conventionally defined two-
particle and three-particle distribution functions, g(r1,r2) and
g(r1,r2,r3), and define the respective two-particle and three-
particle correlation functions by
g(r1,r2) ≡ g(r12) = 1 + h(r12) (11)
and
g(r1,r2,r3) ≡ g(r12,r23)
= 1 + h(r12) + h(r23) + h(r31) + h(r12,r23).
(12)
Their Fourier transforms are linked to the respective structure
functions by the well-known linear,
S(k1) = 1 + n0h(k1), (13)
and quadratic [1],
S(k1,k2; k0)
= 1 + n0[h(k1) + h(k2) + h(k0)] + n20h(k1,k2), (14)
relationships.
Strictly speaking, the above FDT Eqs. (5) and (6) and
definition Eqs. (4), (8), (9), (13), and (14) are valid only as
long as all the wavenumber variables differ from zero. In the
ki = 0 domains the linear and quadratic response functions and
the two- and three-point structure functions exhibit a singular
behavior. In the following, we are interested in perturbations
and responses at finite k values only: consequently the question
of what happens at ki = 0 will be ignored.
We note that the static structure functions and their
dynamical counterparts are of paramount importance in studies
of the structure and dynamics of matter and associated
transport processes. Scattering of electrons, neutrons, and
x-ray radiation allows retrieving information about the struc-
ture functions in substances ranging from liquids (see, e.g.,
Refs. [15,16]) to glasses (see, e.g., Ref. [17]) and dense
plasmas (see, e.g., Refs. [18–21]).
B. Harmonic perturbation
Here we will derive the response of the system to a form of
external potential:
ˆ(r) = cf0 cos(k1 · r). (15)
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In this form, f0 is the strength of perturbation, while c is
an additional normalization parameter that ensures that the
maximum of the external force at f0 = 1 equals the force
acting between two charged particles separated by a distance
r = a.
To derive the spatial form of the perturbed density profile
we consider the perturbation series Eq. (4) truncated to second
order:
〈n˜(k0)〉 = χˆ (1)(k0) ˆ(k0)
+ 1
V
∑
k′
χˆ (2)(k′,−k0 − k′) ˆ(k′) ˆ(−k′ − k0).
(16)
Using
ˆ(k) = cf0V
2
[δk,−k1 + δk,k1 ], (17)
Eq. (16) gives after inverse Fourier transform
〈n˜(r)〉 = cf0
2
[χˆ (1)(k1)eik1·r + χˆ (1)(−k1)e−ik1·r]
+ c
2f 20
4
{[χˆ (2)(−k1,k1) + χˆ (2)(k1,−k1)]
+ χˆ (2)(−k1,−k1)ei2k1·r + χˆ (2)(k1,k1)e−i2k1·r}.
(18)
The QFDT requires that the response functions remain
invariant with respect to the permutation of all their arguments
(k1,k2,k0); i.e., that they obey a triangle symmetry. Making use
of this invariance and the invariance of the response functions
with respect to spatial reflection, Eq. (18) can be rewritten to
the following form:
〈n˜(r)〉 = cf0χˆ (1)(k1) cos(k1 · r)
+ c
2f 20
2
[χˆ (2)(k1,−k1) + χˆ (2)(k1,k1) cos(2k1 · r)].
(19)
We note that following a similar approach and expecting
that the higher-order response functions obey a similar
permutation symmetry the higher-order contributions to the
perturbed density profile can be derived as well. Here we give
these contributions (without their derivation), up to 4th order:
〈n˜(r)〉(1) = cf0χˆ (1)(k1) cos(k1 · r) (20)
〈n˜(r)〉(2) = c
2f 20
2
[χˆ (2)(k1,−k1) + χˆ (2)(k1,k1) cos(2k1 · r)]
(21)
〈n˜(r)〉(3) = c
3f 30
4
[3χˆ (3)(k1,k1,−k1) cos(k1 · r)
+ χˆ (3)(k1,k1,k1) cos(3k1 · r)] (22)
〈n˜(r)〉(4) = c
4f 40
8
[3χˆ (4)(k1,k1,−k1,−k1)
+ 4χˆ (4)(k1,−k1,−k1,−k1) cos(2k1 · r)
+ χˆ (4)(k1,k1,k1,k1) cos(4k1 · r)]. (23)
The first-order term, Eq. (20), is used for the calculation
of the linear response function χˆ (1), while the second-order
term, Eq. (21), is used for the calculation of the quadratic
response function χˆ (2) in the diagonal direction (i.e. having
identical wave numbers as the arguments). The second-order
term contains the second harmonic with wave number vector
k0 = 2k1, as well as a “DC contribution” χˆ (2)(k1,−k1). For
this latter term k0 = 0, so it belongs to the domain of singular
behavior (see our comment at the end of Sec. II A). Also, as
the conservation of particle number in the simulation excludes
the appearance of any DC contribution, this term (and similar
higher-order counterparts) will be ignored.
C. Biharmonic perturbation
Here we investigate the effect of two independent pertur-
bations with different wave numbers (but equal amplitudes)
acting simultaneously on the system; i.e.,
ˆ(r) = cf0
2
[cos(k1 · r) + cos(k2 · r)]. (24)
The perturbed density profile can be determined using the same
approach as detailed above. The density profile up to second
order is the following:
〈n˜(r)〉 = cf0
2
[χˆ (1)(k1) cos(k1 · r) + χˆ (1)(k2) cos(k2 · r)]
+ c
2f 20
8
[χˆ (2)(k1,−k1) + χˆ (2)(k2,−k2)]
+ c
2f 20
4
[χˆ (2)(k1,k2) cos((k1 + k2) · r)
+ χˆ (2)(k1,−k2) cos((k1 − k2) · r)]
+ c
2f 20
8
[χˆ (2)(k1,k1) cos(2k1 · r)
+ χˆ (2)(k2,k2) cos(2k2 · r)]. (25)
The first term in this equation is the sum of the linear
responses to the two parts of the perturbing potential. Similarly
to the single harmonic case, the next term would give a
DC contribution; however, this term is ignored based on
the arguments given above. It is the third term, containing
cos[(k1 ± k2) · r], that can be used in the “measurements” of
the quadratic response function χˆ (2) with arguments k1 = k2.
Finally, the last term would allow the determination of χˆ (2)
in the diagonal direction, which can be done as well using
the single harmonic perturbation, as described in the previous
subsection.
III. SIMULATIONS
A. Simulation methods
Molecular dynamics (MD) simulations have been used
extensively in the calculations of static properties, transport
coefficients, collective excitations, as well as instabilities in
strongly coupled Yukawa liquids (see, e.g., Refs. [22–34]).
Here we use a standard MD method to describe our three-
dimensional Yukawa liquid [35]: we simulate the motion
of N = 16 000 particles, within a cubic box with periodic
boundary conditions, via the integration of their Newtonian
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equations of motion. The spatial decay of the Yukawa
interaction makes it possible to introduce a cutoff distance
in the calculation of the forces acting on the particles, beyond
which the interaction of particle pairs can be neglected. For
our conditions rcutoff ≈ 10.2a. Time integration is performed
using the velocity-Verlet scheme. At the initialization of the
simulation runs the positions of the particles are set randomly,
while their initial velocities are sampled from a Maxwellian
distribution corresponding to a specified system temperature.
The simulations start with a thermalization phase, during
which the particle velocities are rescaled in each time step,
in order to reach the desired temperature. This procedure
is stopped before the data collection takes place, where the
stability of the simulation is confirmed by monitoring the
temperature as a function of time.
We employ two types of simulations: with and without
external perturbation. In both types of simulations measure-
ments are taken on equilibrated systems. To distinguish the
two approaches we shall call them unperturbed MD (UMD)
and perturbed MD (PMD) simulations. UMD simulations are
used for the computation of the pair correlation function h(r),
as well as the static structure factor S(k1) and its quadratic
counterpart S(k1,k2). These quantities are derived from the
phase-space trajectories of the particles according to Eqs. (8)
and (9). In the PMD simulation runs the (harmonic or bihar-
monic) external potential is applied from the beginning of the
simulation, both during the thermalization and measurement
phases. In these simulations the primary goal is to measure the
spatial density distribution of the particles, 〈n(r)〉.
In all investigated cases the wave number dependence of the
response functions is scanned in a sequence of simulation runs,
in a way that the amplitude of the perturbation (f0) is varied to
result for each k in a ∼=10% modulation of the density profile
via the linear response. The contribution of the quadratic
response is typically one order of magnitude smaller, but the
quadratic response functions can be still determined from these
density profiles with an acceptable accuracy. The limitations of
our method appear at low wave numbers, where the response
of the system is weak, and, therefore, a high amplitude of
the external potential energy needs to be used to induce an
appreciable density modulation. For these conditions we have
observed that s > 2 order responses also contribute to the
induced density profiles and invalidate the assumptions used
in our data analysis procedures. Our data analysis still gives
χˆ ∼= 0 values in this domain, as the linear response is weak,
but the accuracy of the data here is inferior, compared to that
in the domain of higher wave numbers, where an appreciable
response appears. Analysis of the responses of different orders
as a function of the perturbation amplitude f0 at selected values
of the wave number confirmed the correctness of our data
acquisition procedure in the ka  2 range.
B. Harmonic perturbation
The determination of the linear response function χˆ (1)(k1)
and the quadratic response function in the diagonal direction
χˆ (2)(k1,k1) is based on Eqs. (20) and (21). In the MD
simulations we set the wave number vector to point into the
x direction, i.e., k1a = (k1,0,0)a, and as a result we obtain
the 〈n(x)〉 profile. In Fig. 1 we illustrate this profile for
FIG. 1. (Color online) The normalized density distribution of
the system in case of a harmonic external potential with k1a =
(35,0,0)kmina. (a) Total density response; (b) the nonlinear part of
the response. The plots show only a part of the simulation box.
k1a = (35,0,0)kmina, where kmina = 2πa/L = 0.155 is the
minimum accessible wave number defined by the edge length
L of the simulation box. The amplitude of the external potential
energy was set in a way to result a ∼=10% modulation of the
density profile, as explained above.
The density response shown in Fig. 1(a) is very close to har-
monic, but a slight asymmetry can be observed: the maximum
positive deviation from uniform density is somewhat higher
than the maximum negative deviation. Figure 1(b) shows the
nonlinear part, which is the sum of higher-order responses,
dominated by (and is assumed in our data acquisition proce-
dures to originate exclusively from) the second-order response.
This profile is quite noisy, despite the fact that averaging
of the density profiles proceeds during 200 000 time steps
in the simulations. Nonetheless, the amplitudes of the first-
and second-harmonic content of the (total) 〈n(x)〉 distribution
can be obtained with reasonable accuracy, as this procedure
involves a spatial integration of the profile.
The linear and quadratic response functions (assuming that
higher-order terms have negligible contributions due to the
proper choice of f0, that ensures a ≈10% density perturbation
via the linear term) are readily obtained as
χˆ (1)(k1) = A1
cf0
, (26)
χˆ (2)(k1,k1) = 2A2
c2f 20
, (27)
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FIG. 2. (Color online) Normalized linear response functions
−χˆ (1)(k1)/βn0 obtained from the PMD simulations (symbols), in
comparison with the static structure factors S(k1) resulting from UMD
simulations (lines) for the  values indicated, κ = 1.
where A1 and A2, respectively, are the amplitudes of the
first- and second-harmonic contributions (mentioned above)
to 〈n(x)〉. The full wave number dependence of χˆ (1) and
χˆ (2) is scanned by carrying out a series of simulations with
k1 = mkmin, where m = 1,2, . . . ,65.
Figure 2 shows the normalized form of the linear response
function, −χˆ (1)(k1)/βn0, which, according to the linear FDT,
has to equal the static structure function S(k1). Indeed, we find
an excellent agreement between the two sets of data, obtained
from the UMD on the one hand and from the PMD simulations
on the other, for all the coupling parameter values covered.
The calculation of the static structure function S(k1) in an
alternative manner, via the Fourier transform of the equilibrium
pair correlation function, h(r), has yielded identical results.
Figure 3(a) shows, for  = 50 and κ = 1, the normalized
form of the quadratic response function, 2χˆ (2)/β2n0, which,
according to the quadratic FDT has to equal the static structure
FIG. 3. (Color online) (a) Normalized quadratic response func-
tion 2χˆ (2)(k1,k1)/β2n0 obtained from the PMD simulations (sym-
bols), in comparison with the static structure factor S(k1,k1) resulting
from an UMD simulation (line), for  = 50, κ = 1. The error
bars indicate ±2 standard deviations of the UMD data obtained
via averaging 60 independent simulation runs. (b) Dependence
of 2χˆ (2)(k1,k1)/β2n0 on the coupling parameter , at κ = 1.
(c) Amplitudes B2 of 2χˆ (2)(k1,k1)/β2n0 and B1 of S(k1) [equivalent
to −χˆ (1)(k1)/βn0], as well as its square, B21 , as a function of , at
(k1a)∗ = 28kmina = 4.34 (position of the first peak of the functions).
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function S(k1,k1). A convincing agreement between the two
sets of data has been found here as well, although the quadratic
data sets are more noisy compared to the linear case. This
results from the facts that (i) the higher-order perturbation of
the density, 〈n˜(r)〉(2), is about an order of magnitude smaller
than the linear term, and that (ii) in the UMD the collection
of the data for S(k1,k1) is more time consuming compared to
the case of S(k1). We note that about 3 years of CPU time was
devoted (using ∼50 CPUs) to the direct generation of S(k1,k1)
via UMD simulations. The generation of each of the 65 data
points with the PMD took 5 days of CPU time (total CPU time
∼1 year).
The UMD data shown in Fig. 3(a) are results of averaging
NR = 60 independent simulation runs. First we calculate the
standard deviation, σ , of the results of individual simulations,
and then we estimate the standard deviation of the averaged
data as σ ∗ = σ/√NR . Figure 3(a) shows ±2σ ∗ as error bars,
which represents the 95% confidence interval for the averaged
data.
Comparison of the above run times indicates that the PMD
is more efficient to generate the quadratic response function,
compared to the calculation that proceeds via the unperturbed
simulations for the static structure function. Therefore, we
have only used the PMD method to study the dependence of
χ (2)(k1,k1) on , as shown in Fig. 3(b). The amplitudes B1 and
B2 of the linear and quadratic response functions, respectively,
have been calculated for additional  values at the peak
position, (k1a)∗ ∼= 4.34, and are presented in Fig. 3(c). (The
B1 values originate from UMD calculations, while data for B2
have been obtained in PMD calculations.) Both amplitudes
increase with increasing , as expected, due to the more
prominent structure at higher coupling values. Additionally,
we find an unexpected agreement B21 ∼= B2, which suggests
that the quadratic structure function can be factorized in terms
of linear structure functions. This property will be examined
in more details later.
C. Biharmonic perturbation
Using a biharmonic external potential energy ˆ(r) =
ˆ0[cos(k1 · r) + cos(k2 · r)] allows us to determine the
quadratic response function in non-diagonal directions. To
determine the response function we measure the amplitude
of the following harmonic term of (25):
c2f 20
4
χˆ (2)(k1,k2) cos[(k1 + k2) · r]. (28)
In the following we shall discuss two cases.
The first is a special case when the wave number arguments
of χˆ (2) are parallel, and k2 = 2k1. To generate a proper
response of the system we apply an external potential with
wave vectors directed into the x direction, and use scalar
quantities correspondingly, i.e., k2 = 2k1, with k1a = mkmina.
The emerging perturbed density distribution for k1a =
25kmina is illustrated in Fig. 4. The perturbation of the density
distribution is dominated by the linear contributions, according
to the first term of Eq. (25). It is the small deviation (similar
in relative magnitude to that seen in Fig. 1) of 〈n˜(x)〉 from this
term that is due to the second-order response [see Fig. 4(b)].
The resulting normalized quadratic response function
2χˆ (2)(k1,2k1)/β2n0 obtained from the PMD simulations, in
FIG. 4. (Color online) (a) Perturbed density distribution of the
system in case of a biharmonic external potential with k1a = 25kmina
and k2a = 2k1a. (b) The nonlinear part of the perturbed density. The
plots show only a part of the simulation box.
comparison with the static structure factor S(k1,2k1) resulting
from an unperturbed simulation is plotted in Fig. 5, for  = 50
and κ = 1. A good agreement between the two data sets
is obtained in this case as well, as in the diagonal case
analyzed earlier. Note, however, the remarkable feature that
2χˆ (2)(k1,2k1)/β2n0 is quite similar to the 2χˆ (2)(k1,k1)/β2n0
in Fig. 3(a). This feature further suggests that the quadratic
structure function can be factorized in terms of linear structure
functions.
In the second, more general case, we take k1a = (m +
5,10,0)kmina and k2a = (m − 5,0,0)kmina, with m being
an integer number. The angle of the two wave number
vectors, as a function of m (m = ±5) varies as α =
arccos(1/
√
1 + 100/(m + 5)2). Figure 6 displays, as an ex-
ample, the emerging perturbed density distribution for k1a =
(35,10,0)kmina and k2a = (25,0,0)kmina. The resulting nor-
malized quadratic response function 2χˆ (2)(k1,k2)/β2n0 ob-
tained from the PMD simulations, in comparison with the static
structure factor S(k1,k2) resulting from an UMD simulation is
plotted in Figure 7. A good agreement is again found between
the two sets of data, verifying the quadratic FDT for a more
general case.
Errors of the calculated response functions originate from
two sources: (i) from omitting the contributions of higher-order
response functions to the perturbed density profiles used for
the determination of the linear and quadratic response, and
(ii) from the statistical noise of the simulations. The first of
these sources is estimated to be at the 1% level, ensured by
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FIG. 5. (Color online) Normalized quadratic response function
2χˆ (2)(k1,2k1)/β2n0 obtained from the PMD simulations (symbols),
in comparison with the static structure factor S(k1,2k1) resulting from
an UMD simulation. The error bars indicate ±2 standard deviations
of the UMD data obtained via averaging 120 independent simulation
runs.  = 50, κ = 1.
using a low degree of perturbation in the ka  2 domain.
The statistical errors of the simulation are estimated to be at
the 1% level in the case of the first-order structure functions
and responses, and to be at the 10% level in the case of the
second-order structure functions and responses. Improving the
latter is a technical issue, using a bigger system size and longer
simulations the statistical noise can be suppressed.
D. Factorization and correlation functions
We have noted before that the structures found in the cases
studied suggest that S(k1,k2; k0) can be factorized in terms of
linear structure functions:
S(k1,k2; k0) ∼= S(k1)S(k2)S(k0), (29)
FIG. 6. (Color online) The perturbed density distribution of the
system in case of a biharmonic external potential, at k1a =
(35,10,0)kmina and k2a = (25,0,0)kmina.  = 50, κ = 1.
FIG. 7. (Color online) Normalized quadratic response function
2χˆ (2)(k1,k2)/β2n0 obtained from the PMD simulations, in compari-
son with the static structure factor S(k1,k2) resulting from an UMD
simulation. The error bars indicate ±2 standard deviations of the
UMD data obtained via averaging 125 independent simulation runs.
k1a = (m + 5,10,0)kmina and k2a = (m − 5,0,0)kmina,  = 50,
κ = 1.
with k0 + k1 + k2 = 0. To see this, we calculate the “factor-
ization ratio,”
RS(k1,k2) = S(k1,k2; k0)
S(k1)S(k2)S(k0)
, (30)
for the cases examined above: (i) S(k1,k1), (ii) S(k1,2k1), and
(iii) k1a = (m + 5,10,0)kmina and k2a = (m − 5,0,0)kmina.
[In cases (i) and (ii) the wave number points in the x direction,
as earlier.] The data obtained for RS in UMD simulations are
plotted in Fig. 8. Despite the relatively large scatter of the
data it is obvious that the factorization ratio is nearly 1.0.
These data unambiguously show that the quadratic structure
function can be reasonably well factorized in terms of linear
structure functions, at least for the given coupling-screening
parameter pair. However, a few caveats are in order. First,
the increasing deviation from RS ∼= 1 toward low wave
numbers may originate from the lack of accurate data at
small k values, aggravated by the division by the linear S(k)
functions, which are close to zero at k → 0 and, therefore,
are rather unreliable. Nevertheless, there seems to be a trend
toward the breakdown of the factorization for small wave
numbers. Second, there are theoretical constraints that limit
the factorizability of S(k1,k2; k0): foremost amongst these is
the quadratic compressibility sum rule (QCSR) established in
Ref. [36]. This sum rule that applies in the k1 → 0, k2 → 0,
k0 → 0 limit, can be compared with the behavior ensuing
from the factorized expression, governed by the conventional
compressibility sum rules obeyed by the linear S(k1), etc.
As shown in the Appendix in more detail, what ensues from
these considerations is that factorization in the k → 0 limit is
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FIG. 8. (Color online) Factorization ratio RS as a function of
wave number, for = 50, κ = 1. In the case ofS(k1,k1) andS(k1,2k1)
the data are plotted as a function of k1a, while for the more general
case S(k1,k2) the data are plotted as a function of k2a.
possible only as long as the equation of state (EOS) contains
O(n) and O(n2) terms only. The former corresponds to the
case of the perfect gas, the second encompasses the Hartree
EOS, which is the leading term in the EOS of a Yukawa
system. Correlational contribution to the EOS, which for high
 values scales as n [37], i.e., O(n4/3), would violate the
QCSR condition.
Finally, even though the factorization formula, Eq. (29),
is not entirely new [it can be readily shown from Ref. [38]
to be exact in the random phase approximation (RPA) limit],
here we are dealing with a strongly correlated system whose
behavior is not described by the RPA.
The factorization property in conjunction with Eq. (14)
leads to a closed (albeit approximate) expression for the hith-
erto unknown h(r12,r23) irreducible three-particle correlation
function for a strongly coupled Yukawa system. From
h(k1,k2) = h(k1)h(k2) + h(k2)h(k0)
+ h(k0)h(k1) + n[h(k1)h(k2)h(k0)], (31)
we find
h(r12,r23)
= n
[∫
d3r4h(r14)h(r42) +
∫
d3r4h(r24)h(r43)
+
∫
d3r4h(r34)h(r41) +
∫
d3r4h(r14)h(r24)h(r34)
]
.
(32)
To the best of our knowledge, the above cluster representa-
tion is the first reliable information obtained for the structure
of h(r12,r23) in a strongly coupled environment. Note the
absence of simple Kirkwood-like real space clusters, such
as the h(r12)h(r23), etc., or h(r12)h(r23)h(r31) products. The
appearance of k-space clusters of the Eq. (31) type seems to be
exact in the weak-coupling limit (see Appendix), as this latter
is understood in the context of Coulomb systems. Whether
that expansion would apply to a Yukawa system, with smaller
screening length, or, in general, at smaller distances, that is
an open question we wish to investigate. However, it is quite
conceivable that under these conditions the Kirkwood-type
real space cluster structure becomes relevant. The dependence
on  and κ has not been investigated, a study that covers a
wide range of these parameters is planned to be carried out.
IV. SUMMARY
In this paper we have investigated the linear and non-
linear density responses of three-dimensional strongly cou-
pled Yukawa liquids to external potential perturbations. The
response functions were determined in PMD simulations.
Applying a single harmonic perturbation allowed to mea-
sure the linear response function χˆ (1)(k) and the quadratic
response function in the diagonal direction in wave number
space, χˆ (2)(k,k). Using a biharmonic perturbation allowed the
determination of the quadratic response function with arbitrary
arguments, χˆ (2)(k1,k2).
Parallel to the PMD simulations we have also carried out
unperturbed (UMD) simulations to determine the static struc-
ture functions S(k1) and S(k1,k2), linked with the response
functions via the linear and quadratic FDTs. The agreement
of the results in the linear case verified our PMD simulation
method, while the agreement of the results in the quadratic
case confirmed the quadratic FDT.
At  = 50 and κ = 1 pair of parameters, where we
have performed a detailed study of the k-dependence of
S(k1,k2); it was found that the quadratic structure functions
can be reasonably well factorized in terms of linear structure
functions. As a result, we have obtained a closed expression
for the irreducible three-particle correlation function h(r12,r23)
in terms of cluster integrals of the two-particle correlation
functions.
The PMD approach has proven to be computationally more
efficient in generating response functions of strongly coupled
plasmas, compared to the UMD approach that proceeds via
the generation of equilibrium static structure functions. Our
method is also applicable to the calculation of higher-order
(>2) response functions; however, such computations are fore-
seen to be rather demanding due to the decaying amplitudes of
the higher-order contributions to the perturbed density profiles.
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APPENDIX
The compressibility sum rules for the linear screened and
external density response functions state that
χ (k → 0) = −n0
K
, (A1)
χˆ (k → 0) = − n0
Kε(k → 0) , (A2)
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where K = (∂P/∂n0)T is the inverse isothermal compressibil-
ity. The compressibility rule [36] for the quadratic screened
density response function is
χ (k1 → 0,k2 → 0) = n02K2
[
1 − n0
K
∂K
∂n0
]
. (A3)
Conversion to the external response function χˆ (k1 → 0,k2 →
0) and trading that for S(k1 → 0,k2 → 0; k0 → 0), via the
QFDT gives
S(k1 → 0,k2 → 0; k0 → 0)
= 1
β2K2
[
1 − n0
K
∂K
∂n0
]
1
ε(k0 → 0)ε(k1 → 0)ε(k2 → 0) .
(A4)
Equating the left-hand side of Eq. (A3) to the triple cluster
formula
S(k0 → 0)S(k1 → 0)S(k2 → 0)
= 1
β3K3ε(k0 → 0)ε(k1 → 0)ε(k2 → 0) (A5)
[derived from Eq. (A2) and the linear FDT] then yields the
consistency requirement:
β
∂K
∂n0
= β
n0
K − 1
n0
. (A6)
This condition is satisfied insofar as the equation of state can
be approximated as
P = C0n + C1n2, (A7)
which is certainly correct within the Hartree approximation.
For any other structure, the factorization must be regarded as
a (probably reasonable) approximation.
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