The loop O(n) model is a family of probability measures on collections of nonintersecting loops on the hexagonal lattice, parameterized by (n, x), where n is a loop weight and x is an edge weight. Nienhuis predicts that, for 0 ≤ n ≤ 2, the model exhibits two regimes: one with short loops when x < x c (n), and another with macroscopic loops when x ≥ x c (n), where x c (n) = 1 2 + √ 2 − n. In this paper, we prove three results regarding the existence of long loops in the loop O(n) model. Specifically, we show that, for some δ > 0 and any (n, x) ∈
Introduction
Model. The loop O(n) model is a model for non-intersecting loops on the hexagonal lattice H, parameterized by a loop weight n ≥ 0 and an edge weight x > 0, and defined as follows: A loop configuration is a spanning subgraph of H in which every vertex has even degree (see Figure 1 ). Note that a loop configuration can a priori consist of loops (i.e., subgraphs which are isomorphic to a cycle) together with isolated vertices and biinfinite paths. For a subgraph D of the hexagonal lattice H and a loop configuration ξ, Background. The loop O(n) model contains other notable models of statistical mechanics models as special cases -e.g. the Ising model (n = 1), critical percolation (n = x = 1), the dimer model (n = 1, x = ∞), self-avoiding walk (n = 0), Lipschitz functions (n = 2), proper 4-colorings (n = 2, x = ∞), dilute Potts (n = √ q, q integer), and the hard-hexagon model (n → ∞, nx 6 → λ). Furthermore, the model serves as an approximate graphical representation of the spin O(n) model, conjectured to be in the same universality class, which was the original motivation for its introduction [11] . See [34] for a recent survey on both O(n) models.
A tantalizing 1982 prediction of Nienhuis [31] , with later refinements [30, 6] , [26, Section 5.6] , [38, Section 2.2] , is that the model exhibits macroscopic loops (i.e. loops surrounding balls of radius comparable to that of the domain) when n ≤ 2 and x ≥ x c (n) = 1 2 + √ 2 − n , (1.1) and has a conformal-invariant scaling limit CLE κ , where κ = κ(n, x) may take all values in [8 3, 8] . For all other parameter values, the length of the loop passing through a given vertex is expected to have exponential tails, uniformly in the domain and vertex. Mathematical progress on the predictions is still quite limited. Conformal invariance has only been obtained in the classical cases of the critical Ising model (n = 1, x = 1 √ 3 ) [39, 10, 9] and critical site percolation on the triangular lattice (n = x = 1) [37] . The rest of the 
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√ n n > > 2 F K G r e g i o n [38] [36] Figure 2 : The predicted phase diagram for the loop O(n) model. The critical line x c separating the regime of exponential decay from the regime of macroscopic loops is plotted in bold. The region n ≥ 1, x ≤ 1 √ n where a dichotomy between the two behaviors is proved is denoted FKG region. Orange lines show regions where exponential decay is proved. Red dots or lines mark regions where macroscopic loops are proven to occur. The results of this paper are indicated in blue: macroscopic loops are established in the filled area, while exponential decay is ruled out in the dashed area and segments. Picture adapted from Glazman-Manolescu [21] .
progress is restricted to studying coarser properties of the loop structure, as summarized by Figure 2 and detailed below.
As mentioned above, loop lengths are predicted to follow one of two types of behaviors, according to the value of n and x: either macroscopic loops appear, or the length of loops has exponential tail decay. However, other behaviors have not been ruled out in general. Recently, such a dichotomy has been established in the parameter range n ≥ 1, x ≤ 1 √ n [12] . The only two cases where the loop O(n) model was shown to exhibit a phase transition at x = x c (n) are n = 1 (Ising model) and n = 0 (self-avoiding walk). Exponential decay in the low-temperature Ising model (x < 1 √ 3) [1] and existence of infinitely many loops around each vertex (in the unique Gibbs measure) for the critical and high-temperature Ising model (1 √ 3 ≤ x ≤ 1) are classical. In the latter case, emergence of macroscopic loops follows from a general Russo-Seymour-Welsh (RSW) theory developed in [41] (or, alternatively, from the above dichotomy result). Recently, RSW theory was extended to a small interval in the antiferromagnetic regime (1 < x < 1+ε) [3] . The critical point of the self-avoiding walk on the hexagonal lattice was proven to equal 1 2+ √ 2
in the celebrated work [15] . The walk was shown to scale to a straight line segment for smaller x [25] , and to be space-filling for larger x [17] .
The results known beyond the cases n = 0, 1 are as follows. Exponential decay was established when either n > 0, x < (as well as Russo-Seymour-Welsh type estimates) was recently shown to occur on the line x = x c (n) for 1 ≤ n ≤ 2 [12] and also at n = 2, x = 1 [22] (uniform Lipschitz functions).
Results. Existence of macroscopic loops has been established only in the rather sparse set of parameters discussed above. In fact, away from this set, even the seemingly modest goal of excluding exponential decay has not been achieved. The goal of the present work is to introduce a new technique for showing the existence of long loops in the loop O(n) model. The technique applies in the vicinity of the critical percolation point n = x = 1 and enables to derive the following three results:
(i) For some δ > 0, the model with 1 ≤ n ≤ 1 + δ and 1 − δ ≤ x ≤ 1 satisfies that, in any translation-invariant Gibbs measure, there is either an infinite path or infinitely many finite loops around the origin, almost surely. In the intersection of this regime and the proven dichotomy regime, i.e., when 1 ≤ n ≤ 1 + δ, 1 − δ ≤ x ≤ 1 √ n , the result implies the existence of macroscopic loops in finite domains and the associated RSW theory. This is the first result to show that macroscopic loops occur on a regime of parameters with positive Lebesgue measure.
(ii) For the antiferromagnetic Ising model in the regime of parameters n = 1, x ∈ (1, √ 3] it is shown that, in finite domains, there exists a loop whose diameter is comparable to that of the domain with uniformly positive probability. This implies that every Gibbs measure will have infinitely many loops surrounding the origin.
(iii) In the parameter range 1 ≤ n ≤ 2, x = 1, it is shown that the model on a torus exhibits a non-contractible loop with uniformly positive probability.
More precise statements as well as additional finite-volume consequences will appear in the three subsections below.
The new technique is based on a 'XOR trick'. The XOR trick is straightforward in the case of critical percolation (see Section 1.4) . Its application to other values of n and x is non-obvious; our analysis uses expansions in n and x and requires delicate control of the percolative properties of the resulting graphical representations. This control, in turn, relies on recent bounds on the site percolation threshold of planar graphs obtainable as Benjamini-Schramm limits.
Previous techniques for showing the existence of long loops relied on positive association (FKG) properties for a suitable spin representation; such representations are only known to exist in the regimes n ≥ 1, x ≤ 1 √ n [12] and n ≥ 2, x ≤ 1 √ n−1 [22] . Among the merits of the new technique is that it applies in the absence of such FKG properties. A second merit is that the technique makes little use of the specific structure of the underlying hexagonal lattice and we expect it to apply more generally to the loop O(n) model on a class of (possibly non-periodic) trivalent planar graphs.
Notation. In this paper, we embed the hexagonal lattice H and its dual triangular lattice T in the (complex) plane so that vertices of T (centers of faces of H) are identified with numbers k + e iπ 3 where k, ∈ Z. The face of H centered at the origin is denoted by 0.
For a positive integer k, and some face f of H, let Λ k (f ) be the subgraph of H induced by all vertices bordering faces in the ball of radius k around f in T. Below, in a slight abuse of notation, we refer to Λ k (f ) as the ball of radius k around f .
We say that a subgraph D of H is a domain if it consists of all vertices and edges surrounded by some self-avoiding cycle on H (including the cycle itself). In particular, balls defined above are examples of domains.
Results in the regime
It is convenient to first state our results in terms of infinite-volume measures and then pass to their finite-volume consequences. A measure P n,x is an infinite-volume Gibbs measure of the loop O(n) model, with edge-weight x, if P n,x is supported on loop configurations (i.e. configurations of loops and bi-infinite paths) and satisfies the following property.
Let ω be a sample from P n,x . Then, for any finite subgraph D of H, conditioning on the restriction of ω to D c , almost surely, the distribution of ω is given by P ω D,n,x (noting that this measure is determined by the restriction of ω to D c ). The measure P n,x is called translation-invariant if it is invariant under all translations preserving the lattice H. Theorem 1. There exists δ > 0 such that the following holds. Let P n,x be a translationinvariant Gibbs measure of the loop O(n) model with
Then, P n,x {∃ bi-infinite path } ∪ {every face is surrounded by infinitely many loops} = 1.
To place the theorem in context, we briefly discuss some of the beliefs regarding the number and structure of infinite-volume Gibbs measures. It is expected that the loop O(n) model has a unique Gibbs measure for 0 < n ≤ 2 and 0 < x < ∞ (for larger values of n, the model may exhibit multiple periodic Gibbs measures; see [18] ). In addition, all Gibbs measures of the model with n > 0 and 0 < x < ∞ are expected to be supported on loop configurations without bi-infinite paths. If these statements were established (for the regime (1.2)), the theorem would imply that the unique Gibbs measure has infinitely many loops surrounding every vertex, almost surely. However, both of these statements are currently only proven in the dichotomy regime n ≥ 1, x ≤ 1 √ n under the assumption of translation-invariance [12] .
The theorem rules out the possibility of exponential decay for the loops in the regime (1.2) (see Corollary 3 below). In the subregime where a dichotomy has been established, one thus concludes the existence of macroscopic loops in finite domains and the associated RSW theory. For instance, the following finite-volume statement is an immediate corollary of [12, Theorem 1].
Corollary 2.
There exist constants δ, c > 0 for which the following holds. Let 1 ≤ n ≤ 1+δ and 1 − δ ≤ x ≤ 1 √ n . For any k > 1 and any loop configuration ξ,
is an annulus with inner radius k and outer radius 2k.
We proceed to elaborate on the finite-volume consequences of Theorem 1 in the full regime (1.2). The first issue to address is to find a sequence of domains and boundary conditions for which the loop O(n) model converges to a translation-invariant Gibbs measure in the thermodynamic (subsequential) limit. We use the natural choice of taking the domains to be graph balls of growing radius (more generally, Følner sequences) with the empty loop configuration as boundary conditions. To obtain translation-invariance in the limit, the configuration is considered from the point of view of a uniformly chosen vertex v. A technical point which must be addressed is that it is a priori unclear that thermodynamic limits are Gibbs measures (this may happen in models with long-range dependence, due to the possibility of multiple bi-infinite paths existing in the limit; see e.g. [24] ). However, in our context of translation-invariant limit measures, the Gibbs property may be derived from a version of the Burton-Keane argument (see Proposition 27) . Therefore, Theorem 1 implies that, as the domains grow, one either has a long loop (converging to the bi-infinite path) in the vicinity of v, or else one has longer and longer loops surrounding v. We may further conclude that the length of the loop passing through v is not a uniformly integrable sequence of random variables (in particular, its moments of order larger than 1 tend to infinity).
To give a precise statement, we begin with some definitions. For a face f in D, set L (f ) to be the (random) length of the longest loop that borders f in ω (setting it to zero if no such loop exists). We set C r,R (f ) to be the event that there exists a loop in ω which intersects both Λ r (f ) and Λ R (f ) c ; we also set S r,R (f ) to be the event that there exists a loop in ω which is contained in
In particular, if the sequence {X k } is not uniformly integrable then lim k E X k 1+ = ∞ for all > 0. Consequently, the sequence of random variables {L (f k )} is not uniformly integrable.
1.2 Results for n = 1, x ∈ (1, √ 3] and antiferromagnetic Ising
In the next theorem, we show that, when 1 < x ≤ √ 3, the loop O(1) model exhibits at least one long loop. As we shall recall below, loops in loop O(1) model are domain walls of an Ising model defined on the faces of H. The correspondence is such that the Ising model is ferromagnetic when x < 1, and is antiferromagnetic for x > 1.
Theorem 4. There exists a constant c > 0 such that, for n = 1 and any 1 < x ≤ √ 3, any k and any loop configuration ξ on H that contains only finite loops, P ξ Λ 2k (0),1,x (0 is surrounded by a loop of diameter greater than k) ≥ c. Let τ be a spin configuration on vertices of T (or, equivalently, the faces of H), that takes a value +1 or −1 at each vertex. Given a domain D in H, the Ising model with parameter β on the faces of D with boundary conditions τ is supported on spin configurations σ that coincide with τ outside of D and is given by
where Z τ D,β is a normalising constant and the sum runs over pairs of adjacent faces, at least one of which is in D.
When positive, the parameter β should be viewed as the inverse temperature for a ferromagnetic interaction model. In this case, the model is positively associated and satisfies Griffiths' correlation inequalities that greatly aid the analysis; see eg. [20] for an introduction. On bipartite graphs, the models at β and −β are in bijection. Here, we focus on the antiferromagnetic case β < 0 on the triangular lattice where much less is known. Theorem 4 implies the following corollary for the Ising model. Note that our approach does not produce Russo-Seymour-Welsh (RSW) statements for the antiferromagnetic Ising model. Specifically, we do not prove the surrounding cluster can be found in an annulus of a fixed aspect ratio. Such estimates are known [41] for β ∈ [0, 1 4 log 3]; in a recent paper [3] the same was shown for β ∈ (−ε, 0) when ε is small. Our analysis also implies the following result on the Gibbs measures of the loop O(1) and Ising models. Analogously, if − 1 4 log 3 ≤ β < 0, then any Gibbs measure Ising β for the Ising model with parameter β either includes a bi-infinite interface between pluses and minuses, or every face is surrounded by infinitely many finite interfaces.
Results for n ∈ [1, 2], x = 1 on a torus
In the next theorem, we show that, when n ∈ [1, 2], x = 1, the loop O(n) model on a torus has a non-contractible loop with positive probability. Denote by Tor k, a k × torus obtained by identifying faces on the opposite sides of a parallelogram domain on H that consists of faces s+te iπ 3 , where 0 ≤ s ≤ k and 0 ≤ t ≤ are integers. The measure P Tor k, ,n,x on loop configurations on Tor k, is defined in the same way as in the case of planar domains (no boundary conditions are necessary). We say that a loop is non-contractible if it has a non-trivial homotopy when considered as a subset of a continuous torus. Note that non-contractible loops are inherently "long" in the sense that their length is at least the side-length of the torus. It would be natural to extend this statement to planar domains; however, our proof relies on an additional symmetry of the torus.
Outline of the main tool: the XOR trick
The method that is at the heart of the proofs of this paper is the XOR trick. This trick makes use of the fact that loop configurations form a closed subgroup of {0, 1} E(H) viewed as an abelian group under component-wise addition modulo 2. Explicitly, we represent a loop configuration as a binary function on E(H). For a loop configuration ω and a simple cycle Γ, define the configuration ω ⊕ Γ as the symmetric difference of ω and Γ:
(ω ⊕ Γ)(e) ∶= ω(e) + 1 e∈Γ (mod 2) ∀e ∈ E(H).
(1.5)
Each vertex of H has an even degree in ω and Γ; therefore, the same is true for ω ⊕ Γ, meaning that the XOR operation is an involution on the set of loop configurations. The next combinatorial lemma describes how the XOR operation produces large loops.
Lemma 8. For any circuit Γ that surrounds Λ k (0) and any loop configuration ω, either ω or ω ⊕ Γ contains a bi-infinite path or a loop of diameter at least k that surrounds 0.
Proof. Assume all loops in ω are finite. Let ω Γ denote the union of loops in ω that intersect Γ. Since
If no loop in ω surrounding 0 has diameter at least k, then no loop in ω Γ surrounds 0. Then, since Γ surrounds 0, the configuration Γ ⊕ ω Γ must contain a loop surrounding 0 that intersects Γ. The diameter of this loop must be at least k.
In order to illustrate the use of Lemma 8, we provide a short 'folkloric' proof that, in the O(1) loop model with x = 1, the origin is surrounded by arbitrarily large loops with positive probability. As noted above, P D,1,1 coincides with the distribution of the boundary of site-percolation clusters when each face of H is open or closed with probability 1 2, so this conclusion is not new and is in fact a significantly weaker version of the classical Russo-Seymour-Welsh (RSW) estimates [35, 36] . Nevertheless, the main point here is that the XOR trick is actually more robust than one might think and is applicable in settings where relatively little is understood about the underlying probability measure on loop configurations. A heuristic description of the argument can be seen in Figure 3 .
Proposition 9. For any k and any loop configuration ξ with no infinite paths, one has P ξ Λ k (0),1,1 there exists a loop of diameter ≥ k surrounding 0 ≥ 1 2 . Proof. Let A k be the event that there exists a loop of diameter ≥ k surrounding 0. Set Γ to be the boundary of Λ k (0). Since the XOR-operation is measure-preserving, Lemma 8, together with the union bound, implies that
Compared to this toy case n = x = 1, the difficulty in the proofs of our main results lies in the fact that as soon as n ≠ 1 or x ≠ 1, the measure P ξ D,n,x is not uniform and hence the XOR operation is not measure-preserving. In order to surmount this difficulty, we consider an expansion around n = x = 1 in both the n and x variables. Development in n appears in Chayes-Machta [8] , whereas expansion in x corresponds to the classical Edwards-Sokal coupling [19] and its generalization by Newman [28, 29] to the antiferromagnetic case. This leads to a non-trivial measure assigned to defect sets of edges (in case of Theorem 4), loops (Theorem 7) or both (Theorem 1). Conditioned on these defect subgraphs, the remaining configuration is distributed according to the uniform measure on the complement and thus is invariant under XOR. Therefore, our goal is to show that these defect subgraphs allow for a large vacant circuit. 
The aim of this section is to prove Theorem 4. The proof is based on the well-known correspondence between the loop O(1) model and the Ising model, with x > 1 being mapped to the antiferromagnetic Ising model. The latter model can be represented as a conditioned FK-Ising model using Newman's extension [28, 29] of the classical Edwards-Sokal coupling. Known results on the standard FK-Ising model will then imply that the XOR trick is applicable for the loop O(1) model with x ∈ (1, √ 3), thus proving Theorem 4. We fix n = 1 until the end of this section. Lemma 10. Let τ be a spin configuration, and set ξ = DW(τ ). Then, for any domain D, DW is a bijection from S (D, τ ) to E (D, ξ). Moreover, if σ ∈ S (D, τ ) and ω = DW(σ), then
Link to the Ising model
Proof. Since D c is connected as a subset of T, it is standard that DW is a bijection. Let us now study the push-back of the loop O(1) measure under it. For any loop configuration ω, its probability can be written in the following way:
Observe that x ∈ (0, 1) implies β > 0 and thus the law of σ is that of a ferromagnetic Ising model on the faces of D. The case x = 1 corresponds to the uniform measure on all ±1 spin configurations on the faces of D -that is, to Bernoulli site-percolation of parameter 1 2 on the faces of D. Finally, x > 1 implies β < 0 and thus σ has the law of an antiferromagnetic Ising model.
As was first shown by Onsager [32] , the value β = log 3 4 , or equivalently x = 1 √ 3 , is the critical point for the ferromagnetic Ising model on the triangular lattice (see [2] for the explicit formula on the triangular lattice). Sharpness of the phase transition was established in [1] and implies that, when β > log 3 4 (that is x < 1 √ 3 ), the model is in an ordered phase, with exponentially small pockets of −1 in an environment of +1.
At the same time, when 0 ≤ β < log 3 4 (that is 1
, the model is in a disordered phase, with macroscopic clusters of both +1 and −1; this is a consequence of the proof in [41] .
FK-Ising representation in the antiferromagnetic regime
In this section, our aim is to describe FK-type representations of the loop O(1) model. For 0 < x < 1, this is a classical Edwards-Sokal coupling [19] between the ferromagnetic Ising model and FK-Ising model (random-cluster model with q = 2). For x > 1 (antiferromagnetic Ising model), we will use the extension of this coupling suggested by Newman [28, 29] . In the case x > 1, the resulting measure is a conditioned FK-Ising measure. The relation between this model and the standard FK-Ising model will be analyzed in Section 2.4.
Given a domain D, define the dual domain D * as a subgraph of the triangular lattice T induced on the set of vertices that correspond to faces bordering at least one edge of D.
For the remains of this section, we will identify loop configurations on D with spin configurations on faces of D using the bijection of Lemma 10.
Ferromagnetic Ising model
For any σ ∈ E (D, τ ), we may write the Ising measure measure in the following way:
The joint law of σ and η takes the form of the Edwards-Sokal coupling:
Viewing η as a spanning subgraph of D * , the last term is the indicator that σ has constant value on each connected component (cluster ) of η. In the ferromagnetic case we will focus on the FK-Ising model with wired boundary conditions, that is ξ = ∅ or, alternatively, τ ≡ +1. Then, all boundary clusters of η in (2.2) are assigned +1 in σ and, for all other clusters, the value of σ can be chosen to be +1 or −1 independently. The marginal distribution of ES 1 D,x on η obtained after summing (2.2) over all spin configurations σ takes the following form:
where η denotes the number of edges in η and k 1 (η) is the number of clusters in η when all boundary vertices of D * are identified.
Antiferromagnetic Ising model: x > 1
For this subsetion, we assume that x > 1. Following the same steps as for the previous case, we find that:
The joint law of σ and η takes a form similar to (2.2):
Viewing η as a spanning subgraph of D * , the last term is the indicator that σ defines a proper coloring of η in +1 and −1, i.e. any two vertices linked by an edge of η have different spins in σ. Letting Bip ξ (η) denote the event that such a proper coloring exists, we observe that the event is nontrivial for every loop configuration ξ.
Repeating the same argument as above, we can see that the marginal distribution on η for x > 1 is given by
In particular, we see that, for any x > 1 and any loop configuration ξ, we have the relation
Input from the FK-Ising model
x is a standard wired FK-Ising measure. The classical result of Aizenman, Barsky, and Fernandez [1] proves that the FK-Ising model undergoes a sharp phase transition at the critical point (see [16] for a recent short proof). The exact value of the critical point on the triangular lattice is x = 1 √ 3 , as was first shown by Onsager [32] (see also [2] in which the triangular lattice is addressed explicitly). Together, these results imply that, for any x ∈ ( 1 √ 3 , 1), the model exhibits exponential decay -that is, there exists c ′ = c ′ (x) > 0 such that, for any k,
The RSW theory developed in [13] for the FK-Ising model implies that, at the critical point x = 1 √ 3 , the connection probability decays polynomially in distance and probability to cross an annulus Λ 2k (0) ∖ Λ k (0) is bounded above and below uniformly in k.
We will only require the upper bounds, which hold for both x ∈ ( 1 √ 3 , 1) and x = 1 √ 3 .
Proposition 11. Assume that Λ 2k (0) ⊂ D for some integer k. Then, for any x ∈ [ 1 √ 3 , 1), there exists a constant c > 0 depending only on x such that,
We note that, for x ∈ ( 1 √ 3 , 1), the proposition follows from (2.7) and the union bound. It is also known that, for any 0 < x < 1, the FK-Ising measure ϕ D,x is positively associated (see eg. [23, Theorem 3.8] ). Specifically, define a partial order on {0,
Lemma 12 (Positive association). For any two increasing events
Is is straightfoward to confirm that, for any loop configuration ξ, the event Bip ξ (η) is decreasing in η. Combining this with (2.6), we conclude that, for any decreasing event D and x > 1, , and fix k to be an integer. Consider the Edwards-Sokal measure on D = Λ 2k (0). For any circuit in D and a subgraph η of D * , we say that the circuit crosses η if one of its constituent edges is associated with an edge in η (recalling that there is a bijection between the edges of D and D * ). Define Circ k to be the event that there exists a circuit C on H entirely contained in the annulus Λ 2k (0) ∖ Λ k (0) which does not cross any edge of η. By planar duality, the event Circ k is complementary to the existence of a crossing in η from Λ k (0) to T ∖ Λ 2k (0). By observing that Circ k is a decreasing event in η, we can use Proposition 11 and (2.10) to conclude that
Assume η ∈ Circ k and let C ⊂ E(H) be the outermost circuit witnessing Circ k . Let σ ∈ S (D, τ ), and set ω = DW(σ). We define σ ⊕ C to be the unique spin configuration in S (D, τ ) such that DW(σ ⊕ C) = ω ⊕ C; equivalently, σ ⊕ C is equal to σ on the faces outside C, and equal to −σ on the face on the interior. Thanks to (2.4) and the construction of C, we have that
As in the proof of Proposition 9, either ω or ω ⊕ C must contain a loop of diameter at least k going around 0. Integrating over the probability of Circ k and using Lemma 10, we find that
completing the proof of the theorem.
Proof of Corollary 5. Let Γ be the circuit of diameter greater than k that surrounds 0.
The sign of σ must be constant along all faces that border Γ on the interior, and constant on the faces that border Γ on the exterior -and the two signs must be different. Thus, σ will be identically −1 on exactly one of the two sets. Both sets form circuits surrounding 0, and the diameter of the smaller of the two is at least k.
Proof of Corollary 6. Fix x ∈ (1, √ 3], and let P 1,x be a Gibbs measure for the loop O(1) model. Since every Gibbs measure can be decomposed into an average over extremal Gibbs measures, it is sufficient to prove that every extermal Gibbs measureP 1,x satisfies P 1,x (∃ bi-infinite path) = 1, or P 1,x (every face is surrounded by infinitely many loops) = 1.
Since the existence of a bi-infinite path is a tail event, we may assume that there are no bi-infinite paths,P 1,x -almost surely (otherwise, the probability is 1 and we are done). Recall the events C r,R (0) and S r,R (0) defined in Section 1.1. Then, S r (0) ∶= ⋃ R>r S r,R (0) is the event that there exists a loop surrounding Λ r (0). By measurability and our assumption, we know that, for every positive integer r, lim R→∞P 1,x (C r,R (0)) = 0.
Set R(r) to be the smallest integer such thatP 1,x (C r,R (0)) < c 2, where c is the constant from Theorem 4. If there exists a loop in Λ 2R(r) (0) of diameter greater than R that surrounds 0 and C r,R (0) does not occur, S r (0) must occur. SinceP 1,x is a Gibbs measure for the loop O(1) model, Theorem 4 implies that, for every r,P 1,x (S r (0)) > c 2. Furthermore, lim sup r→∞ S r (0) = {0 is surrounded by infinitely many loops}.
In particular, the probability of the righthand event is at least c 2. Since this event is also a tail event, the extermaility ofP 1,x implies that P 1,x (0 is surrounded by infinitely many loops) = 1.
If one face is surrounded by infinitely many faces, so is every other face, and the proof is complete.
In this section, we will prove Theorem 7 through an expansion of the loop O(n) model in n, which was first used in [8] . A similar expansion was used in [22] and [21] . Once this expansion is established, a straightforward monotonicity argument, as well as simple geometric considerations on the torus, will yield the desired lower bound on the probability of finding a non-contractible loop.
Let ω r and ω b be two loop configurations on T 2 k (red and blue loops). The pair is coherent if the loops are disjoint. For any n ≥ 1, define the measure ρ T 2 k ,n by
where Z loop (T 2 k ) is a normalizing constant. As is clear from the definition above, if one conditions on the ω b , the distribution of ω r is the uniform measure on all configurations which are coherent with ω b . The next proposition shows that ω r ∪ ω b is distributed as a loop O(n) model with edge weight x = 1.
Proposition 13. For any n ≥ 1 the measure P T 2 k ,n,1 is equal to the marginal of ρ T 2
Proof. Let ω be a loop configuration on T 2 k , and let C (ω) be the 2 (ω) distinct red/blue colorings of the loops of ω. Each pair (ω r , ω b ) ∈ C (ω) is coherent, and therefore
where the final equality follows from a binomial-type expansion.
The following lemma states the simple but essential observation that, whenever n ∈ [1, 2] , ω r stochastically dominates ω b .
Lemma 14. For any increasing event A and n ∈ [1, 2] ,
Proof. If ω is distributed as P Tor k, ,n,1 , then the construction above implies that we can sample (ω r , ω b ) conditional on ω r ∪ω b = ω by coloring each loop blue with probability (n− 1) n, independently at random, and coloring the remaining loops red. Thus, conditional on ω, ω r and ω b are distributed as a Bernoulli percolations on the loops of ω. Whenever n ∈ [1, 2] , (n − 1) n ≤ 1 2, and thus the red percolation process dominates the blue percolation process. We conclude that, for any increasing event A,
It can be shown by induction that, for any loop configuration ω consisting only of contractible loops, there exists a spin configuration σ assigning ±1 to the faces of Tor k, , such that two adjacent faces have different spins if and only if their common edge belongs to ω. We call such σ a spin representation of ω (the term was introduced in [12] ; for n = 1, this is a classical low-temperature expansion for the Ising model [20, Sec. 3.7.2] ). In the next lemma, we show that, for any configuration ω of contractible loops, applying the XOR operation with a non-contractible loop Γ yields a non-contractible loop. Proof. Assume ω and ω ⊕ Γ contain only contractible loops. Let σ ω and σ ω ⊕ Γ be their respective spin representations. Then, the product σ ω σ ω ⊕ Γ is a spin representation for Γ. However, such a representation cannot not exist, since removing a non-contractible loop keeps the torus connected (follows e.g. from the Euler's formula).
Let Γ be a simple circuit in Tor k, . Given ω b , we call Γ blue-free if Γ∩ω b = ∅. Similarly, Γ is red-free if Γ∩ω r = ∅. The duality lemma below shows that one can always find a noncontractible circuit that is blue-or red-free (see [22, Lemma 3.6 ] for a planar analogue). The existence of a blue-free circuit is a decreasing event in ω b ; by taking complements and applying Lemma 14, the probability of the RHS of (3.2) is greater or equal than the same quantity for red-free circuits. By Lemma 16, the sum of the two probabilities is greater or equal to 1. Together, this implies that the RHS of (3.2) is greater or equal than 1 4.
This section will prove Theorem 1 and Corollaries 2 and 3. Here, we will expand the loop O(n) model in both n and x simultaneously, which leads us to 'defects' that can be either loops or edges. Instead of working on subsets of H directly, we will generate auxiliary planar graphs from a infinite-volume loop configuration, which will converge to a (different) infinite planar graph, in the sense of Benjamini-Schramm convergence.
Finally, we will show that the absence of defect-free circuits in the original domains can be coupled to the existence of infinite components in an appropriately chosen Bernoulli percolation process on the Benjamini-Scrhamm limits; the recent work [33] will be used to rule out this possibility at a small enough percolation parameter. 
Defect-loop and -edge representation
We refer to ω b and η as the defect loops and edges, respectively. For any 0 < x ≤ 1 and n ≥ 1, define the measure µ ξ D,n,x by
where Z def (D) is a normalizing constant, and η is the number of edges in η.
Proposition 17. For any n ≥ 1 and x ∈ (0, 1], the measure P ξ D,n,x is equal to the marginal of µ ξ D,n,x on ω r ∪ ω b . Proof. Fix a pair of disjoint loop configurations (ω r , ω b ). By using a binomial-style expansion, it is easy to see that
Therefore, for any pair (ω r , ω b ) of disjoint loop configurations whose union is in E (D, ξ), the marginal of µ ξ D,n,x is
To determine the marginal on ω r ∪ω b , we fix a loop configuration ω ∈ E (D, ξ) and consider all possible colorings of its loops in red and blue. Summing over all such possibilities and using n − 1 + 1 = n, we get
Conversely, given ω ∼ P ξ D,n,x consider the random process producing (ω r , ω b , η) constructed as follows:
• color each loop of ω that intersects with D blue with probability n−1 n , independently at random; the remaining loops will be red,
• let η be an independent (1 − x)-Bernoulli percolation on the edges in D ∖ ω.
If ω is sampled from an infinite-volume Gibbs measure P n,x , we can define µ n,x by the above procedure, and observe that ω r ∪ ω b will also have the same law as P n,x .
Suppose Γ is a simple circuit in D. Given a triplet (ω r , ω b , η), we call Γ a defect-free if Γ ∩ (ω b ∪ η) = ∅. From (4.1), it is clear that the distribution of ω r conditioned on (ω b , η) is uniform on all loop configurations that satisfy ω r ∪ ω b ∈ E (D, ξ) and ω r is disjoint from ω b ∪ η. Both properties are preserved by the XOR operation with a defect-free circuit Γ, and thus,
. Therefore, the XOR trick can be used to control the probability of large loops in terms of the probability existence of defect-free circuits.
The main proposition of this section concerns the existence of defect-free circuits in translation-invariant Gibbs measures of the loop O(n) model not containing infinite paths when n and x are close enough to 1.
Proposition 18. There exists δ > 0 such that the following holds. Assume that
Let P n,x be a translation-invariant Gibbs measure for the loop O(n) model with these parameters, and µ n,x be its associated defect representation. If there are no bi-infinite paths P n,x -almost surely, then, for any positive integer r, µ n,x (∃ a defect-free circuit surrounding Λ r (0)) = 1.
Proof of Theorem 1, given Proposition 18. We we may decompose the translation-invariant Gibbs measure P n,x into a convex combination of ergodic measures. Therefore, it is sufficient to prove that any ergodic measure that has no bi-infinite paths (almost surely) must have infinitely many loops surrounding every face with probability 1.
We may use Proposition 18, the lack of bi-infinite paths, and measurability to find an R 1 and R 2 such that P n,x (∃ a loop crossing Λ r (0) and Λ R 1 (0) c ) < 1 4 and µ n,x (∃ a defect-free circuit in Λ R 2 (0) surrounding Λ R 1 (0)) > 1 2.
Hence, with probability at least 1 4, there exists a defect-free loop in Λ R 2 (0) which surrounds Λ R 1 (0) and is disjoint from every loop that intersects Λ r (0). By applying the XOR operation to Γ, the outermost loop witnessing the above event, we may conclude that P n,x (∃ a loop surrounding Λ r (0)) > 1 8 . The limsup of the above event as r grows is equal to the existence of infinitely many loops surrounding 0; thus, this event must have probability of at least 1 8. In fact, the probability must be 1, since the measure was assumed to be ergodic and the event is translation invariant. We complete the proof by noting that, if 0 is surrounded by infinitely many loops, so is every other face.
Percolation formulation of existence of defect-free circuits
Before proving Proposition 18, we wish to translate the existence of defect-free loops to the language of percolation processes. More specifically, given a domain D, a loop configuration ω with no bi-infinite paths, and a face f in D, we will construct a planar graph G D (ω) and a 2-dependent site percolation process ζ so that we can bound the probability of finding a defect-free circuit in D that surrounds Λ r (f ) from below using percolation probabilities involving ζ. We then show that the process ζ is stochastically dominated by an independent site percolation of some intensity.
Fix a domain D and a loop configuration ω with no bi-infinite paths, and let V D (ω) be the set consisting of loops of ω that intersect D, edges of D that are disjoint from ω, and faces of D. Define the projection map π ω from the edges and faces of D to V D (ω) so that every edge belonging to a loop is sent to that loop; π ω is the identity map on all other edges and faces. We define a graph G D (ω) whose vertex set is V D (ω), and where two vertices u and v of G D (ω) are linked by an edge if one of the following conditions is satisfied (see Figure 4 ):
(E2) u = π ω (edge e 1 ), v = π ω (edge e 2 ), e 1 and e 2 share an endpoint.
For a domain D, we call the set of edges that border the external face its boundary. The image of this boundary under π ω is called the boundary of G D (ω).
In the next lemma, we show that G D (ω) is a planar graph (morally, a triangulation) whose distances are at most doubled, compared to the triangular lattice T. Set dist G D (ω) to be the graph distance in G D (ω), and define B r (v) to be the combinatorial ball of radius r around a vertex v in G D (ω) (with respect to this metric). Recall that, for any face f in D, Λ r (f ) is the hexagonal lattice ball of radius r induced by all vertices bordering faces of the ball of radius r around f .
Lemma 19.
For any loop configuration ω without bi-infinite paths, there exists a planar graph on V D (ω) that coincides with G D (ω) once all multiple edges and self-loops are removed such that every face bordered by at least one non-boundary vertex of G D (ω) is a triangle. Additionally, for any face f of D, B 2r+1 (π ω (f )) ⊃ π ω (Λ r (f )).
Proof. Define T D (ω) to be the graph whose vertex set is the set of all faces of D and all edges contained in either D or a loop of ω that intersects D. Two vertices of T D (ω) are neighbors in T D (ω) if they correspond to two edges that share an endpoint, or to a face and an edge that borders it.
We now consider the equivalence relation on the vertices of T D (ω) where u is identified with v if the two vertices correspond to edges of H that are on the same loop of ω. The vertex set of the quotient graph is V D (ω). By construction, each equivalence class is a finite connected set, and therefore the quotient graph is planar. Since all faces of T D (ω) bordered by at least one non-boundary vertex of G D (ω) are triangles, the same holds for the quotient graph. Removing all multiple edges and self-loops gives G D (ω).
Next, consider a face f of D and a face g in Λ r (f ). Then, the distance between f and g in T D (ω) is at most 2r. This implies that the distance in T D (ω) between f and any face or edge in Λ r (f ) is at most 2r + 1. Since G D (ω) is obtained from T D (ω) by contraction and deletion of multiple edges and self-loops, the same inequality holds for distances in G D (ω).
To each vertex ∈ V D (ω) corresponding to a loop in ω, we will associate a subset of its neighbors in G D (ω), denoted by I( ), and having the following properties: Proof. We use an auxiliary simple graph G loop (ω) on the loops of ω, where two loops are linked by an edge if they border a common face f of D. We associate each edge of G loop (ω) with an (arbitrarily chosen) face of D that witnesses its existence. The graph G loop (ω) is simple and planar, and therefore, Euler's formula implies that it must have at least one vertex of degree five or less. Let be the loop corresponding to this vertex, and set I( ) to be the faces associated with the neighbors of . We then remove and its neighboring edges, creating a new planar graph; iteration completes the proof.
For the remainder of the paper, for any ω, we will fix an association I which satisfies the desired properties. Given n ≥ 1 and x ∈ (0, 1], we define a percolation process ζ on the vertices of G D (ω) as follows:
• for any ∈ V D (ω) corresponding to a loop of ω, set ζ( ) = 1 with probability (n − 1) n, independently at random, 
Proposition 21.
Let ω be a loop configuration and D be a domain. Then, for any n ≥ 1,
Proof. By Lemma 19, we can add multiple edges and self-loops to G D (ω) in such a way that the resulting graph G ∆ D (ω) is still planar and all faces bordered by at least one non-boundary vertex of G D (ω) are triangles. This operation does not alter percolation probabilities for any site percolation process. By the standard duality for site percolation on a triangulation, either the ζ-open cluster of B 2r+2 (π ω (f )) reaches the boundary of G D (ω) or the outer boundary of this cluster forms a ζ-closed circuit:
Now, we claim that, if there exists a ζ-closed circuit surrounding B 2r+2 (π ω (f )), there also exists a ζ-closed circuit which surrounds B 2r+1 (π ω (f )) and consists only of vertices that correspond to loops of ω and edges of D. To prove this claim, we consider a simple circuit C = {v 0 , . . . , v N = v 0 } of ζ-closed vertices. We assume that this circuit is minimal, in the sense that,
The claim follows if we can show that, whenever C includes some vertex v i that corresponds to a face of D, we can locally modify C in order to bypass v i . Let N (v i ) be the set of neighbors of v i in G D (ω). By minimality, v i−1 and v i+1 are not neighbors, and C does not contain any other element of N (v i ). Therefore, we can partition N (v i ) ∖ {v i−1 , v i+1 } into two non-trivial components -one in the interior of C , and the other in the exterior of C . If one of these components contains only ζ-closed vertices, we may bypass v i , possibly increasing or decreasing the distance to π ω (f ) by one.
Otherwise, there exist two ζ-open vertices u 1 , u 2 ∈ N (v i ) that are separated from one another by C . By the definition of ζ on faces of D, this implies that u 1 and u 2 must correspond to loops of ω. By (P3), there must be a face in I(u 1 ) ∪ I(u 2 ) neighboring both u 1 and u 2 . By definition of ζ, this face is ζ-open. But it must also be a member of C , which is ζ-closed. This is a contradiction, and the claim follows. Now, given a loop in ω, we color blue if ζ( ) = 1 (and red otherwise). Given an edge e that corresponds to a vertex of G D (ω), set it to be a defect edge if ζ(e) = 1. This constructs a coupling between ζ, distributed as ν G D (ω),n,x , and the triple (ω r , ω b , η) ∈ E (D, ω), distributed as µ ω D,n,x (⋅ ω r ∪ ω b = ω). In particular, ζ-closed vertices of G D (ω) correspond either to red loops of ω, to non-defect edges of D, or to faces of D.
Finally, assume there exists a (ζ-closed) circuit C which surrounds B 2r+1 (π ω (f )) and contains only vertices corresponding to red loops and non-defect edges. By Lemma 19, C also surrounds π ω (Λ r (f )). By connectivity of G D (ω), the union of the (red) loops and (non-defect) edges corresponding to vertices in C contains a (defect-free) circuit surrounding Λ r (f ); by inclusion of events, the proposition follows.
The proof can be used to derive the following corollary. 
The final proposition of this section proves that ζ can be dominated by a truly independent percolation process. Let Ber p denote an independent p-Bernoulli percolation on the vertices of G D (ω) -i.e. Ber p (v) = 1 with probability p and Ber p (v) = 0 with probability 1 − p for every vertex of G D (ω), independently at random. We also use the notation ⪯ st to indicate stochastic domination of measures Proposition 23. Let ω be a loop configuration on D and let ν G D (ω),n,x be the percolation process on the graph G D (ω) defined above. There exists a continuous function p(n, x) ∶ [1, ∞) × (0, 1] with p(1, 1) = 0 such that ν G D (ω),n,x ⪯ st Ber p(n,x) .
Proof. For every edge e of D, let us define a random variable X e that assigns to every vertex of G D (ω) zero or one according to the following law. Let f, f ′ be two faces of D bordered by e (if e is a boundary edge of D, there is only one such face). Then, X e (f ) = X e (f ′ ) = X e (e) = 1 with probability 1 − x, X e (f ) = X e (f ′ ) = X e (e) = 0 with probability x; X e (v) = 0 always for any other vertex of G D (ω).
Set p x ∶= (1 − x) 1 3 . By a standard coupling argument, we can realize (X e ) e∈E(D) ∈ {0, 1} V D (ω) in such a way that
Explicitly, we can couple the left-and right-hand random variables above by setting X e (f ) = X e (f ′ ) = X e (e) = 1 if and only if all three Bernoulli random variables on the right-hand side are 1, and X e ≡ 0 otherwise. Under this coupling, the left-hand side is pointwise smaller than the right-hand side. Next, and independent of the previous construction, let us define, for every loop of ω, a random variable Y : Y (v) = 1 for every v ∈ I( ) ∪ { } with probability n−1 n , Y (v) = 1 for every v ∈ I( ) ∪ { } with probability 1 n ; Y (v) = 0 always for any other vertex of G D (ω). Set p n ∶= n−1 n 1 6 . As above and since I( ) ≤ 5 by Property (P2), we can
(4.4)
Finally let us define the process Z as the pointwise maximum of the pair of independent processes X and Y . By construction, Z is distributed according to ν G D (ω),n,x . From (4.3) and (4.4), Z is dominated by a non-homogeneous independent Bernoulli percolation process on vertices of G D (ω), where the parameter at every edge is p x , at every loop is p n , and at every face f is p x times the number of edges that border f plus p n times the number of loops with f ∈ I( ). The latter quantity can be trivially bounded above by 6p x + 3p n and the proposition follows with p(n, x) = 6p x + 3p n = 6(1 − x) 1 3 + 3 n−1 n 1 6 .
Benjamini-Schramm limits
The event on the right side of (4.2) is a local event, for the percolation ζ, in the sense that it depends only on the value of ζ restricted to vertices that are in B R+1 (π ω f ). Such events can be studied in an infinite limit by using the framework of Benjamini-Schramm convergence [5] , which we now recall. For a finite graph G, let U G be the uniform distribution on the vertices of G. Given a sequence of, possibly random, finite graphs {G k }, we say that {G k } converges in the Benjamini-Schramm sense to the random rooted graph (G, o), whose distribution is denoted P G , if, for every fixed r and finite graph H,
We wish to take subsequential limits of the sequence of random graphs
where ω is some loop configuration; however, existence of such limits is not immediate. In [5] , the graphs considered were assumed to have uniformly bounded degrees, making compactness trivial. Unfortunately, not every sequence of graphs has a Benjamini-Schramm limit -for example, if G k is a star on k vertices, B 2 (v) = G k for every vertex in G k , and thus U G k [B 2 (o k ) = H] converges to zero for every finite H. Therefore, some condition on the graph sequence is needed to maintain compactness in the general setting. In our case, a uniform integrability condition on the degrees of the graph is sufficient for existence of sub-sequential limits.
Precisely, we say that a sequence of random graphs {G k } has uniformly integrable degrees if
is the set of vertices of G k , and E k is the expectation operator for the random graph sequence.
Proposition 24. If {G k } has uniformly integrable degrees, then there exists a subsequence that converges in the Benjamini-Schramm sense.
We note that a very similar statement, which was phrased for a deterministic sequence of graphs {G k }, was shown in [4, Theorem 3.1].
Proof. Let us denote by P k the joint distribution of both the random graph G k and a uniformly chosen vertex o k on that graph. For any finite, rooted graph H and any integer r, {P k [B r (o k ) = H]} is a sequence of real numbers between zero and one, and hence we can extract a subsequence on which this quantity converges. Since there are countably many finite, rooted graphs and integers r, a diagonalization argument can be used to find a subsequence on which P k [B r (o k ) = H] converges for all H and r. This defines a sequence of limit measures P[B r (o) = ⋅] for every integer r.
In order to prove that {G k } converges in the sense of Benjamini-Schramm, we must show that all the resulting measures are probability measures -i.e. that no probability mass escapes to infinity. To prove this tightness condition, it is sufficient to prove that, for every integer r and ε > 0, there exists T = T (r, ε) such that
For any pair of integers k and T 0 , define the (random) sets
and set p i (T 0 ) ∶= P k [o k ∈ S i (T 0 )] (we suppress the dependence of these parameters on k for notational convenience; all estimates below will hold uniformly in k). For any vertex v ∈ ∪ r−1 i=0 S i (T 0 ), the ball of radius r can contain at most T r 0 vertices. Hence it will be sufficient to prove that, for any ε > 0, there exists a T 0 sufficiently large so that ∑
Let (T 0 , . . . , T r−2 ) be a decreasing sequence of integers (to be determined later), and define δ i by 
Proof. Assume, for the sake of contradiction, that there exist K, ε > 0 such that, for infinitely many k > K,
This implies that, for infinitely many k > K,
Now, consider the auxiliary graph sequence {G k }, given by adding one vertex to G k and connecting it to every vertex in ∂G k . No subsequene of this sequence can converge in the Benjamini-Schramm sense, as, with probability at least ε, a ball of radius 2r + 2 around o k has volume at least ε V (G k ) , which grows to infinity with k. However, since {G k } has uniformly integrable degrees and is a Følner sequence, the sequence {G k } must also have uniformly integrable degrees. This contradicts Lemma 24, as required.
The final ingredient is a statement about Bernoulli site on Benjamini-Schramm limits of finite planar graphs. Theorem 26. [33] There exists a p 0 > 0 such that following holds. Let {G k } be a sequence of, possibly random, finite simple planar graphs that converges to a limit (G, o) in the sense of Benjamini-Schramm. Then
where Ber p is the independent p-Bernoulli percolation on vertices of G.
We emphasize that the choice of p 0 is independent of the sequence of graphs {G k }.
Proof of Proposition 18
Proof. Let P n,x be a translation-invariant Gibbs measure for the loop O(n) model, where the parameters satisfy (1.2), and µ n,x be its associated defect representation. By assumption, if ω is sampled from P n,x , then it contains contains no bi-infinite paths, almost surely. For an integer r, a face f , and a domain Λ k (0) including f , let Circ r,k (f ) be the event that there exists a defect-free circuit in Λ k (0) which surrounds Λ r (f ). We also let f k be a uniformly chosen face in Λ k (0). By translation invariance of µ n,x , the probability of surrounding Λ r (0) by a defect-free circuit is the same as surrounding Λ r (f k ) by a defect-free circuit. By inclusion of events and the Gibbs property, we have that, for any integer k,
Since the left-hand side does not depend on k, we may take the liminf as k goes to infinity; by Fatou's lemma, we find that it is sufficient to prove that, for P-almost every ω,
We set Ber p,G Λ k (0) (ω) to be independent p-Bernoulli percolation on G Λ k (0) (ω). We pick δ sufficiently small so that p(n, x) ≤ p 0 for any (n, x) satisfying (1.2), where p(n, x) is the function in Proposition 23 and p 0 is defined in Theorem 26. Combining Propositions 21 and 23, it is sufficient to prove that
Let o k be a uniformly chosen vertex in
be the set of vertices associated with faces of Λ k (0). The distribution of o k conditioned on the event
is uniformly absolutely continuous with respect to o k . By Corollary 22, we are done as soon as we show that
Suppose that {G Λ k (0) (ω)} has uniformly integrable degrees. By Proposition 24, there exists an infinite planar rooted graph (G(ω), o) that is a (subsequential) Benjamini-Schramm limit of the above sequence of graphs. Since the event B 2r+2 (o k ) ↔ B c R is local, in the sense that it is measurable with respect to the restriction of the Bernoulli percolation to a ball of radius R + 1 around o k , we find that
where the limit may be taken along a converging subsequence. Since the events are decreasing in R, the limit of the probability is equal to the probability of the infinite intersection -namely, the probability that B 2r+2 (o) intersects an infinite open path. By Theorem 26 and our choice of p 0 , no such path exists, and hence the double limit in (4.9) is zero, as desired. Under the assumption of uniformly integrable degrees, the second stipulation of (4.9) follows from Corollary 25 (since {Λ k (0)} is Følner, so is {G Λ k (0) (ω)}).
To complete the proof, we must show that {G Λ k (0) (ω)} has uniformly integrable degrees. The degree of any vertex in G Λ k (0) (ω) corresponding to a loop in ω is bounded above by 4 ∩ Λ k (0) , as the degree is bounded by the number of faces and edges in Λ k (0) that share a vertex with ; and the degrees of other vertices G Λ k (0) (ω) are at most 6. Thus, for any r
where the right-hand sum is over the loops in ω that intersect Λ k (0). Every loop that has m edges in Λ k (0) must border at least m 6 faces of Λ k (0), and every face borders at most three distinct loops. Therefore,
, the inequality (4.10) implies that, for every ω and k,
where U F (Λ k (0)) is a uniform measure on the faces of Λ k (0). Taking expectation over ω, we find that the sequence of graphs is uniformly integrable if lim r→∞ lim sup k→∞ P n,x (f k borders a loop of length ≥ r 4) = 0.
By translation invariance of P n,x , we may replace f k with 0. This operation makes the probability independent of k, and thus the double limit reduces to the probability that 0 borders an infinite path. By our assumption, all loops of ω are finite P n,x -a.s.
Proofs of Corollaries 2 and 3
Before we prove the remaining corollaries, we must address a technical point: we have not shown that there exists any translation-invariant Gibbs measure for the loop O(n) model. Such constructions usually follow by taking thermodynamic limit points of finite volume measures. However, in models with long-range interaction such as the loop O(n) model, it is theoretically possible for thermodynamic limit points to fail to have the Gibbs property. For example, [24] shows that this occurs for the random-cluster measure on d-regular trees whenever d ≥ 3 and q > 2. Fortunately, this pathology can be ruled out in our setup, in which we examine the loop O(n) model around a typical face. The proof relies on the uniqueness results of Burton and Keane [7] . We let {ξ k } be a sequence of loop configurations, and recall that f k is a uniformly chosen face in Λ k (0). Let τ f be the unique translation map of H which maps 0 to f . DefineP ξ k k,n,x ∶= P ξ k Λ k (0),n,x τ −1 f k ⋅ , where f k is chosen independently of the loop configuration. In words,P ξ k k,n,x samples a loop configuration from P ξ k Λ k (0),n,x , and then recenters the configuration around a uniformly chosen face.
Proposition 27. For any (n, x) ∈ (0, ∞) 2 and any sequence of loop configuration {ξ k }, any subsequential limit of {P ξ k k,n,x } is a translation-invariant Gibbs measure with at most one bi-infinite path.
We note that, unlike all other statements in this paper, this proposition holds regardless of the value of n and x. A similar statement appears in [23, Theorem 4.31] , in the context of the random cluster model, and in [27, Section 6.3], as a corollary of a more general framework. We include a proof for completeness.
Proof. Consider a sequence of measures {P ξ k k,n,x } which converges to an infinite-volume measure P n,x . We claim that P n,x is translation-invariant. It is enough to show this invariance for the translation by one to the right, which we denote by τ 1 . Let A be an arbitrary event supported on a finite ball, and consider the differenceP ξ k k,n,x (A) − P ξ k k,n,x (τ 1 A). By definition,
where the inequality follows from the fact that all faces except those on the boundary are counted in both sums. Now, let ω be distributed as P n,x , and define σ to be a configuration on {−1, 1} T given by assigning ±1 to 0, uniformly at random, and then letting σ f = σ 0 ⋅ (−1) #edges of ω on a path from 0 to f .
Informally, we choose σ at 0 uniformly at random, and then switch the value of σ every time we cross an edge of ω. Since ω is a loop configuration, σ is well defined and is independent of the path chosen in the definition above. In Section 2.1, we used this construction to associate the loop O(1) model with the Ising model; for more general values of n, the distribution of σ will be non-local and more complicated.
By definition, the pushforward measure on σ is translation-invariant. Furthermore, the measure has the uniform-finite energy property, in the sense that the probability σ f = +1 is uniformly bounded away from zero and one even if one conditions on the state of all other spins. Indeed, switching the sign of σ f is equivalent to mapping ω to ω ⊕ Γ f , where Γ f is the loop of length six surrounding f . This operation changes the number of loops by at most three, and the number of edges by at most six, whence
Using the standard Burton-Keane argument [7, Theorem 2] , this implies that there is at most one infinite cluster of +1's in σ, P n,x -almost surely; by symmetry, the same holds for −1's. The correspondence between σ and ω implies that a bi-infinite path in ω will occur as an interface between an infinite cluster of +1's and an infinite cluster of −1's. Since there is at most one of each, there can only be one such interface.
To complete the proof, we are left to prove that P n,x is a Gibbs measure for the loop O(n) model with edge weight x -that is, to confirm that the marginal of P n,x to any finite subgraph D, conditioned on the restriction of ω to D c , is P ω D,n,x . Fix D to be a finite subgraph containing 0, and let R be an integer such that Λ R (0) contains D. We set T R to be the event that ω contains at most two disjoint paths that intersect both D and Λ R (0) c . Since P n,x is supported on configurations with at most one bi-infinite path, we have that lim R→∞ P n,x [T R ] = 1.
(4.11)
Let ω be a loop configuration distributed as P n,x , and fix some other loop configuration ω 0 . Then, using Levy's Upwards Theorem and (4.11), and the definition of P n,x , we find 
R . If T (0) R occurs, then every loop that intersects D is contained in Λ R (0); in particular, the measure in D is determined by the restriction of ω to Λ R (0).
As above, we denote by f k a face in Λ k (0) chosen uniformly. By definition of the loop O(n) measure on finite domains, we deduce that, for any k, x ω 0 n (ω 0 ) Z ω D,n,x = P ω D,n,x (ω 0 ), (4.12) where ω 0 is the number of edges in ω 0 ∩ D, and (ω 0 ) is the number of loops intersecting D (as there are no bi-infinite paths intersecting D under our assumptions). Note that the condition on f k insures that none of the edges in D belong to Λ k (f k ) c -that is, none of these edges are fixed by the boundary conditions ξ k .
The relation (4.12) is precisely the desired Gibbs condition, modulo the restriction on f k . Luckily, for any fixed R, the probability that dist(f k , B c k ) > R approaches 1 as k tends to infinity, whence the statement follows.
Next, we assume that T where R (ω 0 ) is the number of loops that intersect D and are contained in Λ R (0). Since the righthand side of (4.13) is independent of k, we may take the limit in k with impunity. As above, the restriction on f k disappears; the limit in R of T Proof of Corollary 3. By definition, the probability of the events C r,R (f k ) and S r,R (f k ) under the product measure of P ξ k Λ k (0),n,x and f k is the same as the probability of C r,R (0) and S r,R (0) underP ξ k k,n,x . Assume thatP ξ k k,n,x converges to an infinite-volume P n,x . Since the events C r,R (0) and S r,R (0) are mutually exclusive, where we may take the limit inside the measure since C r,R (0) is decreasing in R and increasing in r, whereas S r,R (0) is increasing in R and decreasing in r. One has Thus, by Proposition 27 and Theorem 1, the RHS of (4.14) equals 1, as required.
For the second stipulation, we wish to show that {L (f k )} is not uniformly integrable underP ξ k Λ k (0),n,x (which equals P). Assume that, for some r > 0, lim R→∞ lim inf k→∞P ξ k Λ k (0),n,x (C r,R (f k )) > 0. Fix a loop configuration ω, and let L s be the set of faces in Λ k (0) which border a loop of length greater than s. We also set C r,R to be the set of faces for which C r,R (f ) occurs.
Every f ∈ C r,R must be at distance at most r from a face bordering a loop intersecting the complement of Λ R (f ). Thus, it is straightforward to see that
F (Λ r (f )).
Taking a union bound and then averaging over ω, we find that, for any R > r, that is {L (f k )} has a uniformly positive probability to be larger than any R. Thus, the sequence is not tight, and therefore not uniformly integrable.
By the first part of the corollary, we may now assume that, for every r > 0, there exists an R = R(r) such that lim inf k→∞P ξ k Λ k (0),n,x (S r,R (f k )) > 0.
Let V (f ) be the number of faces surrounded by the outermost loop that surrounds f . The above inequality implies that, for all r positive, lim inf k→∞P ξ k Λ k (0),n,x (V (f k ) > F (Λ r (0) ) > 0.
Next, fix a loop configuration ω, and let Out(ω) be the set of all outermost loops in ω, and let Area( ) be the number of faces surrounded by an outermost loop ∈ Out(ω). By isoperimetric considerations, there exists an absolute constant c so that Area( ) ≤ c 2 . Then where the inequality on the second line follows because the number of faces bordering a loop is greater than its length divided by six, and the inequality in the third lines simply sums over a larger set. Dividing both sides of (4.16) by F (Λ k (0)) we obtaiñ P ξ k Λ k (0),n,x [V (f k ) > r] ≤ 6c ⋅Ẽ ξ k Λ k (0),n,x L (f k ) ⋅ 1 L (f k )>(r c) 1 2 . Taking the lim inf as k goes to infinity, we find that the tail expectation is uniformly bounded from below -i.e. {L (f k )} is not uniformly integrable.
