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We apply the Picard and Magnus expansions to both the semiclassical and the quantum Rabi
model, with a switchable matter-field coupling. The case of the quantum Rabi model ia a paradig-
matic example of finite-time quantum electrodynamics (QED), and in this case we build an intuitive
diagrammatic representation of the Picard series. In particular, we show that regular oscillations in
the mean number of photons, ascribed to the dynamical Casimir effect (DCE) for the the generation
of photons and to the anti-DCE for their destruction, take place at twice the resonator frequency
ω. Such oscillations, which are a clear dynamical “smoking gun” of the ultrastrong coupling regime,
can be predicted by first-order Picard expansion. We also show that the Magnus expansion can be
used, through concatenation, as an efficient numerical integrator for both the semiclassical and the
quantum Rabi model. In the first case, we find distinctive features in the Fourier spectrum of mo-
tion, with a single peak at the Rabi frequency Ω and doublets at frequencies 2nω±Ω, with n positive
integer. We explain these doublets, which are a feature beyond the rotating wave approximation
(RWA), on the basis of the Picard series.
I. INTRODUCTION
Ultrastrong coupling between artificial atoms and elec-
tromagnetic cavity modes is achieved when the coupling
strength λ becomes comparable to, or even exceeds the
resonator frequency ω. Such regime, which is nowadays
experimentally addressed in circuit QED [1–5], is of in-
terest both for the development of quantum technologies
and for fundamental physics. Indeed, strong matter-field
coupling is preliminary to the implementation of fast
quantum protocols. On the other hand, in the ultra-
strong coupling regime strongly correlated matter-light
states emerge [4, 5].
A prominent phenomenon in ultrastrong matter-field
coupling is the dynamical Casimir effect, that is, the
generation of photons from the vacuum due to time-
dependent boundary conditions or, more generally, as a
consequence of the nonadiabatic change of some parame-
ters of a system [6–8] (this latter case is usually refereed
to as parametric DCE [7]). DCE has been discussed in
several contexts, for instance in Bose-Einstein conden-
sates [9], in excition-polariton condensates [10], for mul-
tipartite entanglement generation in cavity networks [11],
in relation to several forms of quantum correlations [12–
14], in the generation of exotic field states [15], for quan-
tum communication protocols [16], in quantum thermo-
dynamics [17]; the DCE can also be amplified via optimal
control techniques [18]. Moreover, pioneering experimen-
tal demonstrations of the DCE have been reported in
superconducting circuit QED [19, 20].
In contrast with standard QED, here we consider a
single (cavity) mode rather than an infinite number of
modes. Moreover, the quantization volume (of the cav-
ity) is fixed and the limit of infinite volume is not taken
at the end. Finally, the interaction is not switched on
and off adiabatically, but we rather focus on transient
phenomena associated with the nonadiabatic switching
of the matter-field coupling. That is, we are consider-
ing finite-time QED, a problem barely considered in the
literature [21].
The quantum Rabi model [22, 23], which describes
the dipolar light-matter coupling, with the addition of
a switchable coupling, is the ideal testing ground to ex-
plore finite-time QED in the ultrastrong coupling regime.
In this paper, we examine applications of the the Pi-
card and Magnus expansions to both the semiclassical
and the quantum Rabi model, with a time-dependent
coupling. While the dynamics of these models can be
addressed numerically via a Runge-Kutta integration of
the equations of motion, perturbative methods can shed
light on the physical mechanisms and elementary pro-
cesses which govern the dynamics. We first investigate
the Picard series, which allows an intuitive diagrammatic
representation. Such series, truncated to low orders, pro-
vides a rather accurate description only for short interac-
tion times (and not too strong coupling). In particular,
we show that regular oscillations in the mean number
of photons, can be ascribed to the coherent generation
(DCE) and destruction (anti-DCE [24, 25]) of photons.
Such oscillations take place at a frequency 2ω that can
be predicted by first-order Picard expansion, and are a
clear dynamical “smoking gun” of the ultrastrong cou-
pling regime. We then examine the Magnus expansion,
and show that through concatenation it can be used as
an efficient numerical integrator. In particular, we study
the Fourier spectrum of motion for the semiclassical Rabi
model and show that it has a characteristic structure,
with a single peak at the Rabi frequency Ω and dou-
blets at frequencies 2nω ± Ω, with n = 1, 2, 3, .... The
doublets, which are a feature beyond the RWA, are ex-
plained on the basis of the Picard series. Finally, we
discuss analogies between the semiclassical Rabi model
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2and the Mathieu equation.
II. THE FINITE-TIME RABI MODEL
We consider both the semiclassical and the quantum
finite-time Rabi models, describing the interaction of a
two-level atom (qubit) with the electromagnetic field [22].
In both cases, the Hamiltonian
H(t) = H0 +HI(t), (1)
where H0 refers to the free evolution for the qubit and the
field, and HI(t) describes a time-modulated qubit-field
coupling, which extends over a finite time 0 ≤ t ≤ τ .
In the semiclassical Rabi model, which describes within
the dipole approximation, the interaction between the
qubit and a classical monochromatic field, (hereafter we
set the reduced Planck’s constant ~ = 1),
H0 = −1
2
ωqσz,
HI(t) = f(t) [2Ω cos(ωt+ φ)]σx,
(2)
where ωq and ω are the qubit and field frequency, re-
spectively, Ω is the (Rabi) frequency of the field-induced
oscillations between the two levels |g〉 and |e〉, the Pauli
matrices σk (k = x, y, z) are written in the {|g〉, |e〉} basis,
and the function f(t) modulates the qubit-field coupling.
Hereafter, for simplicity’s sake we shall assume the phase
φ = 0, the resonant case ωq = ω, and a sudden switch
on/off of the coupling: f(t) = 1 for 0 ≤ t ≤ τ , f(t) = 0
othertwise.
In the case of the quantum Rabi model, which de-
scribes the interaction between the qubit and a single
mode of the quantized field,
H0 = −1
2
ωqσz + ω
(
a†a+
1
2
)
,
HI(t) = f(t) [λσ+ (a
† + a) + λ?σ− (a† + a)],
(3)
where σ± = 12 (σx ∓ iσy) are the raising and lower-
ing operators for the qubit (so that σ+ = |e〉〈g| and
σ− = |g〉〈e|): σ+|g〉 = |e〉, σ+|e〉 = 0, σ−|g〉 = 0,
σ−|e〉 = |g〉. The operators a† and a for the field cre-
ate and annihilate a photon: a†|n〉 = √n+ 1|n + 1〉,
a|n〉 = √n|n − 1〉, |n〉 being the Fock state with n pho-
tons. For the sake of simplicity, from now on we consider
a real coupling strength, λ ∈ R, ωq = ω and a time-
dependent modulation set as above for the semiclassical
model.
The rotating wave approximation (valid for λ → 0)
is obtained neglecting the term σ+a
†, which simultane-
ously excites the qubit and creates a photon, and σ−a,
which de-excites the qubit and annihilates a photon. In
this limit, the Hamiltonian (3) reduces to the Jaynes-
Cummings Hamiltonian [22] with a time-dependent mod-
ulation. In the RWA the swapping time needed to trans-
fer an excitation from the qubit to the field or vice versa
(|e〉|0〉 ↔ |g〉|1〉) is τs = pi/2λ, and no DCE is possi-
ble since the total number of excitations in the system
is conserved. Within RWA, the (Rabi) frequency of the
Rabi oscillations between the states |e〉|n− 1〉 and |g〉|n〉
is Ωn = λ
√
n.
In the interaction picture, the Hamiltonian reads
H˜I(t) = U
†(t)HI(t)U(t), where U(t) = e−iH0t. From
now on we shall omit tildes and always refer to the inter-
action picture. For the semiclassical Rabi model,
HI(t) = Ωf(t)
[
(1 + e−2iωt)σ− + (1 + e2iωt)σ+
]
, (4)
while in the quantum Rabi model
HI(t) = λf(t) [σ−ae−2iωt+σ+a+σ−a†+σ+a†e2iωt]. (5)
In both cases, the RWA is recovered if we neglect the
counter-rotating terms at frequency 2ω.
III. PICARD SERIES
The solution to the time-dependent Schro¨dinger equa-
tion i |ψ˙(t)〉 = HI(t) |ψ(t)〉 can be approximated by the
Picard iterative process. We start by writing the integral
associated equation
|ψ(t)〉 = |ψ(0)〉 − i
∫ t
0
HI(t
′) |ψ(t′)〉 dt′. (6)
Iterating the process we obtain
|ψ(t)〉 = |ψ(0)〉 − i
∫ t′
0
HI(t
′) [|ψ(0)〉
−i
∫ t′
0
HI(t
′′) |ψ(t′′)〉 dt′′
]
dt′,
(7)
and so on. Hence we can write
|ψ(t)〉 =
∞∑
k=0
|ψ(n)(t)〉, (8)
with the zeroth-order approximation |ψ(0)(t)〉 = |ψ(0)〉,
the first-order correction
|ψ(1)(t)〉 = −i
∫ t
0
HI(t
′) |ψ(0)(t′)〉 dt′, (9)
and so on, with the n-th-order correction given by
|ψ(n)(t)〉 = −i
∫ t
0
HI(t
′) |ψ(n−1)(t′)〉 dt′. (10)
A. Semiclassical Rabi model
We expand the state vector in the {|g〉, |e〉} basis for
the qubit: |ψ(t)〉 = Cg(t)|g〉+Ce(t)|e〉. For concreteness,
we consider the initial state |ψ(0)〉 = |g〉 (however, the
3considerations of this subsection would not change for a
different initial state).
It is instructive to consider first the RWA limit,
in which we easily obtain the exact solution to the
Schro¨dinger equation, |ψ(t)〉 = cos(Ωt)|g〉 − i sin(Ωt)|e〉,
corresponding to Rabi oscillations between the two states
|g〉 and |e〉. In this case, the n-th order Picard expan-
sion of |ψ(t)〉 coincides with the result obtained from
the n-th order Taylor expansion of the exact coefficients
Cg(t) = cos(Ωt) and Ce(t) = −i sin(Ωt):
|ψ(0)(t)〉 = |g〉, |ψ(1)(t)〉 = −i(Ωt)|e〉,
|ψ(2)(t)〉 = − (Ωt)
2
2!
|g〉, |ψ(3)(t)〉 = i (Ωt)
3
3!
|e〉, ... . (11)
Including the counter-rotating terms, we obtain
|ψ(0)(t)〉 = |g〉,
|ψ(1)(t)〉 =
[
Ω
2ω
(
1− e2iωt)− i (Ω t)] |e〉,
|ψ(2)(t)〉 =
[
Ω2
4ω2
(−1 + e2iωt)
−i Ω
2ω
(Ωt)e−2iωt − (Ωt)
2
2
]
|g〉,
|ψ(3)(t)〉 =
[
Ω3
8ω3
(
5
2
− e−2iωt − e2iωt − 1
2
e4iωt
)
+
Ω2
4ω2
(Ωt)
(
1− e−2iωt + e2iωt)
− Ω
4ω
(Ωt)2
(
1− e2iωt)+ i (Ωt)3
6
]
|e〉, ... .
(12)
From these expressions, it is clear that besides the RWA
terms (Taylor expansions of cos(Ωt) and sin(Ωt)), we
have terms proportional to en(2iωt), multiplied by powers
of Ωt. We will discuss in Sec IV A the signatures of these
terms in the frequency domain.
An example of the comparison between the exact (nu-
merical) solution of the semiclassical Rabi model and the
truncated Picard series is shown in Fig. 1. It is clear
that the Picard expansion is suitable only for short times.
Indeed, with expansion up to thirty-third order we can
faithfully reproduce the exact dynamics only up to less
than two Rabi periods. From these plots we can also ap-
preciate small (beyond RWA) oscillations, superposed to
the main Rabi oscillations. The amplitude and frequency
of these small oscillations will be discussed in Sec IV A.
B. Quantum Rabi model
In this subsection, we review with more details the Pi-
card expansion for the finite-time quantum Rabi model
introduced in Ref. [15]. We expand the state vector in
the {|l, n〉} basis (l = g, e; n = 0, 1, 2, ...) as |ψ(t)〉 =∑
l,n Cl,n(t)|l, n〉. For every term in the Hamiltonian (5)
it is possible to give a diagrammatic representation (see
Fig. 2). The interaction vertex is represented by a full
circle, a photon by a wavy line, the qubit in the ground
(excited) state by a straight line (two parallel straight
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FIG. 1. (Color online) Comparison (for Re[Cg]) between the
numerical solution of the semiclassical Rabi model (dashed
red line) and the Picard series (solid blue line) up to third
(top left), eleventh (top right), twenty-first (bottom left), and
thirty-third (bottom right) order, for Ω/ω = 0.1.
lines). Time flows from bottom to top. The vertex corre-
sponding to the term proportional to σ+a in the Hamil-
tonian tells us that we start from the qubit in the ground
state and a photon. As a consequence of the qubit-field
interaction, the photon is absorbed and the qubit is pro-
moted to its excited state. The term σ−a† de-excites
the atom while creating a photon, σ−a simultaneously
destroys a photon and de-excites the atom, and σ+a
† si-
multaneously creates a photon and excites the atom. The
last two terms are responsible of the anti-DCE and DCE
effect, respectively.
FIG. 2. Vertices associated to the terms in Hamiltonian (5).
The vertices in the bottom line correspond to terms neglected
within the RWA.
We focus on the initial condition |ψ(0)〉 = |g, 0〉,
corrsponding to both the qubit and the field in their
ground state. Within the RWA, which conserves the to-
tal number of excitations NT = σ+σ− + a†a, no excita-
tions are possible and |ψ(t)〉 = |g, 0〉 at all times. On the
other hand, the dynamics is nontrivial when the terms
beyond RWA are included, since one can simultaneously
excite the qubit and create a photon, σ+a
†|g, 0〉 = |e, 1〉.
The generation of photons from the vacuum is due to the
nonadiabatic change of a system parameter (switching of
4the qubit-field coupling constant) and is a manifestation
of the (parametric) DCE [7].
To the zeroth-order approximation |ψ(0)(t)〉 = |g, 0〉.
Such state is diagrammatically represented as a vertical
single line (see the left diagram in Fig. 3), meaning that
the qubit remains in its ground state |g〉, while no pho-
tons are emitted. The two horizontal lines in Fig. 3 (left)
(as well as in all other diagrams in this paper) mean that
interaction is switched on at time t = 0 (lower line) and
switched off at time t = τ (upper line) That is, these
lines outline the fact that we are dealing with finite-time
QED.
To compute the first-order terms, we first observe that
HI(t
′)|ψ(0)(t′)〉 = e2iωt′σ+a†|g, 0〉 = e2iωt′ |e, 1〉. After
integratingHI(t
′)|ψ(0)(t′)〉 from t′ = 0 to t′ = t according
to Eq. (9), we obtain
|ψ(1)(t)〉 = λ
2ω
(
1− e2iωt) |e, 1〉. (13)
The diagrammatic representation of the first-order con-
tribution is shown in Fig. 3 (right): the system starts
from the state |g, 0〉 and performs a transition to the
state |e, 1〉, with the qubit left in the excited state |e〉
and the emission of a single (real) photon. Note that
this diagram is beyond the RWA, since the energy is not
conserved: both the qubit and the field start from their
ground states and are eventually excited.
FIG. 3. Diagrammatic representation of the zeroth- (left)
and first-order (right) contributions in the Picard series for the
quantum Rabi model, with initial condition |ψ(0)〉 = |g, 0〉.
To obtain the second-order contributions, we apply
HI(t
′) to the first-order correction |ψ(1)(t′)〉. Since
|ψ(1)(t′)〉 ∝ |e, 1〉, we obtain terms proportional to
σ−a|e, 1〉 = |g, 0〉 and σ−a†|e, 1〉 =
√
2 |g, 2〉. These con-
tributions are represented by the diagrams of Fig. 4. Note
that in the first case (left diagram) the photon is virtual,
while in the second (right diagram) two real photons are
emitted. After integrating over time HI(t
′)|ψ(1)(t′)〉 ac-
cording to Eq. (10) (with n = 2), we obtain
|ψ(2)(t)〉 = i λ
2
2ω
[
t+
i
2ω
(
1− e−2iωt)] |g, 0〉
+ i
√
2λ2
2ω
[
−t+ i
2ω
(
1− e2iωt)] |g, 2〉. (14)
It is interesting to remark that in the latter term the
√
2
factor is due to the stimulated emission of the second
photon by the first one.
FIG. 4. Same as in Fig. 3, but for the second-order contrib-
tions.
To obtain the third-order contribution, we applyHI(t
′)
to |ψ(2)(t′)〉. As a result, from the term proportional to
|g, 0〉 in |ψ(2)(t′)〉 we obtain a term proportional to |e, 1〉
(top left diagram in Fig. 5), while from the term pro-
portional to |g, 2〉 we obtain two terms, one proportional
to |e, 3〉 (top right diagram in Fig. 5) and one to |e, 1〉
(bottom diagram in Fig. 5). After integrating over time
HI(t
′)|ψ(2)(t′)〉, we obtain
|ψ(3)(t)〉 = λ
3
4ω3
[−1 + e2iωt − i(ωt) (1 + e2iωt)] |e, 1〉
+
√
3
2
λ3
8ω3
[
1− e4iωt + 4ie2iωt(ωt)] |e, 3〉
+
λ3
4ω3
[
1− e2iωt + 2i(ω t)− 2(ωt)2] |e, 1〉,
(15)
where the three terms of this equation correspond, re-
spectively, to the top left, top right, and bottom diagram
of Fig. 5). The perturbative treatment outlined in this
subsection can be easily iterated to higher orders.
As an example of application of the Picard expansion,
we compute the mean number of generated photons, as
a function of the qubit-field coupling constant λ and of
the interaction time t. We can see from Fig. 6 that the
fourth-order plot (top panel) is in good agreement with
the exact solution (bottom panel), provided λ and t are
not too large.
For λ/ω = 0.1, the Picard expansion is compared (up
to the fourth order) with the exact numerical solution in
Fig. 7. It can be seen that the Picard series truncated
to the fourth order can reproduce the behavior of 〈n〉
up to t/τs ≈ 0.5. On the other hand, for this value of λ
the amplitude and time of the first peak can be estimated
already from the first-order expansion. To the first order,
〈n〉(t) =
(
λ
ω
)2
sin2(ωt), (16)
corresponding to the first peak at time τp, with τp/τs =
λ/ω, and peak value 〈n〉(τp) = (λ/ω)2. As shown in
5FIG. 5. Same as in Fig. 3, but for the third-order contrib-
tions.
Fig. 8, this analytical prediction for τp is in good agree-
ment with the numerical results up to λ/ω ≈ 0.3.
The oscillations in 〈n〉(t), due to the coherent genera-
tion (DCE) and destruction (anti-DCE) of photons, are
a clear dynamical “smoking gun” of the ultrastrong cou-
pling regime. Such oscillations, as shown in Figs. 6 and
7, are, for relatively small values of λ/ω, regular. At
small times, a quasi-periodic behavior with frequency 2ω
is clearly seen, and also predicted by first-order pertur-
bation theory, Eq. (16). This reasult might be interesting
for experimental investigations in that clear features of
the DCE are observable with short interaction times and
relatively small interaction strengths.
IV. MAGNUS EXPANSION
The Magnus expansion starts by assuming that an ex-
ponential form for the (unitary) time-evolution operator
U(t) (defined by |ψ(t)〉 = U(t)|ψ(0)〉) exists:
U(t) = eΩ(t), Ω(0) = 0, (17)
with a series expansion for Ω:
Ω(t) =
∞∑
n=1
Ω(n)(t). (18)
An approximate expression for the time-evolution oper-
ator is obtained by truncation of the Magnus expansion.
FIG. 6. (Color online) Mean number of generated photons 〈n〉
as a function of the coupling strength λ (in units of ω) and
of the interaction time t, measured in units of the swapping
time τs = pi/2λ. The fourth-order Picard expansion (top) is
compared with the numerical results (bottom).
The first few terms in such expansion are
Ω(1)(t) =
∫ t
0
dt1A(t1),
Ω(2)(t) =
1
2
∫ t
0
dt1
∫ t1
0
dt2[A(t1), A(t2)],
Ω(3)(t) =
1
6
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
([A(t1), [A(t2), A(t3)]] + [A(t3), [A(t2), A(t1)]]),
(19)
where we have defined the (anti-Hermitian) operator
A(t) = −iHI(t), with HI Hamiltomian in the interac-
tion picture. For a derivation of the terms Ω(n)(t) see,
e.g., Ref. [26]. Note that, since the expansion is for Ω
and not for U as in the Picard series, the Magnus expan-
sion provides a unitary perturbation theory, in contrast
to the Picard series. This is one of the most appealing
features of the Magnus expansion. The Magnus expan-
sion, in particular conditions for the convergence of the
Magnus series and several applications of the method, in-
cluding its use as a numerical integrator, are reviewed in
Ref. [26]. Hereafter, we shall discuss applications of the
Magnus expansion to the Rabi model.
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FIG. 7. (Color online) Mean number of photons as a function
of time, with the numerical results (dashed red line) compared
with the Picard expansion (solid blue line) truncated to the
first (top left), second (top right), third (bottom left), and
fourth (bottom right) order, for λ/ω = 0.1.
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FIG. 8. (Color online) Time τp of the first peak in 〈n〉(t):
comparison of the first-order (dashed line) with the numerical
results (triangles).
A. Semiclassical Rabi model
We write explicitly the first three terms of the Magnus
expansion for the semiclassical Rabi model. Let Ω
(n)
ij =
〈i|Ω(n)|j〉, with i, j = g, e, denote the matrix elements
of Ω(n) in the {|g〉, |e〉} basis. From Eq. (19), using the
semiclassical Rabi Hamiltonian (4) we obtain
Ω(1)gg (t) = Ω
(1)
ee (t) = 0,
Ω(1)ge (t) = −
Ω
2ω
(
1− e−2iωt + 2iωt) = −[Ω(1)eg (t)]?,(20)
Ω(2)ge (t) = Ω
(2)
eg (t) = 0,
Ω(2)gg (t) =
iΩ2
4ω2
(−2ωt cos(2ωt) + sin(2ωt))
= −[Ω(2)ee (t)],
(21)
Ω(3)gg (t) = Ω
(3)
ee (t) = 0,
Ω(3)ge (t) =
Ω3
8ω3
[
−3 + iωt+ 4
3
ω2t2
+
(
3
2
+ 2iωt− 2
3
ω2t2
)
e−2iωt
+
(
7
6
− 4
3
iωt− 2
3
ω2t2
)
e2iωt
+
(
1
3
+
1
3
iωt
)
e−4iωt
]
= −[Ω(3)eg (t)]?.
(22)
Within the RWA, the semiclassical Rabi model is, in
the interaction picture, time-independent, and therefore
the Magnus expansion reduces to its first-order term,
Ω(t) = Ω(1)(t) = −iHIt. On the other hand, when the
terms beyond RWA are taken into account, in general
[A(t1), A(t2)] 6= 0 if t1 6= t2 and therefore we must con-
sider also higher-order terms in the Magnus expansion.
As an example, in Fig. 9 (left panel) we compare the
Magnus expansion, truncated to the fourth order, with
the numerical integration of the Schro¨dinger equation via
a fourth-order Runge-Kutta method. If we compare these
results with those obtained by means of the Picard se-
ries (see Fig. 1), it is clear that the Magnus expansion
allows us to address much longer evolution times already
at small orders.
On the other hand, the convergence of the Magnus
expansion is not guaranteed at all times. More precisely,
a sufficiently condition [27, 28] for the convergence of the
Magnus expansion is that∫ t
0
||A(t′)||2dt′ < pi, (23)
where ||A||2 is the square root of the largest eigenvalue
of A†A. In the example of Fig. 9, this criterion ensures
convergence for times t < tc, with Ωtc ≈ 5.1 (vertical
dashed line in the figure). For t > tc, the strong oscilla-
tions and the discrepancy between the Magnus expansion
truncated to the fourth-order and the exact numerical so-
lution, suggest a different numerical approach. That is,
we concatenate truncated Magnus expansions. With this
approach, we can address arbitrarily long time scales. For
instance, Fig. 9 (right panel) shows the good agreeement
between the numerical solution and the concatenation of
five first-order Magnus expansions.
To further assess the validity of the Magnus expansion,
we follow the dynamics up to 30 Rabi periods (Ωt = 60pi),
by concatenating N times the fourth-order Magnus ex-
pansion, and then compute the Fourier transforms F of
Cg and Ce. As an example, we show in Fig. 10 F [Re(Cg)],
for different values of N . We can see that N = 3 × 103
allow us to reproduce the main features of the Fourier
spectrum: for that purpose, more than 105 time steps
are necessary when using the Runge-Kutta method (see
the bottom right panel of Fig. 10). The Magnus expan-
sion can then be used as a numerical integrator, more
efficient for this problem than the Runge-Kutta mehod,
as it allows much longer time steps.
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FIG. 9. (Color online) Comparison (for Re[Cg]) between the
numerical solution of the semiclassical Rabi model (dashed
red line) and the Magnus expansion (solid blue line), up to
fourth order (left) or iterating five times the first order expan-
sion (right), for Ω/ω = 0.1. The dashed line shows the time
(Ωt ≈ 5.1) up to which convergence of the Magnus expansion
is guaranteed by criterion (23).
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FIG. 10. (Color online) Fourier transform F of Re(Cg) (ar-
bitrary units in the plot), obtained from integration of the
semiclassical Rabi model up to Ωt = 60pi, with Ω/ω = 0.1, it-
erating the fourth-order Magnus expansion N = 5 (top left),
100 (top right), 500 (bottom left), and 3000 (bottom right)
times. The dashed red curve in the bottom right panel is
instead obtained by fourth-order Runge-Kutta integration of
the equations of motion, with 5.12× 105 points. The dashed
line Log[|F [Re(Cg)]|] = a − b(w/Ω), with a ≈ 0.106 and
b ≈ 0.136, fits the decay of the peaks in the Fourier trans-
form.
The Fourier spectrum has characteristic double-peaks.
More precisely, Fig. 10 exhibits a single peak at the Rabi
frequency Ω, and doublets at frequencies 2nω ± Ω, with
n = 1, 2, 3, .... Such features can be qualitatively ex-
plained as follows. The peak at frequency Ω corresponds
to Rabi oscillations and already exists within the RWA.
On the other hand, the doublets are structures beyond
RWA, which can be conveniently understood from the
Picard series. At each order of the Picard expansion, we
integrate in time terms proportional to e±2iωt times the
wave-function at the previous order. We therefore gen-
erate new harmonics at higher frequency as we increase
the perturbative order in the Picard series. Terms pro-
portional to e±2inωt multiply the Rabi oscillations, pro-
portional to eiΩt, and therefore in conclusion we generate
harmonics at frequencies 2nω ± Ω. Note that each inte-
gration in time of e±2iωt implies a decay of the weight
of the corresponding harmonic by a factor 1/(2ω). If we
write the Schro¨dinger equation for the semiclassical Rabi
model (4) as[
C˙g(t)
C˙e(t)
]
= −if(t)
[
0 1 + e−2iωt
1 + e2iωt 0
] [
Cg(t)
Ce(t)
]
,
(24)
we can clearly see that at each order of the Picard se-
ries we improve the approximation for either Cg or Ce.
Therefore, we need two steps in the Picard expansion to
improve Cg (or Ce) and generate new harmonics. Since
this implies two integrations in time, the harmonics at
frequencies 2nω±Ω are scaled by a factor [Ω/(2ω)]2 with
respect to the harmonics at frequencies 2(n − 1)ω ± Ω.
This estimate is in good agreement with the numeri-
cal results of Fig. 10. Indeed, for Ω/ω = 0.1 the de-
cay of the first peaks in the Fourier transform is fitted
by an exponential law, Log[|F [Re(Cg)]|] = a − b(w/Ω),
with a ≈ 0.106 and b ≈ 0.136. This implies that the
ratio between the amplitude of nearby doublets is ap-
proximately equal to 10−2(ω/Ω)b ≈ 1/525, not far from
[Ω/(2ω)]2 = 1/400. A more precise calculation appears
difficult, since at each perturbative order new harmonics
are generated but also the weight of the already exist-
ing harmonics is modified. Note that in the Magnus se-
ries, since we have an exponential approximation theory
(i.e., we consider eΩ, with a truncated expansion for Ω),
higher-order harmonics are visible already at the lowest
orders.
The above discussion can be visualized by means of
the analog circuit reported in Fig. 11. It corresponds to
two orders in the Picard expansion, and each integra-
tion brings a factor Ω/(2ω). The signal (Cg and Ce) can
be reinjected and at each loop the approximation is im-
proved, adding each time two more orders in the Picard
series.
FIG. 11. Schematic drawing of an analog circuit for the inte-
gration of the Schro¨dinger equation (24) for the semiclassical
Rabi model.
Finally, we point out that there is an interesting anal-
ogy, in particular with respect to the occurrence of dou-
blets, between the semiclassical Rabi model and the
Mathieu equation in an appropriate range of parameters,
see Appendix A.
B. Quantum Rabi model
The Magnus expansion can also be applied to the quan-
tum Rabi model, using Eqs. (17), (18) and (19). For the
8sake of simplicity, we do not report explicit expressions
for Ω(n)(t). As the Hilbert space is infinite-dimensional,
we cannot use convergence criteria like Eq. (23), since the
eigenvalues of A†A are not upper bounded. On the other
hand, for any given initial condition the Hilbert space
actually explored by the dynamics is finite. For instance,
if initially both the field and the qubit are prepared in
their ground state, as discussed in Sec. III B the mean
number of photons does not grow indefinitely but oscil-
lates due to coherent generation (DCE) and destruction
(anti-DCE) of photons. Hence, we expect convergence of
the Magnus expansion for sufficiently short integration
times. Such expectation is borne out by numerical data,
as shown in Fig. 12.
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FIG. 12. (Color online) Comparison (for Re[C0g]) between the
numerical solution of the semiclassical Rabi model (dashed
red line) and the Magnus expansion (solid blue line), up to
fourth order (left) or iterating a hundred times the fourth
order expansion (right), for λ/ω = 0.12. Note that the initial
condition we used, Cg,0(t = 0) = 1, is such that within the
RWA the dynamics is trivial, Cg,0(t) = 1 at all times.
V. CONCLUSIONS
In this paper, we have applied the Picard and Magnus
expansions to the ultrastrong matter-field coupling, in
the paradigmatic Rabi model. The Picard series, trun-
cated to low orders, is suitable only for short interac-
tion times. On the other hand, we have shown that the
Magnus expansion, through concatenation, is an efficient
numerical integrator, in that it allows time steps much
longer than in the Runge-Kutta method.
We have highlighted clear features of the dynamics
in the ultrastrong coupling regime, and in particular of
the dynamical Casimir effect. Regular oscillations in the
mean number 〈n〉 of photons, due to the coherent genera-
tion (DCE) and destruction (anti-DCE) of photons take
place. This reasult provides a clear “smoking gun” of
the DCE, which might be of interest for experimental in-
vestigations in circuit QED, in that the above oscillations
are observable with short interaction times and relatively
small interaction strengths.
We have shown that the Fourier spectrum of motion in
the semiclassical Rabi model exhibits a peak at the Rabi
frequency Ω and doublets at frequencies 2nω ± Ω, with
n positive integer. While the Rabi frequency is trivially
obtained by solving the Rabi model within the rotating
wave approximation, the doublets are features beyond
the RWA. Both the oscillations in 〈n〉 and the doublets
can be explained by means of the Picard series. The
Fourier analysis can be extended also to the quantum
Rabi model finding similar, even though more compli-
cated structures with doublets. Finally, the analogy with
the Mathieu equation highligths the fact that doublets
are a general feature of time-modulated systems.
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Appendix A: Analogy between the semiclassical
Rabi model and the Mathieu equation
Let us consider the Mathieu equation [29]
y¨(t) + [a− 2q cos(ωt)]y(t) = 0, (A1)
with a and q real constants [30]. If we define p ≡ y˙, we
can write the Mathieu equation as[
y˙(t)
p˙(t)
]
=
[
0 1
−[a− 2q cos(2t)] 0
] [
y(t)
p(t)
]
. (A2)
Similarities and differences between this equation and
the Schro¨dinger equation (24) for the semiclassical Rabi
model are self-evident. This point can also be visualized
by comparing the analog circuit of Fig. 13 for the Mathieu
equation with the circuit of Fig 11 for the semiclassical
Rabi model.
FIG. 13. Schematic drawing of an analog circuit for the inte-
gration of the Mathieu equation.
As for the semiclassical Rabi model, there are dou-
blets in the Fourier spectrum, see Fig. 14. Such doublets
are generated by time-dependent terms, that is, in the
Rabi model the terms beyond RWA, and in the Math-
ieu equation the term 2q cos(ωt), which corresponds to
a frequency modulation. For the Rabi model the evolu-
tion is unitary, while this is not the case for the Mathieu
equation. However, this lack of unitarity does not affect
in any way the reason why doublets are present. On the
other hand, we shall limit ourselves to the stable region
with small values of the parameters a and q, since for
large values of these parameters there are strong nonlin-
earities and a more complicated treatment is needed. We
can see from Fig 14 that in the Fourier transform [Fy](w)
of y(t) there is a single peak at w =
√
a and doublets at
frequencies nω±√a, with n = 1, 2, 3, .... Similarly to the
semiclassical Rabi model, this non-trivial structure may
be explained on the basis of the Picard expansion.
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FIG. 14. Fourier transform [Fy](w) of the solution y(t) of the
Mathieu equation (A1) with initial conditions y(t = 0) = 1,
p(t = 0) = 0, integrated up to t = 200. Parameter values:
a = 0.5, q = 0.1, and ω = 40.
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