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Abstract
The XENON1T experiment aims at the direct detection of the well motivated dark matter
candidate of weakly interacting massive particles (WIMPs) scattering off xenon nuclei. The
first science run of 34.2 live days has already achieved the most stringent upper limit on
spin-independent WIMP-nucleon cross-sections above masses of 10GeV with a minimum
of 7.7 ·10−47 cm2 at a mass of 35GeV. Crucial for this unprecedented sensitivity are a high
xenon gas purity and a good understanding of the background.
In this work, a procedure is described that was developed to measure the purity of the exper-
iment’s xenon inventory of more than three tons during its initial transfer to the detector gas
system. The technique of gas chromatography has been employed to analyze the noble gas
for impurities with the focus on oxygen and krypton contaminations. Furthermore, studies
on the calibration of the experiment’s dominating background induced by natural gamma
and beta radiation were performed. Hereby, the novel sources of radioactive isotopes that
can be dissolved in the xenon were employed, namely 220Rn and tritium. The sources were
analyzed in terms of a potential impact on the outcome of a dark matter search. As a result
of the promising findings for 220Rn, the source was successfully deployed in the first science
run of XENON1T. The first WIMP search of XENON1T is outlined in this thesis, in which
a background component from interactions taking place in close proximity to the detector
wall is identified, investigated and modeled. A background prediction was derived that was
incorporated into the background model of the WIMP search which was found to be in good
agreement with the observation.
Kurzdarstellung
Das XENON1T Experiment hat sich zum Ziel gesetzt, den gut motivierten dunkle Materie
Kandidaten der schwach wechselwirkenden Teilchen (WIMPs) durch Streuung an Xenon-
atomkernen nachzuweisen. Schon nach der ersten Datennahme konnte die führende Aus-
schlusskurve auf spinunabhängige Wechselwirkungen von WIMPs mit Nukleonen oberhalb
Massen von 10GeV gesetzt werden, mit einem Minimum von 7.7 ·10−47 cm2 bei einer Masse
von 35GeV. Von zentraler Bedeutung für diese noch nie da gewesene Sensitivität sind eine
hohe Reinheit des Xenongases, sowie ein gutes Verständnis für den Untergrund.
In der vorliegenden Arbeit wurde eine Prozedur entwickelt, die die Reinheit des Xenon In-
ventars des Experiments, bestehend aus über drei Tonnen Gas, während des ersten Trans-
fers in das Gassystem des Detektors misst. Die Analysemethode der Gaschromatographie
wurde angewandt, um das Edelgas auf Verunreinigungen zu untersuchen, mit Fokus auf
Sauerstoff- und Kryptonkontaminationen. Des Weiteren wurden Studien zur Kalibrierung
des dominierenden Untergrunds, verursacht durch natürliche Gamma- und Betastrahlung,
durchgeführt. Dabei wurden neuartige Quellen radioaktiver Isotope, die im Xenon gelöst
werden können, eingesetzt: 220Rn und Tritium. Die Quellen wurden hinsichtlich ihres
möglichen Einflusses auf die Suche nach dunkler Materie verglichen. Als Resultat kam die
220Rn-Quelle erfolgreich in der ersten Datenperiode von XENON1T zum Einsatz. Die ers-
te WIMP-Suche von XENON1T, in welcher eine Untergrundkomponente von Interaktionen
nahe der Detektorwand identifiziert, untersucht und modelliert wurde, wird in dieser Arbeit
beschrieben. Eine Untergrundvorhersage, welche gut mit der Beobachtung übereinstimmt,
wurde abgeleitet und in der WIMP-Analyse angewandt.
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Introduction
For many decades the mystery of the absence of mass inferred by gravitational interactions
within the Universe remains unresolved. This phenomenon, known as dark matter, has been
observed on cosmological and astrophysical scales and is an active field in modern research.
Multiple models have been developed to explain the dark matter nature and encouraged
scientists to develop new detection techniques that are able to probe these hypotheses. A
popular dark matter candidate is the weakly interacting massive particle (WIMP) on whose
direct detection the XENON collaboration has specialized. A small but finite probability
of WIMPs scattering off Standard Model particles is expected, resulting in low rates of the
order of 0.01 interactions per year and target mass. Hence, the suppression of interactions
induced by natural radioactivity or cosmic rays is a major common challenge of all dark mat-
ter search experiments despite their different detection technologies. A good understanding
of the sources and features of background radiation is crucial in order to be able to detect a
rate excess that might be induced by a new particle.
After the detector technology of time projection chambers (TPC) containing liquid xenon has
been successfully proven with target masses up to a few hundred kg, XENON1T is the first
experiment that passes the ton scale frontier. This poses new challenges like the assurance of
the target purity as well as on the understanding of the detector’s background. Both subjects
are addressed within this work.
The present thesis is outlined as follows: After an introduction to the foundations of dark
matter searches and an overview on the current status of WIMP direct detection in Chap-
ter 1, the detector technology of the XENON experiments is explained in Chapter 2.
The following Chapter 3 deals with the gas purity analytics performed to monitor impu-
rities in the xenon inventory of XENON1T. The measurement technique is presented and
the results are discussed with the focus on their impact on the experiment’s performance.
Chapter 4 is devoted to the calibration of the dominating background component induced
by natural gamma and beta radiation. Novel sources of radio-isotopes such as tritium and
220Rn , that are dissolved in the xenon target, are investigated and compared in terms of their
suitability for a usage within the XENON1T experiment.
In the final Chapter 5 the first WIMP search analysis of XENON1T is outlined. The cali-
bration data acquired with the 220Rn source is studies and a background component from
interactions that take place close to the borders of the detector is identified. By studying the
event properties in this outer region, an understanding is developed which is finally used to
model the expected background contribution. The chapter concludes with the presentation
of the XENON1T first results.
1
2
Chapter 1
The Dark Matter Mystery
The mystery of the new form of non-luminous matter is that its presence can only be inferred
from gravitational effects on baryonic matter. It is one of the most outstanding questions that
drives modern research in various fields of physics. Revealing its nature would mean tremen-
dous progress in explaining the composition and history of the Universe.
Only 4% of the Universe’s total energy content is made up of baryonic matter as we see
it all around us: on our planet, in stars, galaxies, hydrogen clouds, etc. Among other mea-
surements, its content is well-known from element abundances in primordial nucleosynthesis
about 100 seconds after the Big Bang. The remaining 96% are the so-called dark ingredients,
namely dark energy (69%) and dark matter (27%). Their contributions are derived from the
Standard Model of cosmology, called ΛCDM. Its name indicates the main ingredients: the
cosmological constant Λ and cold (i.e. non-relativistic) dark matter (CDM). Originally intro-
duced by Einstein as a parameter of general relativity to ensure a static Universe, Λ nowadays
is attributed to dark energy, which is hypothesized to cause the accelerated expansion of the
Universe. The investigation of the second main ingredient, dark matter, provides the motiva-
tion for this work.
In this chapter, some of the indications for the existence of dark matter on astronomical
and cosmological scales are outlined in Section 1.1 and possible dark matter candidates are
briefly discussed in Section 1.2. One of the most popular models, the WIMP candidate is
introduced in Section 1.3. In Section 1.4, the various approaches that are followed to prove
the existence of WIMPs, are outlined. The direct detection approach is the one employed in
this thesis. The WIMP detection method, the expected signal rate and the current status of
the dark matter search in the field of direct detection of WIMPs, are described in Section 1.5.
For a more detailed review of the dark matter mystery, the reader is referred to [1] and [2].
1.1 Astrophysical and Cosmological Indications
The overwhelming evidence of dark matter comprises a wide variety of measurements on
different scales. The existence of a new form of non-luminous matter was inferred by Fritz
Zwicky in 1933 [3]. Using the virial theorem1 he found a contradiction between the velocity
1The complete notation of the virial theorem can be found in the Appendix A
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Figure 1.1: Circular velocity of the stars
in the galaxy NGC 6503 as a function of
radial distance to the center. The labeled
lines show the contributions from the the
galactic gas (dotted), the disc (dashed), and
a halo of a non-luminous matter type (dot-
dashed). Adding up all three components,
the model (solid line) is in good agreement
with the data. Figure from [9]
dispersion of individual nebulae and their luminous mass2. Since then, various other obser-
vations resulted in the same conclusion.
In the 1970s, Ford and Rubin investigated the rotational velocities v of stars within galaxies as
a function of their radial distance r to the galactic center [4]. In contrast to their expectation,
they observed that these so-called rotation curves are flat. This is in contradiction to New-
tonian dynamics, assuming that they are only driven by the visible galaxy mass: v ∝ 1/
√
r.
Nowadays, similar curves are found for all galaxies [5, 6, 7], including our Milky Way [8].
Figure 1.1 shows the rotation curve of the galaxy NGC 6503. The simplest explanation to
describe the data is adding a hypothetical component, the dark matter halo. It generates the
force that is responsible for speeding up the outer orbits.
Another hint on such dark matter halos comes from gravitational lensing. According to Ein-
stein’s theory of general relativity, light follows the time-space curvature caused by massive
objects like galaxies which thus can act like a lens. The image of a distant object behind
the lens will be distorted, sheared, composed of multiple images, or will be simply brighter
in case the composed image cannot be resolved. Provided that the distance to the object is
known from redshift measurements, its mass can be calculated from the deflection seen in
the image [10, 11]. Comparisons to the mass determined by summing up all the luminous
components show a large discrepancy and suggest that a non-luminous matter component
has to be present. This technique provides the means to see dark matter up to much larger
distances from the galactic center than possible with rotation curves. For comparison: data
from rotation curves is available for radii of tens of kpc, whereas gravitational lensing can
probe the space up to 200kpc. On even larger Mpc scales, measurements find evidence for
dark matter in filaments of the cosmic web [12, 13].
The Bullet Cluster gives another impressive hint of the existence of dark matter. It was
formed by the collision of two smaller clusters. Figure 1.2 shows an x-ray measurement in
2“[...] würde sich also das überraschende Resultat ergeben, dass dunkle Materie in sehr viel grösserer
Dichte vorhanden ist als leuchtende Materie.” [3]
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Figure 1.2: Overlayed images of the
Bullet Cluster (1E 0657-558): op-
tical image (NASA/STScI; Magel-
lan/U.Arizona/D.Clowe et al.), x-ray map
(NASA/CX- C/CfA/M.Markevitch et al.)
and mass distribution from gravitational
lensing (NASA/STScI; ESO WFI; Magel-
lan/U.Arizona/D.Clowe et al.). The dominant
mass constituents (marked in blue) have been
separated from the colliding luminous mass of
the intergalactic medium (marked in red). See
text for more explanations.
pink, performed by the Chandra x-ray observatory that illustrates the two intergalactic gas
clouds. While friction processes during collision are clearly visible in their shapes, the dark
matter components deduced from gravitational lensing (blue clouds) seem to have traversed
unaffectedly. The result is the separation of the baryonic matter from the dark matter. This
effect can be seen in 72 further galaxy cluster collisions resulting in a constraint on the self-
interaction cross section that disfavors some proposed extensions of the Standard Model of
particles [14].
All these observations suggest the presence of more gravitational interacting matter than cal-
culated from the luminous constituents. However, a quantification of dark matter in terms
of its contribution to the total energy content of the Universe was due for decades. In 1965,
Penzias and Wilson prepared the ground by discovering the Cosmic Microwave Background
(CMB) radiation. Its black body spectrum with a temperature of 2.725K promoted the con-
sensus of being a remnant from the Big Bang and not the result of scattered starlight from
distant galaxies. It was found that small anisotropies of the order 10−3 K in the CMB tem-
perature encode the dynamics present in the baryon-photon plasma at the time of photon-
decoupling 380000 years after the Big Bang (see Figure 1.3). They correspond to regions
of slightly different densities and represent the seeds of the Universe’s structure as observed
today. The sky map can be transformed into a so-called power spectrum, essentially show-
ing the correlation strength between every possible combination of two points in the sky as
a function of the angular distance. A characteristic pattern becomes visible as can be seen
in Figure 1.4. The peaks result from acoustic oscillations in the baryon-photon plasma of
the early universe. Their angular scale and height are powerful probes of the ΛCDM model
by providing access to the current baryonic (Ωbh2), dark matter (Ωch2), and dark energy
(ΩΛ) densities whereas the former two are usually normalized to the Hubble constant via
H0 = 100hkms−1 Mpc−1. The most recent and precise measurement was performed by the
Planck experiment resulting in the following energy densities [15]:
Ωbh2 = 0.02226±0.00023, Ωch2 = 0.1186±0.0020, ΩΛ = 0.692±0.012.
This translates into the abundances of ∼ 69% dark energy, ∼ 27% dark matter, and ∼ 4%
ordinary matter.
The very precise result of the CMB is confirmed by Big Bang nucleosynthesis (BBN). A few
5
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Figure 1.3: Sky map of temperature
fluctuations in the cosmic microwave
background as measured by Planck.
Figure from [17].
Figure 1.4: Power spec-
trum of CMB temperature
fluctuations. The green line
shows the fit of the ΛCDM
model to the data together
with its uncertainty indi-
cated by the light green
band. Figure from [18].
hundred seconds after the Big Bang when the temperature of the Universe was decreased to
about ten billion degrees, deuterium became stable: p+n→ D+ γ . This was the foundation
for the formation of helium and lithium. Since heavier elements like carbon, nitrogen and
oxygen can only be formed in stars a billion years later, fractional abundances in relation to
hydrogen of about 25% for helium, 10−5 for deuterium, and 10−10 for lithium are expected
from the BBN [16]. Under the assumption that baryonic matter makes up only 4% of the
total constituents of the Universe, the BBN predictions exactly match the observations.
Although the existence of dark matter is secured by these and many other observations, the
knowledge of its true nature is relatively small, as will be discussed in the next section. There
are many ideas about possible explanations and particle candidates. However, so far none of
them has been proven to be right with high level of confidence.
1.2 Explaining the Dark Matter Nature
As outlined in the previous section, the term dark matter refers to a gravitational potential
that cannot be accounted for by ordinary luminous matter. A possible solution to describe
some of the mentioned astronomical measurements is the modification of gravitational laws.
The galactic rotation curves can, for example, be described by modified Newtonian dynamic
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models like MOND [19] or the relativistic extension TeVeS [20]. However, on larger scales
such as the CMB structure, MOND cannot be confirmed [21] and TeVeS shows problems in
simultaneously fitting observations from gravitational lensing and rotation curves [22].
Also the large observed mass to light ratios cannot be explained by assuming the existence
of massive objects like neutron stars, black holes, brown dwarfs or unassociated planets that
emit almost no radiation. It was shown that such massive compact halo objects (MACHOs)
can only make up about 20% of the dark matter in our galaxy [23].
Regarding dark matter as being a particle is the most common assumption that shows no dis-
agreement with any of the astrophysical observations. Its baryonic nature can be ruled out by
the CMB and BBN models. The electromagnetic interaction is excluded by the absence of
light absorption or electromagnetic interactions with the interstellar medium. Only neutrinos
could therefore be a candidate for dark matter within the Standard Model of particles. How-
ever, these light particles cannot explain the observed structure on galactic and intergalactic
scales. Due to their relativistic velocities in the early Universe, these structures would be
washed out, as can be shown in N-body simulations [24].
Hence, going beyond the Standard Model seems necessary to find a viable dark matter parti-
cle candidate. A very popular and widely tested candidate is the weakly interacting particle
(WIMP) which is in the focus of this thesis.
1.3 The WIMP Candidate
An important aspect of any dark matter particle candidate is its stability over the age of the
Universe and its correct abundance. This can be realized by the freeze-out model.
The concept of freeze-out successfully explained the photon decoupling (observed as the
CMB) and the Big Bang nucleosynthesis (validated by the abundance of light elements). It
is hence natural to apply it to dark matter as well. In the early Universe, WIMPs are assumed
to be in a production-annihilation equilibrium with the thermal plasma [25]. This implies that
dark matter particles can be transformed into pairs of Standard Model particles by colliding
with their anti-partners, and vice versa. The annihilation rate Γann is given by:
Γann = 〈σannv〉 n, (1.1)
where σann is the WIMP annihilation cross section, v is the relative velocity of the annihi-
lating particles, and n is their number density. The brackets indicate the average over the
WIMP thermal distribution that is assumed to be a Boltzmann distribution.
The annihilation process releases energy, equivalent to two particle masses. For the produc-
tion reaction, this amount of energy has to be delivered in the form of the kinetic energy
of the colliding particles. Due to the Universe’s expansion, the temperature drops below
the WIMP mass and causes its decoupling from the plasma. The dark matter density starts
to decrease as only particles in the high velocity tail of the Boltzmann distribution can still
contribute to the production. In parallel, the expansion causes a decrease of n and there-
fore of the annihilation rate. As soon as the expansion rate H becomes larger than Γann, the
WIMP abundance stabilizes and stays approximately constant in a co-moving volume. This
freeze-out mechanism is depicted in Figure 1.5 where the number density n normalized by
the entropy density s is plotted versus m/T with m being the dark matter mass and T the
7
1 The Dark Matter Mystery 1.3 The WIMP Candidate
Figure 1.5: Evolution of the normalized WIMP
density Y = n/s, where s is the entropy den-
sity during the epoch of the decoupling from the
thermal plasma. m/T denotes the ratio between
WIMP mass m and universal temperature T and
is a measure for the time before the start of the
decoupling process. Figure from [25]
temperature that is proportional to the time. As illustrated, the observed dark matter density
as of today is sensitive to the term 〈σannv〉. With increasing self-interaction cross sections,
the abundance decreases. The relic dark matter density can be approximated by [25]:
Ωch2 ≈ 3 ·10
−27 cm3 s−1
〈σannv〉 . (1.2)
If the annihilation cross section 〈σannv〉 is of the order of the weak interaction strength, the
equation results in the correct abundance. This coincidence is also known as WIMP miracle
and is the reason why this model has been extensively probed in experiments.
Since WIMP is a general term for a particle beyond the Standard Model that interacts gravi-
tationally and weakly, a variety of models can provide particles with the required properties.
A well motivated WIMP candidate is the neutralino, the lightest supersymmetric particle
(LSP) as theorized by the Minimal Supersymmetric Standard Model. This model predicts a
supersymmetric partner for each Standard Model particle which allows to stabilize the mass
scale of the electroweak symmetry breaking. The neutralino masses range from a few GeV to
several TeV. Other WIMP candidates can be found in extra-dimensional models like Kaluza-
Klein [26][27].
It should be noted that WIMPs are only one of many dark matter candidates. Another po-
tential candidate are, for example, sterile neutrinos that do not interact with ordinary matter
but can mix into the active sector by oscillations. They feature possible masses between
1keV and tens of keV [28] [29]. Other models that try to explain the conservation of the
P and CP symmetries in QCD or the origin of ultra-high energetic cosmic rays provide vi-
able candidates as well, such as axions and WIMPzillas [30, 31] [32]. However, these dark
matter candidates are beyond the scope of this thesis. Therefore, only the WIMP detection
techniques will be outlined in the following.
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1.4 WIMP Detection Techniques
There are three general WIMP search approaches: the production by colliding two standard
model particles, the search for interactions between a WIMP and a standard model particle
denoted as direct detection, and the search for the products of WIMP annihilation denoted
as indirect detection. Figure 1.6 illustrates these three channels. χ refers to a WIMP and P
to a Standard Model particle.
The production of dark matter is possible at colliders like the LHC, where the WIMP would
escape detection and the detected energy of the products would not sum up to the energy
present before collision. Hence, missing energy is searched for in data [33]. So far no
evidence has been found but limits on the WIMP-fermion cross section have been set. They
are most stringent below ∼ 4GeV and ∼ 700GeV for spin-independent and spin-dependent
interactions3, respectively [34, 35, 36]. However, even if a signature is observed, collider
experiments cannot prove the lifetime of the escaping particle to be of the order of the age of
the Universe as required for its observation nowadays.
The indirect detection channel investigates particle fluxes from astrophysical objects like
stars, galaxies, galactic centers or our own Sun. Dark matter particles accumulate in such
objects due to gravitation and an enhanced self-annihilation rate is expected [37]. Examples
of possible annihilation channels are:
χχ → γγ, γZ, γH, qq, W−W+, ZZ. (1.3)
The unstable particles decay further into e−e+, pp, γ-rays and neutrinos. These detec-
tion channels can additionally include contributions from WIMP decays to charged parti-
cles, photons and neutrinos. So far, no conclusive indirect dark matter signal has been ob-
served [38].
The direct detection method searches for WIMPs scattering off a nucleus in the detector
target material. This technique has been first proposed in the 1980s [39, 40]. Due to their
non-relativistic velocities, WIMPs are expected to produce nuclear recoils between a few
to tens of keV. In order to be able to claim a potential discovery, precise knowledge of the
expected signal as well as on the background sources and rates are crucial. However, the
strength of the indirect detection technique is its high sensitivity to WIMP candidates re-
gardless of the interaction operator. An interpretation of data from particle colliders is only
possible in the context of a specific operator with which the transition from Standard Model
particles to dark matter particles can be modeled.
One detection technique alone cannot provide a full proof of the WIMP hypothesis. Thus, a
discovery in one channel always needs a verification by at least one other channel. Further-
more, exploiting their complementarity also means getting a more complete picture of the
WIMP properties.
This thesis follows the direct detection approach using a liquid xenon target. We will outline
the expected interaction rate in such an experiment and motivate the useage of xenon in the
next section.
3See Section 1.5 for the definition of spin-dependent and spin-independent interactions.
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Figure 1.6: Illustration of the possible WIMP detection channels. χ indicates the WIMP
and P a Standard Model particle. See text for more explanations. Figure from [1].
1.5 WIMP Direct Detection in Xenon
Direct detection experiments aim to measure the energy transferred to the nucleus in order
to gain access to the WIMP particle’s kinetic energy and hence its mass. The signature
of a potential discovery would be the increased nuclear recoil rate over the background.
Consequently, the main challenge is the precise knowledge of the background sources and
their control. In order to make statements about the WIMP cross section, the expected WIMP
rate has to be provided by theoretical models.
1.5.1 WIMP Recoil Rates
In general, the number of interactions dN per unit time dt between two particles is given by
dN
dt
= σ ·L (1.4)
where σ denotes the cross section which holds information on the particle physics such as
interaction strength, form factors, etc. The luminosity L is a measure of the chance that two
particles become close enough to each other in order to scatter4. In the context of WIMP
direct detection it is calculated as the product of the number of target atoms NT and the dark
matter flux Fχ through the detector that is determined by the dark matter halo properties.
As the transferred nuclear recoil energy Enr is dependent on the WIMP mass, one is usually
interested how the rate behaves as a function of Enr. Furthermore, it is common to normalize
by the target mass MT = NT ·mN, with mN the mass of a single target nucleus. Hence, the
following equation is found:
dR
dEnr
≡ 1
MT
d2N
dEnrdt
≈ dσ
dEnr
· 1
NT mN
NTρ0
m
〈v〉︸ ︷︷ ︸
L
. (1.5)
4The luminosity is widely used in collider physics where it provides a measure for collider performance.
It is influenced by the beam focus, the number of accelerated particles, and the number of bunches that are
brought to collision.
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The last term represents the luminosity with ρ0 the local dark matter density at our position
in the Milky Way, m the WIMP mass and 〈v〉 the mean WIMP velocity. ρ0 can be evaluated
from the dynamics of the stars in our galaxy and takes a value of about 0.3GeV/cm3 [41].
The WIMP cross section is not only a function of Enr but also of the WIMP velocity. Hence,
we have to take into account its velocity distribution that is commonly assumed to be an
isotropic Maxwell-Boltzmann distribution:
f (v) =
1√
2piσv
· exp
(
− |v|
2
2σ2v
)
(1.6)
The velocity dispersion σv is determined by the circular velocity of our Sun via σv =
√
3/2vc.
The standard value used in most data interpretations is the average of results from several
analyses and amounts to vc = (220± 20)km/s [42]. The second important input parameter
is the escape velocity that marks the cut-off of the velocity distribution at which the grav-
itational bonding to our galaxy can be overcome. Its value is calculated using data from
the RAVE survey that allows velocities between 498km/s and 608km/s in a 90% confidence
interval [43]. Commonly, the escape velocity is set to vesc = 544km/s.
Taking the previous considerations into account, Equation 1.6 transforms to [44]:
dR
dEnr
=
ρ0
mNm
·
∫ vesc
vmin(Enr)
v f (v) · dσ(Enr,v)
dEnr
d3v, (1.7)
where vmin is the minimal WIMP velocity necessary to cause a recoil of energy Enr in the
detector. Since WIMPs are assumed to be non-relativistic, vmin can be calculated from the
elastic back-scattering at 180° by:
vmin(Enr) =
√
mN Enr
2µ2
, where µ =
mN m
mN+m
. (1.8)
The dark matter halo, determined by the parameters ρ0, vc, and vesc ,is denoted as standard
halo model. It is used for comparing the results of direct detection experiments amongst each
other. However, as indicated, vesc has a wide confidence interval and vc is the average of sev-
eral measurements that vary beyond their uncertainties. The choice of these parameters has
an impact on the interpreted results of direct detection experiments, namely their sensitivity
and limits [45].
Having discussed the astrophysical influences on the WIMP recoil rate, we now want to
briefly explain the particle physics component. The WIMP-nucleon cross section splits up
into a spin-dependent (SD) part where only unpaired nucleons take part in the scattering
process, and a spin-independent (SI) part where neutrons and protons contribute equally:
dσ
dEnr
∝ σSI0 F
2
SI(Enr)+σ
SD
0 F
2
SD(Enr). (1.9)
The index 0 indicates that σ0 is considered at zero momentum transfer. The parameter F(Enr)
is the form factor that takes into account the nuclear structure. For spin-independent interac-
tions the Helm parameterization [46] is commonly used for the form factors whereas for the
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Figure 1.7: Comparison of the differential
event rates for a spin-independent WIMP-
nucleon interaction between different tar-
get materials. The WIMP mass is set
to 100GeV/c2 and its cross section to
10−45 cm2. Figure from [1].
the spin-dependent case they are derived from nuclear shell model calculations [47, 48].
The SI cross section at zero momentum is related to the atomic number Z and the mass
number A of the target nucleus by
σSI0 ∝ (Z · f p+(A−Z) · f n)2, (1.10)
where f p and f n are the SI WIMP-proton and WIMP-neutron coupling strengths, respec-
tively. Usually, the assumption f p = f n is used which results in an A2 dependence of σSI0 .
Figure 1.7 shows the number of events per keV, day and kg over the nuclear recoil energy
for a spin-independent WIMP-nucleon interaction depending on the target material. The
WIMP mass is assumed to be 100GeV/c2 and its cross section 10−45 cm2. Both, the A2 de-
pendence of the cross section and the form factor have an impact on the shape of the rate
spectrum. Heavier elements like tungsten, xenon and iodine have high rates at low recoil
energies due to the A2 enhancement. However, at higher energies the form factor decreases
the rate as a consequence of coherence loss5. Due to the high expected rates at low deposited
energies, xenon is a good choice for a detector target. Further advantages of xenon as de-
tection medium that influenced the XENON collaboration to choose this noble-gas, will be
discussed in Chapter 2.
In the case of a spin-dependent interaction, the cross section at zero momentum transfer is
given by
σSD0 ∝
(J+1)
J
· [ap〈Sp〉+an〈Sn〉] (1.11)
where J is the total spin of the nucleus, 〈Sp,n〉 is the expectation value of the spin state of the
protons and neutrons, and ap,n is the WIMP-proton and WIMP-neutron coupling parameter.
5The coherence loss comes from the transition from the point-like nucleus to a nucleus with structure.
The wavelength associated to the momentum transfer becomes smaller than the nuclear radius. This is more
prominent for large nuclei since the radius is proportional to A1/3
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The condition for an experiment that is sensitive to SD interactions is hence the presence of
target nuclei with odd mass numbers.
Using all relations from above, the expected number of events in an experiment can be calcu-
lated from the differential rate. Typically, an energy region of interest [Emin,Emax] is defined
over which the rate is integrated:
N(m,σSI,SD0 ) = T ·MT
∫ Emax
Emin
dR
dEnr
dEnr, (1.12)
where T is the measurement time. By comparing the expected number of events with the
number observed in an experiment, the spin-dependent and spin-independent models can be
probed in dependence on the WIMP mass m.
Assuming the standard halo model to be true, the WIMP flux on Earth is of the order of
105 cm−1 s−1 for a WIMP mass of 100GeV. At the present experimental limits this implies
an expected signal rate of the order of 0.01 events per year and kg target mass in a LXe
detector [49]. This low rate emphasizes the need for a good background discrimination and
reduction in dark matter experiments.
Another detection strategy is the search for an annual modulation in the overall measured
rate. It exploits the expected variation of the WIMP event rate due to the revolution of the
Earth around the Sun. The relative WIMP velocity changes by ±30km/s with a maximum
in June and the minimum in December. This increases or decreases the number of events
exceeding the detector threshold.
In the following section, the results of the best performing direct detection experiments are
presented.
1.5.2 Current Status of Direct Detection
As indicated in Figure 1.7, the WIMP rate is largest at low recoil energies. Hence, the chal-
lenge for each experiment is to measure energies down to a few keV and at the same time
being sensitive to low event rates in the range from 10−6 to 10−4 events/(kg·day·keV).
There are three main readout channels for energy depositions within the target: heat, ioniza-
tion, and scintillation. Cryogenic bolometers, for example, operated at mK temperatures are
able to transform small changes of temperature into an electrical signal. Photosensors are
able to count single photons. Charges from ionization can be detected by the application of
electric fields in order to extract them from the interaction site.
Figure 1.8 shows these observables together with the most common detector technologies.
There are detectors that use only one or a combination of two channels (placed between
the corresponding observables in Figure 1.8). Even though measuring all three signals is
in principle possible, such an experiment presently does not exist. The read-out of two of
the channels provides the means to discriminate signal-like events (e.g. neutrons, WIMPs)
against background events from photon interactions, beta decays etc.
For a detailed review of different detector technologies the reader is referred to [1] and [50].
Figure 1.9 gives an overview on the current status of direct dark matter searches by reflect-
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Figure 1.8: Scheme of common energy readout channels in direct detection experiments.
Figure from [1].
ing the results of the best performing experiments in the spin-independent WIMP-nucleon
cross section vs. WIMP mass parameter space. In the left panel the low mass regime and in
the right panel the high mass regime are shown. The parabolic lines mark the upper exclu-
sion limits set by various experiments. The most constraining result at low WIMP masses
is published by the CRESST-II collaboration [51] which reads out the phonon channel by
operating a CaWO4 single crystal at mK temperatures. The CDMS Low Ionization Thresh-
old Experiment (CDMSlite) reports the leading results for WIMP masses between 1.6 to
5.5GeV/c2 [52]. They use cryogenic germanium detectors and read out the phonon as well
as the ionization signal.
In the high WIMP mass regime, the dual phase time projection chamber technique using
a xenon target has the highest sensitivity. Currently, the XENON1T experiment quotes the
most stringent exclusion limit [53] followed by LUX [54], PandaX [55], and XENON100 [56].
At the time of writing, only one experiment claims the observation of a signal. It is marked
by the two red circles that enclose the parameter space that consistent with the observation
(see Figure 1.9 right), and has a significance of 9.3σ [57]. The DAMA collaboration op-
erates NaI(Tl) crystal scintillators and searches for an annually modulating signal on top of
a background that is expected to be constant. Depending on the considered target nucleus
the signal can be translated into two signal regions in the spin-independent WIMP-nucleon
cross section vs. WIMP mass parameter space. The interpretation of the DAMA signal as
a spin-independent WIMP-nucleon interaction is in tension with the results of other direct
detection experiments such as XENON1T, LUX, XENON100, DarkSide [58], EDELWEISS
[59], and PICO-60 [60]. Furthermore, a dedicated search of four years of XENON100 data
for an annual modulation signal excludes the DAMA signal with a significance of 5.7σ [61].
The analysis of the XENON1T data resulting in the most stringent limit on SI WIMP-nucleon
interactions in the high WIMP mass regime, at the time of writing, will be presented in Chap-
ter 5.
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Figure 1.9: Overview on current results of direct detection experiments in the parameter
space of spin-independent WIMP-nucleon cross sections σSI0 vs. WIMP mass m. The left
plot shows the low energy and the right one the high energy regime. The two red circles
indicate the signal claims of the DAMA collaboration interpreted for their two target nuclei
sodium and iodine.
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Chapter 2
The XENON Experiments
Among the different WIMP detection techniques, briefly outlined at the end of Chapter 1,
the XENON collaboration is specialized on the construction of dual-phase (liquid-gas) time
projection chambers (TPC) filled with xenon.
Like all direct detection searches, the XENON experiments are challenged by the steeply
falling recoil energy spectrum of WIMP interactions in the low energy region and the small
predicted interaction cross sections. This raises the need for low energy thresholds and a
low background radiation. Amongst others, the former is achieved by operating the detector
in the underground laboratory INFN Laboratori Nazionali del Gran Sasso (LNGS) in Italy
[62]. The shielding by ∼ 1300m of rock (∼ 3800m w.e.) reduces the muon flux by six
orders of magnitude with respect to the surface, from about 100m−2s−1 to (3.41± 0.01) ·
10−4m−2s−1 [63] and therefore decreases the muon-induced background level. Additionally,
the dual-phase TPC technology allows using two of the three energy readout channels, which
were introduced in the previous chapter, namely charge and light. By exploiting the differ-
ence in energy loss per unit track length, gamma and beta radiation can be discriminated
from WIMP candidate events. Furthermore, the three dimensional position of each event
can be reconstructed, which provides the ability to use only the innermost target volume for
the dark matter search in order to exploit the self-shielding of the liquid xenon (LXe) for the
suppression of radiation from surrounding materials.
The XENON100 experiment was operated between 2009 and 2016 and collected a total of
477 days of dark matter search data between 2010 and 2014. The final results in the context
of spin-dependent and spin-independent WIMP-nucleon interactions are reported in [56].
During the last two years, the detector was mainly used for R&D in preparation of the suc-
cessor experiment XENON1T. Besides the trial of radon removal by means of cryogenic
distillation [64], the performance of new calibration sources was tested. Some results of
these calibration tests are presented in Chapter 4.
The XENON1T experiment started its commissioning beginning of 2016 and took the first
dark matter search data between November 2016 and January 2017. The first WIMP analysis
of this data is outlined in Chapter 5.
This chapter shall give an overview of the functional principle of the two XENON detectors,
sensitize the reader for the challenges in background reduction, describe the detector setups
and introduce the auxiliary detector systems that are of importance for the work presented in
the following chapters.
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Figure 2.1: Sketch of the work-
ing principle of the XENON two-
phase liquid-gas time projection
chamber (TPC). Particle radia-
tion induces prompt scintillation
light (S1) as well as ioniza-
tion. The electrons are extracted
into the gas phase where pro-
portional scintillation takes place
(S2). From the time between the
two signals the depth (Z coordi-
nate) can be inferred, and from
the light pattern in the top PMT
array, the coordinates in the X-
Y plane can be evaluated. See
text for more details. Figure
from [65].
2.1 The Two-Phase TPC Principle
Figure 2.1 shows the scheme of the two-phase time projection chamber (TPC) used in the
XENON experiments. It is equipped by two arrays of photomultiplier tubes (PMTs) that are
optimized for responses in the vacuum ultraviolet (VUV) regime. One is immersed into the
liquid xenon at the bottom and one is located in the gaseous xenon phase at the top, each of
them facing the inner volume.
Through the interaction of a particle in the liquid xenon (LXe), scintillation photons and
electrons from ionization are produced. Furthermore, a small amount of energy is lost to
heat that is not detected (quenching). The division into the light, ionization and heat channels
depends on the type of interacting particle, its energy and the electric field [66]. While the
light signal (also direct scintillation signal), denoted as S1 signal, is instantaneously detected
by the PMTs, the detection of the ionization electrons is delayed. The charges are extracted
from the interaction site and drifted toward the liquid-gas interface by a drift field Edrift
applied between two conductive meshes: The cathode is installed above the bottom PMT
array and the grounded gate is located a few mm beneath the liquid-gas interface. Having
reached the gate, the electrons are extracted from the liquid into the gas phase by the stronger
extraction field Eextraction applied between the gate and the anode. The anode is located
a few mm above the liquid-gas interface. Under the influence of the extraction field, the
process of proportional scintillation is induced [67, 68, 69]. This second signal is denoted
as S2 or charge signal and is detected by the PMTs as well. If a field larger than 10kV/cm
is present in the gas phase, close to 100% of the electrons reaching the liquid surface are
extracted [70, 71].
The light and charge signal are separated in time due to the finite electron drift velocity in
LXe [72, 73]. The time difference ∆ t is dependent on the distance of the interaction site from
the liquid-gas interface and on the applied drift field. It is associated with the Z-coordinate
by:
Z =−vd∆ t, (2.1)
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where vd is the electron drift velocity. Note that the origin of the Z axis is at the gate and
points into the upwards direction. Hence, Z takes on only negative values. vd is approx-
imately proportional to the electric field strength for values of hundreds of V/cm [72] as
applied in the XENON100 and XENON1T detectors and is known from dedicated measure-
ments [73].
The X- and Y -coordinates can be inferred from the distribution of the proportional scintilla-
tion light on the PMTs in the top array (PMT hit pattern). An example for such a hit pattern
is depicted in Figure 2.1 at the bottom right. Since the S2 signal generation happens very
close to the top array, only some PMTs are illuminated. In contrast, the S2 is spread widely
over the bottom array, providing a better scale for the S2 size due to the reduced sensitivity
to potential performance issues of individual PMTs.
Different algorithms for the X-Y position reconstruction have been tested. Common to all
algorithms is the idea to compare the observed PMT hit pattern to the one generated by a
Monte Carlo simulation. In XENON100, the standard algorithm uses a neural network [74]
that was trained on simulated samples and takes into account non-functioning PMTs. A
radial resolution of < 3mm was confirmed by calibration measurements with a collimated
external 57Co source [75]. The so-called top pattern fit algorithm is used for XENON1T. It
searches for the X-Y position for which the corresponding simulated hit pattern provides the
highest likelihood to be compatible with the observed hit pattern.
As shown, the TPC technology allows for a three dimensional position reconstruction of
each event. This is crucial for defining a fiducial volume1 in the detector in order to reduce
the number of events induced by radioactive radiation from surrounding materials.
The ratio between the S2 and S1 provides the means for a distinction between particle in-
teractions with the xenon nucleus (nuclear recoil) or the electron shell (electronic recoil). A
better understanding for this feature will be given when the production mechanism of light
and charge signals in LXe will be explained in Section 2.3.
2.2 Xenon as Detection Medium
The usage of liquid noble-gases as detector target offers the advantage of large and homoge-
neous detection media as well as high scintillation and ionization yields.
Major advantages of xenon are its large atomic number that ensures high expected WIMP
scattering rates (see Figure 1.7), as well as its low intrinsic radioactivity. The only radioac-
tive isotope 136Xe is produced by cosmogenic activation and decays via a double beta decay.
It features a relatively long lifetime of 2.2 ·1021 years [76], and therefore, does not contribute
to the background of detectors with target masses up to a few tons. In contrast, argon that
is extracted from air contains the radioactive isotope 39Ar that is produced by cosmogenic
activation as well. It decays by emitting a beta particle with an endpoint of 565keV and a
half-life of 270y. Natural argon exhibits a radioactive rate of 1Bq/kg from 39Ar. This rate is
reduced for argon from underground sources. However, its production is more challenging
and expensive.
For the functioning of the TPC, as explained above, it is crucial that both, scintillation light
1In low-background experiments the term fiducial volume refers to an inner volume of the detector in
which background is suppressed.
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Figure 2.2: Vapor pressures curves
for some gas components of air. Data
extracted from [77] and for methane
from [78] T [K]
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and ionization electrons, are created by particle interactions with the target. This is a unique
feature of LXe that is only shared by liquid argon (LAr) among liquid rare gases [72]. How-
ever, in contrast to LAr, the wavelength of 178nm of the produced photons in xenon can be
detected directly by PMTs featuring windows made out of quartz. In LAr it is common to
use wavelength shifters in order to transfer the lower scintillation wavelength of 128nm in
into the visible range (∼ 400nm). LXe has the highest scintillation light yield compared to
all liquid rare gases [72].
As pointed out in Chapter 1, the high atomic weight of xenon, which has an average of
131.30, yields in high expected WIMP interaction rates. Furthermore, it has a high stop-
ping power for penetrating background radiation due to its density of ∼ 3g/cm3 in the liquid
phase. This makes the method of background reduction by selecting a fiducial volume very
efficient.
These arguments provide the motivation for the usage of xenon as a target for the direct
search for dark matter.
Xenon is naturally occurring as a trace gas in the Earth’s atmosphere with a fraction of
87ppb2 [79]. It is obtained commercially as a by-product of nitrogen and oxygen produc-
tion from air. Figure 2.2 shows the vapor pressure curves as a function of temperature for
some of the gases contained in air. In the process of air liquefaction, cryogenic distillation is
used in order to separate the individual components from each other. The more different the
boiling temperatures at a given pressure are, the more efficient is the separation. After the
first separation step of nitrogen and oxygen, the oxygen product will contain small quantities
of krypton and xenon. The krypton abundance in the atmosphere yields 1140ppb [79]. By
further distillation, krypton and xenon are separated from the oxygen. Pure xenon is then
gained by processing the xenon/krypton mixture again with the distillation column.
Depending on the number of distillation cycles and the performance of the utilized column,
the xenon product contains a small amount of krypton as intrinsic impurity, given that the
krypton concentration is ten times higher than xenon in air. This is relevant for the experi-
2parts per billion
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Figure 2.3: Schematic of the transforma-
tion of deposited energy E0 in xenon into
a measurable number of electrons ne and
photons nγ . Figure from [83]
ment since natural krypton contains traces of the radioactive isotope 85Kr, mainly produced
by nuclear fission and released by nuclear fuel reprocessing plants and nuclear weapon tests.
In Europe, the 85Kr abundance in natural krypton has been determined to 0.02ppb [80].
Further intrinsic impurities in the xenon product may result from air contamination during
gas handling processes or from insufficient cleaning of storage cylinders. If those contamina-
tions feature high electronegativities3, they can attach free electrons in the xenon and hence
cause a reduction of the S2 signal.
Part of this thesis was dedicated to the control of the xenon gas purity with special focus on
krypton contaminations and electronegative impurities like oxygen (see Chapter 3).
2.3 Generation of Light and Charge Signals
The electronic shell of liquid rare gases like krypton, argon and xenon features a band struc-
ture [81, 82] which is crucial for the generation of light and charge signals induced by parti-
cles interacting with the liquid.
As depicted in Figure 2.3, the energy E0 deposited by incoming radiation in xenon can be
transformed into a number of electron-ion pairs Ni, excited atoms Nex and heat dissipation
(quenching). The energy that is deposited in xenon is only transferred to the heat channel
for nuclear recoils owing to secondary recoils. Additionally, free electrons are generated
along the track, referred to as sub-excitation electrons, due to their kinetic energy below the
first excitation level [84]. While electron-ion pairs have the possibility to recombine, sub-
excitation electrons contribute directly to the number of charges ne that can be read-out.
By colliding with surrounding xenon atoms, the excitons Xe∗ can combine to excited dimers
Xe∗2, also referred to as excimers. When they decay to their ground level, scintillation light
is emitted [85, 86, 87]:
Xe∗+Xe → Xe∗2 (2.2)
Xe∗2 → 2Xe+hν (2.3)
The electron-ion pairs can either recombine or the electrons may escape from the interaction
site. The probability of these two cases depends on the presence and strength of an externally
3Electronegativity is a chemical property that describes the potential of atoms and molecules to attract
electrons.
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applied electric field, as well as on the type of the ionizing particle [72]. The process of
electron-ion recombination contributes to the emission of scintillation light by the production
of excitons via:
Xe++Xe → Xe+2
Xe+2 + e
− → Xe∗∗+Xe
Xe∗∗ → Xe∗+heat.
The created excitons undergo the same processes as formulated in Equations (2.3) and (2.3).
Independent of its production mechanism, the exciton decays on a time scale of a few to tens
of nanoseconds [88], resulting in signals from primary scintillation that are narrow in time.
This scintillation light is detected as the S1 signal within a two-phase TPC.
The recombination process increases the number of immediately created excited atoms Nex′
by
Nex = Nex′+ r Ni, (2.4)
where Nex is the final number of excitons, Ni is the number of electron-ion pairs, and r is
the recombination probability for which applies r ∈ [0,1]. It is assumed that the efficiency of
photon emission by an excited state is close to 100% [89]. Hence, the number of scintillation
photons can be directly inferred from:
Nex = nγ (2.5)
Consequently, the number of electrons, which are extracted from the interaction site by an
external electric field, is given by the fraction that escapes from recombination:
Nq = (1− r)Ni (2.6)
The fraction of extracted electrons (1−r) is dependent on the deposited energy and the struc-
ture of the ionization track. Due to their high electronic stopping power, which is roughly
equivalent to the ionization density, alpha particles feature an almost point-like interaction
resulting in high recombination rates even at strong external fields [90]. In contrast, gamma
radiation interacting via Compton scattering in several steps at multiple interaction sites fea-
tures a small recombination fraction.
The strength of the anti-correlation between light and charge is determined by the ratio be-
tween the number of the initially formed excitons and the electron-ion pairs. The larger Ni,
the stronger the anti-correlation. For ionizing radiation, Nex′/Ni yields ∼ 0.06 [91] while for
interactions with the xenon nucleus only∼ 1.09 is found [92]. Thus, a strong anti-correlation
of the charge and light signals is observed for electronic recoils while the scintillation in-
duced by direct excitation or recombination is equally strong for nuclear recoils.
2.3.1 Primary Scintillation Light (S1)
The emitted scintillation photons nγ do not all contribute to the observed S1 signal. The
detector geometry has a significant influence on the collection efficiency of the photons by
PMTs. The periphery of the TPC is equipped with PTFE surfaces that feature a reflectivity
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of around 50% for VUV light [93]. Depending on the position of the interactions, photons
travel large distances and are reflected multiple times before they hit the photocathode of
one of the PMTs or are absorbed, due to the finite attenuation length in LXe. The attenu-
ation length is restricted by the presence of impurities in the liquid which have absorption
energies that overlap with the VUV spectrum, e.g. oxygen and water vapor [72]. Those two
mentioned effects contribute to the position dependent light collection efficiency (LCE) that
is defined as the fraction of emitted photons that reach a PMT photocathode.
A further efficiency is introduced since not all photons are converted to photoelectrons in a
PMT. The quantum efficiency (QE) states the probability for this process and is specific to
each PMT exemplar. The average QE value is 30% for XENON100 PMTs and 34.5% for
XENON1T [75, 94]. Furthermore, the photoelectron has to be accelerated onto the PMT
dynodes in order to generate a measurable signal. The photoelectron collection efficiency is
about 70% and about 90% for the XENON100 and XENON1T PMTs, respectively.
The combination of the mentioned efficiencies results in detection probabilities of only a
few percent for an individual photon. Consequently, the resolution of the S1 signal is not
dominated by the statistics of the initially produced photons but is expected to follow a bi-
nomial distribution B(NPE,nγ , p) where p is the probability of a generated photon to induce
a number of measurable photoelectrons NPE [95]. NPE is summed over all PMTs that have
seen a fraction of the signal. Furthermore, the resolution is influenced by the PMT response
itself. The photoelectrons are amplified by inducing secondary avalanche electrons. This
process is well described by a Gaussian function of the form G(S1obs,NPE,σS1) where S1obs
is the observed signal and σS1 is the width that is related to the single photoelectron PMT
resolution ∆PMT by σS1 = ∆PMT ·
√
NPE. This description assumes the acceleration of pho-
toelectrons by the PMTs to be uncorrelated processes. The PMT resolution is measured by
biasing the PMTs with LED light on a regular basis during the experiment’s runtime [96].
The short excitation decay time and the fast PMT response result in pulses of the prompt
scintillation signal that are narrow in time, in the order of tens of nanoseconds. Figure 2.4
shows an example of the typical pulse shape of an S1 signal in the bottom left.
2.3.2 Secondary Scintillation Light (S2)
The charge signal S2 results from the produced electrons that escape from recombination due
to the applied drift field. They are extracted into the gas phase by the extraction field where
proportional scintillation takes place [67, 68, 69]. A 100% extraction efficiency is achieved
for field strengths of 10keV/cm or larger [70, 71]. The accelerated electrons induce multiple
scintillation photon emission along their tracks. The resulting signal depends on the track
length, the strength of the extraction field and the vapor pressure. Like the S1, the secondary
scintillation signal S2 is the sum of photoelectrons collected by all PMTs.
The gain factor gS2 is defined as the number of photoelectrons produced by proportional
scintillation of one electron. It directly relates the number of extracted electrons ne to the
number of measured photoelectrons: S2 = gS2 ·ne
In contrast to the S1, the S2 signal resolution is not limited by efficiencies or the PMT reso-
lution itself. Due to the amplification, S2 takes high enough values such that its distribution
can be well described by a Gaussian of the form G(S2,gS2 · ne,σS2). This assumes that the
signals generated by the individual electrons are independent. Hence, the Gaussian width is
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determined by the width of the single electron S2 distribution ∆gS2 and the square root of
the number of electrons: σS2 = ∆gS2 ·√ne. The detector response to single electron signals
is determined by the experiment [97].
As a result of longitudinal diffusion of the electron cloud and the amplification process, the
S2 is spread over a much longer time (1-2µs) than the S1. A typical pulse shape of an S2
signal is shown in Figure 2.4 bottom right.
2.3.3 Energy Scale
As explained above, the energy deposited by particles interacting with LXe transforms into
the three channels scintillation light, ionization electrons, and atomic motion, i.e., heat. The
correlation of the scintillation and ionization yields depends on the recombination probabil-
ity, i.e., the particle track geometry. For ionizing radiation like beta and gamma particles,
the geometry is such that the full number of the produced quanta, i.e., electrons and photons,
can be transformed into S1 or S2 signals. Hereby, the electric field and the energy dependent
particle stopping power regulate the recombination probability. Hence, the electronic recoil
energy EER can be inferred by4 [98]:
EER = W (nγ +ne), (2.7)
= W
(
S1
g1
+
S2
g2
)
, (2.8)
where W is the average energy needed to produce a quantum. It has been determined by
experiment to amount to 13.7± 0.2eV/quantum [89]. nγ and ne are related to the S1 and
S2 signals by the electron and photon gains g1 and g2 indicating how many photo-electrons
are produced from the respective quantum. The gain values are specific for each detector
since they depend on the secondary scintillation gain and efficiencies relating the number of
generated photons to the number of detected ones. The gains are determined by measuring
the signals of mono-energetic lines with different energies and fitting a linear function to the
data in the S2/EER vs. S1/EER space.
Equation (2.8) does not hold for alpha particles due to their cylindrical track shape. Most of
the energy is lost in a dense core featuring a high recombination rate, surrounded by delta
rays. This particular geometry does not allow a complete charge collection and hence the
sum of produced quanta is highly dependent on the electric field strength. Even at an electric
field of 20kV/cm, less than 10% of the total number of produced electrons can be extracted
from the interaction site [72].
For nuclear recoils, the scintillation yield (number of free photons per unit energy) is sig-
nificantly reduced compared to electronic recoils. This is a result of nuclear quenching [99]
and a higher excitation density in the particle tracks where collisions between excitons can
induce the emission of an electron by [100, 101]:
Xe∗+Xe∗ −→ Xe+Xe++ e− (2.9)
4Equations (2.8), (2.10), and (2.11) are commonly applied with the S1 and S2 signals that are corrected for
detector related signal variations for an improved energy resolution (see Section 2.3.4).
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The number of excitons is reduced by this process and hence the number of scintillation
photons. To account for these two effects in the estimation of the nuclear recoil energy scale,
an effective scintillation yield function Leff is used. It is defined as the ratio between the
measured number of photo-electrons per unit energy and the S1 measured from the full-
absorption peak of the 122keV gamma line from 57Co. The S1 signal can be translated to
the nuclear recoil energy NNR by4 [102]:
ENR =
S1
Leff(ENR) ·Ly ·
SER
SNR
, (2.10)
where Ly is the light yield of the 122keV gamma line and SER and SNR are the factors
accounting for the field dependence of electronic and nuclear recoil signals, respectively.
Leff depends on the nuclear recoil energy and is determined experimentally [102, 103].
In contrast to the S1 signal, the S2 signal can be related to the nuclear recoil energy without
using any reference point by4 [104]:
Enr =
S2
Y
1
Qy(Enr)
, (2.11)
where Y is the gain of the secondary scintillation from single electrons [97] and Qy is the
charge yield of nuclear recoils, i.e., the number of electrons extracted from the interaction
site per unit of deposited energy. Qy could be determined by multiple external measurements
as well as by matching simulated data to 241AmBe calibration data of XENON100 [104].
2.3.4 Position Dependent Signal Corrections
As explained in Section 2.1, the TPC technology holds the major advantage of a three di-
mensional position reconstruction of particle interaction vertices. This feature is crucial for
the reduction of background radiation from the detector materials by selecting an inner fidu-
cial volume. Furthermore, it allows correcting the measured signals for spatial dependencies.
The data taken with the XENON100 and XENON1T detectors exhibits small inhomo-
geneities in the electric drift field at the TPC edges due to its geometry or charges that
may accumulate on PTFE surfaces. The bending of the field lines, and therefore also the
electron drift lines, increases the drift time. The result is a larger reconstructed Z value for
the event position. Additionally, the reconstructed X-Y position is shifted with respect to the
true event position. This effect is corrected by the computation of the electric field shape
using finite element methods. After the correction, events can be placed outside of the TPC
due to the poorer position resolution at the detector edges. In principle, this should not be a
problem in a dark matter analysis, since here only an inner volume is selected in which the
position resolution is smallest. However, in Chapter 5 it is shown that a very poor resolution
at the TPC walls can result in an additional background component that has to be taken into
account.
As mentioned above, the S1 signal suffers from photon losses due to absorption on their way
to the PMTs. Depending on the path length and on the number of times the photons are
reflected at the PTFE walls, more or less light can be collected. To compensate, light col-
lection maps are constructed from mono-energetic decays that occur homogeneously within
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the TPC. In XENON100, the 40keV and 164keV gamma lines from 129Xe and 131mXe were
used, which result from excitation in neutron calibration runs. In XENON1T, 83mKr, which
is emitting conversion electrons with energies of 9.4keV and 32keV, has been distributed
homogeneously in the detector. In the following, the S1 signal that is corrected for its spatial
dependency will be denoted as cS1.
A similar correction is applied to the S2 signal. Depending on the horizontal position of
the point at which the electrons are extracted from the liquid into the gas phase, the light
of the proportional scintillation is detected with varying efficiency. This is caused by the
reduced PMT coverage of secondary scintillation light that is emitted in the outer regions
of the gas gap. The corresponding correction map is obtained from the same samples of
mono-energetic decays as used for the S1 correction map. In contrast to the correction of the
S1 signal, the X-Y -correction of the S2 has to be done before the electric field position cor-
rection is applied since the S2 light collection efficiency is only sensitive to the point where
the electrons are extracted from the liquid into the gas phase.
The dominant spatial dependency of the charge signal, however, is coming from the elec-
trons that are lost by the attachment to electronegative impurities such as O2, SF6, and N2O
in the LXe. The effect is dependent on the drift-time ∆ t and the impurity concentrations.
The number of surviving electrons can be calculated by [72]:
ne(∆ t) = ne(0)e−∆ t/τ , (2.12)
where τ is the electron lifetime that is a function of the impurity concentration and the com-
pound specific attachment rate. Consequently, e∆ t/τ gives the correction factor that is related
to the Z-position of the event by Equation (2.1). During normal detector operation, the elec-
tron lifetime increases over time due to the continuous removal of impurities from the xenon
by hot metal getters. τ is therefore evaluated on a regular basis by fitting an exponential to
the size of the S2 signal as a function of the drift time in calibration data. In XENON100,
the full absorption peak of 137Cs gamma rays and for XENON1T 83mKr decays, homoge-
neously distributed within the TPC, were used for this purpose. The S2 signal corrected for
the charge loss due to electron attachment, as well as for the X-Y -dependent light collection
efficiency in the gas gap, will be denoted as cS2 in the following.
It should be noted that Equations (2.8), (2.10), and (2.11) are used with corrected signal
values in order to improve the energy resolution by suppressing detector related signal vari-
ations. Hence, the S1 and S2 should be substituted by cS1 and cS2, respectively.
Further details on the signal corrections in the two XENON detectors can be found in
[75, 105].
2.4 Event Waveforms
The light and charge signals induced in the liquid xenon, are recorded by the PMTs and
transformed to waveforms.
The term waveform refers to the sum of all PMT signals over time. In XENON100, an event
is a recorded waveform of typically 400µs, where the trigger threshold is exceeded by the
sum of the PMT signals of 68 inner PMTs in the top array and 16 PMTs in the center of
the bottom array. In XENON1T, the waveform length is variable and defined by a software
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Figure 2.4: Example of an event waveform from a low energy single scatter nuclear recoil
recorded by XENON1T during a 241AmBe calibration run. The sum of all PMT signals
is shown as a function of time for the whole event in the upper panel where the S1 and
S2 signals are marked with a blue and a red marker, respectively. The smaller additional
peaks are uncorrelated pulses from PMT dark counts which are only detected by individual
channels. The lower panels present a zoom into the S1 (left) and the S2 (right) pulses that
feature uncorrected areas of 4.3PE and 250PE, respectively. The time between the two
signals of 529.7µs corresponds to Z =−75.9cm. Figure from [105].
event builder that scans the signals from all PMTs individually and groups them into causally
connected events.
Figure 2.4 top shows an example of a raw waveform from a low energy single scatter NR (as
expected to be induced by WIMPs) recorded in XENON1T. As mentioned above, S1 and S2
signals can be well distinguished due to their different pulse shapes. This is done by the data
processor that additionally derives physical quantities of the event.
In XENON100, a ROOT [106] based C++ program is used for the event processing. After
the application of a low-pass filter that removes high frequency noise from the waveform,
the program searches for S2 peak candidates that exceed a threshold of 10mV for at least
600ns and feature a FWHM> 350ns. The corresponding S1 signal is searched in the time
window before the S2 signal by identifying peaks in the unfiltered sum waveform that ex-
ceed a threshold of 3mV (∼ 0.33PE). The detection efficiency for a single photoelectron
collected by one PMT is > 80%, > 95% for double photoelectrons and > 99% for three
photoelectrons. The properties of all peak candidates are evaluated, such as the position in
the waveform, the peak area and width, and the PMT coincidence level. The application of
further quality criteria to the peaks, such as a PMT coincidence level and the pairing of S1
and S2 pulses to physical interactions, is done at a later stage in the offline analysis.
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In XENON1T, physical quantities of the events are determined by the custom-developed
PAX data processor. It first identifies so-called hits, i.e., photon signals in each individual
PMT above a certain threshold. Those hits are grouped into clusters separated by 2µs or
more and split at local minima in the PMT gain corrected sum waveform. The properties of
each summed cluster signal from all contributing PMTs are calculated, such as the total area,
amplitude, and pulse width. Using these quantities, a classification into S1, S2, or unknown
peaks is performed. For a valid S1 candidate, three PMT hits recorded within 50ns have to
contribute to the corresponding cluster.
In a later stage of XENON100 and XENON1T data processing and analysis, S1 and S2 pairs
are created for which the event position and related signal corrections are calculated. Using
the gain values measured for each individual PMT on a regular basis by biasing them with
LED photons, the peak areas are converted into the unit of photoelectrons (PE).
More details on the generation of event waveforms from raw PMT signals and the data pro-
cessors of XENON100 and XENON1T can be found in [75, 105].
2.5 Electronic Recoil Background
All experiments that search for rare particle interactions with very low cross sections share
the major challenge of background discrimination and reduction. As explained in Sec-
tion 2.1, energy depositions from ionizing particles can be distinguished from neutral parti-
cle interactions using the S2/S1 ratio. However, due to the overlap of the two populations in
S2/S1, a 100% distinction cannot be achieved. Statistical leakage of electronic recoil (ER)
events into the nuclear recoil (NR) region can mimic a dark matter signal. Therefore, besides
the obvious necessity of neutron background reduction, the control of the ER background is
crucial for the success of the experiment.
NR background events are induced by radiogenic neutrons from surrounding materials, cos-
mogenic neutrons from cosmic radiation and their secondary processes, and by coherent
scattering of solar neutrinos. Since this work was dedicated to the reduction of ER back-
ground by gas purity analytics and to the calibration of the ER background, this section will
focus on the origin of the ER events only. Details on the NR background in XENON100 and
XENON1T can be found in [107, 108].
Two categories of ER background sources can be distinguished: intrinsic and extrinsic. Ex-
trinsic sources comprise radioactive contaminations of the detector materials and its sur-
roundings. Intrinsic sources consist of radioactive nuclei such as 222Rn and its progenies,
85Kr, and 136Xe distributed in the LXe. In contrast to intrinsic sources, extrinsic ones can be
reduced by exploiting the good self-shielding properties of xenon and by considering only
an inner volume for the dark matter analysis. While in XENON100 the main ER back-
ground was coming from the detector materials, XENON1T is large enough such that its
background is intrinsically dominated by decays of 222Rn daughters [108]. An additional
background component is given by solar neutrinos scattering off electrons. This source does
not fit into any of the two categories since it neither can be reduced by fiducialization nor by
the purification of the xenon gas and the detector materials.
Figure 2.5 shows the low energetic ER background rate measured with XENON100 in
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Figure 2.5: Left: ER background rate in XENON100 in a 30kg super-ellipsoidal fiducial
volume and within the low energy region. The expected rate from Monte Carlo (MC)
simulations is shown by the red line for the sum of all contributions and divided into the
individual background sources as indicated in the legend. The double beta decay of 136Xe
was found to have a negligible contribution to the background below 100 keV. Figure from
[109]. Right: ER background rate in XENON1T predicted by Monte Carlo simulations
for a one ton cylindrical fiducial volume. The total rate is given by the black line and its
individual contributions by the colored lines as indicated in the legend. Figure from [108].
a 30kg fiducial volume [109] on the left. The lines indicate the prediction from Monte
Carlo (MC) simulations for the sum of all components (red), detector materials alone (black
dashed), 85Kr alone (blue solid), and 222Rn alone (blue dashed). On the right in Fig-
ure 2.5, the total ER background rate in the low energy region predicted by MC is shown
for XENON1T (black line) [108]. The rates from the individual contributions are plotted as
well and are indicated in the legend. The integrated total rate, which was measured within
the first science run, is in good agreement with the prediction [53]. Contributions from solar
neutrinos and 136Xe double-beta decays that play a role in XENON1T have been found to be
negligible in XENON100.
The following paragraphs explain the individual background sources in more detail.
2.5.1 Radioactivity from Detector Materials
The background component from the detector materials comprises events generated by gam-
mas from the 238U and 232Th decay chains that reach the internal TPC volume, produce a
low energy Compton scatter, and exit the detector without any further interactions.
Prior to detector construction, almost all materials have been screened for radioactivity
[110, 111] by germanium detectors using the screening facilities Gator [112], GeMPI [113],
and GIOVE [114]. Exploiting their high sensitivities to gamma rays, the gamma activity of
the individual isotopes within the decay chains was determined. For XENON1T, mass spec-
trometry measurements were additionally conducted for complementarity, where the amount
of 238U and 232Th was directly counted.
For deposited energies below 200keV, the spectrum from this background component is
almost flat and features photo-absorption peaks only at energies above the WIMP search
region. In XENON100 the dominating contribution to the background from detector com-
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ponents results to ∼ 65% from the PMTs, followed by ∼ 25% of stainless steel from the
cryostat, pipes, and bell structure5 [109]. In cooperation with the company Hamamatsu,
the light sensors have been improved for the XENON1T experiment where special atten-
tion was given to the reduction of their internal radioactive contaminations. Therefore, the
highest contribution to the ER background from materials in XENON1T originates from the
cryostat with ∼ 61%, followed by the PMTs with ∼ 23% [108].
2.5.2 Intrinsic 222Rn
222Rn is the first gaseous element within the 238U decay chain. Once produced from con-
taminations in the detector materials, it can emanate from the detector components and its
gas system, and distribute itself in the xenon. Having a relatively long half-life of 3.8 days,
it has the chance to distribute homogeneously inside the LXe. The ER background, how-
ever, is not coming from 222Rn itself which decays via an alpha, but from beta decays of
its daughters. Hereby, the most dangerous contribution is represented by 214Pb decaying
to 214Bi. For the dark matter search analysis only single particle interactions are of inter-
est since WIMPs are not expected to scatter twice within the detector volume due to their
low cross sections. Therefore, the direct decay to ground-state with an end-point energy of
1019keV is the most relevant one because no further gammas are emitted that can induce a
second interaction with the LXe. However, close to the borders of the TPC, decays to other
energy levels become important as well. In those outer regions, accompanying gammas can
escape without detection with higher probability. Hence, the 222Rn background component
shows a slight radial dependency. This effect is smaller for the larger XENON1T detector
compared to XENON100 [109, 108].
Another potential background source in the 222Rn decay chain is coming from the 214Bi beta
decay. However, its daughter 214Po decays by emitting an alpha and exhibits only a very
short half-life of 164µs. Hence, both decays occur with high probability within the same
event time window. This background can be suppressed to a negligible level by selecting
events with single interactions as expected from WIMPs.
In XENON1T, detector materials and components in contact with liquid or gaseous xenon
have been measured for their radon emanation prior to construction. Only materials with low
emanation rates have been selected in order to reduce this background source [115, 116].
Furthermore, the separation of 222Rn from xenon by cryogenic distillation has been success-
fully shown and provides a promising option for further suppression of the 222Rn induced by
background in XENON1T and its upgrade XENONnT [117, 64, 115].
2.5.3 Intrinsic 85Kr
Given its production from air, xenon can contain krypton contaminations as explained in
Section 2.2. Hereby, the radioactive isotope 85Kr constitutes another background source by
undergoing a beta decay with a half-life of 10.76 years and an end-point energy of 687keV.
Since this component cannot be reduced by selecting a fiducial volume, the only measure is
given by the removal of krypton from the xenon. In XENON100, a natKr/Xe concentration
5See Section 2.6 for details on the XENON100 detector setup.
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of (0.95± 0.16)ppt has been achieved by passing the gas through a cryogenic distillation
column [118]. For XENON1T, the same technique is used by a new high through-put and
high separation cryogenic distillation column that can be operated continuously during sci-
ence data taking. Mass spectrometry measurements have been performed at the beginning
of the first science run of XENON1T and one month after its end, yielding (2.60±0.05)ppt
and (0.36±0.06)ppt, respectively [53]. This corresponds to a reduction of the background
level from ∼ 10−3 events/(keV·kg·day) to ∼ 0.2 ·10−3 events/(keV·kg·day).
2.5.4 136Xe Double-Beta Decay and Solar Neutrinos
Natural xenon contains the radioactive isotope 136Xe with an abundance of 8.9%. It decays
via double-beta decay with an end-point energy of 2458keV and a half-life of 2.17 · 1021 y
[119]. As it is an intrinsic source, fiducialization is not effective in order to reduce this ER
background. One option would be isotopic depletion. However, this background component
is still of minor importance compared to the larger contribution from 222Rn and will only
become relevant in XENON1T as soon as efficient radon removal measures have been ex-
ploited (see Figure 2.5 right).
Solar neutrinos, scattering elastically off electrons, represent in principle an extrinsic back-
ground source. However, since the mean free path of neutrinos in matter is several light years
those events are homogeneously distributed within the TPC. Hence, selecting a fiducial vol-
ume does not result in a reduction of the neutrino interaction rate. The only way to decrease
this background component is an improvement in the ER rejection [120].
2.6 The XENON100 Experiment
The XENON100 experiment is equipped with a TPC of a height of 30.5cm and a radius
of 15.3cm. It contains 62kg of LXe and is surrounded by an active veto of 99kg of LXe
providing an efficient suppression of radioactivity from the outer detector components.
Additional shielding is provided by the operation of the detector in the underground labora-
tory LNGS and layers of 20cm of lead, polyethylene, and 5cm ultra-pure copper and water
containers surrounding the cryostat. Figure 2.6 shows a schematic of the XENON100 shield-
ing on the left and a photo of the cryostat when the shield was open, on the right. Due to
the high hydrogen content, polyethylene and water are very efficient in thermalizing or even
stopping fast neutrons produced by muon interactions in the surrounding rock of the cavern
or in the shield materials. Exploiting the high atomic numbers of the materials, the lead and
copper layers are supposed to stop natural gamma rays emitted by decays within the uranium
and thorium decay chains. The copper was especially selected for low 210Pb concentrations
and its surface was electro-purified in order to minimize the radioactivity close to the cryo-
stat.
Especially in underground locations, an increased 222Rn concentration can be found due to
emanation from the rock. To avoid background from 222Rn decay daughters, the detector
housing is constantly flushed with boil-off nitrogen.
Also visible in both pictures in Figure 2.6 is the calibration pipe. Being a copper tube twined
around the cryostat, it is vertically adjusted to the TPC center. Radioactive sources emitting
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Figure 2.6: Left: Visualization of the shielding layers enclosing the XENON100 cryostat.
The calibration pipe penetrates the shielding in order to bring calibration sources close to
the cryostat. Right: Photo of the XENON100 cryostat when the shield was open. The
calibration pipe, attached to the lower half of the cryostat, is visible. Pictures from [75].
gamma radiation can be placed inside at all azimuthal angles.
Figure 2.7 shows a drawing of the cylindrical XENON100 double wall stainless steel cryo-
stat together with the contained TPC that is confined by the two PMT arrays at the top and
at the bottom and by PTFE panels assembled to form a cylindrical shape. PTFE was chosen
for its high reflection of VUV scintillation light [121]. Mesh electrodes optimized for optical
transparency realize the required electric field strength. The drift field is applied between the
cathode and the gate grid while the amplification field performs between the gate grid and
the anode where the liquid-gas interface is enclosed. Grounded screening meshes close to
the PMT arrays protect the light sensors from strong leaking fields. The gate grid, anode and
the top screening mesh form the top mesh stack (indicated in Figure 2.7) with a spacing of
2.5mm. In order to achieve a homogeneous drift field, 40 equidistant field shaping electrodes
are installed. They are made out of thin copper wires that are running horizontally on the
inside and on the outside of the PTFE panels. Only small deviations from a homogeneous
field are observed and can be corrected in the data (see Section 2.3.4).
The two-phase TPC technology requires a stable liquid level in order to ensure a constant
detector response. This is realized by a diving bell structure indicated in red in Figure 2.7.
A constant stream of gas returning from the gas purification system pressurizes the bell. The
pressure is released through a small pipe (bleeding tube) that leads to the LXe volume out-
side of the TPC. The height of the LXe level inside the bell is regulated by vertically moving
the bleeding tube that is connected to a motion feedthrough. Additionally, the diving bell
allows to increase the xenon level outside about 4cm above the bell structure, which is ad-
vantageous for shielding.
The xenon is constantly evaporated from the liquid in the veto region and pumped through
a zirconium getter to purify it from electronegative contaminations before leading it back
32
2 The XENON Experiments 2.6 The XENON100 Experiment
Figure 2.7: Drawing of the XENON100 cryo-
stat with TPC. The total LXe mass of 161kg
is divided into the active region inside the TPC
containing 62kg and the veto region that com-
prises 99kg. The TPC is confined by the two
PMT arrays at the top and at the bottom and
PTFE panels at the sides that form a cylindri-
cal shape. See text for more explanations. Fig-
ure from [75]
into the cryostat. In addition, the gas system offers various ports to connect sources of ra-
dioactive nuclei that are dissolved in the xenon gas stream. Compared to the external gamma
sources deployed in the calibration pipe, internal sources offer advantages in calibrating the
central target of large LXe detectors. The deployment of internal sources for the background
calibration in XENON100 was not necessary since the dominating background component
results from radiation from the detector materials that can be well modeled with external
sources. However, internal calibration source are relevant for XENON1T since external
gamma sources cannot penetrate the LXe up to the innermost volume anymore and therefore
the dominating background is induced by 222Rn. XENON100 was used to study the per-
formance of internal calibration sources at the end of its operation period in preparation for
calibrations in XENON1T. Some of these studies are described in Chapter 4.
The two PMT arrays are equipped with a total of 178 Hamamatsu R8520-06-Al sensors with
square windows of the size of one square inch. 98 of them are located in the top array ar-
ranged in a concentric circular pattern for an optimal X-Y position resolution and 80 PMTs
are arranged in the bottom aiming for a maximum light collection efficiency. Due to the
large refractive index of LXe, the S1 scintillation light is reflected at the liquid-gas interface
resulting in a fraction of about 80% that is detected by the bottom array. Consequently, the
energy threshold is dependent on the PMT coverage in this array. The active veto is watched
by another 64 light sensors of the same kind.
The power to cool and keep the xenon below its evaporation temperature at 91°C and 2.2atm
is provided by a pulse tube refrigerator (PTR).
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Figure 2.8: Three dimensional drawing of the
XENON1T TPC. It features a target mass of
2.0t of liquid xenon and is confined by PTFE
reflector panels and the top and bottom PMT ar-
rays, instrumented with 248 light sensors. The
74 massive copper field shaping rings enclose
the PTFE reflectors and ensure a close to homo-
geneous drift field between the cathode and the
gate (one of the top TPC electrodes). See text
for more explanations. Picture from [105]
More technical details on the XENON100 experiment can be found in [75].
2.7 The XENON1T Experiment
The more advanced XENON1T detector features a cylindrical TPC of 96cm length and di-
ameter, containing 2.0t of LXe. Figure 2.8 shows a three dimensional CAD drawing. The
chamber is delimited horizontally by 24 interlocking PTFE panels forming a cylindrical
shape which is surrounded by 74 massive field shaping electrodes in ring structure. The
electrodes are made from OFHC copper selected for low radioactivity. The mesh electrodes
generating the drift and amplification fields were constructed from stainless steel by etch-
ing and were spot-welded to stainless steel frames. Like in XENON100, screening meshes
are placed in front of the PMT arrays for protection. A voltage of −1.55kV has been ap-
plied during the first science run in order to establish a field-free region in front of the PMT
photocathodes. Before construction, the field configuration was optimized for a high trans-
parency of the meshes by electrostatic field simulations. The cathode was designed for bias
voltage up to −100kV providing a drift field of about 1kV/cm between the cathode and the
grounded gate grid. In the first science run of XENON1T a lower field of 0.12kV/cm was
applied. The anode was biased with 4.0kV in the same run, resulting in an extraction field
of about 10kV/cm between the anode and the gate grid across the liquid-gas interface.
Since it has been proven itself in XENON100, a diving bell structure made of stainless-steel
is used in XENON1T as well. The stable level of the liquid-gas surface is maintained by
a continuous gas stream from the recirculation gas system and is adjusted via a vertically
movable bleeding tube.
The planes of the TPC are equipped with a total of 248 Hamamatsu R1410-21 PMTs. The top
array accommodates 127 tubes arranged for a good radial position reconstruction while the
bottom array consists of 121 PMTs that are packed as tightly as possible to gain a maximum
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light collection efficiency. The average quantum efficiency (QE) of all sensors is 34.5% at
178nm [94]. Those with the highest QEs were placed in the bottom array to further optimize
the response to small scintillation signals from the liquid. The area between the individual
tubes is covered by a PTFE reflector plate. Additionally, six Hamamatsu R8520 PMTs with
quadratic windows of one square inch, the same kind that was used in XENON100, are in-
stalled next to the topmost field shaping copper ring in the LXe region outside of the TPC.
Those PMTs are grouped into two groups of three and face downwards. They are intended to
be used in detector calibration studies. All sensors were tested prior to the TPC construction
under nitrogen atmosphere at room temperature, at -100°C and a fraction of about 18% in
LXe. Details on these tests and their outcome can be found in [94].
While the active volume contains 2.0t of LXe as a target, the detector is operated with a total
of 3.2t. These additional 1.2t add up from the 5cm space between the field shaping rings
and the cryostat wall, 5.7cm space between the cathode and the bottom PMTs, between and
below the bottom PMTs, the gas phase, and the gas purification system. Additional xenon
can be filled in order to increase the liquid level outside of the TPC above the diving bell for
a more effective shielding.
In contrast to several layers of passive shielding in XENON100, the XENON1T cryostat is
immersed into a water tank of 10.2m height and 9.6m diameter that serves as an active veto
against a residual muon flux of (3.31±0.03)10−8 cm−2s−1 at an energy of∼ 270GeV at the
detector site [122]. Equipped by 84 Hamamatsu R5912ASSY PMTs with 8” windows, the
emitted Cerenkov radiation can be detected in the water tank and correlated to events within
the TPC. With this technique the background from muon-induced neutrons can be reduced
to a negligible level. Additionally, the water itself moderates ambient neutrons induced by
muons or (α,n) reactions in the surrounding rock cavern.
Since successfully used in XENON100, XENON1T employs the technique of pulse tube
refrigerators (PTRs) as well. Two redundant devices are installed to keep the xenon at an
operating temperature of -96°C and to allow for maintenance works while the detector is
cold.
Figure 2.9 shows a 3D computer view on the auxiliary systems necessary for the operation
of the XENON1T experiment and their relative placement to each other as well as their con-
nections. The auxiliary systems comprise the cryogenic system providing the cooling power,
the purification system for the online removal of electronegative impurities, the cryogenic
distillation column for krypton removal, ReStoX for xenon storage and recovery, the bottle
rack as an interface to xenon gas cylinders, and a gas analytics station for measuring the
purity before injecting the xenon from the gas cylinders into the system. The following para-
graphs will highlight the systems that are of relevance in the following chapters of this thesis.
For more detailed descriptions and supplementary information on the other sub-systems the
reader is referred to [105].
The bottle rack and the gas analytics were developed within this work and are explained in
detail in Chapter 3.
Purification System As explained in Section 2.1, electronegative impurities, i.e., impu-
rities that have a high tendency to attach free electrons such as O2 and water vapor, are
constantly removed from the detector by circulating gaseous xenon through a purification
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Figure 2.9: Three dimensional view on the auxiliary systems of the XENON1T experi-
ment. It consists of the cryogenic system, the purification system, the cryogenic distillation
column, the storage vessel ReStoX, the bottle rack, and the gas analytics station. See text
for more information. Picture from [105]
system in order to increase the electron lifetime. Xenon is extracted from the liquid phase
at the bottom of the cryostat and evaporated in a heat exchanger. Two redundant loops are
available in the purification system allowing for maintenance work on one of them without
interrupting the other. Each loop hosts one or two gas transfer pumps (QDrive) that drive
the purification flow, a mass-flow controller and a high temperature rare-gas purifier from
the company SAES Pure Gas of the type PS4-MT50-R, also referred to as getter. The getter
contains a zirconium cartridge and removes oxides, carbides and nitrides from the xenon gas
by forming irreversible chemical bonds with the material. According to its specifications,
the purifier ensures impurity concentrations below 1ppb if the inlet gas has a purity of 5ppm
or higher [123]. This number provides the guideline for the gas purity analytics described in
Chapter 3.
The purified gas passes again through the heat exchanger where it is liquefied. The liquid
is collected by a funnel leading it directly into the TPC at two opposite positions below the
cathode mesh.
The purification gas loop is monitored by various pressure and temperature sensors for the
verification of stable conditions. Additionally, a HALO+H2O monitor from the company
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Tiger Optics measures the water concentration, a good indicator for leaks.
Furthermore, the purification system is used to connect sources of radioactive nuclei that can
be dissolved in the xenon gas stream. This way, the activity is transported into the detector
and can be used for calibrating the central target. The calibration of the detector response to
electronic recoils using such sources will be subject to Chapter 4.
The purification system also takes the task of distributing the xenon gas onto other systems.
Beside the cryostat, it is connected to the storage system ReStoX, the cryogenic distillation
column and the bottle rack.
Xenon Storage In the XENON100 experiment, the detector was filled by a total of 161kg
of LXe by drawing the gas from commercial gas cylinders at ambient temperature and liq-
uefying it by using the cooling power of the PTR. However, for a multi-ton scale experiment
like XENON1T this procedure would require about two months. Furthermore, it would not
allow for a fast recovery of the LXe from the detector in case of emergency. The solution is
provided by a newly developed xenon storage system called ReStoX (Recovery and Storage
of Xenon) [124]. It is a vacuum insulated stainless steel vessel shaped like a sphere of a
diameter of 2.1m. Being able to withstand pressures of up to 73bar, a maximum of 7.6t
of xenon can be stored safely at low temperatures as well as at ambient temperatures as a
super-critical fluid. The cooling power is provided by liquid nitrogen (LN2) that is extracted
from an external tank and led through 16 LN2 pipes welded to the outer surface of the inner
vessel. Additionally, 16 thin stainless steel fins are installed inside the sphere in order to in-
crease the heat exchange. The vessel was electro-polished to remove surface contaminations
and hosts only metal sealed cryogenic valves in order to maintain the xenon purity.
For the filling of the detector, gaseous xenon is extracted from ReStoX and led through an
independent heat exchanger into the purification system. After the removal of impurities, it
is re-condensed in the heat exchanger and transferred to the cryostat. The recovery from the
detector into ReStoX is realized in a liquid phase via direct vacuum insulated lines.
Cryogenic Distillation Column As explained in Section 2.5.3, the radioactive isotope
85Kr is a background source for LXe detectors due to its presence in air from which xenon
is extracted. Exploiting the difference in vapor pressures of krypton and xenon (see Figure
2.2), krypton can be removed efficiently by cryogenic distillation. It will accumulate in the
gas phase at the top within the distillation column while the krypton-depleted xenon can be
withdrawn from the bottom. The column has a height of 5.5m with a total length of 2.8m of
package material. Operated at a temperature of 178K at 2.0bar, it features a reduction fac-
tor for krypton in xenon of (6.4+1.9−1.4) · 105 [125]. For a purification at maximum efficiency,
the entire 3.3t of xenon gas needed for detector operation, would have to be transferred
from ReStoX through the distillation column into the cryostat. This would take about three
weeks.
As an alternative, the operation of the column in parallel to science data acquisition with
a fully operational TPC was successfully tried. 7% of the purification gas flow was di-
rected through the column. The krypton concentration was reduced from about 60ppb to
0.36±0.06ppt within approximately 70 days.
Apart from the possibility to reduce the krypton content in xenon, it has been shown that the
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same can be done for radon contaminations by operating the column in reverse mode [64].
This option is currently under investigation within the XENON1T experiment.
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Chapter 3
Xenon Gas Purity Analytics
The sensitivity of the XENON1T detector to dark matter particles is determined by the purity
of the xenon gas therein. Electronegative1 impurities such as O2, CO2, and N2O attenuate
the observed ionization signal (S2) of an interaction through electron attachment. The de-
pendence of this attenuation on the drift time is described by an exponential function that
takes the electron lifetime as a parameter (see Equation 2.12). With increasing electron life-
time, smaller energies can be measured at the bottom of the detector, and hence, the overall
sensitivity of the detector to WIMP interactions increases.
Krypton impurities are present in commercial xenon because it is produced from air by dis-
tillation (see Chapter 2). Beta decays of the radioactive isotope 85Kr contribute to the back-
ground in the XENON1T experiment.
This chapter describes the procedures and methods developed to monitor the purity of the
xenon gas inventory in the XENON1T detector during its initial filling into the XENON1T
gas system. First, the aims of this study are outlined in terms of gas purity levels and put
in context with their implications on the experiment in Section 3.1. The chosen technique
of measuring impurities, i.e., gas chromatography, is briefly introduced in Section 3.2. The
experimental setup used during the xenon transfer campaign as well as the gas purity mea-
surement device are described in Section 3.3. The measurement procedure is outlined in
Section 3.4. The calibration method and procedure to evaluate impurity concentrations are
explained in Section 3.5. Section 3.6 presents the outcome of the measurement campaign
and the overall impurity content of the xenon inventory. The chapter is concluded with a
summary of the results and their interpretation in terms of their impact on the XENON1T
experiment in Section 3.7.
3.1 Motivation
The xenon inventory of approximately 150 gas cylinders was purchased commercially. Since
no automatic procedure can be utilized to connect these cylinders to the XENON1T system
and empty them, ensuring gas purity during gas handling is a challenge.
As mentioned in Chapter 2, gas purity plays an important role in the success of the XENON
1Electronegativity is a chemical property that describes the potential of atoms and molecules to attract
electrons.
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experiments.
Electronegative impurities, such as O2, CO2, and N2O, decrease the electron lifetime (see
Section 2.3.4 for definition). Therefore, the number of charges from an interaction reaching
the liquid–gas interface is reduced in correlation with the drift time. This leads to weaker
S2 signals of events occurring at the bottom of the TPC compared to those occurring at the
top. The S2 threshold as well as the energy resolution of the S2 signal due to the statistical
uncertainty in the number of detected electrons, are influenced.
The general impurity level of electronegative components in commercial ultra-pure xenon is
1−10ppm2. These impurities usually do not originate from the production method of xenon
itself3 but are introduced after the production by, for example, out-gassing4 of gas cylinders
and small leaks at gas pipe connections. In general, measures are taken to prevent these
routes for the introduction of impurities, for example, baking of cylinders and leak checks.
However, the efficiency of such measures depends on how carefully they are implemented.
The XENON1T gas system is equipped with two getters within the purification system (see
Section 2.7), which can reduce the amounts of electronegative impurities to below the ppb5
level if the inlet gas has a purity of 5ppm or better. This value is the aim for the control of
this impurity type during the transfer process.
A second important impurity category that must be controlled is 85Kr. Its provenance in
xenon gas and influence on the background level of XENON experiments have been dis-
cussed in Section 2.5.3. With its vapor pressure curve closest to that of xenon compared to
the other gas components in air, it has potentially the highest impurity concentration given
that the xenon is produced by air liquefaction. Depending on the number of distillation cy-
cles executed during production, commercial xenon comes with typical krypton contents of
2ppb to a few ppm. The XENON1T setup houses a distillation column designed to reduce
the krypton concentration with a reduction factor of Fred = (6.4+1.9−1.4) · 105 [125]. It purifies
xenon at the maximum xenon flow rate of 6.5kg/h, resulting in a time requirement of 23.5d
to process the entire xenon inventory of 3.67 tons. The fraction of gas that is enriched with
krypton after the distillation is about 1%. Hence, for the entire xenon inventory, ∼ 37kg of
off-gas is expected. The aim of controlling krypton impurities in xenon during the transfer is
to ensure that the design value for XENON1T of 0.2ppt of krypton in xenon can be reached
within a minimal amount of xenon off-gas and time.
To achieve these two aims, the impurity concentration in the xenon inventory is monitored
through gas chromatography. This measurement technique provides the possibility to quan-
tify multiple impurity gases within one measurement cycle, and has a sensitivity that is ade-
quate for our purpose. Furthermore, the setup is compact enough so that it can be installed
at the detector site Laboratori Nazionali del Gran Sasso (LNGS) in Italy.
While optimizing the measurement procedure, the focus was on krypton impurities because
they contribute directly to the background of the XENON1T experiment. Other measured
impurities include hydrogen, oxygen, methane, and carbon monoxide. Hydrogen could be
released into the xenon from steel surfaces that are electropolished [126]. A very high hydro-
2parts per million
3As explained in Section 2.5.3, these components have high separation efficiency from xenon by distillation
owing to their low boiling temperatures
4The term out-gassing denotes the release of gas molecules attached to gas vessel surfaces.
5parts per billion
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gen content can result in the accumulation of hydrogen in the gas phase of the TPC, which
can induce a potential bias in the secondary scintillation signal. This hydrogen accumulation
has been observed in multiple measurements of the gas phase from the xenon stored in the
storage vessel ReStoX [127]. Nitrogen is a good tracer for air because it is the most abun-
dant component. Air also contains krypton and oxygen, which are dangerous for detector
operation. Methane and carbon monoxide are not expected to be present in the xenon gas
from production, but the ability to quantify their concentrations provides another handle on
monitoring impurities in the xenon inventory.
3.2 Basics of Gas Chromatography
The term gas chromatography refers to the separation and analysis of gas compounds. The
separation is realized by distributing gas components between a mobile phase and a sta-
tionary phase. The stationary phase can be solid or liquid, whereas the mobile phase is a
chemically inert carrier gas. This study will focus on gas–solid chromatography.
The material of the stationary phase is selected in terms of its gas adsorption properties.
Filled into glass or metal tubing, it is called an adsorption column.
Adsorption, in general, refers to the attachment of a gas or liquid to the surface of a mate-
rial. This can be realized either by van der Waals forces or by chemical reactions. For gas
chromatography, the van der Waals forces are relevant. The inverse process of adsorption
is called desorption. In an equilibrium state, the number of adsorbed molecules equals the
number of desorbed molecules per unit time. More details on the theory of surface interac-
tions can be found in [128].
The general concept of separation of gas components by gas chromatography is based on the
transport of the sample through an adsorption column by using carrier gases such as helium,
hydrogen, nitrogen, or argon. For short measurement times and for the operation of the ad-
sorption column at low temperatures, gases with high flow rates and low molecular weight
are advantageous because they can diffuse faster through the column without influencing the
quality of separation [129]. These properties are provided by helium, which is used in this
study.
Gas impurities in the carrier develop an adsorption/desorption equilibrium in the column and
are pushed through the adsorption material by the carrier gas. The velocity at which the gases
of interest, the analytes, are transported depends on the carrier gas flow and on their surface
interactions with the adsorption materials.
The quantitative measurement of the gas components is performed using a detector con-
nected to the column exit. In principle, any gas property of the components to be measured
that is different from the carrier gas can be used for detection. Examples are different ion-
ization potentials (flame ionization, photo-ionization, pulsed discharge ionization detectors
(FID/PID/PDD)), mass (mass spectrometer (MS)), and thermal conductivity (thermal con-
ductivity detectors (TCDs)). In this study, a pulsed discharge detector (PDD) is used, and
will be described in the next section.
The detector current measured over time is denoted as chromatogram. It shows a peak for
each gas component eluted from the column. Gas chromatography measurements are well
reproducible because the peaks always occur at the same time with negligible variations. The
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peak positions within a chromatogram can be changed by altering the column temperature
or the gas flow and pressure of the carrier. Depending on the gases that shall be separated
and the adsorption materials used, a wide range of temperatures from cryogenic levels up to
several hundreds of °C can be used.
Further details about the gas chromatography technique can be found in [130][129].
3.3 Experimental Setup
The experimental setup for monitoring the gas purity of the XENON1T xenon inventory
during its initial transfer to the storage vessel ReStoX consists of two parts: a gas handling
system, called XENON1T bottle rack, and a gas chromatograph (GC). The bottle rack pro-
vides an interface between the purchased xenon gas cylinders and the XENON1T gas system,
and the GC provides the means to determine the purity of the gas inside the cylinders.
Figure 3.1 shows pictures of the two systems at the XENON1T detector site LNGS. The
bottle rack can be seen on the left. The four gas cylinders that are standing in a row in the
front contain the xenon that needs to be filled into ReStoX. They are placed on platform
scales, which monitor the weight of the cylinders while they are emptied in order to deduce
the amount of xenon extracted. The spiral structures above those gas vessels are sampling
volumes, also-called pipettes, which are used to extract small samples from each cylinder.
The two blue gas cylinders in the back are placed in structures that can be pulled toward the
ceiling to move the liquid nitrogen bath beneath, where the vessels can be immersed. This
feature facilitates the collection of gas residuals from the gas cylinders through cryogenic
pumping. The GC is shown in Figure 3.1 on the right, together with the computer to control
the device. The setup is placed right next to the ReStoX sphere, which is visible in the back.
Figure 3.1: Pictures of the XENON1T bottle rack (left) and GC (right) as they are operated
in the Gran Sasso Underground Laboratory.
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Figure 3.2: Schematic of the XENON1T bottle rack. The xenon gas cylinders are con-
nected to the rack at their own valves FV1202, FV1204, FV1206, and FV1208. The pipettes
(turquoise) are used to draw samples from the cylinders, and the samples are mixed in the
sample mixing volume (red). The sample mixture is stored in the xenon sample volume
(green), where it is decoupled from any operation on the xenon gas cylinders by FV1218.
For a measurement, the sample is expanded further into the analytics section (blue), where
its impurities are measured by the GC. The two xenon gas cylinders in the liquid nitrogen
bath allow for the extraction of residual xenon gas from the cylinders through cryogenic
pumping.
3.3.1 XENON1T Bottle Rack
The XENON1T bottle rack was designed during this work to extract xenon gas from the
cylinders in which they are delivered by the suppliers. At the same time, the purity of the
xenon gas should be measured. The overall structure of the bottle rack is shown schemati-
cally in Figure 3.2.
Four gas cylinders can be connected at the same time. Special provisions are taken to allow
gas cylinders with different standards because they are purchased from suppliers all over the
world (German, French, American, Italian, and Chinese).
To draw a sample, the evacuated pipette volumes marked in turquoise are filled with xenon
from the cylinders. The gas is then expanded into the sample mixing volume (red). Care is
taken to ensure good mixing of the four gas volumes by alternating valve operations. Instead
of measuring the purity of each cylinder individually, the samples are mixed to save time. If
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the mixture shows high contamination, its source is investigated by additionally determining
the impurities in each of the four samples.
The sample mixture is then expanded into the xenon sample volume (green), which is de-
coupled from any action taken on the xenon gas cylinders. Finally, the gas is led into the
analytics section (blue). This section comprises all components necessary for impurity mea-
surements. The helium cylinder is marked with He and supplies the GC with its carrier gas.
To ensure high sensitivity of all measurements, helium 6.06 is used. The same gas is also
used for helium background measurements (see Section 3.5.1). The cylinder marked with
Cal is used to supply the calibration gas.
The sample pressure and flow are regulated by the flow control valves placed in front of the
sample inlet and behind the sample outlet of the GC.
If the impurities measured in the sample drawn from the four gas cylinders meet the require-
ments, the xenon is led into the xenon storage vessel, ReStoX, by passing it through the
XENON1T purification system.
Considering the time needed for pumping and baking the gas lines at the bottle rack every
time new cylinders are connected, for measuring the gas impurities and for transferring the
gas into ReStoX, this procedure allows for a maximum of eight cylinders to be emptied per
day.
A special feature of the bottle rack is the possibility to recuperate residual xenon from the
gas cylinders after the ReStoX filling process. The term recuperation refers to the transfer
of xenon to a gas vessel through cryogenic pumping. This can be done by immersing a gas
cylinder into a liquid nitrogen bath (see Figure 3.2). Owing to the lower boiling point of
nitrogen, xenon gas is liquefied, which creates a pressure gradient toward the cylinder.
3.3.2 The Gas Chromatograph
A Trace GC Ultra Thermo Scientific7 purchased from S+H Analytic GmbH is used for
the following measurements. It is a commercial device that was set up by the company
to adapt to a wide range of analytical problems. Using high-purity pneumatic 6-port di-
aphragm valves8, it can be operated fully automatically. This way, a precise timing within
the measurements is ensured, which is crucial to make sure they are reproducible.
Together with a packed column, referred to as pre-separation column, the valves are in-
stalled in an oven called valve oven. The column is filled with HayeSep® polymers, which
are macroporous (pore size > 500A˚), spherical, ultra-pure resins. The material was devel-
oped by VICI®, and promises a good separation performance in gas chromatography. The
pre-separation column can be operated between ambient temperature and 160°C, and helps
separate impurities from the xenon bulk of the sample.
In addition to the valve oven, a so-called cryo oven is implemented in the chromatogra-
phy device, which can generate a wide range of temperatures between -99°C and 250°C,
and hosts a second column packed with a molecular sieve with a pore size of 0.5nm. The
molecular sieve column, denoted as main column, is used to separate the analytes eluting
simultaneously from the pre-separation column. At the end of the main column, a pulsed
6The number 6.0 states that the sum of all impurity concentrations is smaller than 10−6.
7http://www.thermoscientific.com/
8MDVG series from NORGREN
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discharge detector is located, which is sensitive to all gases, except helium and neon; its op-
erating principle will be described in the next subsection.
The internal GC setup is shown in Figure 3.4 in its configuration used in this study. In addi-
tion to the two mentioned columns denoted as PC1 and PC2 in the sketch, the overall setup
further comprises two switching valves V1 and V2, a sampling volume of 20cm3, and three
pressure regulator valves PRV1–3.
Pulsed Discharge Detector
A pulsed discharge detector (PDD) uses a high-voltage pulsed discharge between two plat-
inum electrodes as the ionization source. It was first described in 1992 [131, 132].
In helium, the discharge triggers the following processes:
e−(V)+He →
{
He++ e−
He∗∗→ He∗+hν
He∗+He∗ → He++He+ e−
He++2He → He+2 +He
He+2 + e
− → He∗2
The formed excited diatomic helium dissociates to the ground state of two single helium
atoms by emitting high energy photons with energies ranging between 13.5 and 17.5eV
[133]:
He∗2→ 2He
The photons are capable of ionizing every compound and element except for neon9. This
process is the most relevant from the viewpoint of the functioning of a PDD, and is called
Hopfield emission. The detector configuration that employs this effect to ionize analytes is
called helium discharge photo-ionization mode [131, 132].
Figure 3.3 shows a schematic of the PDD used in this study. The discharge and ionization
regions are spatially separated to avoid contamination of the discharge electrodes. Eluents
from the column flow in the direction opposite to the helium flow in the discharge region.
After ionization of the analytes by Hopfield photons, the resulting electrons are focused
toward the collector electrode by two bias electrodes. The measured current I depends on
the impurity concentration and the gas-specific ionization efficiency. A linear relationship
between the detector signal and the concentration has been shown to exist over five orders of
magnitude [135]. This allows for the measurement of traces with concentrations at the ppb
level while calibrating the ionization efficiency at the ppm level. Assuming that one atom or
molecule produces one electron after ionization, the efficiency ε is given by [135]:
ε =
∫
I ·dt
F ·Q =
A
F ·Q , (3.1)
9Neon has an ionization potential of 21.56eV. The metastable helium He∗, also created by the discharge,
emits photons with an energy of 19.8eV. This is close enough to the ionization potential of neon such that a
very small but non-zero ionization efficiency is achieved, and a detector response for neon is present.
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Figure 3.3: Schematic of a PDD in the so-called helium discharge photo-ionization mode,
which uses Hopfield emission to ionize the analytes. See text for more explanation.
Reprinted from [134]
where I denotes the electron current, t denotes the time, F denotes the Faraday constant and
Q denotes the analyte’s quantity in mol. The current integrated over time corresponds to the
area A under the peak in the chromatogram.
ε depends not only on the type of gas passing through the detector but also on the flow of
the carrier gas. The longer the residence time of the analytes in the detector, the higher is the
ionization efficiency. Hence, the detector responds not only to impurity concentrations but
also to changes in the gas flow.
The minimum quantities that can be detected with the employed PDD model are in the low
ppb range [134].
3.4 Measurement Procedure
The measurement procedure implies the actuation of the two pneumatic valves within the
internal GC setup (see Figure 3.4) as well as a temperature change in the cryo-oven. These
processes are programmed to always take place at the same time after the start of the proce-
dure in order to ensure reproducible measurements. The slowest analyte carbon monoxide
elutes from the main column PC2 35min after the start of the measurement. The detector
signal is therefore recorded for a time of 40min for all xenon sample measurements. The
procedure is optimized to achieve good sensitivity for krypton, because this impurity directly
affects the background level of the XENON1T experiment.
The solid lines between the valve ports of V1 and V2 in Figure 3.4 indicate that a gas flow
is allowed, while the dashed lines mark disconnected ports. When actuating the valves, the
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Figure 3.4: Internal GC configuration. The two valves V1 and V2, as well as the pre-
separation column PC1 and the sample volume, are placed inside a valve oven (green) that
is set to a constant temperature of 60°C. The main column PC2 is installed in the cryo-oven
(blue) that runs at 60 and 120°C.
ports connected by dashed lines are linked, while the gas stream along the solid lines is in-
terrupted.
The temperature of the valve oven is maintained at 60°C, whereas the cryo-oven is operated
at different temperatures during a measurement. The pressures in PRV1, PRV2, and PRV3
are maintained at values higher than one atmosphere. In what follows, the measurement
procedure applied during the measurement time t is presented and its direct implications on
the chromatogram are discussed by referring to the measurement of a pure helium sample,
as shown in the upper panel of Figure 3.5. The lower panel in the same figure shows the gas
flow behind the PDD as a function of t. As explained in Section 3.3.2, the detector responds
not only to impurity concentrations in the carrier gas but also to changes in its flow. Hence,
by comparing the detector signal to the gas flow, the two different causes can be disentan-
gled.
Various steps are observed in the signal baseline as a result of the measurement procedure
and the system features. They do not impact the sensitivity significantly because they are
much reproducible and can therefore be subtracted (see Section 3.5.3).
t < 0: Before the start of the measurement, the sample volume is prepared by flushing it
continuously with the sample gas at a flow rate of around 20−30ml/min. The pre-separation
column PC1 is separated from the sample as well as from the main column PC2. Both
columns are flushed with clean helium.
t = 0min: At the start of the measurement, V2 is actuated such that PC1 and PC2 are
linked. As can be deduced from Figure 3.5, a change in the gas flow through the PDD is
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Figure 3.5: Upper panel: Chro-
matogram of a pure helium sample.
Since no impurities are present in the
sample, all observed features in the
detector signal as a function of time
are results of the measurement proce-
dure. They do not represent a problem
in the quantification of impurity con-
centrations because they are highly re-
producible, and can therefore, be sub-
tracted. Lower panel: Gas flow be-
hind the PDD during the measurement
as a function of time. The flow is anti-
correlated to the current measured by
the detector.
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coupled to this action, because of which the measured current increases. Two further upward
steps of the baseline are observed at about 3.5min and 7.5min, while the flow stays constant.
The fact that the two steps in the baseline are separated by about 4min suggests that they are
induced by oxygen and nitrogen impurities, that is, air, that passed through PC2. It will be
shown later that the oxygen and nitrogen peaks are separated by roughly the same time in a
chromatogram.
Downward steps occur about 2min after the two upward steps, pointing to an injection of air
into the system for two minutes, evoked by actuating V2. This might be explained by small
volumes within the valve that have a connection to air and are emptied by valve actuation.
A deeper understanding of this feature is beyond the scope of this study. After 9min, the
detector baseline stabilizes at a level higher than that at the beginning of the measurement,
indicating a higher background level in PC1.
t = 10.5min: The injection of the sample into the pre-separation column takes place
10.5min after the start of the measurement procedure by actuating V1. This point of time is
chosen to avoid the signals from impurities sitting on top of the mentioned steps in the base-
line. Owing to valve operation, the gas flow through the detector decreases again, leading to
an increase in the measured current.
Hereafter, the investigated gas sample is disconnected from its source and is pushed into PC1
by helium flowing from PRV1. For every measurement, the same sample gas flow and pres-
sure are adjusted for the time of injection to ensure a constant sample size within the sample
volume of 20cm3. It was found to be advantageous to have slight over-pressure at about
1020mbar absolute in the sample volume to decrease the potential impact of small diffusive
leaks.
t = 15min: After 4.5min of injection, V1 is switched back into its initial state. The sample
volume is again separated from the columns and can be prepared for the next sample. This
ensures that no contaminants from the previous sample are left in the volume when the
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next sample is loaded. By this measure, the flow through the detector is increased, and
consequently, the signal baseline shows an immediate downward step.
t = 16min: As mentioned before, the purpose of the pre-separation column is to isolate the
analytes from the xenon bulk of the sample; 5.5min after the start of the sample injection,
the analytes reach PC2, while the xenon is still in PC1. V2 is brought back into its initial
state to separate the two columns and avoid contamination of the fine pored main column
(PC2) with xenon. Furthermore, a large quantity of xenon would lead to detector saturation.
Again, the valve operation evokes an immediate change in the signal baseline due to the
decreasing gas flow in the PDD. Additional downward steps and small peaks are observed
between 16 and 22min, and are uncorrelated to the gas flow. Hence, they must have been
induced by small changes in the internal impurity level induced by the present and preceding
valve operations.
t = 28min: After 28min of the start of the measurement, the cryo-oven temperature in-
creases to 100°C at a rate of 60K per minute. The intention is to accelerate the elution of CO
from the main column. This gas travels through the molecular sieve at considerably lower
velocities than do the other analytes. By increasing the kinetic energy of the molecules, the
elution of CO can be accelerated. This effect dominates the increase in the flow resistance
of the column, which leads to a decrease in the gas flow through the PDD, and therefore, to
an increase in the measured signal.
t > 40min: After 40min, all impurities have been eluted from the main column and the
measurement ends. The temperature of the cryo-oven is left at 120°C to bake the main col-
umn10. This way, the packing material is cleaned from any residual contaminant, which is
flushed out by the continuous stream of pure helium gas.
The measurement procedure does not allow for the separation of argon and oxygen, which
makes it difficult to quantify them individually. This is owed to the optimization of the pro-
cedure for a short measurements time. For the separation of oxygen and nitrogen, the main
column would have needed cooling to temperatures below 0°C which would have lengthened
the time needed for the procedure. As a consequence, a reduced amount of measurements
could have been performed per day resulting in an increased time for the transfer campaign of
the xenon gas to ReStoX. However, Section 3.5.2 presents a method with which the oxygen
concentration can be evaluated under the assumption that no argon is present in the sample.
3.5 Evaluation of Impurity Concentrations
The outcome of the measurement procedure described in the previous section is a chro-
matogram from which the impurity concentrations can be inferred.
As introduced in Equation 3.1, the area under a peak A is proportional to the quantity of
10Higher baking temperatures are not applied because they affect the oxygen concentration measurement.
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the analyte that passed through the PDD. Furthermore, the ionization efficiency ε is con-
stant over five orders of magnitude [135] corresponding to concentrations between ppb and
ppm for the given sample size of about 20cm3. This justifies a calibration with ppm con-
centrations while aiming to measure ppb levels, and provides the advantage that statistical
fluctuations in the calibration gas peak areas are negligible.
The calibration is performed by comparing the peak area Akxe resulting from a gas component
k in a xenon sample to the peak area Akcal measured in a calibration sample with known im-
purity concentration ckcal. The impurity concentration in the sample c
k
xe can then be evaluated
as follows:
ckxe = A
k
xe ·
ckcal
Akcal
(3.2)
In what follows, the evaluation of the peak areas within a chromatogram, as well as the
procedure for calculating the minimal measurable gas concentration (decision threshold),
will be explained. Furthermore, the calibration method will be validated at the end of this
section.
3.5.1 Calibration Method and Background Subtraction
As mentioned in Section 3.4, the measurement procedure affects the shape of the chro-
matogram owing to gas flow changes and different background levels in the subsystems
of the internal GC configuration. Hence, improved sensitivity is achieved by subtracting the
detector baseline, i.e., the background. For this setup, two types of background measure-
ments are considered: one with a sample of the same helium used as carrier gas and one with
a clean xenon sample.
The helium background is required because the calibration gas is a mixture of helium and
impurities. It is bought commercially and contains impurity concentrations of 5 to 15ppm
for individual gases with uncertainties between 2 and 10%11. However, since this study fo-
cuses on the quantification of impurities in xenon samples, a xenon calibration gas mixture
would have been more suitable from the viewpoint of excluding any bias from the bulk gas.
Nevertheless, it was decided for a helium mixture for cost reasons.
Figure 3.6 left shows a chromatogram of the calibration gas mixture (red) together with the
corresponding helium background chromatogram (black) in the upper panel. In the lower
panel, the difference between the two chromatograms is plotted. The order of the individual
peaks in a calibration measurement is identified by performing tests where only one of the
gases contained in the mixture is injected. The time periods where the corresponding impu-
rity peaks are expected are marked in blue. The blue lines in the difference chromatogram
in the lower panel in Figure 3.6 left indicate the references to which the peak areas are cal-
culated. The lines are determined by fitting a linear function to the difference chromatogram
right and left of the peak, but excluding the peak region itself. In this specific case, the back-
ground measurement is aborted after 38min owing to time constraints. This has no influence
on the measurement results because the last analyte CO has passed the detector after 35min.
The figure clarifies that the features of the measurement procedure are very small compared
11See Appendix B for the exact composition of the calibration gas mixture.
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Figure 3.6: Left: Example of calibration (red) and corresponding helium background
(black) chromatograms (upper panel) and their difference (lower panel). Right: Compar-
ison of helium (red) and xenon (black) background chromatograms (upper panel). Their
difference is shown in the lower panel. The time regions where gas peaks from impurities
are expected are shaded in blue. The blue lines in the difference chromatograms represent
the reference used for the evaluation of the peak region. They are constructed by fitting a
linear function left and right of the peak, but excluding the peak region itself.
to those of the calibration gas peaks. Consequently, the uncertainty in the calibration is dom-
inated by the uncertainty in the impurity concentrations in the calibration gas mixture. As
mentioned before, O2 and Ar cannot be separated using the configuration employed here.
Therefore, their peaks coincide.
A xenon background measurement is required because the features originating from the
measurement procedure are slightly different in xenon and helium samples. This can be
deduced from Figure 3.6 right, which shows a helium (black) and a xenon background (red)
measurement in the upper panel and the difference between the two chromatograms in the
lower panel. As for the left plot, the individual peak regions are marked in blue together with
the reference lines used for the evaluation of the peak integrals. The regions are adjusted
to much smaller expected concentrations than those given by a calibration sample; note the
very different scale on the y-axis in both panels compared to the left figure.
The difference shows clear peaks in the O2+Ar and N2 regions, indicating the presence of
these impurities in the two background samples at different concentrations. Presumably, this
is caused by a small diffusive air leak in the sample circuit. Only a diffusive air leak can be
present because the sample is always held at over-pressure in the sample circuit. Owing to
the density of xenon, which is more than one order of magnitude higher than that of helium,
diffusion processes are suppressed in xenon. Hence, the effect of the leak is stronger in he-
lium samples than in xenon samples.
Additionally, xenon differs from helium in terms of a higher resistance when being accel-
erated. At the time of injection (t = 10.5min), the carrier gas becomes connected to the
sample volume and starts flushing the sample out. A pressure gradient between the ∼ 1bar
in the sample circuit and the 1.8bar provided by PRV1 in the carrier gas is present, which
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Figure 3.7: Correlation between measured N2 and O2+Ar concentrations denoted as cN2Xe
and cO2+ArXe . The red line shows the linear fit through the point of origin. Data points that
differ from this line contain either oxygen and nitrogen concentrations that do not reflect
the ratio in air or are contaminated additionally by argon.
equilibrates on different time scales depending on the sample gas. While the helium back-
ground measurement shows an increase in the baseline that levels off on a plateau (between
11 and 14min), the xenon background shows a higher rise in the detector signal at the time
of injection, followed by a decrease toward the same plateau as in the helium measurement
(see Figure 3.6 right). This is because of a reduced gas flow through the detector owing to
the resistance of the xenon sample, leading to an increase in the detector signal. The same
explanation holds for other non-flat features in the difference chromatogram of helium and
the background measurements outside of the peak regions.
No dedicated xenon gas is used for the background measurements for cost reasons. There-
fore, xenon sample measurements are defined as background if they are purer in O2+Ar and
N2 than the helium background and if no impurities from H2, Kr, CH4, and CO are visible.
3.5.2 Re-Calibration of O2
Because the oxygen and argon gas peaks coincide in the chromatogram, their individual
quantification is difficult. Equation (3.2) applies only if the ionization efficiency of the PDD
is the same for both gases. However, the following study shows that this is not true. Nev-
ertheless, a quantification of oxygen in the measured xenon is desirable owing to its high
impact on the functioning of the XENON1T detector because of its electronegativity, which
attenuates the charge signal through electron attachment. Argon, by contrast, is of minor
importance because it is chemically inert and the abundance of the radio isotope 39Ar in the
atmosphere is about one order of magnitude lower than that of 85Kr [136, 137], which con-
tributes to the background level of XENON1T.
During the measurement campaign, it was found that the amount of N2 measured in the
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xenon samples is correlated to that of the O2+Ar peak. This can be deduced from Figure 3.7,
where the N2 concentration c
N2
xe is plotted against the concentration of O2+Ar c
O2+Ar
xe . For the
evaluation of the concentrations, Equation (3.2) is applied and the O2+Ar peak is treated as
if it was induced by only one impurity, and therefore, the sum of the two gas concentrations
in the calibration mixture is used for ccal. This procedure is performed under the assumption
that oxygen and argon have the same ionization efficiency in the PDD.
The correlation factor of the data points in Figure 3.7 yields 0.998, which is close to 100%
correlation. The most reasonable explanation for this relationship is the common origin of
N2 and O2+Ar from air leaks. Their respective concentrations in the atmosphere are well
known [79] and the ratios RO2air and R
O2+Ar
air can be defined as follows:
RO2air =
cN2air
cO2air
= 3.727, (3.3)
RO2+Arair =
cN2air
(cO2air + c
Ar
air)
= 3.569 (3.4)
where cN2air , c
O2
air , and c
Ar
air are the concentrations of nitrogen, oxygen, and argon in air, respec-
tively.
A linear function through the point of origin (red line in Figure 3.7) is fitted to the data from
which the slope K of 2.4± 0.2 is retrieved. This value is significantly smaller than that of
RO2+Arair (3.569). Hence, it can be concluded that oxygen and argon do not have the same
detector response, and therefore, cO2+Arxe does not reflect the true impurity concentration c
O2
xe
for oxygen due to its calibration under incorrect assumptions.
Assuming that the measured nitrogen concentration cN2xe is equal to c
N2
air , the true oxygen
concentration cO2xe present in any sample can be calculated as follows:
cO2xe =
K
RO2air
cO2+Arxe (3.5)
This relation neglects the ∼ 1% of argon in air and attributes the whole area of the O2+Ar
peak to only oxygen. To account for this negligence the difference between RairO2 and R
O2+Ar
air
is attributed to a systematic uncertainty on RO2air , which propagates into an uncertainty related
to cO2xe .
The same assumption of the presence of only O2 and no Ar holds when calculating c
O2
xe in the
following. For argon, there is no measure to properly determine its quantity with the current
setup and calibration mixture.
3.5.3 Uncertainties
All considered areas of gas peaks are determined from the difference chromatogram obtained
by subtracting the background from the sample measurement, as explained above. Each sam-
ple is measured two to four times, such that the final impurity concentrations are calculated
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as the averages of the individual measurements i. Hence, Equation 3.2 transforms to
ckxe =
n
∑
i
1
n
ckcal
Akcal
·Ak,ixe . (3.6)
The uncertainty on the evaluated impurity concentration originates from the individual un-
certainties on the impurity concentrations in the calibration gas mixture and in the peak areas.
In general, statistical fluctuations in ckxe are at least one order of magnitude smaller than the
systematic ones, and are therefore, neglected. However, in some cases, the peak sizes of
nitrogen and oxygen varied significantly among individual measurements of the same xenon
sample, especially for large O2 and N2 contamination of the order of a few ppm. To account
for the ignorance about which of the measured values is closest to the true impurity concen-
tration, the uncertainty interval has been conservatively set to range between the smallest and
the highest measured concentration.
The phenomenon of inconsistent measurements of the same sample has only been experi-
enced for xenon samples, but never for helium samples. The cause is still under investiga-
tion.
Variations in pressure (within 1%) and flow (within 10%) of the sample have no effect on the
evaluated impurity quantities.
Further systematic uncertainties pertaining to the peak areas arise from the uninterrupted
flushing of the GC setup, leading to continuous improvement in the background level, and
therefore, the detection sensitivity. This results in background and calibration measurements
taken at slightly different detection sensitivities than the chromatogram of the xenon sample.
These systematic errors are fixed values of the peak area, and therefore, dominate at small
impurity concentrations close to the decision threshold
Within some periods of constant measurement conditions, a xenon background chromatogram
cannot be found among the xenon sample measurements. In this case, a helium background
is subtracted instead of the xenon background. The discrepancy in the background measure-
ments of xenon and helium samples is then considered by incorporating an extra systematic
uncertainty on Akxe.
3.5.4 Decision Threshold
The decision threshold for each gas impurity k is defined as the minimal concentration that
should be present to exclude a detector baseline fluctuation at a 95% confidence level. The
area AkL above which a potential peak is recognized as such is determined from the fluctu-
ations in the peak areas in the xenon and helium background chromatograms. Assuming a
Gaussian distribution with a mean of zero for the peak area Aki of one gas impurity k in a
background measurement, AkL is given by the value at which the corresponding cumulative
distribution function reaches 95%.
Using Equation (3.2), AkL is converted into the corresponding gas concentration c
k
L:
ckL = A
k
L ·
ckcal
Akcal
(3.7)
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This evaluation is performed separately for each measurement period because all periods
have differences in terms of background stability, detector efficiency, and systematic uncer-
tainties.
3.5.5 Verification of Calibration Method
An important aspect of this study is the verification of the applied calibration method to
ensure the quality of the outcome of the measurement campaign.
The usage of a helium mixture to calibrate impurities in xenon samples can influence the
results if the separation efficiency between the analytes and the bulk gas is different for
helium and xenon samples. This difference can lead to variations in the time taken by the
analytes to elute from the pre-separation column and might cause fractions of the impurities
to be flushed out of the GC device together with the xenon bulk gas without reaching the
detector. This is investigated by mixing xenon samples with known impurity concentrations,
referred to as xenon calibration gases hereinafter, and measuring them.
The absolute scale of impurity concentrations is verified through a comparison with a mass
spectrometry measurement.
Xenon Calibration Gases
For mixing the xenon calibration gas sample, the helium calibration gas is diluted with pure
xenon and stored in a stainless-steel sampling cylinder. Two methods are applied to exclude
systematic effects on the outcome of the measurements from the mixing itself.
The xenon is led through a hot zirconium getter to remove CH4, CO, O2, N2, and water
impurities. The krypton and argon concentrations are stated to be below 50ppb in the gas
certificate, and hence, they are negligible compared to the ppm level present in the helium
calibration gas.
The gas denoted as XeCal1 is produced by filling two connected sampling cylinders with
helium calibration gas and adding xenon. Thereafter, one of the cylinders is immersed into a
liquid nitrogen bath to store the entire gas mixture in the cylinder through cryogenic pump-
ing. From the gases present in the helium calibration mixture, only helium and hydrogen
have lower boiling points than nitrogen. Hence, all impurities but hydrogen are expected to
be trapped in the cylinder in the nitrogen bath. From the measured pressures, we determine
that the helium calibration gas is diluted by a factor of 5.46±0.03.
The second xenon calibration gas XeCal2 is prepared by filling only one sampling cylinder
with helium calibration gas and then xenon. Care is taken to prevent the helium gas mixture
from leaving the cylinder by always maintaining a xenon pressure higher than that in the
sampling vessel. A dilution factor of 4.02±0.02 is achieved.
The uncertainties propagate from the uncertainty in the gas concentrations of the helium cal-
ibration gas and a 10% systematic uncertainty in the pressures measured during the mixing
procedure.
From the dilution factors, the expected impurities in the two xenon calibration gas mixtures
can be determined under the assumption that the gases are mixed homogeneously. We at-
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Impurity
expected measured
ckxe [ppm] c
k
xe [ppm]
H2 0.92±0.04 0.77±0.12
O2+Ar 2.73±0.10 2.57±1.59
N2 2.09±0.22 2.03±0.27
Kr 2.13±0.06 1.96±0.19
CH4 0.98±0.03 0.88±0.09
CO 0.90±0.03 0.78±0.10
(a) XeCal1
Impurity
expected measured
ckxe [ppm] c
k
xe [ppm]
H2 1.25±0.05 1.10±0.06
O2+Ar 3.72±0.12 4.15±0.89
N2 2.84±0.29 2.74±0.44
Kr 2.89±0.07 2.91±0.11
CH4 1.32±0.04 1.30±0.04
CO 1.22±0.03 1.04±0.24
(b) XeCal2
Table 3.1: List of impurity concentrations in the two mixed xenon calibration gases XeCal1
(left) and XeCal2 (right), as expected from the mixing procedure and as measured by the
GC setup described in this chapter. See text for more explanation.
tempted to achieve this by moving the sampling cylinders mechanically. The expected gas
concentrations are given in Table 3.1 in the second column, and the values measured using
the GC setup are given in the third column.
Most of the measured concentrations agree with the expected values within the uncertain-
ties. Exceptions are the values of hydrogen in both gas mixtures, where 0.92± 0.04ppm
and 1.25± 0.05ppm are the expected values, while 0.77± 0.12ppm and 1.10± 0.06ppm
are the measured ones, respectively. The deviations in the measurements are −1.25σ and
−2.5σ . Two explanations are possible. The separation efficiency of xenon and hydrogen
may not be 100%, and fractions of the impurities do not reach the main column before its
separation from the pre-separation column by actuating V2 at t = 16min (see Section 3.4).
Another explanation could be the loss of hydrogen during the mixing procedure owing to its
high volatility. Which of the two hypotheses is true cannot be deduced from the data. We
should consider that the evaluated hydrogen concentrations are about 15% lower than their
true values. However, this is not a major drawback for the XENON1T experiment since a
15% uncertainty does not play a role for the detector operation. Hydrogen is efficiently re-
moved by the two getters in the purification system.
Furthermore, the measurement results are systematically between 2% and 15% lower than
the expectation. This holds for all impurities, except for O2+Ar and Kr in XeCal2. The two
explanations from above hold here as well: either a reduced separation efficiency or a bias
from the mixing procedure could be present.
The data given in Table 3.1 allow us to conclude that the separation efficiencies of the helium
and xenon samples differ by no more than about 15%. This is within the overall uncertainty
of the measured impurity concentrations and justifies the use of the helium calibration gas.
Comparison with Mass Spectrometry Measurement
The absolute numbers of the measured impurity concentrations can be validated by compar-
ing the results to the outcome of a mass spectrometry measurement. This is done for krypton
impurities.
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The deployed mass spectrometer is a rare gas mass spectrometer (RGMS) operated in com-
bination with a custom-built gas chromatography setup. In this setup, gas chromatography
is used to separate krypton from xenon. The extracted krypton is then led into the mass
spectrometer, where the number of krypton atoms is determined. This combined setup can
quantify krypton concentrations below 1ppt with a precision of around 20%. Details about
this setup and its performance can be found in [118].
A xenon sample was drawn from the gas cylinder D337602 that contained 12kg of xenon
recuperated from the XENON1T cryostat. The GC measurement took place on April 15th,
2016, at LNGS. Another gas sample was filled into a pipette on July 18th, 2016, and was
shipped to MPIK12 in Heidelberg for the RGMS measurement.
The krypton concentrations evaluated using the two setups are as follows:
(0.019 ± 0.001)ppm (GC) and
(0.022 ± 0.003)ppm (RGMS).
They are in very good agreement within the uncertainties, confirming that the absolute value
of the krypton concentration determined by the GC is calibrated with sufficient precision by
the applied method. This conclusion is expected to hold for the other gas impurities as well
because they are evaluated using the same calibration method.
3.6 Results
The novel storage vessel ReStoX was commissioned and tested for the first time with xenon
in 2015. The gas was transferred from the cylinders to the vessel in several intermediate
steps to avoid risking losses or contamination. Hence, multiple measurement campaigns
were performed using the GC with breaks, during which the device was shut down. This led
to slight differences in the measurement conditions across individual campaigns.
All measurements of the XENON1T xenon inventory are listed in Table 3.2. The measure-
ment periods indicated in the first column combine all results for which the same detector
parameters apply. The analysis described in Section 3.5, is performed separately for each
period.
The second column lists the gas cylinder IDs from which the xenon samples are extracted. If
several IDs are given and separated by a “/”, the samples taken are mixed and the impurities
in the mixture are quantified. The time required for the entire measurement and filling pro-
cedure, including sufficient time for pumping and baking of gas lines, allowed us to transfer
the xenon from a maximum of eight cylinders to ReStoX per day. Each cylinder contains
between 35kg and 55kg of xenon.
A few cylinders were refilled with gas from ReStoX when additional maintenance was nec-
essary, gas processed by the distillation column, gas recuperated from the cryostat, or gas
from another supplier (supplier 2). Which of the cases applies is stated in the third column
of Table 3.2 as a remark. Hence, the combination of the cylinder IDs and the remark serves
as a unique identifier of the measured samples.
The measurements of the samples 8673499 / 8984026 / 10092191 / APE856030H (original),
12Max-Planck-Institut für Kernphysik
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ADPGXNH-1906661 / ADP65UF-859514 (original), and ReStoX gas phase were previously
presented in [127]. The corresponding results are re-evaluated in this study by using the
deeper understanding gained by analyzing the measurement data of the entire xenon inven-
tory.
The results of the O2 concentrations are evaluated by applying the re-calibration procedure
described in Section 3.5.2. The values are determined under the assumption that only oxy-
gen but no argon impurities are present in the sample. For reference, the values, calibrated
by ignoring the different detector responses for O2 and Ar, are listed in the last column of
Table 3.2.
If the measured value is smaller than the decision threshold ckL, the threshold is taken as an
upper limit. Typical decision thresholds are of the order of 0.01ppm for Kr and 0.2–0.3ppm
for CO or N2, and vary across impurity types and measurement periods. When no value
is presented, the impurity in question could not be quantified in any of the measurements.
This is primarily the case for CO, when several xenon measurements are taken in a short
period with insufficient cleaning time for the main column in between two measurements.
The result may be increased outgassing from the column when it is heated up during the
measurement procedure. This effect coincides with the time in the chromatogram where the
CO gas peak is expected, and hence, a quantification is not possible. Other reasons for not
being able to determine the impurity concentrations in a xenon sample are anomalous peaks
in the chromatogram that are clearly correlated to feedback effects of valve operations at the
analytics section of the bottle rack (see Figure 3.2).
Red entries mark cases where the outcome of the individual measurements of the same sam-
ple was inconsistent. This means that a precise quantification of the corresponding impurities
is not possible. Nevertheless, the mean concentration is given, but an asymmetric conserva-
tive uncertainty was defined, as stated in Section 3.5.3. The uncertainty interval ranges
between the lowest and the highest measured concentration.
Rows marked in blue in Table 3.2 show the results where the determined impurity concen-
trations are not compatible with the purity requirements of the experiment for the initial
xenon filling. An example is given by the sample ADP660E-1935825 (original) (1039741
(original)), where oxygen (nitrogen) concentrations above 70ppm (130ppm) and 190ppm
(400ppm) are measured, respectively. Special attention was given to krypton impurities
higher than 0.1ppm, as in the case of the sample D337586 / D337587 (original), where
a concentration of (0.29± 0.04)ppm is determined. The xenon gas with low purity is not
filled into ReStoX but processed by the distillation column and then fed directly into ReStoX.
The results in Table 3.2 will be discussed further in the following sections and will serve
to predict the total impurity concentration in the xenon inventory, as well as to validate the
cleanliness of the transfer procedure of xenon from the gas cylinders into ReStoX.
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3.6.1 Total Impurities in the Xenon Inventory
This measurement campaign aimed to control the impurity level in the xenon gas filled into
the XENON1T gas system by identifying and rejecting the gas cylinders that contain impu-
rity levels beyond the specifications. By discussing the total impurities in the entire xenon
inventory, we will show that this goal was achieved and that the purification subsystems of
XENON1T can further purify the gas to reach the purity levels required for the experiment.
Combination of Inventory Measurements
H2 O2 N2 Kr CH4 CO
lower limit [ppm] 0.009 0.15 0.8 0.003 0.00 0.00
upper limit [ppm] 0.07 0.9 3.9 0.04 0.02 0.2
Table 3.3: Expectation of impurity concentrations in the entire XENON1T xenon inven-
tory. The values were determined from the combination of all gas bottle measurements
listed in Table 3.2
Combining all of the measurements from Table 3.2 and taking into account the xenon mass
in each cylinder, the impurity concentrations in the entire XENON1T xenon inventory can
be inferred. Hereby, concentrations below the decision threshold had to be combined with
measured values with corresponding uncertainties. Hence, the outcome are intervals that are
expected to include the true impurity concentrations of the xenon inventory. The results are
shown in Table 3.3.
H2, O2, N2, CH4, and CO are removed by the two hot getters in the XENON1T gas system.
The getters ensures a purity level of < 1ppb in terms of these gases, provided that the in-
let gas has a total purity of 99.9995% or higher [123], that is, impurity concentrations lower
than 5ppm. According to the estimates in Table 3.3, the upper limit of the total concentration
of the gases that can be removed by the getters from the entire xenon inventory is 5.1ppm,
and matches the purity specifications of the device. Hence, the experimental requirement of
being able to reduce the concentrations of these gases to negligible levels is met.
Krypton impurities can be removed by cryogenic distillation. The distillation column used in
the XENON1T experiment has a reduction factor of Fred = (6.4+1.9−1.4) ·105 [125]. The exper-
imental requirement in terms of the final krypton concentration in the detector is 0.2ppt in
order to achieve the target background level, and hence, the target sensitivity [108]. Given an
upper limit of the krypton concentration in the xenon inventory of 47ppb, it can be reduced
to less than 1ppt by processing the full inventory of 3.67 tons with the distillation column.
This is close to the specification of the XENON1T experiment, such that the ER background
is not dominated by 85Kr but by 222Rn [108].
The reduction can be achieved within 3 weeks by operating the distillation column at the
maximum gas flow rates. As an alternative, the distillation of xenon gas from the detector in
parallel to a fully operational TPC was successfully tried. About 7% of the purification gas
flow was directed through the column. This so-called online distillation mode provides the
advantage that data acquisition does not have to be interrupted. Within 70 days, the krypton
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concentration is reduced from about 60ppb13 to (0.36±0.06)ppt.
ReStoX Gas Phase Measurement
To cross check the impurity concentrations listed in Table 3.3, a sample was taken from the
gas phase of the 3.67 tons of xenon stored in ReStoX. In contrast to the overcritical state
of the xenon gas in the gas bottles, a separation between gas and liquid phases is possible
in ReStoX owing to the low pressure of 1bar and the low temperature of -108°C (xenon
boiling temperature). The results yield the following concentrations: (0.4±0.2)ppm for H2,
(3.0± 0.5)ppm for O2, (3.0± 0.6)ppm for N2, (0.05± 0.03)ppm for Kr, < 0.05ppm for
CH4, and < 1.12ppm for CO.
All values are on the upper edges of the concentration intervals given in Table 3.3 or above
the upper edges. This can be explained by the lower boiling points of the impurity gases
compared to that of xenon, which leads to their accumulation in the gas phase. A measure
of the separation of components in a mixture owing to their different boiling points is the
relative volatility α . It compares the saturation vapor pressures pa and pb of the components
a and b at a given temperature T and is defined as follows:
α(T ) =
pa(T )
pb(T )
(3.8)
Furthermore, for an ideal mixture, Raoult’s law can be applied, which states that the partial
vapor pressure pkmixture of each component k can be calculated by multiplying the vapor
pressure of the pure component pkpure by its mole fraction c
k
mixture in the mixture:
pkmixture = p
k
pure · ckliquid (3.9)
Combining this with Dalton’s law, which states that the total pressure ptotal in a gas mixture is
the sum of the partial pressures of all components, the following expression can be derived:
ckgas
ckliquid
=
pkpure
ptotal
= α. (3.10)
Hence, knowing the pressure of the ReStoX gas phase (∼ 1bar), the vapor pressure of kryp-
ton at the given boiling temperature of xenon (12.77bar), and the measured krypton concen-
tration in the gas phase, the krypton concentration in the liquid phase can be determined as
follows:
cKrliquid = (3.9±3.0)ppb. (3.11)
The uncertainty originates from the uncertainty in the measured krypton concentration in the
ReStoX gas phase. The uncertainties in pressure and temperature are negligible.
This krypton concentration for the entire xenon inventory, derived from a measurement of
13This value should not be compared to the upper limit of krypton concentration of 47ppb. The upper limit
does not account for the outgassing of detector materials, which leads to an increase in the krypton content in
xenon as soon as it is filled into the cryostat.
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the gas phase, is compatible with the concentration estimated by combining all individual gas
cylinder measurements, as given in Table 3.3. It is closer to the lower boundary of 0.003ppm
of the estimated interval. This emphasizes the success of controlling the impurities in xenon
during the filling campaign.
A quantification of the concentrations of the other gases, namely H2, O2, and N2, in the
liquid is not possible from the gas phase measurement because they are overcritical at the
vapor temperature of xenon. Therefore, only qualitative statements can be derived from
the gas phase measurement for these impurities. The concentrations of N2, CH4, and CO
measured in the ReStoX gas phase are in agreement with the expectations listed in Table 3.3.
However, about six and three times higher concentrations than the corresponding upper limits
are evaluated for H2 and O2, respectively. This can partly be attributed to the accumulation of
these gases in the gas phase, as mentioned above. Another reason could be outgassing from
the metal surfaces of ReStoX, where the electro-polishing procedure14 results, especially, in
an increase in the hydrogen contamination.
3.6.2 Validation of Gas Handling Procedures
At the beginning of the filling campaign, about 280kg of xenon gas was filled into ReStoX
and then recuperated into the gas cylinders owing to additional maintenance work on ReStoX.
Therefore, the gas has been measured another time before its second transfer to the storage
vessel. This provides the means to validate the cleanliness of the filling and the recupera-
tion procedure. The measurements from period A and from the sample 8673492 / 8673498
(original) in period B are compared to the results obtained using the cylinders marked “from
ReStoX” in periods C and D (see Table 3.2). As for the evaluation of the overall impurities in
the entire xenon inventory, the corresponding impurity concentrations are combined into one
result, which is given in Table 3.4. As in the previous section, the limits of the intervals are
thought of as conservative estimates considering the dominating systematic uncertainties.
H2 O2 N2 Kr CH4 CO
Original
lower limit [ppm] 0.09 0.03 0.20 0.00 0.00 0.00
upper limit [ppm] 0.17 18.0 1.0 0.04 0.12 0.09
Recuperation
lower limit [ppm] 0.04 0.02 1.3 0.0 0.00 0.00
upper limit [ppm] 0.15 0.14 2.2 0.06 0.13 0.30
Table 3.4: Comparison of impurity concentration intervals measured in original gas cylin-
ders and after recuperation of the same gas from ReStoX
A good agreement is observed for all gases, except for N2 where a higher concentration is
observed in the recuperated gas. The most plausible explanation is that some air was intro-
duced during the transfer and recuperation process by outgassing or by small diffusive leaks.
14During electro-polishing, the metal is immersed into an electrolyte containing concentrated acid solutions.
A strong voltage is applied between the metal and an additional cathode, resulting in a current. The metal
surface is oxidized, and at the cathode, hydrogen is produced via a reduction reaction.
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However, the values remain within the same order of magnitude. The non-observation of
this increase in the oxygen concentration may be due to the relatively large interval of the
O2 concentration in the original gas, which is driven by the measurement of the sample 215
/ 214 / 8673103 / 8673115 (original), where the calibration measurement for this impurity
failed. Furthermore, a relatively high decision threshold for the determination of the con-
centration in the recuperated gas is in play, resulting in small lower limits because a value of
zero is added in cases of the samples for which the decision threshold is not exceeded.
As mentioned above, the getters in the XENON1T gas system can provide a purity level of
< 1ppb given that the inlet gas has a total purity of 5ppm. Hence, this increase in nitrogen
concentration is not worrisome from the experimental viewpoint.
An increased H2 concentration is not observed after recuperation, as is expected based on
the result of the ReStoX gas phase measurement discussed in the previous section. This is
attributed to the fact that in this case, the concentration is determined for the entire xenon
content of the cylinders (xenon is overcritical at room temperature) and not only for the
gas phase where hydrogen could have accumulated. Furthermore, the gas is retrieved from
ReStoX by cryogenic pumping using a liquid nitrogen bath. However, the boiling tempera-
ture of hydrogen is lower than that of nitrogen, making the recuperation process inefficient
for hydrogen.
This study shows that the applied filling and recuperation procedures do not have a signif-
icant impact on the purity of xenon gas and that ReStoX was properly baked and pumped
before it was filled. The results provide further evidence that the impurity concentrations of
the xenon inventory evaluated from the individual measurements of the cylinders do apply
after the transfer processes as well.
3.7 Summary and Outlook
This chapter introduced a procedure to ensure the gas purity of the xenon inventory in the
XENON1T experiment before the initial filling into the storage vessel ReStoX.
An interface, the XENON1T bottle rack, was designed to connect the gas cylinders from
the suppliers to draw samples for purity measurements and to transfer the gas from the
XENON1T purification system to ReStoX. Care was taken during the design to facilitate
the handling of four cylinders in parallel to save time. The cleanliness of the gas handling
procedures performed with the bottle rack was verified by finding no significant decrease in
the purity of xenon filled to ReStoX, and subsequently, retrieved into the gas cylinders.
The gas chromatography technique was selected for determining the contaminants. The
measurement procedure was optimized to be fast and to have good sensitivity for krypton, a
direct internal background component in the dark matter search. Very good sensitivities of
20ppb for krypton and 0.1ppm for nitrogen were achieved.
An important part of the quantification of impurity concentrations in a sample is the cali-
bration of the measurement procedure. A helium gas mixture was used and the impurity
concentrations were specified by the supplier. It was shown in Section 3.5.5 that for kryp-
ton impurities, the calibration performed using this mixture yielded results compatible with
the measurements made using a mass spectrometer. Furthermore, we validated that the an-
ticipated impurity concentrations can be retrieved in a self-mixed xenon sample within the
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uncertainties and that no significant bias is expected due to the calibration with a helium
mixture while measuring xenon samples.
The measurement procedure only allows us to measure oxygen and argon impurities as a
combination, and therefore, an accurate quantification is difficult. A method was developed
to calibrate the detector response to oxygen by correlating the results of O2+Ar with the
measured N2 concentrations in Section 3.5.2.
During the measurement campaign, contaminated xenon gas was identified and purified by
distillation before mixing it with the rest inventory. All measurements performed on the gas
cylinders can be combined to infer the overall impurities in the XENON1T xenon inventory
(see Section 3.6.1). Of special interest for the functioning of the experiment is the concen-
tration of krypton, which is expected to range between 3ppb and 40ppb, and that of oxygen,
which is expected to range between 150ppb and 900ppb.
The result for krypton, a background source in the experiment, was cross-checked with a
measurement of the gas phase of the entire inventory, from which the krypton concentration
in the liquid can be inferred. It yielded (0.05±0.03)ppm, which is in good agreement with
the estimation from the individual sample measurements.
Below ppt krypton concentrations could be achieved for the entire xenon inventory by redi-
recting about 7% of the XENON1T gas purification stream to the distillation column while
continuously acquiring scientific data using a fully operational TPC. This online distillation
allowed us to reduce the 85Kr-induced background to a level negligible with respect to the
222Rn background [53].
Oxygen impurities in xenon directly impact the electron lifetime, and hence, the threshold
and resolution of the charge signal (S2). Figure 3.8 shows the evolution of the electron
lifetime from the initial detector filling until the time of writing. An overall rising trend is
visible, while changes in the purification flow and cooling power of the pulse tube refrigera-
tor lead to a decrease in purity in the short term.
A model has been developed that considers the outgassing rate from the detector materials
and the purification efficiency. The best fit of the model to the data is shown by the red solid
line. It yields an initial O2 concentration of 48+34−31 ppb [65]. This quantity is slightly lower
than the lower limit of 150ppb evaluated by combining the measurements performed using
the gas cylinders. However, a direct comparison of the absolute values is difficult because
purification measures such as the distillation of the ReStoX gas phase and the gas transfer
via the two getters during detector filling compete with the outgassing from all materials in
the XENON1T cryostat as well as in the gas system. Instead, a confirmation of this work
of impurity control in the xenon inventory is given by the fact that the expected O2 concen-
tration and the value determined by the fit of the electron lifetime evolution are of the same
order of magnitude.
The regimes of almost linear increases of the electron lifetime are dominated by the com-
peting processes of purification and outgassing from detector materials. The regions of ex-
ponential growth show the efficient removal of intrinsic oxygen that is not continuously
reproduced by outgassing. The linear regime is reached about two months after the detector
filling, and hence, the initial oxygen contamination was successfully ensured to be suffi-
ciently low by the presented purity measurements, such that the oxygen could be removed
within that time. Nevertheless, the commissioning phase was set to about six months owing
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Figure 3.8: Electron-lifetime evolution in the XENON1T detector from initial filling of
the detector beyond the first scientific run (green region). The electron lifetime provides
a measure of the oxygen concentration in the detector, and from its evolution over time,
the purification efficiency can be inferred. An overall increasing trend is visible, while
changes in the purification flow and cooling power of the pulse tube refrigerators lead
to purity decreases in the short term. The linear regimes mark time periods where the
purification process competes with the outgassing of detector materials. During the times of
exponential increases, the intrinsic oxygen impurities that are not continuously reproduced
by outgassing are efficiently removed. The data is well described by the model shown by
the red solid line. The deviations (see lower panel) are below 20% at the beginning and
below 5% under more stable detector conditions. Figure from [65]
to the outgassing and the time needed for understanding and testing the detector features.
The commissioning phase was followed by the first scientific run of the XENON1T ex-
periment, where the most constraining upper limit on the spin-independent WIMP-nucleon
interactions for masses above 10GeV could be set. The corresponding analysis is presented
in Chapter 5.
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Chapter 4
Calibration of the Background Region
Even though various measures are taken to suppress the background in dark matter search
experiments, it is crucial to model the remaining signals induced by natural and cosmic ra-
dioactivity. By comparing the background prediction to the measured data, either a dark
matter signal can be identified by an excess in the data or a constraint on the number of po-
tential WIMP interactions among the background events can be set.
In the XENON experiments, the dominating background comes from natural gamma and
beta radiation that induces electronic recoils (ER). As explained in Chapter 2, the charge-to-
light signal ratio in liquid xenon (LXe) is higher for ER than for nuclear recoils (NR) due to
their different track geometry. This difference provides a measure to discriminate between
the two interaction types. Nevertheless, the ER region, i.e. the background region, overlaps
with the nuclear recoil region, i.e. the signal region. Hence, statistical leakage of ER into
the signal region can mimic WIMP interactions and has to be predicted in order to prevent a
false discovery.
While in the XENON100 experiment external radioactive sources could be employed for the
calibration of ER, the significantly larger size of the XENON1T detector does not allow an
efficient ER calibration of the innermost target volume with external sources. A solution is
provided by radioactive isotopes that can be dissolved in the xenon. This chapter is devoted
to the study of two of these so-called internal sources, namely 220Rn and tritium.
After an introduction to the source characteristics in Section 4.1 and the outline of the ap-
plied event selection criteria in Section 4.2, the 220Rn and tritium sources are compared in
Section 4.3 with respect to the injection efficiency of their activity into the sensitive volume.
The spectral and spatial distributions of the respective ER calibration datasets are presented
in Section 4.4. In Section 4.5, the shape of the calibrated ER background region (ER band)
is investigated for the two sources and potential causes for shape variations are studied. In
Section 4.6, the impact of the choice of the ER calibration source on the discrimination be-
tween ER and NR and therefore on the outcome of a dark matter search, is studied. Finally,
the discrimination power is compared between the detectors XENON100 and XENON1T
in Section 4.7. The chapter concludes with a summary and discussion of the results, in
Section 4.8.
67
4 Calibration of the Background Region 4.1 Calibration Source Characteristics
4.1 Calibration Source Characteristics
The XENON100 detector was small enough such that the radiation from external sources
could penetrate the whole detector and induce low energetic single scatter events, as ex-
pected from WIMPs, with sufficient rate in all regions of the detector. However, the high
stopping power of liquid xenon (LXe) which is beneficial for background reduction, is ob-
structive for the calibration of the fiducial volume (FV) within a multi-ton scale detector like
XENON1T. Hence, internal calibration sources were investigated.
The challenge when employing internal sources, is to ensure a good mixture inside the FV
but also the decrease of the ER event rate to background level within a reasonable time pe-
riod after the deployment. In this context, calibration tests have been performed with the
XENON100 detector in its last run in 2016.
For all dark matter results published by the XENON100 experiment, the gamma emitters
60Co and 232Th were used to calibrate the ER background. The sources were brought close
to the cryostat by positioning them in a copper tube that is twine around the cryostat and is
accessible from outside the passive shield (see Section 2.6). This calibration pipe is depicted
in Figure 4.4 and is vertically adjusted to the TPC center allowing the sources to be placed
at all azimuthal angles.
232Th is the mother nuclide of a long decay chain that emits gammas with a variety of ener-
gies up to 2.6MeV. In contrast, 60Co undergoes a beta decay to 60Ni which is left in an excited
state and de-excites by emitting two photons with the energies 1.17MeV and 1.33MeV. For
the calibration of the detector response to low energetic ER, only the low energy Compton
interactions are of importance.
Three internal sources were deployed in XENON100 during the calibration test run: 83mKr,
220Rn, and tritium (3H). 83mKr provides two energy lines at 9.4keV and 32.1keV that are
primarily used for monitoring parameters like the S1 and S2 yields over time for detector
stability. Furthermore, the distinct energy depositions serve for the determination of spatial
dependencies of the signals (see Chapter 2) and the evaluation of the corresponding correc-
tion maps. For studies of the separation of the ER from the NR region (discrimination) in the
WIMP energy range, however, a lower energetic and continuous spectrum is more suited. It
is provided by the 220Rn and tritium (3H) sources.
220Rn is emanated with an efficiency of (40± 10)% from a 228Th source with an activity
of 33.4kBq [138]. The noble gas was deployed in the TPC by directing the gas circulation
stream of the XENON experiments through the source vessel. The 228Th isotope was electro-
deposited onto a stainless steel disc which is contained in a vacuum vessel. With a half-life of
1.9y, 228Th decays to 224Ra which again decays with a half life of 3.6d to 220Rn. The part of
the 220Rn decay chain which is relevant for the calibrations, together with the corresponding
half-lives and Q-values, is shown in Figure 4.1. The source provides the means to calibrate
the detector response to low energy electronic recoils using 212Pb beta decays. It can also
be used to reconstruct fluid dynamics within the detector by delayed coincidence studies of
220Rn and 216Po decays as shown in [139].
With a Q-value of 569.8keV and a branching ratio of 11.9%, the ground-state 212Pb beta de-
cay results in low energy ER that populate the energy region of interest. It has been shown,
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Figure 4.1: Scheme of 220Rn decay chain. The Q-values and half-lifes and branching ratios
were taken from [76].
that 3 out of 104 decays fall within the interval of (2−30)keV [139]. This ratio is two orders
of magnitude higher than that of the external thorium source. A further important feature of
this internal source type is the rather short half-life of 212Pb of 10.6h, that is long enough in
order to allow a mixing within the detector volume, but sufficiently short to reduce the ER
rate by a factor of 10−5 within one week.
Tritium (3H) is also a good candidate for a source of low energetic ER by providing a beta
spectrum with an end-point energy of 18.59keV [76]. It decays into 3He with a half-life of
12.32y [76]. Due to this relatively long decay time, a removal mechanism has to be found.
Pure tritium features a high diffusion rate into plastics and other detector materials [140], and
has therefore potential to increase the overall detector background level. Tritiated methane
CH3T provides a potential solution: By featuring a larger molecule size, the diffusion into
materials is reduced by one order of magnitude [140]. The dissolved methane can be ad-
sorbed by the hot metal getters in the gas purification system of the experiment in order to
remove the activity from the detector. This source type was successfully deployed and re-
moved by the LXe dark matter experiment LUX [141, 54, 142] and was also used in PandaX
[55].
Two tritiated methane sources were prepared for XENON100 with activities in the order of
5Bq to 10Bq. The methane was introduced into the recirculation gas stream in November
2015 and May 2016. The activity of the first injection could be removed, recovering the
background level from before the source deployment. However, the same result could not
be achieved after the injection of the second source where the low energy ER rate stayed ap-
proximately 3.5 times higher than the background rate. The reason for this different behavior
is subject to investigations.
For the calibration of the NR response, a 241AmBe source was placed next to the cryo-
stat. By (α ,n)-reactions, neutrons are generated with energies up to about 10MeV. As an
alternative, a neutron generator has been constructed for XENON1T that can be immersed
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into the water tank [143]. The neutrons are produced by Deuterium-Deuterium (DD) fusion
with energies between 2.2MeV and 2.7MeV. An advantage of the generator compared to the
241AmBe source is the adjustable neutron flux and the option to turn off the radiation when
not needed.
4.2 Event Selection
Beside the low energetic ER events that serve for the calibration, interactions induced by
alpha decays have been considered in this study. The time evolution of the activity of the
220Rn source can be monitored by the primary radio-isotope that is introduced into the de-
tector rather than the 212Pb beta decays that are used for the ER calibration. Therefore, a
short introduction to alpha spectroscopy is given before the event selection criteria of low
energetic ER are presented.
4.2.1 Alpha Spectroscopy
Due to their high energies of several MeV and large stopping power, alpha particles have a
very characteristic signature and only few event selection criteria have to be applied in order
to identify them. The herein listed requirements are similar to those reported in [139].
Interactions taking place in the gas phase were deselected by comparing the fraction of S2
seen in the top PMT array to the fraction seen in the bottom array. Furthermore, only events
that contain a single interaction are selected. This criterion removes the successive decays
of 212Bi (alpha) and 212Po (beta) from the dataset. Due to PMT saturation at high energies, a
dedicated position dependent correction has to be applied to the S1. This light correction was
applied instead of the standard corrections described in Chapter 2, and has been previously
described here [95]. The three-dimensional map was re-evaluated for the new data using the
same procedure as in the reference. The new corrected S1 variable is called cS1α . If not
stated otherwise, a FV of ∼ 47kg target mass has been selected by requiring for the depth
Z ∈ [−175;−25]cm and for the squared radius R2 < 2 ·104 cm2.
Figure 4.2 shows the cS1α spectra for three different stages during the 220Rn calibration data
taking. The three datasets were collected within 24h. In the upper left, the source is open
and the spectrum is dominated by three peaks, namely the ones from 212Bi, 220Rn, and 216Po.
In the upper right, the spectrum is shown after the source was disconnected from the purifi-
cation gas stream. Due to their short half-lifes 220Rn and 216Po decay within a few minutes
after disconnection. Consequently, only the alpha decay of 212Bi is left owing to the longer
half life of 212Pb with T1/2 = 10.6h (see Figure 4.1). In the lower middle panel of Figure 4.2,
the cS1α spectrum is shown more than one week after the source was closed. The introduced
activity was decayed and consequently, the background in this high energy region is domi-
nated by the alpha peaks of 222Rn and its daughter 218Po. These two isotopes are introduced
into the LXe by the emanation of 222Rn from the detector materials and contribute to the ER
background rate by the decay daughter 210Pb that emits a beta. Additionally, small contribu-
tions from 220Rn and 216Po are visible which are, however, negligible for the ER background
level of the detector compared to the larger observed rates of 222Rn and 218Po [144].
The spectra in Figure 4.2 are fitted by the sum of five Gaussians shown by the gray line. The
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Figure 4.2: Alpha spectra at different stages of data taking with the 220Rn source. Upper
left: The source is open to the purification gas stream. Upper right: Shortly after the
source was closed. Lower middle: 6 days after the source was closed. All spectra contain
data from time intervals of 24 hours.
five means µ and widths σ haven been initially determined from control samples where the
spectrum is dominated by a maximum of two alpha lines, i.e., when no calibration source
was connected to the detector (222Rn and 218Po), in the first few minutes after connecting the
220Rn source (220Rn and 216Po), and hours after its disconnection (212Bi). These reference
values were used to fix the fit parameter of the Gaussian width and to limit the fit parameter
of the mean to variations within µ±0.5σ . The scale of the Gaussians was left free during the
fit, holding the information on the number of events induced by the respective alpha decay.
This way, overlapping peak areas can be disentangled and their evolution can be monitored
independently. The fitted Gaussian components of the individual isotopes are marked by
colored lines as indicated in the legend in Figure 4.2.
For all identified isotopes, the mean cS1α values and their ratio to their alpha energy Qα are
listed in Table 4.1. The ratio is referred to as S1 yield. For completeness, the values for 210Po
are given, even though their signature is not appearing in the shown spectra due to the selec-
tion of a fiducial volume. 210Po events take place in close proximity to the PTFE TPC walls
and feature a significantly reduced S2 signal compared to alpha decays within the fiducial
volume. This specific event population is discussed in more detail in Section 5.4.2. The fact
that the S1 yields are in agreement within the uncertainties points to a correct identification
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Isotope Qα [keV] cS1α [PE] S1 yield [PE/keV]
210Po 5407 19560±110 3.62±0.02
222Rn 5590 20110±30 3.60±0.01
218Po 6115 22080±100 3.61±0.02
212Bi 6207 22280±80 3.59±0.01
220Rn 6405 23120±100 3.61±0.02
216Po 6906 24960±60 3.61±0.01
Table 4.1: Properties of alpha decays identified in XENON100. The S1 yield is defined as
the ratio between the measured cS1α signal and the alpha energy Qα . Values of Qα from
[76]
of the isotopic decays.
The identification of alpha events in XENON1T is very similar, with the major difference
that the effect from the PMT saturation is not as strong as in XENON100. Therefore, no
dedicated spatial alpha correction map was used in this work. The selection criteria for alpha
events in XENON1T are described in Section 5.4.2. A fiducial volume of 1042kg xenon
mass has been used.
4.2.2 Low Energetic Electronic Recoils
The ER events induced by the calibration sources in XENON100 in the low energy region
(< 30keV) were selected using a very similar set of criteria as for the dark matter search
data (see for example [56]). Two types of selection criteria are distinguished. Zeroth order
criteria are supposed to remove waveforms that do not show the general properties of a
physical energy deposition as well as those containing a high noise level. First order criteria
select single scatter events and ensure that the reconstructed position is in agreement with
the signal properties. The following zeroth order criteria have been applied:
• Per default, a two-fold PMT coincidence is required for a valid signal peak (S1 or S2).
However, some PMTs have been identified to show a higher level of noise. If such a
PMT contributed to the signal, the coincidence level is raised by one.
• Events made up of noise were rejected by requiring the ratio of the summed area of all
other peaks beside the primary S1 and S2 and the sum of the primary S1 and S2 areas
to exceed a threshold.
• The width of the S1 pulse was required to exceed a certain threshold in order to favor
an origin from a physical interaction and not from electronic noise.
• A cut on the S2 pulse width was applied in order to remove interactions happening
in the gas phase. They commonly show wider S2 signals than events from the liquid
phase.
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• The S1 signal was required to take place within the first half of the recorded waveform1
in order to allow a potential secondary S2 of the event to be recorded.
• The time interval between the beginning of the waveform recording and the S2 signal
was requested to be long enough to allow the maximum drift-time between the S1 and
the S2.
• A criterion on the inhomogeneity of the waveform was applied, that favors peak-like
signals within the event and removes noise events.
• Events that showed a low asymmetry between the fraction of the S2 signal, recorded
by the top and bottom PMT array, were removed since they are likely to be not real S2
signals.
The first order selection criteria are the following:
• The event position, reconstructed by three different algorithms was required to be con-
sistent within an uncertainty margin. This criterion removes multiple scatter events.
• Every other than the main S1 had to be consistent with PMT noise.
• Every other than the main S2 had to consistent with a signal from up to two electrons
induced by photo-ionization at the cathode and of impurities in the xenon, after large
primary S2 signals. Those single electron signals are typically below 70PE2.
• A low energetic neutron calibration source (88YBe) was present inside the detector
shielding during this study. It induced a small but measurable rate of NR that overlaps
with the ER event population in the low S1 region. It was found that setting a higher
threshold on cS2bottom than done in a dark matter search without the neutron source
reduces this bias while the ER region stays unaffected. The new threshold was set to
300PE.
• Two fiducial volume (FV) cuts were defined in order to avoid effects coming from in-
complete light or charge collection at the TPC walls and the field meshes. Figure 4.3
shows the spatial distribution of background data together with the defined FV con-
taining 48kg and 34kg xenon mass (red and green lines). If not stated otherwise, the
48kg is used for calibration data in the following, since the background radiation from
the detector materials is negligible in those datasets. The 34kg cut is applied when
background data or dark matter is studied in order to suppress the contribution from
the detector components.
In XENON100 it was found, that the S2 signal detected by the PMTs located in the bottom
array, features less spatial dependencies in the X-Y plane than the total recorded S2 signal.
This is explained by the large solid angle that the bottom PMT array takes with respect to
the gas phase, where the secondary scintillation occurs. Therefore, the variable cS2bottom is
used in the following study.
1See Section 2.4 for more explanations on event waveforms.
2The unit PE comprises the number of collected photoelectrons by the PMTs.
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The smaller but similar set of selection criteria for 220Rn ER data acquired with XENON1T
is described in Section 5.1. The same requirements as applied during the dark matter search
of the first science run of the experiment, are also used for the studies of the ER data recorded
with XENON1T in this chapter.
4.3 Injection of Radio-Isotopes into the TPC
An important aspect of internal calibration sources is the verification that the radio-isotopes
reach the fiducial volume. Furthermore, the fraction of activity that can be introduced into
the detector is a parameter of interest for the performance of a source and can influence the
preparation of future sources. And finally, the knowledge of the single scatter ER rate in
the energy region of interest is crucial for scheduling the duration of calibration runs and
judging, if a source is suited for ER calibrations at all.
4.3.1 Injection Mechanism
The internal sources, tritium and 220Rn, are introduced into the TPC via the gas purification
circuit in XENON100 and XENON1T. Depending on the detector size, the convection of
the LXe in the cryostat, the purification gas flux, and the position of the gas in- and outlets,
different times are required to obtain an equilibrium of the activity.
Figure 4.4 shows a schematic of the XENON100 cryostat. The active volume is indicated by
the black dashed box. For purification, gas is evaporated from the liquid phase in the veto
region outside of the TPC (green tube). It re-enters by pressurizing the bell and releasing the
pressure into the veto region via the bleeding tube. This mechanism is supposed to ensure
a constant liquid xenon level inside the TPC. The bell itself is acting like a dead end to the
gas. Dissolved radio-isotopes therefore enter the veto region via the bleeding tube and are
distributed within the detector by convection and diffusion. Only a small fraction of the ac-
tivity reaches the gas phase of the TPC by diffusion and turbulences in the bell volume.
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Figure 4.4: Schematic of the
XENON100 detector with its gas in-
and outlets. Xenon is evaporated in the
veto region and directed to the purifi-
cation system (outlet marked in green).
After purification, the gas stream is used
to pressurize the bell while the pressure
is released over the bleeding tube. Figure
from [75].
The XENON1T cryostat with its xenon in- and outlets is depicted in Figure 4.5. The purifi-
cation gas stream is fed by evaporating LXe from below the TPC in a heat exchanger. Part
of the purified gas pressurizes the bell structure while the rest is condensed in the same heat
exchanger, collected by a funnel and injected into the TPC at two opposite positions below
the cathode mesh. As in XENON100, the opening to the bell is acting like a dead end for the
gas. With the setup in XENON1T, the activity of radio-isotopes injected into the purification
gas stream is expected to be introduced directly into the LXe in the sensitive volume and not
into the region outside the TPC like in XENON100.
4.3.2 Activity Evolution and Electronic Recoil Calibration Rate
The ingrowth of the activity into the sensitive volume is an interplay between the extraction
efficiency of the activity from the source, the gas re-circulation speed through the source and
the convection in the LXe. Furthermore, the molecular size and vapor pressure of the radio-
isotope itself with respect to xenon, might lead to a preference for the liquid or the gaseous
xenon phase.
Figure 4.6 shows the evolution of the activity inside the detector after opening the internal
sources to the purification gas stream as a function of time. While tritium was only used in
XENON100, 220Rn data is available in XENON100 and XENON1T. For the 220Rn source,
the overall α rate has been monitored in the region cS1α ∈ [16000,27000] in XENON100
and cS1∈ [40000,100000] in XENON1T, i.e., no distinction between isotopes was con-
ducted. For tritium, ER events with cS1< 60PE were considered. The full tritium spectrum
is contained in that energy region. All rates were evaluated inside the respective fiducial
volumes defined for low energetic electronic recoils (48kg super-ellipsoid) and alpha events
(cylinders of 47kg in XENON100 and 1042kg in XENON1T) in Section 4.2.
It can be seen that an equilibrium rate can be achieved within about 15min for 220Rn in
XENON100, about one hour for tritium in XENON100, and about 1.5 hours for 220Rn in
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Figure 4.5:
Schematic of the
XENON1T detector.
The xenon extraction
pipe toward the
purification system is
marked in green. The
liquid is evaporated
in the heat exchanger.
A fraction of the pu-
rified gas is used for
the pressurization of
the bell while the rest
is condensed in the
heat exchanger and
the Tube-In-Tube heat
exchanger. The liquid
drops into a funnel
and enters into the
TPC at two opposite
positions below the
cathode mesh. The
pipes for the back
flowing xenon are
marked in red. Figure
from [105].
XENON1T. A deeper understanding of the different time scales that are the result of a com-
plex interplay of xenon gas mixing processes and the radioactive decay of the isotopes, was
beyond the scope of this thesis.
In order to determine the maximum activity of the source that reaches the TPC, the rate R
over the time t was fitted by a logistic growth of the form:
R(t) =
S
1+ω e−k·S·t
, (4.1)
where S is the saturation value, k is the growth constant, and ω is a constant that comprises
the ratio between saturation and initial rate. The parameter S is extracted from the fit re-
sult which is indicated by the red lines in Figure 4.6. The extracted saturation values for
the four tested source-detector combinations are summarized in Table 4.2. The last column
lists the ER rate in the WIMP energy region of interest (ROI), namely [3,30]PE in cS1 in
XENON100 and [3,70]PE in XENON1T. These regions correspond to deposited ER ener-
gies of approximately (1−12)keV in both detectors.
When deploying the 220Rn source in XENON100 (Figure 4.6a), the saturation value yields
(60.2± 3.0)mBq/kg, assuming a homogeneous distribution in the active volume. Since no
isotopic distinction was performed, this rate includes both, 220Rn and 216Po decays in equal
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Figure 4.6: Activity evolution after connecting the internal sources 220Rn and tritium to the
xenon purification gas stream of XENON100 (upper row) and after connecting the 220Rn
source to XENON1T lower row. The fit results of a logistic function are shown by the red
curves. See text for more explanations.
parts. The pure absolute 220Rn rate amounts to (4.8± 0.2)Bq if the isotope was homoge-
neously distributed within the whole xenon inventory. Considering the source’s activity of
33kBq in 228Th, assuming it to be in equilibrium with 220Rn and taking into account the
emanation efficiency of 40%, a maximum activity of about 2400Bq in 220Rn is possible if
it dissolves homogeneously in the xenon. Comparing to the maximum observed 220Rn rate,
only a fraction of 0.2% reaches the active region of the TPC. This significantly decreased
activity might be owed to the pipe length of 20m between the source and the detector inlet.
Furthermore, the majority of the activity enters through the bleeding tube (see Figure 4.4)
into the veto region. Due to the relatively short half-life of 220Rn, most of the decays take
place in the veto region, before the inner detector volume can be reached.
In XENON1T, the deployment of the same 220Rn source resulted in a saturation value of
the alpha rate of (10.8± 1.3)mBq/kg, corresponding to a pure 220Rn rate of (9.7± 0.5)Bq
in the whole xenon content of the detector. This is two times higher than the maximum 220Rn
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Source type Detector S [mBq/kg] ER rate in ROI and FV [mBq]
220Rn XENON100 60.2±3.0 19±1
220Rn XENON1T 10.8±1.3 40±4
Tritium XENON100 45.4±1.7 772±31
Table 4.2: Summary of saturation values S extracted from the fit of a logistic growth
function to the activity evolution after the injection of an internal source. The maximal ER
rate measured in the WIMP search energy region (ROI) and in the FV used for the dark
matter search is given in the last column. The rate has been evaluated by applying the
ER selection criteria described in Section 4.2. For XENON100, the ROI implies the cS1
range of [3,30]PE and for XENON1T cS1∈ [3,70]PE due to different light yields. This
corresponds to about (1−12)keV in both detectors.
activity measured inside XENON100. Presumably, this increased activity concentration is
a result of the improved XENON1T setup where the xenon coming from the purification
system (and therefore from the source) is injected directly into the TPC and not in the veto
region as done in XENON100. Hence, a higher fraction of the introduced activity decays
within the active region and can therefore be detected. The length of the piping between the
source and the XENON1T detector is of the same order as in XENON100 and therefore,
does not play a dominant role for the comparison.
The measured equilibrium rate for tritium in XENON100 yields (45.4±1.7)mBq/kg which
corresponds to an activity of about (7.4±0.3)Bq in the whole xenon content of the detector.
The activity of the tritium source was roughly estimated to ∼ 5Bq [145] and is therefore
in agreement with the measurement. In contrast to the 220Rn source, close to 100% of the
tritium source activity reaches the active region. This is the result of the long half-life of
tritium of about 12 years which allows for mixing of the radio-isotopes in the detector before
their decay. Presumably, this aspect also contributes to the longer time, the activity needs to
reach the equilibrium rate.
The maximum ER in the region of interest for the WIMP search and within the FV used for
the dark matter search, is listed in the last column of Table 4.2. The highest rate is provided
by the tritium source, as a result of the low end-point of the beta spectrum (Qβ = 18.6keV)
which ensures about half of the induced ER events to end up in the region of interest in
XENON100. The 212Pb beta decay in the 220Rn decay chain, however, has a higher end-
point (Qβ = 570keV) which leads to a spread of the ER rate over a larger energy region.
Comparing the ER rates induced by the 220Rn source in XENON1T and XENON100, an
about two times higher rate in XENON1T is measured in this energy region. Like for the
higher alpha activity, the increased number of events usable for calibration can be attributed
to the improved injection mechanism in XENON1T. Furthermore, the maximum ER rate in-
duced by the 220Rn calibration source in XENON1T is four orders of magnitude larger than
the background rate of the experiment and hence allows to gather high statistics in ER events
within days.
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Figure 4.7: Left: ER rate below 60PE in cS1 versus time in intervals of 12h during the
deployment of the different sources in XENON100 or background data taking. The colors
of the time periods indicate to which dataset the taken data is attributed. Right: Evolution
of the alpha decay rates of different isotopes in XENON100 during the same time periods
as shown on the left.
4.3.3 Distinction of Datasets
The datasets used in this work to study the ER calibration data induced by the internal sources
220Rn and tritium, were acquired with XENON100 during the detector’s last run period. For
comparison, background data and calibration data from the external thorium source was
taken in the same run. Since 220Rn, thorium and background data has been taken in alterna-
tion, a correct assignment of the acquired data to the sources had to be ensured. Special care
needed to be taken when 220Rn was deployed, since the introduced activity takes a few days
to decay. During this time, no new calibration or background run should be started.
Figure 4.7 left shows the rate of selected ER events with cS1< 60PE inside the 48kg fiducial
volume (FV) as a function of time3. Time periods are marked by colors, indicating to which
source the taken data has been attributed. In the right panel of Figure 4.7, the same time
periods are shown, together with the alpha decay rates of the individual isotopes that have
been identified and quantified as described in Section 4.2.1. Each data point extends over a
time of 12h. When no data point is visible in the alpha rate plot, the automatic fit did not
converge due to low event statistics.
Clearly, the ER rate is correlated with the 212Bi alpha rate. Within the first six days, the 220Rn
source was still in testing mode where only pulsed injections have been performed. Directly
afterwards, the thorium source was deployed while the activity from 212Bi was still visible
and therefore events from its mother nuclide 212Pb were still expected. However, the rate
from 212Bi is about one order of magnitude lower than for periods where the 220Rn source
was kept open on a longer term (i.e. between day 12 and 15). The fact that the ER rate is
nevertheless equally high as during the 220Rn source deployment leads to the conclusion that
the majority of the ER events are originating from the thorium source and the attribution of
3To visualize if the deployed 220Rn source activity has been decayed to background level, a 48kg FV has
been used for background data as well. This results in an about one order of magnitude higher rate compared
to the 34kg FV.
79
4 Calibration of the Background Region 4.4 Distribution of Electronic Recoils
the data to this source is correct. For all other datasets, it could be verified that the 220Rn
source activity was decayed to background level before a new run was started.
Even though the calibration of the ER background with the 220Rn source was intended to
be accomplished by ground-state 212Pb beta decays, it has been shown that only a very small
fraction of the ER rate of 4% originates directly from this process [139].
This is related to the fact that the gas circuit exit in XENON100, i.e., the bleeding tube, is
situated in the veto region. The injection mechanism of the internal sources will be explained
in Section 4.3. Most of the 220Rn source activity remains in the veto, whereas only a small
amount reaches the active volume by xenon convection. Gamma rays from 212Pb, 212Bi, and
208Tl decays occurring in the veto region, can therefore induce single scatter interactions in
the active region. These events make up about 96% of the total low energy ER event rate.
This result was gained from simulation studies and investigations of delayed coincidences of
212Bi and 212Po decays [139]. In XENON1T, the situation is expected to be different, since
the activity of internal sources is pumped directly into the active region.
The tritium source has been deployed about one month after the last background run pre-
sented in Figure 4.7, was completed. In the meantime, no activities were introduced into
the detector that could have caused an ER rate above the background level at the time of the
injection of the tritiated methane.
4.4 Spatial and Spectral Distribution of Electronic Recoils
After having shown that the internal calibration sources 220Rn and tritium induce measurable
ER rates inside the FV that provide calibration data in the low energy range, the properties
of the acquired ER data are compared among the datasets. For this study, the focus lies on
the data acquired with the XENON100 detector, with which the internal sources were tested
in preparation for the XENON1T experiment.
The deployment of internal ER calibration sources aims at the acquisition of data that is
homogeneously distributed within the FV, as expected from the dominating ER background
component 222Rn in XENON1T (see Section 2.5). This way, spatial signal corrections are
taken into account in the calibration similarly as in the science data.
The homogeneity of the ER calibration data acquired with XENON100 is studied in Fig-
ure 4.8 where the distributions in Z (right) and R2 (left) are compared among the 220Rn (red),
thorium (black), tritium (blue), and background (green) datasets. For this purpose, events
within the same cylindrical FV have been selected in all datasets. The cylindrical shape is
more adapted to the detector geometry than the super-ellipsoids introduced in Figure 4.3.
The FV ignores the cathode and gate mesh regions by removing events from 2cm of the
drift-length at the top and at the bottom as well as the outermost 1.7cm in R. The histograms
have been normalized to their integral to allow a direct comparison. For reference, the max-
imum borders in R2 and Z of the 34kg FV in which the dark matter search was conducted in
XENON100, are marked by the black vertical lines.
The internal sources, tritium and 220Rn, show a more homogeneous distribution in contrast
to the thorium source. The external source calibrates predominantly the outer detector re-
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Figure 4.8: Spatial distribution of ER events in XENON100 with cS1< 70PE originating
from the three sources and from background. A 47kg cylindrical FV has been selected to
neglect events from the cathode and gate meshes as well as from close to the TPC wall.
All histograms have been normalized to their integral. For reference, the approximate
maximum borders of the 34kg FV that was used in the dark matter searches (in reality a
super-ellipsoid) are shown by the black vertical lines.
gions as can be seen by the exponential decrease toward smaller R2. However, since also in
XENON100 internal ER backgrounds from 85Kr and 220Rn are present, the fall-off is less
strong in background data. Tritium shows almost a perfectly homogeneous distribution in
R2 with only slight wiggles owing to PMT saturation due to the high introduced rate, and a
small decrease at high radii which could be due to event selection efficiencies.
The ER data from the 220Rn source is distributed homogeneously in R2 up to 140cm2 and
shows a rate increase beyond this value as a result of an additional contribution from decays
that are accompanied by a gamma emission. Those events are suppressed in the inner de-
tector volume due to the selection of single scatter events. However, at the TPC border, the
gamma has a higher probability to escape from the detector without inducing a measurable
second interaction. This effect is stronger close to the gas phase owing to the longer mean
free path of gamma rays in the xenon gas with respect to the liquid, resulting in a higher es-
cape probability. The Z distributions of 220Rn, thorium, and background data show increases
toward the detector edges for the same reason, while being flat in the middle. Since tritium
is never accompanied by a gamma emission, no rate dependence on Z is expected. However,
the data shows an exponential decrease toward the top of the TPC. This could be caused by
the difference in the vapor pressures between the methane, to which the tritium is bound, and
xenon (see Figure 2.2). Methane is more volatile than xenon and favors the gas phase rather
than the liquid. Consequently, an increased depletion of tritium ER events is seen toward
shallower TPC depths.
In summary, the 220Rn source induces ER events distributed similarly as background data
within the detector. The same is observed when the source is deployed in XENON1T. The
corresponding figures can be found in the Appendix C.1. Tritium and thorium ER data show
slight deviations from the background data that might introduce systematic uncertainties into
the calibration of the ER background owing to the different spatial signal corrections.
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Figure 4.9: ER spectra in cS1 (left) and cS2bottom (right) for the three calibration sources
and background data. The data has been acquired in XENON100 within the 48kg super-
ellipsoid FV. All histograms have been normalized to their integrals. The lower panel shows
the relative difference to the thorium data. For the cS2bottom spectrum 5PE<cS1< 60PE
has been required in order to neglect the first two bins in the cS1 spectrum where the
detection efficiency and cut acceptances are small.
Another important property of the ER data from calibration sources is its recoil spectrum.
Since the data is supposed to serve for the calibration of the ER background, a similar distri-
bution of deposited energy should be present. It will be shown in Section 4.6 that differences
in the spectra can influence the outcome of the dark matter search.
Figure 4.9 compares the cS1 (left) and cS2bottom (right) ER spectra of the three calibration
sources to background data at low energy (cS1< 60PE). All datasets have been acquired
with XENON100 within the 48kg super-ellipsoid FV. The upper panels contains the spectra
themselves, normalized to their integrals whereas the lower panels show the relative differ-
ence to the well established thorium source data. For background and 220Rn data, no overall
systematic offset in comparison to thorium is observed. Only statistical fluctuations around
a relative difference of zero are visible for cS1> 5PE and cS2bottom > 2000PE. Below these
values, 2 to 3 times higher rates are observed in the background with respect to thorium cali-
bration data. This effect can be explained by the high PMT noise level that was present during
this study. Corresponding noise events could not entirely be removed for small signals by the
event selection criteria. Since the data acquisition time was shortest for the thorium dataset
(7 days), the corresponding spectrum is least affected. In 220Rn data (18 days of acquisition
time) the fraction of noise events is still smaller than in background (14 days of acquisition
time) due to the introduced source activity. By requiring cS1> 5PE in the cS2bottom spectra
presented in Figure 4.9 right, the discrepancy at low energies between thorium and radon
data can be resolved. However, a slightly higher rate compared to thorium is still present in
the background dataset due to the noise population. In the following, comparisons between
220Rn and thorium data will concentrate on the energy region 5 <cS1< 60PE. ER data taken
with the 220Rn source in XENON1T shows very similar spectra to the ones in XENON100
(see Figure 5.6 in the following chapter).
The similarity of the background and 220Rn data with respect to thorium above 5PE in cS1,
is not shared by the tritium data. This is caused by the low end-point of the beta spectrum
of 18.6keV. The distribution features a much steeper falloff toward small values in cS1 and
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Figure 4.10: Demonstration of discrim-
ination between ER (upper panel) and
NR (lower panel) events. The data was
acquired during the first science run of
XENON100 using external gamma sources
for ER and the 241AmBe source for NR.
The lines represent the NR (red) and ER
(blue) medians. Figure from [146].
cS2bottom. Toward larger values, both spectra show an exponential fall-off that starts earlier
and is steeper than for the other sources in the case of cS2bottom and is not present in the
other sources in the case of cS1. In the following, the influence of this spectral shape on the
calibration of the ER background region will be discussed.
4.5 The Electronic Recoil Band
The aim of collecting ER data using radioactive sources is to calibrate the region of the dom-
inating background from natural gamma and beta radiation inducing ER in liquid xenon dark
matter detectors. As explained in Chapter 2, the ratio between the charge and the light signal
is different for ER and NR and therefore provides the means to discriminate between the
two processes. The variable log10(cS2/cS1)4, also referred to as discrimination parameter,
is commonly plotted versus cS1 to visualize the separation between ER and NR interactions.
This parameter space is denoted as discrimination space and is shown in Figure 4.10 for ER
calibration data (external thorium and 60Co sources) in the upper panel and for NR calibra-
tion data (241AmBe source) in the lower panel . The data was acquired with XENON100
during its first science run [146]. The cS1 scale is marked at the top and the nuclear recoil
energy scale at the bottom. The NR median defined by using the shown data is represented
by the red line and the ER median by the blue line. With the calibration data, the acceptance
to NR, i.e. signal-like events, can be evaluated while rejecting a certain fraction of ER back-
ground events. Due to the overlap of the two so-called bands, especially at low energies,
statistical downwards leakage of ER events into the NR band can mimic WIMP interactions.
4This variable can be also formed with cS2bottom as will be done in all following studies. The separation
between NR and ER events is not significantly influenced when using the total S2 signal or only the one detected
by the bottom PMT array.
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Figure 4.11: ER data in XENON100 shown in discrimination space (log10(cS2bottom/cS1)
vs. cS1) for the different calibration sources. Mono-energetic lines are shown in red for 5,
10, 15 and 20keV. They have been evaluated using Equation 2.8.
Hence, also after discrimination of the two processes, ER events still present the dominating
background component. Furthermore, the shape of the calibrated ER band has an influence
on the NR acceptance and consequently on the dark matter result.
The ER band shape determined with the different calibration sources introduced in this chap-
ter, will be discussed in the following.
4.5.1 The Band Shape
The data of the three calibration sources 220Rn (upper left), thorium (upper right), and tritium
(bottom) acquired with XENON100 is presented in discrimination space in Figure 4.11. The
number of events is indicated by the color scale. The red lines show four lines of constant ER
energy evaluated using Equation 2.8. In order to compare the shape of the ER bands among
the three sources, the projections in intervals of cS1 onto the discrimination parameter were
modeled by Gaussians. The result is shown in Figure 4.12 for the thorium data with cS1 in-
tervals of 2.5PE, as indicated above each panel. The Gaussian fit is shown by the gray lines.
The reduced χ2 values are displayed in each canvas and are close to one, which indicates a
good description of the data.
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Figure 4.12: Comparison of projected thorium ER data in XENON100 on the discrimina-
tion parameter for intervals of 2.5PE in cS1. Each distribution is fitted by a Gaussian from
which the mean and 1σ width are extracted to model the band shape as a function of cS1.
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Figure 4.13: Comparison ER band means (left) and widths (right) as functions of cS1
extracted from Gaussian fits of the projections onto the discrimination parameter. Data
acquired by XENON100 employing the three calibration sources thorium (black), 220Rn
(red) and tritium (blue) was used. The lower panels show the relative difference of 220Rn
and tritium to thorium data.
From the fit results, the means and the 1σ widths are extracted and displayed as functions
of cS1 in Figure 4.13. The ER band means for thorium (black), 220Rn (red) and tritium
(blue) are shown on the left and the ER band width of the same datasets on the right. The
uncertainties on the data points were gained from the error matrix of the fit result. The lower
panels in Figure 4.13 present the relative difference to the thorium data, that has been exten-
sively studied in XENON100 in the context of the dark matter searches. Large deviations
of the band shapes are observed for the ER band from the internal tritium source. The band
mean shows an almost linear decreasing trend above 10PE while the means of the other two
sources stay constant in that energy region. The deviation yields up to −100%. A similar
trend is observed in the ER band widths where a deviation of the tritium graph with a mini-
mum of −40% is visible. Below 10PE, tritium data shows an up to 20% higher band mean
than 220Rn or thorium and an up to 40% lower band width. This very different behavior of
the tritium ER band shape arises from its non-flat spectrum and is discussed in Section 4.5.2.
While the ER band widths of thorium and 220Rn data are well in agreement within the uncer-
tainties, the 220Rn band mean shows a systematic shift to higher values in the discrimination
parameter with an average of (1.0± 0.1)%. This indicates an offset in cS2bottom. Its origin
can be found in the fluctuation of the S2 yield toward lower values during one of the thorium
data acquisition periods. Further details can be found in the Appendix C.2. Consequently, it
can be concluded that the ER band shapes of 220Rn and thorium are in agreement.
4.5.2 Variations of the Band Shape
In order to investigate the influence of the recoil spectrum and detector parameters on the
ER band shape, a toy Monte Carlo simulation has been written. It samples energies from a
flat input spectrum and converts it into a number of photons Np using a constant photon yield
of 40photons/keV. The energy dependence of the yield has been neglected since it is similar
for ER induced by gamma or beta radiation [147] and was excluded to be responsible for the
observed discrepancy between the tritium ER band and the bands from 220Rn and thorium
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data. Np is smeared by a Poisson function to account for the fluctuations in the electron-ion
recombination after the energy deposition. The recombination decreases the charge signal S2
but increases the light signal S1 (see Section 2.3 for more information). After the smearing,
the number of produced electrons Ne is evaluated by transforming Equation 2.8 to:
Ne = 73 ·E(keV)−Np. (4.2)
The light collection efficiency is taken into account by a binomial distribution that takes the
efficiency averaged over the whole detector (5.99%) as a parameter. The number of photo-
electrons NPE generated by the photons is then given by:
NPE = Binomial(Np,5.99%) (4.3)
The conversion from the raw number of quanta NPE and Ne to the signals S1 and S2 can
be well described by Gaussian distributions. In the case of the S1, the Gaussian function
models the multiplication step of single photoelectrons that create avalanche electrons inside
the PMTs. Hence, as described in Section 2.3, the S1 resolution is influenced by the PMT
resolution ∆PMT to a single photoelectron. ∆PMT has been determined to about 0.5 by LED
calibrations in XENON100 [96]. In the case of an S2 signal, the Gaussian describes the
amplification step of single electrons that are extracted from the liquid xenon into the gas
phase by secondary scintillation. Due to the large number of secondary photons, the PMT
resolution does not play a role. However, the fluctuations in the proportional scintillation
process dominate the resolution of the S2 signal. The photoelectron gain of a single electron
has been evaluated from data following the procedure from [97]. The gain yields (9.096±
0.069)PE/e− and features a width of σ = 4.94PE/e− [145].
The S1 and S2 signals are then given by
S1 = Gauss(NPE,0.5 ·
√
NPE) (4.4)
S2 = Gauss(8.78 ·Ne,4.94 ·
√
Ne) (4.5)
The simulated event is rejected if the S2 does not exceed a threshold of 150PE.
This simplified simulation does not a allow a direct comparison to the data recorded with
XENON100. For this, a full detector simulation would be needed, where all signal fluctu-
ations and detector resolutions are properly taken into account. Specifically, the following
simplifications have been made: The electron-lifetime has not been considered which atten-
uates the S2 signal owing to the attachment of electrons to impurities along the drift-path.
Hence, the resolution of the S2 is more decreased for interactions located at the bottom of
the TPC, compared to events from the top. Furthermore, an average light collection effi-
ciency within the detector has been applied, while its value varies depending on the event
position. The photon yield was set to a constant value while it is known to vary between 17
and 45photons/keV for ER between 1 and 20keV [147]. The spatial dependence of the light
collection efficiency of the S2 has been neglected.
Despite these simplifications, the simulation still allows to study qualitatively the influence
of general parameters on the ER band shape.
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Figure 4.14: Distribution of simulated events in discrimination space from a mono-
energetic line of 15keV. Only signal fluctuations from the sources indicated below each
panel are applied whereas all others are switched off. See text for more explanations.
Variations of the Signal Fluctuations
The ER band shape is primarily driven by the fluctuations in the S1 and S2 signals. The sig-
nal fluctuations implemented in the simulation are the electron-ion recombination, photon
detection efficiency, resolution of the PMT response to S1 signals and the resolution of the
proportional scintillation. A further limitation of the S2 resolution is given by the electron
attachment due to impurities in the xenon. This has not been taken into account in the sim-
ulation. It primarily influences signals from small energy depositions, where only a small
number of electrons is generated and therefore, the variations in the number of amplified
electrons has a bigger impact.
In order to visualize the influence of the signal fluctuations on the ER band shape, simulated
events of a mono-energetic line of 15keV are plotted in discrimination space in Figure 4.14.
Constant lines of energy are marked in red for 5, 10, 15, and 20keV. In Figure 4.14a only re-
combination fluctuations are allowed, whereas all other signal fluctuations were turned off in
the simulation. If always the same number of electron-ion pairs would recombine after their
creation, all events could be found in one bin. However, due to the variations in the num-
ber of recombinations, the events can be found along the 15keV energy line marked in red.
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This fluctuation influences the width of the ER band. The recombination fluctuations only
have to be taken into account when looking at S1 and S2 individually, as done in discrimi-
nation space. When combining the two signals to infer the deposited energy (Equation 2.8),
the mono-energetic 15keV line could be recovered with a 100% resolution in the simulated
data. This is different for all following fluctuations, that are detector related and therefore
influence the energy resolution.
Figure 4.14b shows the case, where additionally to the recombination fluctuations, the bino-
mial smearing of the number of detected photons due to the photon detection efficiency was
applied. Clearly, this fluctuation has the largest impact on the ER band width compared to
the other signal variations. The events are not distributed along the 15keV line any more but
extend over a wide range in S1. This shows that a deposition of a single energy does also
influence the ER band shape at smaller and higher S1 than its mean S1. The mono-energetic
line contributes to the band width due to tails toward small discrimination parameters at high
S1 and vice versa.
In Figure 4.14c, the recombination fluctuations and the smearing of the number of collected
photo-electrons NPE due to the PMT resolution are turned on in the simulation. Again, the
events extend over a wider S1 region even though the impact is not as big as for the signal
fluctuations induced by the photon detection efficiency.
Finally, Figure 4.14d visualizes the influence of the resolution of the secondary scintilla-
tion in addition to the recombination fluctuations. Since it only has an impact on the S2, the
15keV line becomes broader compared to the case where only the recombination fluctuations
are applied.
Variations of the Spectrum
After having shown how a mono-energy line is translated into the discrimination space, the
influence of a whole spectrum on the ER band shape is studied.
Figure 4.15a shows the simulated ER band of a flat energy spectrum in discrimination space,
together with lines of constant energies yielding 5, 10, 15, and 20keV. All signal fluctuations
and a S2 threshold of 150PE have been applied. The other panels in Figure 4.15 visualize
the influence of variations from the default parameters of the simulation. A truncated spec-
trum (Figure 4.15b) results in a diagonal cutoff since the band is not any more populated
at high values of the discrimination parameter. As seen in the study of the mono-energetic
line, this region consists of higher energetic events that are downwards fluctuated in S1. The
diagonal cutoff of the simulated ER band is very similar to what is observed in tritium data
(see Figure 4.9). When no S2 threshold is applied as in Figure 4.15c, the band looks ap-
proximately symmetric in the discrimination parameter at low S1, whereas the asymmetry is
increased when applying a higher threshold of 450PE, as done in Figure 4.15d. Note that it
was zoomed into the low S1 region in both figures. The low energetic events that fluctuate
to higher S1 are suppressed by the S2 threshold and the band at low S1 consists primarily of
events fluctuating downwards in S1 from higher energies.
Following the procedure explained in Section 4.5.1, the Gaussian ER band means and the 1σ
widths can be plotted as functions of S1 in order to compare the influences of the parameter
variations on the band shape. This is done in the Figures 4.16 and 4.17.
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Figure 4.15: Visualization of influences of different parameters on simulated ER bands
using a flat energy spectrum as input. (a) shows the ER band for the default values listed in
the text. Deviations from those are indicated below each figure.
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Figure 4.16: Influence of the cut-off energy (indicated in the legend) of a flat spectrum
on the ER band mean (left) and the ER band 1σ width (right). The lower panels show the
relative difference to the shape parameters of a spectrum without truncation.
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Figure 4.17: Influence of the S2 threshold on the ER band mean (left) and the ER band
1σ width (right). Note that it was zoomed into the low S1 region. The applied values for
the respective graph are indicated in the legend. The lower canvas contains the relative
difference to the case where no threshold has been used.
Figure 4.16 compares the ER band mean (left) and width (right) of simulated data, featuring
a flat energy spectrum that is cut-off at different energies as indicated in the legend. The
lower panels show the relative difference to the case of no truncation (black). The mean is
falling off for high S1 due to the diagonal cutoff of the band. Consequently, the width be-
comes smaller for high S1. The picture is similar to the tritium calibration data which leads
to the conclusion that the decreasing mean and width of the tritium ER band can be attributed
to the fall-off of the tritium beta spectrum (see Figure 4.9).
Figure 4.17 shows the influence of the S2 threshold on the band shape parameters. Note
that it was zoomed into the low S1 region. The applied threshold values are indicated in the
legend. The lower panels reflect the relative difference to the case where no S2 threshold
has been used (black). With an increasing S2 threshold the mean increases, while the width
becomes smaller owing to the cut-off of the lower part of the band at small S1. An increased
mean at low S1 is also seen in the tritium data with respect to thorium and 220Rn (see Fig-
ure 4.13). This effect can be traced back to the spectral shape of the tritium data. The very
steep fall-off of the tritium energy spectrum toward lower energies (see Figure 4.9) results
in a larger fraction of events that fluctuate downward in S1 from higher energies, than those
that fluctuate upward from lower energies. Hence, the ER band at low S1 and high values
for the discrimination parameter is more populated than the ER band region for the the vice
versa case. Hence, the steep fall-off of the S2 spectrum of tritium creates the same effect as
an S2 threshold and shifts the ER band mean upwards.
It can be concluded that the observed differences of the tritium ER band shape compared
to the bands from the 220Rn or thorium sources result from the different spectral shape of tri-
tium. In the following section we will investigate the impact of this ER band shape deviation
on the WIMP search, when calibrating the ER background of the detector with tritium.
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4.6 Impact of the Calibration on the Dark Matter Results
In the previous section, the finding was that the shape of the ER band in tritium calibra-
tion data is significantly different than for data from the thorium and 220Rn sources. In this
section, the influence of this discrepancy on the dark matter search result, when using the
calibration data to model the ER background, is investigated.
The overall background model in a XENON100 dark matter search was composed of a NR,
a Gaussian ER, and an accidental coincidence component. The NR background component
was predicted in the three science runs of XENON100 [56] to account only for about 3%
to 10% of the total background rate in the WIMP search region. The spectral shape of ac-
cidental coincidences was assumed to be flat in previous XENON100 publications and was
re-evaluated in the latest result [56]. Increasing rates for small signal values were found
by selecting isolated S1 and S2 peaks from data and pairing them randomly. Accidental
coincidences present the second largest background and yield fractions between 20% and
35% [56].
The Gaussian ER model in XENON100 was derived from thorium and 60Co calibration data
by a Gaussian parametrization of the ER band similarly to the procedure described in the pre-
vious section. It has been normalized to the events in the dark matter data above the WIMP
search region. The Gaussian ER model represented the largest background component in
the region of interest in all XENON100 WIMP searches and its rate was ranging between
fractions of 55% and 72% of the total background rate [56]. For the evaluation of an upper
limit on the WIMP nucleon-cross section, the outcome of all three background models was
statistically treated in the parameter space of cS1 vs. cS2bottom by a likelihood function, fol-
lowing the procedure described in [148].
In this work, a simplified analysis was performed, with the aim to compare the differences in
the search for a signal when modeling the Gaussian ER background with the three different
sources 220Rn, tritium and thorium. Hence, only the Gaussian ER background component
has been taken into account while neglecting the contributions from accidental coincidences
and NR. Furthermore, the observed data was interpreted following the procedure of Feldman
and Cousins [149]. Confidence intervals on the number of signal events compatible with the
observation, given the background prediction, were derived without interpreting the limits in
the context of WIMP candidates.
Unfortunately, no dark matter data has been taken under the same conditions as the calibra-
tion data studied in this work. Therefore, the dark matter data from the published 225 live
days of XENON100 [150] is analyzed.
The region of interest in this study will be defined by cS1∈ [5,30]PE. The upper bound
has been adapted from previous XENON100 publications. The lower bound is motivated
by two considerations: Firstly, the energy spectra of background, thorium and 220Rn data
show discrepancies below 5PE (see Section 4.4) and secondly, less thorium calibration data
is available in this run than in the science run. Hence, the ER band shape especially at low
cS1 is less defined.
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Figure 4.18: Comparison of ER band
models evaluated from the thorium
(black), 222Rn (red), and tritium (blue)
sources in the 34kg FV. The squares
mark the Gaussian mean in each cS1
interval of 2.5PE and the filled re-
gions the 1σ width. The opaque data
points below the band show the Gaus-
sian quantiles from which the 99.75%
discrimination lines have been con-
structed by fitting the empirical func-
tion f (cS1) = eαcS1+βcS1+ γ .
4.6.1 Electronic Recoil Background Model
In the latest XENON100 WIMP searches, the electronic recoil background model was con-
structed as a probability density function (PDF) in the discrimination space or in cS1 versus
cS2bottom [150, 56]. However, analog to the optimum interval analysis employed for the first
results of XENON100 [146], for this study the number of events below the ER band will be
counted without considering the individual probability of each observed event.
In this work, the region below the ER band is confined in discrimination space by the energy
region of interest cS1∈ [5,30]PE and a so-called discrimination line that defines the degree
of rejection of ER events.
The discrimination line is constructed from the ER band in calibration data by evaluating the
corresponding Gaussian quantiles in each cS1 interval. The dependence of the quantiles on
cS1 can be described phenomenologically by a function of the form
f (cS1) = eαcS1+βcS1+ γ, (4.6)
where α , β , and γ are empirical parameters that are determined by a fit in the region
cS1∈ [5,60]PE. Consequently, a 99.75% discrimination line, for example, is constructed
such that 99.75% of the ER events lie above the line in discrimination space. The fit region
has been extended to higher cS1 with respect to the region of interest in order to make use of
the additional information on the ER band shape.
Figure 4.18 shows the ER band model of the three calibration sources thorium (black), 220Rn
(red), and tritium (blue). The squares mark the ER band means in each cS1 interval of 2.5PE
and the filled areas indicate the 1σ width. As an example, the 99.75% discrimination lines
are displayed below the bands together with the data points that were used to construct them.
The uncertainties on the quantiles reflect the combined uncertainties of the ER mean and
width.
The number of ER events below any discrimination line was evaluated by scaling the three
different models to the number of events observed in the dark matter search data above the
source dependent 90% discrimination line. In this case, the 90% line has been chosen to
decrease the statistical uncertainties on the scaling factor.
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Figure 4.19: Left: Dark matter search data of XENON100 science run (green) with 99.5%,
99.75%, and 99.9% discrimination lines evaluated on tritium data (blue) and on external
calibration data (black). The region of interest is left un-shaded to guide the eye. Right:
Same data as on the left but the tritium discrimination lines were replaced by the ones
evaluated from 220Rn data.
The dark matter data from the published 225 live days of XENON100 [150] was acquired
under different detector conditions than the data of this work. The observed higher S2 yield
in the calibration data of this study is corrected in order to match the S2 yield present in the
dark matter search data. Hereby, the mean and width of the ER band from thorium data ac-
quired within this work, are scaled to the values of the ER band of calibration data acquired
in the science run. The derived scaling factors are applied to the ER band parameters in
tritium and 220Rn data.
4.6.2 Results
Knowing the number of expected ER background events below the 99.5%, 99.75%, and
99.9% discrimination lines, an upper limit on the number of signal events can be evaluated
by comparing the prediction to the observation. Figure 4.19 left shows the three mentioned
ER discrimination lines evaluated from tritium data (blue) and from the external calibration
data taken during the dark matter run (black). The discrimination lines, inferred from the
calibrations performed during the science run, were found to be compatible with the lines
gained from the thorium data of this study after correcting for the different detector condi-
tions. The green data points in Figure 4.19 present the dark matter search data, while all
selection criteria used in [150] have been applied. To guide the eye, the space outside of the
region of interest has been shaded. All three discrimination lines evaluated on tritium data
are systematically shifted upward as a result of the smaller ER band width with respect to the
bands from the 220Rn or external calibration sources. Only above 50PE in cS1, the tritium
discrimination lines start falling below the lines of the external sources due to the decreasing
tritium ER band mean induced by the low end-point of the beta spectrum. In Figure 4.19
right, the same data as in the left panel is presented, together with the discrimination lines
from 220Rn data in red and the lines from the external calibration sources in black. The
220Rn discrimination lines are compatible with the lines evaluated on the external sources,
as expected from the compatible ER band shapes in those two calibration datasets.
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Calibration source Nobs Nexp 90% CI 90% Sensitivity
99.5% Discrimination
External Sources 3 2.0±0.03 [0, 5.4]
3.9Tritium 4 1.88±0.03 [0, 6.7]
220Rn 3 1.97±0.03 [0, 5.5]
99.75% Discrimination
External Sources 0 1.00±0.02 [0, 1.6]
3.3Tritium 3 0.94±0.02 [0.2, 6.5]
220Rn 1 0.99±0.02 [0, 3.4]
99.9% Discrimination
External Sources 0 0.40±0.01 [0, 2.0]
2.9Tritium 2 0.38±0.01 [0.2, 5.5]
220Rn 0 0.39±0.01 [0, 2.0]
Table 4.3: Summary of number of observed (Nobs) and expected events (Nexp) below the re-
spective discrimination line that was calibrated with one of the three sources thorium/60Co,
tritium or 220Rn. The uncertainties on Nexp account for the statistical uncertainty of the
scaling to the number of events above the source dependent 90% discrimination line. The
resulting Feldman-Cousins 90% confidence interval (CI) is given for each configuration as
well as the 90% sensitivity. In contrast to the CI, the sensitivity value was not calculated
but taken from Table XII in [149].
Using the procedure of Feldman and Cousins [149], an upper limit at a 90% confidence level
on the number of signal events, compatible with the observed number of events below the
respective discrimination line, can be calculated. The results are summarized in Table 4.3
for the ER background expectations Nexp, the number of observed events Nobs and the cor-
responding 90% confidence interval (CI) on the number of signal events. Additionally, the
90% CL sensitivity is given for reference. It has not been explicitly calculated for the re-
spective values of Nexp and Nobs but was extracted from Table XII in [149]. The table has
a granularity of 0.5 for Nexp and therefore, is yielding the same value for all three sources
at the same discrimination level. The sensitivity states the average upper limit that would
be obtained, when performing a multiplicity of measurements under the assumption that no
signal is present. The uncertainties on Nexp arise from the statistical uncertainty on the factor
that scales the background model to the exposure of the dark matter.
For a 99.5% discrimination, Nobs, Nexp, and the CIs of the external calibration sources and
220Rn data are compatible. Tritium shows a lower value for Nexp due to the higher discrimi-
nation lines that result in a smaller value for the scaling factor. For the same reason, a higher
number of events is observed below the discrimination line. The combination of a lower
background expectation and a higher number of events observed in the signal region results
in a larger upper limit on the number of signal events. Interpreting this in the context of a
specific dark matter candidate, a weaker upper limit could be set on its cross section.
Increasing the discrimination level to 99.75%, the discrepancy between tritium and the other
two sources becomes more evident. While the lower bound of the CI of 220Rn and external
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g1 [PE/photon] g2 (cS2bottom) [PE/electron]
XENON100 0.052±0.001 8.8±0.4
XENON1T 0.144±0.007 11.5±0.8
Table 4.4: Comparison of photon (g1) and electron (g2) gains between the XENON100
and XENON1T detectors. See text for more explanations.
calibration data is compatible with zero, the increased number of observed events for tritium
and the decreased number of expected events results in a non-zero lower bound of the CI.
This suggests the presence of a signal at 90% confidence level. A similar situation is present
when applying a 99.9% discrimination. Furthermore, the CIs of tritium data always show
a higher upper limit than expected from the sensitivity. This is an indication for the under-
estimation of the ER background. In contrast, the values of Nexp for 220Rn and external
calibration data are compatible with each other within the uncertainties and are also in good
agreement with the observation.
It can be concluded that modeling the ER background in the presented way with tritium ER
data, under-estimates the background and may even result in the interpretation of having ob-
served a signal. The reason for this different behavior for tritium data lies in its spectrum
that is not similar to the ER background of the experiment. It influences the ER band shape
as shown in Section 4.5.2.
It should be stressed that this analysis does not present a thorough dark matter analysis
that takes into account all background components and uncertainties, but used a simplified
approach that concentrates on the relative comparison of the results when using the three
investigated calibration sources.
To avoid a bias from the fact that tritium data is not compatible with the background of the
experiment, the spectrum has to be taken into account in the background model by either
correcting for the spectral shape or using Monte Carlo simulations. A more detailed dis-
cussion on the prospects of a tritium ER calibration for a dark matter search will follow in
Section 4.8.
4.7 Discrimination Power in XENON100 and XENON1T
Comparing the separation of the ER band from the NR region holds information about the
discrimination power of background within a WIMP search and therefore, about the discov-
ery potential of a dark matter signal. As discussed in Section 4.5.2, fluctuations in the S1 and
S2 signals determine the band width. The higher the detection efficiency for the generated
quanta, the smaller the fluctuations in relation to the measured signal. Consequently, the
photon and electron gains g1 and g2, i.e., the number of detected photoelectrons per quantum
that is generated at the interaction site (see Equation (2.8)), plays an important role.
Table 4.4 lists the g1 and g2 values evaluated by fitting the anti-correlation of cS2bottom and
cS1 for mono-energetic ER lines measured by XENON100 and XENON1T [145, 65]. Due
to better performing PMTs in XENON1T, the g1 of this experiment is almost three times
as high as for XENON100 while only a small improvement of a factor of 1.3 with respect
to XENON100 is present for g2. Consequently, a smaller ER band mean and 1σ width is
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Figure 4.20: Comparison of ER band mean (left) and width (right) between XENON100
and XENON1T. The parameters have been extracted from 220Rn calibration data. The x-
axis of XENON100 has been scaled by a factor of 2.77 in order to match the cS1 energy
scale of XENON1T.
expected in XENON1T data. This is visible in Figure 4.20 where the ER band means (left)
and 1σ widths (right) are compared between XENON100 (black) and XENON1T (red) as
functions of cS1. The band parameters have been extracted from 220Rn calibrations in both
detectors. For a better comparison, the x-axis of the XENON100 data is scaled by a factor
of 2.77, the ratio of the g1 values of the two xenon detectors. The lower panels in both plots
show the relative difference of the XENON1T graphs with respect to XENON100.
The ER band mean of XENON1T data is shifted by 14% and the width by 33% to lower
values. The slope visible in the ER band mean of XENON1T for large cS1 is typical for
the smaller S2 yield but larger S1 yield. For higher energetic ER, the cS1 becomes non-
negligible compared to the measured cS2bottom and hence, the logarithm of the ratio of the
two signals is decreasing with cS1.
The ER band width in XENON1T is constantly reduced over cS1 with an average of
−(33±3)%, as determined by the fit of a constant (solid green line in Figure 4.20 right).
The observed decrease in the ER band width in XENON1T with respect to XENON100,
is expected to improve the discrimination of ER events to NR. This is investigated in Fig-
ure 4.21. On the left, the 99.75% discrimination line as well as the NR and ER medians for
XENON100 (green colors) and XENON1T (blue colors) are shown in discrimination space
in the WIMP search regions of the two experiments while the XENON100 x-axis has been
scaled in order to match the one of XENON1T. The lines for ER have been determined from
220Rn data and the NR median was extracted from data of the external 241AmBe neutron
source [75]. While for XENON100 the discrimination line (dark green dashed) is situated
beneath the NR median (light green), the XENON1T discrimination line (dark blue dashed)
is almost identical with the NR median in XENON1T (light blue). The higher ER discrim-
ination line with respect to the NR median in XENON1T compared to XENON100 is a
result of the decreased ER band width in XENON1T. The lower panel in Figure 4.21 left
shows the absolute difference between the ER and NR means for XENON100 (green) and
XENON1T (blue). Even though the difference is smaller in XENON100 than in XENON1T
below 25PE, the discrimination line in XENON100 is still located below the NR median in
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Figure 4.21: Left: Comparison of the 99.75% discrimination line to the NR and ER me-
dians for XENON100 (green colors) and XENON1T (blue colors) in the WIMP search
regions of the two experiments. The XENON100 x-axis has been scaled to the XENON1T
cS1 energy scale by multiplying with a factor of 2.77. The lower panel compares the dif-
ferences between the ER and NR medians in XENON100 (green) and XENON1T (blue).
Right: Acceptances to a simulated 50GeV WIMP signal in the XENON100 (green) and
XENON1T (blue) detector at 99.5% (dot-dashed), 99.75% (solid), and 99.9% (dashed) ER
discrimination.
that region. It can be concluded that the ER width is dominating over the separation of the ER
and NR regions and is therefore decisive for the discrimination power in XENON100. Con-
sequently, a smaller acceptance to WIMP signals at a certain discrimination level is expected
for XENON100. Above 25PE, the separation between the ER and NR medians is better in
XENON1T with respect to XENON100. Combined with the smaller ER band width, a better
discrimination can be observed in XENON1T in that energy region.
The improved discrimination power in XENON1T becomes more clear when comparing the
acceptances to a 50GeV WIMP signal in XENON100 and XENON1T as done in Figure 4.21
right. The acceptance is plotted for 99.5% (dot-dashed), 99.75% (solid), and 99.9% (dashed)
ER discriminations as a function of cS1. As for the left graphic in the same figure, the x-axis
of the XENON100 lines has been scaled to the XENON1T cS1 energy scale. The accep-
tances in XENON1T are 20 to 40% higher than in XENON100 depending on the deposited
WIMP energy. The total acceptance in the dark matter search energy region for a 99.75%
discrimination yields 49% in XENON1T and only 20% in XENON100. Hence, the signifi-
cant improvement of the sensitivity of the XENON1T detector to dark matter by two orders
of magnitude with respect to XENON100 [108], is not only owing to the 28 times reduced
background level and the 30 times larger fiducial mass of XENON1T, but is also due to the
higher photon gain.
The increased gain is attributed to a higher light collection efficiency within the detector,
as well as to the higher quantum efficiencies of the XENON1T PMTs. The PMT quantum
efficiency multiplied by their electron collection efficiency makes up a ratio of about 1.6
between XENON1T and XENON100 [75, 94]. Hence, the missing factor of 1.8 to equal the
ratio of 2.8 between the photon gains of the two detectors has to come from the higher num-
ber of PMTs, the improved geometry of the arrays, the usage of high reflectivity materials,
high opacity meshes, and the installation of the field shaping rings outside of the TPC such
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that large flat reflector surfaces are present in XENON1T [105].
4.8 Summary and Discussion
In this chapter, the two novel ER calibration sources of the radio-active isotopes 220Rn and
tritiated methane (tritium) were investigated in terms of their potential to calibrate the ER
background region for a dark matter search.
Due to the liquid xenon’s high stopping power, external sources of gamma emitters as used
at XENON100, cannot induce low energetic events in the FV of a multi-ton LXe detector
as XENON1T with high statistics. The problem is addressed with sources of radio-isotopes
that are directly dissolved in the LXe. It has been shown with tests in XENON100 and in
XENON1T, that the activity can be spread within the detector and that the ER events are
close to homogeneously distributed in the FV (see Section 4.3). Furthermore, ER rates of
about 20mBq for 220Rn in XENON100, 40mBq for 220Rn in XENON1T and 772mBq for
tritium in XENON100 have been found in the respective FV and WIMP search energy re-
gion. Those rates are several orders of magnitude higher than the background levels of the
two detectors and therefore allow for the collection of calibration data within days.
In terms of the source performance, tritium seems to be the most promising due to its high
ER rate and the high efficiency with which the source is brought into the detector. However,
while the removal of the activity introduced by the 220Rn source decays within one week, the
injected tritiated methane has to be removed actively owing to the relatively long half-life of
tritium. This turned out to be non-trivial in the tests conducted with XENON100 [145]. Fur-
thermore, the two internal sources differ in the emitted ER spectra (see Section 4.4). 220Rn
induces ER, homogeneously distributed in the low cS1 region while the tritium beta spec-
trum has only a low end-point of 18.6keV and hence, is not flat in the WIMP search energy
region of 1− 12keV in ER energies. However, a flat spectrum is observed in background
data.
96% of the ER events in the 220Rn data are induced by gammas from decays in the veto
region [139]. The small discrepancy seen in the ER bands of thorium and 220Rn data could
be attributed to detector related fluctuations in the S2 yield. A potential difference in the
energy deposition of gamma and beta interactions could not be investigated by comparisons
between 220Rn and thorium data. Such studies are also not possible with tritium data due to
the overwhelming influence of the spectral shape of tritium decays. Maybe future studies in
XENON1T are able show the differences between ER induced by gamma and beta radiation.
It has been shown in Section 4.5 that the ER band shape is significantly different for the data
taken with the tritium source with respect to 220Rn or the well established gamma sources
in XENON100. This can have a significant impact on the dark matter result as discussed in
Section 4.6. When using the tritium calibration as it is, to model the ER background for a
dark matter search, the background is underestimated and signal claims are possible whereas
the background prediction inferred from 220Rn data is compatible with the observation.
In order to use tritium data for the calibration of the ER background, two options are con-
ceivable: The data can be corrected for the spectral shape similarly to [142] or a Monte
Carlo could be fit to tritium data. The first option implies that the detector resolution and the
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recombination fluctuations are well known at the given detector conditions in order to take
into account the signal variations. The second option implies that the detector response to
ER events is fitted by a Monte Carlo Markov Chain algorithm, where the calibration source
specific recoil spectrum is implemented. This was done for the first dark matter search in
XENON1T (see Chapter 5). Parameters like the photon yield and recombination fluctuations
can be extracted from the fit result and could be fed into the MC together with the ER spec-
trum expected from background. The result would be simulated data that takes into account
the detector response to ER without potential biases from the energy spectrum of the cali-
bration source.
A further disadvantage of the tritium source is, that its removal from the detector is not en-
sured by waiting for its radioactive decay due to the relatively long half-life of 12 years.
Capturing the tritiated methane in a hot zirconium getter in the gas purification loop did not
result in the ER rate, present before the deployment of the source in XENON100 [145]. A
possible explanation of the remaining activity could be exchange reactions of hydrogen be-
tween the methane and the PTFE walls that confine the active detector volume. This is the
reason why this source has not been used in XENON1T so far. Problems with the removal
of tritiated methane from a LXe detector have also been encountered by PandaX [151].
The advantage of the 220Rn source is its flat spectrum that is close to what is expected
from the ER background in XENON100 as well as in XENON1T. Hence, the calibration
data could be used directly for background modeling without any Monte Carlo fitting or cor-
rections. No additional information on the detector resolution or recombination fluctuations
would be needed. Furthermore, as an internal source, 220Rn is expected to generate events
very similar to the dominating background from 222Rn in XENON1T.
This novel source was successfully used for the first time in a dark matter direct detection
experiment and its data served for the ER calibration in the first science run of XENON1T.
As a result of the shown good performance, other LXe dark matter experiments like LZ are
also considering to use 220Rn for detector calibrations [152].
Using the data gained from 220Rn deployed in XENON1T and XENON100, the power to
discriminate between ER and NR in the two LXe detectors has been compared. XENON1T
shows a better discrimination power yielding in a factor of 2.5 higher acceptance to a 50GeV
WIMP with respect to XENON100. As a result of the higher light collection efficiency within
the detector and better performing PMTs, fluctuations in the S1 signal are reduced, which
leads to a smaller ER band width.
The increased sensitivity of XENON1T to dark matter was exploited in the first dark matter
search of this new detector. The corresponding WIMP search analysis is presented in the
following chapter.
100
Chapter 5
First Dark Matter Result of XENON1T
The first dark matter result of XENON1T reports on 34.2 live days of dark matter search data
acquired between November 22, 2016 and January 18, 2017. At the time of writing, this anal-
ysis results in the most stringent exclusion limit on spin-independent WIMP-nucleon cross
sections above WIMP masses of 10GeV. This chapter summarizes the analysis of the first
science run of the XENON1T detector. The data properties and the event selection criteria
are briefly outlined in Section 5.1 and a short introduction to the nuclear recoil (NR) calibra-
tion data is given in Section 5.2. Special focus lies on the study of the electronic recoil (ER)
data taken with the novel 220Rn source introduced in Chapter 4. This source was used for the
first time within a dark matter search for the calibration of ER background events induced
natural gamma and beta radiation. This component presents the dominating background in
XENON1T. The quality of the taken 220Rn calibration data is monitored and its compatibil-
ity with the ER background present in the detector is verified in Section 5.3. It was shown in
Chapter 4 that differences between calibration and background data can lead to a bias in the
dark matter result. The 220Rn data was further used to define a selection criterion to remove
events from the the signal region in the dark matter search data. This so-called blinding
avoids tuning the analysis on potential signal events (blind analysis). At the same time, the
ER background region in the dark matter data was ensured to be accessible for studies of
selection criteria and background predictions. Furthermore, so-called wall events are studied
in Section 5.4. Those are interactions that take place in close proximity to the detector wall
and restrict the choice of the fiducial volume (FV) due to mis-reconstruction toward smaller
radii. The total background model, as well as the prediction for the background contribu-
tion of wall events, are described in Section 5.5. Section 5.6 presents the exclusion limit on
spin-independent WIMP-nucleon cross sections. The chapter is concluded with Section 5.7
where the findings are summarized in the context of other dark matter search experiments.
5.1 Data Quality and Event Selection
The data quality of the first XENON1T science run was ensured by sufficient detector sta-
bility, such that fluctuations of parameters like temperature, pressure and liquid level did not
impact the analysis. While the xenon was continuously purified, deviations were within 0.1%
for the temperature and pressure and within 8% for the liquid level. The electron lifetime
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was monitored regularly and was taken into account in the correction of the charge signal
S2. The photo-multiplier tube (PMT) high voltage was constant for all sensors while 35 of
them were off or not considered in the analysis due to a low single photoelectron (PE) detec-
tion efficiency or performance issues. The response of the PMTs was monitored by periodic
calibrations with LED pulses.
The data acquisition (DAQ) efficiency for single photoelectron pulses was, on average, 92%
during the science run with deviations smaller than 2%. An average DAQ live time of 92%
could be achieved during the run.
The event selection criteria are similar to the ones used in XENON100 [56] and were op-
timized to extract signals from physical interactions and to reduce non-WIMP like back-
grounds. All criteria have been developed either on calibration data or on simulated wave-
forms and were tested on the ER events that were accessible within the blinded WIMP search
data (see Section 5.3 for the definition of the blinding criterion).
The event selection requirements can be divided into criteria that select physical interactions
(noise and data quality criteria) and those that enhance the signal over background ratio
(WIMP search criteria). The noise and data quality requirements comprise the following:
• In order to reduced the probability of a signal being made of PMT dark counts, a
threefold PMT coincidence within a time window of 50ns is requested for any S1 or
S2 candidate.
• Each event is required to contain a S2 above a threshold of 200PE.
• The integral of all signals in the region before the S2 is not allowed to be larger than
300PE. This excludes events that are made up of signals from uncorrelated single
electrons or PMT dark counts.
• Any event closely following a high energy event within a few nanoseconds is vetoed in
order to neglect signals coming from the single electrons induced by photo-ionization
of impurities in the LXe. This effect is primarily seen after large S2 signals.
• Since diffusion causes a broadening of the electron cloud, the width of the S2 pulse
has to be correlated to the event’s depth in the TPC.
• The S1 and S2 PMT hit patterns are compared to the reconstructed event position using
a likelihood function to measure the consistency. This and the previous requirement
favor S1 and S2 signals that come from the same interaction.
The requirements on potential WIMP signals are the following:
• Having very low interaction cross sections with nucleons, WIMPs are expected to
scatter only once in the TPC. Hence, only events that contain a single interaction are
selected. Any additional S2 signal has to be consistent with the characteristics of a
single electron signal originating from photo-ionization of impurities or delayed ex-
traction of electrons from the liquid phase.
• The active muon veto is used to reduce the background from muon-induced neutrons
to a negligible level by requiring each event not to take place within 10ms after a muon
veto trigger.
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Figure 5.1: Comparison of NR de-
tection efficiencies at three analysis
stages as functions of recoil energy.
All curves haven been evaluated in the
fiducial volume. For reference, the en-
ergy spectrum of a 50GeV WIMP is
shown in red. See text for more expla-
nations. Figure from [53].
• A cylindrical fiducial volume (FV) containing a xenon mass of (1042±12)kg is used.
The FV was defined before unblinding the WIMP signal region by studying the spatial
distribution of the accessible ERs in the blinded dark matter search data (see Sec-
tion 5.3.2).
The impact of the selection criteria on the NR detection efficiency (blue) is shown in Fig-
ure 5.1 as a function of NR energy. The detection efficiency comprises the efficiency for
recording S1 and S2 signals from physical interactions and was evaluated using a Monte
Carlo code that simulates the complete chain of event generation, including shapes of S1s
and S2s, light propagation, and the detector-electronics chain. The threefold PMT coinci-
dence requirement causes the fall-off of the detection efficiency below 10keV.
The impact of the above listed event selection criteria on the NR detection efficiency was
evaluated on control samples in calibration data and on simulated events. The event selec-
tion reduces the efficiency (green curve in Figure 5.1) from 1.0 to 0.82 above 10keV due to
an overlap of the noise and background population with the signal region.
The WIMP search is restricted by requesting cS1∈ [3,70]PE and cS2bottom ∈ [50,8000]PE
where cS2bottom is the corrected S2 signal recorded by PMTs located in the bottom array.
The impact of this energy requirement on the combined detection and selection efficiency
is demonstrated by the black curve. For reference, the spectrum of a 50GeV WIMP is rep-
resented by the red line in Figure 5.1. The signal is unaffected by the energy restriction
but is predominantly reduced by the decrease of the detection efficiency toward low recoil
energies.
5.2 Nuclear Recoil Calibration
In order to gain knowledge about the detector response to NR, the same external 241AmBe
neutron source was used as employed in XENON100 [75]. It was placed next to the cryostat
by means of a calibration belt system shown in Figure 5.2 left.
The source generates neutrons by an (α ,n)-reaction. The α-particle is emitted by 241Am de-
cays that have a half-life of 433 years and an end-point energy of 5.6MeV. When interacting
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Figure 5.2: Left: View on the calibration belt system. A purely vertical belt (I-belt) can
be used to insert calibration sources into the water tank and place them at different heights
next to the cryostat. A so-called U-belt allows to also bring sources beneath the cryostat.
Figure from [105], Right: Calibration data taken with the external 241AmBe source. The
XENON1T response to NRs was evaluated by fitting the data with Ly and Qy from [83] as
priors. Figure from [53].
with 9Be the following reaction can be induced:
9Be+α → n+12 C∗+Q(5.704MeV) (5.1)
Depending on the α energy, the generated neutrons have energies of up to 10MeV [153].
The data taken with the 241AmBe source is shown in Figure 5.2 right. The XENON1T
response to those NR was evaluated by using a Markov Chain Monte Carlo fit where the
priors of the effective scintillation yield Leff and the charge yield Qy (see Section 2.3.3) are
set to the values reported in [83]. Hence, the fit is constrained by this external data.
5.3 Studies on Electronic Recoil Calibration Data
The calibration of the detector response to ER aims at modeling the dominating background
in the dark matter search constituted from ER events. In XENON1T, the highest background
rate is expected to come from 222Rn (T1/2 = 3.8d) that emanates from the detector materials
into the liquid xenon (LXe) and whose daughter isotope 210Pb (T1/2 = 22.3y) induces ER
events by beta decays. Due to the long half-life of the two isotopes, they have the chance
to distribute in the LXe within the TPC. Hence, the resulting background cannot be sup-
pressed by the selection of a FV. In the XENON100 detector, the ER background was dom-
inated by radiation from the detector materials. Therefore, the experiment could calibrate
this background by using external gamma sources that are brought close to the cryostat. In
XENON1T, the usage of radio-isotopes that can be dissolved in the LXe is more adapted.
For the calibration of the ER background region in XENON1T, the same 220Rn source was
used as introduced in Chapter 4. In contrast to the decay chain of the background initiator
222Rn, all isotopes in the 220Rn chain have half-lifes below 11 hours. Hence, when introduc-
ing the 220Rn source into the detector, its activity decays below background level on the time
scale of one week. The single scatter ER events used for the calibration are induced by beta
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Figure 5.3: Demonstration of Gaussian fit to 220Rn calibration data acquired with
XENON1T, projected onto log10(cS2bottom/cS1) (black) and log10(cS2/cS1) (red) in the
cS1 intervals [10,20]PE (left) and [190,200]PE (right). The intervals represent examples
for the low and high energy region of the ER band. The solid lines represent the best-fit
result. Respective reduced χ2 values are listed inside each panel.
decays of 212Pb (T1/2 = 10.6h). A source activity could be brought into the TPC that induces
a maximum ER rate of (40±4)mBq in the FV and within the WIMP search energy region.
This rate is large enough to allow for the acquisition of enough statistics within a few days.
In this section, a selection criterion will be introduced that removes events from the WIMP
signal region (blinding cut) in order to ensure a blind analysis. Furthermore, the ER calibra-
tion data is studied in detail to ensure its compatibility with background data and exclude a
potential bias in the ER background model that can influence the dark matter result.
As a foundation for these two studies, the ER band shape is modeled in the following.
5.3.1 The Electronic Recoil Band
NR and ER interactions can be distinguished by exploiting the difference in energy loss per
unit track length between the two processes. The parameter log10(cS2/cS1), also referred to
as discrimination parameter, is commonly used to discriminate the two event populations.
The discrimination parameter plotted versus cS1 is denoted as discrimination space.
Analog to the procedure introduced in Chapter 4, the shape of the ER band can be mod-
eled by projecting the data onto the discrimination parameter in intervals of cS1 and fitting
Gaussian functions from which the mean and the width are extracted. Figure 5.3 shows
two examples of the log10(cS2/cS1) distributions of 220Rn ER calibration data, in the low
energy region cS1∈ [10,20]PE (left) and the high energy region cS1∈ [190,200]PE (right).
The red population represents the data using the total measured and corrected S2 signal in
the discrimination parameter and the black population shows the outcome when using only
the S2 signal recorded by the bottom PMT array (cS2bottom). The fit-results of the Gaussians
are demonstrated by the solid lines and the respective reduced χ2 values are given within
each panel at the top . The χ2 values are close to 1.0 which indicates that the data is well
described by the Gaussians. Similarly good agreement has been observed for all other in-
termediate cS1 intervals of the size of 10PE. Furthermore, no difference could be found
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Figure 5.4: ER calibration data from
the 220Rn source presented in dis-
crimination space (black points). The
Gaussian mean is shown by the blue
point in each cS1 interval of 10PE
and the corresponding 99.5% one-
sided boundaries are marked by the
red points. The uncertainties are de-
rived from the error matrix of the
Gaussian fit result. Solid lines are em-
pirical parameterizations of the corre-
sponding data. cS1 [PE]
0 20 40 60 80 100 120 140 160 180 200
/c
S1
)
lo
g
(c
S2
1.5
2.0
2.5
3.0
3.5
Band Mean
99.5% one sided quantiles
10
between the 1σ widths when comparing the employment of cS2 or cS2bottom.
Figure 5.4 shows the calibration data acquired with the 220Rn source in the discrimination
space. The Gaussian means are presented in blue in each cS1 interval. As an example, the
99.5% one-sided Gaussian quantiles have been evaluated and are shown by the red points.
The associated uncertainties on the means and Gaussian quantiles in each cS1 interval have
been evaluated from the error matrix of the Gaussian fit. The dependence of the mean and
the quantiles on cS1 can be described by a phenomenological function of the form:
f (cS1) = eα·cS1+β · cS1+ γ (5.2)
where α , β , and γ are empirical parameters. The fit-result is represented by the blue and red
lines for the ER band mean and the 99.5% one-sided quantiles, respectively.
In the following, lower Gaussian quantiles constructed on 220Rn data will serve to define a
blinding cut and to compare the leakage of ER events into the signal region below the ER
band in background and 220Rn data.
5.3.2 Blinding Criterion
Blinding the dark matter search data has the aim to avoid optimizing data selection criteria
and the background model on potential signal events. At the same time, the ER background
has to be studied in the science data to identify detector anomalies, to test event selection
criteria and to evaluate the compatibility of the background with calibration data to exclude
biases in the ER background model. Hence, a blinding selection criterion intends to reject
events in the region most sensitive to WIMPs, while allowing a large as possible fraction of
ER events.
For the definition of the blinding criterion, the 1% Gaussian quantile of the ER band was
used. The corresponding functional form in discrimination space is denoted as 99% discrim-
ination line and is derived from Gaussian quantiles as described in Section 5.3.1.
In addition, all events with an uncorrected S2 smaller than 150PE were excluded from the
blinding. This population is mostly made out of randomly paired S1 and S2 signals, called
accidental coincidences [56]. The ratio between accidental coincidences and events from
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Figure 5.5: Effect of blinding criterion on 220Rn (left) and background (right) data in
discrimination space. Only basic data quality requirements have been applied for the gen-
eration of theses figures. Events that are affected by the blinding are marked in gray. For
reference, the NR median is shown as a blue line and the 99% discrimination line that
marks the upper boundary of the blinded region in log10(cS2/cS1) is shown in red.
physical ER interactions is different in 220Rn and dark matter search data. Hence, the acci-
dental coincidence population has to be accessible in the dark matter search data in order to
derive a background model (see Section 5.5).
The WIMP search is restricted to the cS1 region between 3 and 70PE (see Section 5.1).
Nevertheless, the blinding criterion was applied to events with cS1 up to 200PE in order to
have a region, also referred to as sideband region, where the background prediction could be
tested before unblinding the signal region between 3 and 70PE.
Figure 5.5 shows the effect of the defined blinding criterion on 220Rn (left) and dark matter
search (right) data in discrimination space. Only basic data quality requirements have been
applied in the two plots, ensuring the quality and correct classification of S1 and S2 peaks.
The population at low values in the discrimination parameter is the accidental coincidence
population that can be significantly reduced by further requirements on the correlation be-
tween S1 and S2. Furthermore, events characteristic for interactions taking place in the gas
phase are visible above the ER band at high values of the discrimination parameter. They are
deselected by the requirement on the S2 pulse width. Blinded events are marked in gray in
Figure 5.5 and unblinded ones in black. It should be noted that the application of the blinding
criterion to 220Rn data is only for demonstration. The full dataset was available for analysis
while the criterion was only used in the dark matter search data.
For reference, the 99% ER discrimination line is presented in red and the NR median in blue.
The NR median was extracted from the Markov Chain Monte Carlo fit of 241AmBe data and
was modeled only in the WIMP search energy region.
The defined blinding criterion was successfully applied to the dark matter search data dur-
ing the definition of event selection criteria and the construction of the background model.
No event in the signal region was revealed before these two important parts of the analysis
were fixed. After the successful test of the background prediction in the sideband region,
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Figure 5.6: Comparison of 220Rn (red) and background (black) spectral shapes in cS1 (left)
and cS2bottom (right) for cS1∈ [0,100]PE. The distributions have been normalized to their
integral.
a staged unblinding of the signal region was performed starting with an exposure of 4 live
days that were evenly distributed within the science run period. The fact that this partial
unblinding did not induce any changes, neither in the event selection nor in the background
prediction, indicates that all necessary information for the analysis was provided despite the
not accessible signal region.
5.3.3 Compatibility of Calibration and Background Data
It has been shown in Chapter 4 that a difference in the shapes of the ER band in calibration
data compared to the ER background in dark matter search data can have an impact on the
outcome of the WIMP search. Hence, a comparison of the spectra shall validate that the
bulk of the ER background is properly calibrated with the 220Rn source. Furthermore, the
calibration data serves for the prediction of the rate of the non-Gaussian leakage component
of ER. In XENON100, a population of events that leak below the ER band in discrimination
space and do not follow the Gaussian shape of the bulk ER distribution, was observed during
all dark matter runs [56]. It will be investigated if this feature is also seen in XENON1T.
The studies on the bulk distribution were performed before unblinding the dark matter signal
region and were repeated after the unblinding with the full dataset. In both cases no discrep-
ancy was observed between 220Rn and background data. Here, the status after unblinding is
presented as a validation of the background model used for the dark matter search.
The comparison of the non-Gaussian component in both datasets could be only performed
with the access to the signal region, hence in the unblinded state of the data.
The Spectra of the Electronic Recoil Bulk Distribution
Comparing the Gaussian parameters of the ER bands in discrimination space is rather chal-
lenging due to the very low ER background rate. However, it was found in Chapter 4 that the
spectra in cS1 and cS2 play a crucial role for the band shape. Hence, this study will focus on
the comparison of the spectra of 220Rn and background data.
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Figure 5.7: Left: Distribution of maximum gap for simulated cS2bottom spectra. Events
have been randomly sampled from the 220Rn cS2bottom distribution which has also been
used as probability density function for the evaluation of the maximum gap. The observed
maximum gap is marked by the red line. Right: Distribution of maximum gap boundaries
in cS2bottom. The observation is indicated by a red dot. The color scale shows the maximum
gap value. See text for more explanations on both plots.
Figure 5.6 overlays the spectral shapes of 220Rn data and the ER background in cS1 (left)
and cS2bottom (right) for cS1∈ [0,100]PE. The distributions have been normalized to their
integral and the uncertainties follow the Poisson statistics of the number of events in the
respective bin. The cS1 spectrum of background agrees within the uncertainties with the
spectrum of 220Rn data. No systematic offset in several consecutive bins can be observed.
However, the cS2bottom spectrum of the background only starts above 995PE whereas ER
events from the 220Rn source can be observed below these values. Given the low statistics
in background data it could be a statistical effect. Potential systematic effects from the data
processor, the cuts and the spatial distribution within the FV have been excluded.
In the case of a different shape between the 220Rn and background spectrum, the density of
background events would differ at a certain position in the spectrum. Hence, the gap in cS1
or cS2bottom between two neighboring events in the spectrum would be larger in that region,
while being smaller in other regions. The statistical significance of such under-densities can
be determined using the same test statistic as in the Maximum Gap Method [154]. Hereby,
it is assumed that the 220Rn distribution is the true underlying distribution which should be
respected by the background data. To test the background data for gaps in the spectra, the
following procedure is applied: The same number of events as contained in the background
spectrum is randomly drawn from the 220Rn cS2bottom (cS1) distribution. Each two consec-
utive cS2bottom (cS1) data points of that random distribution serve as boundaries between
which the integral of the 220Rn cS2bottom (cS1) spectrum is calculated. The maximum inte-
gral is denoted as maximum gap. This procedure has been repeated 10000 times in order to
generate the maximum gap distribution. The outcome is shown for the cS2bottom spectrum in
Figure 5.7 left. In the same way, the observed maximum gap is evaluated from background
data. It’s value is indicated by the red line in the same figure. By integrating the maxi-
mum gap distribution, evaluated on the cS2bottom spectrum, above the observation, a p-value
of 0.26 is obtained. This relatively large p-value points to a good agreement between the
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cS2bottom distributions of 220Rn and background data. Figure 5.7 right shows the simulated
maximum gap boundaries for the cS2bottom spectrum with the respective maximum gap value
on the color scale. The observation is marked by a red dot. In contrast to what one could
naively expect from the spectrum, the observed maximum gap is not between 0 and 995PE
but has higher boundaries of 2042PE and 2188PE. The same procedure has been applied
to the cS1 spectrum, resulting in a p-value of 0.86 and an observed maximum gap between
44PE and 48PE.
It can be concluded that the non-observation of background events below 995PE in the
cS2bottom is likely to be a statistical effect and that no significant under-densities are present
in neither the cS1 nor the cS2bottom spectrum. Hence, a calibration of the ER background re-
gion with the data from the 220Rn source is not expected to result in a bias in the background
model.
The non-Gaussian Leakage Component
A second comparison between background and 220Rn ER data is not related to the bulk dis-
tribution but focuses on its tail.
Due to the observation of leakage events below the ER band in calibration as well as in
background data in all three dark matter runs of XENON100, a prediction for this compo-
nent has been incorporated into the corresponding background models [56]. This so-called
non-Gaussian leakage features uncommonly low S2 signals with respect to the reconstructed
S1 and was first reported by [146, 155]. Possible explanations are multiple gamma interac-
tions within the TPC where at least once the energy is deposited in a region from which the
ionization electrons cannot be extracted. An example for such a region insensitive to the
charge signal is located between the cathode and the bottom PMT array. This non-Gaussian
leakage event population was modeled in XENON100 by evaluating the leakage fraction
in calibration data, i.e., the fraction of events below a specific discrimination line, and sub-
tracting the Gaussian contribution expected from the band [150]. In the final results of the
XENON100 experiment this model was expanded by the prediction of accidental coinci-
dences of uncorrelated lone S1 and S2 signals [56].
In order to see if this non-Gaussian ER component is also present in XENON1T, the leakage
fractions for different discrimination lines (DL) in 220Rn data are listed in the second column
of Table 5.1 for the energy region cS1∈ [0,200]PE. The uncertainties of the listed values in
the table account for the systematics of the discrimination lines as well as for the 1σ Poisson
uncertainty. A good agreement within the uncertainties is present between the observed frac-
tions and the expectation from the Gaussian distribution for the 50% and 1σ DL. In contrast,
the leakage fraction of (1.1±0.4)% evaluated for the 99.5% discrimination line deviates by
about 1.5σ from the expectation of 0.5%. Hence, it can be concluded that this non-Gaussian
background component is also present in XENON1T. It has about the same strength as in
XENON100 since similar leakage fractions were found for the same discrimination level in
that experiment [145]. Comparing the leakage fractions found in 220Rn data to the ones in
dark matter search data listed in the third column in Table 5.1, good agreement can be found
within the uncertainties. Furthermore, a good agreement with the Gaussian expectation is
found for dark matter data for the 50% and 1σ discrimination lines. This indicates that the
lines that were constructed on 220Rn data, apply to the ER background as well.
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220Rn DM Gaussian Expectation
Total Number of Events 1930 180
Fraction below 50% DL (49.6±1.3)% (55±4)% 50%
Fraction below 1σ DL (17.6±1.3)% (15±3)% 16%
Fraction below 99.5% DL (1.1±0.4)% (2.2+1.2−1.7)% 0.5%
Events below 99.5% DL 22±8 4+2.2−3.1
Rn: 9.7
Bkg: 1.8
Table 5.1: Comparison of 220Rn and background ER leakage fractions for different dis-
crimination lines (DL) evaluated in the region cS1∈ [0,200]PE. The discrimination lines
have been defined on 220Rn data. As a reference, the last row lists the observed number of
events below the 99.5% discrimination line together with the expectation assuming the ER
band to be entirely Gaussian distributed in the rightmost column.
In contrast to the 220Rn data, the leakage fraction below the 99.5% in which the non-Gaussian
component should become prominent, is also in agreement with the Gaussian model in dark
matter data. However, the measured value of (2.2+1.2−1.7)% lies 1σ above the expectation of
0.5%. The asymmetric uncertainties result from the Poisson distribution that becomes asym-
metric for low count rates. The statistical uncertainties are relatively large for the small
number of observed events below the 99.5% discrimination line of 4+2.2−3.1 (see last row of
Table 5.1).
Since the non-Gaussian leakage is observed in the 220Rn calibration data and its presence
cannot be excluded in background data, it has been taken into account in the background
model of the dark matter analysis. Following the procedure in [56], the background con-
tribution was predicted by modeling accidental coincidences and accounting the remaining
non-Gaussian fraction to a so-called anomalous leakage component with a flat energy spec-
trum.
It should be noted that the leakage does not scale with the time of data taking since this
parameter differs by about one order of magnitude between the 220Rn and the dark mat-
ter search data. Hence, the leakage effect is not related to exposure but seems to be truly
correlated to the total number of recorded ER events in the dataset.
5.4 Investigation of Wall Events
For the suppression of background, induced by radiation from the detector materials, the
selection of an inner fiducial volume (FV) is a powerful tool. At the same time, the FV
should be as large as possible since the number of expected WIMP interactions scales directly
with the target mass (see Equation 1.12). Those two competing considerations drive the
optimization of the FV choice.
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Figure 5.8: Left: Spatial distribution of simulated ER event rate from the detector ma-
terials in the energy region (1-12)keV in XENON1T. The lines mark fiducial volumes
with xenon masses of 800kg (purple), 1000kg (thick black), 1250kg (red), and 1530kg
(brown). The rate in the white regions is smaller than 1 ·10−6(kg·day·keV)−1. Figure from
[108]. Right: Spatial distribution of low energy (cS1< 70PE) background events within
the XENON1T TPC. The number of events is indicated by the color scale. The trunk-like
feature at high radii is an artifact from the position reconstruction algorithm. It is straight
in the vertical direction in raw data but is bent by the field distortion correction. The red
lines indicate the upper and lower boundaries of the cylindrical FV.
5.4.1 Considerations on the Fiducial Volume Choice
The simplest geometry for the FV is a cylinder since this shape is well adapted to the de-
tector geometry. However, in XENON100 super-ellipsoids have been used which are more
adapted to the spatial distribution of the background induced by radioactive contaminations
in the surrounding materials. The same shape was expected to be suited for XENON1T as
well.
Figure 5.8 left shows the simulated spatial ER event rate in the active volume of XENON1T
induced by radiation from the detector materials. The lines represent possible choices of
FV with xenon masses of 800kg (purple), 1000kg (thick black), 1250kg (red), and 1530kg
(brown). The super-ellipsoid shape follows the spatial distribution of the background and
allows to make optimal use of the target. Up to masses of about 1200kg, the contribution
of the materials to the total background rate was expected to be one order of magnitude
smaller than the rate expected from 222Rn, hence negligible [108]. However, a different spa-
tial distribution of the background in XENON1T was observed due to an imperfect position
reconstruction. Figure 5.8 right shows the low energetic background events with S1< 70PE
recorded during the first science run of 34.2 live days. The number of events is indicated
by the color scale. When comparing to the left plot in the same figure, it can be noted that
the spread in R2 is different in the observed background. While the simulated event rate de-
creases by four orders of magnitude within about 5cm, the background data is spread more
evenly over a region of about 11cm in R.
The very peculiar trunk-like shape that is present at high R2 is an artifact from the position
reconstruction algorithm. The algorithm tends to place events occurring close to the TPC
wall at the maximum radius (R2max = 2209cm
2). However, due to slight inhomogeneities of
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the drift field, the electron cloud, especially from events with high depth, does not reach the
liquid-gas interface at the maximum radius. Hence, the separation in R between the artifact
and the main population becomes larger for decreasing Z. By correcting for the distortion of
the drift field, events can be shifted toward higher radii than the maximum TPC radius and
the shape of the artifact is changed from a straight vertical line to the trunk-like shape. It
should be noted that the “trunk” is not a problem for the background of a WIMP search since
for this matter only inwards reconstructed events are of importance.
It can be observed in Figure 5.8 right that the events predicted by the simulation at the bot-
tom (see Figure 5.8 left), are reconstructed at the cathode. Furthermore, an event population
is expected to show at the top of the TPC as well. However, no events are observed in that
region that could be compatible with the expectation. This can be explained by a limited
efficiency of the peak finding algorithm to separate S1 and S2 peaks for short drift times
and is under investigation [65]. For this reason, the upper border of the FV in Z region has
been defined at −9cm as indicated by the upper horizontal red line in Figure 5.8 right. The
value of the lower Z boundary is driven by the aim to exclude the events reconstructed at the
cathode and is set to −93cm (lower horizontal red line in Figure 5.8 right).
The size of the FV can now only be tuned in the direction of R. The background events
from the detector wall seem to suggest a fiducial volume of the shape of a truncated cone.
However, it was found that this shape does not provide a significant advantage over a simple
cylinder in the trade-off between background suppression and high fiducial mass [65]. This
is due to the fact that the events from the TPC wall do not populate the ER band but leak
below the band into the signal region.
While trying to exploit the xenon mass in the active region of XENON1T, an increased
number of events was observed when scaling up the cylindrical FV beyond ∼ 1042kg, cor-
responding to R2 > 1370cm2. This is demonstrated in Figure 5.9, where the dark matter
search data is shown in a cylindrical FV of 1.5t xenon mass in discrimination space by the
green data points. The red points indicate events below the NR median (purple line) for the
smaller FV indicated above each panel. When increasing the FV, i.e. when extending its
radius, more events appear below the NR median and leak into the signal region. This study
was conducted in the sideband region of energies above 100PE in cS1. The gained results
led to the restriction of the FV to a mass of ∼ 1042kg in order to suppress these leakage
events from the wall. After the definition of the FV, the signal region was unblinded for
events located outside of the FV for further studies of this population.
The background from events that suffer from charge losses at the detector wall and are re-
constructed into the FV, was first observed by the LXe detectors ZEPLIN-II [157] and Xed-I
[158] and is also existent in the LUX [159] and PandaX [55] instruments.
These findings led to the investigation of events taking place at the detector wall in XENON1T,
referred to as wall events in the following, with the aim to understand their origin and features
and incorporate them into the background prediction of the dark matter search.
5.4.2 210Po Alpha Decays at the Wall
When investigating the high energy region of the background data it was found that 210Po
alpha decays provide a good test population to study the origin of wall events. 210Po de-
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Figure 5.9: Distribution of ER events in the dark matter search data in discrimination
space. The green data points mark events within a cylindrical FV of 1.5t xenon mass. The
red points show events that leak below the NR median (purple line) in a smaller FV as
indicated above each panel. Figure from [156].
cays with a half-life of 138.4d by emitting an alpha particle with an end-point energy of
Qα = 16.0MeV [76]. It is a daughter nuclide in the 222Rn decay chain coming after the
long-lived 210Pb which has a half-life of 22.2y and is an internal background source for LXe
detectors (see Chapter 2). Figure 5.10 shows the decay scheme of 222Rn together with the
respective half-lifes and the end-point energies of the alpha decays.
The isotope 210Po is expected to be present at the surfaces of the detector components due
to the accumulation of 222Rn daughter nuclides during the construction and storage of the
components in a non-radon free environment. This surface contamination, induced by 222Rn,
has been observed and studied also by other low background experiments such as CUORE
[160], BOREXINO [161], and LUX [162].
Identification of 210Po decays
To identify alpha decays in XENON1T, only few quality selection criteria are necessary,
since alpha particles feature high energies and stopping powers and therefore induce a clear
and almost background free signature in LXe detectors.
Only signals with cS1> 30 ·103 PE are considered and the pulse width of the S2 is required to
be below a certain value in order to reject gas events. The drift time has to be larger than 4µs
to reject interactions from the gas phase as well as those that are induced by single electrons
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Figure 5.10: Decay scheme of 222Rn, a daughter isotope of the uranium decay chain. Half-
lifes and end-point energies from [76].
after big S2s. A loose criterion on the correlation between the fraction of the total S1 area
detected by the top PMT array (S1aft: S1 area fraction top) and the reconstructed Z-position
is applied. It removes a number of outliers having small S1aft and small TPC depths1. The
Z coordinate is required to be larger than −96cm in order to avoid events from the cathode
that cannot be attributed to a distinct alpha decay due to a poor light collection efficiency
in that region that smears out the alpha peaks in the cS1 spectrum. This cathode population
has a rate of ∼ 3mBq which is approximately five times smaller than the rate of 210Po and is
therefore neglected in this analysis.
Figure 5.11 left shows the selected events recorded during the first dark matter science run
of XENON1T in cS1 vs. cS2 space. The color scale indicates the number of events per
bin. The distribution shows a population with two peaks at high cS2 values of approximately
120 · 103 PE and one population at a significantly lower cS2. The red line marks the cS2
value of 80 · 103 PE that defines the border between the two populations. Their cS1 spectra
are shown in Figure 5.11. The population with cS2> 80000PE is shown in black and the one
with cS2< 80 ·103 PE is presented in red.
A similar picture is revealed by XENON100. Figure 5.12 shows for comparison events se-
lected with the same criteria as presented in Section 4.2.1 in the cS2bottom2 vs. cS1α space.
cS1α denotes the S1 signal corrected for the PMT saturation that is dependent on the event
position (see Section 4.2.1). Again, the red line separates the high and the low cS2bottom
populations.
Using the cS1 spectrum, the individual alpha decays can be identified in both detectors. Ta-
ble 5.2 lists the S1 yields, i.e., the mean cS1 signal divided by the respective Qα of the three
isotopes 210Po, 222Rn, and 218Po detected with XENON100 and XENON1T. The mean cS1
was determined by Gaussian fits to the spectra. The uncertainties represent the systematic
from the fit while the statistical uncertainties are negligible. The S1 yields in XENON100 are
compatible amongst the isotopes within the uncertainties which points to a correct identifica-
1The cut is shown as a red line in Figure D.1 in the Appendix D
2In XENON100 the variable cS2bottom, i.e. the S2 signal detected by only the bottom PMT array, is
preferred against the total detected S2 signal. This is related to the more homogeneous signal correction of
cS2bottom in the horizontal plane. The same has been found in XENON1T which led to the usage of cS2bottom
in the final dark matter analysis. However, at the time when this analysis was performed the cS2bottom variable
was not yet available.
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Figure 5.11: Left: Event distribution of high energetic background data recorded during
the first science run on XENON1T in cS1 vs. cS2 space. The color scale shows the number
of events per bin. The red line separates the homogeneously distributed events from 222Rn
plus 218Po and the 210Po decays that can be found only at the TPC edge. Right: Projection
of the same data onto cS1 when requiring cS2> 80 · 103 PE (black) and cS2< 80 · 103 PE
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Figure 5.12: Alpha Events in XENON100 in the
cS2bottom vs. cS1α space. The populations of the
distinct isotopes have been marked in red. The red
horizontal line at cS2bottom = 40 ·103 PE separates
the region of 218Po and 220Rn alpha decays from
the region of 210Po decays. cS1α
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Po218
Rn222
Po210
210Po 222Rn 218Po
Qα [keV] 5407 5590 6115
XENON100 S1 yield [PE/keV] 3.62±0.02 3.60±0.01 3.61±0.02
XENON1T S1 yield [PE/keV] 9.17±0.01 9.25±0.02 9.25±0.01
Table 5.2: Comparison of S1 yields for alpha decays measured in XENON100 and
XENON1T.
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Figure 5.13: Spatial distribution of 222Rn and 218Po alpha decays (left) and 210Po decays
(right) in XENON1T. The trunk-like feature at high radii is an artifact from the position
reconstruction algorithm. It is straight in the vertical direction in raw data but is bent by
the field distortion correction.
tion and a linear energy scale of alpha decays in that energy region. However, in XENON1T
the light yield of 210Po is significantly reduced compared to the other two isotopes. This
could be caused by a bias in the spatial correction of the S1 signal close to the detector
border: As a result of surface contaminations, 210Po decays take place at the PTFE walls.
However, its reconstructed position is spread over about 9cm in R. Since the light collection
efficiency decreases toward the outer edge of the detector [105], a smaller correction factor
is applied to events that are reconstructed inwards. This leads to the decreased light yield of
210Po in XENON1T.
The larger light yields for all alpha decays in XENON1T with respect to XENON100 is a
result of the higher light collection efficiency and the smaller drift field3 that allows a larger
fraction of electron-ion pairs to recombine and form excited xenon atoms that emit scintilla-
tion light.
Spatial Distribution
The reason for the reduced charge collection of 210Po interactions is the spatial distribution
within the detector. While 222Rn and 218Po are mostly homogeneously distributed within the
TPC, 210Po decays occur only at the edge of the TPC. This can be deduced from Figure 5.13
where 222Rn and 218Po (210Po) events are shown on the left (right) in the Z vs R2 space in
XENON1T. The number of events is indicated by the color scale.
The fact that 222Rn and 218Po is present within the whole LXe while 210Po decays occur only
at the detector edge points to 210Po contaminations on the PTFE surfaces. Alpha decays in
the bulk material could not be seen due to their high energy loss per unit track resulting in
short (∼µm) mean free paths in materials. Since only a peak from 210Po is visible in the cS1
spectrum when requiring small cS2< 80 · 103 PE it can be concluded that 222Rn and 218Po
are not trapped on the PTFE surfaces in contrast to 210Po. Otherwise, a similar rate of all
isotopic decays would be expected in the low cS2 regime.
3In XENON100 a drift field of 400V/cm was present during this work while in XENON1T the drift field
yielded 120V/cm.
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The origin of the event population with Z <−60cm and R2 < 1600cm2 in Figure 5.13 right
is under investigation. Given the small number of selection criteria that comprise only spatial
and energy requirements, and a very loose requirement on the correlation between the S1aft
and the Z coordinate, the population could vanish when applying more data quality criteria.
The rate of this low Z population is negligible in comparison to the rate induced by radiation
from the detector wall and therefore not of importance for this study. In the following,
R2 > 1600cm is additionally required to study further properties of 210Po events at the wall.
The Rate
With the observed 210Po decay rate, the hypothesis of the plate-out of 222Rn decay daughters
on the detector materials during their production and storage can be validated. This study
serves to exclude that the accumulation of 210Po on the PTFE surfaces is related to the pres-
ence of 222Rn contaminated LXe around the material.
In the first science run of XENON1T a total of 157846 events from 222Rn and 218Po were
recorded in the whole active target. From the cS1 spectrum the ratio between the number of
222Rn and 218Po decays is evaluated to 1.02±0.01. The slight deviation from 1.0 might be
explained by the accumulation of 218Po at the cathode since it is positively charged after the
decay.4
Having 34.2days of background data, the 222Rn rate can be inferred to be (27.0±0.1)mBq
in the whole sensitive volume, corresponding to (13.7±0.2)µBq/kg if a homogeneous dis-
tribution is assumed in the LXe.
The total number of detected 210Po alpha decays during the science run amounts to 43378,
corresponding to a rate of (14.7±0.1)mBq. This value is expected to be a lower limit for the
true 210Po activity in the detector since a reduced detection efficiency is expected for this iso-
tope owing to the charge loss at the wall. The presence of a charge signal has been required
for 210Po interactions. Events with a radius smaller than 40cm were neglected, as well as the
cathode region. A rough estimate can show if the observed 210Po rate is compatible with an
origin from 222Rn decays that take place in the LXe. All radio-isotopes in the 222Rn decay
chain before 212Pb have half-lifes of the order of days or less. They can be assumed to be in
equilibrium with each other considering the long half-life of 212Pb. The activity APo of 210Po
in dependence of time can then be inferred from the activity ARn of 222Rn by:
APo(t) =
ARnλPb
λPo
(
1− e−λPot
)
, (5.3)
with the corresponding decay constants λPo and λRn. In the nine months between the initial
filling of the detector with LXe and the start of data taking, a 210Po activity of about 0.6mBq
could have grown in from the 222Rn present in the 3.3t of xenon in the detector. This is by no
means in agreement with the observation of (14.7±0.1)mBq. Hence, the activity from 210Po
on the PTFE surfaces was already present before the initial detector filling. Consequently,
4For comparison, the same ratio was determined to 1.4± 0.2 in XENON100. The cause for this increase
in detection efficiency of 218Po in XENON1T might the larger detector volume and therefore longer drift path
until the cathode can be reached. The 218Po ion has more time to either decay (T1/2 = 3min) or attract an
electron and become neutral. Furthermore, the convection pattern that played the dominant role for ion-drift in
XENON100 [139] might look differently in XENON1T.
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Figure 5.14: cS2 (cS2bottom) spectrum of 210Po decays in XENON1T (left) and
XENON100 (right). The charge signal of these events is reduced by up to 95% due to
their proximity to the detector wall where electrons get attached.
its accumulation already took place during construction and storage of the detector material.
5.4.3 Position Resolution and Charge Loss of Wall Events
In Section 5.4.2, the presence of 210Po in the detector was inferred from its alpha spectrum
and was predominantly observed at the detector border. The alpha particles with an energy of
5.4MeV have a mean free path of about 40µm in LXe [163]. This close proximity to the TPC
wall was observed to have an impact on the resolution of the reconstructed position of these
events, as well as on the charge signal. It will be shown in Section 5.4.4 that these properties
are shared by low energy ER events induced by radiation from the detector materials.
S2 Distribution
Figure 5.14 shows the cS2 (cS2bottom) spectrum of 210Po events recorded with XENON1T
on the left and XENON100 on the right. In both detectors it falls off exponentially with
slopes of the same order of 10−6 PE−1. Furthermore, both spectra share the feature of a rate
decrease toward small cS2 that starts at much higher values than the applied S2 threshold.
This points to an efficiency loss at small cS2 which could be induced by a physical or a
detector related effect and is subject to further investigations.
In XENON1T, a mean cS2 value of about 111 · 103 PE would be expected for 210Po alpha
decays if approximately the same S2 yield applies for those interactions as for 222Rn decays.
The maximum rate in the cS2 spectrum, however, is observed at about 6 ·103 PE correspond-
ing to only 5% of the expected charge signal. For XENON100, this value is of the same
order. One hypothesis for this charge loss is the attachment of electrons, generated at the
interaction site, to the PTFE.
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Figure 5.15: Left: Spatial distribution of 210Po events in XENON100. The number of
events are indicated by the color scale. Right: Shape comparison of R2 distribution of 210Po
events in XENON100 and XENON1T. The drift length of XENON1T has been restricted to
Z >−30cm in order to match the length of the XENON100 TPC. The maximum of the two
distributions has been shifted to zero under the assumption that this a good approximation
for the position of the detector wall.
Position Reconstruction Resolution
Ideally, the position of 210Po decays would be reconstructed at the maximum TPC radius of
48cm in XENON1T due to the µm range of alpha particles in LXe. However, in Figure 5.13
left, a spread in R over up to 9cm is observed. Furthermore, the transverse spread is depen-
dent on the TPC depth of the event. For comparison, the same 210Po population observed
in background data of XENON100 is shown in Figure 5.15 left. A more accurate position
reconstruction than in XENON1T can be noticed since the events are only scattered over up
to 2cm with no strong dependence on Z. This becomes even more prominent when over-
laying the 210Po R distributions of the two detectors normalized to their respective integrals.
The maximum has been shifted to zero assuming that this position is a good approximation
for the PTFE wall. To take into account that the resolution of the position reconstruction
in XENON1T is affected by the larger drift length due to which the lateral diffusion of the
electron cloud is increased, only events with a depth of up to 30cm, the maximum drift
length of XENON100, have been considered. Interactions taking place close to the wall are
reconstructed inwards by up to 5cm in XENON1T and only about 1cm in XENON100. It
should be noted that the position reconstruction algorithm was adapted and tuned over sev-
eral years in XENON100 and similar efforts are ongoing in XENON1T that already show
improvements at the time of writing.
From simulations, the mean distance between the true and the reconstructed event position
(mean error) in XENON1T was evaluated to about 3cm at outer radii and uncorrected S2 sig-
nals at the threshold of 200PE [65]. The resolution in the same detector region improves to
a mean error of about 1cm for S2s larger than about 6 ·103 PE which applies for the majority
of the 210Po decays observed in XENON1T (see above). Hence, the position reconstruction
resolution in R in XENON1T is decreased by a factor of 9 compared to the expectation from
the simulation. The cause is investigated in Figure 5.16.
In order to verify that the size of the detected uncorrected S2 signal does not have an influ-
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Figure 5.16: Top row: Uncorrected S2 vs R2 distribution of 210Po events for different Z
ranges as indicated above each panel. The number of events is given by the color scale.
Middle row: Comparison of projections of the data shown in the upper panels onto R
for the S2 intervals [0,20000]PE (black), [20000,40000]PE (red), and [20000,40000]PE
(blue). Bottom row: X-Y distribution of the same events for the same Z intervals. The red
circle marks the true TPC radius. Events that are lying outside are over-corrected by the
field distortion correction.
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ence on the uncertainty of the reconstructed position of 210Po events, S2 is plotted versus R
in the top row of Figure 5.16. The number of events is indicated on the logarithmic color
scale and the selected TPC depth increases from left to right as indicated above each panel.
As expected, large S2 values up to 80 · 103 PE are only possible at the top since no correc-
tion for electron attachment to impurities has been applied. Large S2 signals seem to show
the same spread in R as smaller S2 signals. As predicted by the simulation, no correlation
between S2 and the spread in R is observed. This becomes more evident when projecting
the data onto R for different S2 intervals as done in the middle row of Figure 5.16. The
distributions of the S2 intervals [0,20000]PE, [20000,40000]PE, and [40000,60000]PE are
presented in black, red, and blue, respectively. The histograms have been normalized to their
integrals. The shapes of the projections onto R are in good agreement within the statistical
uncertainties between the individual S2 intervals. However, they differ among different Z
intervals. A larger spread for higher TPC depths is seen. It can be concluded that the trans-
verse resolution of the position reconstruction algorithm is not dominated by the size of the
raw S2 signal that is in general smaller for events from the bottom of the TPC due to electron
attachment during their drift to the liquid-gas interface. Instead, the uncertainty of the event
position is dominated by the Z position of the event itself.
This is supported by the X-Y distributions shown for the same three Z ranges in the bottom
row of Figure 5.16. The red circle marks the true TPC radius known from the detector de-
sign. Some events are reconstructed outside of the TPC due to over-correction of the field
distortion. A clear inwards trend of the event radii is seen from small to large Z values. The
peculiar shape with its notches that becomes more prominent toward higher depths, is corre-
lated with the arrangement of the vertical PTFE panels that confine the TPC [105]. Hence,
it is suspected that the observed X-Y distribution of wall events can be attributed to a field
distortion in the X-Y -plane that is not yet included in the field distortion correction. The
hypothesis is supported by the observation that the feature represented by the notches be-
comes stronger for increasing TPC depths: Electrons from interactions taking place at the
bottom follow the field lines for a longer time and therefore can be more distorted before
they are extracted from the liquid. This issue is not observed in XENON1005. In contrast
to XENON1T, the field shaping electrodes are located inside the TPC in XENON100 which
might be the cause for the different X-Y distributions in the two detectors.
The behavior of 210Po shown in Figure 5.16 is observed for low energetic background events
as well that are taking place in close proximity to the wall. However, the distributions are
more smeared due to less statistics and a further decrease in the position resolution at low
energies. The corresponding Figure D.3 can be found in the Appendix D.
5.4.4 Comparison of Wall Events from 210Po and Low Energy Back-
ground
The properties of wall events, described in the previous section, were derived from alpha
interactions close to the TPC edge in XENON1T. However, for the dark matter search, only
low energetic ER interactions are of interest. The low energy recoils, primarily induced by
beta and gamma radiation from the detector wall, were observed to leak into the signal region
5The X-Y distribution of 210Po events in XENON100 can be found in Figure D.2 in the Appendix D.
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Figure 5.17: Comparison of R (left) and Z (right) distributions of 210Po to low energy
background events in XENON1T. Background events are required to have a cS1 smaller
than 70PE. The histograms are normalized to their integrals.
due to a reduced charge signal (see Section 5.4.1). By comparing to the properties found for
210Po decays that are certain to take place on the detector wall, the origin of the low energy
ER events that populate also the NR region can be concluded. This study has been performed
before unblinding the WIMP signal region inside the FV of 1042kg xenon mass. However,
an unblinding of the signal region for events outside of the FV has been performed to allow
the following investigations.
Figure 5.17 compares the shapes of the R2 (left) and Z (right) distributions of 210Po events
(black) to the low energy (cS1< 70PE) background in the dark matter search data (blue)
recorded during the first science run of XENON1T. The histograms have been normalized to
their respective integral.
The general shape of the 210Po R2 distribution is shared by the ER background population,
though the distribution of the latter is a bit more smeared out. This is explained by the
longer mean free path of gamma particles (up to several centimeters for the energies present
in the uranium and thorium decay chain [163]) compared to alpha (∼µm) and beta (∼mm)
particles. Furthermore, the position reconstruction algorithm features a lower precision for
S2 signals from low energetic decays. While the 210Po distribution can be well described
by an exponential in the region [1900,2200]cm2 with a slope of (7.07± 0.02) · 10−3 cm−2,
the R2 distribution of low energy background events below 2300cm2 seems to be consti-
tuted out of two exponentials. The exponential increase in the region [1900,2200]cm2 yields
(3.8±0.2) ·10−3 cm−2 and is a bit reduced compared to 210Po.
The smeared R2 distribution of low energy background events with respect to the 210Po
distribution is the reason why low energy interactions possess a finite probability to be re-
constructed inside the fiducial volume restricted by R2 < 1365cm2.
The shape of the Z distributions of 210Po and background events (see Figure 5.17 right) are
in good agreement within the uncertainties except for a larger rate close to the cathode and
the gate meshes (bottom and top) in background. This might be due to radioactive elements
within the mesh material that emit gammas and betas but not high energetic alphas. Both
event populations, background as well as 210Po, show increasing rates toward the top which
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Figure 5.18: Left: cS2 spectrum of low energy events (cS1< 70PE) recorded during the
first science run of XENON1T and passing all dark matter search criteria. Right: cS2
distribution of 210Po interactions taking place in close proximity to the PTFE detector wall.
Plot already shown in Figure 5.14 left.
is presumably correlated to a higher strength and inhomogeneity of the drift-field at the top
part of the TPC [65]. Consequently, a higher efficiency of extracting the electrons from the
interaction site is present since the attraction of charges to the PTFE can be overcome in
more cases. The field deviations result from the detector geometry and might be additionally
influenced by charges accumulating on the materials. They are under investigation using
finite element simulations (COMSOL [164]) in order to adapt the field distortion correction.
Concerning the distribution of the charge signal of the low energy ER background, a fea-
ture of two exponentials is visible as in the R2 distribution. Figure 5.18 left shows the cS2
distribution of the same background events whose R2 and Z distributions were investigated
in Figure 5.17. As for 210Po alpha events (compare Figure 5.18 right), two exponential fall-
offs with different slopes are observed. Background events feature a significantly steeper
slope (about 3 orders of magnitude higher for cS2< 2000PE) compared to 210Po data in the
same region. Note the different scale on the x-axis in the two plots in Figure 5.18. The
steeper exponential slope of the cS2 distribution of the low energetic ER background might
be caused by the very different energy loss per unit track length of low energetic gamma and
beta interactions compared to alpha particles. This difference results in varied charge yields.
Additionally, the longer mean free path of gammas and betas might result in smaller charge
losses than for alpha events since the interaction site can be located further away from the
PTFE wall, leading to the faster fall-off of the cS2 spectrum of background events. A bet-
ter understanding of the potential correlation between the R2 and cS2 distributions of wall
events are subject to future investigations.
As observed for 210Po decays, an efficiency drop-off at low cS2 is present in the dark matter
search background as well. However, in the case of the low energetic background events,
this could be also explained by the detection efficiency. The events close to the efficiency
threshold in cS2 are the most relevant ones for the background from wall events in the dark
matter search. The resolution of the position reconstruction resolution is additionally reduced
for very small S2 signals and therefore, a correlation between the inwards reconstruction of
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Figure 5.19: Left: Combination of all background models shown in the cS2bottom vs cS1
space inside the fiducial volume. The solid red line shows the NR median and the dashed
red line the−2σ quantile. Figure from [65] Right: Projection of the individual components
onto cS1 between the NR median and the−2σ quantile called reference region. The labels
match the ones in Table 5.3. For comparison, the expected distribution of WIMPs having a
mass of 50GeV and a WIMP-nucleon cross section of σ = 10−46 cm2 is shown by the red
dotted line. Figure from [53].
events from the wall and their measured S2 has to be taken into account in the background
prediction from wall events.
5.5 The XENON1T Background Model
The background for the first dark matter search with XENON1T was modeled considering
the following six background sources: The Gaussian part of the ER band within the fiducial
volume, NR from neutrons and coherent scattering of solar neutrinos, accidental coinci-
dences of uncorrelated lone S1 and S2 signals, a flat component of non-Gaussian leakage
of ER events below the band that cannot be accounted for by accidental coincidences (see
Section 5.3.3), and the wall events that were discussed in Section 5.4.
The six background components will be explained in the following and the method to con-
struct the model of the wall event background is presented. For the final WIMP search
analysis, the parameter space cS2bottom, i.e., the corrected S2 signal detected by the bottom
PMT array, versus cS1 has been used. Even though no major differences were found when
performing the analysis with the total detected charge signal cS2 or with cS2bottom, the latter
was chosen before unblinding. The motivation is the more homogeneous collection of the
secondary scintillation light on the bottom PMT array.
5.5.1 The Background Components
The combination of the probability density function (PDF) of the six background compo-
nents in the parameter space cS2bottom versus cS1 is shown in Figure 5.19 left within the
WIMP search region restricted by cS1∈ [3,70]PE and cS2bottom ∈ [50,8000]PE and inside
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the FV of 1042kg xenon mass. The NR median and the −2σ quantile are shown as a solid
and dashed red line, respectively. The region between those lines is denoted as reference
region and excludes 99.6% of the ER background while accepting about half of the WIMP
candidate events. The WIMP search data is statistically interpreted by a profile likelihood
[148], where the background model PDF is taken into account within the full search region.
A projection of each background contribution to cS1 within the reference region is shown in
Figure 5.19 right. In the following, we will refer to that figure when discussing the individ-
ual background components. For comparison, the expected PDF of a 50GeV WIMP with an
interaction cross section to nucleons of σ = 10−46 cm2 is shown as a red dotted line.
Downwards fluctuations of events from the ER band due to the overlap of the ER and NR re-
gions, present the most dominant component above 10PE in cS1 (blue in Figure 5.19 right).
The ER band in background data within the fiducial volume is predominantly populated by
β -decays of 85Kr and 214Pb, the daughter nuclide of 222Rn. The ER background model was
constructed by fitting a Markov Chain Monte Carlo simulation to 220Rn calibration data. The
best-fit photon yield and recombination fluctuations are extracted and found to be compara-
ble to the ones found by the LUX collaboration [141]. The model incorporates uncertainties
on the electron and photon yield parameters g1 and g2, the spatial corrections of S1 and
S2, the electron-extraction efficiency at the liquid-gas interface, and the event-selection effi-
ciency.
The background from NR is composed of three sources: radiogenic and cosmogenic neu-
trons (orange in Figure 5.19), and coherent scattering of solar neutrinos (solid red in Figure
5.19). The recoil energy spectra of these processes were calculated in [108]. They were
converted to cS1 and cS2bottom by applying a nuclear recoil response model which has been
derived from the Monte Carlo fitting of the nuclear recoil calibration data (see Section 5.2)
using the same detector parameters and corresponding uncertainties as for the ER back-
ground model. The energy-conversion was constrained by the NEST model [147]. The
expected rate of cosmogenic neutrons is one order of magnitude smaller than the other two
considered components and is therefore neglected. Coherent neutrino scatters induce the
second highest background rate below ∼ 5PE while radiogenic neutrons feature the second
highest rate after the ER background, between 20 and 50PE.
As mentioned in Section 5.3, uncorrelated S1 and S2 signals contribute to the background
and are denoted as accidental coincidences (green in Figure 5.19 right). Isolated S1s (also
lone S1s) can originate from interactions taking place in regions with a reduced charge col-
lection efficiency, e.g. below the cathode. Isolated S2s (also-called lone S2s) can be induced
by photo-ionization at the electrodes or by interactions in detector regions with poor light
collection. The model is built using dark matter search data in which the WIMP sensitive
region was blinded but events with a S2 signal smaller than the threshold of 200PE were
accessible. Adapting the procedure from [56], the rate and spectrum of lone S1s were esti-
mated from S1s occurring before the main S1 in an event. The lone S2 rate and spectrum
were evaluated by looking at events where no valid S1 could be found before the S2. By
randomly pairing the isolated S1s and S2s and applying the event selection criteria on those
created events, the accidental coincidence rate and its spectrum was modeled. Accidental
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coincidences dominate the overall background rate below ∼ 8PE.
As a result of the studies of leakage below the ER band in 220Rn calibration data (see Section
5.3.3) and due to its previous observation in XENON100 [56] a flat background component
was added (brown in Figure 5.19 right). It accounts for non-Gaussian leakage of ER events
below the band that are not already considered by the accidental coincidence model.
The wall leakage background component (violet in Figure 5.19 right) is made up of in-
teractions taking place close to the PTFE walls of the TPC, i.e., predominantly ER from
radioactivity in the detector materials. These wall events were studied in Section 5.4. They
can be reconstructed inwards into the fiducial volume due the limited position reconstruction
resolution in the order of several cm in the outer detector region. Additionally, these wall
events suffer from a reduced S2 signal resulting in a downwards shift from the ER band into
the NR region. This effect presents a dangerous background for the WIMP search. The
spectral distribution of the corresponding background model was evaluated within the scope
of this thesis and will be described in the following Section 5.5.2.
A summary of the expected number of events in the dark matter search data of 34.2 live
days and in the reference region, is given for each background component in Table 5.3. Un-
certainties smaller than 0.005 events are omitted but are properly taken into account in the
profile likelihood analysis that is performed in the whole WIMP search region restricted by
cS1∈ [0,70] and cS2bottom ∈ [50,8000]. The abbreviations in parentheses in Table 5.3 match
the ones used in Figure 5.19 right. The largest background comes from the overlap between
the ER band with the NR region with 0.26+0.11−0.07 events in the reference region. Since the
most stringent constraint is given by the data itself, this value is directly evaluated during the
statistical treatment of the data in the likelihood analysis. This is why the value is given in
parentheses in Table 5.3.
Number of Events
Electronic recoils (ER) (0.26+0.11−0.07)
Radiogenic neutrons (n) 0.02
CNNS (ν) 0.01
Accidental Coincidence (acc) 0.06
Wall leakage (wall) 0.01
Anomalous (anom) 0.01±0.01
Total Background 0.36+0.11−0.07
Table 5.3: Expected number of background events for each individual component in the
reference region between the NR median and the −2σ quantile within the WIMP search
region and the fiducial volume. Uncertainties of less than 0.005 events are omitted. The ER
rate is unconstrained in the likelihood. Here, the best-fit values are given in parentheses.
Table from [53].
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5.5.2 Wall Leakage Background
The properties of so-called wall events have been investigated in Section 5.4. It was found
that a finite probability is present for this population to be reconstructed inside the FV. Due to
charge loss at the PTFE wall they feature a reduced S2 signal and therefore can occur below
the ER band. This is why this component is referred to as wall leakage background. The
corresponding background prediction was constructed from low energy background data
outside of the 1042kg FV in which the WIMP search region was unblinded, before the
unblinding inside the FV. The same selection criteria have been applied as for the dark matter
search (see Section 5.1). The rate and the spectral shape of the wall leakage background have
been determined independently.
The Rate
The rate was inferred from the population below the NR median (see Figure 5.9) in order
to only take into account events where charge loss occurred. Figure 5.20 shows the number
of events over the xenon mass inside cylindrical FVs mXenon. The cylinders have the same
height as the 1042kg FV but different radii which are indicated at the top. The uncertainties
on the data points were inferred from statistics. For the background rate estimate, the xenon
mass range was restricted to values below 1300kg. At higher fiducial masses, internal back-
ground sources, i.e., radioactive isotopes dissolved in the LXe, start suffering from charge
loss and become “wall-like” as well. Hence, there would be an overlay between the internal
and external ER background sources whereas only the component coming from the detector
wall is responsible for the wall leakage background.
The R2 distribution of wall events was observed to be exponentially decreasing toward
smaller radii in Section 5.4.4. Hence, the number of wall events expected in the 1042kg
FV is extracted from an exponential fit (red line) to the data shown in Figure 5.20. The
systematic uncertainty due to a potential deviation from the fit model is gained from the
difference to the result of a power falloff fit of the form 1/mpXenon (green dashed line). The
result for the whole science run yields (0.5±0.3) events for cS1< 70PE [156].
The Spectral Shape
The charge loss at the PTFE wall removes any strong correlation between cS1 and cS2bottom
that is present for ER events for which the charge can be fully collected. Hence, the two
variables cS1 and cS2bottom can be studied independently.
Figure 5.21 shows the distribution of cS1 vs. R on the left and cS2bottom vs. R on the right,
with the number of events on the logarithmic color scale. The Z range was set to be the same
as for the 1042kg FV. The radius of the FV is marked by the red solid lines. Only events
that were identified to have suffered from charge loss with high probability by lying below
the 99.5% ER band discrimination line, were considered. The step in the density distribution
that can be observed at R∼ 48cm is related to the artifact in the position reconstruction that
has been previously described as the “trunk-like” feature.
The cS1 spectrum is entirely uncorrelated to R. Consequently, all shown events outside of
the FV (38247 events) are used for the prediction of the cS1 spectrum. It is modeled using
the kernel density estimation (KDE) method [165, 166]. A KDE allows to estimate the PDF
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Figure 5.20: Number of events below NR median vs. xenon mass in cylinder volumes
whereas the cylinders only differ by their radii as indicated by the scale at the top. Uncer-
tainties are purely statistical (Poisson distributed). The red solid line shows the exponential
fit result and the green dashed line the result from the power fall-off fit. Figure from [156].
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Figure 5.21: Left: Correlation of cS1 with the TPC radius R for events passing all selection
criteria but fall below the 99% ER discrimination line. The number of events per bin is
indicated by the color scale. The red line marks the radius of the 1042kg cylindrical FV.
All events with higher radii haven been used to model the cS1 spectrum. Right: cS2bottom
vs. R for the same event selection except that the S2 threshold S2> 200PE was replaced
by cS2> 200PE to avoid a Z-dependence. The red solid line indicates the radius of the
1042kg cylindrical FV. Events falling between the solid and dashed red lines have been
used to model the cS2bottom spectrum.
129
5 First Dark Matter Result of XENON1T 5.5 The XENON1T Background Model
c 1 [PE]
10 20 30 40 50 60 70
N
or
m
al
iz
ed
 to
 In
te
gr
al
0.000
0.005
0.010
0.015
0.020
0.025
0.030
Data: S2 > 200 PE, R > 37 cm
KDE
S (PE)]10) [logbottom(c 210log
1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8
N
or
m
al
iz
ed
 to
 In
te
gr
al
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18
0.20
Data: cS2 > 200 PE, 37 < R < 39 cm
KDE
S
Figure 5.22: Control samples from which the cS1 (left) and cS2bottom (right) spectra have
been modeled by kernel density estimation (KDE). See text for more explanations.
of a measured distribution in a non-parametric way. It is advantageous when only limited
statistics is available since it allows to also extrapolate the PDF into regions where no events
have been measured. This is primarily an issue for the cS2bottom spectrum but for consistency
the same method has been applied for the cS1 spectrum. The result is shown in Figure 5.22
left in red, together with the original data in black. Good agreement between the data and
the estimated PDF can be observed within the statistical uncertainties.
For cS2bottom, a slightly larger spread over R for smaller charge signal values can be found in
Figure 5.21 right. This points to a small correlation of cS2bottom to R, owing to the decreased
position reconstruction resolution for small S2 signals. Especially the number of outliers
is larger in the low energy regime. Those outliers present the population of interest for the
background prediction. Hence, only events within with R ∈ [37,39]cm were considered for
the prediction of the cS2bottom spectrum in the FV. The upper boundary is marked by the red
dashed line in Figure 5.21 right. The event distribution within this R region is considered to
be similar to the one inside the FV. The S2 threshold of 200PE was transferred to a threshold
on cS2 of the same value to generate the plot. This avoids a Z dependence of the threshold
in order to not affect the non-uniform Z distribution of wall events (see Figure 5.17 right). If
Figure 5.23: Normalized PDF of the
wall leakage background component
in cS2bottom vs. cS1. The black
points show the leakage events out-
side of the FV radius within 37< R<
39cm from which the cS2bottom spec-
trum was modeled. For reference, the
ER −2σ quantile and the NR median
are given in green and red, respec-
tively. White regions represent areas
with probabilities below 10−7 which
are considered to be negligible. cS1 [PE]
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Figure 5.24: Dark Matter search data
of the first science run of XENON1T
acquired within 34.2 live days. The
ER (blue) and NR (red) medians
and −2σ quantiles are marked as
solid and dashed lines, respectively.
For reference, the PDF of a 50GeV
WIMP signal is indicated in purple.
Figure from [53]
the stricter criterion of S2 > 200PE had been applied, only wall events from the upper part
of the TPC would have been used to model the cS2bottom spectrum, leading to a potential
bias. The statistics in the region R ∈ [37,39]cm can be increased by considering events with
cS1 up to 500PE. This is justified by the non-correlation of cS1 and cS2bottom. A total of 19
events was found in this described region. The cS2bottom spectrum was modeled by a KDE
as well. Figure 5.22 right shows the result in red, together with the original data in black.
To gain the PDF in the cS1 vs. cS2bottom space, the normalized spectra are convoluted. The
result is presented in Figure 5.23. For reference, the NR median (green line) and the 99.5%
discrimination line (red) are marked, as well as the data points of the events in the interval
R ∈ [37,39]cm (black). The probability is below 10−7 in the white region and is considered
to be negligible.
This PDF is scaled by the event rate, derived from the exponential fit as explained above, and
taken into account in the statistical interpretation of the measured data inside the FV.
The contribution of this wall leakage background component in the reference region (0.01
events) is as large as the background from anomalous leakage and coherent neutrino scatter-
ing.
5.6 Results on WIMP-Nucleon Interactions
The dark matter search dataset acquired over 34.2 live days contains a total of 63 events that
pass the selection criteria and fall into the dark matter search region restricted by
cS1∈ [3,70]PE and cS2bottom ∈ [50,8000]PE. This corresponds to an ER rate of (1.93±
0.25) · 10−4 events/(kg·day ·keVee6). The observation is in good agreement with the ex-
pected rate of (2.3± 0.2) · 10−4 events/(kg·day·keVee) predicted by simulations [108] and
updated by the concentration of natural krypton measured by rare-gas mass spectrometry
[118] in xenon samples from the detector.
The dark matter search data is presented in Figure 5.24 in the cS2bottom vs. cS1 space with
the ER (blue) and NR (red) medians and −2σ quantiles given as solid and dashed lines,
respectively. As an example, the PDF for a 50GeV WIMP signal is indicated in purple. The
6The unit keVee means “keV electron equivalent” and indicates the energy scale derived from ER calibra-
tions with mono-energetic lines.
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Figure 5.25: 90% confidence level limit of the spin-independent WIMP-nucleon scattering
cross section as a function of the WIMP mass (black). The green and yellow bands indicate
the 1- and 2-σ sensitivity regions, respectively. As a reference, the results of LUX [54]
(red), PandaX-II [55] (brown), and XENON100 [56] (gray) are shown. Figure from [53].
event, which is well separated from the ER region with a cS1 of 68.0PE, was thoroughly
investigated and was found to be a real event to the best of our knowledge. However, the
combination of its charge and light signal does not have a high compatibility with either the
background model or a WIMP signal. Therefore, its contribution to the likelihood is very
small. In contrast, the event located 2.4σ below the ER mean with cS1= 26.7PE has the
largest influence on the WIMP search result due to its closeness to the NR median.
The statistical interpretation of the data was performed by an extended unbinned profile like-
lihood in the cS1-cS2bottom parameter space. The asymptotic formulae for likelihood-based
tests described in [167] were applied. Shape uncertainties on the most important parameters
were estimated from the posteriors of the NR and ER calibration fits and propagated to the
likelihood. The uncertainty of the rate of each background component was included as well.
In order to take into account mis-modeling of the ER background, a safeguard parameter was
employed as described in [168].
The likelihood’s best-fit value evaluated in the dark matter search data favors the background-
only hypothesis. The corresponding upper limit at a 90% confidence level on the spin-
independent WIMP-nucleon cross section is shown by the black line in Figure 5.25. The
limit is power constrained to −1σ of the sensitivity band and is different by a maximum
of 10% from the unconstrained limit for all WIMP masses. Light and charge emissions for
WIMPs below 1keV were omitted. None of the best-fit values of the nuisance parameters
deviates significantly from its nominal value.
At the time of writing, this dark matter search result imposes the strongest upper limit on
spin-independent WIMP-nucleon interactions for WIMP masses above 10GeV with a mini-
mum at m = 35GeV yielding σSI0 = 7.7 ·10−47 cm2.
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5.7 Summary and Conclusions
This chapter outlined the analysis of the first dark matter result of the XENON1T detector.
Special attention was given to the investigation of the acquired ER calibration data in Sec-
tion 5.3 and to the understanding of so-called wall events in Section 5.4 that contribute to the
background of the WIMP search. Furthermore, a model for the wall event population has
been developed in Section 5.5.2.
The ER data from the novel internal 220Rn calibration source, which was studied in Chap-
ter 4, has been used for the first time during a science run. It was employed to define a
blinding criterion in Section 5.3.2 that removes events from the signal region in the dark
matter search data in order to avoid adjusting the event selection and background models
to potential signal events. At the same time, the blinding criterion allows access to 99% of
the ER background data in order to monitor detector anomalies, to study the performance of
the event selection and to verify the compatibility of the ER calibration data with the back-
ground.
By applying the blinding criterion, no event in the signal region was revealed until the process
of establishing the event selection and background model was finished. The background pre-
diction was successfully tested in a control region featuring higher cS1 values than the WIMP
search energy region. After unblinding the signal region, no disagreement between the back-
ground model and the observation was found, i.e., no unforeseen background component
has been observed. The fact that neither the event selection nor the background prediction
were changed post-unblinding indicates that all necessary information for the analysis was
contained in the dark matter search data, despite the inaccessible signal region.
Additionally, the compatibility of the acquired 220Rn calibration data with the ER back-
ground in XENON1T was verified in Section 5.3.3. As discussed in Chapter 4, deviations
between the two datasets can lead to a different result in the dark matter search. In this
chapter, the finding is that the 220Rn and the dark matter search data show ER bands that
feature a compatible component of non-Gaussian leakage of events toward smaller values in
the discrimination parameter (log10(cS2/cS1)). Hence, at the given statistical uncertainties,
it can be concluded that the ER calibration data does not only properly model the bulk of the
ER band but also the non-Gaussian ER leakage into the signal region. Therefore, no bias is
expected for the dark matter result when modeling those two background components with
the calibration data.
An additional background component from interactions taking place in close proximity to
the detector wall was identified during the process of finding an optimal fiducial volume
(FV) that allows as large as possible expected WIMP scattering rates but at the same time
suppresses the background radiation from the detector materials. These wall events represent
a dangerous background since they leak below the ER band into the signal region and can be
reconstructed inside the FV, even though the interaction took place outside. For this reason,
the radius of the FV had to be restricted to smaller values than necessary in the presence of
only the ER background component from the detector materials. This led to the loss of about
200kg of fiducial mass (see Section 5.4.1).
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In Section 5.4, the wall event population was studied in order to understand their origin and
properties. High-energetic 210Po alpha decays (Qα = 5.4MeV) provide a good test popula-
tion for the wall event type. By comparing the rate of 210Po to 222Rn, it can be concluded that
210Po is present on the surfaces as a contamination induced by the accumulation of decay
daughters of 222Rn during the construction of the detector components. The surface contam-
ination induced by 222Rn on different materials has been studied in other low-background
experiments as well, such as CUORE [160], BOREXINO [161], and LUX [162]. Due to the
short mean free path of alpha particles (∼µm) in liquid xenon, it is ensured that the 210Po
alpha particle deposits its energy at the wall. With that knowledge, general properties for
events occurring at the detector edges can be derived.
It was found that 210Po events suffer from losses in the charge signal of up to 95% and that
they feature a poor resolution of the position reconstruction in R resulting in a deviation of
up to 5cm from their actual position at the wall. Comparing the 210Po population to low en-
ergetic ER interactions located in the outer detector region, similar distributions in the charge
signal cS2 and in R are found. This indicates the same origin of the low energetic background
as the 210Po, namely the PTFE surfaces. A possible explanation are the beta decays of the
isotopes 214Pb, 214Bi, 210Pb, and 210Bi that occur within the 220Rn decay chain. Beta parti-
cles have an average range of a few millimeters in liquid xenon and therefore deposit their
energy close enough to the PTFE surface to feature a similar charge loss and R distribution
as 210Po decays. A direct comparison of the rate in the low energy region to the 210Po rate is
difficult due to the reduced detection efficiency, related to the attenuated S2 signal.
The R distribution of ER in the WIMP search energy region is slightly more smeared than
distribution of 210Po events, presumably due to the further decrease of the position recon-
struction resolution for low energetic events. This results in a finite probability that some
events are reconstructed inside the FV. Hence, an additional background component from
those wall events has to be considered.
The background of wall events (also wall leakage background) was first reported in liquid
xenon detectors by the ZEPLIN-II [157] and Xed-I [158] experiments. Furthermore, the
LUX experiment modeled this background not only in energy but also spatially [169]. In
contrast, the PandaX experiment suppressed the wall leakage background component to a
negligible contribution by selecting a conservative FV [55].
For the first dark matter search in XENON1T, the energy spectrum and rate of wall events
inside the FV with R = 37cm and in the WIMP search energy region was inferred from the
population beyond the FV radius. The procedure is described in Section 5.5.2, resulting in
a prediction of 0.01 events in the reference region between the median of the NR band and
its −2σ quantile within the WIMP search energy region of cS1∈ [3,70]PE. This value is of
the same size as the background expected from coherent scattering of solar neutrinos and
from anomalous leakage of ER events below the band that are not accidental coincidences of
lone S1s and S2s. Furthermore, the wall leakage background component is approximately
one order of magnitude smaller than the dominating background from ER induced by 222Rn,
whose value yields 0.26+0.11−0.07 events in the reference region.
Further studies are ongoing to improve the resolution of the position reconstruction algorithm
in the outer detector regions. By comparing the resolution to that achieved in XENON100
(see Section 5.4.3), the collaboration is confident that an improvement by a factor of approx-
imately 4 is possible.
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The impact of the surface contaminations of 222Rn progenies on the background level within
the XENON1T dark matter search are subject to future investigations as well.
The presented analysis of the first science run data acquired with the XENON1T detector, has
proven an excellent sensitivity to spin-independent WIMP-nucleon interactions, resulting in
the most stringent limit of the corresponding cross section for WIMP masses above 10GeV
with a minimum at m = 35GeV yielding σSI0 = 7.7 ·10−47 cm2, at the time of writing.
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Summary and Outlook
After the successful operation of the XENON100 experiment, its successor, XENON1T, has
taken over by proving its own potential, to be the most sensitive experiment in the direct
search for spin-independent WIMP-nucleon interactions, at the time of writing.
XENON1T is the first experiment that employs the technology of dual-phase liquid xenon
time projection chambers with a target mass in the multi-ton scale. This brings new chal-
lenges.
In general, the large detector size of XENON1T is advantageous for the reduction of back-
ground from external radiation by self-shielding, and provides the prerequisite for the un-
precedented sensitivity to dark matter interactions. However, the same feature is rather ob-
structive for the calibration of the innermost target volume. The external gamma sources
used in XENON100 for calibrating the dominating background type, namely electronic re-
coils induced by beta and gamma radiation, do not provide a sufficiently high rate within
the WIMP search region in XENON1T. Furthermore, the definition of a fiducial volume in a
new detector requires the understanding of effects present at the detector borders in order to
optimize the volume to its maximum reasonable size.
The 3.3 tons of xenon that are necessary to operate XENON1T need to be maintained at
the high purity standards necessary for the detector’s performance. Krypton contaminations
contribute directly to the intrinsic background with its radioactive isotope 85Kr, whereas oxy-
gen attenuates the secondary signal (S2) by attracting the ionization-electrons due to its large
electronegativity.
The mentioned challenges of gas purity, background calibration and the understanding of the
data acquired with the newly constructed detector, were addressed in this thesis.
In Chapter 3, the monitoring of the xenon gas purity during the initial filling of the experi-
ment’s storage vessel ReStoX was described. Using the technique of gas chromatography,
the concentrations of krypton and oxygen impurities were quantified in a variety of samples
extracted from the gas cylinders delivered by the suppliers, prior to the storage of the con-
tained xenon. A fraction of 12% of the gas was identified as being contaminated, and had to
be purified separately.
These measures provided the foundation for the successful first science run of XENON1T.
The krypton concentration was ensured to be below 40ppb, enabling the collaboration to
reduce the 85Kr-induced background by cryogenic distillation in parallel with the science
data acquisition to a level below the background from subsequent decays of 222Rn. The
result is the lowest background level ever achieved in a dark matter search experiment with
(1.93±0.25) ·10−4 events/(kg·day·keVee). Furthermore, the oxygen concentration was guar-
anteed to be below 0.9ppm. Consequently, the electron lifetime improvement efforts were
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primarily hampered by the outgassing of detector materials.
Chapter 4 investigated novel sources of radio-isotopes that can be dissolved in the liquid
xenon, such as tritium and 220Rn. Their technical challenges and their calibration perfor-
mance were outlined.
While the tritium source is advantageous in providing high event rates of the order of tens
of mBq/kg in the region of interest, it has the drawback that its spectrum is not flat, as ex-
pected from background radiation in the XENON detectors. This introduces a discrepancy
into the background model that might, in the worst case, even result in a false discovery. To
resolve this issue, for example corrections of the spectral can be applied and Monte Carlo
simulations can be used. Furthermore, the removal of the tritium activity from the detector
is not ensured by its radioactive decay due to the isotope’s relatively long half-life of about
12 years. Hence, active removal techniques are required that are subject to further investiga-
tions.
More promising as calibration source is the isotope 220Rn, whose activity is decreased by
five orders of magnitude within one week after its injection into the detector. Even though
the source provides only a rate of the order of 10−2 to 10−1 mBq/kg, calibration data with
sufficient statistics can be acquired within a few days. The compatibility between 220Rn
calibration data and the background of the experiment within the uncertainties was shown,
leading to the usage of the 220Rn data for background modeling in the first science run of
XENON1T.
The analysis of the first science run of XENON1T was subject to Chapter 5. A background
source originating from the surface of the TPC was identified. It influences the choice of
the radius of the cylindrical fiducial volume since those events can be mis-reconstructed to-
wards smaller radii due to the finite position reconstruction resolution in the outer detector
regions. Because of charge losses owing to the attachment of electrons to the PTFE wall,
the secondary signal (S2) is reduced by up to 95%, resulting in a shift of these events into
the region of expected WIMP signals. The properties of this so-called wall event population
were investigated by comparison to alpha events from 210Po present at the PTFE surfaces
that confine the TPC. The wall events are induced by decays of 210Pb, by gamma radiation
from the uranium and thorium decay chains of intrinsic contaminations in the PTFE, and by
recoiling 206Pb nuclei, the daughter of 210Po.
The studies performed in this work provide a better understanding of wall events and enabled
us to model its spectrum in order to account for it in the background prediction of the dark
matter analysis.
Improvements of the position reconstruction algorithm are under investigation, with the aim
of suppressing the wall event background component. This will allow us to enlarge the
fiducial volume in the future to exploit a higher xenon mass while maintaining the low back-
ground level. Furthermore, the presence of 210Po decays at the PTFE surfaces with relatively
high rates may motivate R&D in the field of surface cleaning in order to avoid background
from these contaminations in future detectors.
The newly constructed XENON1T detector has proven its functionality by reporting the
most constraining limit on the spin-independent WIMP-nucleon cross-section for WIMP
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masses above 10GeV with a minimum of 7.7 ·10−47 cm2 at a mass of 35GeV. The XENON
collaboration is now eager to improve this result by almost a factor of five by exploiting the
full projected sensitivity of the experiment with an exposure of 2 years [108].
In parallel, preparations and R&D are ongoing for a detector upgrade to XENONnT. Con-
taining a total of approximately 7t of xenon, the sensitivity will be improved by one order
of magnitude with respect to XENON1T, provided that the background rate from natural ra-
dioactivity can be further reduced by one order of magnitude. Besides a potential discovery
of dark matter, this unprecedented detector performance will also open the door to physics
channels such as the detection of coherent neutrino-nucleon scattering or the neutrinoless
double beta decay of 136Xe [170].
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Appendix A
Virial Theorem
The virial theorem provides a general equation in classical mechanics. It states that the
total kinetic energy 〈T 〉 of a stable system of N particles interacting by a potential force,
is proportional to the total potential energy 〈Vtot〉. The angle brackets indicate averaged
quantities over time. Its explicit form is expressed by
〈T 〉=−1
2
N
∑
k=1
(Fk · rk), (A.1)
with Fk the force on the k-th particle at the position rk. For power law forces with the
exponent n, this equation transforms to
〈T 〉= n
2
〈Vtot〉 n=−1= −12〈Vtot〉. (A.2)
The last relation applies to gravitational forces with n=−1. The average kinetic energy then
equals half of the average negative potential energy.
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Appendix B
Gas Compositions
Main components Mole percent Trace Gases Mole ppm
Nitrogen 78.08 Carbon dioxide 350
Oxygen 20.95 Neon 18.18
Argon 0.93 Helium 5.24
Methane 1.8
Krypton 1.14
Hydrogen 0.53
Nitrous oxide (N2O) 0.31
Carbon monoxide 0.25
Xenon 0.087
Table B.1: Air composition [79]
Measured gas impurities Mixture 1 [ppm] Mixture 2
H2 4.97±0.15 5.00±0.15
O2+ Ar 17.06±0.45 14.91±0.39
O2 10.80±0.32 9.77±0.29
N2 12.60±1.30 11.40±1.10
Kr 11.10±0.22 11.60±0.23
CH4 5.17±0.10 5.30±0.11
CO 5.16±0.10 4.88±0.10
Table B.2: Composition of employed helium gas mixtures for the calibration of the Gas
Chromatograph (see Chapter 3). Mixture 1 was used for the calibration of all gas chro-
matography measurements while Mixture 2 served for the production of xenon calibration
gas samples.
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Appendix C
Electronic Recoil Calibration Studies
C.1 Spatial Distribution of ER Data in XENON1T
Figure C.1 shows the R2 (left) and Z (right) distributions of ER events acquired with
XENON1T in the WIMP search energy region cS1∈ [0,70]PE, when no source (green) or
the 220Rn source (red) was deployed. Events from the cathode and gate region have been
neglected by requiring the electron drift time to be smaller than 4µs and Z > −95cm. Fur-
thermore, the radius was required to be smaller than 40cm in order to avoid effects from
increased positions reconstruction uncertainties, field distortion, and charge losses at the
PTFE wall (see Section 5.4). In Z, 220Rn and background agree in a flat distribution below
−20cm. Above that value, 220Rn remains flat while the additional component from detec-
tor materials becomes prominent in background data, beside the internal sources that are
dominating in the inner detector region. Also in R2, ER events from the 220Rn source are
well homogeneously distributed while the background shows a rate increase at low depths
because of the proximity to the radiation from the TPC wall.
C.2 On the Discrepancy between 220Rn and Thorium Data
The systematic offset of (1.0±0.1)% in the ER band mean between 220Rn and thorium data
(see Section 4.5.1) was investigated in order to find out if it could be owing to a physical
difference between gamma and beta interactions or if it is a detector systematic.
Effects from the data selection criteria, acting differently on the two datasets could be ex-
cluded. However, studying the S1 and S2 yields during the the data taking periods, fluctua-
tions could be found that can explain the offset in the ER band means.
Alpha peaks are very well suited for monitoring the yield since they are not influenced by
the ER rate introduced by the calibration sources. Figure C.2 shows the S1 and S2 yields
as functions of time. The S1 yields have been evaluated by fitting the S1α spectrum as de-
scribed in Section 4.2.1 and extracting the Gaussian means. The S2 yields were determined
by selecting events with cS1α within the 3σ range of the Gaussian peaks and fitting a Gaus-
sian to the corresponding cS2bottom spectrum. Due to overlaps in the cS1α spectrum, only
222Rn and 216Po decays have been considered for the cS2bottom yield. The uncertainties are
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Figure C.1: Comparison of R2 (left) and Z (right) distributions of ER interactions induced
in XENON1T by the 220Rn source (red) and background (green) in the WIMP search en-
ergy region cS1∈ [0,70]PE. Events in the cathode and gate region have been neglected as
well as those with R2 > 1600cm2. The histograms have been normalized to their integral.
For reference, the borders of the 1042kg cylindrical FV utilized in the dark matter search
are visualized by the vertical black lines.
extracted from the error matrix of the fit. The colors of the data points indicate the isotope
from whose decay the yield is determined: blue 220Rn, cyan 222Rn, red 212Bi, and yellow
216Po. While 220Rn, 212Bi, and 216Po are only present during the 220Rn data taking period
222Rn is constantly emanating from the detector materials. The absence of 222Rn data points
can be due to high detector dead times during source deployment or non converging fits,
since the automatic fitting algorithm is sensitive to fluctuations in the data. The means of
the yields and the corresponding 1% intervals are marked by the horizontal solid and dashed
lines, respectively. The vertical black lines separate time periods of deployment of different
sources, as indicated above the canvases.
The fluctuations of the S1 yields over time are well within 1%. Additionally all data points
follow the same trend suggesting that variations in detector parameters could be responsi-
ble. The average S1 yields of 220Rn and 216Po are slightly higher than the ones of 212Bi and
222Rn since the 220Rn source was used mostly in time periods where the S1 yield was higher.
The S1 yields during the thorium data taking periods are in good agreement with the overall
average. Hence, no systematic effect is expected from this.
In contrast to the S1 yields, the S2 yields show a dependence on the alpha energy. 216Po has
a∼ 3% higher average value that is not in agreement with the overall variations in the 222Rn
graph, that are within (1−2)%. The investigation of this unexpected non-linear energy scale
in S2 was beyond the scope of this thesis. Averaging the S2 yields during the thorium data
taking periods, a value of (9.152±0.001)PE/keV is gained. This deviates from the overall
average of (9.2579± 0.0001)PE/keV by about 1% and translates to about 1% discrepancy
in the discrimination parameter as well.
Hence, the observed discrepancy in the ER band mean in the 220Rn and thorium data can be
explained by a deviation in the S2 yield and is most likely not the result of differences in the
energy deposition of gamma and beta particles.
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Figure C.2: Left: S1 yield extracted from the mean of a Gaussian fit to the alpha peaks
of 220Rn (cyan), 216Po (yellow), 212Bi (red), and 222Rn (blue). The color of the shaded
time periods indicates to which source the taken data has been attributed. Tritium data was
taken about two months after the last background dataset. The horizontal lines mark the
average yield (solid) and the corresponding ±1% interval (dashed). The period of tritium
data was not used for the evaluation of the average due to its larger deviation. Right: Same
constellation as in the left plot for the S2 yield. The yield was extracted from the mean of
Gaussian fits to the S2 spectrum of the 216Po and 222Rn peaks which have been chosen for
their good separation from other peaks in cS1α .
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Appendix D
Wall Event Studies
The following figures are referenced in Chapter 5 in the context of the studies, performed on
wall events.
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Figure D.1: Distribution of 210Po decays
(cS2< 80000PE, cS1∈ [40000,60000]) in Z
vs. the fraction of the total S1 detected
by the top PMT array (S1 area fraction top:
S1aft) recorded with XENON1T. The number
of events is indicated by the color scale. All
events placed above the red line are rejected
since they do not show the same strong corre-
lation between Z and S1aft as observed in the
majority of the population.
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Figure D.2: X-Y distribution of 210Po events in
XENON100
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Figure D.3: Top row: Uncorrected S2 vs. R2 distribution of low energy (cS1< 70) back-
ground events within XENON1T passing the dark matter search criteria, for different Z
ranges as indicated above each panel. The number of events is given by the color scale.
Middle row: Comparison of projections of the data in the upper plots onto R for the S2
intervals [0,20000]PE (black), [20000,40000]PE (red), and [20000,40000]PE (blue). Bot-
tom row: X-Y distribution of the same events for the same Z intervals. The red circle marks
the true TPC radius. Events that are lying outside are over-corrected by the field distortion
correction.
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