§1 Introduction
Shimura varieties are the main testing ground for many parts of Langlands's program. The understanding of the zeta functions of these varieties depends on a good theory of their integral models. Such a theory was obtained in [32] for cases of good reduction of Shimura varieties of preabelian type with respect to primes of characteristic at least 5. But for refined applications to zeta functions it is important to have also a good theory in mixed characteristic (0, p), with p ∈ {2, 3}. As in future work we will present a complete theory for p = 3, in this paper we report on recent progress for p = 2.
Previous results.
For Shimura varieties of PEL type we refer to [33] , [22] , [21] and [25] . We refer to [32] , Section 3.2 for a general theory of integral (canonical) models of Shimura varieties (the precise definitions of such models are not relevant for what follows). The previous status of the existence of smooth such models in mixed characteristic (0, 2) can be summarized as follows.
4. Using Mumford's result and Serre-Tate (see [19] , Chapter 1) and GrothendieckMessing (see [24] ) deformation theories, in [22] it is proved the existence of integral canonical models of unitary and symplectic Shimura varieties of PEL type.
1.2. The standard PEL situation. The goal of this paper is to complete after 38 years the proof started by Mumford of the existence of integral canonical models of Shimura varieties of PEL type in mixed characteristic (0, 2). To detail this goal, we introduce the standard PEL situations used in [33] , [22] and [21] .
We start with an injective map f : Sh(G, X) ֒→ Sh GSp(W, ψ), S of Shimura pairs (see [25] and [32] , Section 2.4). Here the pair (W, ψ) is a symplectic space over Q and the pair (GSp(W, ψ), S) defines a Siegel modular variety (see [25] , Example 1.4). We identify G with a reductive subgroup of GSp(W, ψ) via f . We recall that X is a G(R)-conjugacy class of monomorphisms Res C/R G m ֒→ G R defining Hodge Q-structures on W of type {(−1, 0), (0, −1)} and having ±ψ as polarizations. Let E(G, X) be the reflex field of (G, X) (see [25] ). Let v be a prime of E(G, X) dividing 2. Let O (v) be the localization of the ring of integers of E(G, X) with respect to v. Let A 2 f be the ring of finite adèles with the 2-component omitted; so A 2 f × Q 2 =Ẑ ⊗ Z Q. Let L be a Z-lattice of W such that ψ induces a perfect form ψ : L ⊗ Z L → Z (i.e. the induced map from L into L * := Hom(L, Z) is an isomorphism). Let L (2) := L ⊗ Z (2) , where Z (2) is the localization of Z with respect to 2. Let F be the algebraic closure of the field F 2 with two elements.
We assume that the Zariski closure G Z (2) of G in GSp(L (2) , ψ) is a reductive group scheme over Z (2) . Let K 2 := {g ∈ GSp(W, ψ)(Q 2 ) g(L (2) 
iii) the group G is the identity component of the subgroup G 1 of GSp(W, ψ) fixing b, ∀b ∈ B[ 1 2 ].
We refer to the quadruple (f, L, v, B) as a standard PEL situation in mixed characteristic (0, 2). The Z (2) -scheme M parameterizing isomorphism classes of principally polarized abelian schemes of dimension
over Z (2) -schemes and which have compatible level-N symplectic similitude structure for any odd N ∈ N, together with the canonical action of GSp(W, ψ)(A 2 f ) on it, is an integral canonical model of (GSp(W, ψ), S, K 2 , 2) in the sense of [32] , def. 3.2.3 6) and 3.2.6 (see [32] , Example 3.2.9 and Section 4.1). These structures and this action are defined naturally via (L, ψ) (see [32] , Section 4.1). The natural morphism Sh(G, X)/H → Sh(GSp(W, ψ), S) E(G,X) /K 2 = M E(G,X) is a closed embedding (see [32] , rm. 3.2.14). We have: So the O (v) -scheme N together with the natural action of G(A 2 f ) on it is an integral canonical model of (G, X, H, v) (cf. [32] , Corollary 3.4.4). The case G = G 1 of 1.3 was proved in [22] . We have G = G 1 iff the derived group G der of G is simply connected and this implies that all simple factors of the adjoint group G ad C of G C are of some A n or C n Lie type, n ∈ N. So the cases of 1.3 not covered by loc. cit. are when G der C has direct factors which are SO 2n groups with n ≥ 2 (see the three cases A, C and D in [21] ).
The proof of 1.3 uses the deformation theories of 1.1 4, the techniques of [32] and the following three new ideas: a) we get versions of [21] , Proposition 7.2 and Corollary 7.3 for p = 2 which do not assume that G = G 1 (see §3); b) we refine slightly [14] , Theorem 10 and rm. iii) after it (see 4.3.1 and 4.5.1.4); c) we perform a greater part of [32] , Sections 5.2-3 in the context of the W (F)-algebra Re instead of the W (F)-algebraRe of 2.1 (see §2 and most of 4.3-7).
In §2 and §3 we present tools from the crystalline theory and respectively from the theories of group schemes and of involutions of matrix algebras over commutative rings. They are needed to prove 1.3 in §4. We would like to thank U. of Arizona for good conditions for the writing of this work. §2 Crystalline preliminaries
If Y is a W (F)-scheme on which 2 is locally nilpotent, the crystalline site CRIS(Y /Spec(W (F))) we use is Berthelot's crystalline site of [4] , Section 4 of Chapter III. In 2.1.4 and 4.5.1.5 we also use the nilpotent crystalline site N CRIS(Y /Spec(W (F))) of [4] , Section 1.3 of Chapter III. We refer to [3] for the crystalline contravariant Dieudonné functor D. If M is a free module of finite rank over a commutative ring S, then M * := Hom S (M, S) is its dual and GL(M ) is the reductive group scheme over S of automorphisms of M . A bilinear form on M is called perfect if it induces an isomorphism M→M * . We identify End(M ) = M ⊗ S M * . We use the same notation for two elements (like involutions, endomorphisms, bilinear forms, etc.) of some modules which are obtained one from another via extensions of scalars and restrictions.
2.1. Ramified considerations. We follow closely [32] , Section 5.2.1 and so implicitly [14] . Let V be a DVR which is a finite extension of W (F). Let
]! ∈ W (F), ∀i ∈ N ∪ {0} (resp. such that the sequence (b i ) i∈N is formed by elements of W (F) and converges to 0). For l ∈ N, letĨ(l) be the ideal ofRe formed by series with a 0 = a 1 = ... = a l−1 = 0. Let Φ Re and ΦR e be the Frobenius lifts of Re and respectively ofRe which are compatible with σ and take T into T 2 . Let I(l) :=Ĩ(l) ∩ Re.
We fix a uniformizer π V of V . Let f e ∈ R be the Eisenstein polynomial of degree e having π V as a root of it. Let S e be the subring of B(F) [[T ] ] generated by R and by
As f e is an Eisenstein polynomial, S e is W (F)-generated by R and by T ei i! 's and so (as its notation suggests) it depends just on e. The 2-adic completion of S e is Re. Let I e be the ideal of S e generated by f i e i! , i ≥ 1. We identify V = R/(f e ) = S e /I e . Let S(e) :=Ĩ(e) ∩ S e . The following Fact is a consequence of the fact that T 2e ∈ 2Re. 
l . Let δ l be the PD structure of Ker(q l (π V )) which is the reduction mod 2 l of the natural PD structure of Ker(q(π V )).
, the F-epimorphism q 1 (π V ) factors through the monomorphism Re/2Re ֒→Re/2Re. Let
be the resulting closed embedding. We now list the three main differences from [32] , Section 5.2.1 (where an odd prime was considered): a) the PD structure δ l is not nilpotent; b) there is no W (F)-epimorphism fromRe to V extending q(π V ); c) the PD completion proj. lim. l∈N S e /I [l] e of S e with respect to I e is notRe. Due to these differences, the methods of [32] , Sections 5.2-5 need substantial "adjustments" in order to prove 1.3. The PD completion proj. lim. l∈N S e /S(e) [l] of S e with respect to S(e) isRe and this implies the following Fact. 
is the evaluation of D(co) at this thickening and so it is the zero map (see [3] , Chapter 5 for the existence of the coupling map
schemes and involutions
Let n ∈ N. Let R ad (resp. R der ) be the adjoint (resp. derived) group of a reductive group scheme R. In 3.1 we present some general facts on SO 2n groups in mixed characteristic (0, 2); see [8] and [6] , planches I and IV for the weights used. In 3.2 we include complements on involutions. In 3.3 we apply 3.1-2 to the context of §1: the results 3.3.1-2 will play a key role in §4. In 3.4 we introduce some extra notations.
3.1. The D n group. We consider the quadratic form QF := x 1 x 2 + ...
It is well known that D n is a split, reductive group scheme (see [5] , Example 23.6 for the picture over F 2 ). More precisely D 1 is G m , D 2 is a quotient of the product of two SL 2 groups by a µ 2 subgroup embedded diagonally, and for n ≥ 3 the group D n is semisimple and D ad n is absolutely simple of D n Lie type. We get a 2n dimensional faithful representation
If n ≥ 4, then ρ n is associated to the minimal weight ̟ 1 . Moreover, ρ 3 is associated to the weight ̟ 2 of the A 3 Lie type and ρ 2 is a tensor product of the standard 2 dimensional representations of the mentioned two SL 2 groups. So ρ n is isomorphic to its dual (the case n = 1 is trivial). Up to a G m (Z (2) )-multiple, there is a unique perfect symmetric bilinear form BF on L n fixed by D n . The special fibre ρ n F 2 is alternating, cf. [5] , Example 23.6. So BF mod 2 is alternating. If n ≥ 2, then (due to reasons of dimensions) ρ n F 2 is absolutely irreducible. We have:
] of rank 2n and such that we get a perfect bilinear form
Proof: Localizing in theétale topology, we can assume S is local and D n (M S ) is split. Let T 1 and T 2 be maximal split tori of D nS and respectively D n (M S ). We can assume there is g ∈ D n (S[
] (see [29] , Vol. III, Lemma 1.5 of p. 329; warning: we might have to replace S by its pull back via the finite, flat
into free S-modules of rank 1. We can assume T 1 acts on V i and V i (M S ) via the same character of T 1 . Let B be an S-basis of M S formed by elements of
Based on this and on the fact that BF is symmetric, we get that BF mod 2 is alternating.
Involutions.
For standard properties and terminology on involutions of semisimple algebras over fields we refer to [20] , Chapter 1. Let S be an arbitrary reduced commutative ring such that Spec(S) is connected. Let F = ⊕ s i=1 F i be a product of matrix S-algebras. Let I be an involution of F fixing S. Let η be the permutation of {1, ..., s} such that I(F s ) = F η(s) . Its order is 2. Let C 0 be a subset of {1, ..., s} whose elements are permuted transitively by η. Let F 0 := ⊕ i∈C 0 F i . We refer to (F 0 , I) as a factor of (F, I). Such a factor is said to be:
-of second type if C 0 has two elements; -of first type (resp. trivial) if C 0 has only one element and the restriction of I to F 0 is not (resp. is) 1 F 0 .
We now assume that (F 0 , I) is of first type (so F 0 is an F i ). We identify F 0 = End(V 0 ), where V 0 is a free S-module of finite rank.
Lemma. We assume S is local. We have:
a) There is a perfect bilinear form b 0 on V 0 such that the involution I of F 0 is defined by b 0 , i.e. we have b 0 (f (x), y) = b 0 (x, I(f )(y)), ∀x, y ∈ V 0 and ∀f ∈ F 0 . b) The form b 0 is uniquely determined up to a G m (S)-multiple.
c) If moreover S is integral, then b 0 is either symmetric or alternating.
Proof: To prove a) we follow loc. cit. We identify the opposite algebra of F 0 with End(V * 0 ). So I defines an S-isomorphism End(V 0 )→End(V * 0 ). But any such Sisomorphism is defined by an S-isomorphism c 0 : V 0→ V * 0 . To check this we just have to show that any S-automorphism a 0 of End(V 0 ) is defined by an S-automorphism V 0→ V 0 . But a 0 defines naturally an automorphismã 0 of the group scheme GL(V 0 ) of invertible elements of End(V 0 ). We claim thatã 0 is the inner isomorphism defined by an element of P SL(V 0 )(S). Argument: based on [29] , Vol. III, Lemma 1.3 of p. 328 we can assume S is a field; but this case is the theorem of Skolem-Noether. So the existence of c 0 follows once we remark that GL(V 0 )(S) surjects onto P SL(V 0 )(S) is surjective (as S is local, there are no non-trivial torsors of G m over S). Let b 0 be the perfect bilinear form on
, ∀x, y ∈ V 0 and ∀f ∈ F 0 , is checked as in the case of fields. This proves a). Also as G m = Ker(GL(V 0 ) → P SL(V 0 )), b) follows. For c) we can assume S is a field and this case is well known (for instance, see [20] , Proposition 2.1 of p. 14). This ends the proof.
If b 0 is alternating (resp. symmetric), then we say (F 0 , I) is of alternating (resp. of orthogonal) first type. (2) , ψ, B). We use the notations of §1. Let B 1 be the centralizer of B in End(L (2) ). Due to 1.2 ii),
Applications to (L
], BF ), with V as in 2.1. We view it as an identification. As G Z (2) is a reductive group scheme, the Zariski closure of
is a reductive group scheme. So as F is a subring of V /2V , BF 1 mod 2 is alternating (cf. 3.1.1). We got:
Let now S be a local Z (2) -algebra whose residue field is of characteristic 2 and such that B ⊗ Z (2) S is a product of matrix S-algebras. Let ψ 1 be a perfect alternating form on
S is self dual with respect to it. Let * 1 be the involution on B 1 ⊗ Z (2) S defined by ψ 1 . The following Proposition is a natural extension of [21] , Proposition 7.2 and Corollary 7.3. Part a) of it is also a converse of 3.1.1 in the geometric context of (L (2) , ψ, B).
Proposition.
We assume that no simple factor of (B 1 ⊗ Z (2) S/2S, * 1 ) is of orthogonal first type. We have: a) We assume S is integral and flat over Z (2) . Let K S be the field of fractions of S.
fixing the elements of B is a reductive group scheme.
b) We assume S is a complete DVR of mixed characteristic (0,2) and has an algebraically closed residue field. We also assume that there is a symplectic isomorphism
c) Let I S be a nilpotent ideal of S. Then any two representations of B ⊗ Z (2) S on free S-modules of finite rank which mod I S are isomorphic, are isomorphic.
Proof: We prove a). Let G 2Z (2) be the group scheme of invertible elements of B 1 . As B ⊗ Z (2) S is a product of matrix S-algebras,
Let T 2 be the center of G 2Z (2) . The identity componentT K S of the center ofG K S is a subtorus of T 2K S . As T 2S is a split torus, the Zariski closure ofT K S in T 2S is a split torus. So it is enough to show that the Zariski closure ofG 
, it is enough to check thatG jder S 's are semisimple groups. We can assume 0 ∈ J and so we can work just with (F 0 , * 1 ). If (F 0 , * 1 ) is trivial or of second type, then the statement is obvious. So based on 3.2.1 a) we can assume (F 0 , * 1 ) = (End(M 0 ), * b 0 ), where M 0 is a free S-module of rank 2n and * b 0 is the involution defined by a perfect bilinear form b 0 on M 0 . From 3.2.1 c) we get that b 0 is either alternating or symmetric. The alternating case is well known and so left as an exercise (it is also very much the same to what follows below for the orthogonal case). So we can assume that b 0 is symmetric and that b 0 mod 2 is alternating. We can assume n ≥ 2. From now on we just assume that S is flat over Z (2) . We can assume S is local, noetherian, 2-adically complete and henselian. So S/2S is also henselian.
As the reduction mod 2 of b 0 is alternating, it has the standard diagonal form whose blocks are 2×2 matrices whose entries are 0 on the diagonal and 1 otherwise. By induction on q ∈ N we show that b 0 mod 2 q has also this standard diagonal form. The passage from q to q + 1 goes as follows. We denote also by b 0 different evaluations of its reduction mod
q e, where c, d, e ∈ S/2 q+1 S. By replacing v with (1 + 2 q e)v, we can assume e = 0. We first show that there is x ∈ S/2 q+1 S such that b 0 (u+2 q−1 xv, u+2 q−1 xv) = 0. We have b 0 (u+2 q−1 xv, u+2 q−1 xv) = 2 q (c+x+2 2q−2 x 2 d). If q ≥ 2, then we can take x = −c. If q = 1, then as x we can take any element of S which mod 2 is a solution of the equation with coefficient in S/2S Y +cY 2 +d = 0, wherec andd ∈ S/2S are the reduction mod 2 of c and respectively d. As S/2S is henselian such solutions do exist. So by replacing u with u + 2 q−1 xv and v with (1 + 2 2q−1 xd)v, we can also assume that c = 0. Repeating the arguments, by replacing v with v + 2 q−1 yu, where y ∈ S/2 q+1 S, we can also assume that d = 0. Applying this to each 2 × 2 block of b 0 mod 2 q , we get that b 0 mod 2 q+1 has the standard diagonal form. This completes the induction.
As S is 2-adically complete, we get that b 0 itself has the standard diagonal form. So, as the operation of taking the Zariski closure is well behaved with respect to flat extensions, we can assume, by giving up the requirement that S is 2-adically complete and henselian, that S is Z (2) , that M 0 = L n and that b 0 is BF of 3.1. SoG 0der S is D n and so, as n ≥ 2, it is semisimple. This proves a).
We now prove b). We have
is a reductive group scheme and we get a perfect alternating form ψ : M S ⊗ S M S → S. To prove b) it is enough to show there is g ∈ G(K S ) fixing ψ and such that g(L (2) ⊗ Z (2) S) = M S . Let T be a maximal split torus ofG S which is also a torus of G S . Its existence is equivalent to the fact that any two points of the building of G K S belong to an apartment of this building (see [30] for this fact and the language used). Let L (2) ⊗ Z (2) S = ⊕ i∈I W i and M S = ⊕ i∈I W
As M S and L (2) ⊗ Z (2) S are both self-dual with respect to ψ, µ(G m ) fixes ψ. So we just need to check that g ∈ G(K S ). It is enough to show that µ(G m ) fixes b, ∀b ∈ B. But this is a consequence of the fact that W i is normalized by B ⊗ Z (2) S. So g exists.
Part c) is trivial. This ends the proof.
Hodge cycles.
For the language of Hodge cycles on abelian schemes over reduced Q-schemes we refer to [9] . Let (v α ) α∈J be a family of tensors in spaces of the form W ⊗l ⊗ Q W * ⊗l , with l ∈ N, such that G is the subgroup of GL(W ) fixing v α , ∀α ∈ J . Its existence is implied by [9] , c) of Proposition 3.1 and by the fact that G contains the group of scalar automorphisms of W . We assume that B is a subset of J and that v b = b, ∀b ∈ B. Let (A, P A ) be the pull back to N of the universal principally polarized abelian scheme over M O (v) . Let (w α ) α∈J be the family of Hodge cycles with which A E(G,X) is naturally equipped via (v α ) α∈J (see [32] , Section 4.1); so v α 's are naturally the de Rham realizations of pull backs of w α 's via C-valued points of N . §4 The proof of 1.3
Until end we use the notations of §1, 2.1, 3.3 and 3.4. In what follows, not to complicate the notations we denote also by B the set of Z (2) -endomorphisms with which A is naturally endowed and so with which any abelian scheme obtained from A by pull back is endowed. For b ∈ B, we denote also by b different de Rham (crystalline) realizations of such Z (2) -endomorphisms corresponding to b. We start proving 1.3. Let Lie(U) be the Lie algebra of an affine, smooth group scheme U over an affine scheme.
Notations.
We know that N is a pro-étale cover of a normal, flat O (v) -scheme of finite type whose generic fibre is smooth (see [32] , Proposition 3.4.1). So to prove 1.3 we need to show that N W (F) is formally smooth at each F-valued point of N W (F) . So we start with a morphism y :
Let G 1Z (2) be the Zariski closure of G 1 in GL(L (2) ). The difficulty we face is summarized by the following sentence. The deformation space of the triple (A, p A , B) is formally smooth over W (F) of relative dimension equal to dim C (X) iff G = G 1 . One can check this starting from the fact that the extension to W (F) of the group G 1Z (2) /G Z (2) is either trivial or a product of µ 2 groups (see [21] , Chapter 7 for the picture over C). So if G = G 1 , then the deformation theories of 1.1 4 do not suffice to show that N W (F) is formally smooth at y. To overcome this difficulty we follow [32] , Sections 5.2-5 closely and "adjust" loc. cit. as allowed by the tools of §2-3.
be a lift of y, with V as in 2.1 (cf. [13] , Corollary 17.16.2 and the mentioned pro-étale property). Warning: z is not necessarily a closed embedding. LetK be the algebraic closure of the field of fractions K of V . Let
Let t α and u α be the de Rham and respectively the 2-component of theétale component of the Hodge cycle z 
Fontaine comparison theory. As in [32], top of p. 473 we identify (noncanonically) H
Z 2 and u α = v α . Let B dR (V ) be the de Rham field of V (for instance, see [17] , [14] , [31] ). The de Rham conjecture (see these three references) provides us with an isomorphism
The only property of it we need is that it takes ψ into a non-zero scalar multiple γ of p A V and v α into t α , ∀α ∈ J . If the generic fibre of A V is definable over a number field (we can always assume this), then this property is implied by [Bl, (0.3) ]. This extra hypothesis on A V is removed by [32] , Principle B of 5.2.16 (in the part preceding loc. cit. an odd prime is used; however the proof of loc. cit. applies to all primes). As B dR (V ) has Z (p) -subalgebras isomorphic to V , the group G B dR (V ) is split. Let h : Res C/R G m → G R be an element of X. The image through h of the compact subgroup of Res C/R G m contains Z (Sp(W, ψ) ). So the subgroup G 0 of G fixing ψ is connected. So by replacing i A K with its composite with an element of G(B dR (V )) we can assume γ = 1. As the only class in H 1 (Gal(K), G 0 K ) is the trivial one (see [28] , Example c) of p. 80 and Theorem 1' of p. 132), from (1) we deduce the existence of an isomorphism
4.3.
A crystalline counterpart of 3.3.1. In order to apply 3.3.2 a) we now check that 3.3.1 transfers from the Z 2é tale context to the needed crystalline contexts. Let B 0 be a simple factor of B 1 ⊗ Z (2) Z 2 normalized by * and such that the resulting involution of each simple factor of
be the direct sum decomposition normalized by B 1 ⊗ Z (2) Z 2 and such thatṼ ′ 0 is the maximal direct summand of L (2) ⊗ Z (2) Z 2 on which B 0 acts trivially. As Brauer groups of finite fields are trivial, B 0 is End(V 0 ), where V 0 is a free W (F 2 m )-module of rank 2n; here m, n ∈ N. SoṼ 0 has a natural structure of a W (F 2 m )-module and under it we can identifyṼ 0 with V n 0 0 , where n 0 ∈ N. Let B 0 be a perfect symmetric W (F 2 m )-bilinear form on V 0 defining the involution of B 0 . It is fixed by the maximal normal subgroup of G Z 2 acting trivially onṼ
be the direct sum decomposition defined by (3). Letρ : Gal(K) → GL(Ṽ 0 )(Z 2 ) be the Galois representation definingD 0V . It is the composite of a representation ρ :
, where D 0V is the 2-divisible group corresponding to ρ, viewed as a Z 2 representation. The image of ρ acts on the Z 2 -span of B 0 via the cyclotomic character, as it acts so on the Z 2 -span of the perfect alternating form onṼ 0 defined by p D V . So let p 0V : D 0V→ D t 0V be the isomorphism defined by B 0 (viewed just as a Z 2 -bilinear form).
The representationρ is either symmetric or alternating, cf. 3.2.1 c). From 3.3.1 we get thatρ mod 2 is always alternating. So ρ mod 2 is also alternating. So the generic fibre of the isomorphism p D 0V [2] : D 0V [2]→D 0V [2] t defined by p 0V is a principal quasi-polarization. So p D 0V [2] is a principal quasi-polarization.
Let (M Re , Φ, ∇) be the F -crystal over Re/2Re of D V × V V /2V . So M Re is a free Re-module of rank dim Q (W ), Φ is a Φ Re -linear endomorphism of it and
is an integrable, nilpotent mod 2 connection. Let p M Re be the perfect bilinear form on M Re defined by p D V . We denote by B opp the Z (2) -algebra of endomorphisms of M Re defined by endomorphisms of D V defined by B. Let
be the direct sum decomposition corresponding to (4) and the identificationD 0V = D n 0
0V
. Let p M 0Re be the perfect bilinear form on M 0Re corresponding to p 0V (via (1) 
Re-basis of M 0Re . As p M 0Re mod Ker(q(π V )) respects Hodge filtrations, for each u ∈ F 1 there is v ∈ F 0 such that p M 0Re (u, v) ∈ G m (Re). We allow the replacement of v ∈ F 0 by a G m (Re)-multiple of it and the replacement of u ∈ F 1 by u + 2ṽ, whereṽ belongs to the Re-span of F 0 .
By induction on l ∈ {s ∈ N|s ≥ e} we show that p M 0Re (x, x) ∈ 2Re+I(l), ∀x ∈ M 0Re . This holds for l = e, cf. 2.2. The passage from l to l + 1 goes as follows. We assume that p M 0Re (x, x) ∈ 2Re + I(l), ∀x ∈ M 0Re . We show that p M 0Re (x, x) ∈ 2Re + I(l + 1), ∀x ∈ M 0Re . As p M 0Re is symmetric, it is enough to show that
2i + y, where y ∈ I(l + 1). But for i ≥ e the element c i c
belongs to 2W (F). If l ≥ 2e (resp. if l is odd), then as p M 0Re (x, x) ∈ 2Re+I(l) we get that 2 divides a ′ i for i ∈ {0, ..., e − 1} (resp. for i ∈ N ∩ [0,
We need some extra notations. Let (M 00 , ϕ 00 , p 00 ) := (M 0Re , Φ M 0Re , p M 0Re ) Re ⊗ Re/I(1). So the pair (M 00 , ϕ 00 ) is the Dieudonné module of the fibre of D 0V over F. As p M 0Re (x, x) ∈ 2Re + I(l), we get that 2 divides a ′ i for i ∈ {0, ..., l−2 2 } and we need to show that we can assume this also holds for i = l 2 . Taking i = 0 we get that the image of p M 0Re (x, x) in Re/I(1) = W (F) is divisible by 4. So from the proof of 3.3.2 a) we get that by performing allowed replacements we can assume that p M 0Re (u, u) ∈ I(1), ∀u ∈ F 1 . Even more, we can assume there is a W (F)-basis B 00 of M 00 containing the image F 1 0 of F 1 in M 00 with respect to which p 00 has the standard diagonal form. As p 00 mod 2 is alternating, the Zariski closure G 00 of the identity component of the subgroup of GL(M 00 [ 1 2 ]) fixing p 00 is a semisimple group (see 3.3.2 a)). Let R 00 = W (F)[[x 01 , ..., x 0d 00 ]] be the completion of the local ring of G 00 at the identity element of G 00 (F). Let Φ 00 be the Frobenius lift of R 00 compatible with σ and taking x 0i into x 2 0i . Let g 00 ∈ G 00 (R 00 ) be the natural universal element. Let g 00 (ϕ 00 ⊗ Φ 00 ) be the Φ 00 -linear endomorphism of M 00 ⊗ W (F) R 00 which takes w ∈ M 00 into g 00 (ϕ 00 (w)). The cocharacter µ 00 : G m → GL(M 00 ) which fixes each x ∈ B 00 \F 1 0 and acts via the inverse of the identical character of G m on W (F)x with x ∈ F 1 0 , normalizes G 00 . Moreover, we have ϕ 00 = a 00 µ 00 ( 1 p ), where a 00 is a σ-linear automorphism of M 00 normalizing Lie(G 00 ).
We now show by a second induction on s ∈ {1, ..., } that we can assume that p M 0Re (u, u) ∈ I(s), ∀u ∈ F 1 . This holds for s = 1 and the passage from s to s + 1 goes as follows. Let F 0Re be the Re-span of F 1 . We know that its image F 00 in M 00 is isotropic with respect to p 00 . The quadruple (M 0Re , F 0Re ,
. This follows from [14] , proof of Theorem 10 and rm. iii) after it due to the following three things. First, there is a unique connection ∇ 00 on M 00 ⊗ W (F) R 00 such that g 00 (ϕ 00 ⊗ Φ 00 ) is horizontal. It is integrable and nilpotent mod 2 (cf. loc. cit.) and so the mentioned inducement makes sense. Second, if U 00 is the unipotent radical of the parabolic subgroup P 00 of G 00 normalizing F 00 , then we have ϕ 00 (pLie(G 00 ) + Lie(P 00 ) + pLie(U 00 )) = Lie(G 00 ) (cf. the end of the previous paragraph). Third, as Lie (G 00B(F) ) is the centralizer of p 00 in End(M 00 ), the part of [14] , bottom of p. 136 involving strictness of filtrations applies here entirely in the same manner.
So as the ideal I(s)/I(s + 1) has a natural nilpotent divided power structure, we get
So we can assume that the image of F 0Re in M 0Re ⊗ Re Re/I(s+1) is induced from F 00 via m 0 (s + 1). So p M 0Re (u, u) ∈ I(s), ∀u ∈ F 1 . This ends the induction on s and so also the induction on l. This ends the proof.
The reductive group schemeG
Re . The Re-algebra B ⊗ Z (2) Re is a product of matrix algebras, cf. 1.2 ii). Its representations on L (2) ⊗ Z (2) Re and M * Re are isomorphic. Argument: from (2) we get that they are isomorphic mod Ker(q(π V )) and so the statement follows easily from 2.1.1 and 3.3.2 c).
Re corresponding naturally to p M Re . The fact that the hypotheses of 3.3.2 a) are satisfied for S = Re is implied by 4.3.1. So we get (by passage to the dual context) the existence of a reductive subgroupG Re of GSp(M Re , p M Re ) liftingG V and fixing each element of B opp . SoG V is also a reductive group scheme.
* taking the alternating form ψ into p A V and v α into t α , ∀α ∈ J .
Based on (2), the proof of this is entirely the same as the proof of 3.3.2 b) applied to the quotient V of Re (the role of M S is now played by j * −1
to Re. All below triples are principally polarized abelian schemes endowed with a Z (2) -algebra B of Z (2) -endomorphisms. As we are in a principally polarized context, Grothendieck's algebraization theorem of [12] , Chapter 5 guarantees that below we always get abelian schemes and not just formal abelian schemes. We now show in two steps that the triple (A V , p A V , B) lifts to a triple (A 
Proof:
We fix an Re-basis B Re of M Re . Let F G be a finitely generated W (F)-subalgebra of Re such thatG Re is the pull back of a reductive subgroup of GL(M F G ), where M F G is the free F G-submodule of M Re generated by elements of B Re . We can assume that F G surjects onto V . Let A l be the image of F G in Re/2 l Re, l ∈ N. It is a local, artinian W l (F)-algebra (see 2.1.1). For l ∈ N we have the following four properties:
P3G Re mod 2 l is the pull back of a reductive subgroupG
P4 the reduction mod 2 l ofG A l+1 is the natural pull back ofG A l (see P1).
Based on [29] , Vol. II, Theorem 3.2 of p. 47, by induction on l ∈ N we get the existence of a cocharacter µ l ofG A l lifting the reduction mod 2 l of µ V (see P2) and, in case l > 1, such that mod 2 l−1 it is the natural pull back of µ l−1 (see P3-4). So we can take µ Re such that its reduction mod 2 l is the natural pull back of µ l (see P3-4), ∀l ∈ N. 
is a W (F)-morphism, letG S be the pull back ofG Re to S. Let z 0 : Spec(W (F)) ֒→ Spec(Re) be the closed embedding which at the level of W (F)-algebras is defined by T goes to 0. Let
Let µ 0 := z * 0 (µ Re ). LetÑ be the maximal connected, unipotent, commutative subgroup ofG W (F) such that µ 0 acts on Lie(Ñ ) via the identity character of G m . SoÑ acts trivially on 
, Theorem 10. From [10] , Theorem of introd. and from Serre-Tate deformation theory we get the existence of a unique triple (A 
2 , the Kodaira-Spencer map of ∇ R d is injective. Let
Letz 0 be the factorization of z 0 through the W (F)-morphism Spec(Re) → Spec(Re). Proof: We copy [14] , Theorem 10 and rm. iii) after it. ThoughRe is not isomorphic to R, it has all the ring properties of R needed in order to be able to copy loc. cit.:
i)Re is the projective limit of its quotientsRe/Ĩ(q), q ∈ N;
Due to iii), the connection∇ on M Re ⊗ ReR e extending ∇ is the unique connection such that we have∇ • (Φ ⊗ ΦR e ) = (Φ ⊗ dΦR e ) •∇. Moreover, the freeness part of ii) guarantees that we have no obstructions in constructing uR e even if G = G 1 . In other words, as Lie(G 1B(F) ) = Lie(G B(F) ), the part of [14] , bottom of p. 136 involving strictness of filtrations applies here entirely in the same manner. For readers convenience, we recall the essence of loc. cit. by mentioning how the W (F)-homomorphism R →Re/Ĩ(q + 1) is constructed for q = 1 (the passage from q to q + 1 is the same).
We endow the idealJ(1) :=Ĩ(1)/Ĩ(2) ofRe/Ĩ(2) with the natural PD structure; sõ J(1)
. So from Grothendieck-Messing deformation theory we get the existence of an isomorphism ρ(2) : M Re ⊗ ReR e/Ĩ(2)→M 0 ⊗ W (F)R e/Ĩ(2) commuting with Frobenius endomorphisms and taking p M 0 into p M Re modĨ(2) and taking b into b, ∀b ∈ B. It might not take
Re ⊗ ReR e/Ĩ(2) but this holds modJ (1) . So due to the mentioned strictness part, there is
. Here we will give a second proof to this involving cocharacters. Let µ 1 2 and µ 2 2 be the cocharacters ofGR e/Ĩ(2) obtained from µ 0R d via m(2) and respectively from µ Re mod I(2). As over W (F) they coincide, there is h 3 ∈ Ker(GR e (Re/Ĩ(2)) →GR e (Re/Ĩ(1))) such that h 3 µ 
So we can replace m(2) by another lift of m(1) such that we can assume h 1 is the identity element ofÑ (Re/Ĩ (2)). This ends the proof. 
via the composite x V /2V of w V /2V with uR e mod 2. The fibres of T RI ′ 1 and T RI ′ 1 over Spec(F) are the same. So, based on the deformation theories of 1.1 4, to check that these two triples are the same it is enough to show that the two principally quasi-polarized finite, flat, commutative group schemes endowed with endomorphisms and obtained from them by considering 2-torsions, are the same. As V /2V is local artinian and so a complete ring, based on Grothendieck-Messing deformation theory it is enough to check that their polarized F -crystals on quasi-coherent sheaves annihilated by 2 and endowed with endomorphisms over N CRIS(Spec(V /2V )/Spec(W (F))) are the same. But this follows from 2.1.4 and constructions.
Let 2) If G = G 1 , then N = N ′ (see [22] ; to be compared with [32] , rm. 5.6.4). However, the approach of loc. cit. does not suffice to handle the case G = G 1 .
