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Resumen Un problema de gran intere´s en disciplinas como la ocupacional, er-
gono´mica y deportiva, es la medicio´n de variables biomeca´nicas involucradas en
el movimiento humano (como las fuerzas musculares internas y torque de artic-
ulaciones). Actualmente este problema se resuelve en un proceso de dos pasos.
Primero capturando datos con dispositivos poco pra´cticos, intrusivos y costosos.
Luego estos datos son usados como entrada en modelos complejos para obtener
las variables biomeca´nicas como salida. El presente trabajo representa una al-
ternativa automatizada, no intrusiva y econo´mica al primer paso, proponiendo la
captura de estos datos a trave´s de ima´genes. En trabajos futuros la idea es autom-
atizar todo el proceso de ca´lculo de esas variables. En este trabajo elegimos un
caso particular de medicio´n de variables biomeca´nicas: el problema de estimar
el nivel discreto de carga muscular que esta´n ejerciendo los mu´sculos de un bra-
zo. Para estimar a partir de ima´genes esta´ticas del brazo ejerciendo la fuerza de
sostener la carga, el nivel de la misma, realizamos un proceso de clasificacio´n.
Nuestro enfoque utiliza Support Vector Machines para clasificacio´n, combinada
con una etapa de pre-procesamiento que extrae caracterı´sticas visuales utilizan-
do variadas te´cnicas (Bag of Keypoints, Local Binary Patterns, Histogramas de
Color, Momentos de Contornos) En los mejores casos (Local Binary Patterns y
Momentos de Contornos) obtenemos medidas de performance en la clasificacio´n
(Precision, Recall, F-Measure y Accuracy) superiores al 90%.
Keywords: biomechanical variables, muscle arm load, support vector machine, local
binary patterns, bag of key points, contour moments, color histograms
1. Introduccio´n
La biomeca´nica es una disciplina cientı´fica que tiene por objeto el estudio de las
estructuras de cara´cter meca´nico, modelos, feno´menos y leyes que sean relevantes al
movimiento y al equilibrio de los seres vivos; fundamentalmente del cuerpo humano.
Las variables biomeca´nicas ma´s estudiadas al momento de analizar el movimiento hu-
mano son: las fuerzas internas ejercidas por los mu´sculos involucradas en los mismos
y los torques que se producen en las articulaciones al ejecutarse estos movimientos.
El ana´lisis de las variables biomeca´nicas permite identificar: movimientos perjudiciales
para la salud, situaciones de sobre esfuerzo, posiciones in/adecuadas, movimiento o´pti-
mo, entre otras situaciones. Esto conlleva a que tenga gran impacto en disciplinas como
la ocupacional [5], la ergono´mica [13] y el deporte [16].
Para encontrar las fuerzas musculares y torques de articulaciones actuantes en un
movimiento, comu´nmente se aplican modelos dina´micos complejos [15,19,21]. La in-
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formacio´n de entrada para estos modelos es obtenida mediante dispositivos como: elec-
tromiografos (EMG) que miden nivel de activacio´n muscular de forma ele´ctrica (re-
quiere adhesio´n de electrodos cableados al cuerpo o introduccio´n de agujas en los
mu´sculos), gonio´metros que miden a´ngulos de las partes del cuerpo (implica adherir
sensores y elementos al cuerpo de las personas), sistemas de captura de movimiento
para medir posiciones y a´ngulos de las partes del cuerpo (requiere adherir marcadores
y montar sistemas multica´maras), entre otros. Los dispositivos utilizados para capturar
la informacio´n necesaria en estos modelos son costosos e intrusivos. Adema´s no son
aptos para utilizarlos fuera del entorno de un laboratorio ya que requieren el montaje de
dispositivos especiales (cableados) sobre el cuerpo de las personas (electrodos o agujas
en el cuerpo, traje con marcadores, gonio´metros) y en el entorno (sistema de mu´ltiples
ca´maras).
En este trabajo proponemos el punto de partida de una investigacio´n cuyo objeti-
vo final consiste en poder automatizar lo ma´s posible la medicio´n no intrusiva de las
variables biomeca´nicas de intere´s involucradas en un movimiento humano, y de las
variables intermedias que necesiten ser usadas en el proceso. Como primer paso, pro-
ponemos en este trabajo una solucio´n al problema de estimar el nivel discreto de carga
muscular que se encuentra realizando un brazo humano levantando un objeto de peso
conocido, solamente utilizando informacio´n visual extraı´da desde fotografı´as del brazo.
Tanto el problema particular, como la lı´nea de investigacio´n a la que pertenece y tam-
bie´n la solucio´n que se propone, mejoran y simplifican a las te´cnicas existentes ya que
consisten en un enfoque automa´tico y no intrusivo. Hasta donde los autores conocemos,
no se han presentado soluciones que estimen nivel de carga o variables biomeca´nicas
so´lo a partir de informacio´n de ima´genes como se podra´ observar en la Seccio´n 4 lo que
hace novedoso nuestro enfoque.
Con el objetivo de resolver el problema planteado es que presentamos en este tra-
bajo un procedimiento que permite estimar el nivel de peso discreto levantado por el
brazo de una persona a partir de una imagen en la Seccio´n 2. Este procedimiento con-
siste en utilizar una te´cnica de aprendizaje de ma´quinas supervisado para clasificar las
ima´genes, combinada con una etapa de pre-procesamiento que caracteriza las mismas
utilizando variadas te´cnicas de extraccio´n de caracterı´sticas visuales. Posteriormente en
la Seccio´n 3 presentamos experimentacio´n y resultados que demuestran de forma ini-
cial el buen funcionamiento del procedimiento propuesto. Con el motivo de encuadrar
este trabajo en el estado del arte y dimensionar su impacto es que en la Seccio´n 4 pre-
sentamos un breve repaso y discusio´n sobre los trabajos ma´s relacionados al problema
y al tema de investigacio´n en general. Finalmente presentamos nuestras conclusiones y
nuevos lineamientos para seguir trabajando en la Seccio´n 5.
2. Enfoque
2.1. Captura de las ima´genes y Preprocesamiento de los datos
Se procede de la siguiente manera para capturar las ima´genes: 1) el sujeto de prueba
sostiene una carga de peso Pi con el brazo estirado, a piel descubierta; 2) se toma una
fotografı´a solamente del brazo (sin capturar el objeto) con un fondo azul para facilitar
posteriormente el proceso de segmentacio´n del brazo; 3) para un Pi dado se repiten los
pasos 1 y 2, N veces para obtener N ejemplos del ese nivel de carga; 4) se repite el
proceso anterior con el resto de los pesos.
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Luego de capturar las ima´genes es necesario un realizar la segmentacio´n del brazo.
Para ello se propone un proceso semiautoma´tico de segmentacio´n que consiste en iden-
tificar en la imagen los pı´xeles que son del color del fondo (azul) y eliminarlo como
background. La segmentacio´n se realizo´ aplicando el algoritmo de clustering K-Means
[8] tomando como datapoints los valores RGB de cada pı´xel de las ima´genes. Poste-
riormente se aplico´ una operacio´n morfolo´gica de erosio´n para remover posible ruido.
Finalmente a los pı´xeles del background en la imagen original se les asigno´ el valor
cero.
2.2. Extraccio´n de caracterı´sticas visuales
El pro´ximo paso es extraer un vector de caracterı´sticas de las ima´genes para usarlo
como entrada en el proceso de aprendizaje. Las te´cnicas que presentaremos en esta
seccio´n se usaron para tal fin y se programaron usando las versiones de los algoritmos
implementadas en la librerı´a OpenCV [4]. Como resultado de esta etapa se obtuvieron
un dataset por cada te´cnica de extraccio´n de caracterı´sticas implementada. Los vectores
de caracterı´sticas de cada imagen se etiquetaron con el tipo de objeto levantado, lo que
tiene una relacio´n directa con el nivel de carga, ya que cada tipo de objeto tiene un peso
distinto. De esta forma cada dataset contiene un datapoint por imagen que consiste
en una tupla formada por el vector de caracterı´sticas extraı´das para la imagen, y la
clasificacio´n correcta de la imagen.
Bag of Keypoints (BKP) Un enfoque para extraer caracterı´sticas visuales muy utiliza-
do en categorizacio´n visual es el de BKP [10]. Con este enfoque primero se encuentran
porciones de la imagen que presentan caracterı´sticas que pueden ser igualmente detec-
tadas bajo variacio´n de escala, iluminacio´n o ruido (puntos de intere´s). Generalmente se
caracterizan por ser zonas de gran contraste en la imagen. En nuestro trabajo utilizamos
el algoritmo SURF [2] para encontrar estos puntos de intere´s. Cada uno se caracteriza
mediante un vector que contiene informacio´n del mismo (posicio´n, orientacio´n, entre
otras). Posteriormente se entrena una te´cnica de clustering para agrupar los puntos de
intere´s en un diccionario de porciones de ima´genes segu´n sus vectores de caracterı´sti-
cas, en una cantidad definida de clusters. En nuestro caso el taman˜o del diccionario es
de 800 grupos y se obtuvo aplicando la te´cnica de clusterizacio´n KMeans a los vec-
tores descriptivos de los puntos de intere´s. Luego se analizan todas las ima´genes para
obtener un histograma de aparicio´n de cada punto de intere´s en cada imagen nueva.
Este histograma se calcula para cada imagen sobre los distintos clusters, por lo que ten-
dra´ 800 intervalos para nuestro caso. Finalmente se devuelven estos histogramas como
vectores de caracterı´sticas. En nuestro caso entonces la cantidad de variables del vector
de caracterı´sticas por imagen es de n = 800.
Local Binary Patterns (LBP) Otra forma de extraer caracterı´sticas de ima´genes muy
utilizada es LBP [18], que extrae informacio´n de textura de la imagen, y ha sido muy
utilizada para caracterizacio´n de la piel en el a´rea de reconocimiento de expresiones
faciales [25]. Este enfoque es invariante a rotaciones y robusto a variaciones en escala
de grises.
El proceso consiste en los siguientes pasos: 1) dividir cada imagen en una grilla de
taman˜o NxN , obteniendo ası´ NxN regiones de intere´s (ROI); 2) generar un co´digo
binario de 8 bits para cada pı´xel en una ROI comparando el pı´xel con sus 8 pı´xeles
vecinos (superior, inferior, derecho, izquierdo y diagonales) y decidiendo por el valor 0
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si el pı´xel central es mayor a su vecino y 1 en caso contrario; 3) estos co´digos posteri-
ormente son transformados a un valor decimal y cuantizados en un histograma por ROI
(que tiene 59 intervalos en nuestro caso); 4) los histogramas de cada ROI se concatenan
en un nuevo vector que representa la imagen completa dando como resultado un vector
de caracterı´sticas de taman˜o n = N ∗N ∗ 59. En nuestro caso particionamos la imagen
en 3x3 por lo que el vector tiene un taman˜o n = 3 ∗ 3 ∗ 59 = 531.
Histograma de color (HC) Otra te´cnica utilizada comu´nmente en caracterizacio´n de
ima´genes para clasificacio´n [6] y para recuperacio´n de ima´genes [24], son los histogra-
mas de color. Esta te´cnica consiste en cuantizar los valores de los pı´xeles de una ROI
en histogramas de taman˜o definido.
En nuestro caso calculamos los histogramas de color de los dos primeros (HS)
canales del espacio HSV (Hue Saturation Value [23]) de una imagen particionada en
celdas. Para nuestros experimentos la imagen se particiona en una grilla de 3x3 celdas
o ROI y se usan 5 intervalos para cada canal del histograma. De esta forma el valor
de cada pı´xel de cada canal aporta a la suma de uno de los 5 intervalos del histograma
del canal segu´n corresponda Esta´ te´cnica genera un vector de caracterı´sticas de taman˜o
n = 3 ∗ 3 ∗ 5 ∗ 5 = 225. El hecho de trabajar sobre el espacio de color HSV provee a
la te´cnica robustez a los cambios en iluminacio´n.
Momentos de contornos (MC) Otra forma de caracterizar una imagen es a trave´s de
informacio´n de su contorno. Una de las formas ma´s simples de comparar contornos es
a trave´s de sus momentos. El momento de un contorno es un promedio pesado de las
intensidades de los pı´xeles. Definimos el momentompq de un contorno como :
mp,q =
n∑
i=1
I(x, y)xpyq
A p y q se los denomina o´rdenes del momento. La sumatoria es sobre todos los pı´xeles
del contorno (n). I(x, y) es el valor de intensidad del pı´xel (x,y) de la imagen. Los
contornos de la imagen se obtienen con un algoritmo de deteccio´n de bordes.
Es posible definir distintos tipos de momentos. Los momentos espaciales son 10 y
se encuentran variando los o´rdenes de x e y (p y q) en la fo´rmula anterior. Los momen-
tos centrales son 7 y se obtienen agregando informacio´n de los momentos de orden 0
y 1 en la formula original. Los momentos normalizados son 7 y se estiman a partir de
los momentos centrales divididos por una potencia del momento m00. Finalmente los
Hu Invariant moments [12] son 7 y se estiman como combinaciones lineales de los mo-
mentos centrales. Estos u´ltimos son muy u´tiles ya que permiten caracterizar el contorno
de forma invariante a escala, rotacio´n y reflexio´n. Concatenando todos estos momentos
generamos un vector de n = 10 + 7 + 7 + 7 = 31 caracterı´sticas.
2.3. Procedimiento de aprendizaje
En este paso se aprende el modelo subyacente en los datasets de entrenamiento me-
diante la aplicacio´n de una te´cnica de aprendizaje de ma´quinas supervisado de manera
de poder clasificar el nivel de carga muscular de nuevos ejemplos. Nosotros utilizamos
la te´cnica de Support Vector Machine (SVM) [9,3] debido a que es robusta y muy usada
para tareas de clasificacio´n. Utilizamos la funcio´n correspondiente (svm) implementada
en el paquete e1071 del lenguaje de programacio´n R [17], con los valores por defecto
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para sus para´metros (kernel de tipo radial con gamma=0.0018). Debido a que se obtu-
vieron 4 datasets distintos (resultado del proceso de la Seccio´n 2.2), el proceso de en-
trenamiento y clasificacio´n se realizo´ 4 veces. Finalmente, usando la misma te´cnica de
aprendizaje predecimos los valores o niveles de carga realizando clasificacio´n tri-clase
sobre cada dataset de testeo a partir del modelo aprendido (consideramos ima´genes
levantando solo tres cargas diferentes)
3. Experimentacio´n y resultados
Realizamos el proceso de aprendizaje y clasificacio´n sobre un conjunto de 92 ima´genes
segmentadas, de brazos sosteniendo 3 pesos distintos. Los pesos y objetos utilizados
son: el objeto O0 que pesa 0Kgs, el objeto O5 que pesa 2.25Kgs y el objeto O6 que
pesa 5Kgs. Estos pesos corresponden con las clases 0, 5 y 6 respectivamente. Se tienen
30 instancias de la clase 0, 33 instancias de la clase 5 y 29 instancias de la clase 6. Ca-
da dataset se fragmento´ en un conjunto de entrenamiento conformado por el 70% del
dataset original y el conjunto de testeo conformado por el 30% restante tomadas al azar
del dataset completo. En distintas instancias del experimento se entreno´ el clasificador
usando datos extraı´dos con los 4 tipos de caracterı´sticas presentadas, se reportaron las
medidas de rendimiento que presentaremos en breve y se realizo´ un ana´lisis comparati-
vo de las mismas.
Comomedidas de rendimiento se consideraronPrecision (P), Recall (R), F-Measure
(FM) y Accuracy (A), para el caso multi-clase para cada experimento. Para la i-esima
clase, la Pi corresponde a la cantidad de ejemplos de la i-esima clase clasificados cor-
rectamente, dividido por la cantidad de ejemplos de otras clases clasificados incorrec-
tamente como pertenecientes a la i-esima clase. En te´rminos de la matriz de confusio´n,
estas cantidades corresponden a la cantidad reportada en la diagonal del i-esimo renglo´n
y la suma de las cantidades del i-esimo renglo´n, respectivamente. El Ri de la i-esima
clase es similar, solo que el denominador corresponde al total de ejemplos de la clase
clasificados incorrectamente como pertenecientes a alguna otra clase, i.e., la suma de las
cantidades de la i-esima columna. El ca´lculo de la FMi se computa de igual manera que
el caso binario pero usando los valores Pi yRi , i.e., FMi = 2∗ ((Pi ∗Ri)/(Pi+Ri)).
Por u´ltimo, la Ai, que corresponde a la fraccio´n de ejemplos clasificados correctamente
como pertenecientes a la clase i-esima, se computa como la suma de las cantidades de
la diagonal (i.e., clasificados correctamente como pertenecientes a la clase) mas la suma
de las cantidades no pertenecientes ni al i-esimo renglo´n ni a la i-esima columna (i.e.,
clasificados correctamente como no pertenecientes a la i-esima clase), dividida por la
suma de todas las cantidades de la matriz (i.e., el nu´mero total de ejemplos).
Adema´s para cada experimento es calculado el promedio de estas medidas (Pˆ , Rˆ,
ˆFM y Aˆ) sobre todas las clases, junto con la Overall Accuracy (OvA). Esta u´ltima
medida es la accuracy sobre toda la matriz de confusio´n y se calcula sumando los el-
ementos de la diagonal de la matriz dividido por la suma de todos los elementos de la
misma).
Resumimos en el Cuadro 1 los valores promedio y de OvA obtenidos para cada me-
dida de rendimiento sobre cada dataset obtenido con las distintas te´cnicas de extraccio´n
de caracterı´sticas.
Presentamos los resultados por clases sobre cada dataset en el Cuadro 2 y realizamos
un breve ana´lisis. Los resultados de la te´cnica BKP para cada clase muestran que para
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Exp. OvA Aˆ Pˆ Rˆ ˆFM
BKP 82.14% 88.09% 80.83% 82.78% 80.83%
LBP 100% 100% 100% 100% 100%
HC 75% 83.33% 76.06% 73.56% 73.29%
MC 92.85% 95.23% 93.93% 93.93% 93.93%
Cuadro 1: Resultados generales
estos datos la clase 6 es la que ma´s le costo´ identificar. Los resultados de la te´cnica
LBP para cada clase son muy alentadores ya que demuestran un excelente desempen˜o.
Los resultados de la te´cnica HC para cada clase muestran que no pudo distinguirse muy
acertadamente las clases 5 y 6. Los resultados de la te´cnicaMC para cada clase permiten
ver que para este conjunto de datos se puede identificar de forma ideal la clase 0.
Feature Extraction Clase A P R FM
BKP 0 92.85% 80% 100% 88.88%
BKP 5 89.28% 100% 76.92% 86.95%
BKP 6 82.14% 62.5% 71.42% 66.66%
LBP 0 100% 100% 100% 100%
LBP 5 100% 100% 100% 100%
LBP 6 100% 100% 100% 100%
HC 0 92.85% 100% 81.81% 90%
HC 5 78.57% 66.66% 50% 57.14%
HC 6 78.57% 61.53% 88.88% 72.72%
MC 0 100% 100% 100% 100%
MC 5 92.85% 100% 81.81% 90%
MC 6 92.85% 81.81% 100% 90%
Cuadro 2: Resultados de cada te´cnica de extraccio´n de caracterı´sticas para cada clase
Algunas conclusiones que podemos extraer de los resultados son: 1) LBP es la te´cni-
ca que presenta mejores resultados en este conjunto de datos ya que todas sus medidas
son superiores al resto; lo que nos dice que la informacio´n local de textura tiene altas
probabilidades de servir para caracterizar una imagen en base a su nivel de carga mus-
cular; 2) los segundos mejores resultados fueron obtenidos por la te´cnica MC, lo que
nos indica que tambie´n la informacio´n de contorno sirve para esta caracterizacio´n; 3)
todos los resultados son superiores al 70% y muchos de ellos mayores al 90% lo que
indica que las te´cnicas presentadas de extraccio´n de caracterı´sticas en combinacio´n con
la te´cnica de clasificacio´n elegidas son u´tiles para estimar de forma discreta en 3 val-
ores el nivel de carga a partir de ima´genes esta´ticas; 4) tenemos la intuicio´n de que la
causa del buen desempen˜o de LBP sea que la informacio´n de textura caracteriza mejor
variaciones en la piel.
4. Trabajos relacionados
Hasta donde los autores hemos podido relevar no se han encontrado trabajos en la
literatura que resuelvan el problema de estimacio´n de cargamuscular mediante ima´genes
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de la piel, pero presentaremos en esta seccio´n los trabajos ma´s relacionados, principal-
mente en cuanto a la aplicacio´n de Visio´n Computacional para sensado muscular.
Encontramos en la literatura una serie de trabajos relacionados al sensado muscu-
lar a partir de ima´genes de ultrasonido. Entre los problemas que resuelven los trabajos
relevados podemos ver el de estimacio´n de desplazamientos y movimientos muscu-
lares [20,14]; estimacio´n de medidas internas del mu´sculo (volumen, taman˜o, dia´metro,
largo, a´rea, fuerza de contraccio´n ma´xima voluntaria, entre otros) ası´ tambie´n como la
relacio´n de estas medidas con los distintos niveles de actividad muscular [7,1,11] y
finalmente identificar flexio´n de los dedos y momento de ocurrencia ([22]). Como se
observa, los problemas que resuelven puntualmente estos trabajos estiman una gran
cantidad de variables musculares, entre ellas medidas que son correlativas a la carga
muscular. A pesar de que estos problemas son similares al que nosotros resolvemos,
estos autores no atacan el problema puntual de estimar carga o esfuerzo muscular me-
diante ima´genes de la piel. El uso de ima´genes de ultrasonido no siempre es posible.
Estas ima´genes se deben capturar con dispositivos especiales, costosos y que requieren
contacto directo con la piel imposibilitando el sensado a distancia. Una ventaja de nue-
stro enfoque sobre estos trabajos es el uso de ima´genes que si pueden ser capturadas a
distancia y con una ca´mara convencional.
Adema´s, en la literatura es posible encontrar trabajos que realizan sensado muscular
aplicando visio´n computacional a ima´genes externas como en [26,27]. Estos trabajos re-
suelven el problema de estimar el nivel de contraccio´n muscular en sanguijuelas a partir
de ima´genes de movimiento microsco´picas de su piel. El problema resuelto por los au-
tores mencionados esta relacionado con el que resolvemos en este trabajo, en cuanto a
que tratan de cuantizar o caracterizar la contraccio´n de un mu´sculo en base a ima´genes
externas. De todos modos si bien ellos resuelven un problema similar, no trabajan so-
bre piel humana y lo hacen a partir de videos utilizando te´cnicas que caracterizan el
movimiento de los pı´xeles realizando un seguimiento de un cuadro a otro del video. Es-
tos trabajos pueden ser un buen antecedente para caracterizar movimiento de texturas,
y sus resultados podrı´an ser aplicables a piel humana para caracterizar la contraccio´n
muscular en personas y posteriormente estimar el nivel de carga.
Como se puede observar, no se han encontrado trabajos en la literatura que resuelvan
el problema puntual de estimar el nivel de carga muscular mediante ima´genes de la piel.
5. Conclusiones y trabajo futuro
En este trabajo presentamos un enfoque que permite decidir con un alto grado de
certeza que´ nivel de carga muscular de entre 3 posibles esta´ ejerciendo una persona a
partir de una imagen de su brazo a piel descubierta. Esto fue posible realizando apren-
dizaje supervisado (SVM) sobre vectores de caracterı´sticas visuales de las ima´genes
obtenidos aplicando diversas te´cnicas para tal fin (BKP, LBP, HC, MC). Para el con-
junto de ima´genes utilizadas en este trabajo, las te´cnicas de LBP y de MC dieron los
mejores resultados. Sin embargo, todas las te´cnicas presentan una performance (Prec.,
Rec., F-M. y Acc.) aceptable y superiores al 70% (llegando al 100% en el mejor ca-
so). Cabe aclarar que el buen desempen˜o obtenido por todas las te´cnicas puede estar
influenciado por la uniformidad en iluminacio´n, escala, posicio´n y ventana de recuadro
impuesta a la captura de las ima´genes de forma intencional con el objetivo de controlar
lo mejor posible los datos de entrada. Cuando se implemente esta solucio´n en entornos
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ma´s realistas, puede ser necesario realizar normalizaciones en escala, iluminacio´n y
posicio´n a las ima´genes o aplicar te´cnicas para extraer caracterı´sticas que sean lo ma´s
invariantes posible a cambios en estas propiedades.
Como trabajo futuro nos enfocaremos en mejorar la resolucio´n del enfoque, real-
izando clasificacio´n en 5 niveles de carga discreta, para posteriormente intentar realizar
regresio´n, estimando ası´ el peso real del objeto concreto que se esta´ levantando. A ma´s
largo plazo se tiene como objetivo lograr predecir el nivel de la sen˜al de EMG so´lo a par-
tir de informacio´n visual, ya que es de mucha utilidad en el estudio de la biomeca´nica.
Adema´s mejoraremos el setting de experimentacio´n trabajando sobre ma´s de un sujeto
y realizando cross-validation para mejorar la validez de los resultados y la significancia
estadı´stica.
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