on work schedules and alternative work arrangements, such as telecommuting and compressed work weeks. They also collected information from employees on the different modes of transportation selected by the employees and estimated their site's AVR (1).
on work schedules and alternative work arrangements, such as telecommuting and compressed work weeks. They also collected information from employees on the different modes of transportation selected by the employees and estimated their site's AVR (1) .
Neural networks were selected because they can uncover complex relationships in the data from employers and predict the resulting change in AVR. The performance, and selection of the best model, was based on comparing neural network output to actual AVR observations. The neural network training (or learning) process allows the neural network model to predict the correct response to combinations of input data values not previously seen by the network. The benefits of developing such a model would be to streamline development of trip reduction plans for employers, increase effectiveness of those plans, and provide a basis for consistent review by the regulating agencies. It should also improve efficiency by reducing regulatory staff time in the review of trip reduction plans.
PROJECT OVERVIEW
Given a sufficient amount of data, locally developed models could be expected to perform better than a model based on data from a cross-section of the country. However, the need for transferability is of particular importance to areas in which employers are not required to submit trip reduction plans. The need for a model also increased in the most polluted cities. The Employee Commute Options (ECO) requirement in the Clean Air Act Amendments of 1990 required large employers in these areas to submit annual trip reduction plans. However, ECO was made voluntary in late 1995. These plans would have been the source of data that would have allowed urban areas to develop their own model or calibrate a national model.
Although areas such as Los Angeles had thousands of employer plans submitted under these regulations, the regulators have had limited success in developing models to predict changes in AVR resulting from those plans. Part of the reason rests with the complexity of the data. The Los Angeles area database, for example, includes 62 different incentives that employers can select from to create plans to increase AVR. Some incentives are offered by relatively few employers. Even after condensing the incentives into 28 categories, the plans represented about 1,500 different combinations of incentives.
At the same time, the current models [e.g., the FHWA transportation demand management (TDM) model] are based on disaggregate data collected through relatively small samples of employers but augmented by employee surveys. Specifically, model predictions were Artificial neural network (ANN) models are described, and efforts to build a model to predict changes in average vehicle ridership using about 7,000 employer trip reduction plans from three cities are highlighted. The development of the application is summarized; the neural network model performance is compared with other analytical approaches; and the results of the field test are summarized. Researchers at the Center for Urban Transportation Research combined the three data sets, identified model inputs and outputs from the data, and built the neural network model. This step also included building alternative models using regression and discriminant analysis to measure relative ANN performance. These models were compared with the FHWA's transportation demand management model. The ANN model built only with data from Los Angeles was validated using a separate data set and evaluated according to the model's ability to classify the change in average vehicle ridership (AVR) within an acceptable range. The final step was the validation of the model using data from other sites. The result was a model and software built on data from Los Angeles and Tucson that performed well when tested with data from Phoenix. On the basis of this project, the ANN model predicted an acceptable range of changes in AVR and was proven to be transferable to another city. Furthermore, the ANN model outperformed other analysis tools and was easier to use. Finally, the model provides a basis for helping to assess the impacts of employer trip reduction programs with minimal data collection requirements.
Rising traffic congestion and air quality problems had prompted efforts to reduce vehicle emissions by requiring large employers to develop programs to reduce vehicle trips. In areas with the worst air pollution, the programs' goal was to reduce driving-and pollutionby increasing the average number of employees in vehicles commuting to work [i.e., average vehicle ridership (AVR)]. Employers were targeted by these regulations because employer policies such as work location, work schedule, and parking policies strongly influence transportation mode choices made by employees.
In many major urban areas, large employers with 100 or more employees were required by federal, state, or local regulation to submit detailed plans for influencing employee travel behavior to reduce air pollution, traffic congestion, or both. Over the years, these metropolitan areas collected a large amount of data from these companies. Information was obtained that described different company site characteristics and the alternative modes of transportation available to the employees. The data also included information on the types of incentives that employers offered. Employers provided information not compared with actual results for any data that had not been used in model building.
PROJECT OBJECTIVE
Under this Florida Department of Transportation (FDOT) Research Idea project, the Center for Urban Transportation Research (CUTR) and the Department of Computer Science and Engineering at the University of South Florida (USF) applied neural network technology to predict the impacts of trip reduction strategies on aggregate changes in commuter behavior.
NEURAL NETWORKS
Artificial neural networks (ANNs) are a form of computer intelligence that operate like the human brain, but on a much smaller scale. ANNs are being used to predict results by learning from existing input and resulting output data in science, engineering, medicine, marketing, and sports wagering.
To develop, or "train," the model, the data set is usually divided into two groups: one group for training the network and another group for testing how well the network has learned. A third, independent data set is often reserved for validation. Each training set of data is presented to the network. If the output of the network differs from the correct output, then the weights of individual network nodes are changed. Training a neural network requires many cycles until the cumulative errors of all training sets are below a predefined acceptable level. The lower this number, the better the network is able to duplicate the associations between inputs and outputs in the training data. Once the network is able to duplicate the associations between inputs and outputs in the training data, it should be able to produce correct outputs for input data not specifically included as part of the training data. The training data set uses independent data to test against during training and halts training when the test performance begins to degrade. Otherwise, the model may overfit the data. Overfitting the training data occurs when the neural network produces a nonlinear model that fits the training data perfectly, but fits the test data poorly (Figure 1) .
Training a network using back propagation consists of finding the correct number of computational units in the network with the correct numerical values of the weights that connect these units so that the associations between input and output in an existing data set can be duplicated by the network. Because each neuron implements a nonlinear mapping between its inputs and output, neural networks are capable of learning nonlinear relationships that may exist in the data. This capability makes neural networks adaptable and especially useful in environments in which the relationships between inputs and outputs change over time.
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COMPARISON OF NEURAL NETWORKS WITH OTHER MODELING TECHNIQUES
Neural networks deal with a broad range of problems, including transportation. ANNs are known to be good at classification, evaluation, optimization, decision making, pattern recognition, behavior trend prediction, image analysis, filtering, and modeling control systems (2). Significant differences exist between expert systems and neural networks. Expert systems require that the relationships between the input data and the conclusions to be derived from that data be established before the expert system is built. The neural network needs the data from which it can uncover the relationships, whereas the expert system needs the expert who has already learned those relationships. Another important difference can be found in the encoding of the data. Expert systems encode their knowledge in rules, object descriptions, and procedures. After training, neural networks encode their knowledge of relationships in weight values and in the interconnection between the neurons.
Updating the knowledge in the system is another area in which neural networks and expert systems differ. If the problem domain changes and new knowledge is required, this knowledge must be obtained from the human expert and carefully crafted into the already existing software knowledge structures of the expert system. A neural network would need input that reflects the changes in the problem domain with the corresponding conclusions that can be drawn from the data in order to retrain.
Differences also exist between neural networks and linear regression modeling. Linear regression modeling uses a strictly linear combination of independent variables, whereas neural networks provide weights that represent nonlinear functions of the input variables. For example, the ANN models are trained to predict deterioration based on various samples of pavement condition data (inputs) that correspond to pavement roughness coefficients (outputs). Coy (3) showed that neural networks outperformed linear regression models, using both linear and nonlinear functions of the independent variables, in predicting returns for initial public offerings.
ALTERNATIVE MODELING PROCEDURES
To provide an indication of the relative ability of the neural networks to predict changes in AVR and to show the reduction in data needed to conduct this analysis, three alternative methods of modeling were developed. The first was a standard linear regression analysis. It was used to compare nonlinear capabilities of the neural network with linear predictions of linear regression. The second method was a linear discriminant analysis, which was used to show the relative ability of the neural network to classify observations into ranges correctly. The South Coast Air Quality Management District (SCAQMD) data were converted into inputs to the FHWA TDM model to compare the neural network with this commonly used analytical tool for predicting results of trip reduction strategies.
A validation data set was created to test each model's effectiveness in predicting results. Random sampling created the validation data set from the full set of SCAQMD data. After data cleaning had been completed, 432 total observations remained for validation purposes, and 9,096 observations were used for training and testing. For comparison with regression and discriminant models, testing using virtually any size data set would have been possible. However, because of the extremely labor-intensive process of developing FHWA TDM model estimates from the SCAQMD data, the size of the initial validation data set was limited to the 432 observations.
Regression Analysis
An independent model was first created to provide a baseline of comparison of the ability of the neural network model to predict changes in AVR correctly. Initial regressions suffered from multicollinearity within the data. Because many independent variables were intercorrelated, a possibility exists that the coefficients resulting from model runs would not fully reflect the effects of each of the independent variables. The variable set was reduced to 77 reasonably uncorrelated variables from the original set through examination of the correlation matrix. These variables were then used to produce both new neural network models and revised regression and discriminant models.
Stepwise procedures were used to build both the regression and discriminant models, and the neural net variable selection procedures were used to create the neural net input set.
Discriminant Analysis
Comparing the neural network model's performance against a categorical prediction modeling procedure was logical because CUTR had already determined that models would be evaluated according to their ability to classify observations into categories. The approach to the discriminant analysis model building was similar to the approach to the building of the regression model and used the same version of SAS, a statistical software package.
Typically, the evaluation of a discriminant model is done by determining the percentage of observations correctly classified in an independent data set. In practice, the results from test data sets tend to closely mirror the results from the data sets used to build the models. The size of the test data set (432 observations) was such that evaluation of classification patterns for anything but the overall sample was impractical.
FHWA TDM Model
Testing the neural network model's performance against an existing trip reduction analytical tool was the next step. The FHWA TDM model was selected because it was the most commonly used tool available. The FHWA TDM model uses a logit pivot point procedure to estimate how changes in travel time or cost would affect mode shares (4) . This model handles strategies other than changes in time or cost as a system of look-up factors. The effectiveness of employer strategies is a function of the TDM strategies used and employer participation in carrying out those strategies.
The approach to evaluating the FHWA TDM model was to use a sample randomly extracted from the SCAQMD data set to compare models. The SCAQMD data corresponding to the descriptions for each level were converted into a form acceptable for input into the FHWA TDM model to compare them with the neural net model. Many SCAQMD data fields could be easily converted into inputs for the FHWA TDM model. A notable exception was how much time was spent on the trip reduction program by the employee transportation coordinator (ETC). Generally, SCAQMD data had to be aggregated for inclusion into the FHWA TDM model. For the employer support programs input screen, data for input were extracted from the carpool program, including regional-based matching, employerbased matching, preferential parking for carpools, flextime for ridesharers, and guaranteed ride home. After entering the levels of effort, employer's incentive programs were keyed in. Some caveats are associated with the comparison of the FHWA TDM model's performance. The data needs of the FHWA TDM model and the models built for this project are different. The FHWA TDM model was built with a smaller (and older) set of data than that used for this project. The neural network had benefited from more data. It could be expected to reduce the unexplained variance. Furthermore, the FHWA TDM model was designed for use primarily at an "area-wide" rather than "individual site" level, so the intended applications of the models were different.
MODEL-BUILDING ACTIVITIES

Overview of Neural Network Model Building
A multiphase approach was used for the model building to rigorously assess the ANN model relative to other analytical approaches and models. In the first phase, a random selected set of data records was used to compare the performance of the ANN model with the FHWA TDM model. The second phase involved creating another validation set that would permit more detailed comparisons with other analytical approaches. The final phase varied a range of neural network settings in an attempt to better understand how the neural networks could work with the data available.
The type of neural network selected to predict the change in AVR was a multilayer, fully connected, feed forward type. Neural network model builders have applied these types of networks successfully for prediction and classification problems in a variety of fields.
The neural network development package selected for this project is named PREDICT and is sold by NeuralWare, Inc. (5). CUTR used Microsoft's Excel to interface with the training data and show results after training the network. Microsoft's database program, Access, was also used to manipulate the data before training the network. PREDICT simplifies the different aspects of the neural network training process by allowing the network builder to select many parameters that can affect the performance of the final model. These parameters include setting the maximum number of hidden layers, selecting the evaluation criterion to be used (e.g., root mean square error), and determining the minimum and maximum number of neural nets to train.
Data Used for Model Building
The data selected for building a neural network are usually divided in three sets: training set, test set, and validation set. Training is a process that uses one of several learning techniques to modify the weights in an orderly fashion. The training set of data is a list of paired input and desired output patterns used in supervised training. The training set is used to change the weights and the number of units in the network. All of the information the network needs to learn must be in the training set. The inputs can be numbers or symbols. PREDICT uses 70 percent of the data as the training set and 30 percent as the test set, although the network builder can change these values to any other proportion.
The test set is an extract of the training set used in building the model to prevent overfitting. Overfitting the training data can occur when the neural network produces a nonlinear model that fits the training data perfectly but fits the test data poorly. The goal is to fit the training and test data with about the same overall error. Therefore, the test data set is used to analyze the model's ability to interpolate the training and test data regularly during training. Training is halted when the test performance starts to degrade. The validation set is independent of the training and test sets and typifies the data that will be seen by the model. The neural network software does not use the validation set in building the model. The SCAQMD database includes 62 different incentives that employers can select to increase AVR. One neural network was built in which all 62 incentives were grouped into a single category, indicating the total number of incentives present. Subsequent networks were built using fewer incentive groups. As mentioned earlier, 9,096 were used to build the networks and 432 to validate the networks after they were built. Initially, the network parameter settings were tested to find optimal configuration for network performance.
Criteria for Evaluating Model Performance
The SCAQMD data contained more than 500 observations in which employers had either a large increase or large decrease in AVR. Nevertheless, most (almost 90 percent) of the data fall within the −0.10 to +0.20 change in AVR. Models built on prediction error minimization criteria may force their predictions to the middle of the range (i.e., predict little or no change in AVR). This approach causes the models to have much more accuracy in the middle ranges of AVR change than with the outliers (i.e., large changes in AVR). Preferably, a model should interpolate well over the entire range of the input values. The objective of linear regression is to minimize the sum-squared error of the difference between the estimated and actual outputs. If that is what is required by system objectives, then a model built using linear regression meets those objectives. However, if the purpose of the model is to interpolate well over the entire range of the input space, this approach would fail.
For a more comprehensive evaluation of the network's effectiveness, it was determined that an examination of the network' s ability to correctly classify each prediction into a range (or a category) of change in AVR would be conducted. The ranges were developed by partitioning the data into equal groups according to the number of plans that fell within each range (i.e., the value of the dependent variable) (see Table 1 ).
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In effect, the evaluation centers on the model's ability to predict whether a given combination of site characteristics and incentives will produce a large increase, a moderate increase, a small increase, virtually no increase, a small decrease, a moderate decrease, or a large decrease in AVR. Models were evaluated both through comparison of linear correlation values between predicted and actual change in AVR and by their ability to classify an observation into the correct group or an adjacent group. This classification was termed acceptable (as opposed to correct) classification.
Results of Alternative Modeling Procedures
After the neural network was built with only SCAQMD data, its performance was compared with the FHWA TDM model and the alternative modeling procedures. Although it may appear that the alternative models in some respects outperformed the neural networks, the neural network built at this stage used fewer variables. This feature would contribute to one of the project's primary objectives: reducing the costs of developing and implementing plans to reduce vehicle trips by streamlining the plan development and review process. The neural network model contains only 17 input variables, as compared with the larger number of variables used by the discriminant and regression approaches (see Table 2 ).
The discriminant procedure could produce more accurate predictions for observations with negative changes in AVR (Classification Levels 1 and 2) and for those with the largest positive increases (Classification Level 7). Although the discriminant analysis actually did a better job of classification, it is incapable of producing the types of results required by the likely users of this product. Users are most likely to need an exact (even if not necessarily 100 percent reliable) estimate of trip reductions, which cannot be achieved by a classification approach.
The neural network performed better in the middle ranges. Overall, classification rates within the validation set remained close enough for their differences to be of questionable significance. However, it began to appear as if the linear procedures were possibly outperforming the neural networks.
In the final phase it was decided to examine the impacts of changing parameters on the neural network software, with the hope of improving network performance. The final phase was an attempt to vary a range of neural network settings to better understand how the neural networks could work with the data available. Many settings (e.g., "data noise level") do not have evident optimal settings and to some extent can best be evaluated only through trial and error.
Final Model-Building Results Using Only SCAQMD Data
The final step was to rebuild the model using the parameters outlined previously to conduct a final test against the TDM model's performance (using all data except the 432 observations to train the network). The new settings were applied to the 9,096 observations that were not part of the TDM model data set, and that model was tested against the 432 observations used in the TDM model. The linear regression and discriminant models were also rerun, using the uncorrelated data set developed earlier. The results are presented in Table 3 .
The models built were superior to the alternative of using the FHWA TDM model. The neural network was superior to the regression procedure in correctly classifying results into the proper ranges. The regression, however, resulted in a higher linear correlation between predicted and actual values than did the neural network. For reasons described previously, the correlation values are not necessarily the most appropriate way to evaluate the model's performance. This approach had the anticipated impact of improving predictive performance among the outlying categories of AVR change, but reduced the network's ability to classify observations in the middle of the range. The model's overall performance was consistent with earlier models.
The best performing neural network was used, given its ability to predict change at about the same level as a linear regression and to do so more efficiently (using 18 to 20 variables as inputs, as com- pared with 33 for the linear regression). The moderately noisy model had an R-value of 0.36 and used 17 variables to make its predictions. The neural network was deemed to be the superior model built, although it was somewhat less able to outperform the linear procedures than initially anticipated. None of the models had a significant change in the number of variables they used to make their predictions, although the identity of those variables did change some from model to model. As a final step in model building, a neural network classification approach was tested. The best result obtained was with a network with only superficial data transformation and no hidden units. The superficial data transformation creates just one transform (e. g., hyperbolic tangent function) per input field and is used when there is a large number of input variables.
FIELD TESTING OF ANN MODEL
Approach
The approach to evaluating the transferability of the ANN model was to use the Los Angeles ANN model to predict change in AVR using data from other cities (Tucson and Phoenix). However, the Los Angeles ANN model did not perform as well with the data from other cities as it did with data used from Los Angeles as a validation set (6) .
The project team hypothesized that other variables not included in the data set could explain the differences between the urban areas. For example, the population density of Los Angeles is about 5 times that of Phoenix and Tucson. Higher densities can allow for transit service with lower headways, thus offering more opportunities for commuters. The project team included the population density factor as an additional variable to the data set. Various combinations of the models were built with data from two of the cities and validated with the data from the remaining city. The final data set consisted of nearly 7,000 records with 48 fields from which to select variables. The data included 29 incentive fields. The data contained 5,001 employer plans from Los Angeles and 1,103 employer plans from Tucson that were used to build the new ANN model. Another 878 employer plans from Phoenix were used to validate the model.
The final model was built as three sequential ANN models. All the variables were made available to build the first model to predict change in AVR. The second model was built to explain the residual value (i.e., actual AVR change less predicted AVR from the first model) using only the combined incentive groups (e.g., any guaranteed ride home, financial incentives, and so forth). The third model used the individual incentives to explain the residual from the second model. The final predicted value of change in AVR as the sum of these three models.
The Los Angeles-Tucson model performed the best in predicting change in AVR (see Table 4 ). The results of this task show that, on the basis of the data from these three cities, the final ANN model is transferable. More observations were acceptably classified in the validation sets than in the ANN modeling data set. Only at the large increase in AVR range did the validation data underperform the base model. This performance was partially due to the few records from Phoenix in that category.
Some incentives are offered by relatively few employers (see Table 5 ). Many combinations of the plans illustrate the challenge in finding the best plan. Only "marketing incentives" was included by at least half of the plans. There were 1,163 incentive combinations when marketing activities were considered to be only present or absent. This situation may have had a tendency to reduce the ability of the ANN model to detect any significant change on the basis of the presence or absence of any given incentive.
Model Incentives
Picking the right input variables is critical to model development. A good subset of variables can substantially improve the performance of the neural network model. The challenge is finding ways to pick good subsets of variables to predict the change in AVR.
The neural network software uses a generic algorithm that selects the variables. This algorithm is looking for sets of inputs (e.g., site characteristics and incentives) that act in a synergistic manner as good predictors of the output (i.e., change in AVR) instead of predicting the impact of every potential variable. The algorithm begins with a population of random variable sets of limited size. As the Winters et al. Paper No. 99-0484 67 algorithm progresses, the size of these variable sets tends to increase if the problem requires larger data sets. The idea of discarding a potentially substantial number of variables is sometimes hard to accept. However, there are plausible reasons for their exclusion by the algorithm. By looking at the list of available incentives ( Table 5 ) that might have been included in the final ANN model, it might appear unrealistic that only five TDM incentives were selected to effectively classify the change in AVR. For several reasons, some incentives that might seem effective, or even necessary, may not appear as options in the software.
Some incentives, especially marketing materials and ETCs, were common to most companies in the database. This situation made it impossible for any modeling procedure to determine where these incentives worked and appeared to have an unpredictable impact on AVR. However, the exclusion of these incentives as variables should not be interpreted as unnecessary elements of a successful TDM program. Marketing materials and ETCs are needed to support ongoing TDM programs.
The success of this behavioral ANN application depends on the uncertainties of human behavior, levels of effort, and pricing levels. Therefore, a large number of external factors and levels are not captured in the database. As such, the model cannot assess their impact. For example, some may argue that the level of effort and experience of ETCs should be a predictor of change in AVR. However, the data collected by the programs in the three urban areas do not include such measures.
Some incentives (such as facility improvements) may have been offered by so few companies that it was impossible to accurately determine their impact. More data need to be collected and analyzed before providing an estimate on that incentive.
The amount of financial subsidy provided is another area in which the nature of the data used to build the model hampered efforts to provide an estimate. The extent of financial incentives offered by companies was effectively constrained by the tax code (i.e., employers were less likely to offer more than the nontaxable amount allowed by the Internal Revenue Service). At the time of the plan submittal, transit subsidies were limited to $15 to $21 per month for all pre-1993 plans, and any vanpool subsidy was subject to tax. Hence, the model only specifies a generic subsidy and gives no estimate of the impact of increasing the amount of the incentive. It is assumed that when a variable indicating a financial subsidy is offered, it is at least $15 to $20 per month per employee using the incentive. Table 5 shows the number of plans with a given incentive from the data used to build and validate the model. Data from Los Angeles and Tucson were used to build the model. Data from Phoenix were used to validate the model. The last column of the table indicates which variables were included in the final model: "I" indicates that the variable was included; "X" indicates that it was available for selection but not included.
ADDITIONAL RESEARCH
The ANN model uses employer plans (e.g., existence of subsidies) to assess aggregate commuter behavior (change in mode used). Subsequent research on the impacts of employer-provided incentives on individual commute decisions and the use of actual revealed preference data (not aggregated to the employer level) could strengthen the model. In another FDOT Research Idea project, CUTR has collected data from Miami, Tampa, and Jacksonville commuters using a fractional fractorial experimental design to assess commuter willingness to use alternative modes (drive alone, carpool, vanpool, and transit), given various incentives. This research project should also provide insight into the transferability of logit models between cities.
Future research projects could seek to adapt the ANN trip reduction model to transportation planning in a similar manner to the FHWA TDM model. The FHWA TDM model, a pivot point logit model, modifies trip tables on the basis of assumptions of individual strategies, including employer participation based on size of the employer and regulatory environment. In the short term, the ANN model could use the output of the mode split model to estimate current AVR. Assuming a mix of employer sizes and a proportional distribution of the reduction among zones, the model can calculate the number of vehicle trips reduced at the zone level. Additional research could be undertaken to evaluate the impacts of these assumptions. Assessing other means of gathering data to take advantage of the model's sensitivity to variables, such as the current AVR, the share of employees with long distance commutes, and employer size, could include combining commercial databases and geographic information systems. The lack of information on impacts of small employer programs is a limitation of the ANN model. The data used to develop the ANN model is limited to large employment sites because the regulatory requirements in Los Angeles, Phoenix, and Tucson apply only to large employers. Another limitation is the use of dummy variables instead of discrete values. For example, the impact of financial incentives was based on whether incentives were offered, not the amount of the incentive, because of inconsistent reporting of the incentive (amount, number of employees, etc.). In general, the federal tax code effectively limited the tax-free amount of transit subsidies to $15 to $21 per month before 1993. In 1992, the tax code was changed to allow employers to provide up to $60 per month tax-free to employees for transit and vanpool subsidies.
CONCLUSION
In this project, the ANN model outperformed other analysis tools. The model also can predict changes in AVR in acceptable ranges on the basis of a small number of inputs. On the basis of the field test results, the model was transferable to another city. The resulting software, CUTR_AVR, a Visual Basic program with user-friendly interfaces, extensive help screens, and built-in flexibility, should help planners assess the impacts of employer trip reduction programs at a given site or a combination of sites. The software and user's manual are free and can be downloaded from the CUTR website: http://www.cutr.eng.usf.edu. 
