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Abstract
It is well known that for every even integer n, the complete graph Kn has a one-factorization, namely a
proper edge coloring with n−1 colors. Unfortunately, not much is known about the possible structure of large
one-factorizations. Also, at present we have only woefully few explicit constructions of one-factorizations.
Specifically, we know essentially nothing about the typical properties of one-factorizations for large n.
Suppose that Cn is a graph whose vertex set includes the set of all order-n one-factorizations and that
Ψ : V (Cn) → R takes its minimum precisely at the one-factorizations. Given Cn and Ψ, we can generate
one-factorizations via hill climbing. Namely, by taking a walk on Cn that tends to go from a vertex to a
neighbor of smaller Ψ. For over 30 years, hill-climbing has been essentially the only method for generating
many large one-factorizations. However, the validity of such methods was supported so far only by numerical
evidence. Here, we present for the first time hill-climbing algorithms that provably generate an order-n one-
factorization in polynomial(n) steps regardless of the starting state, while all vertex degrees in the underlying
graph are appropriately bounded.
We also raise many questions and conjectures regarding hill-climbing methods and concerning the possible
and typical structure of one-factorizations.
1 Introduction
It is a very old result (e.g. [8]) that for every even integer n, the edges of the complete graph Kn can be
properly colored with n − 1 colors. Such a coloring is called a one-factorization, and there is a considerable
body of research dedicated to their study, e.g., [17, 18]. A one-factorization is often viewed as a schedule for
the games in a league of n teams. Clearly, each of the n − 1 color classes in a one-factorization is a perfect
matching of n/2 edges. Accordingly, one speaks of n − 1 rounds of games in each of which the n teams are
paired up to play. If the edge ij is colored k, this means that teams i and j meet at round k. We prefer to view
a one-factorization as a symmetric Latin square or, equivalently, a symmetric two-dimensional permutation (see
[14]). This places the investigation of one-factorizations in the context of high-dimensional combinatorics.
We use the shorthand OF for one-factorization and we write OFn to indicate the order of the complete graph
that is being factored.
As we describe in Section 4, many questions about the extremal and typical properties of OFs suggest
themselves, but we presently lack the necessary tools to attack them. In particular, we need methods to generate
OFs randomly, preferably uniformly, or at least with good control over the distribution of the generated OFs.
Unfortunately, this goal seems presently out of reach. In fact, even the problem of systematically generating
OFs (regardless of the distribution) is still poorly understood. Such methods and their analysis are the main
technical contributions of the present article.
All the existing approaches to the systematic generation of OFs depend on the method of hill climbing as
described, e.g., in [6]. They come with no proofs or guarantees for their run time, and our purpose is to remedy
the situation and give hill-climbing generators with a guaranteed bound on their run time.
1.1 The different flavors of hill-climbing
Suppose thatW is a set of objects that we want to generate. A hill-climbing method to do this works as follows:
We define a graph G = (V,E) with W ⊆ V and a potential function Ψ : V → R with the property that the
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restriction of Ψ to W is a constant function, and Ψ(x) > Ψ(y) for all x ∈ V \W and y ∈ W . Hill climbing is
carried out by taking a walk on G. Roughly, we consider three types of such walks:
• Strict: We always move from a vertex v ∈ V to a neighbor u with Ψ(v) > Ψ(u).
• Mild: Same, with Ψ(v) ≥ Ψ(u).
• Weak: Most steps are from v to neighbor u with Ψ(v) ≥ Ψ(u), but occasional moves that increase Ψ are
allowed.
Accordingly, we also speak of the strict random walk on G. It moves at each step from the current vertex v
to a neighbor that is chosen uniformly at random from among those that satisfy Ψ(v) > Ψ(u). Likewise, in the
mild random walk on G the next vertex is chosen uniformly from among the neighbors of v with Ψ(v) ≥ Ψ(u).
We are now able to state the main results of the present paper. We mostly work with the graph Gn that has
(n−1)(n2) vertices, that represent all (not necessarily proper) colorings of E(Kn) with colors {1, . . . , n−1}. Two
vertices in Gn are adjacent if the corresponding colorings differ on exactly one edge. We define the potential
function Ψ(C) to be the number of pairs of incident edges that are equally colored in C. It is easy to see that
Ψ(C) = 0 iff C is a OF, in which case C is a sink in Gn, i.e., each of its neighbors C ′ satisfies Ψ(C ′) > Ψ(C).
Here are our main results:
Theorem 1. There is a weak hill climbing algorithm on Gn that arrives from every starting point to a one-
factorization in O(n4) steps. If the walk visits u ∈ V (Gn) and later visits v, then Ψ(u) + B ≥ ψ(v) for some
absolute constant B. (e.g., B = 4 suffices).
In the following theorem we do the hill climb on the following, more complicated graph Dn. It has the same
vertex set as Gn, namely all the colorings of E(Kn) with colors {1, . . . , n− 1}. Here two vertices C and C ′ are
adjacent if there are are two vertices u, v ∈ V (Kn) such that every edge in E(Kn) on which the colorings C and
C ′ differ is incident with u or with v.
Theorem 2. There is a strict hill-climbing algorithm on Dn that arrives from every starting point to a one-
factorization in O(n3) steps.
The following natural conjecture suggests itself. It is supported by ample numerical evidence, see Figure 1.
Conjecture 1. The mild random walk on Gn started from a uniformly random starting point asymptotically
almost surely reaches a one-factorization in O(n4) steps.
It may very well be that the same holds even with an arbitrary staring point.
2 Polynomial-time hill-climbing generative algorithms for OFn’s
The purpose of this section is to prove Theorems 1 and 2. We start with a part of the analysis that is common
to both proofs. Namely, we consider what happens when we take the strict random walk on Gn until we reach
a sink. We refer to such a state that is a local minimum of Ψ as a locally optimal coloring.
Note that a strict walk on Gn is also a strict walk on Dn, since Gn is a subgraph of Dn, and in both cases the
same potential function is applied.
2.1 Dealing with locally optimal states
If we insist on a strict walk, as in Theorem 2, and if the walk presently resides in a locally optimal coloring, we
clearly need a different kind of modification step. To this end we introduce a two-vertex recoloring, in which we
recolor some edges that are incident with two vertices. Our main technical statement is:
Theorem 3. If C is a locally optimal coloring of E(Kn) that is not a one-factorization, then there are two
vertices x, y ∈ [n] and a recoloring of the edges incident with x, y such that the resulting coloring C ′ satisfies
Ψ(C) > Ψ(C ′). Furthermore, it is possible to find the vertices x, y and the said recoloring in time poly(n).
2
Figure 1: Convergence rate of the mild random walk on Gn
The first step in proving the theorem is to show, in the next lemma, that locally optimal colorings have a
quite restricted structure. In such a coloring every monochromatic connected component is either a single edge
or a path with two edges. We refer to such a coloring as an IV coloring. We call a two-edge path a Vee. A
Vee has a center and two ends. Unless otherwise stated, when we speak of a Vee, we implicitly assume that it
is monochromatic. A Vee whose two edges are colored α is denoted by Veeα. Clearly, some colors are missing
at the Vee’s center vertex and if β is such a missing color we may refer to it Veeβα. (Note that β need not be
uniquely defined. There may be several colors missing at a Vee’s center). We also use the notation Veeβ to
indicate only that color β is missing at the Vee’s center.
If au,µ is the number of µ-colored edges that are incident with u in some edge-coloring C of Kn, then Ψ(C) =∑
u,µ
(
au,µ
2
)
= 12
∑
u,µ a
2
u,µ−
(
n
2
)
= Φ(C)2 −
(
n
2
)
, where Φ(C) =
∑
u,µ a
2
u,µ. Consequently it is immaterial whether
we work with either Φ or Ψ and we freely switch between the two. We also use the notation Φ(u) =
∑
µ
(
au,µ
2
)
.
Here is the description of a locally-optimal coloring.
Lemma 1. In a locally optimal coloring every color class is the vertex-disjoint union of edges and Vees.
Proof. We consider how Φ changes as we recolor the edge uv from i to j. Let us denote au,µ by xµ and av,µ by
yµ. The only aν,µ that are affected by this change are xi, xj , yi and yj . The following inequality expresses the
condition that Φ does not decrease as a result of this change
xi
2 + xj2 + yi2 + yj2 ≤ (xi − 1)2 + (xj + 1)2 + (yi − 1)2 + (yj + 1)2.
That is xi+yi ≤ xj+yj+2. We sum this inequality over all j 6= i and use the fact that
∑
µ xµ =
∑
µ yµ = n−1 to
show that (n−1)·(xi+yi) ≤ 4n−6. Since these variables are positive integers we conclude that (xi+yi) ≤ 3. This
implies that an i-colored edge can be incident to at most one other i-colored edge. The conclusion follows.
The number of Vees in a locally optimal coloring C is Ψ(C). Therefore reducing Φ for a locally optimal
coloring, is synonymous with a reduction in its number of Vees. Let us consider an IV coloring C that is not an
OFn. Since C is not an OF, it contains some monochromatic Vee, say Veeα. But n is even, so if C has exactly
one Veeα, then necessarily there must be a vertex that is incident to no α-colored edges. Such a vertex must,
in turn, be the center of some Vee, say a Veeγ for some γ 6= α. To sum up, if C is IV but not an OFn, and if C
has a monochromatic Veeα, then C must
1. Contain a Veeαγ for some γ 6= α. (See Figure: 2), or
2. Contain an additional Veeα (See Figure: 3)
3
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α
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γ
γ
Figure 2: There is a Veeαγ in C
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Figure 3: C contains an additional Veeα
Fix an IV coloring C that is not an OFn. As it turns out, one of the following happens now. Either we can
find a two-vertex recoloring step that reduces Φ, or we can recolor an edge in a way that does not change Φ and
then do a beneficial two-vertex recoloring step. In our search for a two-vertex recoloring we actually restrict
ourselves to a flip, a special kind of a two-vertex recoloring step as we now describe. Let u and v be the two
vertices whose edges we intend to recolor. In a (u, v)-flip, for every vertex w 6= u, v either the edges wu and wv
retain their original colors or they exchange their colors between them (See Figure: 4). We turn to discuss next
such steps that decrease Φ.
Figure 4: A (u, v)-flip as seen from vertex w
Lemma 2. If |au,λ − av,λ| ≥ 2 for some color λ, then there is a (u, v)-flip that decreases Φ.
Proof. We use, as above, the notation xµ := au,µ and yµ := av,µ. Recall that Φ(C) =
∑
ν Φ(ν) =
∑
ν,µ (aν,µ(C))
2.
For every w 6= u, v, the term Φ(w) does not change in a (u, v)-flip. Let x′µ, y′µ be the values of au,µ resp. av,µ
after recoloring. The lemma claims that there is a (u, v)-flip for which∑
x2µ + y2µ >
∑
(x′µ)2 + (y′µ)2.
This inequality can be equivalently stated as∑
(xµ + yµ)2 + (xµ − yµ)2 >
∑
(x′µ + y′µ)2 + (x′µ − y′µ)2.
But it is clear that for every µ there holds xµ + yµ = x′µ + y′µ (since a flip preserves the number of edges of any
given color that are incident with u or v) and so, our claim would follow if we could prove
Claim 1. Assuming that |xλ − yλ| ≥ 2 for some color λ, there is a (u, v)-flip such that |xµ − yµ| ≥ |x′µ − y′µ|
holds for every color µ and at least one of these inequalities is strict.
Claim 1 is a consequence of the following simple variation on Euler’s Theorem:
Claim 2. Every oriented multigraph H (possibly with loops) can be reoriented in such a way that for every
vertex the indegree and outdegree differ at most by one. Such a reorientation can be found in polynomial time.
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Proof. If H contains a directed cycle C, its edges will not be reversed. For the sake of the proof, we remove
C’s edges from H. By this removal, the difference between the indegree and outdegree of every vertex stays
unchanged. We keep eliminating directed cycles this way until we reach an acyclic directed multigraph, which,
for convenience we still call H. If there is some vertex s for which d+H(s)−d−H(s) ≥ 2, let P be a longest directed
path that starts at s. It necessarily ends at a sink y with d+H(y) = 0. If we reverse the orientation of all the
edges in P , then d+H(s)−d−H(s) remains nonnegative and goes down by 2, the quantity |d+H(y)−d−H(y)| does not
increase, and for every intermediate vertex z in P , there is no change in d+H(z)− d−H(z). An identical argument
works as we consider a longest directed path that ends at a vertex t with d−H(t) − d+H(t) ≥ 2 and necessarily
starts at a source x with d−H(x) = 0. The claim follows.
We introduce next the following directed multigraph H. Its vertex set is {1, . . . , n − 1} with vertices that
correspond to colors. To every vertex w 6= u, v in Kn there corresponds a directed edge in H. If in the original
edge-coloring of Kn the edges wu,wv are colored α and β, then the edge in H that corresponds to w goes from α
to β. Consider a reorientation of H as given by Claim 2. Accordingly, if the directed edge α→ β gets reversed,
then we switch colors between the edges wu and wv in Kn, that are presently recolored β and α respectively.
We can complete the proof of Lemma 2. Let us interpret the conclusion of Claim 2 in the language of edge
coloring of Kn. The conclusion says that |x′µ− y′µ| ≤ 1 for all colors µ. However, as mentioned, there also holds
xµ + yµ = x′µ + y′µ, so that |xµ − yµ| ≥ |x′µ − y′µ| for all colors µ. Also, by assumption, |xλ − yλ| ≥ 2, so that
for µ = λ the inequality is strict. The claim follows.
Flips thus deal successfully with the case of an IV coloring C that has a Veeα as well as a Veeα. Just apply
Lemma 2 with u, v the centers of these Vees and λ = α.
There is one last remaining case to consider. Namely, an IV coloring C that is not an OFn, which contains,
for no λ, both a Veeλ and a Veeλ. By the parity argument mentioned above, it must have at least two Veeα’s,
say a Veeβα = {v1, v2, v3} centered at v2, and a Veeγα. However, in this last remaining case there are no Veeα,
Veeβ or Veeγ . (We do not care whether β = γ or not). The situation can be resolved by either a single edge
recoloring or a single edge recoloring followed by a flip. Let us recolor the edge v1v2 from α to β. This clearly
decreases Φ(v2) by 2, and note that Φ(v1) increases by at most 2, since there are no Veeβ ’s in C. If this single
edge change decreases Φ(C) we are done. If not, Φ did not change, and this means that there is now a Veeαβ
centered at v1. Together with the Veeγα mentioned above, we are now in a position to apply a flip that reduces
Φ. This completes the description of the algorithm and the proof of Theorem 3.
2.2 Proof of Theorem 2.
We have essentially everything in place now. As mentioned, in Dn the vertex set is the set of all the colorings of
E(Kn) with colors {1, . . . , n−1}. Adjacency between C and C ′ means that there are two vertices u, v ∈ V (Kn)
such that every edge in E(Kn) on which the colorings C and C ′ differ is incident with u or with v. The statement
of Theorem 2 follows from that of Theorem 3. The claim about the algorithm’s run time is clear since Φ cannot
exceed O(n3) and it decreases in every step.
2.3 Proof of Theorem 1.
The basic idea is to redo the proof of Theorem 2 piecemeal. The initial phase is the same - At each step we
recolor an edge so as to reduce the potential Φ, until a locally optimal coloring is reached. The main difficulty
is how to carry out a (u, v)-flip operation. A flip is a global change and our purpose is to translate it into a
series of local steps of single edge recoloring. Let us return to the proof of Claim 2 and how it describes a flip
in terms of the directed multigraph H. That proof shows how to carry out a beneficial flip as a series of steps
each of which is the reversal of a directed path P in H. This path either starts at a vertex with d+H − d−H ≥ 2
and ends at a sink or starts at a source and ends at a vertex with d−H − d+H ≥ 2. The reversal of such a path
decreases Φ, so all that remains is understand what happens if we reverse the edges of P one by one from start
to end, where the reversal of an edge amounts to two consecutive steps of edge recoloring (or, a single switch
move).
We need to translate between relevant parameters of the directed multigraph H and the original coloring.
Recall that au,µ is the number of µ-colored edges incident with the vertex u. Clearly, then, d+H(µ) = au,µ for
every color µ other than the color of the edge uv. Likewise, d−H(µ) = av,µ. It follows that Φ(u) =
∑
µ(d
+
H(µ))2+1
5
and Φ(v) =
∑
µ(d
−
H(µ))2 + 1. So suppose that we are presently dealing with the reversal of the directed path P
that starts from a vertex (=color) α with d+H(α) = 2, d
−
H(α) = 0 and ends at a sink β. We wish to understand
how Φ varies throughout the reversal process. As mentioned above, all the numbers Φ(w) for w 6= u, v remain
unchanged, so we need to monitor only the changes in Φ(u) + Φ(v), namely in
∑
µ(d
+
H(µ))2 + (d
−
H(µ))2. We
consider the change in Φ relative to its initial value throughout the edge-by-edge reversal process. Concretely,
let γ 6= α, β be some vertex in P and let us calculate the change in Φ at the moment when we have reversed
the section of P from α to γ, but have not done anything yet with the γ to β section of P . All the resulting
change in Φ is due to the change in (d+H(α))2 + (d
−
H(α))2 + (d
+
H(γ))2 + (d
−
H(γ))2. The statement of the theorem
follows since the indegrees and outdegrees in H are bounded by 2 (since C is locally optimal).
3 The Markov Chain Perspective
Hill-climbing algorithms allow us to efficiently generate large OFs. However, what we ultimately wish for is
an efficient method to uniformly sample OFs. A sampling method that is efficient, uniform, and transparent
enough, can help us understand the typical structure of large OFs, which is what we are trying to accomplish.
This elusive sampling mechanism would presumably be a Markov Chains equipped with a Metropolis filter.
Such a chain can be viewed as a quantitative version of a hill-climbing method or rather of the strict and mild
random walks discussed above. We refer the reader to the beautiful exposition in [12], Chapter 3. To illustrate
the methodology we examine the sampling method that it yields through a walk on Gn. To define this walk we
need to set a parameter 1 >  > 0. If our current state (vertex) of the walk is the coloring C, we pick uniformly
at random a neighbor of C, say the vertex that corresponds to coloring C ′. If Ψ(C ′) ≤ Ψ(C), we step from C
to C ′. However, if Ψ(C ′) > Ψ(C), we switch from C to C ′ only with probability Φ(C′)−Φ(C), and stay put at
C with probability 1 − Φ(C′)−Φ(C). In the limit distribution of the resulting Markov Chain the probability of
coloring C is proportionate to −Φ(C). In particular, the limit distribution is constant on all OFns. There are
two main properties that we’d like this chain to have: (i) Rapid mixing and (ii) That the OFs capture enough
of the total limit distribution. Whether it is possible to achieve these two goals simultaneously is presently
unknown, and we raise the following problem:
Problem 1. Is there a Metropolis filter for Gn, under which the resulting Markov Chain is rapidly mixing and
the stationary probability of the one-factorizations is at least n−O(1)?
To get better sense of this problem, consider what happens for the extremal values of . If we set  = 1,
then we are taking a walk on a Hamming cube [q]d for q = n−1 and d = (n2). As is well-known, this walk mixes
in time polynomial(n), and the limit distribution is uniform. However, the OFn occupy only a tiny fraction of
exp(−Ω(n2)) of the space.
At the other extreme, if we let  = 0, then the walk becomes the mild walk on Gn. Now the OFs are sinks
so there is no mixing to speak of. Also, for  = 0 there is no reason to expect uniform distribution and our
simulations for n = 8 (figure 5 and table 3.1) indicate that the resulting distribution is indeed not uniform.
A closely related problem concerns the random process which starts with a mild walk on Gn until some
one-factorization is reached, say F . We then modify the color of each edge randomly, independently and with
probability p, and restart the mild walk. If p is small, the next OFn to be reached is most likely F again. On
the other hand, setting p = 1 means a complete restart of the process. We ask:
Problem 2. How small can p = p(n) be so that with probability bounded away from zero we reach next a OF
other than F?
3.1 A numerical illustration, n=8
We ran the algorithm from Theorem 2 and the mild walk for n = 8. Each was repeated 106 times. As shown
in [4], and [18], Chapter 11, whose notation we adopt, there are exactly 6 isomorphism classes of OF8’s. These
references also determine the symmetry groups of the six classes, which yields the expected number of times
to sample each class under uniform distribution. The following table compares these three distributions. The
figures for the mild walk and the strict algorithm seem similar, but we do not know whether this indicates a
real phenomenon.
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Figure 5: Limit Distribution of OF8 in the Strict Algorithm.
Isomorphism type Expectation under uniform dist. Strict Algorithm (Theorem 2) Mild Walk
A 4807.69 547 747
B 403846.15 355545 356265
C 269230.77 305384 321701
D 67307.69 66218 50959
E 100961.53 40735 45058
F 153846.15 231571 225270
Table 1: Distribution over 1M OF8 Sampled From Our Algorithm
4 What we want to know about large OFs
4.1 Enumeration
The enumeration of OFs is a challenging problem that has received considerable attention. Of course, we do
not expect to have a closed form formula for fn, the number of distinct OFn’s, and the largest n for which fn is
known is n = 14 [10]. At present, even the asymptotic behavior of fn is still not fully resolved, and the current
best asymptotic bounds are (
(1 + o(1)) · n
e2
)(n2/2)
≥ fn ≥
(
(1 + o(1)) · n4e2
)(n2/2)
(1)
see, e.g., [13]. Experts in the field seem confident that the upper bound gives the correct asymptotic value, but
this remains unproven at present.
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4.2 In the context of high-dimensional combinatorics
Let us recall some basic notions in high-dimensional combinatorics. Let k ≥ 2 be an integer. A (k − 1)-
dimensional permutation [14] is a map A : [t]k → {0, 1} with the following property: For every index k ≥ i ≥ 1
and for every choice of values t ≥ yj ≥ 1, for all j 6= i, there is exactly one value t ≥ z ≥ 1 for which
A(y1, . . . , yi−1, z, yi+1, . . . , yd+1) = 1. We note that a one-dimensional permutation is simply a permutation
matrix and that a two-dimensional permutation is synonymous with a Latin square. Also, a OF can be viewed
as a Latin square that is symmetric w.r.t. the main diagonal, all whose diagonal entries equal n. Some of the
questions that we consider here extend naturally to the broader context of high-dimensional permutations, e.g.,
[15]. Likewise, for Steiner Triple Systems which can be viewed as a Latin square with an even richer symmetry
and the same problems and issues apply there as well.
Jacobson and Matthews [9] have found a Markov Chain whose state set is comprised of all order-n Latin
squares. The underlying graph is regular, and as they proved, it is connected, so that the limit distribution is
uniform. Whether or not this chain mixes rapidly remains open.
Consider the strict walk on the graph Ln whose (n!)n−1 vertices correspond to all n× n arrays A every row
of which is a permutation from Sn. The potential Ψ(A) is defined as the number pairs of equal entries in A that
reside in the same column. Arrays A and A′ are adjacent iff the entries in which they differ belong to only two
columns. This yields an efficient hill-climbing generator of order-n Latin squares1, but we do not know how to
solve:
Problem 3. Find efficient hill-climbing methods to generate permutations in dimensions 3 and above.
4.3 High girth
The search for high-girth graphs is a long and ongoing saga in modern graph theory. It is closely related to key
problems such as the study of expander graphs, to sparsity and small discrepancy in graphs. Similar phenomena
are of interest in OF’s as well. The most outstanding open question regarding high girth in OF’s is Kotzig’s
well-known conjecture from 1964 [11].
Conjecture 2 (Kotzig’s perfect OF conjecture). For every even n, there is a one-factorization of Kn in which
every two color classes form a Hamilton cycle.
This is known to be true for n = 2p and for n = p+ 1 where p is an odd prime, and in an additional finite
list of n’s.
Erdős has defined the girth of a Steiner Triple System X as the smallest integer g ≥ 5 such that there is a
set of g vertices that contains at least g − 2 triples of X. (Note that the girth of a graph is the least integer
g ≥ 3 such that there is a set of g vertices than spans ≥ g edges). He made the following conjecture:
Conjecture 3 (Erdős STS girth conjecture). There exist Steiner Triple Systems of arbitrarily high girth.
Our state of knowledge concerning this problem is rather dismal. In particular, not a single triple system is
known with girth ≥ 8. In this view, we raise the following relaxation of the Erdős conjecture.
Problem 4. Is there a constant c > 0 and a family of 3-uniform n-vertex hypergraphs with at least cn2
hyperedges and arbitrarily large girth?
Coming back to conjecture 2, we note that not much seems to be known about the union of three or more
color classes. Moore’s bound says that the girth of an n-vertex d-regular graphs is at most (2− on(1)) · lognlog(d−1) .
We believe that this bound is not sharp, and that the coefficient (2−on(1)) in this bound should be replaceable
by a number strictly smaller than 2. Deciding this problem has turned out to be rather difficult. We raise the
following problem in the hope that it offers a viable approach to this question, by way of studying OF’s.
Let d ≥ 3 be an integer, and let X be an OFn. Consider all the
(
n−1
d
)
graphs that can be obtained as the
union of some d color classes classes in X. If each of these graphs can be made to have girth (2−on(1)) · lognlog(d−1)
(i.e., meet Moore’s bound) by removing only Od(1) of its edges, we say that X is d-perfect.
Problem 5. Do there exist for every d ≥ 3, arbitrarily large d-perfect one-factorizations?
For record, we believe that the answer is negative for every d ≥ 3, and hope that this may offer a strategy
toward showing that the Moore bound is not sharp.
1This construction was found in a discussion with Zur Luria. We are grateful to him for his permission to include it here.
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4.4 Sparsity and low discrepancy
Concerning expansion and sparsity, many questions suggest themselves.
4.4.1 The spectrum
Problem 6. Is it true that for every d ≥ 3 and for every even n > n0(d) there exists a one factorization of Kn
such that the union of any set of d color classes forms a Ramanujan graph?
We note that this question goes substantially beyond what is currently known. It has been a longstanding
open question whether arbitrarily large d-regular Ramanujan graphs exist for every d ≥ 3. Substantial numerical
evidence suggests that the answer is positive. A possible approach to proving this is provided by the Bilu-Linial
signing conjecture [1]. In a recent breakthrough [16] Marcus, Spielman and Srivastava used their theory of
interlacing polynomials to establish this conjecture for bipartite graphs. Even more far reaching is the question
how likely it is for a large random d-regular graph to be Ramanujan. In this context one should mention
Friedman’s resolution [7] of Alon’s conjecture and the more recent work of Bordenave [2] pertaining to these
problems. Some simulations related to these questions appear in Figure 6.
A less ambitious, but still interesting version of this problem is:
Problem 7. Is it true that for every d ≥ 3 and  > 0 and for every even n > n0(d, ), there exists a one
factorization of Kn such that the union of any d color classes forms a graph all of whose nontrivial eigenvalues
are between 2
√
d− 1 +  and −− 2√d− 1?
Of course, even much weaker statements would be of great interest, e.g., the same statement with the
nontrivial eigenvalues residing in [−d+ , d− ].
It is also natural to wonder whether the phenomena considered in problems 6 and 7 hold for asymptotically
almost all one-factorizations.
Figure 6: Distribution of the second largest eigenvalue in 105 5-Regular graphs sampled from OF100, produced
by the strict algorithm (Theorem 2). The vertical red line marks the Ramanujan bound 2
√
5− 1 = 4.
4.4.2 Sparsity
For a set of vertices S in an edge-colored Kn, let γ(S) be the number of different colors of edges in the subgraph
induced by S. The deficit of a S is D(S) :=
(|S|
2
)− γ(S).
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We wish to know whether there exist OF’s where all small sets have a small deficit. Concretely we ask:
Problem 8. For which n, k and d does it hold that every one-factorization of Kn has a set of k vertices with
deficit ≥ d ? (We allow dependencies among the parameters d, k and n).
We start with the following easy observation.
Proposition 1. If S is a set of vertices and l of the edges in E(S) are colored by only c colors, then D(S) ≥ l−c.
Here are some results results concerning Problem 8:
Theorem 4. For every even integer n and for every n ≥ k ≥ 4, every order-n one-factorization has a set of k
vertices with deficit ≥ k − 3.
For every integer d ≥ −2 there is a positive C such that every order-n one-factorization has a set of k ≤ C · logn
vertices with deficit ≥ k + d.
Proof. To prove the first claim we use Proposition 1 with c = 2. Namely, we pick any two color classes and
consider the subgraph H ⊂ Kn that they form. Clearly, H is the disjoint union of alternating even cycles, and
it therefore has a set of k vertices that spans at least l = k − 1 edges. The claim follows.
For the second claim of the theorem we again use Proposition 1, now with c = 3. We also need the following
easy proposition whose proof essentially follows from the same argument that establishes the Moore bound.
Proposition 2. For every positive integer a there is some b > 0 such that every cubic graph of order n has a
set W of at most b · logn vertices which spans at least |W |+ a edges. The bound is tight, up to the dependence
of b on a.
This second part of theorem follows by picking any three colors and applying Proposition 2 to the graph with
edges in those colors. The set W ⊆ V has the claimed deficit, where the relevant parameters for Proposition 1
are c = 3, l = k + a and d = a− 3.
4.5 Asymmetry
A symmetry of a OF X is specified by a permutation of the vertices pi ∈ Sn and a permutation of the colors
τ ∈ Sn−1, so that if the edge i, j is colored k in X, then the edge pi(i), pi(j) is colored τ(k). We say that X
is symmetric if such pi 6= id and τ exist. Otherwise X is said to be asymmetric. It is a recurring theme in
probabilistic combinatorics that symmetry is rare. For example, there are several theorems which state that in
various models of random graphs, asymptotically almost all graphs are asymmetric. The analogous statement
for OFs was established by Cameron [3], but the numerical evidence from [5] suggests that symmetry among
OF’s is much rarer than what Cameron’s bound yields. We raise the following questions:
Problem 9. • Improve the estimate for the number of symmetric OFn.
• Describe the most common symmetries that occur in OFs.
As theoretical computer scientists know very well, it is often hard to find hay in a haystack, so we ask:
Problem 10. Find explicit constructions of large asymmetric one-factorizations.
5 More on Generative Hill Climbing Algorithms
We start with two general comments: Hill climbing can naturally be viewed as a discrete version of the gradient
descent method. There is an immense body of knowledge pertaining to gradient methods. It would be very
desirable to translate and adapt some of it to the discrete world.
There are trivial hill climbers which must clearly be disqualified. For example - Color the edges randomly. If
this yields a OF (the chance for which is clearly tiny) - take it. If not, pick a fixed-in-advance OF. One way
to rule out such uninteresting methods (see our abstract), is to place an upper bound on the degrees in the
underlying graph. In Theorem 1 the degrees are only O(n3). For Theorem 2 the degrees are harder to calculate,
but they clearly do not exceed O((n+ 2)!) which is negligible fraction of all OFn (see Equation (1)).
It is also possible to rule out such trivial solutions by requiring symmetry under the action of Sn.
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5.1 Other heuristics
We turn next to three heuristics, two from [6] and one home-grown. All three were tested and seem to have
good convergence properties, though nothing rigorous is presently known about them.
5.1.1 The Dinitz and Stinson heuristics
Both hill-climbing heuristics from [6] are walks on a graph DSn, whose vertex set coincides with the set of all
properly (n− 1)-edge colored subgraphs of Kn. Concretely, if H is such a subgraph of Kn, then every edge of
Kn is assigned either a color in {1, . . . , n− 1} or is uncolored. For every n− 1 ≥ i ≥ 1 the edges colored i form
a matching. The potential Ψ(H) is the number of uncolored edges in H. Here are their two heuristics.
Heuristic 1. If the color n − 1 ≥ i ≥ 1 is missing at a vertex x ∈ V (Kn), there must be an uncolored edge
incident with x, say xy. If the color i is missing at y as well, color xy by i. Otherwise, say yz is colored i, then
uncolor yz and color xy by i.
Heuristic 2. If color i is not a perfect matching, say it is missing at vertices x, y ∈ V (Kn). Color the edge xy
by i. This may mean coloring an uncolored edge or recoloring a colored one.
5.1.2 The "Four-Switch"
In this heuristic the underlying graphMn has (n!!)n−1 vertices. Each vertex M of of Kn represents an ordered
list of (n − 1) perfect matchings ("color classes") in Kn, so that edges of Kn may be multiply colored or be
uncolored. The potential Ψ(M) is the number of uncolored edges in M .
Adjacency is defined by a four-switch move. Namely, M and M ′ are adjacent if there are four vertices
x1, x2, x3, x4 ∈ V (Kn) and a color α such that: In M the edges x1x2 and x3x4 have the color α whereas in M ′
the edges x2x3 and x1x4 have the color α. On all other edges of Kn there is perfect agreement between M and
M ′.
To see how the value of Ψ may decrease, note that a vertex of a multiply-colored edge is incident with
uncolored edges. A typical case where a four-switch reduces the potential function is shown in Figures 7 and 8.
a1 a2
b1 b2
Missing-edge Missing-edge
Figure 7: Before the switch
a1 a2
b1 b2
Figure 8: After the four-switch
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