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QUANTUM QUASI-MARKOV PROCESSES, L-DYNAMICS, AND
NONCOMMUTATIVE GIRSANOV TRANSFORMATION
V. P. BELAVKIN
Abstract. We review the basic concepts of quantum stochastics using the
universal Itô *-algebra approach. The main notions and results of classical
and quantum stochastics are reformulated in this unifying approach. The
thermal quantum Lévy process with commuting increments is defined in terms
of the modular *-Itô algebra. The quasi-Markov quantum stochastic pro-
cesses over increasing W*-algebras generated by a quantum Lévy process is
characterized in terms of their quantum stochastic germs. The correspond-
ing quantum stochastic master equation on the increasing predual L-spaces
is derived as a noncommutative and non-Markov generalization of the Zakai
equation driven by the dual quantum Lévy process. This is done by a non-
commutative analog of the Girsanov transformation which we introduce here
in full generality.
1. Introduction
Noncommutative dynamics is the unified dynamics of quantum and classical
systems on a C*-algebra represented in a Hilbert space Γ with a generating state
vector η ∈ Γ of norm one. Every ‘classical’ probability space (Ω,F,P) in the sense
of [24] can be canonically represented by a ‘quantum’ one (Γ,M,E) on the Hilbert
space Γ = L2 (P) such that 〈1|X1〉 =
∫
xdP, where X is a ‘diagonal’ operator
(Xf) (ω) = x(ω)f(ω) from the C*-algebra of diagonal operators as pointwise mul-
tiplications by F-measurable bounded complex random variables x : Ω → C, and
the functional of expectation E(X) = 〈1|X1〉 defined as the linear positive nor-
malized functional on M by the probability vector 1(ω) = 1 for all ω ∈ Ω. The
converse is true only for commutative ∗-subalgebras M ⊆ L (Γ) when all operators
have a joint spectrum Ω, i.e. for any Abelian C*-algebra M [19]. Then one can
take the Gel’fand transform x (ω) = ω (χ) ≡ χ̌ (ω) on the vectors χ = Xη. This
proves considerably greater generality of the non-commutative probability theory,
also covering the purely quantum case which corresponds to a simple or irreducible
algebra M = L (Γ) of all linear continuous operators in a Hilbert space Γ.
The reader should notice that the terms classical and quantum are used here
not for continuity or discontinuity of underlying stochastic processes but as an in-
dication of the smallest and largest categories of commutative (Kolmogorov) and
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noncommutative (von Neumann) probability theory of stochastic processes in the
unifying representation of Fock space. The word ‘classical’ applies only to the
commutative case when the algebra generating the Hilbert space is minimal, while
the word ‘quantum’ usually applies to the opposite case when the generating C*-
algebra is the maximal coinciding with the algebra of all bounded operators in the
Hilbert case. In both cases the dynamics can be deterministic, usually smooth,
and stochastic, usually diffusive nonsmooth or even discontinuous. While the de-
terministic smooth quantum dynamics described by a Schrödinger or Heisenberg
equation is well-studied in the traditional quantum mechanics and quantum field
theory of closed Hamiltonian systems as main objects of the theoretical physics
of last century, the nonsmooth quantum jump and diffusive noncommutative dy-
namics, which has become the major object of study in the experimental physics
of individual quantum objects, can be properly described only in the framework of
quantum stochastics as a noncommutative generalization of the classical stochastic
dynamics.
Classical stochastic calculus, developed by Itô in the mid last Century as a
generalization of Newton-Leibniz calculus in [23], was extended in the 80’s into
the noncommutative domain by Hudson and Parthasarathy who built a quantum
stochastic calculus in Fock space [22]. Soon both calculi were unified in a uni-
versal Itô ?-algebra approach by Belavkin [3], and the unified stochastic analysis
in Fock scales was developed in [8][11]. It was applied to quantum statistics of
continuous observation by building a noncommutative extension of the Girsanov
transformation and quantum nonlinear filtering in [4][6][9].
1.1. Hudson-Parthasarathy Itô calculus. Non-commutative stochastic ana-
lysis and calculus appeared in the eighties as a result of the mathematical justi-
fication of the notions of quantum white noise and the corresponding ‘Langevin
equations’ discussed by physicists from the sixties onwards in connection with
stochastic models of quantum optics and radio-physics [20][21][25]. The first rig-
orous results in quantum stochastic calculus are due to Hudson and Parthasarathy
[22], who gave the quantum Itô formula for multiplication of operator-valued integ-
rals with respect to non-commutating vacuum martingales of Bosonic annihilation
A− (t), gauge (or vacuum quanta number) N (t) and creation A
+ (t) commuting
with their independent increments which satisfy a noncommutative multiplication
table
dA−dA
+ = Idt, dA−dN = dA− dNdN = dN, dNdA
+ = dA+, (1.1)
with all other combinations equal to zero. Represented in the symmetric Fock
space F = Γ(K) over K = L2(R+) by noncommuting operators but mutually
commuting with the increments at each t with self-adjoint N = N∗ but A+ = A∗−,
they determine three linear-independent self-adjoint combinations














with a noncommutative multiplication table induced from (1.1). Each operator-
valued function Bi (t) ≡ Bti represents on the vacuum state vector δ∅ ∈ F a
real ‘classical’ Lévy process Bti = χ̌
t
i with zero expectation given by a Gel’fand
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transformation χ̌ti (ω) = ω (χ
t




iδ∅. The probability law Pi
induced on the spectrum Ωi of each Bi by the characteristic functional
P̌i (g) = 〈1∅ | Vi (g) 1∅〉 ≡ E∅ [Vi (g)] i = 0, 1, 2






is such that Bt1 and B
t
2 are classical Brownian mo-
tions identical in distribution, P1 = P2, but B
t
0 is even nonstochastic martingale
identical in distribution P0 = δ0 to zero. However, due to mutual noncommut-
ativity [Bi,Bk] 6= 0 they do not have joint probability law P̌ (g•) coinciding with
E∅ [V (g•)] for











Therefore, these classical martingales cannot be simultaneously represented as a
vector-valued stochastic process








(ω) = χ̌t• (ω)
in any classical Kolmogorovian probability space (Ω,F,P). If they could, they
would have a commutative multiplication table, but due to the noncommutativity
they do not have even joint spectrum Ω which is required for the Kolmogorovian
functional representation. They are quantum Lévy noises as the quantum mar-
tingales with independent increments with respect to the conditional expectations
Et : A → At on an operator algebra A = L (Γ) of multiple quantum stochastic in-
tegrals generated by V (g•) in a bigger, noncommutative probability category. It is
defined by the filtration Ar ⊆ At of the operator algebras At = L (Γt) correspond-
ing to a filtration Γr ⊆ Γt for all r ≤ t, the natural filtration {Γt = Γ(Kt) : t ∈ R+}
of the Fock subspaces Γt = Ft, defined by the subspaces Kt ⊂ K of the integrable
functions f : R+ → C with the support in [0, t] and the unit vector 1∅ ∈ ∩t>0Ft of
the vacuum state E [V] = 〈1∅ | V1∅〉. The triple (Γ, A, E) is said to be a ‘quantum
probability space’, and in general it consists of a Hilbert space Γ, a unital algebra
A of operators in Γ with involution, Hermitian conjugation V 7−→ V∗ ∈ A and the
functional of mathematical expectation E : A → C defined as the scalar product
〈1∅ | ϕ〉 of the unit vector 1 ∈ Γ and the vector ϕ = V1∅.
1.2. HP Itô algebra and matrix notations. Now we introduce the convenient
tensor notation Aιγ = B
i indexing by pairs i = (ι, γ) of two-valued indices ι ∈
{◦,+} ≡ J+ and γ ∈ {−, ◦} ≡ J− the canonical quadruple of basic quantum
stochastic integrators including A+− = B
∅ and A◦◦ = B
0 such that
A+− (t) = tI, A
◦
− = A−, A
◦




Identifying+ ≡ (+, ◦), 0 ≡ (◦, ◦), − ≡ (◦,−) and ∅ ≡ (+,−), the Einstein sum-











γ ≡ Kγι Bιγ .
Note that the rule of identification Kι,γ ≡ Kγι is contravariant to Bι,γ ≡ Bιγ .
This allows to introduce also the covariant notation B∼i = B
ι
γ in terms of the
transposition ∼ (ι, γ) = (γ, ι) mapping J◦ = J+ × J− onto J◦ = J− × J+, with the
inverse mapping j 7→ i of j = (γ, ι) also denoted by ∼ j = i.
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of the canonical integrators Bj = A
ι
γ is simply written as B
?
j = Bj in terms of
B?j := B
∗
j? with respect to the involution j
? = (−ι,−γ) given by the transposition
of j = (γ, ι) and the reflection −+ = −, −◦ = ◦, −− = + on the joint index set
J = {−, ◦,+} = J− ∪ J+ of ι and γ such that Bι∗γ = B
−γ
−ι .
The convenience of this matrix notation allows to express the HP multiplication
table (1.1) for the canonical basis Bνµ = A
ν









suggested in [3][14]. However, it is a particular case of the universal noncommut-
ative Itô multiplication table dBjdBk = ε
m
j,kdBm defining in a pseudo-Hermitian















in terms of the structural constants εi,ln = ε
∼n
∼l,∼i for the product of quantum-
stochastic differentials dXt = KidB
i








?-Hermitian structural coefficients which are not necessarily symmetric, εi,ln 6= εl,in
if dBidBl 6= dBldBi, but satisfying the associativity condition corresponding to
(dXtdYt) dZt = dXt (dYtdZt) .
Moreover, these complex coefficients should satisfy a positivity condition corres-
ponding to the semi-positivity dXdX∗ ≥ 0, where dX∗t = K?i dB
i
t is defined by
K?i = K
∗








should be Hermitian-positive but could be complex due to the noncommutativity
even for the Hermitian B∗j = Bj .







ν ≡ εmj,k ∀j = (γ, ι) , k = (κ, λ) , m = (µ, ν)























κ,ν . The set of these units indexed by J◦ ' {∅,−, 0,+} forms the
basis for the HP Itô ?-algebra canonically represented by the triangular matrices














in terms of the elements Kγι ≡ Ki and Lκλ ≡ Ll. Thus, the quantum Itô product
(1.4) is represented in terms of the matrix product L‡L but with unusual Hermitian








−) of L· =





= L∗i? = L̄
ᵀ
i for i = (ι, γ) ∈ J+ × J−





L∗−j ≡ L̄j .
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1.3. Matrix representation of classical and Itô algebras. The deterministic
Newton-Leibniz differential calculus based on the nilpotent multiplication rule
(dt)
2
= 0 can be easily extended from smooth to continuous trajectories x (t)
having right, say C-valued, derivatives κ (t). The differentials dx = x (t+ dt) −
x (t) = κdt form obviously one-dimensional ?-algebra with the trivial products
κ · κ∗ = 0 representing |dx|2 = 0. This formal algebra of differential calculus was
generalized by Itô [23] to non-smooth continuous diffusions having conditionally
independent increments dx ∝
√
dt with no derivative at any t or having the right
derivative for almost all t with forward conditionally independent jumps dx ∝
{0, 1} of the trajectories at some random t with right limits defined as x (t+) =
x (t)+dx (t) at every t. The first can be achieved by adding the increment of a real
Wiener process w (t) = w (t)
∗
in dx = κdt+ ζdw with the expectation E (dw) = 0
and the standard multiplication table
(dw)
2
= dt, dwdt = 0 = dtdw, (dt)
2
= 0.
The second can be achieved by adding the increment of a compensated Poisson
process m (t) = εn (t)− t/ε in dx = κdt+ ζdm with the multiplication table
(dm)
2
= dt+ εdm, dmdt = 0 = dtdm
following from (dn)
2
= dn for a counting Poisson process n (t) = n (t)
∗
of the
intensity λ (t) > 0 defining its expectation by E (dn) = λdt and ε = λ1/2. These
rules are known respectively as the differential multiplications for the standard
Wiener process w (t) and for the forward differentials of the standard Poisson
process n (t) compensated by its mean value t.
The linear complex spans b0 = κd + ζew of formal increments {d, ew}, having
the only nonzero product e2w := ew · ew = d given by a nilpotent in second order
element ew = e
?
w, is two-dimensional commutative ?-algebra called the Wiener-Itô
algebra a0 with the state l (b) = κ defining the drift E (dx0) = κdt. Another basic
Itô ?-algebra is the direct sum b1 = d⊕a of the nilpotent d and the unital ?-algebra
a = Cen with usual multiplication of complex numbers rescalling the unit jumps
en = en · en ≡ e2n ∝ dn of the standard Poisson process n (t) = (m (t) + t/ε) /ε
corresponding to ε = 1. It can be also written in the form of spans b1 = κd+ ζem,
where κ is defined by the drift E (dx1) = κdt of dx1 = κdt+ ζdm, with the formal
increments em = εen−d/ε ∝ dm of the compensated Poisson process m (t) having
the products
e2m = d+ εem = ε
2p, em · d = 0 = d · em,
where p = p · p? is the Poisson idempotent en = p = e∗n. It is also associative
and commutative algebra called the Itô-Poisson algebra with the state l (b) = κ.
As in the case of Newton algebra d = Cd, the Itô ?-algebras b0 and b1 have
no Euclidean operator realization, but they can be represented by nonunital ?-
algebras of triangular 3× 3-matrices b0 = κd+ ζew, b1 = κd+ ζem in the matrix
pseudo-Hermitian basis
d =
 0 0 10 0 0
0 0 0
 , ew =
 0 1 00 0 1
0 0 0
 , em =
 0 1 00 ε 1
0 0 0
 ,
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d‡ := Id†I = d, e‡w := Ie
†




mI = em .




ν=−,◦,+ , not to be
mixed with the identity I = [δµν ]. These commutative nilpotent and idempotent ?-
algebras b = b0, b1 are the only possible two-dimensional extensions of the Newton
?-algebra d such that db = 0 = bd.
The algebraic Lévy-Khinchin theorem [16] states that every classical Itô ?-
algebra b as a commutative extension of d can be decomposed into the orthogonal
sum b0+b1, b0b1 = 0 = b1b0 uniquely up to the ?-ideal d = b0∩b1. In particular,
every nilpotent ew must be orthogonal to every idempotent en in any classical
Itô ?-algebra b = b0 + b1, ewen = 0 = enew, given simply as en = em + d
with ε = 1. This suggests that the minimal triangular matrix implementation of
any commutative Itô d + 1-dimensional algebra b in the pseudo-Euclidean space
k = C ⊕ k ⊕ C, where k = Cd with d = dw + dn given by dim b0 = dw + 1 and
dim b1 = dn + 1.
1.4. The ?-symmetric basis and duality of modular Itô algebras. Let
us now consider a general noncommutative Itô B*-algebra [17], i.e. a Banach
subalgebra b ⊆ b (k) of block-matrices b = [bµν ] indexed by µ, ν = −, ◦+ with





where b̄−νµ = b
ν∗
−µ. The linear functional l : b 7→ b−+ describes the ‘vacuum’ state
on the maximal Itô algebra b (k) of quadruples (bµν )
µ=−,◦
ν=+,◦ with independent values
b−+ ∈ C, b◦+ ∈ k, b−◦ ∈ k∗ and b◦◦ ∈ L (k) for a Hilbert space k. The Itô algebra b is
called modular (non-vacuum, or thermal) if the state
l (b) = (v∅|bv∅) := v‡∅bv∅ = b
−
+,





covector v‡∅ = (1, 0, 0) = v
†





= 0 ⇒ b = 0
on b◦ = {b− l (b) d : b ∈ b}, as it is always assumed by default in the commutative
case. This makes from the quotient b/d ' b◦ a left Hilbert ?-algebra dense in the
Hilbert subspace k◦ ⊆ k generated by bv∅ with respect to the scalar product





≡ b◦∗+ b◦+ ≥ 0 ∀b ∈ b◦ .
Let k be separable and J◦ = J
?
◦ be an index set with involution j = i
? ⇔ i = j?
for a ?-symmetric basis
eJ◦ := (ej)j=J◦ , e
?
i = ei? ∈ b◦ ∀i, j ∈ J◦ .
A basis eJ◦ = (ej)j 6=∅ in b◦ is called standard if the Hermitian semipositive Gram





j = l (e
?
i · ej) ≡ σi?,j (1.5)
for the basic vectors e◦i = (ei)
◦
+ ∈ k◦ has quasiinverse κ̃ = κ∗? as its ?-conjugation
κ̃i,j = κ∗i?,j? , the complex conjugation of κ? = [σi,j? ] corresponding to the Her-
mitian adjoint covariance matrix σ? = [σi?,j? ] = σ
†.
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The Gram matrix κ of a modular nonstandard basis has quasiinverse κ̃ with a
common ?-real support κ̃κ = π = κκ̃ defined as the minimal ?-real orthoprojec-
tion matrix π = [πij ] = π
∗
? such that
κπ = κ, πκ̃ = κ̃, π2 = π = π†, π† = π∗ᵀ. (1.6)
If the basis is not overcomplete, then π = 1 such that for the standard basis κ∗ =
κ−1? , otherwise κ
∗
?γ̃ = γκ̃ , where γ̃ = γ̃
∗
? is quasiinverse to a ?-real Hermitian
matrix γ = [γi,j ] = γ
† with γ̃γ = π = γγ̃. One can take semipositve such γ,






























◦ such that ei = γi,j ē
j is the modular ?-
conjugation ei? = ei
? represented by ei = J
∗eiJ in terms of an antilinear isometry
J∗ = sJ = J−1, where s = s‡ = s is any signature s2 = 1 commuting with









of ẽi = γ̃i,j ẽj like σ = [σi,j ] = σ
†
? by (1.5), where ẽi = e?i
represented by ẽi = J
∗e‡iJ.
In the classical case we have always σ∗? = σ due to the usual symmetricity
σ = σᵀ following from the commutativity ei ·ej = ej ·ei. Therefore in the standard
basis κ̃ = κ corresponding to orthonormality κ = 1 of the basis e◦J◦ in k◦, or, if
the classical standard basis is overcomplete, κ satisfies the projectivity condition
κ = π = κ corresponding to the normality of overcomplete basis in k◦. Thus,











in the Hilbert space k◦ is satisfied for ē
i = ei
?
i.e. ẽi = ei implying symmetricity
ẽi = ei of the matrix representation b ⊂ b (k◦) for the abelian b in any ?-Hermitian
basis.
For the general modular algebra the standard basis in k◦ cannot be selfdual,
unless the Itô state l is tracial,
l (e?i · ek) = l (ek · e?i ) ∀i.k ∈ J◦ .
which does not imply the commutativity e?i · ek = ek · e?i . However, one can
prove that the dual Itô algebra b = b̃ generated in b (k◦) by the basis e
J of the
transposed matrices ẽi = ei? , commutes in the standard representation with the
modular Itô algebra b since ēiek = ekē


















k for the ‘martingale’ part m
i
k = ẽ
iek−πikd of ēiek in the following
multiplication table








iēk = σ̄i,kd+ ε̄i,kj ē
j . (1.8)
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Here σi,k = σ
∗
k?,i? such that σ̄ = σ̄
†
? ≡ σ̃? in the standard basis is σ∗ = σᵀ? , π =[
πik
]
= π̃ is ?-symmetric orthoprojector, εji,k = ε
j?∗
k?,i? are associative structural
coefficients, ε̄ = ε̄†? ≡ ε̃? coincide for the standard basis with ε∗ = εᵀ? . Note that
γ?ε̄iγ = γi,jε
j∗, including γ?σ̄γ = σ
∗ as the case ε̄∅ = σ̄ for i = ∅, where ε∗











, defined on the Fock-Guichardet space F = Γ (K ) over K = k⊗L2 (R+) ≡
L2k as in [11][14], in general do not commute with their adjoints but commute with
their tensor-independent increments as in the classical Lévy case. However, the
dual quantum standard Lévy processes êJ◦ (t), ě
J◦ (t) do not coincide as in the
classical case but are maximally entangled having mutually commuting maximally
correlated ?-Hermitian components êi? = ê
∗
i , ě
i? = ěi∗. They generate the dual
W*-filtration of maximal mutually commuting W*-algebras Bt0 and B̃t0 = J∗Bt0J on
the Fock filtration over K t0 = L
2 [0, t] which are antiisomorphic by the transposition
B̃ = B
∗
, and both have vacuum vector as a separating cyclic vector common in
all F t0 = Γ (K
t
0) inducing a faithful complex-conjugated white noise thermostate
consistent on all Bt0 and B̃t0.
2. Quantum Itô Semimartingales and Stochastic Covariations
2.1. Quantum filtration and quantum martingales. Here we use some defin-
itions and facts from noncommutative quantum probability summarized in the
Appendix.
Let Br ⊆ Bt for r < t ∈ T denote the increasing unital operator subalgebras
which are assumed to be modular, or contain weakly dense modular subalgebras
Lr? ⊆ Lt? as preduals of their L1-completions Lr ⊆ Lt with respect to the symmetric
pairings 〈q · p〉rµ = µr (q · p) of Br = and Lr induced by the reference weights
µr = µt|Lr. An adapted B-process with respect to the filtration (Bt) is described by
a function Q (t) = qt ∈ Bt mapping a totally ordered set T into the corresponding
∗-subalgebras of B := ∪Bt. The embeddings ιt (r) : Lr? ↪→ Lt? are assumed to be
regular such that they are adjointable, ιt (r) := µr (t)? ≡ µt? (r) in the sense
(q|µr (t, p))rµ := 〈q
∗ · p〉tµ ≡
(
ιt (r, q) |p
)t
µ
∀q ∈ Br,p ∈ Lt
with respect to the symmetric pairing given by µ. Then the adjoint comorphisms
µr (t) := ιt (r)
?
µ form a forward hemigroup of surjections µ
r (t) : Lt → Lr in the
sense
µr (s) ◦ µs (t) = µr (t) ∀r < s < t,
such that µr = µr (t)◦µt for all localizations µt : L → Lt at t ≥ r defined on L = B?
as the comorphisms onto Lt adjoint to the embeddings ι (t) : Bt ↪→ B. If each Bt is
invariant with respect to the involution † = †µ, then, obviously †t = †|Bt, and the
localizations are simply restrictions µr (t) = Er|Lt of the conditional expectations
Er : L → Lr as the positive projections onto Lr embedded into the L1-completion
L of B ⊇ Br.









= zr) ∀r < t,
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and is called global martingale if zt = µt (z) (or zt = Et [z]). Every positive
normalized L1-martingale t 7→ pt defines a state πt (q) = 〈q · pt〉 on B which is
called global if pt is the global martingale given by a positive normalized p ∈ L.
2.2. Quantum adapted processes and martingales. From now on we assume
the invariance of all Bt ⊆ B with respect to left (and right) modular involutions
with respect to the symmetric pairing. Then the weight µ (p) = 〈1 · p〉 on L admits
the compatible conditional expectations Et : L 7→ Lt as positive projections such





= 1s, Etµ (a
∗pa) = a∗Etµ (p) a ∀p ∈ L, a ∈ Bt.
Let Bt denote the ∗-algebras of adapted C -processes as continuous functions
Q : r → Q(r) ∈ Br mapping r ∈ [0, t[ into the modular subalgebras Br ⊆ Bt such
that Bs  Bt if s < t. Then the dual space L = B?µ ≡ Lµ to B = gt>0Bt with
respect to the integral pairing
〈Q · P〉µ :=
∫
〈Q(t) · P (t)〉 dt ∀Q ∈ B,P ∈ Lµ
consists of all locally integrable QS adapted processes P (t) ∈ Lt dominated by
I (t) = 1t.
An adapted QS process Z : t 7→ Z (t) ∈ Lt is called L1-process if Z ∈ L, locally
bounded (contractive) if Z∗Z ≤ pI for a positive pI ( for p = 1). The process Z is
called L1-martingale (supermartingale) if
Er [Z (t)] = Z (r) (Er [Z (t)] ≤ Z (r)) ∀r < t.








for each t <∞.
2.3. Quantum Itô semimartingales. We consider adapted quantum Itô L1-
processes Z defined as the special semimartingales by
Z (t)− Z (r) =
∫ t
r
K (s)  dB (s) ≡ ıtr (K) .
Here K = (Ki)i∈J◦ are adapted integrands indexed by a separable set J◦ with an
isolated point ∅ ∈ J◦ invariant under an involution ? : J◦ → J◦ such that J?◦ = J◦









where Bi (t) ∈ Lt are not necessarily canonical QS martingales with QS differen-
tials forming a basis for an Itô algebra for each t. The finite variation part∫ t
r
K∅ (s) ds :=
∫ t
r
εs (dZ (s)) ≡ εtr [Z (t)− Z (r)]
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is given by the deterministic integrator B∅ (t) = t1 = B∅ (t)
∗
defining it as abso-
lutely continuous process




for K∅ (·) :∈ L. We assume that the martingale basis is ?-Hermitian in the sense
B?i (t) := Bi? (t, )
∗
= Bi (t) ∀i ∈ J◦
2.4. Quantum stochastic covariation. We do not assume the independence
of the increments dBi (t) with Lt but shall assume the commutativity
Z (t) dBi (t) = dBi (t) Z (t) ∀Z (t) ∈ Lt
as part of the adaptedness of Bi (t). This implies ı (K)
∗
= ı (K?), where K? (t) =
Ki? (t)
∗




Moreover, we shall assume the associativity
[X · [Y · Z]] = [[X ·Y] · Z]
of QS integrals in terms of quantum stochastic covariation
[Y · Z]t0 :=
∫ t
0
[d (YZ)− (dY)Z−Y (dZ)] (s)
such that it can be written in terms of an Itô product
(K  dB) (L  dB) = (K ·L)  dB
of noncommuting dY = K  dB and dZ = L  dB as






(K ·L)  dB.
Thus, we assume that quantum Itô semimartingales form an integral ∗-algebra
with respect to the bracket [Y · Z] given by an associative quantum Itô ?-algebra
of the corresponding QS integrands K (t) defined as the QS derivatives DZ (t) of
Z at t.[13].One can prove similar as in [17][18] that every integral Itô ?-algebra
has also the canonical triangular block matrix representation in the B*-algebra
b (K) of a two-sided Hilbert-Schmidt module in place of the Hilbert space k for the
Lévy-Itô algebra at each time t.
3. Quantum Hidden Dynamics and QS Filtering
3.1. Quantum object-output stochastic processes. Let Mt]0 = Mo⊗̄Mt0 de-
note the W*-product algebra generated on the Hilbert product H
t]
0 = h⊗H t by the
present (quantum object) algebra Mo ⊆ B (h), say the matrix algebra as operator
algebra on h = Cd, and the past (classical output) algebra Mt0 ⊆ B (H t0 ), say gener-
ated by multiplication operators Y t0 : g
t
0 7→ yt0gt0 for adapted C-valued functionals
yt0 ∈ M t0 , gt0 ∈ H t0 of classical Lévy process trajectories υt0 = {υ (r) : r ∈ [0, t)} such
that M t0 ⊆ L∞Q (Υ,B), H t0 ⊆ L2Q (Υ,B) on the Lévy probability space (Υ,B,Q).




0 ⊗ H st
for every t and s > 0, and we shall assume this infinite divisibility not only for the
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Abelian algebras Mt0 ' M t0 but also for the general W*-algebras Mt0, say generated
by the dual quantum Brownian or Lévy processes




≡ B̄j (t) ∀j ∈ J◦
given by the canonical bases eJ◦ , ẽ
J◦ respectively for the dual noncommutative
Itô algebras b and b̃.
Every QS-differentiable adapted process Z (t) ` Mt]0 ⊗ It has increments Z (t)−








(Jµν (s)− Z (s) δµν ) dA
ν
µ (s) ≡ Λtr (JZ − ZI)
of the QS derivative K (t) = DtZ defining the QS germ-matrix J
t
Z = Z (t) +D
t
ZI,
where Z := I⊗Z ≡ ZI is the ampliation [Zδµν ] of Z. The QS dynamics is described
by a hemigroup
α̃t0 (t) = α̃t0 (r) ◦ α̃r (t) ∀t0 < r < t
of QS monomorphic transformations α̃t0 (t) : M
t]
0 ⊗̄Nr → M
r]
0 ⊗̄Nr
Ẑr (t) = Vr (t) Z (t)Vr (t)
∗ ≡ α̃r (t,Z (t)) ,
where Vr (t) : H
t]
0 ⊗ Ft → H
r]
0 ⊗ Fr is a unitary or an isometric evolution
Vr (t) = I+Λ
t
r (VL) such that α̃r (Z
∗Z) = α̃r (Z)
∗
α̃r (Z) for any Z ∈ Mt]0 . We shall
call the isometric W*-monomorphisms α̃t0 (t) semimorphisms as they preserve all




0 which is mapped into the
decreasing orthoprojectors Pr (t) = Vr (t)Vr (t)
∗ ≥ Pt+s]r ∀s > 0 of the quantum
object survival from r up to t which is said to be stable only if Pr (t) = I
r]
0 for all
t and r < t.
The input – output semiunitary transformations V = {Vr (t) : r ≤ t} form a
linear hemigroup
Vt0 (t) = Vt0 (r) ◦Vr (t) ∀t0 < r < t.
as the representation of a small category of the totally ordered set R+. Since the
seminal paper [22] it has been main object of study in quantum stochastics as a
resolving family for the Hudson-Parthasarathy (HP) QS differential equation
dV (t) = V (t) Λ (dt,S− I)V (t) = L (t) A (dt)






















Here L = [Lικ]
ι=−,◦
κ=+,◦ ≡ LI is the quadruple of QS logarithmic derivatives defining
the QS germ G (t) = V (t)S (t) ≡ JtV for the Hemigroup V by S = I+L. The fol-
lowing theorem gives necessary HP unitarity conditions in a compact germ form.
They are also sufficient for the existence and uniqueness of the semiunitary solu-
tions under the appropriate integrability conditions [11][12] for the operator-valued
adapted function L (t).
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Theorem 3.1. The solution of HP equation is unitary, V∗ = V−1 (isometry,
V∗V = I) iff the germ is pseudo-unitary, G‡ = G−1 (pseudo-isometry G‡G = I),
i.e. iff the logarithmic germ S (t) = V (t)
∗
JtV is pseudo-unitary (pseudo-isometry).











































3.2. Quantum stochastic flows and evolution equation. The QS Heisen-
berg equation for the maximal W*-algebra Nst = B (F st ) is generated by the vacuum
noise increments Aνµ (t
′)−Aνµ (t), t′ ∈ [t, ts) of the canonical HP basis Bνµ = Aνµ. It
may actually be driven by a smaller Itô ?-subalgebra than b (k), corresponding to
a product W*-algebra Nt0 ⊆ B (F st ) of quantum noise on Fock space F st = Γ (K st )
for K st = L
2
k(t, t
s], say generated by the classical Langevin forces f̆k (t
′) given by
an Abelian Itô ?-subalgebra for each ts = t+ s > t on F st . It is usually described
by the Langevin QS equation








, Ẑr (r) = Z (r) .















is obtained by applying quantum Itô product formula






Theorem 3.2. [14] The solution Ẑ (t) = α̃ (t,Z (t)) of the QS Heisenberg equation








γr (t,J) , (γr (t, I) = I) .
In particular, JtX = I





= Ŷr (t) I+ γr (t,D
t

















3.3. Quantum quasi-Markov hemigroups and master equation. LetMt] =
At]∨Bt] be generated by the input W*-algebras At] = Ao⊗̄At on the Hilbert spaces
H t] = h⊗H t with an initial cyclic state-vector ψt]0 = η ⊗ ψt0 and an output mod-
ular algebras Bt] = Bo⊗̄Bt from the commutants Ãt] = J∗At]J of At] on H t]. We
assume that (At,Bt) is increasing W*-product system on the components H t = F t0
of Fock space F0 = F
t
0 ⊗ Ft and take the vacuum δt∅ ∈ F
t
0 as an initial product
state vector ψt0 separating Bt. A QS adapted dynamics α̃r (t) : Mt] → Mr]⊗̄Nr
is called At]-Markov on vacuum state vectors δ∅ ∈ Ft for the decreasing future
quantum noise W*-algebras Nt ⊆ B (Ft) if
φt (t
s,Z) = Et (t
s) α̃t (t
s,Z)Et (t
s) ∈ At] ∀t > r, Z ∈ At⊗̄Ms]t , (3.1)
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where Et (t
s) = δs∗∅ is the vacuum projection of H
t] ⊗ F st onto H t] as Hermitian
adjoint to the injection δs∅ : ψ
t] 7→ ψt] ⊗ δs∅ of ψt ∈ H
t] into H t] ⊗ F st . Then
the family of CP maps φt (t





= 0, and can





t ) = Yφt (t
s,Z)Y∗ ∀Y ∈ Bt,Z ∈ Mt+s],Yt = Y ⊗ Is]t .
It is resolving family for the generalized Lindblad equation
d
dt






, φr (r,Z) = Z ∈ Mr]. (3.2)
defined by the form-generator λ (t,J) := ς−+ (t,J) commuting with Bt] on the germs
J ∈ Go⊗̄At of the process Z (ts) ∈ At⊗̄Ms]t at each t. HereGo = Mo⊗̄g is the initial
germ algebra defined as the Mo-envelope of the ?-semigroup g = 1 ⊕ m unitizing
the Itô ?-algebra M (t) = a ∨ b ≡ m of the mutually commutative Itô subalgebras
a, b ⊂ b (k) generating respectively At = ıt0 (A⊗) and Bt = ıt0 (B⊗) by multiple
QS integrals ıt0 (M
⊗) of M⊗ = ⊕∞n=0M⊗n as defined for M =
∫ ⊕
t>0
M (t) dt in
[11][12]. Every such completely bounded generator λ (t) can be uniquely lifted to
the Bt]-modular map Go⊗̄Mt] → Mt].
Proposition 3.3. Let J (t) = JtZ be the germ of a QS process Z : t 7→ Mt with
J−+ (t) = 0 for all t. Then the At]-Markov generator λ (t) for a QS hemigroup of
α̃r (t,Z (t)) = Vr (t) Z (t)Vr (t)
∗




on Go⊗̄Mt] written in terms of the logarithmic QS derivatives Lν = S−ν






















Note that the condition J−+ = 0 corresponds to the property of Z (t) to be a local
vacuum martingale M (t): Er (t)M (t) Er (t) = M(r), and λ (t,J
t
Z) = λ (t,J
t
M) +
J−+ (t) for any vacuum semimartingale Z (t) = M(t) +
∫ t
0
J−+dr. In particular, if
D = J−X = 0, λ reads simply as the Lindbladian on X = Ix,




◦ ≡ λ (x) . (3.4)
However, it defines the Ao-Markov dynamics only if λ (t,J) ∈ Ao for J ∈ Go, e.g.
if Lν (t) = ILν (t) with Lν (t) ∈ Ao.
For the output processes Z (t) = Yt1 having the QS derivative D = 1b (t)Yt






















Here Yt ∈ Bt] is a local QS semimartingale, e.g. a local QS martingale charac-
terized by b−+ = 0, say Yt = Wt (b) y with any y ∈ B of zero expectation and
a QS exponential martingale Wt (b) ∈ Bt as the normal-ordered Weyl exponents
Wt (b) =: exp [Λ
t
0 (b)] :. The compatibility of λ (J) with Bt] on the QS logarithmic
germs J = JtYY
−1
t = 1+ b (t) is ensured by Lν ∈ At].
In the following we assume that b = ã is dual to a modular Itô B*-algebra in
the standard representation a ⊆ b (k).
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3.4. Filtering of quantum hidden quasi-Markov dynamics. Let us consider
a QS hemigroup {F̌r (t)} of propagators H r] ⊗ Fr → H t] ⊗ Ft satisfying the QS
evolution equation
dF̌r (t) = F̌r (t)
(






dt, F̌r (t)L (t)
)
F̌r (r) = I
r]. (3.5)
with Lk = L◦e
◦
k and ě




. Applying the QS Itô formula to
φ̌r (t,Z (t)) = F̌r (t) Z (t) F̌r (t)
∗
,
we obtain a QS evolution equation










Z (t) ∈ Mt] (3.6)
describing in terms of ζ (t,J) = C (t)JC (t)
‡
a QS entangling process
φ̌ (t) : Mt] → Mo⊗̄At?
by the hemigroup {φ̌r (t)} of simple CP transformations
φ̌r (t) : Mt] → Mr]⊗̄At−rr? .
They are defined by the logarithmic QS germ C (t) = I + L (t) of F̌r (t) given by
the logarithmic QS derivative





In general the QS transformations φ̌r (t) map Mt] not into a W*-algebra but into
the kernels [15] which are affiliated to Mr]⊗̄At−rr since, as it follows from the next
Lemma, they satisfy the quasi-Markovianity condition
φt (t
s,Z) = Et (t
s) φ̌t (t
s,Z)Et (t
s) ∈ At] ∀t > r, Z ∈ At⊗̄Ms]t
following from the condition (3.1) for α̃r (t,Z). This quasi-Markovianity, defined
as the Markovianity with respect to an increasing algebras At] in place of a single
object algebra Ao, and also the uniqueness of the solutions to (3.5), it is sufficient to
assume that only the operator-functions L+ (t) and L◦ (t) are respectively locally
L1 and L2-integrable [11][14] with values in At], or At]-adapted Lν (t) ` At] as
affiliated to At].
Lemma 3.4. Let the At]-Markov hemigroup {φr (t)} be defined as the unique
solution of the generalized Lindblad equation (3.2) on the increasing Mt] with the
generator (3.3) λ (J) = ς−+ (J). Then it is unraveled by the At]-Markov QS hemig-
roup of simple CP transformation φ̌r (t) in the sense that it is the conditional
expectation




:= Erφ̌r (t,Z (t)) Er





the algebras Ar generated by the independent increments of the input quantum
Lévy noise ě (t)− ě (r).
QUANTUM DYNAMICS AND GIRSANOV TRANSFORMATION 629
Proof. Since Er (t) Et = Er = EtEr (t), the vacuum expectation εr = εr (t) ◦ εt of




































with J−+ = 0 is a generalized Lindblad
generator


















◦ ≡ ζ−+ (J) . (3.8)




k Lk (t) ē
k
◦ = L◦ due to the completeness
relation e◦kē
k
◦ ≡ I◦◦ with ēk◦, this ζ−+ (t) coincides with the generator λ (t) = ς−+ (t)
of the At]-Markov backward master equation vacuum induced by the isometric or
unitary evolution Vr (t) on Mt]. Thus, expectation εr ◦ φ̌r (t) of the QS bracket
evolution φ̌r (t) driven by the white thermonoise ě (t) must coincide by the unique-
ness argument with the At]-Markov evolution εr ◦ α̃r (t) vacuum induced by the
Heisenberg evolution α̃r (t). 
The following theorem defines the structure of the generators for QS master
equations induced by the general QS dynamics with respect to any output quantum
Lévy process given by a modular Itô B*-algebra. This result extends the semi-
quantum filtering theory [14] determined by any classical output Lévy process to
fully quantum case. The noncommutative filtering in the Ao-Markovian case was
outlined for quantum finite-dimensional Wiener temperature noise corresponding
to a Wiener-Itô modular algebra in [10].
Theorem 3.5. Let b be a modular output Lévy-Itô B*-algebra with the symmetric
basis eJ• not necessarily complete in ã. Then the At]-Markov QS evolution
φ̌ (t, x) = F̌0 (t) xF̌0 (t)
∗
, t ≥ 0
restricted to the object algebra Ao and filtered with respect to Bt satisfies the Heis-
enberg QS equation





t, κεj (t, x)
)
děj (t) , (3.9)
where κ (x) = Kx + xK∗ −
∑
i,k∈J◦ Lixσ̄
i,kρ̂L?k = −λ (x) defines the Lindbladian
(3.4) in the Hermit-symmetric basis with K = −L+, L?k = L∗k? and















with ε̄i,kj = ε
j
k,i.
Proof. By QS product Itô formula applied to F̌0 (t) xF̌r (t)
∗
we obtain the equation
(3.6) with Z (t) = Itx and JtZ = Z (t) I. Taking for these the element (3.8) as
vacuum conditional expectation with C = I+ L given by (3.7) we obtain







ρ̂L?k = −κ (x) ,
















4. Unraveling L-Dynamics and the General Master Equation
4.1. Noncommutative Girsanov transformation. Let Ds ⊆ Dt, s ≤ t be
increasing unital ∗-subalgebras invariant also with respect to the left and right
involutions †ν , †∗ν for a reference weight ν on D = ∪Dt and let S (t) = stν ∈ Ltν
be a positive martingale normalized as ν (stν) = 1, defining a state ς (d) = ν (s · d)
on D. If β is an adapted ∗-morphism β : Dt → Bt of D into B, then the adapted
process Z (t) = β (xt) ≡ zt may not be a martingale in (B, µ) even if it is given by















∀s ≤ t, q ∈ Ds.
It can be equivalently described by the process X (t) = xt in (D, ν) with respect








as a positive martingale defined by the comorphism µβν = ϕν ◦ β?ϕ = β?ν , where ϕν
is the RN derivative of ϕ = µ ◦ β with respect to ν and β?ϕ = µβϕ. Any other state
ς : D → C described in (D, ν) by a positive normalized martingale density rtµ ∈ Bt






























The noncommutative Girsanov theorem makes the process Z (t) into a (B, ς)-
martingale with respect to a transformed state ς. If Z (t) = β (xt) given by an
injective transformation of a martingale xt in the modular ∗-algebra (D, ς) ⊆
(Ã, $), where ς = ρ ◦ β = $|D for ρ = $ ◦ α̃ given by a surjective (quasi or
semi) coexpectation α̃ inverting β as the predual to a (quasi or semi) conditional
expectation α̃?ρ. It is described by the positive martingale ρ̂ (t) = α̃
?
µ (1
t) ≡ rtµ in
(B, µ) as the density of ρ with respect to µ such that
µ (Q (t) Z (t) · ρ̂ (t)) = 〈ρ̂ (t) |Q(t) Z (t)〉µ = $
(
α̃ (Q (t)) xt
)
∀Q(t) ∈ Bt.
Any other state ϕ on D defined by the martingale density qt$ ∈ Ãt is also repres-






























. ∀xt ∈ Dt, qt ∈ Ãt.
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4.2. Standard Itô pairing and marginalization. Let A be a C*-algebra with
a vector state ω (A) = (υ|Aυ) ≡ υ∗Aυ on the Hilbert space H generated by Aυ
and B ⊆ A′ be a modular subalgebra of B (H ) commuting with A, with the dual
subalgebra B̃ ⊆ A represented on the Hilbert subspace H◦ ⊆ H generated by A′υ.
Let (a, l) be a B*-Itô ?-algebra with
l (a) = (v∅|av∅) ≡ v‡∅av∅ = a
−
+
in the canonical matrix representation a ⊆ b (k) of the Hilbert space k generated by




, and b ⊆ a′ be a modular Itô subalgebra of




with the dual subalgebra b̃ ⊆ b (k◦)
of J∗a′J = a−+d+ a◦ represented in b (k◦) of the Hilbert subspace k◦ ⊆ k generated
by a′ on v+. We denote by R = r⊗̄A and S = s⊗̄B the germ algebras given
respectively by r = 1 ⊕ a and s = 1 ⊕ b. represented in b (k) by matrices I + a
and I + b with a ∈ a, b ∈ b such that S ⊆ R′. Let us define the standard
(R,Rᵀ)-pairing










∀R ∈ R,S ∈ Rᵀ, (4.1)
induced by the state l ⊗ ω, where v‡+ = (υ∗, 0, 0), by extending this bilinear from
S ∈ R′ on the completion Rᵀ = R′? of the commutant R′ represented on k◦⊗H◦ as
the dual space to the normed B*-algebraR. Note the decompositionRᵀ = Aᵀ⊕Ṙᵀ
corresponding to R = R−+⊕R◦ such that 〈R,S〉 for R = R−+d+R◦ and S = YI+Ṡ





























Here R◦ = X⊕Ṙ◦ ∈ R◦ is the germ-martingale, (R◦)−+ = 0, of X, uniquely defined
by the decomposition S = S−+d+ S
◦.











∀S ∈ Rᵀ,R ∈ RF?







′R ∀R ∈ R









with respect to the modular pairing
(X · Ỹ) = 〈X,Y〉 for X̃ = X‡,Y ∈ R′, which is symmetric due to JXJ∗ = X =
J∗XJ:








≡ (Z ·X) ∀X,Z ∈ R.
A positive normalized element ρ̂ ∈ Aᵀ := A′F is called the covariant density
of the regular state ρ (X) = 〈X, ρ̂〉 on A, which is absolutely continuous with
respect to ω in the sense ω (A∗A) = 0 ⇒ ρ (A∗A) = 0. A simple conditionally
CP transformation λ (R) = (CRC)
−
+ from R into A such that λ(S̃) ⊆ B := BFᵀ
transforms Bᵀ into S? by
〈R, λᵀ (ρ̂)〉 = ρ ◦ λ (R) = 〈λ (R) , ρ̂〉 ∀R ∈ R, ρ̂ ∈ Bᵀ
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if it is given by the transposable C ∈ R. One can show that λᵀ is also conditionally
CP such that each λᵀ (ρ̂) is also conditionally absolutely continuous with respect
to l⊗ω. It is defined on R◦ by the decomposition λᵀ (ρ̂) = ρ̂I+κ (ρ̂) ∈ Ṡ?, where
κ (ρ̂) = L′ρ̂+ ρ̂L′‡ + L′ρ̂L′‡ (4.2)
in terms of L = C− I is decomposed as κ (ρ̂) = κ∅ (ρ̂)d+ κ◦ (ρ̂).
4.3. Dual reduced and unravelling QS L-dynamics. Let At be the increas-
ing W*-algebras generated by quantum Itô-Lévy noises ěj (r) for r ∈ [0, t) and




. The modular subalgebras B̃t = J∗BtJ are defied




as the dual to Bt generated by êi = Λ(ei) for i ∈ J• ⊆ J◦ with the
Weyl operator basis {Wt (b) : b ∈ b}, where b is the modular Itô algebra spanned
by e∅ and eJ• . It is given by the solutions to
dWt (b) = Wt (b) Λ (dt,b) , W0 (b) = I.
This solution can be written in the normal form in terms of the logarithmic matrix
























If the QS dynamics is a At]-Markov process on the state vector υ = η⊗δ∅ ∈ h⊗F
with the vacuum δ∅ ∈ Ft, the dual state dynamics ϕt (r) form a forward hemigroup
defied on the predual space L = Ar]ᵀ by the CP maps φr (t)ᵀ:





∀X ∈ At], ρ̂ ∈ Ar]ᵀ .







≡ 〈X, ρ̂〉t , ∀X ∈ A
t], ρ̂ ∈ At]ᵀ .
Let Bt]? denote the preduals to the increasing W*-subalgebras B
t]
= Bo⊗̄Bt of
At] generated an initial modular subalgebra B̃o ⊆ Ao and the Weyl basis Wt (a),
a ∈ b̃ ⊆ a. If the QS dynamics is also Markov with respect to Bt] ⊆ At] for all t,
the dual dynamics can be reduced to a hemigroup of ϑt (r) : Br]? → Bt]? . It is given
by the marginalization ιᵀ of the reference λ = ω|A to µ = ω|B defining the CP
maps ϑt (r) ◦ ιᵀ = ιᵀ ◦ ϕt (r) as the preduals to the restrictions
ϑᵀr (t) := φr (t) |B
t] ≡ ϑt (r)ᵀ .
In particular, the reduced evolution ρ̂t = ϑt (%̂) from the initial state % on B
o ⊆ Ao
is defined by
〈Xt, ϑt (%̂)〉µ = 〈φ0 (t,Xt) , %̂〉λ , ∀Xt ∈ B
t]
, %̂ ∈ Bo?.
The reduced states ρ̂t can be described on Xt = Wt (a) x with x ∈ B by the
characteristic function
Ct (a, x) = 〈Wt (a) x, ρ̂t〉 = 〈φ0 (t,Xt) , %̂〉
satisfying the equation
dCt (a, x) = d 〈Xt (a) , ρ̂t〉 for Ct (a, x) = 〈Xt (a) , ρ̂t〉 .
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Note that since ϑt (r) mapping Br]? into the increasing state spaces Bt]? , they can not
satisfy a deterministic evolution equation which should involve the increments dêJ•
generating dBt?. Thus they should satisfy a QS evolution equation dρ̂t = κ (ρ̂) dê
with dê∅ = Λ(dt,d) = dtI and the innovation {dêj : j ∈ J•} such that by Itô
formula
〈dXt, ρ̂t〉+ 〈Xt,dρ̂t〉+ 〈dXt,dρ̂t〉 = dCt (a, x) .
It is characterized on Xt = Wt (a) x with a ∈ b̃, x ∈ B̃o by the equation
dCt (a, x) = d 〈Xt (a) , ρ̂t〉 for Ct (a, x) = 〈Xt (a) , ρ̂t〉 ,












dt ≡ 〈Xta,κ◦ (%̂)〉 dt ∀a ∈ b̃. (4.3)
4.4. Noncommutative QS master equation. The following theorem defines
the structure of the generators for QS master equations induced by the general
QS dynamics with respect to any output quantum Lévy process given by a modu-
lar Itô B*-algebra. This result extends the semi-quantum unraveling dynamics [5]
determined by any classical output Lévy process to the quantum Levy-Itô temper-
ature process. The proof of the theorem in the general case is similar to the proof
of the semi-quantum filtering theorem [7] for the commutative processes êi = ěi?
but noncommutative initial algebra B. It was outlined in [10] for fully quantum
diffusive case of noncommuting self-adjoint Wiener processes êi = ê
∗
i correspond-
ing to quantum finite-dimensional Wiener-Itô nilpotent in second order modular
algebra.
Theorem 4.1. (Main) Let {ϑᵀr (t)} be the quantum hemigroup dynamics on the
increasing W*-subalgebras Bt] ⊆ At] generated by B̃o ⊆ Ao and the modular Lévy-
Itô B*-algebra b̃ ⊆ a with a symmetric basis {d, ēi : i ∈ J•} indexed by J• = J?• ⊆
J◦. Assume that it is induced by the hemigroup {φr (t)} having the generator
(3.3) with At]-adapted transposable coefficients Lι+ (t). Then the reduced states
ρ̂ (t) = ϑt (ρ̂) ∈ Bt]? satisfy the QS stochastic equation
dρ̂ (t) + κ (t, ρ̂ (t)) dt =
∑
j∈J•
κj (t, ρ̂ (t)) dêj (t) ∀ρ̂ (0) ∈ Bo? (4.4)




and fluctuating coefficients given by
κj (t, ρ̂) = Lj
?
















Proof. The predual generator κ : Bt]? → Ṡt] for the generalized Lindbladian writ-
ten for an At]-martingales Z = X in the form (3.3) is found by modularity in (4.2)
for the At]-adapted transposable C = I + L such that C′ (t) commutes with Rt].
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j is either δ
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κj (ρ̂) = Lj
?




in (4.2) determined for j ∈ J• by (4.3) for any X ∈ Bt] and a ∈ b̃ spanned by ēJ• .
























+ . This complets
the proof. 
Note that if L (t) ∈ S̃t] corresponding to the span L◦ = e◦iLi of (L′)
◦
+ by the
family e◦J• of Itô basis eJ• with B
t]-adapted Li (t), the Bt]-Markov QS evolution
(4.4) is completely unravelled by the hemigroup of QS propagators V̂r (t) satisfying
the QS unraveling equation
dV̂r (t) + V̂r (t)K (t) dt = V̂r (t)L
i (t) dêi, V̂r (t) = I.
This can be easily seen by applying the Itô formula to the solution of (4.4) for t > r
with ρ̂ (r) = ρ̂ in the form ϑt (t, ρ̂) = V̂r (t) ρ̂V̂r (t)
∗
. In particular, this is the case
if eJ• = eJ◦ is complete basis in the maximal modular Itô algebra a generating k◦
corresponding to At]-Markovianity of the dual dynamics ϑᵀ = φ. Such unraveling
is predetermined by hemigroup Markovianity on the W*-algebras Bt]. If the basis
eJ• of b is not complete in k◦, the QS dynamics ϑ may not completely unravel
the quantum Markov dynamics ϑᵀ. However it can be extended to an At]-Markov
unravelled dynamics φ. by a choice of the complementary basis eJ◦\J• . The
extended unravelling evolution satisfies the QS equation of the same form as (3.9)
with fluctuating coefficients κj indexed by the complete set J◦ = J . Note that
such ravelling is not unique and can be chosen classical by taking a commutative




which is always modular with the basis ēj = ej? in the
orthogonal complement k⊥• = k 	 k• corresponding to the classical Lévy-Itô noise
ěj = êj? for j ∈ J \ J• independent of ěJ• = êJ• . The incompletely unravelled
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Bt]-Markov dynamics ϑᵀ is then represented as a conditional expectation of At]-
Markov dynamics φ over the noise indexed by J◦ \ J•. which has obviously the
same form as (3.9) φr (t,Z) = εr [ϑ
ᵀ
r (t,Z)].
If φ is unital, the density operators ρ̂ (t) are normalized on Bt] to the positive
martingale π̂ (t) = 〈I, ρ̂ (t)〉 describing the statistics of the complementary pro-
cesses yj (t) = V0 (t) ê◦ (t)V0 (t)
∗
, otherwise π̂ (t) is supermartingale normalized
to the probability π (t) = 〈π̂ (t)〉∅ of the object survival up to t.
5. Appendix. Modualar Algebras and L-Transformations
5.1. Modular algebra and its dual L. Let (A, λ) be a pre-C*-algebra with a
reference weight as a faithful positive liner functional λ : A → C in the sense
λ (p) ≥ 0 ∀p ≥ 0, λ (p) = 0 ⇔ p = 0,
on the positive elements p = aa∗ ∀a ∈ A. Such algebra is called λ-modular if it is
invariant with respect to the left modular involution †− making sense in










∀p, q ∈ A
with the right modular involution defined as †∗− = ∗ †− ∗. One can use this to











such that 〈p∗|q〉− = λ (qp) = 〈q∗|p〉+, but usually a symmetric pairing
〈q∗|p〉 ≡ λ (q · p) = λ (q · p) ≡ 〈p∗|q〉










∀a, q,p ∈ A
with respect to another left involution † and †∗ = ∗ † ∗ as the adjoint to †. The
symmetric pairing inducing the weight by λ (1 · q) = λ (q) = λ (q · 1) on A is
defined by this involution as
〈q|p〉 ≡ 〈q|p〉λ := λ (qα (p)) ≡ λ (q · p) ,
where α is a root of the modular automorphism δλ = α◦α of A uniquely determined
by the polar decomposition a† = α (a)
∗
in the case of the positive definite pairing
〈a|a〉 ≥ 0 for all a ∈ A.
If λ is tracial in the sense λ (a∗a) = λ (aa∗), as it is always in the commutative
case, the left involution † coincides with the right involution †∗ and for the positive-




5.2. Regular states and Radon-Nikodym densities. The noncommutative
L1-space L = Lλ is defined by the L1-completion A? = A?λ of the modular ∗-algebra








λ (a∗b + b∗a) ≡ λ (|b|λ)
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Without changing notation we can extend by weak continuity the bilinear form
λ (b · a) to the natural pairing M×L → C of the the norm-adjoint algebra M = LF
as the weakF closure of A ≡ L? ⊆ M equipped with
‖a‖F? = inf {c : a
∗a ≤ c1} ≡ ‖a‖ .
Note that M is unital ∗-algebra called W*-algebra as having the preadjoint Banach
space L = MF. It is isomorphic to a von Neumann operator algebra, the weak
closure of the GNS representation of B associated with λ. Both L and M are
two-sided A-modules and L∗ = L, M∗ = M with respect to the left and right
involutions such that for any
〈bqb∗|p〉 = 〈q|apa∗〉 ∀q ∈ M, p ∈ L,b = a? ∈ A
A linear positive functional π : A → C of the form
π (a) = λ (a · p) = 〈p|a〉λ ∀a ∈ A,
defining by a positive normalized p ∈ L+, λ (p) = 1 an expectation on A, is
referred as the regular state, and as the normal regular state when it is extended
on M = LF. If A = B/I is a quotient algebra of a ∗-algebra B  A with respect
to a ?-ideal I ⊆ B, and µ : B → C be weight such that µ (b∗b) = 0 ⇒ b ∈ I, then
the induced state ρ = π ◦ γ is absolutely continuous with respect to µ in the sense
µ (b∗b) = 0 ⇒ π (a∗a) = 0 ∀b ∈ a, a ∈ A.
It has density r = λγµ (p) ∈ B? given by the ‘Radon-Nikodym’ (RN) derivative
λγµ = γ
?
µ as a CP contraction γ
?
µ : A?λ → B?µ well defined for the regular I (i.e.
adjointable quotient map γ (b) = b+I.) as a comorphism in the next section. The
state π id is said to be dominated by µ if π (a∗a) ≤ tµ (b∗b) for all a and b ∈ a
and a positive t ∈ R. Every ρ absolutely continuous with respect to a regular µ is
also regular, and r ≤ t1 for a t > 0 iff it is dominated by µ.
5.3. Comorphisms and quasimorphisms on L. Let α : D → A be a regular
∗-morphism of a modular algebra (D, ν) into the modular algebra (A, λ) such that




〈d|α?ν (p)〉ν = 〈α (d) |p〉 ∀p ∈ A
?
λ,d ∈ D.
It is easy to see that the comorphism, intertwining the left involution †ν with







= d†νλαν (p) ∀p ∈ L, d ∈ D
and λαν (pa) = λ
α
ν (p) d for any a = α (d). Therefore λ
α
ν is a CP map and
λαν (L) Iα = O such that it cannot be unital for the nontrivial ∗-ideal
Iα := {d ∈ D : α (d) = 0} ≡ α−1 (0) .
If α̃ : A → D is an injection inverted by α and having the ∗-modularity property
α̃
(
α (d) aα (d)
∗)
= dα̃ (a) d∗ ∀a ∈ A, d ∈ D,
then α̃ (A) Iα = O and therefore α̃ is also ∗-morphism. The induced weight ϕ =
λ◦α admits a conditional expectation ϕ◦ε = ϕ given on D by the ∗-projection ε =
α̃ ◦α onto the ∗-subalgebra α̃ (A) ⊆ D isomorphic to D/Iα ' A, and λαν = ϕν ◦ λαϕ
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is given by the extension λαϕ of α̃ from A onto L = A?λ and the RN derivative
ϕν of the induced weight ϕ with respect to ν on D. Note that α̃ (A) Iα = O and
therefore α̃ cannot be unital if Iα 6= O.
More generally, a completely positive ∗-contraction α̃ : B → Ã quasiinverse in
the sense β ◦ α̃◦β = β to a ∗-morphism β of D ⊆ Ã into B is called quasimorphism
(quasiexpectation inverting β) if it satisfies the β-modularity condition
α̃ (bβ (d)) = α̃ (b) d ∀b ∈ B, d ∈ D
in a modular ∗-algebra (Ã, $) (and inverts β). Every quasimorphism on (B, µ)
defines a positive projection ε = α̃ ◦ β which is almost unital in the sense that
e = ε (1) is the maximal ∗-idempotent in D such that eIβ = O since Iβ := β−1 (0) =
e⊥D for e⊥ = 1 − e in the unital D. It induces a new weight ρ = $ ◦ α̃ on B
and the reduced weight ς = % ◦ β = $ ◦ ε on D compatible with the projection ε











†% and modularity of α̃. Note
that if α̃ (B) ⊆ D, then the modularity condition follows since π = β ◦ α̃ is also a
positive projection onto β (D) ∼ α̃ (B). Such quasimorphism inverting β is called
conditional expectation with respect to β.
A quasimorphism α̃ uniquely defines the comorphism β?ν = ςν ◦ β?ς by β?ς |B =
ε?ς ◦ α̃ iff α ◦ ε = β, where α = α̃?ρ|Ã is defined by the dual CP map α̃?ρ. In the
most important case ε = ι of injective β this defines β?ς on B by marginalization
ι?ς ◦ α̃ iff α|D = β.
5.4. Semiconditioning and semi-Markovianity. A comorphism α̃?ρ for ρ =






†ρ α̃?ρ (p) ∀p ∈ Ã$, d ∈ D
inverting a comorphism β?ς for ς = ρ ◦ β is called the conditional expectation if
it coincides on D ⊆ Ã with the ∗-morphism β : D → B. This is equivalent to
the invariance †ς = †$|D of the †ς -domain D for ς = $ ◦ ε with respect to the
modular involution †$ on Ã. Then the composition E = β?ς ◦ α̃?ρ = ι?ς , given by the
comorphism β?ς and α̃
?
ρ, is a positive projection L$ → Lς satisfying the modularity
condition
E (d∗pd) = d∗E (p) d ∀p ∈ L$, d ∈ D.
The restriction E|Ã = β? ◦ α, extended by continuity on weak closure M of Ã, is
the usual conditional expectation as a normal positive projection ε intertwining
the left involutions †$ and †ς . It satisfies the modularity ∗-condition
ε (d∗qd) = d∗ε (q) d ∀q ∈ Ã, d ∈ D.
This all remains true if α̃?ρ is quasi-comorphism defined as a CP modular con-
traction quasiinverse to a comorphism β?ς . Note that positivity with modularity
implies CP property if the algebra B is generated by a central Abelian ∗-subalgebra
A ⊆ B and β (D) since every positive quasimorphism on A is by Naimark’s theorem
CP. Such quasi- are referred as semi- (morphisms, comorphisms and conditional
expectations).
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If α̃1 : B1 → Ã is a conditional coexpectation inverting β1 : D1 → B1, the
composition φ = α ◦ α̃1 is obviously a contractive CP map B1 → B defining a CP
contractive kernel






where a1 is from a central ∗-subalgebra A1 ⊆ B1.
A contractive CP kernel κ : D1 × A1 × D1 → L% is called semi-Markov with
respect to β : D → B if its range is generated by B0 = β (D) and an abelian
A0 ⊆ B commuting with B0, and is called Markov if it is unital and its range is in
the von Neumann algebra generated only by B0. Every (semi) Markov kernel is
a composition of a coexpectation α̃1 on an algebra B1 generated by B1 = β1 (D1)
commuting with the central A1 ⊆ B1 and a (semi) conditional expectation α with
β and β1 defined on respective modular ∗-subalgebras D,D1 ⊆ Ã. The hemigroups
of (semi) Markov maps φt0 (t) : Bt → Bt0 give a weak description of (semi) Markov
quantum stochastic processes as defined in [1][2].
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