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The deformations of an infinite dimensional algebra may be controlled
not just by its own cohomology but by that of an associated diagram of
algebras, since an infinite dimensional algebra may be absolutely rigid in
the classical deformation theory for single algebras while depending es-
sentially on some parameters. Two examples studied here, the function
field of a sphere with four marked points and the first Weyl algebra, show,
however, that the existence of these parameters may be made evident by
the cohomology of a diagram (presheaf) of algebras constructed from the
original. The Cohomology Comparison Theorem asserts, on the other
hand, that the cohomology and deformation theory of a diagram of al-
gebras is always the same as that of a single, but generally rather large,
algebra constructed from the diagram.
1 Introduction
The deformation theory of infinite dimensional algebras differs from that of
finite dimensional ones in several significant ways. One is that an infinite di-
mensional algebra A may be absolutely rigid in the classical theory [4], i.e., have
H2(A,A) = 0, but nevertheless depend essentially on one or more parameters.
This is intrinsic to the theory but raises the question of how to capture, by
homological methods, the variability of an infinite dimensional algebra embed-
ded in a family of continuously varying algebras when the algebra itself has no
infinitesimal deformations. Two examples presented here, the function field of
the sphere with four marked points and the first Weyl algebra, suggest that
while there may be no classical infinitesimal deformations of a given algebra,
a suitable diagram (presheaf) of algebras associated with the original will have
non-trivial cohomology and will deform as the algebra varies. This passage from
a single algebra to a diagram of algebras, whose theory will be reviewed in §3,
∗Both authors wish to thank the Mathematisches Forschungsinstitut Oberwolfach and the
first wishes also to thank Prof. Fujio Kubo and Hiroshima University for their hospitalities
during part of the preparation of this paper
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is analogous to the covering of a manifold by coordinate patches. Although
the constructions in our two examples are relatively natural, our present under-
standing of how to construct a diagram of algebras associated to a single algebra
is incomplete. More elaborate diagrams might give more information about a
single algebra (although not, we believe, in the examples here), but while there
is surely a point at which nothing more can be extracted we have no criterion
for when it is reached.
Another important difference between finite and infinite dimensional alge-
bras is their behavior under specialization. For finite dimensional algebras A,
the dimensions of the cohomology groups Hn(A,A) are upper semicontinuous
functions of any parameters on which A may depend but an infinite dimensional
algebra may specialize to a rigid one. At any specialization there is a certain
subgroup of “fragile” classes which vanish, although simultaneously new classes
might appear.
As mentioned, the first algebra of our two examples is that of the sphere with
four marked points or “punctures”. With C as coefficient ring, if the four marked
points on the RIemann sphere are∞, 0, 1, λ then the algebra is C[x, 1/x, 1/(x−
1), 1/(x−λ)]. The second algebra is the (first) Weyl algebraW1 = k{x, y}/(xy−
yx − 1), i.e., the non-commutative polynomial ring in two variables x, y with
the relation xy − yx = 1. Although this has no obvious parameters, one can
introduce one to get the q-Weyl algebra Wq = k{x, y}/(qxy − yx − 1). The
algebra of the four-punctured sphere and the Weyl algebra have the common
property that denoting either by A one has Hn(A,A) = 0, n > 0. In particular,
both are absolutely rigid, notwithstanding that the first depends non-trivially
on the parameter λ and that one can introduce a parameter into the second.
There is, however, a significant difference between the examples beyond the fact
that the first is commutative and the second is not. The moduli space of the
sphere with four marked points is analytically well-behaved at every λ, but the
moduli space for the Weyl algebra is not. This might already be anticipated
from the fact H∗(Wq,Wq) is not trivial cf. [8].
2 Some background
The number of complex parameters or “moduli” on which a compact Riemann
surface of genus g depends was known by Riemann: it is zero for g = 0 (all
Riemann spheres are analytically isomorphic), one for g = 1, and 3g − 3 for
all g > 1. This is also the dimension of the space of non-singular quadratic
differentials, which Teichmu¨ller [29] identified with the space of infinitesimal
deformations, and which he used to produce global extremal quasiconformal de-
formations. However, Teichmu¨ller’s concept of an infinitesimal deformation had
no obvious extension to higher dimensions. A major advance due to Froelicher
and Nijenhuis [3] consisted in showing that if X is a complex analytic manifold
of any dimension, and T its sheaf of germs of holomorphic tangent vectors, then
the space of infinitesimal deformations of X can be identified with H1(X,T ).
This led to the exhaustive study of analytic deformation theory by K. Kodaira
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and D. C. Spencer; for references cf. [17].
A useful intuitive description of the infinitesimal deformations of X is due
to Spencer: Consider X as ‘sewn together’ from coordinate patches Xi; de-
form X by unstitching them and letting them slide over each other before
resewing. In every overlap Xi ∩ Xj , the derivative of the motion of Xj rel-
ative to Xi defines a tangent vector field, and these derivatives give the ele-
ment of H1(X,T ) which is the infinitesimal of the deformation. One should
view H1(X,T ) as having degree 2, and more generally Hq(X,
∧p T ) as hav-
ing degree p+ q; the dimensions assigned to infinitesimals will then agree with
those in the algebraic case. The space of infinitesimal deformations of X as
a complex manifold does not exhaust the full space of its infinitesimal defor-
mations, which is H2(X,
∧
T ) = H0(X,
∧2
T ) ⊕ H1(X,T ) ⊕ H2(X,C). The
component H0(X,
∧2
T ) is the space of infinitesimal deformations of X in a
non-commutative direction. The interpretation of the elements of H2(X,C) as
infinitesimal deformations remains mysterious. (See, however, the remarks at
the conclusion of [7]).
While H1(X,T ) is defined by taking a direct limit over refinements of cov-
erings one can compute it from a single covering by taking an open covering by
Stein manifolds or, in the purely algebraic case, by affine varieties. To compute
H∗(X,T ) from a single covering it is essential that the open patches, like Stein
manifolds and affine varieties, have two important properties: First, the inter-
section of two such is again of the same kind. Second, from the point of view
of classical analytic manifolds or commutative algebraic geometry they have no
significant cohomology. Specifically, in the complex case, every holomorphic
vector bundle on a Stein manifold is trivial, and in the affine case, cohomology
with coefficients in a quasi-coherent sheaf vanishes in positive dimensions. Note,
however, that although the affine patches in the algebraic case play a role anal-
ogous to that of coordinate patches in the analytic case, these affine varieties
generally depend on parameters. That a “rigid” algebra may depend on param-
eters is thus an intrinsic feature of deformation theory. Once one has a covering
by Stein manifolds or affine varieties no further homological information can
be extracted by further refinement; it is an analog of this which is one of the
aspects missing from the theory presented here.
Spencer’s idea can be applied to algebras, keeping in mind that rings are
dual to spaces: in place of the inclusions of Xi ∩ Xj into Xi and Xj we have
the morphisms of the rings of holomorphic functions on Xi and Xj into that of
Xi ∩Xj .
While affine spaces have only trivial cohomology with coefficients in a quasi-
coherent sheaf, the cohomology of their function algebras may be intricate. For
a regular (smooth) algebra A of characteristic zero, the Hochschild-Kostant-
Rosenberg [16] theorem asserts that H∗(A,A) can be identified with the exterior
algebra on its derivations; the cohomology with coefficients in an arbitrary mod-
ule is obtained by tensoring with that module. Further, in characteristic zero
one has the Hodge-type decomposition of H∗(A,A) of Gerstenhaber-Schack, cf
[11]. That paper introduced the homological idempotents in the rational group
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rings QSn of the symmetric groups (later, but less appropriately, called the Eu-
lerian idempotents). Of these, the first, for every n, is ‘Barr’s idempotent’ [1]
(but so named in [11]). These homological idempotents partition the Hochschild
cochain complex of the algebra into a direct sum of subcomplexes indexed by
the positive integers, of which the first, Barr showed, gives Harrison’s cohomol-
ogy for commutative algebras in the case of characteristic zero. In view of the
Hochschild-Kostant-Rosenberg theorem this vanishes in all dimensions greater
than one. All two-dimensional classes can be identified with skew cocycles and
are infinitesimals of deformations to non-commutative algebras. In characteris-
tic zero, therefore, all regular algebras are absolutely rigid in the commutative
theory. Rigidity fails to hold in finite characteristics since certain so-called “re-
stricted” 2-cocycles then arise as obstructions to the prolongation of derivations
to automorphisms, cf. [5], [25]. The class of a restricted two-cocycle is generally
not zero and can serve as the infinitesimal of a formally non-trivial deformation.
However, these deformations become trivial when the deformation parameter ~
is replaced by ~p
n
for some n and so are not “effective” in the sense that the
structure of the algebra has not really changed. Skryabin [25] proved that when
the coefficient field is perfect (a condition which probably can be weakened to
being separable generated), that this property conversely characterizes the re-
stricted classes. This suggests that if A is a regular algebra of characteristic p
then H∗(A,A) modulo the ideal generated by the restricted classes might again
be just the exterior algebra on the derivations of A. This would imply that,
even in positive characteristics, regular affine algebras have no effective commu-
tative deformations and could serve as coordinate patches if one restricts study
to commutative algebras.
Before discussing the examples, the next section, §3, introduces a refinement
of the cohomology groups for infinite dimensional algebras, defining the fragile
and the resilient groups at a specialization. Section 4 then reviews the definition
of diagram cohomology and of the Cohomology Comparison Theorem as given in
[12], with simple examples folowing in §5. However, there have been important
subsequent developments, mainly due to Lowen and Van den Berg [18] and
Stancu [27, 28] who have shown that the appropriate setting for the theory is
that of derived categories.
3 The fragile and resilient cohomology groups
Unless otherwise mentioned, ‘the cohomology of an algebra’ will mean its co-
homology with coefficients in itself. Recall that in general the cohomology of a
deformation of A consists of those classes which can be ‘lifted’ to ones of A[[~]]
(with the deformed multiplication) modulo those which lift to coboundaries.
When k is a field the cohomology of A has no torsion but that of the deformed
algebra may have ~ torsion classes. These become coboundaries when coeffi-
cients are extended to include ~−1, which is usually tacitly done when k is a
field in order that the coefficients continue to form a field. Since the cohomol-
ogy of the deformed algebra is a subquotient of that of the original, it follows
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that the dimensons of the cohomology groups of the deformed algebra can not
be larger than those of the original. (If there is a well-defined Euler-Poincare´
characteristic, however, it is preserved, cf. [8].) One might suppose, therefore,
that if an algebra depends on a parameter, then the cohomology groups of the
algebra obtained at a special value of the parameter can not be smaller than
those at a generic value, but that is not always the case for infinite dimensional
algebras. It will be so if the algebra at a generic value can be viewed as a
deformation of the specialized one. The Weyl algebra is a specialization of the
q-Weyl algebra at q = 1, but the cohomology groups of the latter in positive
dimensions are not all zero while those of the Weyl algebra vanish. The Weyl
algebra is absolutely rigid and can not be deformed back to the q-Weyl algebra
in the classical theory.
If A is an algebra which is finitely generated as a module module over a
(commutative, unital) ring k and ~ a variable, then A[[~]], the ring of all for-
mal series a(~) = a0 + a1~+ a2~
2 + · · · , ai ∈ A, is just A ⊗k [[~]]; specializing
~ to an element of k, whenever that is meaningful, therefore simply brings us
back to A. However, if A is not finitely generated then A[[~]] is much larger
than A ⊗k [[~]]. For if, say, k is a field and if the ai are linearly independent
then the above a(~) is not in A ⊗k [[~]]. Now specializing ~ to an element of
k, whenever that is defined (which requires, in particular,that k have a suitable
topology), may not bring us back to A. There is still a natural isomorphism
H∗(A,A)⊗ k[[~]] ∼= H∗(A[[~]], A[[~]]), but one has in general little control over
the cohomology under specialization. When A is finite dimensional the dimen-
sions of the cohomology groups are upper semicontinuous under specialization
but in the infinite dimensional case some classes may vanish. When k is not a
field but a ring, additional torsion may appear in the cohomology. Those which
become ~ torsion classes and hence disappear when ~−1 is adjoined to the coef-
ficients form an ideal in H∗(A,A); these are the classes which by definition are
fragile at that specialization. The quotient of H∗(A,A) by the ideal of fragile
classes is the resilient cohomology for that specialization. While the q-Weyl
algebra does have non-trivial cohomology in dimensions greater than one, those
classes are all fragile at the particular specialization q = 1 since, as mentioned,
the Weyl algebra has only trivial cohomology.
4 Diagram cohomology
A diagram of algebras over a small category C with objects i, j, . . . is a con-
travariant functor A from C to the category of unital associative algebras, i.e., a
presheaf of algebras over C. (One can make the same definition for diagrams of
other kinds of algebras; for the Lie case cf [9].) For example, the sets in an open
covering U (closed under taking intersections) of a complex manifold M may
be viewed as the objects of a category in which the morphisms are the inclusion
maps. That is, if U, V are sets in U then there is a unique morphism from U
to V if U ⊂ V and no morphism otherwise. One then has a poset (partially
ordered set) and any poset may be viewed as a category in which there is a
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unique morphism i→ j when i ≤ j and no morphism otherwise. The functor A
then assigns to each open set the algebra of holomorphic functions on that set.
In practice one takes a covering by Stein manifolds and for a smooth algebraic
variety one similarly takes a covering by affine opens since the intersection of
any two is again such and each such set has trivial cohomology; cf [12]. An A-
module M is a contravariant functor from C to the category of Abelian groups
such that for each i ∈ Ob C the group M(i) is an A(i)-bimodule and for each
morphism u : i → j the map M(u) : M(j) → M(i) is a morphism of A(j)-
modules where M(i) is viewed as an A(j)-module by virtue of the morphism
A(u) : A(j)→ A(i).
To define the cohomology groups Hn(A,M), consider first the simplicial
complex called the nerve of C. The 0-simplices of this are just the objects i of
C. For q > 0 a non-degenerate q-simplex is any q-tuple of composable morphisms
σ = (i0 → i1 → · · · → iq) in which no single morphism ir → ir+1 is an identity
morphism (although a composite of several of the morphisms is allowed to be).
We will call i0 the domain of σ, denoted dσ and iq its codomain, cσ. The 0-th
and q-th faces of σ are given, respectively, by ∂0σ = (i1 → · · · → iq), ∂qσ =
(i0 → · · · → iq−1). For 0 < r < q define ∂rσ by composing the maps ir−1 → ir
and ir → ir+1 so ∂rσ = (i0 → · · · → ir−1 → ir+1 → · · · → iq); this may
be degenerate. Let Cq(C) be the set of all formal finite linear combinations of
non-degenerate q-simplices and set ∂σ =
∑q
r=0(−1)
r∂rσ omitting any simplices
which may be degenerate. Since the boundary of a degenerate simplex always
vanishes, with this the Cq form a chain complex; it is isomorphic to the quotient
of the complex spanned by all simplices by the subcomplex spanned by the
degenerate simplices. Note that if σ = (i0 → · · · → iq) then M(dσ) = M(i0) is
a module over A(iq) = A(cσ) by virtue of the composite morphism i0 → iq.
Now let Cp,q be the k-module of all functions Γ on Cq(C) which send a
q-simplex σ to a cochain Γσ ∈ Cp(A(cσ),M(dσ)). Setting, as before, σ =
(i0 → · · · → iq), those faces ∂rσ with 0 < r < q all have the same do-
main and codomain as σ, but the first and last do not. Write briefly ϕ for
the algebra morphism A(iq−1 → iq) : A(iq) → A(iq−1). Then Γ
∂qσϕ, defined
by (Γ∂qσϕ)(a1, . . . , ap) = Γ
∂qσ(ϕa1, . . . , ϕaq), a1, . . . , ap ∈ A(iq) , is again in
Cp(A(cσ),M(dσ)). Write T for M(i0 → i1) :M(i1)→M(i0). One then also has
TΓ∂0 ∈ Cp(A(cσ),M(dσ)) and we st
Γ∂σ = TΓ∂0σ +
q−1∑
r=1
(−1)rΓ∂rσ + (−1)qΓ∂qσϕ.
There then exist commuting coboundaries, the algebraic (Hochschild) δHoch :
Cp,q → Cp+1,q defined by sending Γσ to its Hochschild coboundary δΓσ, and
the simplicial δsimp : C
p,q → Cp,q+1 defined by (δsimpΓ)
σ = Γ∂σ. Finally, set
Cn(A,M) = ⊕p+q=nC
p,q and define the total coboundary δ : Cn → Cn+1 by
(δΓ)σ = δsimp(Γ)
σ + (−1)dimσδHoch(Γ
σ);
the cohomology groups H∗(A,M) are defined to be those of this complex.
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If the highest dimension of any non-zero cohomology group of any algebra in
the diagram is m and d is the dimension of the nerve of the underlying category
(the dimension of the largest simplex appearing in it) then the diagram as a
whole may have non-trivial cohomology in dimensions up tom+d. For example,
denote by k the diagram with A(i) = k, the coefficient ring, and in which
every morphism A(i → j) is just the identity. Then H∗(k,k) is the simplicial
cohomology of the nerve of the underlying category C with coefficients in k.
Here there is no algebra part; the cohomology is entirely simplicial. (Simplicial
cohomology is thus just a special case of Hochschild cohomology, cf. [10].)
A deformation of a diagram of k-algebras A is a diagram of k[[~]]-algebras
over the same underlying category whose reduction modulo ~ is A, [12]. Because
the cohomology of the nerve of the underlying category C may not be trivial,
unlike the case of a single algebra one can not always identify the infinitesimal
deformations of a diagram A with H2(A,A). In general one must use the coho-
mology of the asimplicial subcomplex consisting of those cochains Γ where, if
the dimension of Γ is n and σ is an n-simplex of the nerve of C then Γσ (which is
just an element of A(σ)) is rquired to be zero. However, if all the algebras in the
diagram are commutative (as in our first example) or if the geometric realization
of the nerve of the underlying category C is contractible (the case in our second
example, but something that could always be accomplished by adjoining a ter-
minator to C) then the problem does not arise, cf [12]. With this refinement, an
infinitesimal deformation of A is again just the cohomology class of a 2-cocycle
Γ. The latter assigns to every i ∈ Ob(C) a 2-cocycle Γi of A(i) with coefficients
in itself (which we may interpret as the infinitesimal of a deformation of A(i))
and assigns to every morphism i → j a k-linear map φij : A(j) → A(i). De-
noting φij for the moment simply by φ, these are connected by the condition
that
φ(Γj(a, b))− Γi(φa, φb) = (δΓij)(a, b),
where δ is the Hochschild coboundary. An integral of Γ, if one exists, is a
deformation whose infinitesimal is in the class of Γ.
To illustrate the theory we give some simple examples in the following sec-
tion. The underlying category of a diagram of algebras will always be obvious
so we may omit mention of it.
The Cohomology Comparison Theorem (CCT) cf [12] asserts that there is a
functor which sends a diagram of algebras to a single associative algebra and a
diagrams of modules to a single module which preserves both the cohomology
and the deformation theory; the algebra associated to a diagram is its diagram
algebra, and likewise for modules. This allows one to transfer to the cohomol-
ogy of diagrams of algebras all known properties of the cohomology of a single
algebra including, e.g., its Gerstenhaber algebra structure. The CCT implies,
in particular, that the the third cohomology group of a diagram of algebras
with coefficients in the diagram itself contains the obstructions to the infinites-
imal deformations, so that when this group vanishes every infinitesimal can be
integrated.
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5 Some simple diagrams of algebras
The simplest (non-trivial) diagram of algebras is just an algebra morphism
B
φ
−−−−→ A
A bimodule over this diagram is a morphism of abelian groups
N
T
−−−−→ M
where N is a B-bimodule, N an A-bimodule, and T a module morphism from
N to M with the latter considered as a B-bimodule by virtue of the morphism
φ. The original diagram of algebras, which by abuse of notation we may also
denote simply by φ and likewise the module by T , is a bimodule over itself. An
n-cochain Γ of φ with coefficients in T is a triple Γ = (ΓB ,ΓA,Γφ), the first
component of which is a Hochschild n-cochain of B with coefficients in N , the
second an n-cochain of A with coefficients inM , and the third an (n−1)-cochain
ofB with coefficients inM considered as aB bimodule. The coboundary is given
by δΓ = (δΓB , δΓA, TΓB − ΓAφ − δΓφ). This defines the complex C∗(φ, T ); Γ
is a cocycle precisely when ΓB and ΓA are both cocycles and TΓB − ΓAφ is
a coboundary. A deformation of φ is a diagram B~
φ~
−−−−→ A~ where B~, A~
are deformations of B and A, respectively and φ~ = φ + ~φ1 + ~
2φ2 + . . . is a
morphism between the deformed algebras; here each k-linear map φi : B → A
is tacitly extended to be k[[~]] linear. Its infinitesimal is the two-cocycle Γ ∈
Z2(φ, φ) consisting of the first order terms, or more strictly, its cohomology
class. The geometric picture is a morphism f : X → Y between two topological
spaces. If A is the ring of continuous functions on X and B that on Y , then
f induces a morphism f∗ : B → A. The same idea applies when X and Y are
analytic manifolds or varieties defined over some field k.
The diagram algebra of a single morphism φ : B → A can be written as a
direct sum B +A+Aφ where Aφ denotes A considered as a left A and right B
module, the latter by the operation of φ. Its elements will be written in the form
aφ. With this notation the multiplication is given by (b, a1, a2φ)(b
′, a′1, a
′
2φ) =
(bb′, a1a
′
1, a1a
′
2+ a2φ(b
′)φ). One can represent the elements (b, a1, a2φ) as 2× 2
matrices(
b 0
a2 a1
)
, with
(
b 0
a2 a1
)(
b′ 0
a′2 a
′
1
)
=
(
bb′ 0
a2φ(b
′) + a1a
′
2 a1a
′
1
)
.
Diagram modules in this case are constructed similarly. The proof of the CCT
is not trivial even for this special case.
When deforming a diagram φ : B → A, if one of the algebras, say B, is
to be held fixed then one must use the subcomplex of C∗(φ, T ) consisting of
those Γ = (0,ΓA,ΓAB) in which the first component is identically zero. (In
the geometric situation, suppose that X and the morphism f are deformed
but that we require that the space Y to which X maps is held fixed.) We
are then considering only those cocycles ΓA such that ΓAφ is a coboundary.
8
Since coboundaries are always sent to coboundaries, the cohomology is simply
kerφ∗ : H∗(A,A)→ H∗(B,A). This is clearly closed under the cup product. It
should, we conjecture, also be closed under the graded Lie product because of
the relation of that product to obstructions. Similar considerations hold when A
is held fixed. When both algebras are fixed and we are interested only in how the
morphism between them can vary then the infinitesimal is just a derivation of
B into A; when the morphism is an inclusion and we identify morphisms which
differ only by an automorphism of B then the space of infinitesimals consists of
the derivations of B into the B bimodule A/φB, cf [22, 23].
For the Weyl algebra we will use a diagram like
{B
φ
−−−−→ A
φ′
←−−−− B′},
which will again be denoted by A. A module over this diagram has the form
M = {N
T
−−−−→ M
T ′
←−−−− N ′}
whereN andN ′ are, respectively, B and B′ bimodules,M is an A bimodule, T is
a B bimodule morphism, M is considered a B bimodule through the morphism
φ, and similarly for T ′. An n-cochain of A with coefficients in M is a quintuple
Γ = (ΓB ,ΓB
′
,ΓA,Γφ,Γφ
′
) as in
Γ = {ΓB
Γφ
−−−−→ ΓA
Γφ
′
←−−−− ΓB
′
} .
The coboundary is then
δΓ = {δΓB
T◦ΓB−ΓA◦φ−δΓφ
−−−−−−−−−−−−→ δΓA
T ′◦ΓB
′
−ΓA◦φ′−δΓφ
′
←−−−−−−−−−−−−−− ΓB
′
}
where the coboundary operators inside the braces are the ordinary Hochschild
coboundaries. The geometric picture is that of a space X with morphisms f
and f ′ (which in general need not be defined on all of X) to respective spaces
Y and Y ′. In a very special case, suppose that we have a diagram
B
f
−−−−→ A
g
←−−−− C
in which the second cohomology of every algebra with coefficients in itself van-
ishes and where for every derivation Γf ∈ Der(B,A) there is a derivation γA
of A such that Γf (b) = γA(fb) for all b ∈ B. Then it is easy to check that
every 2-cocycle Γ of A with coefficients itself is cohomologous to one of the form
(0, 0, 0, 0,Γg).
In elementary cases a diagram can not be expected to yield more information
than can be directly extracted from the algebras involved. For example, using
the theorem of Hochschild-Kostant-Rosenberg it is an easy exercise to show that
the cohomology of the diagram
k[x] →֒ k[x, y] ←֓ k[y]
can be canonically identified with that of k[x, y] alone.
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6 Deformation of commutative diagrams
There is a simple condition on an infinitesimal deformation of a diagram that in-
sures that it is a deformation ‘in the direction’ of another commutative diagram.
It only needs to be stated in the case of a commutative diagram consisting simply
of two morphisms and their composition since the generalization is immediate.
Consider the diagram
V
β
❅
❅❅
❅❅
❅❅
❅
W
α
>>⑥⑥⑥⑥⑥⑥⑥⑥
θ // U
where initially θ is just βα. An infinitesimal deformation assigns, in particular,
derivations Γα,Γβ,Γθ to the one-simplices α, β, θ, respectively. The condition
that the infinitesimal respect the commutativity of the diagram is simply that
βΓα + Γβα = Γθ. If one requires that the composite θ not change (although
the factors α and β may) then Γθ = 0, so we have βΓα = −Γβα. This is, in
particular, the case when βα = 0 and we require that the composite remain the
zero morphism, e.g., when considering the deformation of an exact sequence.
7 First example: The four-punctured sphere
Let k be a commutative unital ring and set A = k[x, 1/x, 1/(x− 1), 1/(x− λ)],
where λ is an element of k not equal to 0 or 1. When k = C this is just the
algebra of functions on the Riemann sphere punctured respectively at∞, 0, 1, λ.
Since the cohomology of A with coefficients in any A module vanishes in all
dimensions greater than 1 it must be that when A is enlarged to A[[~]], where
~ is a variable, that the dependence on λ disappears. This is easy to exhibit
explicitly. Denote A now more explicitly by Aλ. Then inside Aλ[[~]] we have
x− λ
x− λ(1 + ~)
=
1
1− ~λ/(x− λ)
, so
1
x− λ(1 + ~)
=
1
x− λ
∞∑
n=0
~n
λn
(x− λ)n
.
Thus Aλ[[~]] contains A(1+~)λ[[~]] but by the same means it is easy to see that
the reverse inclusion also holds, so these rings are identical and hence isomorphic.
Note that that the series for 1/(1− ~λ/(x−λ)) is not contained in Aλ⊗k k[[~]],
but only in the larger ring Aλ[[~]]. When k = C and x is viewed as taking
on complex values, the series may be viewed as defining a mapping from the
sphere punctured at {∞, 0, 1, λ} to that punctured at {∞, 0, 1, λ(1 + ~)} but
there is no value of ~, however small, for which it can converge everywhere.
These surfaces are not analytically isomorphic, but given any neighborhood of
x = λ one can choose ~ so small that the series converges everywhere outside
that neighborhood. This suggests that analytically the local moduli space is not
singular, which is in fact the case.
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The classic deformation theory of a single algebra can not detect the depen-
dence of A as a k algebra on the parameter λ. However, if some diagram of
k algebras depending only on λ and the internal structure of A deforms non-
trivially when λ varies then A must vary with λ in a non-trivial way inside the
family of k algebras, for out of a k-isomorphism between algebras one could
build an isomorphism of diagrams.
Suppose that an algebra A depends on a parameter λ. A natural attempt
at a diagram whose deformation theory captures the dependence would be to
present A as a quotient of a free algebra F by a varying ideal Kλ depending
on λ. Unfortunately this presents computational problems. Free algebras are
generally very large and computing the cohomology of a diagram containing one
could be difficult. We compromise by using a more computable one still showing
the dependence of A on λ but possibly not capturing all the ways in which A
might vary as an algebra over the original ground ring k.
The Riemann sphere punctured at three points does not have any moduli,
since any three points p, q, r can be moved by an analytic automorphism to
any three others, say ∞, 0, 1. So while B = k[x, 1/x, 1/(x − 1)] is not free, it
should in some sense be “free enough” to be used as a substitute for a free
algebra when studying the four-punctured sphere. Further, since B is a local-
ization of a polynomial ring in one variable, which is free even in the category of
non-commutative algebras, it seems reasonable to stay within the commutative
category. There, if an algebra is free (i.e., a polynomial ring), then so is its tensor
product with itself (a polynomial ring in twice the number of variables). So we
set F = B⊗B, which may be identified with k[x, 1/x, 1/(x−1), y, 1/y, 1/(y−1)],
with the expectation that this is sufficiently free. There is then an epimorphism
β : F → A = [x, 1/x, 1/(x− 1), 1/(x− λ)] sending x ∈ F to x ∈ A and y ∈ F to
λ−1x ∈ A. This gives a presentation of A as a quotient of an the algebra F by
an ideal Kλ depending on λ. The deformations of the corresponding diagram
should capture the dependence of A on λ. Despite this simplification, to com-
pute the cohomology of the diagram with coefficients in itself requires knowing
that of the three algebras A,F,Kλ. The first two are affine but the third is
not and we do not know its cohomology. However, the morphism β : F → A
was nothing more than a pair of morphisms k[x, 1/x, 1/(x − 1)] → A, so with
B = k[x, 1/x, 1/(x− 1)]. Assuming that λ is invertible, let f, g : B → A be de-
fined, respectively, by sending x to x and x to λ−1x, as pictured in the following
diagram which we will denote by A.
k[x, 1
x
, 1
x−1 ] = B
f
//
g
// A = k[x, 1x ,
1
x−1 ,
1
x−λ
]. (1)
This greatly simplified diagram (1), whose cohomology is computable, will still
detect the dependence of A on λ. (The next section discusses the problem of
viewing a varying presentation as a deformation.) Geometrically, when k = C,
the picture is that of two morphisms of a four-punctured sphere into the three-
punctured sphere.
One might hope that the cohomology of the diagram A in (1) would be one
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dimensional since analytically the four-punctured sphere has but one parameter.
Unfortunately, this is not quite the case.
Theorem 1 The dimension of H2(A,A) is infinite. Its generators divide into
two classes: The first contains a single (expected) element (corresponding to
the number of parameters of the four-punctured sphere). If a natural condition
on the regularity of the derivations that are allowed is imposed then the second
class, which is infinite, is eliminated.
Proof. Both algebras in the diagram (1) are commutative, so its infinites-
imal deformations may be identified with its second cohomology group. The
2-cocycles here are of the form Γ = (ΓB,ΓA,Γf ,Γg), where ΓB is a 2-cocycle
of B with coefficients in itself, similarly for ΓA, while Γf ,Γg are 1-cochains of
B with coefficients in A, and fΓB − ΓAf = δΓf , gΓB − ΓAg = δΓg. Since B
and A both have vanishing cohomology in all dimensions greater than one, Γ is
cohomologous to a cocycle in which ΓB = ΓA = 0, which we may now assume,
and in this case the cocycle condition is just that Γf and Γg must be deriva-
tions from B into A. A derivation of any algebra in the diagram is completely
determined by its value on x which in turn can be any element of the coefficient
module which here is C[x, 1/x, 1/(x− 1), 1/(x− λ)]. An element of this algebra
is the sum of its principal parts, i.e, a unique linear combination of 1 and powers
of x, 1/x, 1/(x − 1) and 1/(x − λ). The 2-cocycle Γ can be identified with the
pair of elements (Γf (x),Γg(x)) in A = k[x, 1/x, 1/(x− 1), 1/(x− λ)].
To compute the second cohomology of the diagramA we must compute when
a cocycle Γ = (0, 0,Γf ,Γg) is the coboundary of a 1-cochain γ = (γB, γA, γf , γg).
Since ΓB = ΓA = 0, the maps γB and γA must be derivations of B and of A,
respectively, and γf , γg (which are just elements of A) may be assumed to be
zero, using the asimplicial subcomplex. (Alternatively, only their coboundaries
enter but these vanish since the algebras are commutative so their values are
irrelevant.) Thus H2(A,A) is the k module of 2-cocycles (0, 0,Γf ,Γg) modulo
the submodule of those for which there exist γB ∈ Der(B), γA ∈ Der(A) such
that simultaneously Γf = fγB − γAf, Γg = gγB − γAg. The coboundary γ
is determined by the elements γB(x) ∈ B and γA(x) ∈ A. Its coboundary
corresponds to the pair of elements f(γB(x))−γA(fx), g(γB(x))−γA(g(x)). The
first is just γB(x)−γA(x), both summands considered as elements of A, while the
second is γB(λ−1x)−λ−1γA(x). So Γ is a coboundary precisely when there exist
elements b(x) ∈ k[x, 1/x, 1/(x−1)], a(x) ∈ k[x, 1/x, 1/(x−1), 1/(x−λ)] such that
(when both are considered as elements of A = k[x, 1/x, 1/(x − 1), 1/(x − λ)])
b(x) − a(x) = Γf (x), b(λ−1x) − λ−1a(x)) = Γg(x). Then b(x) − λb(λ−1x) =
Γf (x)− λΓg(x); if we can solve this then a(x) = b(x) − Γf(x) is determined.
The foregoing shows that the cohomology class of the infinitesimal deter-
mined by Γf ,Γg depends only on Γf − λΓg, so each class contains a represen-
tative in which, say, Γg = 0. This could have been anticipated: Intuitively, a
derivation of B into A may be viewed as the infinitesimal of a family g(~) of
monomorphisms with g(0) = g, and similarly with f . Since here B is actually
contained in A and every derivation of B into A can be extended to one of all
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of A, this hypothetical family can be extended to a family (again hypothetical)
of automorphisms of A. Since only the relation between f and g is important,
using the inverses of these automorphisms we could keep g fixed and let only f
vary.
The cocycle Γ = (0, 0,Γf ,Γg) is a coboundary precisely when we can find
b(x) ∈ B = k[x, 1/x, 1/(x−1)] such that b(x)−λb(λ−1x) = Γf (x)−λΓg(x) ∈ A.
Now Γf (x)−λΓg(x) can be an arbitrary element of A so H2(A,A) is isomorphic
to the k-module obtained by taking the quotient of A as a k-module by the
submodule consisting of those elements c(x) ∈ A of the form b(x) − λb(λ−1x)
(where λ 6= 1). This is an infinitely generated free module consisting of two
natural subfamilies, one with but a single generator. First, we can solve b((x)−
λb(λ−1x) = xN for all positive and negative integers N other than N = 1;
this determines a subspace of H2(A,A) with but one non-trivial class (up to
multiples). Second, if b(x) = 1/(x− 1)N then b(x)− λb(λ−1x) = 1/(x− 1)N −
λ/(λ−1x−1)N = 1/(x−1)N−λN+1/(x−λ)N and we can solve b(x)−λb(λ−1x) =
c(x) if and only if c(x) contains no term in x and the coefficients of 1/(x− 1)N
and 1/(x − λ)N in c(x) are in the ratio 1 : −λN+1. Therefore, H2(A,A) has a
basis consisting of classes corresponding to x and all 1/(x− 1)N , N > 0.
The class corresponding to x is what we have been looking for, but what is the
meaning of the infinite family? The analytic point of view would immediately
eliminate it since it arises from allowing the derivations to be singular at x = 1
and x = λ. In the geometric picture the tangent vector fields are holomorphic.
To follow that picture one should require regularity at 1 and at λ; then all the
1/(x− 1)N are eliminated. ✷
While the regularity condition eliminates the infinite family, a problem re-
mains: To show that A actually depends on the parameter λ one must show
that the diagram (1) has not only non-trivial infinitesimal deformations but
that some at least of these can be integrated into actual deformations. One
might suspect that the infinite family consisting of those infinitesimals with
singularities are obstructed while the one remaining infinitesimal is integrable,
corresponding to the classical variation of λ. However, it is easy to check that
H3(A,A) = 0 so there are no formal obstructions to any infinitesimal deforma-
tions, although over the complex numbers it may be that the infinitesimals in
the infinite family have no convergent integrals to actual complex deformations.
To understand the one remaining infinitesimal, simplify matters by assuming
that k = C. One natural integral of the infinitesimal deformation
k[x, 1
x
, 1(x−1) ] = B
Γf //
Γg
// A = k[x, 1x ,
1
x−1 ,
1
x−λ
]
is then
k[x, 1
x
, 1(x−1) ] = B
exp(~Γf )
//
exp(~Γg)
// A = k[x, 1x ,
1
(x−1) ,
1
(x−λ) ].
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However, the exponentials must be understood in the sense that the deriva-
tions are extended to all of A, where the exponentials are now families of auto-
morphisms not of A but of A[[~]] considered as an algebra over C[[~]], and that
using these, f and g have been extended to families of morphisms f(~), g(~) of
B[[~]] into A[[~]]. The actual picture is
B[[~]]
exp(~Γf )
//
exp(~Γg)
// A[[~]] .
Now take Γg = 0 and let Γf be defined by Γf (x) = x. In this case we
should like to be able to specialize ~ to an arbitrary element of C and obtain
a deformed diagram of algebras defined over the original ground field. This
deformation would be non-trivial because its infinitesimal was a non-zero class.
Specializing ~ to µ ∈ C does, however, cause a problem since denoting exp(~Γf )
by fµ one has fµx = e
µx and therefore fµ(1/(x − 1)) = 1/(e
µx − 1), which is
not in the original algebra A. But we have seen that A[[~]] is independent of
λ and therefore would not change, up to isomorphism, if λ were replaced by
λµ, so C[x, 1/x, 1/(x− 1), 1/(x− λ)][[~]] ∼= C[x, 1/x, 1/(µx− 1), 1/(x− λ)][[~]].
The best way to make sense of a specialization of ~ to µ, therefore, is to view
A[[~]] as specializing to the smallest subalgebra over C containing the images
of B under both g and fµ, namely C[x, 1/x, 1/(µx − 1), 1/(x − λ)]. In some
(almost quantum-theoretic) sense any single C[x, 1/x, 1/(x− 1), 1/(x− λ)][[~]]
thus already contains all C[x, 1/x, 1/(x− 1), 1/(x− λ′)].
The deformed diagram of C[[~]] algebras has thus ‘descended’ to an ordinary
diagram of algebras over C and one sees that the class of the cocycle defined
by b(x) = x above, which is non-trivial, corresponds to the varying of λ. So
the cohomology of diagrams of algebras has captured what analytically was
fairly obvious, namely that A does depend essentially on λ. What remains
unexplained is the meaning of the other, infinite, family of non-trivial classes
whose presence seems to be invisible in the analytic picture. On the other hand,
it may be that the diagram (1), chosen because its cohomology was relatively
easy to compute, is not the most appropriate for the problem
A question about the Hochschild-Kostant-Rosenberg theorem arising from
the foregoing is whether it can be refined to a similar assertion when certain
regularity conditions are imposed on Hochschild cochains. A more immediate
question, however is whether variation of the parameter λ is actually a deforma-
tion in the classical sense: Is there a fixed basis for C[x, 1/x, 1/(x−1), 1/(x−λ)]
such that varying λ to, say λ(1+~) can be realized as a “star multiplication” on
that basis? This is the case, as shown in the next section, but raises the more
general question of when variation of a parameter is actually a deformation.
8 Quotients as deformations and Gro¨bner bases
To view a parameterized algebra A defined as a quotient of a fixed ring R by
a varying ideal as a classical deformation, one must display the quotient as a
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varying multiplication on a fixed underlying vector space. We seek a criterion
for that to be possible.
In the simplest case, suppose that A is an affine ring, i.e., a finitely generated
commutative ring over a field k. It is then a quotient A = R/I with R a poly-
nomial ring k[x1, . . . , xn] in some finite number of variables by an ideal I which
itself can be finitely generated. After choosing a term order on the monomials in
R, Buchberger’s algorithm produces a unique Gro¨bner basis. The set of (classes
of) standard monomials, i.e., those not in the initial ideal of the Gro¨bner ba-
sis then forms a basis for the quotient algebra A. The algorithm involves only
rational operations, so if we have an ideal I~ generated by polynomials which
depend rationally on some formal parameter ~, then the polynomials in the ba-
sis will also depend rationally on ~. Call the poles of these rational functions,
which are finite in number, the exceptional values for the ideal I~. Except at
these values of ~ in k one will have the same set of standard monomials and
therefore a fixed basis for R/I~. With the foregoing notation we therefore have
the following.
Theorem 2 If zero is not an exceptional value for the ideal I~ then A~ may be
viewed as a deformation of A. ✷
It would be exceedingly useful if one could extract from Buchberger’s theory
some cohomological information which would tell if the deformation is trivial
over the original ground field rather than over k[[~]].
Buchberger’s theory is applicable also to certain classes of non-commutative
algebras, but when the reduced Gro¨bner basis is infinite, even though we may
have a fixed complement to the ideal I~ there can be infinitely many exceptional
values in any neighborhood of ~ = 0. A representation of A~ as a classical
deformation may then be impossible. We will see this with the Weyl algebra.
Theorem 2 can be illustrated with the algebra of the four-punctured sphere.
The algebra C[x, 1/x, 1/(x− 1), 1/(x− λ)] is a quotient of the polynomial ring
R = C[x, y, z, w] by the ideal Iλ generated by xy− 1, (x− 1)z− 1, (x−λ)w− 1.
Varying the ideal by varying λ can in this case indeed be viewed as a deforma-
tion. Taking as term order total degree with reverse lexicographic order to break
ties (frequently the fastest, computationally), the resulting Gro¨bner basis (using
Maple) is {λzw+z−wz−w, λyw+y−w,wx−λw−1, zy+y−z, zx−z−1, xy−1}.
For simplicity we have not divided by λ when that is the leading coefficient. Here
λ has been treated as a variable but it is clear from the form of the result that
the only exceptional values of λ are 0 and 1 (and technically, ∞). Since we
start with a fixed value of λ, the ideal I~ above should be viewed as one defined
by λ(1 + ~), for which zero is therefore not an exceptional value away from
λ = 0, 1,∞. For every other value of λ there is a neighborhood in which R/Iλ is
indeed a deformation, in the classical sense, of the algebra of the four-punctured
sphere. The relations xy− 1 and (x− 1)z− 1 have not changed; the subalgebra
generated by x, y and z is that of the three-punctured sphere, independent of λ.
However, the Gro¨bner basis contains a new relation amongst x, y and z, namely
zy + y − z. This is an immediate consequence of the original defining relations
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but is necessary: The Gro¨bner basis shows that the initial ideal is generated by
zw, yw,wx, zy, zx, xy so the standard monomials S, which span a complemen-
tary vector space CS to I(λ) for all but the exceptional values of λ, are those
not divisible by any of these. But this simply says that S consists of all pure
powers of either x, y, z or w and 1. This has recaptured the decomposition of an
element of k[x, 1/x, 1/(x− 1), 1/(x− λ)] into its principal parts. What remains
missing is some indication from the procedure that the quotient algebra depends
essentially on the parameter λ.
9 Second example: The Weyl algebra
Throughout this section the coefficient ring k is assumed to be a field of char-
acteristic zero . The (first) Weyl algebra W1 = k{x, y}/(xy − yx − 1) can be
exhibited in various ways as a deformation of the polynomial ring k[x, y], of
which the simplest is the normal form: Letting “∗” denote the deformed multi-
plication one sets
a ∗ b = ab+ ~∂xa∂yb+
1
2!
~2∂2xa∂
2
yb+ · · · = µ[exp(~∂x ⊗ ∂y)(a⊗ b)],
where on the right µ denotes the original multiplication. If φ and ψ are com-
muting derivations of an algebra A of characteristic zero then setting a ∗ b =
µ exp(~φ⊗ψ)(a⊗ b) defines a deformation of A; more generally, given commut-
ing derivations φ1, . . . , φr, ψ1, . . . , ψr one can replace φ⊗ψ by
∑
φi ⊗ψi, [4, 6].
In particular, φ⊗ψ can be replaced by φ∧ψ = (φ⊗ψ−ψ⊗φ)/2 to give a “Moyal
deformation” [20] (but the idea is already implicit in Groenewold [14]). This
gives [x, y]∗ = ~; taking ~ = 1 gives the Weyl algebra. In most physical applica-
tions the ground ring is R or C, the algebra A being deformed is one of functions,
and the deformed product is of the form a∗ b = ab+~F1(a, b)+~
2F2(a, b)+ . . . ,
where the Fi are (bi)differential operators of increasing orders. One hopes for
convergence at least for sufficiently small real or complex values of ~. Here we
are dealing with polynomials so there is no problem of convergence since the
series for any particular product will terminate. (A polynomial will ultimately
be annihilated by a sufficiently high-order differential operator.) Note that if
both k[x, y] and W1 are viewed as singly graded with deg x = 1 and deg y = −1
then the Moyal deformation has preserved this grading. (In deformation quan-
tization, the deformation parameter is actually 1/~.)
The cohomology of k[x, y] is non-trivial, a special case of the theorem of
Hochschild-Kostant-Rosenberg [16] noted in the Introduction. However that of
W1 vanishes in all positive dimensions, a classic theorem of Sridharan [26], so
W1 is absolutely rigid. Nevertheless, one can introduce a parameter by defining
Wq = k{x, y}/(qxy − yx − 1), and Wq is not isomorphic to W1 for q 6= 1.
Classical deformation theory can not recognize the passage from W1 to Wq but
diagram cohomology can. The cohomology ring H∗(Wq,Wq) is not trivial; it
is computed in [8] which also gives a very short proof of Sridharan’s theorem,
both using the tools of deformation theory. In particular, there is a non-trivial
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2-cocycle and classical deformation theory does recognize the variation of Wq
with q once q is different from one, but all classes of positive dimension are
fragile at q = 1 since those of W1 all vanish.
The algebraWq, likeW1, is well-known in quantum mechanics, usually in the
form of an algebra of operators generated by multiplication by x and d/dx, since
as operators one has x(d/dx)− (d/dx)x = −1, so −d/dx can take the place of y.
We present first some elementary facts which hold for all q including q = 1 unless
stated otherwise. First, as mentioned, there is a Z grading which survives from
the bigrading of k{x, y}: define the degree of a monomial xi1yj1xi2yj2 · · ·xiryjr
to be
∑
ik −
∑
jk and define an element to be homogeneous of degree m if
it is a linear combination of monomials of degree m. This is well-defined and
independent of the way the element is written, because this degree is well-
defined in k{x, y} and the equation defining Wq is homogeneous of degree zero.
Henceforth, by the degree of an element of Wq we will mean only this degree.
Every element of Wq can be written uniquely as a pseudopolynomial, i.e., a
linear combination (with coefficients in k) of monomials of the form xiyj.
This is a special case of the following, whose proof is but omitted.
Theorem 3 Suppose that an algebra A has an exhaustive ascending filtration,
F0A ⊂ F1A ⊂ F2A ⊂ . . . ;∪FiA = A (where FiA · FjA ⊂ Fi+jA) with the
property that the associated graded ring grA has a set of generators S¯ such
that for every a¯, b¯ ∈ S¯ one has b¯a¯ = λa¯b¯ for some λ ∈ k. Then A has a set
of generators S (representatives of the elements of S¯) such that ordering arbi-
trarily the elements of S = {x1, . . . xn} (which for ease of notation is assumed
finite), every element of A can be rewritten as a linear combination of mono-
mials xi11 x
i2
2 · · ·x
in
n . Moreover, if the representations in grA are unique then so
are the latter. ✷
In Wq, take FiWq to be the span of all elements a with | deg a| ≤ i.
Lemma 1 The elements of Wq of degree zero form a commutative subalgebra.
Proof. That they form a subalgebra is evident. A simple induction shows that
writing [n]q = 1 + q + q
2 + · · · qn−1 the defining equation qxy − yx = 1 implies
qnxyn − ynx = nqy
n−1. (2)
With this, another simple induction also shows that
xnyn = (xy + [n− 1]q)(xy + [n− 2]q) · · · (xy + [1]q)xy.
The right side is a polynomial in the single element xy where when expanded
the coefficients of the powers of xy are (up to sign, depending on choice of
definition) the q-Stirling numbers of the first kind; these are amongst those
introduced by Carlitz [2, p. 129]. Conversely, one can rewrite the powers of xy
as linear combinations of the xnyn in the usual way using the q-Stirling numbers
of the second kind; it follows that the subalgebra of Wq spanned by elements of
17
degree zero is just the polynomial subalgebra generated by the single element
xy. ✷
The q-Weyl algebra and the q-Stirling numbers (both of the first and sec-
ond kind) have applications in quantum theory in the study of the q-harmonic
oscillator and q-creation and annihilation operators, cf. eg. [19], [24].
Since [n]q vanishes when q is a primitive nth root of unity, equation (2) shows
that when q is such a root then xn, and similarly yn, are central inWq. It is easy
to check that these generate the center, which is then just the polynomial ring
k[xn, yn]. By contrast, the center of W1 is reduced to the identity. This shows
that any ordinary moduli space for the q-Weyl algebras must be very badly
behaved near q = 1 and every root of unity, something which will manifest itself
shortly in another way.
As shown in e.g. [8],[21], Wq has vanishing cohomology in all dimensions
greater than two. When q is not a root of unity, which we will henceforth
assume, H1(Wq,Wq) is generated in dimension one by the class of a single
cocycle denoted x∂x − y∂y and H
2(Wq,Wq) is generated also by the class of
a single cocycle. To understand these we must first consider the cohomology
of the algebra Wqp obtained by imposing on the non-commutative polynomial
ring k{x, y} (the free unital associative algebra) in two variables the relation
qxy = yx; this is the algebra of the quantum plane. This algebra is a deformation
of k[x, y] induced by the infinitesimal deformation x∂x∧y∂y of the latter. When
q is not a root of unity, H2(Wqp,Wqp) is spanned by the classes of exactly two
cocycles. The first is the lifting of the class of the cocycle ∂x ∧ ∂y. Note that
this is the class which induces the deformation of k[x, y] to the Weyl algebra;
while it lifts to the Weyl algebra it becomes a coboundary there, as do all two-
dimensional classes. (We have availed ourselves here of the abuse of language
mentioned near the beginning, since in the deformed algebra these classes are
only ~ torsion classes until ~−1 is adjoined.) However ∂x ∧ ∂y lifts non-trivially
in Wqp to a cocycle whose explicit form is not needed but which will be denoted
by zqp. The q-Weyl algebra with deformation parameter a variable ~, given by
k{x, y}/(xy−qyx−~) and denoted for the moment byWq(~) (soWq(1) = Wq), is
a jump deformation ofWqp; it is isomorphic, except for extension of coefficients,
to Wq. (This justifies the abuse, since when ~ is specialized to 1 it is certainly
invertible.) The cocycle zqp is actually the infinitesimal inducing the jump
deformation of Wqp to Wq; it lifts to a coboundary (as does the infinitesimal of
any jump deformation). The second class is that of x∂x ∧ y∂y. This is a cocycle
of k[x, y] which in fact continues to be well-defined in Wqp (since the same is
true of x∂x and y∂y); it lifts to itself.
Setting q = 1 in Wq gives the Weyl algebra, whose cohomology vanishes in
positive dimensions, so one might expect that the same would be the case for
Wq (which initially appears to be a deformation ofW1), but this is not the case.
The 2-cocycle x∂x ∧ y∂y of Wqp lifts non-trivially to a 2-cocycle zˆ of Wq. Its
explicit form again is not important; it is the infinitesimal of the deformation
of Wq to Wq′ with q
′ near q. It follows that for q 6= 1, Wq is not absolutely
rigid and that its deformation to Wq′ can be detected by the classic deformation
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theory. (The second cohomology of Wq has more non-trivial classes when q is a
root of unity; for details, cf. [8]. For simplicity we will continue to assume that
q is not a root of unity.)
The algebras W1 and Wq share the property that every element can be
written uniquely as a pseudopolynomial, so their underlying vector spaces can
be identified. It would seem, then, that one could exhibit Wq with generic q as
a deformation of W1, but as W1 is absolutely rigid, that is in fact impossible.
Nevertheless, we have the following.
Theorem 4 Setting q = 1 + ~, W1[[~]] and Wq [[~]] are isomorphic as algebras
over k[[~]]. All cohomology classes of Wq[[~]], like those of W1, vanish in positive
dimensions; all of its higher dimensional classes are therefore fragile and the
resilient cohomology of Wq is reduced just to the constants.
Proof. The second assertion follows from the first. For the first we show
that in fact, with q = 1 + ~, W1[[~]] and Wq[[~]] are not merely isomorphic but
identical. (We could, as later, set q = e~; in either case, q(0) = 1.) To prove
this it is sufficient to exhibit an element z ∈ Wq[[~]] with z ≡ y (mod ~), i.e.,
of the form z = y + ~η1 + ~
2η2 + . . . , ηi ∈Wq such that xz − zx = 1.
One can solve for the ηi recursively. Reducing the relations
[x, y + ~η1 + ~
2η2 + . . . ], [x, y] = 1− ~xy
modulo ~2 gives [x, y]+~[x, η1] ≡ 1 (mod ~)
2 or 1−~xy+~[x, η1] ≡ 1 (mod ~)
2,
whence [x, η1] ≡ xy (mod ~). Here there is some choice. Taking η1 = (1/2)xy
2
(the simplest choice), reduction modulo ~3 gives [x, y + (~/2)xy2 + ~2η2] ≡ 1
(mod ~3) or [x, y] + (~/2)x{[x, y]y + y[x, y]} + ~2[x, η2] ≡ 1 (mod ~
3). Using
again that [x, y] = 1− ~xy we have −~xy + (~/2)x((1− ~xy)y + y(1− ~xy)) +
~[x, η2] ≡ 0 (mod ~
2). Therefore [x, η2] =
1
2 (x
2y2 + xyxy) mod ~. Since this
is a congruence modulo ~, the computations may now take place in W1. In
the previous congruence we should therefore replace the occurrence of yx by
xy − 1. Again making the simplest choice, we can take η2 =
1
3x
2y3 − 14xy
2.
Continuing in this way one finds the following recursion for getting ηr+1 from
ηr. First, apply xy∂y, then reduce the result to a pseudopolynomial inW1 using
[x, y] = 1, and finally integrate with respect to y. The result is this: If p(x, y)
is any pseudopolynomial in x and y, define pˆ to be the result of replacing yn
everywhere by (n/(n+ 1))xyn+1 − ((n− 1)/2)yn. Then ηr+1 = xηˆr .
With this one can compute compute
z = y + ~η1 + ~
2η2 + . . .
= y + ~(
1
2
xy2) + ~2(
1
3
x2y3 −
1
4
xy2) + ~3(
1
4
x3y4 −
1
2
x2y3 +
1
4
xy2) + . . .
This exhibits the desired z.✷
In the preceding proof, the coefficient η1 of ~ in z, namely (1/2)xy
2 can be
viewed as an infinitesimal deformation, as will be seen below.
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Only monomials of the form xmym+1,m = 0, 1, 2 . . . appear in z above,
which suggests reordering the series into one of the form y+a1xy
2+a2x
2y3+. . . ,
the coefficients ai now being power series in ~. As the relation qxy − yx = 1
implies both
qnxny − yxn =
qn − 1
q − 1
xn−1 and qnxyn − ynx =
qn − 1
q − 1
yn−1 (3)
one obtains by recursion that
z = y + a1(~)xy
2 + a2(~)x
2y3 + . . . , where ar(~) =
~r+1
(1 + ~)r+1 − 1
.
In the power series representation of z there could be no value of ~ for which
the series converges, for each ar(~) has a pole wherever ~ has the form ω−1
where ω is an (r+1)st root of unity and every neighborhood of 0 in C contains
infinitely many of these. The extraordinary behavior ofWq at the roots of unity
is thus reflected in the deformation theory; those Wq with q a root of unity are
in some sense ‘unreachable’ by deformation from W1. As q = 1 is a limit point
of the roots of unity, which are in fact dense on the unit circle, it is clear that
no sort of formally analytic deformation (as in the classical theory) from W1
to Wq is possible. Nevertheless, z can actually be evaluated for any complex ~
with 1 + ~ not a root of unity.
There is another isomorphism W1[[~]] ∼= W1+~[[~]], this time starting with
W1, given by the second author and Zhang, [13]. Writing D for d/dx one has
(as operators) the classic relation xD−Dx = −1, so x and −D satisfy the same
relation as do x and y in W1. The element
ζ =
(1/x)(e~xD − 1)
e~ − 1
then has the property that ζx = e~xζ + 1, for note that
ζx = x−1
e~xD − 1
e~ − 1
x = (e~x(x
−1Dx) − 1)/(e~ − 1) and x−1Dx = D + x−1,
from which the equation follows. Therefore, setting y~ = −x
−1(e−~xy−1)/(e~−
1) one has e~xy~ − y~x = 1. Here e
~ takes the place of q and the expression
becomes infinite, as before, when q is a root of unity.
To capture homologically the passage from W1 to Wq consider the diagram
B = k[x]
f
−−−−→ W1
g
←−−−− k[y] = C
where f and g are the inclusion maps. We will denote it by W1.
Theorem 5 A basis for the infinitesimal deformations of the diagram W1 can
be identified with the set of monomials xiyj ∈ W1 with either i > 0, j = 0 or
i > 0, j ≥ 2 (i.e., omit 1, powers of y alone, and monomials of the form xry,
all r).
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Proof. Since all the algebras in the diagramW1 are absolutely rigid, every two
cocycle of that diagram is cohomologous to one of the form Γ = (0, 0, 0,Γf ,Γg),
the only restriction on which is that Γf ,Γg be derivations of k[x] into W1
and of k[y] into W1, respectively. Such a cocycle is a coboundary precisely
when there are derivations γB, γC , γW1 of B,C,W1, respectively, such that
Γf = fγB − γW1f, Γg = gγC − γW1g. Every derivation of W1 is inner, so
there is χ ∈ W1 such that Γ
W1 = adχ. Then Γf (x) = α(x) − [χ, x] for some
polynomial α and similarly Γg(y) = β(y)−[χ, y] for some polynomial β. The first
equality can always be satisfied by choosing ξ suitably, so every two-cocycle Γ is
cohomologous to one of the form (0, 0, 0, 0,Γg) where now we can only replace
Γg by Γg − (γCg − ad ξ) with ξ having the property that [ξ, x] is a polynomial
in x. Therefore, up to a constant, ξ must be a linear combination of monomials
of the form xry. Finally, Γg(y) is an arbitrary polynomial in y, so finally the
infinitesimal deformations of W1 can be identified with the linear combinations
of those monomials of the form xiyj omitting those which are just powers of y
(including 1) or of the form xry for some r. ✷
The interpretation of the pseudopolynomials which appear in the theorem
as infinitesimal deformations is clear: if µ is one of them then we should like to
replace y by some y′ which is a power series in ~ beginning y′ = y+~µ+~2µ2+
~3µ3 + . . . . This is exactly what was done at the beginning of this example
where we had µ = 12xy
2, µ2 =
1
3x
2y3, µ3 =
1
4x
3y4 − 12x
2y3 + 14xy
2, . . . .
It is easy to check that H3(W1,W1) = 0 so there are no obstructions to any
infinitesimal. This is also evident from the fact that we could choose any power
series in ~ for y′ and obtain a deformation, and as long as the leading term did
not represent a coboundary it would be non-trivial. The series exhibited was
the one that producedWq where q was 1+~ or e
~. The defining equation for the
resulting algebra in this case can be written in a simple closed form but it is not
clear if this is always be possible. Recall thatW1 inherited a single grading from
k[x, y] in which the degree of xiyj was i− j. To preserve it would require that µ
and all the µi above have degree −1. The simplest such µ is xy
2. The diagram
cohomology indicates that the simplest way to introduce a parameter into the
Weyl algebra while preserving this grading is to pass to the q-Weyl algebra.
The question of the existence of a simple closed form for defining equations is
related to that of descent, as in the case of the four-punctured sphere, but is
more difficult here.
This concludes our examples. The diagrams attached here to the algebras
of the examples have done what was intended, namely, they have exhibited a
dependence on parameters which could not be detected by the classical defor-
mation theory of a single algebra. The deformations of these diagrams are the
“deformations associated with rigid algebras” of the title.
While some justification has been given for the construction of these dia-
grams, it is still largely ad hoc and a unifying theory is needed. However, both
examples demonstrate that to understand the deformation of algebras one must
consider not just single algebras but diagrams. Also, the example of the Weyl
algebra shows that classical deformation is not an inverse operation to special-
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ization (and can not be whenever there are fragile classes), and the moduli
space of something seemingly tame, like the Weyl algebra, can be exceedingly
complicated.
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