Many geophysical data, such as the frequencies of the free oscillations of the Earth, depend on more than one type of model parameter. For inverse problems depending on multiple parameter classes, an iterative solution procedure is introduced in which each parameter class can be treated in the same way. This approach has considerable advantages where a large number of parameters are employed, but can still be useful for smaller systems.
extended by Oldenburg, McGillivray & Ellis (1993) in the 1 INTRODUC TION context of electromagnetic problems. For problems with just In many geophysical inverse problems, the observed data two parameter classes, Mao & Stuart (1996) have demondepend on more than one class of parameter. A significant strated the effectiveness of separating parameters by using a example is presented by the frequencies of the free oscillations variant of a partitioned inverse. of the Earth, which depend on the radial density, P-and For problems with very large data sets and many parameter S-velocity distributions and which may also require the introclasses of different types, the concept of problem partitioning duction of anisotropic parameters to reconcile spheroidal employed in the subspace methods can be exploited in a and toroidal modes (see e.g. Dziewonski & Anderson 1981;  different form in the context of linearized inversion. For an Montagner & Kennett 1996) . Another case is presented by N-parameter-class system, the solution of the normal equations can be constructed with an iterative scheme which requires the simultaneous seismic tomography for bulk-sound and shear wavespeed (Su & Dziewonski 1997; Kennett, Widiyantoro & use of generalized inverses for only the N diagonal blocks. The algorithm can be regarded as a partitioned Jacobi van der Hilst 1998). In many tomographic systems it is desirable to include station corrections and an allowance for the iteration and can be employed with a wide range of choices for the objective function that is being minimized. The iteration uncertainties in the source parameters, as well as determining velocity structure.
depends on the solution of N sets of equations with variable right-hand vectors, and, in consequence, is well suited to However, most of the algorithms that have been employed in the inversions are based on developments for single-parameter efficient computational implementation. Kennett et al. (1998) have constructed an algorithm of this systems, with the balance between different variables achieved by rescaling or through variable damping parameters.
class for an inverse problem with two parameter classes. In joint seismic tomography for bulk-sound and shear wavespeeds Kennett, Sambridge & Williamson (1987) have demonstrated the value of a subspace projection scheme for multiusing traveltimes for P and S phases, they have demonstrated that a practical procedure can be established for very large parameter systems and have demonstrated how these could be linked to conjugate-gradient and higher-dimensional search problems (more than 500 000 equations). The direct construction procedure used by Kennett et al. (1998) depends on procedures; they illustrated the approach with seismological problems. The subspace approach has also been exploited and explicit partitioning of matrices coupled with a series expansion of matrix inverses and can only be generalized to higher-order With multiple parameter classes, the problem can be recast in an iterative form in which generalized inverses are only systems with considerable algebraic difficulty.
In this note we give a heuristic derivation of a general required for the N diagonal blocks of the matrix H ij . This iterative development has significant advantages for systems algorithm using partitions associated with N subsystems of the normal equations for the linearized inversion.
with a large number of parameters where direct solution is impractical. We will illustrate the general approach by an explicit example 2 INVERSION WITH N PARAMETER with three parameter classes. This is sufficient to display the CLASSES features of the algorithm without being algebraically unwieldy. Consider a situation with data d described in terms of a model Consider, then, the set of equations (2.5) when there are three vector m composed of a set of N parameter classes, each distinct parameter classes whose deviations from the reference associated with their own model vector contribution {m i }. We value are represented by dm 1 , dm 2 , dm 3 . In partitioned form, will use roman indices, for example i, to represent the different (2.5) becomes parameter classes, for example for a model with M parameters grouped into three parameter classes
where m 1 , m 2 , m 3 are vectors of lengths p, q, r such that M=p+q+r.
If the problem were truly linear and the Hessian matrix H had The inverse problem to construct the full model m can be full rank, then the solutions of (2.6) for the perturbations in cast in terms of the minimization of an objective function of the different parameter classes should be equivalent, whatever the form method might be used. However, for the usual situation for a system of less than full rank, where the constraints on different We introduce a procedure that allows each parameter class the size of model gradients. Such a form encompasses nearly to be treated in the same way and which does not require a all commonly employed schemes for linearized inversion problem-specific pre-conditioning. We rewrite eqs (2.6) in a (see e.g. Tarantola 1987 ). An implicit rescaling of the different form that emphasizes the significance of the diagonal blocks: model classes is normally included in the regularization term
where m 0 is a reference model. In eqs (2.1) and (2.2), the H 33
c (m)), and the regularization If the off-diagonal blocks are less significant than the term Y(m) will involve the full set of parameter classes {m i }, diagonal, eqs (2.7) can be solved through an iterative scheme and the inverse model covariance matrix C−1 m will need to be whereby the rth iterate for the dm(r) j is to be found by solving partitioned by parameter class (cf . Kennett et al. 1988) .
the system We now expand F about a reference model {m 0 }. In order to display the dependence on the different parameter classes
we will use the convention of summation over repeated
where the cross-coupling terms depend on the previous iterates dm(r−1) j . The solution of these equations for the dm(r) j will (2.3) require the formal construction of the generalized inverses H− 11 , H− 22 , H− 33 , but we note that only the right-hand side of is the deviation from the reference cedures used to solve the system (2.8) may themselves be model, and the gradient h and the Hessian H have been iterative if the diagonal blocks H ii are sparse, but the constant partitioned in terms of the different parameter classes. We seek structure of the equation sets means that it is possible to make the set of perturbations dm i such that F is minimized. With an efficient computational implementation of the main iteration. the quadratic approximation (2.4), this condition yields
The iterative scheme is initiated by solving independently for each parameter class:
H 11 dm(0) 1 =−h 1 , The system of equations (2.5) has to be solved to determine the set of parameters dm j . Commonly, the number of equations
9) will be very large so that an iterative technique will be employed in the solution.
H 33
The first iteration of (2.8) then sees the introduction of the not require arbitrary rescaling before the inversion can commence. The iterative procedure avoids problems inherent in cross-interaction between parameter classes. At the second iteration, the full interaction between the different parameter a direct partitioned inverse (Spencer 1985) or in sequential inversions for different parameter classes (see e.g. Mao & classes is in place, and subsequent iterations allow refinements of the estimates of dm (0) i without any need for nested generalized Stuart 1997), which both require nested generalized inverses with a potential for build-up of numerical error. inverses, as would occur in a direct partitioned inverse applied to (2.6). For the case considered by Kennett et al. (1998) with This iterative approach to inversion for multiple parameter classes is of particular benefit for systems with large numbers two parameter classes, the convergence of the iterative scheme (2.8), (2.9) is rapid, and only five iterations were needed.
of parameters in each class, but can also be useful for smaller systems to implement the equivalent of a partitioned inverse. The way in which we have introduced the iterative scheme over the parameter classes demonstrates its plausibility, but
The algorithm presented in (2.10) and (2.11) is the most direct implementation of an iterative development. A variety of other does not ensure its equivalence to the solution of the original system (2.6). For two parameter classes, Kennett et al. (1998, forms can be also introduced, in which, once the rth iterate has been constructed for the model vector component correAppendix B) have provided a demonstration of the derivation of the iterative procedure directly from the equivalent sponding to a particular parameter class, it is available for use in the calculation of the rth iterate for the remaining classes. equations to (2.6); this demonstration can only be extended to higher-dimensional systems at the cost of considerable
Where there is a clear hierarchy in the significance of the different parameter classes, the equations for the most signifialgebraic complexity.
For the full problem with N parameter classes, the iterative cant parameter class should be solved first and then the other equations solved in order of importance. As soon as the rth procedure is initiated by solution of the N sets of equations iterate for the model vector for a parameter class is available,
10) it would then be used to construct the cross-correction terms for that class used in the subsequent equations. in terms of the block diagonal partitions of the Hessian matrix, which determine the direct dependence on a particular parameter class. The subsequent iteration takes the form REFERENCES parameter scaling. In consequence, the parameter classes do
