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Abstract
Let Q → X be a continuous principal bundle whose group G is
reductive. A flow φ of automorphisms of Q endowed with an ergodic
probability measure on the compact base space X induces two decom-
positions of the flag bundles associated to Q. A continuous one given
by the finest Morse decomposition and a measurable one furnished
by the Multiplicative Ergodic Theorem. The second is contained in
the first. In this paper we find necessary and sufficient conditions so
that they coincide. The equality between the two decompositions im-
plies continuity of the Lyapunov spectra under pertubations leaving
unchanged the flow on the base space.
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1 Introduction
The purpose of this paper is to give necessary and sufficient conditions for
the equality of Morse and Oseledets decompositions of a continuous flow on
a flag bundle.
We consider a continuous principal bundle Q→ X with group G, which
is assumed to be semi-simple or reductive. A continuous automorphism φ ∈
Aut (Q) of Q defines a discrete-time flow φn, n ∈ Z, on Q. For instance
Q → X could be the bundle of frames of a d-dimensional vector bundle
V → X over X , in which case G is the reductive group Gl (d,R). Since a
linear flow on a vector bundle lifts to the bundle of frames our set up includes
this classical case.
The flow of automorphisms on Q induces a flow on the base space X , also
denoted by φ. It also induces flows on bundles having as typical fiber a space
F acted by G. Such bundle is built via the associated bundle construction
and is denoted by Q ×G F . If there is no risk of confusion the flows on the
associated bundles are denoted by φ as well.
When G is a reductive group we are specially interested in their flag man-
ifolds FΘ, distinguished by the subindex Θ, which are compact homogeneous
spaces of G. We write EΘ = Q×G FΘ for the corresponding flag bundle. For
the flow φ induced on EΘ, it was proved in [2] and [17] that it has a finest
Morse decomposition (under the mild assumption that the flow on the base
space X is chain transitive). Each Morse component of this finest decom-
position meets a fiber of EΘ → X in a algebraic submanifold of FΘ. This
submanifold is defined as a set of fixed points for some g ∈ G acting on
FΘ. For instance in a projective bundle the fibers of a Morse component are
subspaces, that can be seen as sets of fixed points on the projective space of
diagonalizable matrices (see also Selgrade [23] for the Morse decomposition
on a projective bundle). The Morse decomposition is thus described by a
continuous section χMo of an associated bundle Q ×G (Ad (G)HMo), whose
typical fiber is an adjoint orbit Ad (G)HMo of G. Here HMo belongs to the
Lie algebra g of G and its adjoint ad (HMo) has real eigenvalues. The Morse
components are then built from the section χMo and the fixed point sets of
expHMo on the flag manifolds. (See [17], Theorem 7.5.)
On the other hand we also have the Oseledets decomposition, coming
from the Multiplicative Ergodic Theorem (as proved in [1]). To consider
this decomposition it is required a φ-invariant measure ν on the base space.
If ν is ergodic and suppν = X (which provides chain transitivity on X)
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then the Multiplicative Ergodic Theorem yields an analogous decomposition
to the Morse decomposition that describes the level sets of the a-Lyapunov
exponents (see [1] and [22]). Again there is an adjoint orbit Ad (G)HLy
and a section χLy of the associated bundle Q×G (Ad (G)HLy) such that the
Oseledets decomposition is built from χLy and the fixed point sets of expHLy.
The section χLy is now only measurable and defined up to a set of ν-measure
0.
It turns out that any component of the Oseledets decomposition is con-
tained in a component of the Morse decomposition (see Section 6 below).
This means that the multiplicities of the eigenvalues of ad (HMo) are larger
than those of ad (HLy).
In this paper we write down three conditions that together are necessary
and sufficient for both decompositions to coincide (see Section 9). In this
case the Morse decomposition is a continuous extension of the Oseledets
decomposition.
The first of these conditions requires boundedness of the measurable sec-
tion χLy, which means that different components of the Oseledets decom-
position do not approach each other. The other two conditions are about
the Oseledets decomposition for the other ergodic measures on suppν = X .
They can be summarized by saying that if ρ is an ergodic measure then its
Oseledets decomposition is finer than the decomposition for ν.
It is easy to prove that each of the three conditions is necessary. Our main
result is to prove that together they imply equality of the decompositions.
Now we describe the contents of the paper and say some words about
other results that have independent interest.
Sections 2, 3 and 4 are preliminary. Section 2 contains notation and
general facts about flag manifolds, while in Section 3 we recall the results
of [1], [2], [17] and [22] about Morse decomposition, Morse and Lyapunov
spectra and the Multiplicative Ergodic Theorem on flag bundles. In Section
4 we discuss briefly flows over periodic orbits that will be needed later.
Section 5 is devoted to the analysis of ergodic measures on the flag bun-
dles. We exploit the Krylov-Bogolyubov technique of occupation measures
to see that any Lyapunov exponent coming from the Multiplicative Ergodic
Theorem is an integral over an ergodic measure and conversely. Combining
this with the fact that an ergodic measure charges just one Oseledets com-
ponent allow us to introduce what we called attractor and repeller measures.
Later their supports will provide attractor-repeller pairs on the flag bundles
thus relating them to the finest Morse decomposition.
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In Section 6 we use the attractor and repeller measures to check that
the components of the Oseledets decomposition are indeed contained in the
finest Morse decomposition.
Another tool is developed in Section 7, namely the Lyapunov exponents of
the derivative flow on the tangent space of the fibers of the flag bundles. The
knowledge of these exponents allow to find ω-limits in the bundles themselves.
In Section 8 we prove our main technical lemma that furnishes attractor-
repeller pairs on the flag bundles.
In Section 9 we state our conditions and prove that they are necessary.
Their sufficience is proved in Section 10.
In the next two Sections 11 and 12 we discuss two cases that go in opposite
directions. Namely flows where the base space is uniquely ergodic (Section
11) and product of i.i.d. sequences. For a uniquely ergodic base space the
second and third conditions are vacuous and it follows by previous results
that the Morse spectrum is a polyhedron that degenerates to a point if the
first condition is satisfied. In the other side in the i.i.d. case there are
plenty of invariant measures enabling to find examples that violate our second
condition. We do that with the aid of a result by Guivarch’- Raugi [14].
Section 13 is independent of the rest of the paper. It contains a result that
motivates the study of the equality between Oseledets and Morse decomposi-
tions. We prove that if both decompositions coincide for φ then the Lyapunov
spectrum is continuous under perturbations σφ of φ with σ varying in gauge
group G of Q. This continuity is a consequence of the differentiability result
of [12]. By that result there exists a subset ΦMo of linear functionals defined
from the finest Morse decomposition such that the map σ 7→ α (HLy (σφ)) is
differentiable with respect to σ (at the identity) if α ∈ ΦMo, where HLy (σφ) is
the vector Lyapunov spectrum of σφ. Having equality of the decompositions
we can exploit upper semi-continuity of the spectrum to prove continuity of
β (HLy (σφ)) with β in a basis that contains ΦMo.
Finally, we mention that for a linear flow φ on a vector bundle V → X
the topological property given by the finest Morse decomposition of the flow
induced on the projective bundle PV → X can be given an analytic charac-
terization via exponential separation of vector subbundles of V (see Colonius-
Kliemann [7], Chapter 5, and Bonatti-Diaz-Viana [5], Appendix B). In fact,
by a theorem by Bronstein-Chernii [6] (quoted from [7]) the finest Morse
decomposition on PV corresponds to the finest decomposition of V into ex-
ponentially separated subbundles (see [7], Theorem 5.2.10). Hence our main
result gives, in particular, necessary and sufficient conditions ensuring that
4
the Oseledets decomposition of a vector bundle is exponentially separated.
Also the result of Section 13 shows that if Oseledets decomposition is expo-
nentially separated then the Lyapunov spectrum changes continuously when
φ is perturbed in such a way that the flow on the base X is kept fixed.
2 Flag manifolds
We explain here our notation about semi-simple (or reductive) Lie groups and
their flag manifolds. We refer to Knapp [16], Duistermat-Kolk-Varadarajan
[9] and Warner [24].
Let g be a semi-simple non-compact Lie algebra. In order to make the
paper understandable to readers without acquaintance with Lie Theory we
adopted the strategy of defining the notation by writing explicitely their
meanings for the special linear group Sl (d,R) and its Lie algebra sl (d,R) (or
Gl (d,R) and gl (d,R) in the reductive case). We hope that the reader with
expertise in semi-simple theory will recognize the notation for the general
objects (e.g. k is a maximal compact embedded subalgebra, etc.)
At the Lie algebra level the Cartan decomposition reads g = k⊕ s, where
k = so (d) is the subalgebra of skew-symmetric matrices and s is the space
of symmetric matrices. The Iwasawa decomposition of the Lie algebra is
g = k ⊕ a ⊕ n where a is the subalgebra of diagonal matrices and n is the
subalgebra of upper triangular matrices with zeros on the diagonal.
The set of roots is denoted by Π. These are linear maps αij ∈ a
∗, i 6= j,
defined by αij (diag{a1, . . . , ad}) = ai− aj . The set of positive roots is Π
+ =
{αij : i < j} and the set of simple roots is Σ = {αij : j = i + 1}. The root
space is gα (gαij is spanned by the basic matrix Eij) and
g = m⊕ a⊕
∑
α∈Π
gα
where m = zk (a) = z (a) ∩ k is the centralizer of a in k (m = 0 in sl (d,R)).
The basic (positive) Weyl chamber is denoted by
a+ = {H ∈ a : α (H) > 0, α ∈ Σ}
(cone of diagonal matrices diag{a1, . . . , ad} satisfying a1 > · · · > ad). Its
closure cla+ is formed by diagonal matrices with decreasing eigenvalues.
At the Lie group level the Cartan decomposition reads G = KS, K =
exp k and S = exp s (K is the group SO (d) and S the space of positive definite
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symmetric matrices in Sl (d,R)). The Iwasawa decomposition is G = KAN ,
A = exp a, N = exp n. The Cartan decomposition splits further into the
polar decomposition G = K (clA+)K, A+ = exp a+.
M = CentK (a) is the centralizer of a in K (diagonal matrices with entries
±1), M∗ = NormK (a) is the normalizer of a in K (signed permutation
matrices) and W = M∗/M is the Weyl group (for Sl (d,R) it is the group
of permutations in d letters, that acts in a by permuting the entries of a
diagonal matrix).
The (standard) minimal parabolic subalgebra is p = m ⊕ a ⊕ n (= up-
per triangular matrices), and a general standard parabolic subalgebra pΘ is
defined by a subset Θ ⊂ Σ as
pΘ = m⊕ a⊕
∑
α∈Π+
gα ⊕
∑
α∈〈Θ〉+
g−α,
where 〈Θ〉 is the set of roots spanned (over Z) by Θ and 〈Θ〉+ = 〈Θ〉 ∩ Π+.
That is, pΘ = p⊕ n
−(Θ), where n±(Θ) =
∑
α∈〈Θ〉+ g±α.
Alternatively, given Θ, take HΘ ∈ cla
+ such that α (HΘ) = 0, α ∈ Σ, if
and only if α ∈ Θ. Such HΘ exists and we call it a characteristic element of
Θ. Then pΘ is the sum of eigenspaces of ad (HΘ) having eigenvalues ≥ 0. In
sl (d,R), HΘ = diag (a1, . . . , ad) with a1 ≥ · · · ≥ ad, where the multiplicities
of the eigenvalues is prescribed by ai = ai+1 if αi,i+1 ∈ Θ, that is, pΘ is the
subalgebra of matrices that are upper triangular in blocks, whose sizes are
the multiplicities of the eigenvalues of HΘ. When Θ is empty, p∅ boils down
to the minimal parabolic subalgebra p.
Conversely if H ∈ cla+ then ΘH = {α ∈ Σ : α (H) = 0} defines a flag
manifold FΘH (e.g. the Grassmannian Grk (d) is a flag manifold of Sl (d,R)
defined by H = diag{a, . . . , a, b . . . , b} with (n− k) a+kb = 0). For H1, H2 ∈
cla+ we say that H1 refines H2 in case ΘH1 ⊂ ΘH2 . In sl (d,R) this means
that the blocks determined by the multiplicities of the eigenvalues of H1 is
contained in the blocks of H2.
The parabolic subgroup PΘ, associated to Θ, is defined as the normalizer
of pΘ in G (as a group of matrices it has the same block structure as pΘ).
It decomposes as PΘ = KΘAN , where KΘ = CentK (HΘ) is the centralizer
of HΘ in K. We usually omit the subscript when Θ = ∅ and P = P∅ is the
minimal parabolic subgroup.
The flag manifold associated to Θ is the homogeneous space FΘ = G/PΘ
(just F when Θ = ∅). If Θ1 ⊂ Θ2 then the corresponding parabolic subgroups
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satisfy PΘ1 ⊂ PΘ2 , so that there is a canonical fibration pi
Θ1
Θ2
: FΘ1 → FΘ2 ,
given by gPΘ1 7→ gPΘ2 (just piΘ2 if Θ1 = ∅). For the matrix group the flag
manifold FΘ identifies with the manifold of flags of subspaces V1 ⊂ · · · ⊂ Vk
where the differences dimVi+1− dimVi are the sizes of the blocks defined by
Θ (or rather the diagonal matrix HΘ). The projection pi
Θ1
Θ2
: FΘ1 → FΘ2 is
defined by “forgetting subspaces”.
The concept of dual flag manifold is defined as follows: Let w0 be the
principal involution of W, that is, the only element of W such that w0a
+ =
−a+, and put ι = −w0. Then ι(Σ) = Σ and for Θ ⊂ Σ write Θ
∗ = ι(Θ).
Then FΘ∗ is called the flag manifold dual of FΘ. For the matrix group the
vector subspaces of the flags in FΘ∗ have complementary dimensions to those
in FΘ (for instance the dual of a Grassmannian Grk (d) is the Grasmmannian
Grd−k (d)).
We say that two elements b1 ∈ FΘ and b2 ∈ FΘ∗ are transversal if (b1, b2)
belongs to the unique open G-orbit in FΘ × FΘ∗, by the action g (b1, b2) =
(gb1, gb2). For instance b1 ∈ Grk (d) and b2 ∈ Grd−k (d) are transversal if and
only if they are transversal as subspaces of Rd. In general transversality can
be expressed in terms of transversality of subalgebras of g (see e.g. [21]).
By the very definition transversality is an open condition and if g ∈ G then
gb1 is transversal to gb2 if and only if b1 is transversal to b2. The following
lemma about transversality will be used afterwards.
Lemma 2.1 Let b∗n be a sequence in FΘ∗ with lim b
∗
n = b
∗. Suppose that
b ∈ FΘ is not transversal to b
∗. Then there exists a sequence bn ∈ FΘ with bn
not transversal to b∗n such that lim bn = b.
Proof: There exists a sequence kn ∈ K with b
∗
n = knb
∗ and kn → 1. Since
b is not transversal to b∗ it follows that knb is not transversal to b
∗
n. Hence,
bn = knb is the required sequence.
We consider now the fixed point set of the action of h = expH , H ∈
cla+, on a flag manifold FΘ. Look first at the example of the projective
space RP d−1. The fixed point set is the union of the eigenspaces of h. The
eigenspace associated to the biggest eigenvalue is the only attractor (for the
iterations hn) that has an open and dense stable manifold. The same way
the eigenspace of the smallest eigenvalue is the unique repeller with open and
dense unstable manifold.
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In general the flow defined by exp tH is gradient in any flag manifold FΘ
(see [9]). Its fixed point set is given the union of the orbits
ZH · wbΘ = KH · wbΘ w ∈ W,
where bΘ = PΘ the origin of FΘ = G/PΘ, ZH = {g ∈ G : Ad(g)H = H},
KH = ZH∩K and w runs through the Weyl groupW. We write fixΘ(H,w) =
ZH · wbΘ and refer to it as the set of H-fixed points of type w. In addition,
fixΘ(H, 1) is the only attractor while fixΘ(H,w0) is the unique repeller, where
w0 the principal involution of W.
For the stable and unstable sets of fixΘ(H,w) let ΘH = {α ∈ Σ : α (H) =
0} and consider the nilpotent subalgebras
n+H =
∑
α∈Π+\〈ΘH 〉
gα n
−
H =
∑
α∈Π+\〈ΘH 〉
g−α
and the connected subgroups N±H = exp n
±
H . Put
stΘ(H,w) = N
−
HKH · wbΘ unΘ(H,w) = N
+
HKH · wbΘ.
Then stΘ(H,w) and unΘ(H,w) are the stable and unstable sets of fixΘ(H,w),
respectively.
More generally if D = Ad(g)H , g ∈ G and H ∈ cla+, then the dynamics
of exp tD is conjugate under g to the dynamics of exp tH . Hence fixΘ(D,w) =
g · fixΘ(H,w), stΘ(D,w) = g · stΘ(H,w) and unΘ(D,w) = g · unΘ(H,w). It
follows that
stΘ(D,w) = P
−
D · gwbΘ unΘ(H,w) = P
+
D · gwbΘ,
where P±D = gN
±
HKHg
−1 = N±DKD, and N
±
D = gN
±
Hg
−1 and KD = gKHg
−1.
If H1 refines H2 then the centralizers satisfy ZH1 ⊂ ZH2 hence the fixed
point set of expH1 in a flag manifold FΘ is contained in the fixed point set
of expH2.
The following lemma shows that we can control the inclusion of fixed
point sets for different elements by looking at the attractor and repeller fixed
point sets in the right flag manifolds.
Lemma 2.2 SupposeH1 refinesH2, take S ∈ Ad (G)H1 and T ∈ Ad (G)H2,
and put s = expS, t = exp T . Suppose that attΘ(H1) (s) ⊂ attΘ(H1) (t) and
rpΘ(H1)∗ (s) ⊂ rpΘ(H1)∗ (t). Then the fixed point set of s in any flag manifold
8
is contained in the fixed point set of t.
Moreover the fixed points are the same in case these attractor and repeller
fixed points coincide.
Proof: If we identify Ad (G)H1 with the open orbit in FΘ(H1)×FΘ(H1)∗ then
S is identified to the pair
(
attΘ(H1) (s) , rpΘ(H1) (s)
)
. The same way T is iden-
tified to the pair
(
attΘ(H2) (t) , rpΘ(H2) (t)
)
∈ FΘ(H2)×FΘ(H2)∗ . Now, since H1
refines H2 there are fibrations p : Ad (G)H1 → Ad (G)H2, pi1 : FΘ(H1) →
FΘ(H2) and pi2 : FΘ(H1)∗ → FΘ(H2)∗ with the equalities pi1
(
attΘ(H1) (t)
)
=
attΘ(H2) (t) and pi2
(
attΘ(H1) (t)
)
= attΘ(H2) (t), we have p (S) = T . This
means there exists g ∈ G such that S = Ad (g)H1 and T = Ad (g)H2.
Hence the fixed point set of s (respectively t) in a flag manifold FΘ is the
image under g of the fixed point set of expH1 (respectively expH2), which
implies the lemma.
3 Lyapunov and Morse spectra and decom-
positions
From now on we consider a discrete-time continuous flow φn on a continuous
principal bundle (Q,X,G), where the base space X is a compact metric
space endowed with an ergodic invariant measure ν with suppν = X . The
structural group G is assumed to be semi-simple and noncompact, or slightly
more generally, G is reductive with noncompact semi-simple component. We
fix once and for all a maximal compact subgroup K ⊂ G and a K-subbundle
R ⊂ Q. (For a bundle of frames of a vector bundle V → X this amounts to
the choice of a Riemannian metric on V. In case of a trivial bundle Q = X×G
the reduction is R = X ×K.)
The Iwasawa (G = KAN) and Cartan (G = KS) decompositions of G
yield decompositions of Q = R ×AN and Q = R × S by writing q ∈ Q as
q = r · hn and q = r · s
r ∈ R, hn ∈ AN and s ∈ S. In what follows we write for q ∈ Q,
a (q) = logA (q) ∈ a
where A (q) is the projection onto A against the Iwasawa decomposition.
Also we write S : Q → S as the projection onto S of Q = R × S. By
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the polar decomposition G = K(clA+)K we get a map A+ : Q → clA+ by
S (q) = kA+ (q) k−1, k ∈ K. We write
a
+(q) = logA+(q) ∈ cla+.
Now the flow φn on Q induces a flow φ
R
n on R by declaring φ
R
n (r) to be
the projection of φn onto R against the decomposition Q = R× AN (φ
R
n is
indeed a flow because AN is a group.) The projections a and a+ define maps
(denoted by the same letters) a : Z× R→ a and a+ : Z×R→ cla+ by
a (n, r) = a (φn (r)) and a
+ (n, r) = a+ (φn (r)) .
It turns out that a (n, r) is an additive cocycle over φRn . This cocycle
factors to a cocycle (also denoted by a) over the flow induced on E = Q×GF,
a associated bundle of Q with typical fiber the maximal flag manifold F. The
a-Lyapunov exponent of φn in the direction of ξ ∈ E is defined by
λ (ξ) = lim
k→+∞
1
k
a (k, ξ) ∈ a ξ ∈ E.
The polar exponent is defined by
Hφ (r) = lim
k→+∞
1
k
a
+ (k, r) ∈ cla+ r ∈ R.
It turns out that Hφ (r) is constant along the fibers of R (when it exists) so
is written Hφ (x), x ∈ X . The existence of these limits is ensured by the
Multiplicative Ergodic Theorem ([1]): The polar exponent Hφ (x) exists
for x in a set of total measure Ω. Assume that ν is ergodic. Then Hφ (·)
is almost surely equals to the constant HLy = HLy (ν) ∈ cla
+. Put EΩ =
pi−1 (Ω) where pi : E→ X is the projection. Then,
1. λ (ξ) exists for every ξ ∈ EΩ and the map λ : EΩ → a assume values in
the finite set {wHLy : w ∈ W}.
2. There exists a measurable section χLy of the bundle Q×GAd (G) (HLy),
defined on Ω, such that λ (ξ) = w−1HLy if ξ ∈ st(χLy (x) , w), x = pi (ξ).
(To be rigorous the stable set st(χLy (x) , w), simply denoted by st(x, w),
must be defined using the formalism of fiber bundles. If Q = X×G is trivial
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then χLy : X → Ad (G) (HLy) and st(χLy (x) , w) is the stable set discussed
in the last section.)
We write st(w) for the union of the sets st(χLy (x) , w) with x running
through Ω. The same way we let fix(w) be the union of the fixed point sets
fix(χLy (x) , w).
By analogy with the multiplicative ergodic theorem on vector bundles the
union of the sets fix(w), w ∈ W, is called the Oseledets decomposition of E.
These sets project to a partial flag bundle EΘ to fixed point sets fixΘ(w) that
form the Oseledets decomposition of EΘ.
To the exponent HLy (ν) ∈ cla
+ we associate the subset of the simple
system of roots
ΘLy = ΘLy (ν) = {α ∈ Σ : α (HLy (ν)) = 0}.
The corresponding flag manifold FΘLy and flag bundle EΘLy = Q×GFΘLy play
a proeminent role in the proofs. (For a linear flow on a vector bundle FΘLy
is the manifold of flags (V1 ⊂ · · · ⊂ Vk) of subspaces of R
d having the same
dimensions as the subspaces of the Oseledets splitting when the Lyapunov
spectrum is ordered decreasingly.) We refer to FΘLy as the flag type of φ with
respect to ν.
As another remark we mention that the section χLy yields (actually is
built from) two sections ξ and ξ∗ of the flag bundles FΘLy and FΘ∗Ly, respec-
tively. Their images are defined from level sets of Lyapunov exponents and
hence are measurable (see [1], Section 7.1).
On the other hand there are continuous decompositions of the flag bun-
dles (defined the same way as sets of fixed points) obtained by working out
the concept of Morse decomposition of the flows on the bundles (see Conley
[8] and Colonius-Kliemann [7]). It was proved in [2] and [17] that if the flow
on the base space is chain transitive then the flow on any flag bundle EΘ ad-
mits a finest Morse decomposition with Morse setsM (w), also parametrized
by w ∈ W. Analogous to the Oseledets decomposition the Morse sets are
built as fixed point sets defined by a continuous section of an adjoint bundle
χMo : X → Q ×G Ad (G)HMo, where HMo ∈ cla
+ as well. There is just
one attractor Morse component which is given by M+ =M (1). There is a
unique repeller component as well which is M− = M (w0), where w0 is the
principal involution.
The assumption that the invariant measure ν is ergodic with support
suppν = X implies chain transitivity on X .
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We write
ΘMo = ΘMo (φ) = {α ∈ Σ : α (HMo) = 0}
and refer to FΘMo as the flag type of φ (with respect to the Morse decompo-
sition).
The spectral counterpart of the Morse decomposition is the Morse spec-
trum associated to the cocycle a (n, ξ). This spectrum was originally defined
by Colonius-Kliemann [7] for a flow on a vector bundle and extended to flag
bundles (and vector valued cocycles) in [22]. By the results of [22], each
Morse set M (w) has a Morse spectrum ΛMo (w) which is a compact convex
subset of a and contains any a-Lyapunov exponent λ (ξ), ξ ∈ M (w). The
attractor Morse component is given by the identity 1 ∈ W and we write
ΛMo = ΛMo (1), which is the only Morse spectrum meeting cla
+. The Morse
spectrum ΛMo satisfies the following properties:
1. ΛMo is invariant under the group WΘMo generated by reflections with
respect to the roots α ∈ ΘMo. (See [22], Theorem 8.3.)
2. α (H) > 0 if H ∈ ΛMo and α is a positive root that does not belong to
the set 〈Θ〉+ spanned by Θ. (See [22], Corollary 7.4.)
By the last statement α (HLy) > 0 if α is a simple root outside ΘMo
because HLy ∈ ΛMo. Hence α /∈ ΘLy by definition of ΘLy. It follows that
ΘLy ⊂ ΘMo. Below in Section 6 we improve this statement by proving, with
the aid of invariant measures on flag bundles, that the Oseledets decomposi-
tion is contained in the Morse decomposition.
Our objective is to find necessary and sufficient conditions ensuring that
ΘLy = ΘMo, and hence that the Oseledets decomposition coincides with the
Morse decomposition.
4 Flows over periodic orbits
Before proceding let us recall the case where the base space is a single periodic
orbit X = {x0, . . . , xω−1} of period ω, that will be used later to reduce some
arguments to nonperiodic orbits.
In the periodic case we have ΘLy = ΘMo since, as is well known, the
asymptotics depend ultimately on iterations of a fixed element in the group
G. Here the principal bundle is Q = X ×G and the flow is given by
φ (xi, h) =
(
xi+1(modω), A (xi) h
)
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for a map A : X → G, so that
φn (xi, h) =
(
xi+n(modω), gn,ih
)
where gn,i = A
(
xi+n−1(modω)
)
· · ·A (xi+1)A (xi). We have gn+m,i = gn,i+m(modω)gm,i
so that gkω,i = g
k
ω,i. Hence the asymptotics of an orbit starting at a point
above xi is dictated by the iterations of the action of gω,i. The iterations for
the action of a fixed g ∈ G on the flag manifolds, as well as the continuous
time version of periodicity, were studied by Ferraiol-Patra˜o-Seco [11]. Let
gn,i = un,ihn,ixn,i be the Jordan decomposition of gn,i with un,i, hn,i and xn,i
elyptic, hyperbolic and unipotent respectively. There is a choice of an Iwa-
sawa decomposition G = KAN such that un,i ∈ K, hn,i ∈ A and xn,i ∈ N . It
follows that the Lyapunov spectrum is given by log hω,i, which is the same for
any i = 0, . . . , ω− 1 (because gω,i+1 = A (xi) gω,iA (xi)
−1). Also, as proved in
[11] the Morse decomposition is given by the fixed point sets of hω,i. Hence
ΘLy = ΘMo.
5 Invariant measures on the bundles and a-
Lyapunov exponents
Let µ be an invariant measure for the flow on the maximal flag bundle pi :
E→ X . Then the integral∫
qdµ q(ξ) = a(1, ξ)
is an a-Lyapunov exponent for the cocycle a (n, ξ) (see [22]). On the other
hand by applying the Multiplicative Ergodic Theorem to an invariant mea-
sure ν on the base space we obtain a-Lyapunov exponents, which we call
regular Lyapunov exponents with respect to ν (because they are obtained as
limits of sequences in a which in turn comes from regular sequences in G, see
[1]).
In this section we show that these Lyapunov exponents coincide. Namely,
if ν is ergodic measure on X then any of its a-Lyapunov exponents is an
integral over an ergodic measure µ that projects onto ν, i.e., pi∗µ = ν, and
conversely any such integral is a regular Lyapunov exponent.
Fix an ergodic invariant measure ν on the base space and let Ω ⊂ X be
the set of ν-total measure given by the Multiplicative Ergodic Theorem (as
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proved in [1]). Recall that
pi−1 (Ω) =
⋃˙
w∈WΘLy\W
st(w)
and λ (ξ) = w−1HLy if ξ ∈ st(w), where HLy is the polar exponent with
respect to ν.
Proposition 5.1 Let µ be an ergodic measure on E that projects onto ν.
Then there exists w ∈ W such that µ(st(w)) = 1 and µ (st(w′)) = 0 if
WΘLyw 6=WΘLyw
′. In this case∫
qdµ = w−1HLy.
Proof: By ergodicity of µ and the ergodic theorem applied to µ and q (ξ) =
a(1, ξ), there exists a measurable set I ⊂ E with µ(I) = 1 and
λ(ξ) = lim
k→∞
1
k
a(k, ξ) =
∫
qdµ ξ ∈ I.
Now µ(pi−1(Ω) ∩ I) = 1 and pi−1(Ω) ∩ I is the disjoint union of the sets
st(w) ∩ I. In each st(w) ∩ I, w ∈ W, λ is defined and is a constant equal to
w−1HLy. Since λ is constant on I, it follows that pi
−1(Ω) ∩ I ⊂ st (w), for
some w ∈ W. Then for any ξ ∈ I,∫
qdµ = λ(ξ) = w−1HLy.
Finally, µ (st(w)) ≥ µ (pi−1(Ω) ∩ I) = 1, which implies that µ (st(w′)) = 0 if
st(w′) 6= st(w) that is if WΘLyw 6=WΘLyw
′.
Corollary 5.2 Let ΛMo (w) ⊂ a be the Morse spectrum of the Morse set
M (w). Then the extremal points of the compact convex set ΛMo (w) are
regular Lyapunov exponents for ergodic measures on the base space.
Proof: In fact it was proved [22] (see Theorem 3.2(6)) that any extremal
point of ΛMo (w) is an integral
∫
qdµ with respect to an ergodic measure µ
on E. (See also [7], Lemma 5.4.10.)
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The converse to the above proposition says that any regular Lyapunov
exponent is the integral of q with respect to some ergodic measure projecting
onto ν. In order to prove the converse we recall the Krylov-Bogolyubov
procedure of constructing invariant measures as occupation measures (see
e.g. [7]). Let ψn, n ∈ Z, be a flow on a compact metric space Y . Then this
means that
(Ln,xf) (x) =
1
n
n−1∑
k=0
f (ψkx) , x ∈ Y,
define linear maps on the space C0 (Y ) of continuous functions, and hence
Borel probability measures ρn. An accumulation point ρx = limk ρnk is called
an (invariant) occupation measure. When the limit f˜ (x) = limn
1
n
∑n−1
k=0 f (φkx)
exists it is an integral f˜ (x) =
∫
f (y)µx (dy) with respect to an occupation
measure. The following properties will be used below:
1. Let ρ be an ergodic probability measure on Y . Then for ρ-almost every
y ∈ Y , any occupation measure ρy = ρ. (This is an easy consequence
of Birkhoff ergodic theorem.)
2. There exists a set J ⊂ Y of total probability (that is ρ (J ) = 1 for
every invariant measure ρ) such that for all y ∈ J there exists an
ergodic occupation measure ρy.
Proposition 5.3 Given w ∈ W there exists an invariant ergodic measure
µw on E with pi∗µ
w = ν such that∫
qdµw = w−1HLy
and µw(st(w)) = 1.
Proof: If ξ ∈ st(w) then
λ(ξ) = lim
k→+∞
1
k
a(k, ξ) = w−1HLy
and since a(k, ξ) is a cocycle it follows that there exists an occupation measure
µξ such that
w−1HLy =
∫
qdµξ.
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Note that pi∗(µξ) is an occupation measure ρx with x = pi(ξ). Since ν is
ergodic, for ν-almost all x, ρx = ν and hence we can choose ξ with pi∗ (µξ) = ν.
It is not clear in advance that µξ is ergodic. Nevertheless we can decom-
pose µξ into ergodic components θη with η ranging through a set A of µξ
total probability, that is,
µξ(·) =
∫
θη(·)dµξ(η).
Since pi∗µξ = ν it follows that pi∗θη = ν for µξ-almost all η.
We claim that
w−1HLy =
∫
qdθη
for almost all η ∈ A. In fact,
w−1HLy =
∫
E
(∫
qdθη
)
dµξ(η).
Hence w−1HLy belongs to the convex closure of the set
{∫
qdθη ∈ a; η ∈ A
}
.
However, by Proposition 5.1, for any ergodic θη there exists u ∈ W such that∫
qdθη = u
−1HLy, so that w
−1HLy is a convex combination of points of the
orbit W ·HLy. But this is possible only if
∫
qdθη = w
−1HLy for almost all η,
because the convex closure of the orbitW·HLy is a polyhedron whose vertices
(extremal points) are the points of the orbit. Hence there exists µw yielding
the Lyapunov exponent w−1HLy. Finally, the equality µ
w(st(w)) = 1 follows
by the previous proposition.
Now, we select two special kinds of ergodic measures on the flag bundles.
Definition 5.4 An ergodic measure µ on the maximal flag bundle E is said
to be an attractor measure for the flow if
∫
qdµ ∈ cl a+. A measure µΘ
in EΘ is an attractor measure if µΘ = piΘ∗µ with µ attractor in E, where
piΘ : E→ EΘ is the canonical projection.
Similarly, a measure µ in E is a repeller measure if
∫
qdµw ∈ −cl a+, and
µΘ in EΘ is repeller if µΘ = piΘ∗µ with µ repeller in E.
Proposition 5.3 ensures the existence of both attractor and repeller mea-
sures.
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Proposition 5.5 A repeller measure is an attractor measure for the back-
ward flow.
Proof: Let µ be a repeller measure on E and write q− (·) = a (−1, ·). Then
by the cocycle property q−(ξ) = −a(1, φ−1(ξ)) = −q(φ−1(ξ)), so that∫
q−dµ = −
∫
qdµ ∈ cl a+
because
∫
qdµ ∈ −cl a+. Thus µ is an attractor measure for the backward
flow. This proves the statement on the maximal flag bundle E. On the other
bundles the result follows by definition.
Now we relate the supports of the attractor and repeller measures with
the decomposition given by the Multiplicative Ergodic Theorem on the flag
bundles EΘLy(ν) and in its dual EΘ∗Ly(ν). This decomposition is given by
sections ξ and ξ∗ of EΘLy(ν) and EΘ∗Ly(ν), respectively.
We write simply ΘLy = ΘLy (ν) and distinguish the several projections as:
pi : E→ X , piΘLy : E→ EΘLy , piΘ∗Ly : E → EΘ∗Ly and p for either EΘLy → X or
EΘ∗
Ly
→ X .
Let µ be a repeller measure on E and put µΘ∗
Ly
= piΘ∗
Ly∗
(µ) for the
corresponding repeller measure on EΘ∗
Ly
. We have p∗(µΘ∗
Ly
) = ν because
p ◦ piΘ∗
Ly
= pi and pi∗µ = ν. Hence we can desintegrate µΘ∗
Ly
with respect to ν
to get
µΘ∗
Ly
(·) =
∫
X
ρx(·)dν(x),
where x ∈ X 7→ ρx ∈ M
+
(
EΘ∗
Ly
)
is a measurable map into the space of
probability measures on EΘ∗
Ly
.
Lemma 5.6 For ν-almost all x ∈ X the component ρx in the above desin-
tegration is a Dirac measure at ξ∗(x), that is, ρx = δξ∗(x).
Proof: Let Z be the Borel set
Z = {im ξ∗}c = EΘ∗
Ly
\ {im ξ∗} .
Then
µΘ∗
Ly
(Z) = µ(pi−1Θ∗
Ly
(Z)) = µ(E\st(w0)) = 0,
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because µ is a repeller measure. However,
0 = µΘ∗
Ly
(Z) =
∫
X
ρx(Z)dν(x),
and since ρx is supported at pi
−1(x), it follows that ρx(EΘ∗
Ly
\ {ξ∗(x)}) = 0,
for ν-almost all x ∈ X .
This lemma shows also that a repeller measure on the dual flag manifold
EΘ∗
Ly
is unique. Now we can apply the same argument for the reverse flow
φ−t, and get a similar result now for an attracting measure on EΘLy with ξ
∗
replaced by ξ.
For later reference we summarize these facts in the following proposition.
Proposition 5.7 There exists a unique attractor measure µ+ΘLy for φt in its
flag type EΘLy , which is a Dirac measure on ξ (x), that is, it desintegrates as
µ+ΘLy(·) =
∫
δξ(x)(·)dν(x)
with respect to ν. There exists also a unique repeller measure µ−ΘLy on EΘ∗Ly
which is Dirac at ξ∗.
Corollary 5.8 There exists a unique attractor (respectively repeller) mea-
sure in EΘ if ΘLy ⊂ Θ (respectively Θ
∗
Ly ⊂ Θ).
Proof: This is because the projection E → EΘ factors through EΘLy if
ΘLy ⊂ Θ: E → EΘLy → EΘ. Hence a measure in EΘ is attractor if and only
if it is the projection of the attractor measure in EΘLy .
6 Morse decomposition × Oseledets decom-
position
In this section we use the concepts of attractor and repeller measures devel-
oped above to relate the Oseledets decomposition and the Morse decompo-
sition on a flag bundle EΘ, as well as the Lyapunov spectrum HLy and the
Morse spectrum ΛMo.
First we have the following consequence of Proposition 5.3.
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Proposition 6.1 Suppose that α (ΛMo) = 0 for all α ∈ ΘMo. Then ΘLy (ρ) =
ΘMo for every ergodic measure ρ on the base space.
Proof: As checked in Section 3 we have ΘLy (ρ) ⊂ ΘMo. On the other hand
by Proposition 5.3 any regular Lyapunov exponent is a Morse exponent,
that is, HLy (ρ) ⊂ ΛMo. So that α (HLy (ρ)) = 0 if α ∈ ΘMo, showing that
ΘMo ⊂ ΘLy (ρ).
Now we look at the decompositions of the flag bundles.
Proposition 6.2 Let µ be an attractor measure on E. Then its support
suppµ is contained in the unique attractor componentM+ of the finest Morse
decomposition.
Proof: Each point in suppµ is recurrent and hence belongs to the set of
chain recurrent points which is the union of the Morse components.
Now since µ is an attractor measure, by definition the integral
λµ =
∫
qdµ ∈ cla+.
This integral is the a-Lyapunov exponent of µ-almost all z ∈ suppµ. Hence
is contained in the Morse spectrum. Actually, λµ ∈ ΛMo (M
+), the Morse
spectrum ofM+, because this is the only Morse component whose spectrum
meets cla+. Therefore for µ-almost all z ∈ suppµ, z ∈ M+. Since M+ is
compact it follows that suppµ ⊂M+.
By taking the backward flow we get a similar result for the repeller mea-
sures.
Proposition 6.3 Let µ be a repeller measure on E. Then its support suppµ
is contained in the unique repeller component M− of the finest Morse de-
composition.
Proposition 6.4 Let O be a component of the Oseledets decomposition in a
flag bundle EΘ. Then there exists a component M of the Morse decomposi-
tion of EΘ such that O ⊂M.
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Proof: Let µΘLy the only attractor measure in EΘLy and µΘ∗Ly the repeller
measure in EΘ∗
Ly
. These are projections of attractor and repeller measures on
E. Hence the above lemmas imply that suppµΘLy ⊂ M
+
ΘLy
and suppµΘ∗
Ly
⊂
M+Θ∗
Ly
. However we checked in Section 3 that ΘLy ⊂ ΘMo. Hence by Lemma
2.2, we conclude that the fixed point set – in any flag bundle – of the section
Oseledet section χLy is contained in the fixed point set of the Morse section
χMo. This means that the Oseletet components are contained in the Morse
components.
Remark: It is proved in [7], Corollary 5.5.17, that the Oseledets decompo-
sition is contained in the Morse decomposition for a linear flow on a vector
bundle.
7 Lyapunov exponents in the tangent bundle
T fEΘLy
A fiber of a flag bundle EΘ is differentiable manifold and hence has a tangent
bundle. Gluing together the tangent bundles to the fibers of EΘ we get a
vector bundle T fEΘ → EΘ over EΘ. The flow φt on EΘ is differentiable along
the fibers with differential map ψt, a linear map of the vector bundle T
f
EΘ.
(See [18] for a construction of this vector bundle as an associated bundle
Q×G V .)
We look here at the Lyapunov exponents for the linear flow ψt on T
f
EΘLy
with respect to an attractor measure of φt. These Lyapunov exponents will
be used in the proof of the main technical lemma to describe the ω-limit sets
(w.r.t. φt) in the flag bundles.
Equip the bundle T fEΘ with a Riemannian metric 〈·, ·〉, which can be
built from a K-reduction R of the principal bundle Q. (Roughly, the metric
〈·, ·〉 is constructed by piecing together K-invariant metrics on the fibers. See
[18] for details.)
Proposition 7.1 Let ν be an ergodic measure on X and denote by µ its
attractor measure on the bundle EΘLy . Let H (ν) ∈ cla
+ be the polar exponent
of ν. Then the Lyapunov spectrum of ψ w.r.t. µ is ad (H (µ))∣∣
∣n
−
ΘLy
, which is
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a diagonal linear map of n−ΘLy (that is an element of a Weyl chamber cla
+ of
gl
(
n−ΘLy
)
).
Proof: Denote by O (ν) the ZHLy-measurable reduction of Q, corresponding
to the Oseledets section of ν. This reduction is a principal bundle with
structural group ZHLy over a set Ω ⊂ X with ν (Ω) = 1 (see [1]).
The section ξLy : Ω→ EΘLy gives a desintegration of µ with respect to ν
by Dirac measures. Let Ω# be the image of this section. Then the restriction
of T fEΘLy to Ω
# is a vector bundle T fΩ# → Ω#, which is invariant by the
differential flow ψt.
We can build the vector bundle T fΩ# as an associated bundle O (ν)
through the adjoint representation θ of ZHLy in n
−
ΘLy
.
Then if we take compatible Cartan decompositions of θ
(
ZHLy
)
and Gl
(
n−ΘLy
)
it follows that the polar exponent of ψt is precisely θ (H (µ)). By the con-
structions of Section 8 of [1] it follows that the Lyapunov exponents of ψt are
the eigenvalues of θ (H (µ)) as linear maps of n−ΘLy .
Corollary 7.2 Suppose ΘLy ⊂ Θ. Then the Lyapunov exponents of ψt in
T fEΘ with respect to the attractor measure µ are strictly negative.
Later on we will combine this corollary with the following general fact
about Lyapunov exponents on vector bundles. Let p : V → X be a con-
tinuous vector bundle endowed with a norm ||·||. Let Φn be a continuous
linear flow on V . If ν is a Φ-invariant ergodic measure on the base X then Φ
has a Lyapunov spectrum HLy (ν) = {λ1 ≥ · · · ≥ λn} with respect to ν, as
ensured by the Multiplicative Ergodic Theorem. The following lemma may
be well known. For the sake of completeness we prove it here using the Morse
spectrum of the linear flow.
Lemma 7.3 Supppose that for every Φ-invariant ergodic measure ν on X
the spectrum with respect to ν is strictly negative. Then for every v ∈ V ,
lim
n→+∞
||Φnv|| = 0.
Proof: Let PV → X be the projective bundle of V . The cocycle ρ (n, v) =
||Φnv||
||v||
on V induces the additive cocycle a (n, η) = log ρ (n, η), η ∈ PV , whose
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asymptotics give the Lyapunov spectrum of Φ. Write q (·) = a (1, ·). Then by
general results on Morse spectrum of an additive cocycle (see [22], Section 3,
and references therein), the Morse spectrum of a is a union of intervals whose
extreme points are integrals
∫
q (x)µ (dx) with respect to ergodic invariant
measures µ for the flow on PV . By the Birkhoff ergodic theorem it follows
that for µ-almost all η ∈ PV ,
lim
n→∞
1
n
a (n, η) = lim
n→∞
1
n
n−1∑
k=0
q (Φkη) =
∫
q (z)µ (dz) .
On the other hand the projection p∗µ = ν is ergodic on the base X . Hence
by assumption the spectrum with respect to ν, given by the multiplicative
ergodic theorem is strictly negative. This means that for ν-allmost all x ∈
X , limn→∞
1
n
a (n, η) exists for every η ∈ p−1{x} and is strictly negative.
Combining these two facts we conclude that∫
q (z)µ (dz) < 0,
and therefore the Morse spectrum is contained in (−∞, 0).
Now, for every η ∈ PV , lim supn→+∞
1
n
a (n, η) belongs to the Morse spec-
trum (see [7], Theorem 5.3.6). Hence for every 0 6= v ∈ V ,
lim sup
n→+∞
1
n
log ||Φnv|| < 0.
This implies that for large n, ||Φnv|| < e
cn, c < 0, proving the lemma.
Applying the lemma for the backward flow we have
Corollary 7.4 With the same assumptions of the lemma we have limn→−∞ ||Φnv|| =
∞ se v 6= 0.
8 Main technical lemma
Lemma 8.1 Let EΘ be a flag manifold with dual EΘ∗ . Suppose there are
three compact φ-invariant subsets A,B ⊂ EΘ and C ⊂ EΘ∗ that project onto
X and such that
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1. A ∩B = ∅.
2. Bc is the set of elements transversal to C. (That is an element v ∈ EΘ
belongs to B if and only if it is not transversal to some w ∈ C in the
same fiber as v.)
3. For any ergodic measure ρ for the flow on the base space X we have
ΘLy (ρ) ⊂ Θ. By Corollary 5.8, this implies that there is a unique
attractor measure µ+Θ (ρ) for ρ on EΘ and a unique repeller measure
µ−Θ∗ (ρ) on EΘ∗.
4. For any ergodic measure ρ on X, suppµ+Θ (ρ) ⊂ A and suppµ
−
Θ∗ (ρ) ⊂
C.
Then (A,B) is an attractor-repeller pair on EΘ. That is, the ω-limit
ω (v) ⊂ A if v /∈ B and ω∗ (v) ⊂ B if v /∈ A.
The proof of this lemma will be done in several steps. Before starting we
define a fourth set D ⊂ Q×G (FΘ × FΘ∗) by
D = pi−11 (A) ∩ pi
−1
2 (C)
where pi1 : Q ×G (FΘ × FΘ∗) → EΘ and pi2 : Q ×G (FΘ × FΘ∗) → EΘ∗ are
the projections. This set is compact and invariant, and by the transversality
given by the first and second conditions in the lemma we can view D as a
compact subset of the bundle
AΘ = Q×G Ad (G)HΘ
where Θ = {α ∈ Σ : α (HΘ) = 0}.
Now, to start the proof fix x ∈ X that has a periodic orbit O (x). Then
the Oseledets decomposition coincides with the Morse decomposition above
O (x), which by Section 4 is built from the dynamics of the action of a
gx ∈ G. Clearly the homogeneous measure θ on the periodic orbit is an
ergodic invariant measure on X . By the third condition of the lemma gx has
one attractor fixed point at FΘ, say b
+, and a repeller fixed point b− ∈ FΘ∗ .
The Morse decomposition of gx is the union of {b
+} with subsets whose
elements are not transversal to b−. It follows that the attractor µ+Θ (θ) and
the repeller measures µ−Θ∗ (θ) are homogeneous measures on periodic orbits.
By the fourth condition of the lemma suppµ+Θ (θ) ⊂ A and suppµ
−
Θ∗ (θ) ⊂ C,
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so that by the second condition the Morse decomposition above O (x) is the
union of suppµ+Θ (θ) with subsets contained in B. Hence, if v is in the fiber
above x then ω (v) ⊂ A if v /∈ B while ω∗ (v) ⊂ B if v /∈ A.
Therefore, from now on we look at ω-limits ω (v) and ω∗ (v) assuming
that the orbit O (x) of x = pi (v) is not periodic, that is, the map n ∈ Z 7→
xn = φn (x) ∈ X is injective and O (x) is in bijection with Z.
To prove that the ω-limits are contained in A we will use the following
consequence of Lemma 7.3.
Lemma 8.2 Given v ∈ A let w ∈ T fv EΘLy be a tangent vector at v. Then
limt→+∞ ||ψtw|| = 0.
Proof: Is an immediate consequence of Lemma 7.3, combined with the third
and fourth conditions of the Lemma.
Now, above the nonperiodic orbit O (x) we reduce the flow to just a
sequence gn of elements of the subgroup ZHΘ . The construction is the fol-
lowing: Start with an element η0 ∈ D in the fiber over x. The orbit O (η) is
the sequence ηn = φn (η0), n ∈ Z, that can be viewed as a section over O (x)
by xn 7→ ηn. The elements of the associated bundle AΘ are written as p ·HΘ,
p ∈ R, where as before R is the K-reduction of Q → X . Hence there exists
a sequence pn ∈ R such that ηn = pn ·HΘ.
Since pn+m and φn (pm) are in the same fiber, we have φn (pm) = pn+m·gn,m
with gn,m ∈ G, n,m ∈ Z. Actually, gn,m ∈ ZHΘ because φn (ηm) = ηn+m, so
that
pn+m · Ad (gn,m)HΘ = φn (ηm) = ηn+m = pn+m ·HΘ.
We write ξn and ξ
∗
n for the projections of ηn into EΘ and EΘ∗ , respectively.
By definition of D we have ξn ∈ A and ξ
∗
n ∈ C. Hence by the second
assumption of the lemma the elements in EΘ that are not transversal to ξ
∗
n
are contained in B. In other words
Lemma 8.3 Take v /∈ B in the fiber of x. Then v is transversal to ξ∗0.
Now we use Lyapunov exponents of the lifting ψn of φn to T
f
EΘ to show
that ω (v) ⊂ A if v /∈ B is in the fiber of x.
To do that we first note that if the starting element η0 ∈ AΘ is written as
η0 = p ·HΘ, p ∈ R, then the set of points that are transversal to ξ
∗
0 is given
algebraically by
T = p ·
(
N−Θ · b0
)
= {p · nb0 : n ∈ N
−
Θ }
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where b0 is the origin of the flag FΘ and N
−
Θ is the nilpotent subgroup with
Lie algebra n−Θ =
∑
α/∈〈Θ〉,α<0 gα (lower triangular matrices).
Since exp : n−Θ → N
−
Θ is a diffeomorphism we have also T = {p ·
(expY · b0) : Y ∈ n
−
Θ}.
The action of φn on an element p · (expY · b0) ∈ T is given as follows:
Put gn = gn,0 ∈ ZHΘ . Then, as remarked above, φn (p) = pn · gn, so that
φn (p · (expY · b0)) = pn ·
(
gn exp Y g
−1
n · gnb0
)
.
But gnb0 = b0 because gn ∈ ZH , and gn expY g
−1
n = exp (Ad (gn)Y ). Hence
φn (p · (expY · b0)) = pn · exp (Ad (gn)Y ) b0. (1)
The next lemma relates this action with the lifting ψn of φn to the tangent
space T fEΘ.
Lemma 8.4 Given Y ∈ g, denote by p · Y the vertical tangent vector
d
dt
(p · (exp tY · b0))t=0 ∈ T
f
p·b0
EΘ. Then p · Y , Y ∈ n
−
Θ, fulfill the vertical
tangent space T fp·b0EΘ, and the derivative ψn of φn at p · b0 satisfies
ψn (p · Y ) = pn · Ad (gn) Y.
Proof: The fact that any tangent vector in T fp·b0EΘ is given by p ·Y for some
Y ∈ n−Θ is due to the fact that N
−
Θ · b0 is an open submanifold of FΘ. For the
last statement we have
ψn (p · Y ) =
d
dt
φn (p · (exp tY · b0))t=0
= pn ·
d
dt
(exp (tAd (gn)Y ) b0)t=0 = pn · Ad (gn)Y.
We are now prepared to prove that ω (v) ⊂ A if v /∈ B is in the fiber of
x. We have v = p · (expY · b0) for some Y ∈ n
−
Θ, so that by (1) φn (v) =
pn · exp (Ad (gn)Y ) b0.
Now by Corollary 7.2 and Lemma 7.3 we have limn→+∞ ||ψnw|| = 0 if
w ∈ T fp·b0EΘ. Taking w = p · Y we have ||p · Y || = ||Y || because p ∈ R and
hence is an isometry between the flag manifold FΘ and the corresponding
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fiber of EΘ (see [18] for the construction of the norm in T
f
EΘ). Since the
same remark holds for pn ∈ R we have ||ψnw|| = ||Ad (gn) Y ||, so that
Ad (gn)Y → 0 and expAd (gn)Y → 1.
This implies that if d is the metric on EΘLy then d (φn (v) , pn · b0) → 0.
But pn ·b0 = ξn ∈ A as well as its limit points, by invariance and compactness
of A. Therefore we conclude that ω (v) ⊂ A, if v /∈ B.
We turn now to the proof that ω∗ (v) ⊂ B if v /∈ A. Again with v above
a nonperiodic orbit.
Take a sequence nk → −∞ such that φnkv converges in EΘ. Taking
subsequences we assume the convergences pnk → p ∈ R, ηnk → η, ξnk → ξ
and ξ∗nk → ξ
∗.
By invariance it is enough to take v /∈ B, so that we can write v =
p0 · (exp Y ) b0 with Y ∈ n
−
Θ and Y 6= 0 (because v /∈ A).
Taking subsequences again we assume that gnk (exp Y ) b0 converges to
b1 ∈ FΘ. Since gn ∈ ZHΘ , we have gnb0 = b0 and hence
(expAd (gnk) Y ) b0 = gnk (exp Y ) b0 → b1.
Now Ad (gn) Y → ∞ in n
−
ΘLy
, because the Lyapunov exponents for the
backward flow are > 0. This implies that b1 is not transversal to the origin
b∗0 of FΘ∗ . Hence, pnk · b1 is not transversal to pnk · b
∗
0, so that pnk · b1 ∈ B.
But
φnkv = pnkgnk · (exp Y ) b0 = pnk · (expAd (gnk)Y ) b0
so that limφnkv = p · b1, showing that ω
∗ (v) ⊂ B.
In conclusion we have compact invariant sets A and B that satisfy ω (v) ⊂
A and ω∗ (v) ⊂ B if v /∈ A∪B. Hence A and B define a Morse decomposition
of EΘLy with A the attractor component.
9 Three conditions
In this section we state three conditions that together are necessary and
sufficient to have equality between the Lyapunov and Morse decompositions
over an ergodic invariant measure.
Thus as in Section 3, let φn be a continuous flow on a continuous principal
bundle pi : Q → X whose the structural group G is reductive and noncom-
pact. We fix once and for all an ergodic invariant measure ν on the base
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space having support suppν = X . Then the a-Lyapunov exponents of φn
select a flag type, which is expressed by a subset ΘLy of simple roots. The
flow on X is chain transitive so it also has a flag type ΘMo coming from the
Morse decompositions and a-Morse spectrum.
We start by writting down the three conditions and check that they are
necessary. In the next section we prove that together they are also sufficient
to have ΘLy = ΘMo.
9.1 Bounded section
The Oseledets’ section is a measurable section χLy : Ω → Q ×G OLy of the
associated bundle Q ×G OLy → X above the set of full ν-measure Ω. The
fiber of this bundle is the adjoint orbit OLy = Ad (G)HLy. This section
can be seen as an equivariant map fLy : QΩ → OLy defined above Ω, where
QΩ = pi
−1 (Ω) and pi : Q→ X is the projection.
Let R ⊂ Q→ X be a (continuous) K-reduction of Q. Then we say that
the Oseledets’ section is bounded if
• fLy is bounded in RΩ.
This definition does not depend on the specific K-reduction because the
base space X is assumed to be compact.
If ΘLy = ΘMo then we can take HMo = HLy and χMo = χLy. So that fLy
is continuous and hence bounded by compactness.
Hence boundedness is a necessary condition.
Example: Let φ be a linear flow on a d-dimensional trivial vector bun-
dle X × V with two Lyapunov exponents λ1 > λ2 whose Oseledets sub-
spaces have dimension k and d − k. Then HLy is the diagonal matrix
diag{λ1, . . . , λ1, λ2, . . . , λ2} with λ1 having multiplicity k. The Oseledets
section is given by a map fLy : X → Ad (G)HLy such that the Oseledets
subspaces at x ∈ X are the eigenspaces Vλ1 (x) and Vλ2 (x) of fLy (x). To
say that fLy is bounded means that the subspaces Vλ1 (x) and Vλ2 (x) have a
positive distance.
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9.2 Refinement of the Lyapunov spectrum of other in-
variant measures
Denote by PX (φ) the set of φ-invariant probability measures on X . For each
ergodic measure ρ ∈ PX (φ) we have its Lyapunov spectrum HLy (ρ) and the
corresponding flag type ΘLy (ρ) = {α ∈ Σ : α (HLy (ρ)) = 0}. Our second
condition is
• ΘLy (ρ) ⊂ ΘLy (ν) for every ergodic ρ ∈ PX (φ).
This is a necessary condition for ΘLy (ν) = ΘMo. To see this let ρ ∈ PX (φ)
be ergodic and denote by Y ⊂ X its support. Let ΘMo (Y ) be the flag type
of the Morse decomposition of the flow restricted to Y (that is, to the fibers
above Y ). We have ΘMo (Y ) ⊂ ΘMo (ν) because the Morse components of
the flow restricted to Y are contained in the components over X . However,
ΘLy (ρ) ⊂ ΘMo (Y ), so that the equality ΘMo = ΘLy (ν) implies
ΘLy (ρ) ⊂ ΘMo (Y ) ⊂ ΘMo = ΘLy (ν) .
Example: Let φ be a linear flow on a d-dimensional vector bundleX×V with
Lyapunov spectrum λ1 > · · · > λs with multiplicities k1, . . . , ks with respect
to ν. Then this condition means that the Lyapunov spectrum µ1 > · · · > µt
with respect to another ergodic measure ρ have multiplicities r1, . . . , rt that
satisfy r1 + · · ·+ ri1 = k1, ri1 + · · ·+ ri2 = k2, etc.
9.3 Attracting and repeller measures
Recall that we defined an attractor measure on a partial flag manifold EΘ to
be the projection of an ergodic invariant measure µ on E such that
HLy (µ) =
∫
qdµ ∈ cla+.
In the specific flag bundle EΘLy the attractor measure µ
+
ΘLy
is unique and
has a desintegration over ν by Dirac measures on the fibers above a set Ω of
total measure ν. We denote by attΘLy (ν) the support of µ
+
ΘLy
.
Analogously in the dual flag bundle EΘ∗
Ly
there is a unique repeller mea-
sure µ−ΘLy . We denote by repΘ∗Ly (ν) the support of µ
−
ΘLy
.
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Let ρ ∈ PX (φ) be an ergodic measure with support Y ⊂ X , which is
an invariant subset. The subset pi−1ΘLy (Y ) ∩ attΘLy (ν) is invariant as well.
We denote by E+ΘLy (ρ) the set of ergodic probability measures with support
contained in pi−1ΘLy (Y ) ∩ attΘLy (ν) that project down to ρ. Also, we put
E−Θ∗
Ly
(ρ) for the set of ergodic probability measures with support in pi−1ΘLy (Y )∩
repΘ∗
Ly
(ν) that project down to ρ. Both sets E+ΘLy (ρ) and E
−
Θ∗
Ly
(ρ) are not
empty.
Now we can state our third condition.
• Any θ ∈ E+ΘLy (ρ) is an attractor measure and any θ ∈ E
−
Θ∗
Ly
(ρ) is a
reppeller measure for φ.
If ΘMo = ΘLy (ν) then the attractor Morse component MΘLy =MΘLy (1)
in EΘLy is the image of a section ξ : X → EΘLy and contains the support
attΘLy (ν) of the attractor measure. This implies that MΘLy = attΘLy (ν),
so that M = pi−1ΘLy
(
attΘLy (ν)
)
is the attractor Morse component M in the
maximal flag bundle. Now the Morse spectrum ΛMo (M) of M is contained
in the cone
a+ΘMo = {H ∈ a : ∀α /∈ 〈ΘMo〉, α (H) > 0}
(see [22]). Hence any Lyapunov exponent ofM belongs to a+ΘMo . By project-
ing down to EΘLy the measures with support in M we see that any θ with
support in pi−1ΘLy (Y ) ∩ attΘLy (ν) is an attractor measure.
The same proof with the backward flow shows that θ ∈ E−Θ∗
Ly
(ρ) is a
reppeller measure.
9.4 Oseledets decompositions for other measures
The second and third conditions above refer to ergodic measures ρ on X
different from the initial measure ν. These two conditions can be summarized
in just one condition on the Oseledets section for the ergodic measures ρ ∈
PX (φ).
Given ρ ∈ PX (φ), write χ
ρ for its Oseledets section and ξρ and ξρ∗ for
the corresponding sections on EΘLy(ρ) and EΘ∗Ly(ρ), respectively.
Definition 9.1 We say that χρ is contained in the Oseledets section of ν in
case the two conditions are satisfied
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1. ΘLy (ρ) ⊂ ΘLy (ν). In this case there is the fibration p : QOΘLy(ρ) →
QOΘLy(ν).
2. p (imχρ) ⊂ cl (imχ), where χ is the Oseledets section of ν.
The second condition implies that the image of the sections ξρ and ξρ∗
project onto the cl (imξ) and cl (imξ∗), by the fibrations EΘLy(ρ) → EΘLy(ν)
and EΘ∗
Ly
(ρ) → EΘ∗
Ly
(ν), respectively.
Since the attractor and repeller measures for ρ desintegrate according to
the sections ξρ and ξρ∗, respectively, it follows that the second and third
conditions above is equivalent to have χρ contained in χ.
10 Sufficience of the conditions
We apply here the main Lemma 8.1 to get sufficience of the conditions of the
last section and thus prove the following characterization for the equality of
Morse and Oseledets decompositions.
Theorem 10.1 Suppose the invariant measure on the base space is ergodic.
Then the three conditions together — bounded section (9.1), refinement of
Lyapunov spectrum (9.2) and attractor-repeller measures (9.3) — are neces-
sary and sufficient to have ΘLy = ΘMo and χLy = χMo.
As before we have the sections ξ : Ω→ EΘLy and ξ
∗ : Ω→ EΘ∗
Ly
, respec-
tively, that are combined to give the Oseledets section χLy : Ω ⊂ X → AΘLy .
We apply Lemma 8.1 with
1. A = cl (imξ), which is the support of the unique attrator measure µ+ΘLy
in EΘLy .
2. C = cl (imξ∗), which is the support of the unique repeller measure µ−ΘLy
in EΘ∗
Ly
, and
3. B = cl
⋃
w 6=1 stΘLy (x, w), x ∈ Ω. That is, B is the closure of the set of
elements that are not transversal to ξ∗ (x), x ∈ Ω.
Alternatively we have the following characterization of B in terms of the
closure of the dual section ξ∗.
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Proposition 10.2 An element v ∈ EΘLy belongs to B if and only if it is not
transversal to some w ∈ cl (imξ∗) in the same fiber as v.
Proof: Take local trivializations so that locally EΘLy ≃ U × FΘLy , EΘ∗Ly ≃
U × FΘ∗
Ly
(U ⊂ X open), ξ : U → FΘLy and ξ
∗ : U → FΘ∗
Ly
. If v = (x, b) ∈ B
then there exists a sequence (xn, bn) → v with bn not transversal to ξ
∗ (xn).
By taking a subsequence we can assume that ξ∗ (xn) converges to b
∗ ∈ FΘ∗
Ly
.
Then the pair (bn, ξ
∗ (xn)) converges to (b, b
∗) ∈ FΘLy × FΘ∗Ly . Now, the
set of nontransversal pairs in FΘLy × FΘ∗Ly is closed. Hence b and b
∗ are
not transversal, showing that v = (x, b) is not transversal to w = (x, b∗) ∈
cl (imξ∗).
Conversely, suppose that v = (x, b) ∈ EΘLy is not tranversal to w =
(x, b∗) ∈ cl (imξ∗). Then b∗ = lim ξ∗ (xn) with lim xn = x. By Lemma 2.1
there exists a sequence bn ∈ FΘLy such that bn is not transversal to ξ
∗ (xn)
and lim bn = b. Hence (xn, bn) ∈ B and lim (xn, bn) = (x, b) = v, showing
that v ∈ B.
Clearly, A, B and C are compact sets. Also, A and C are invariant be-
cause the sections ξ and ξ∗ are invariant, and since transversality is preserved
by the flow, it follows that B is invariant as well.
Now we verify that the assumptions of Lemma 8.1 hold in presence of
the three conditions of Theorem 10.1. Statements (3) and (4) of Lemma
8.1 are the same as the refinement of Lyapunov spectrum and attractor-
repeller measures conditions, respectively. Item (2) of Lemma 8.1 is the
above proposition. So it remains to prove that A and B are disjoint. This is
the only place where the bounded condition is used.
Proposition 10.3 A ∩ B = ∅. Precisely, if v ∈ A and w ∈ cl (imξ∗) then
v and w are transversal, and if v ∈ B then there exists w ∈ cl (imξ∗) in the
same fiber which is not transversal to v.
Proof: Since the restriction of fLy to RΩ is bounded its image in OLy =
Ad (G)HLy has compact closure. By the equality χLy (x) = p · fLy (p) (p ∈ Q
with pi(p) = x) it follows that cl (imχLy) is a compact subset of the bundle
Q×GOLy. After identifying OLy with an open subset of FΘLy×FΘ∗Ly we get a
section of Q×G
(
FΘLy × FΘ∗Ly
)
over Ω also denoted by χLy. The image of this
section is contained in the open subset of those pairs in Q×G
(
FΘLy × FΘ∗Ly
)
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that are transversal to each other. By compactness the closure of the image
of χLy contains also only transversal pairs.
Now let p : Q×G
(
FΘLy × FΘ∗Ly
)
→ EΘLy and p
∗ : Q×G
(
FΘLy × FΘ∗Ly
)
→
EΘ∗
Ly
be the canonical projections. Then
ξ = p ◦ χLy and ξ
∗ = p∗ ◦ χLy.
Hence by compactness p (cl (imχLy)) = cl (imξ) and p
∗ (cl (imχLy)) = cl (imξ
∗).
It follows that two elements v ∈ A = cl (imξ) and w ∈ cl (imξ∗) are transver-
sal to each other, if they are in the same fiber.
On the other hand if v ∈ B then by Proposition 10.2, there exists
w ∈ cl (imξ∗) such that v and w are in the same fiber and are not transversal.
Hence v /∈ A, concluding that A and B are disjoint.
End of proof of Theorem 10.1: By Lemma 8.1, A and B define a Morse
decomposition of EΘLy with A the attractor component. Hence A = cl (imξ)
contains the unique attractor component M+ΘLy of the finest Morse decom-
position of EΘLy . On the other hand by Proposition 6.4 the Oseledets com-
ponent imξ ⊂ M+ΘLy. Therefore A = cl (imξ) ⊂ M
+
ΘLy
, so that they are
equal.
11 Uniquely ergodic base spaces
When the flow on the base space has unique invariant (and hence ergodic)
probability measure ν the second and third conditions of Section 9 are mean-
ingless. Hence, in this case, a necessary and sufficient condition to have
equality of Oseledets and Morse decompositions is that the Oseledets section
for ν is bounded (first condition of Section 9).
From another point of view the Morse spectrum ΛMo of the attractor
component M+ is a compact convex set whose extremal points are Lya-
punov exponents given by integrals with respect to invariant measures on
the maximal flag bundle. By the results of Section 5 any such integral Lya-
punov exponent is a regular Lyapunov exponent of an invariant probability
in the base space. Just one of these Lyapunov exponents belongs to cla+,
which is the polar exponent HLy associated to the measure.
Hence, ΛMo has a unique extremal point in cla
+ if the flow on the base
space is uniquely ergodic.
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Proposition 11.1 Suppose that the flow on the base space X has a unique
invariant probability measure ν with suppν = X. Let HLy = HLy (ν) be
its polar exponent. Then ΛMo is the polyhedron whose vertices are wHLy,
w ∈ WΘMo.
Proof: Since the convex set ΛMo is invariant by WΘMo and HLy ∈ ΛMo we
have that the polyhedron with vertices in WΘMo (HLy) is contained in ΛMo.
Conversely, suppose that H is an extremal point of ΛMo. Then there exists
w ∈ W such that wH ∈ cla+. We claim that w ∈ WΘMo . In fact, by Weyl
group invariance of the Morse spectrum there exists a Morse component M
such that wH ∈ ΛMo (M) (see [22]). But the attractor component M
+ is
the only one whose Morse spectrum meets cla+. So that M =M+ and
wH ∈ ΛMo = ΛMo (M
+) and since the spectra of distinct Morse components
are disjoint we have wΛMo = ΛMo, implying that w ∈ WΘMo .
Now wH ∈ cla+ is an extremal point of ΛMo = wΛMo hence wH = HLy.
Therefore, WΘMoHLy is the set of extremal points of ΛMo, concluding the
proof.
Theorem 11.2 Suppose that the flow on the base space X has a unique in-
variant probability measure ν with suppν = X. Then the following conditions
are equivalent.
1. ΘLy = ΘMo.
2. The Oseledets section for ν is bounded.
3. α (ΛMo) = {0} for all α ∈ ΘMo.
If these conditions hold then ΛMo = {HLy}.
Proof: As mentioned above the equivalence between the first two conditions
is a consequence of the main Theorem 10.1 and the fact that ν is the only
ergodic measure on X . Now, ΘLy = ΘMo means that α (HLy) = 0 for all
α ∈ ΘMo. If this happens then any α ∈ ΘMo annihilates on the polyhedron
with vertices wHLy, w ∈ WΘMo . Hence α ∈ ΘMo is zero on ΛMo by the
above proposition. Conversely, if (3) holds then α (HLy) = 0 for all α ∈ ΘMo,
because HLy ∈ ΛMo.
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Finally, if α (HLy) = 0 for all α ∈ ΘMo then wHLy = HLy for every
w ∈ WΘMo so that ΛMo = {HLy} by the previous proposition.
By piecing together known results in the literature we can have examples
of flows over uniquely ergodic systems for which ΘLy 6= ΘMo. Indeed as
proved by Furman [13] the Lyapunov spectrum is discontinuous at a non-
uniform cocycle with values in Gl (d,R), that is, at a flow on the trivial bundle
X×Gl (d,R). The result of [13] (see Theorem 5) makes the assumption that
the flow on the base space is equicontinuous, which is satisfied, e.g., by the
translations on compact groups, like an irrational rotation on the circle S1.
Now in Herman [15] there is an example of a non-uniform cocycle with
values in Sl (2,R) over the irrational rotation. Thus that example is a dis-
continuity point of the Lyapunov spectrum. Finally, in Section 13 below we
prove continuity of the whole Lyapunov spectrum if ΘLy = ΘMo. Hence, we
get ΘLy 6= ΘMo for the example in [15].
12 Product of i.i.d. sequences
The product of independent identically distributed (i.i.d.) random elements
in G yield flows on product spaces X ×G with plenty of invariant measures
on X . In this section we provide an example such flow that violates the
second condition of Section 9 and hence has distinct Morse and Oseledets
decompositions.
Let C ⊂ G be a compact subset and form the product X = CZ endowed
with the compact product topology. The shift τ ((xn)) = (xn+1)n∈Z is a
homeomorphism and hence defines a continuous flow on X .
Now, let µ be a probability measure with suppµ = C and take the product
measure µ×Z on X . Then µ×Z is ergodic with respect to the shift τ and
suppµ×Z = X .
These data defines the continuous flow φµn on X × G by φ
µ
n (x, g) =
(τn (x) , ρµ (n,x) g), where x = (xn)n∈Z ∈ C
Z ⊂ GZ and
ρµ (n,x) =
{
xn−1 · · ·x0 se n ≥ 0
x−11 · · ·x
−1
n se n < 0.
The a-Lyapunov spectrum of φµ were finded by Guivarch’-Raugi [14]. To
state their result we recall the following concepts.
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1. A subgroup H ⊂ G is totally irreducible if it does not leave invariant a
subset which is a finite union of complements of Bruhat cells in their
respective closures (Schubert cells).
2. A sequence gn ∈ G is said to be contracting with respect to the maximal
flag manifold if its polar decomposition gn = unhnvn ∈ K (clA
+)K is
such that
lim
n→∞
α (log hn) =∞
for every positive root α.
Now denote by Gµ and Sµ the subgroup and semigroup generated by
suppµ = C, respectively. Then we have the following result of [14], Theorem
2.6.
Theorem 12.1 Let µ be a probability measure on G, and suppose that
1. the subgroup Gµ is totally irreducible.
2. The semigroup Sµ has a contracting sequence with respect to F.
Then the polar exponent of φµ is regular, that is, belongs to a+. This
means that ΘLy
(
µ×Z
)
= ∅.
Both conditions of this theorem are satisfied if Sµ has nonempty interior
in G:
1. If intSµ 6= ∅ then Gµ = G because G is assumed to be connected.
2. If intSµ 6= ∅ then there exists a regular h ∈ intSµ (see [20], Lemma
3.2). Then hn ∈ Sµ is a contracting sequence with respect to F.
Hence we get the following consequence of Guivarch’-Raugi [14] result.
Corollary 12.2 If intSµ 6= ∅ then ΘLy (φ
µ) = ∅.
Now it is easy to give an exemple that does not satisfy the second condi-
tion of Section 9 and hence ΘLy (φ
µ) 6= ΘMo (φ
µ). In fact, take a a nonregular
element h = expH ∈ clA+, that is, Θ (H) = {α ∈ Σ : α (H) = 0} 6= ∅ and a
probability µ whose support C contains h in its interior. For instance
µ =
1
I
f · η
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where η is Haar measure and I =
∫
G
f (g) η (dg) < ∞ with f : G → R a
nonnegative function with suppf = C.
Let ρ = δ
xh
be the Dirac measure at the constant sequence xh = (xn)n∈Z,
xn = h. Clearly ρ is τ -invariant and ergodic. Since
φµn (xh, 1) = (τ
n (xh) , ρ (n,xh)) = (xh, h
n)
the polar exponent of δ
xh
is
lim
n→+∞
1
n
log hn = log h = H
which is not regular. Hence ΘLy (δxh) = Θ (H) 6= ∅ is not contained in
ΘLy
(
µ×Z
)
= ∅. Therefore, the second condition of Section 9 is violated and
the flag types ΘLy (µ
×µ) and ΘMo (φ
µ) are different.
13 Continuity of the Lyapunov spectrum
In this section we apply the differentiability result of [12] to show that the
equality ΘLy = ΘMo implies continuity of the Lyapunov spectrum by pertur-
bations of the original φ that do not change the flow on the base space.
Let G = G (Q) be the gauge group of Q → X , that is, the group of
automorphisms of Q that project to the identity map of X . It is well known
that G is a Banach Lie group.
If σ ∈ G then φ and σφ induce the same map on X and hence have the
same ergodic measure ν. Denote by HσφLy the polar spectrum σφ with respect
to ν. Assume as before that ν has full support. Then we have the following
continuity result.
Theorem 13.1 If ΘLy (φ) = ΘMo then the map σ ∈ G 7→ H
σφ
Ly ∈ cla
+ is
continuous at σ = id.
We work out separetely the proof for Sl (n,R) in order to explain it in
concrete terms. For this group a is the algebra of zero trace diagonal matrices
and a+ are those with strictly decreasing eigenvalues. The simple set of roots
is Σ = {α1, . . . , αn−1} where αi = αi,i+1 = λi − λi+1 and λi ∈ a
∗ maps the
diagonal H ∈ a to its i-th diagonal entry. We denote by ∆ = {δ1, . . . , δn−1}
the set of fundamental weights, which is defined by
2〈αi, δj〉
〈αi, αi〉
= δij
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and is given by δj = λ1+ · · ·+λj . The Morse decomposition of φ on the flag
bundles are determined by the subset ΘMo ⊂ Σ. Alternatively we can look
at the partition
{1, . . . , n} = {1, . . . , r1} ∪ {r1 + 1, . . . , r2} ∪ · · · ∪ {rk + 1, . . . , n}
where Σ\ ΘMo = {αr1 , . . . , αrk}. From the partition we recover ΘMo as the
set of αj,j+1 such that if [r, s] is the interval of the partition containing j then
r ≤ j < s.
For H ∈ cla+ with α (H) = 0 for all α ∈ ΘMo its eigenvalues ai are such
that ai = aj if the indices i, j belong to the same set of the partition. If fur-
thermore H is such that ΘMo = {α ∈ Σ : α (H) = 0} then the multiplicities
of the eigenvalues of H are the sizes of the sets of the partition.
Hence ΘLy = ΘMo means that the multiplicities of the Lyapunov expo-
nents are given by the partition associated to ΘMo.
Now, it was proved in [12] that the map
σ ∈ G 7→ δj
(
HσφLy
)
∈ R+
is differentiable at σ = id for any index j such that αj,j+1 /∈ ΘMo. Since ∆ is
a basis of a∗ we get continuity of HσφLy if we prove that δj
(
HσφLy
)
is continuous
when αj,j+1 ∈ ΘMo.
For this purpose we recall from [1] that δj
(
HσφLy
)
is obtained as a limit
furnished by the sub-additive ergodic theorem. Namely,
δj
(
HσφLy
)
= lim
1
k
δj
(
a
+
σ (k, x)
)
= inf
k≥1
1
k
∫
δj
(
a
+
σ (k, x)
)
ν (dx) (2)
where a+σ (k, x), x ∈ X , is the polar component of the flow define by σφ.
(See Section 3.2 in [1]. Since δj is a fundamental weight δj (a
+
σ (k, x)) is a
sub-additive cocycle on the base space. As showed in [1] this cocycle can be
written as a norm in the space of a representation of G, which in this case is
the j-fold exterior product of Rn.)
By (2) we have that σ 7→ δj
(
HσφLy
)
is upper semi-continuous.
To prove continuity take j with αj,j+1 ∈ ΘMo and let [r, s], r ≤ j < s, be
the interval of the partition that contains j. Assume by contradiction that
there exist c > 0 and a sequence σk ∈ G converging to id such that
δj
(
HσkφLy
)
< δj
(
HφLy
)
− c.
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Then we have two cases:
1. s < n. Then αs,s+1 /∈ ΘMo, so that σ 7→ δs
(
HσφLy
)
is continuous. The
same way δr−1
(
HσφLy
)
is continuous (where δr−1 = 0 if r = 1). Then
for large k we have
δr−1
(
HσkφLy
)
> δr−1
(
HφLy
)
− c/2.
Since λi1 ≥ λi2 on cla
+ if i1 ≤ i2 and the polar exponents H
σkφ
Ly ∈ cla
+
we get
δj
(
HφLy
)
− c > δr−1
(
HσkφLy
)
+ (j − r + 1) λj
(
HσkφLy
)
.
Hence for large k we have
δj
(
HφLy
)
− c > δr−1
(
HφLy
)
− c/2 + (j − r + 1)λj
(
HσkφLy
)
that is,
λj
(
HσkφLy
)
<
1
(j − r + 1)
(
δj
(
HφLy
)
− δr−1
(
HφLy
)
− c/2
)
.
By the inequality δs = δj + λj+1+ · · ·+ λs ≤ δj + (s− j) λj that holds
on cla+ we get
δs
(
HσkφLy
)
≤ δj
(
HφLy
)
−c+
s− j
j − r + 1
(
δj
(
HφLy
)
− δr−1
(
HφLy
)
− c/2
)
.
(3)
Now we use the assumption ΘLy (φ) = ΘMo which implies that δj
(
HφLy
)
=
δr−1
(
HφLy
)
+(j − r + 1) λj
(
HφLy
)
and δs
(
HφLy
)
= δj (HLy (φ))+(s− j)λj
(
HφLy
)
.
Hence the last term in (3) becomes
s− j
j − r + 1
(
(j − r + 1) λj
(
HφLy
)
− c/2
)
= (s− j)λj
(
HφLy
)
−
s− j
j − r + 1
c
2
,
so that for large k it holds
δs
(
HσkφLy
)
≤ δs
(
HφLy
)
−
s− j
j − r + 1
c
2
(4)
which contradicts the continuity of δs
(
HσφLy
)
.
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2. s = n. If r = 1 then ΘLy (φ) = ΘMo = Σ so thatH
φ
Ly = 0 and continuity
follows by upper semi-continuity. When r 6= 1 we get continuity of
δr−1
(
HσφLy
)
. By arguing as in the first case we get the same estimate
(4) for 0 = δn = λ1 + · · ·+ λn, which is a contradiction.
This proves Theorem 13.1 for the group Sl (d,R).
Now we consider a general semi-simple group G. As before let Σ =
{α1, . . . , αl} and ∆ = {δ1, . . . , δl} be the simple system of roots and fun-
damental weights, respectively. Given Θ ⊂ Σ let ∆Θ ⊂ ∆ be the set of
fundamental weights δj such that the root with the same index αj ∈ Θ. We
put
a (Θ) = span (Θ) aΘ = span (∆ \∆Θ) .
These subspaces are orthogonal to each other, and since Θ ∪ (∆ \∆Θ) is a
basis of a∗ we have a = a (Θ)⊕ aΘ.
The proof of continuity will be an easy consequence of the following al-
gebraic lemma.
Lemma 13.2 If δ ∈ ∆Θ then its coordinates with respect to Θ ∪ (∆ \∆Θ)
are nonnegative.
Proof: Let γ1 and γ2 be the orthogonal projections of δ on a (Θ) and aΘ,
respectively. First we check that the coefficients of γ1 with respect to Θ
are nonnegative. By definition there exists just one root α ∈ Θ such that
2〈α, δ〉/〈α, α〉 = 1 and 2〈β, δ〉/〈β, β〉 = 0 if β 6= α. But if β ∈ Θ then
2〈β, δ〉/〈β, β〉 = 2〈β, γ1〉/〈β, β〉. Hence γ1 is a fundamental weight for the
root system defined by Θ. Its coefficients with respect to Θ are the entries
of the inverse of the Cartan matrix, which are nonnegative.
As to γ2 it is given by the mean
γ2 =
1
|WΘ|
∑
w∈WΘ
wδ,
because γ2 is orthogonal to Θ and hence wγ2 = γ2 for every w ∈ WΘ.
Moreover, 〈Θ〉 is a root system in a (Θ) with Weyl group WΘ which has no
fixed points in a (Θ) besides 0. Hence the mean applied to γ1 is 0 since it is
a fixed point.
Now if a+ = {β ∈ a∗ : ∀α ∈ Σ, 〈α, β〉 > 0} is the Weyl chamber in a∗
then the fundamental weight δ ∈ cla+. Hence
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γ2 ∈ WΘ
(
cla+
)
=
⋃
w∈WΘ
w
(
cla+
)
because WΘ (cla
+) is a cone. On the other hand if β /∈ Θ and γ ∈ WΘ (cla
+)
then 〈β, γ〉 ≥ 0 (see e.g. [22], Lemma 7.5). But
γ2 =
∑
β /∈Θ
2〈γ2, β〉
〈β, β〉
δβ
where δβ is the fundamental weight corresponding to β. Hence the coeffi-
cients of γ2 are nonnegative, concluding the proof.
Proof of Theorem 13.1 for G semi-simple: Let Θ = ΘLy (φ) = ΘMo and
take δ ∈ ∆Θ. Then σ 7→ δ
(
HσφLy
)
is upper semi-continuous. Write
δ =
∑
α∈Θ
aαα +
∑
δ∈∆\∆Θ
bδδ.
with aα ≥ 0 by the lemma. We have
δ
(
HσφLy
)
=
∑
α∈Θ
aαα
(
HσφLy
)
+
∑
λ∈∆\∆Θ
bλλ
(
HσφLy
)
where the last sum is continuous by the differentiability result of [12]. Hence
the first sum is upper semi-continuous as well. The assumption ΘLy (φ) =
ΘMo implies that the first sum is zero at σ = id. Since it is nonnegative
because α
(
HσφLy
)
≥ 0 and aα ≥ 0 we conclude that δ is continuous at id,
proving Theorem 13.1.
It remains to consider the reductive groups, which amounts to check con-
tinuity of the central component defined in Section 3.3 of [1]. The continuity
of this component holds without any further assumption. This is because
this central component is given by an integral∫
a+σ (1, x) ν (dx)
on the base space whose integrand is the time 1 of a cocycle a+σ (n, x) that
depends continuously of σ ∈ G (see [1] for the details).
40
References
[1] L. A. Alves and L. A. B. San Martin: Multiplicative ergodic theorem
on flag bundles of semi-simple Lie groups. Discrete and Contin. Dynam.
Systems A, 33 (2013), 1247-1273.
[2] C. J. Braga Barros and L. A. B. San Martin: Chain transitive sets for
flows on flag bundles. Forum Math., 19 (2007), 19-60.
[3] L. Arnold: Random Dynamical Systems. Springer Monographs in Math-
ematics, Springer-Verlag (1998).
[4] L. Arnold, N. D. Cong and V.I. Oseledets: Jordan normal form for
linear cocycles. Random Oper. Stochastic Equations, 7 (1999), 303-358.
[5] C. Bonatti, L. J. Diaz and M. Viana: Dynamics beyond uniform hyper-
bolicity. Encyclopedia of mathematical sicences 102. Springer (2005).
[6] I. U. Bronstein and V. F. Chernii: Linear extensions satisfying Perron’s
condition I. Diff. Equations, 14 (1978), 1234-1243.
[7] F. Colonius and W. Kliemann: The dynamics of control. Birkha¨user,
Boston (2000).
[8] Conley C., Isolated invariant sets and the Morse index. CBMS Regional
Conf. Ser. in Math., 38, American Mathematical Society, (1978).
[9] J. J. Duistermat, J. A. C. Kolk, V. S., Varadarajan: Functions, flows
and oscilatory integral on flag manifolds. Compositio Math., 49 (1983),
309-398.
[10] R. Feres: Dynamical Systems and Semisimple Groups, an Introduction.
Cambridge University Press (1998).
[11] T. Ferraiol, M. Patra˜o and L. Seco: Jordan decomposition and dynamics
on flag manifolds. Discrete Contin. Dynam. Systems A, 26(3) (2010).
[12] T. Ferraiol and L. A. B. San Martin: Differentiability of Lyapunov Ex-
ponents and Morse Decompositions. To appear.
41
[13] A. Furman: On the multiplicative ergodic theorem for uniquely ergodic
systems. Ann. Inst. Henri Poincare´ (Probabilite´s et Statistiques), 33
(1997), 797-815.
[14] Y. Guivarch’ and A. Raugi: Frontie`re de Furstenberg, propriete´s de con-
traction et the´ore`mes de convergence. Probability theory and related
topics, 69 (1985), 187-242.
[15] M. R. Herman: Construction d’un diffeomorphisme minimal d’entropie
topologique non nulle. Ergod. Th. and Dyn. Sys., 1 (1981), 65-76.
[16] A. W. Knapp: Lie groups beyond an introduction (Second Edition),
Progress in Mathematics 140, Birkha¨user (2004).
[17] M. Patra˜o and L. A. B. San Martin: Chain recurrence of flows and semi-
flows on fiber bundles. Discrete Contin. Dynam. Systems A, 17 (2007),
113-139.
[18] M. Patra˜o, L. A. B. San Martin and L. Seco: Conley indexes and stable
sets for flows on flag bundles. Dyn. Syst., 24 (2009), 249-276.
[19] D. Ruelle: Ergodic theory of differentiable dynamical systems. Publ.
Math. IHES, 50 (1979), 27-58.
[20] L.A.B San Martin: Invariant Control Sets on Flag Manifolds. Math. of
Control, Signal and Systems, 6 (1993), 41-61.
[21] L.A.B. San Martin: Maximal semigroups in semi-simple Lie groups.
Trans. Amer. Math. Soc., 353 (2001), 5165-5184.
[22] L. A. B. San Martin e L. Seco: Morse and Lyapunov Spectra and Dy-
namics on Flag Bundles. Ergod. Th. & Dynam. Sys. 30 (2010), 893-922.
[23] J. Selgrade: Isolate invariant sets for flows on vector bundles. Trans.
Amer. Math. Soc., 203 (1975), 259-390.
[24] G. Warner: Harmonic analysis on semi-simple Lie groups I. Springer-
Verlag (1972).
[25] R. Zimmer: Ergodic Theory and Semisimple Groups. Monographs in
Mathematics 81, Birkha¨user (1984).
42
