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ABSTRACT
ESTIMATING THE PARAMETERS OF 
TRUNCATED DISTRIBUTIONS
Mukul Mohan Mittal 
Old Dominion University, 1984 
Director: Dr. Ram C. Dahiya
The problem considered here is the estimation of the parameters 
of some special truncated distributions. If the sample observations 
are restricted to the interval [0, T] with T known, then it is 
well known in the literature that the method of maximum likelihood 
fails to provide a finite estimate, for the mean of an exponential 
distribution, whenever the sample mean is greater than T/2 (Deemer 
and Votaw, 1955, Ann. Math. Statist. 26, 4-98-504). Not so well known 
is the nonexistence of the maximum likelihood estimator (m.l.e.), 
under certain conditions, for the scale parameter of a gamma distri­
bution from a truncated sample, when the shape parameter of the dis­
tribution is assumed known (Broeder, 1955, Ann. Math. Statist. 26, 
659-663). The above-mentioned results do not hold when the sample 
observations are truncated to an infinite interval, say to [T, °°), 
in which case the m.l.e. exists with probability one.
This research deals with similar results pertaining to the 
estimation of mean and standard deviation of a normal distribution 
from a doubly truncated sample, such that the sample observations 
are within the interval [A, B], - °°<A<B<°°, A and B known.
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It is proved here that the m.l.e.'s (which are the same as the 
moment estimators) of these parameters are nonexistent with posi­
tive probability. The cases for the two-parameter gamma and 
Weibull distributions are also examined with the help of Broeder's 
technique of standardizing the truncation interval to [0, 1] 
through a simple transformation.
In the cases considered here, the m.l.e.'s even when they 
exist, exhibit a tendency of blowing up near the upper boundary 
of the interval of their existence. In order to correct this 
problem, as well as to find estimators that exist with probability 
one, the class of Bayes modal, or modified maximum likelihood esti­
mators is considered. The Bayes modal estimators were introduced 
by Blumenthal and Marcus (1975, J. Amer. Statist. Assoc. 70, 913- 
922). A new estimation procedure combining the m.l.e. and the 
Bayes modal estimator, called the mixed estimator, is proposed 
here. Simulations provide the comparison of the aggregate beha­
vior of the m.l.e.'s, the modal estimators, and the mixed esti­
mators.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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1. INTRODUCTION
Estimating the parameters of an assumed distribution, based 
on the truncated samples, is a common problem in quality control, 
life testing, and a large number of other areas. In quality 
control, a range may be specified for the dimensions of a manu­
factured product, and the items falling outside the range are 
rejected. Given a sample of passed items, the interest mil 
center on estimating the parameters of the original manufacturing 
process. In an example given by Cohen (1957), a sample of bush­
ings is sorted through go, no-go gauges, with the result that 
items having diameters less than 0.5985 inch or more than 0.6015 
inch are discarded. Under the normal distribution assumption, 
this is a sample from a doubly truncated normal distribution. 
Knowledge of the mean and standard deviation of the original 
(complete) normal process will lead to the determination of the 
distributional structure of the truncated normal model.
In life testing, a number of items are put on test for a 
fixed period of time. The type of items that are subject to 
failure are unknown. Failures occurring within the time interval 
only are observable and the total number of items put on test is 
unknown. An example of this type of situation is given in Blu- 
menthal and Marcus (1975). It consists of putting M items on 
life test for T (fixed) hours where N (unknown) of the items
1
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have a certain defect and items with this defect can he identified 
only after failure. The variable of interest is the lifetime of 
an item with this particular defect.
A number of other examples considered in the literature, 
including the special distributions used, can be found in the 
survey article by Blumenthal (1981). A number of distributions 
are considered, important among them being Poisson, negative 
binomial, normal, exponential, gamma, Weibull,, and log normal. 
Sometimes, the interest is not restricted to the estimation of 
the parameters alone but may extend to the estimation of the 
functions of these parameters. For example, Holla (1967), Sathe 
and Varde (1969) and Nath (1975) deal with unbiased estimation of 
the reliability function when the underlying models are the 
truncated exponential and gamma. Density estimation for the 
truncated normal (Crain, 1979) and estimating the probability of 
zero class for the truncated Poisson (.Dahiya and Gross, 1973) 
are other examples of this type.
In addition to the examples leading to the generation of 
truncated data cited by Blumenthal (1981), Deemer and Yotaw (DV) 
(1955) apply the truncated exponential model to the radial error, 
or the distance from the aiming point to the point of impact, in 
bombing accuracy studies. Truncation arises since, for example, 
in gun camera missions, the area of observation is restricted by 
the view angle of the camera. Also, the truncated normal model 
is sometimes used for inverse regression. In some situations, 
it might be more appropriate to use a truncated distribution to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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model the observations, where a complete distribution is used 
currently. A case in point is the data on grade point averages 
of college students which is restricted on the interval [2, 4] 
and the complete normal distribution is commonly used as the 
basis for analysis. Unless the standard deviation of•the complete 
model is really very small, the truncated normal would fit the 
data much better than the complete normal. It will be more so 
since, unlike complete normal, the truncated normal does not need 
to be symmetric about the mean. The population of heights, 
weights, and scores in an examination are other examples of 
this type where the truncated distributions might be more appro­
priate .
The notion of truncation has to be distinguished from that 
of censoring wherein the total sample size (N), and hence the 
number of missing observations, is known. Literature on censor­
ing to life testing, reliability problems, survival distributions 
and biomedical applications is collected and presented in a sys­
tematic manner in the books by Mann, Schafer and Singapurwalla 
(1975), Gross and Clark (1975), and Lawless (1982),
Truncated sampling problems can be classified into two main 
types. One type calls for the estimation of the unknown number 
of missing observations or the total sample size. Estimation of 
the other parameters is only incidental in this type of problem.
A number of papers have dealt with this situation such as Sanathanan 
(19.72, -1977), Dahiya and Gross (1973), Blumenthal and Marcus (.1975), 
Blumenthal (1977), Blumenthal, Dahiya and Gross (1978), Dahiya
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(1980), Watson and Blumenthal (1980), and Blumenthal (1981). The 
second type of trunualed sampling problem focuses on the estimation 
of the distributional parameters although the number of missing 
observations is unknown. Estimation on the basis of truncated 
samples in the literature has largely been done using the condi­
tional approach in which the unknown total sample size is elimi­
nated from consideration by assuming the number of observations 
to be fixed and then examining the conditional distribution of 
the available observations, namely, the truncated distribution.
With this conditional approach, Deemer and Votaw (1955) (DV)
prove that the maximum likelihood estimator (m.l.e.) of the mean
of an exponential distribution from a sample truncated on (0, T)
does not exist (becomes infinite) for certain samples. It is
suggested in loc. cit. that if the parameter involved in the density
is the reciprocal of the mean, there is no problem in estimating
the parameter as the m.l.e. is now zero in the situation mentioned*
above. This, however, only masks the problem since estimating the 
mean of a distribution is of importance. Broeder (1955) has 
proved a similar result regarding the nonexistence of the m.l.e. 
for the scale parameter of the gamma distribution (shape parameter 
assumed known). Interestingly, no such problem of nonexistence 
occurs if the truncation is to an infinite interval, say to (T, 00).
In this dissertation, we prove that the m.l.e.'s of the para­
meters of the doubly truncated normal distribution do not exist 
with positive probability. The case of the truncated Weibull 
distribution with both parameters (.shape and scale) unknown is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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also considered, wherein we have attempted to prove that the 
m.l.e.'s of the parameters are again nonexistent with positive 
probability. The truncated gamma distribution with both para­
meters (shape and scale) unknown proves rather intractable mathe­
matically, but we include it for completeness sake. It is our 
belief that whenever a seale-parameter-.dependent continuous 
density with infinite support is truncated to a finite interval, 
the m.l.e.'s would be nonexistent with positive probability.
This being the case, we restrict our attention to some special 
distributions truncated to a finite interval in this dissertation 
and the conditional approach is used exclusively.
The common cure in the literature to the problem of the 
blowing up of the m.l.e.'s has been to reparametrize by consi­
dering the reciprocal of the original parameter with the result 
that the m.l.e. of the new parameter assumes the value zero.
This strategy only skirts the issue since both zero and infinity 
are values which do not belong to the parameter space of the 
distribution. (The strategy has one advantage though: the esti­
mator has finite expectation now.) A more positive approach 
to the taking care of this problem is to be found in the modified 
meYi'muTT) likelihood estimators or the Bayes modal estimators, 
first considered in Blumenthal and Marcus (1975) and developed 
further subsequently by Blumenthal (.1977), Blumenthal, Dahiya 
and Gross (.1978), and Watson and Blumenthal (1980). The approach, 
consists of multiplying the likelihood of the sample by a weight 
function (prior density) involving the parameter and then maxi-
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
mizing the resulting modified likelihood (posterior density).
The first two sections of chapter two review some literature 
pertaining to the problem of finding the m.l.e.'s from the normal, 
exponential, gamma and Weihull distributions. Section 2.3 deals 
with a review of the methods of modified maximum likelihood esti­
mation, including a discussion on the stochastic expansions for 
these estimators, in order to study their asymptotic properties. 
Chapter three is devoted to the doubly truncated normal distri­
bution for which we consider the proof of nonexistence of the 
m.l.e.'s of the parameters, derivation of the Bayes modal esti­
mators, asymptotic variances of the m.l.e.'s, and simulation 
results comparing the aggregate behavior of the m.l.e.'s with 
that of the Bayes modal estimators. A new estimator, called the 
mixed estimator, which combines the Bayes modal estimator and the 
m.l.e. (when it exists and behaves rather well), is also proposed 
there. Much of the same is considered for the gamma and Weibull 
distributions in chapter four. The truncated Weibull, when the 
scale and the shape parameter are both unknown is discussed in 
detail - the existing literature does not deal with the non­
existence of the m.l.e.'s in this case.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2. REVIEW
In this chapter, we review some literature dealing with the 
maximum likelihood estimation for the parameters of the doubly- 
truncated normal distribution (section 2.1) and also of the trun­
cated exponential, gamma and Weibull distributions (section 2.2). 
Methods of Bayes modal estimation, especially with reference to 
the large sample properties based on the stochastic expansions 
of the estimator, are discussed in section 2.3.
2.1 The Doubly Truncated Normal Distribution
We consider here the problem of estimating the parameters 
of a doubly truncated normal distribution defined below.
Definition. A random variable has a doubly truncated normal 
distribution if its probability density function is
expC -(. x-p)2 /2a2 ]
f(x;p,a) = — rx--------:--------- - , (2,1)
JA expC-(t-p)2/2a2]dt
A ^ x S B ,  - oo<y<ooJ 0 < a < °°. The lower and upper trunca­
tion points are A and B respectively. The probability for 
the complete normal distribution below A and above B are the 
degrees of truncation. The distribution is singly truncated from
7
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above or below, if A is replaced by - 00 or B by » res­
pectively. As noted earlier, we shall deal with the double trun­
cation exclusively, since the single truncation does not pose 
any problem regarding the existence of the m.l.e.'s of the para­
meters. Also we assume that A and B are known, which is 
commonly the case.
Let X-̂ ,X2,... ,Xn be independent and identically distributed 
random variables with density (2.1). It is common knowledge that 
the maximum likelihood estimation of y and a from this sample 
is equivalent to estimation by equating the first and second sample 
and population moments (i.e., by the method of moments) (Johnson 
and Kotz, 1970 (JK)). The objective then is to try to solve two 
rather complicated non-linear equations in two unknowns. Some 
earlier attempts for this in the literature are by Cohen (1950a) 
and Cohen (1957). An iterative procedure for similar equations 
for the case of double censoring is given by Harter and Moore (1966), 
The maximum likelihood (m.l.) equations are (cf. Cohen, 1950a)
a(h0-Zl) - n1 = 0,
(B-A)exp( -z?,/2) (2.2)
  3 - n 2 ‘ 0 ,
$(z2)-f(z1)
exp(-z*/2)-exp(-z|/2)
where z, = (A-y)/a, z„ = (B-y)/cr, hn = -------------------- ,
1 2 ° $(z2M ( z 1)
Dv = E(x.-A)Vn, k=l,2, and <$( .) is the emulative function (dis-K 1
tribution function) of the complete normal distribution.
Using a modified Newton-Raphson method for solving two equa­
tions in two unknowns, iterative solution for (a,z^) is found,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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which in turn provides the estimate for y.
A chart simplifying the process of estimation is presented 
by Cohen (1957). The chart can be used to read rough estimates 
of y and 0, for given sample moments. If more accurate values 
are needed, the rough estimates can be used as convenient starting 
values for an iterative solution. Slight modification in (2.2) 
is carried out, (a) on replacing a by (B-A)/(z2-zi ) w^ere zj_ 
and Zg are the standardized ordinates for the truncation points 
as defined earlier, and (b) by writing the second equation in 
terms of the central moments in place of the earlier version con­
taining the moments about the point A. The new equations are
[(h„-z )/(z?-z, )] - [q /(B-A)] = 0,° 1 2 1 1 ( 2 J )
[ ( 1+1̂ -IIq )/( z2~z2_ )21 - Cs2/(B-A)2] = 0,
z., exp( -z2/2)-z?exp( -z2/2) _
where tu, = ------------------------  and s2 = l(x.-x)2/n.
$( z2)-$(z1)
The chart consists of sets of two curves, one for the values 
of r)̂ /(B-A) = (x-A)/(B-A) (from 0.175 to 0.825), another for 
s2/(B-A)2 (from 0.015 to 0.0833). The values for ẑ  and z2 
can be read on the two vertical axes for given values of (x-A)/(B-A) 
and s2/(B-A)2. Estimation of y and a follows from: 
o = (B-A)/(z2~ẑ ), y = A - oẑ . The tables used to prepare the 
chart were taken from a report by Thomson, Friedman and Garelis
(1954), which was not available to us. (An apparently smaller 
table incorporating the first two moments of the truncated normal 
distribution, as functions of y and a, for different repre-
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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sentative degrees of truncation is available in JK (p,84).)
A closer examination of the chart reveals that there is no 
suggestion of having a curve for values of s2/(B-A)2 greater 
than 0.0833 = 1/12, while it, is quite possible that s2/(B-A)2 
be greater than 1/12. This seems to be the only (faint at best) 
indication to the presence of the fact that the m.l.e.'s of y 
and ct do not exist for s2 > (B-A)2/12 (to be proved in chapter 
three).
A recent paper on the problem of the existence of the m.l.e.'s 
from the doubly truncated normal samples is that by Crain (1979).
He transforms the interval [A, B] into [-1,1] by
y = u(x) = 2[(x-A)/(B-A)] - 1, (2.4)
A < x :£ B, with the inverse transformation being
x = w(y) = (B-A)(y/2) + (A+B)/2, (2.5)
-1 s y i 1. The corresponding reparametrization of the density 
function results in the parameter vector t = (x̂ , Xg) for the 





Applying results from the theory of exponential families of dis­
tributions, it is proved in loc. eit, that the m.l.e. of x 
exists with probability one if n s 2, Hence the m.l.e.1s of y
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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and a are also stated to exist with probability one if n £ 2. 
Results on the consistency and asymptotic normality of the m.l.e.'s, 
on the estimation of the density function and the distribution 
function are also stated.
At this point, two facts deserve attention. First, the trans­
formation of the truncation interval from [A, B] to [-1, 1] does 
not serve any useful purpose. On the other hand, it complicates 
the analysis and masks the problem by presenting the density in 
the form of the parameters without clear meaning, while the origi­
nal set of parameters identifies the mean and standard deviation 
of the complete normal distribution. Secondly, other arguments 
being valid, the author has not examined the possible values of 
and carefully. For example, a value of Tg = 0+ will
result in a2 = -°° (clearly untenable), and = 0- will give 
Q 2 = +0 0. Also the estimates of y will blow up in this situation. 
These estimates of y and az do not belong to the parameter 
space of the distribution and the m.l.e.'s are to be then called 
nonexistent. In the light of the results we prove in chapter 
three, it is obvious that the main result of Crain (1979) about 
the existence of the m.l.e.'s is in error.
Some results that have come to our attention recently regar­
ding this problem are available in Barndorff-Nielsen (1978). In 
an example on the existence of the m.l.e.'s from the doubly trun­
cated normal distribution, necessary and sufficient conditions 
for such existence are given. These conditions are rather diffi­
cult to check and are dependent on the whole previous development
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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of the subject based on the convex exponential family theory. In 
chapter three, we derive simple sufficient conditions) for the 
nonexistence of the m.l.e.'s in this case, which require rather 
elementary analysis.
2.2 The Truncated Exponential, Gamma and Weibull Distributions
We next consider other truncated distributions defined below. 
Definition. A random variable has a truncated exponential 
distribution with parameter 0 if its probability density function 
is
f(x;0) = exp( -x/0 )/[0(l-exp(-T/0))], (2.7)
0 < x < T, 0 < 0 < °°.
Definition. A random variable has a truncated gamma distri­
bution with shape parameter a and scale parameter 0 if its 
probability density function is
f(x;a,0) = xa- êxp( -x/0)/ /q ta-'*'exp( -t/0 )dt , (2.8)
0 £ x < T, 0 < a < °°, 0 < 0 < °°.
Definition. A random variable has a truncated Weibull distri­
bution with shape parameter a and scale parameter 0 if its 
probability density function is
f(x;a,0) = axa-^exp(-xa/0)/[0(l-exp(-Ta/0))], (2.9)
0 < x 2 T ,  0<a<°°, O<0<°°.
The truncated exponential is an obvious special case of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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truncated gamma and the truncated Weihull distributions both. The 
truncation point T is assumed known throughout.
Like the normal case, the moment estimator and the m.l.e. of 
0 are the same for the truncated exponential. Deemer and Votaw 
(1955) (DV) show that the m.l.e. of 0, say 0, is the solution 
of the equation
(x/T) = (0/T) - l/[exp(T/0)-l], (2.10)
if x < T/2, where x is the mean of the sample. If x > T/2, 
the likelihood of the truncated sample attains its maximum for
A A0 = <». JK comment on this situation that 0 = 00 "may be taken 
to mean that a truncated exponential distribution is inappropriate" 
and that a uniform (rectangular) distribution over .the interval 
[0, T] should be used instead. But one can easily visualize a 
situation where the sample has been specifically drawn from a trun­
cated exponential distribution with moderate value of 0 and
Astill the probability of 0 = 00 can be substantial. [For a table 
of the estimates of these probabilities, see Table 3, Blumenthal 
and Marcus (1975).]
Some other results pertaining to the truncated exponential 
are available in the literature, namely, a table for solving the 
equation (2.10) or giving the right hand side of (2.10) as a func­
tion of 0/T, the exact distribution of Ex  ̂ and an approxima­
tion to the distribution of x/T by a beta density. These are 
available in DV, Bain and Weeks (1964-), Bain et al. (1977), and JK.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Immediately following the DV paper (in the same issue of the 
Annals of Mathematical Statistics) appeared the paper hy Broeder
(1955) in which the m.l. estimation of 0 for the truncated gamma 
distribution, for known a, is discussed. The interval of the 
truncated sample values is first transformed from [0, T] to [0, 1]. 
This can he done without loss of generality hy transforming X to 
Y = X/T (since T is known) and the density of Y remains a 
truncated gamma density (same shape parameter, 0/T the new scale 
parameter). (The same technique is later applied with question­
able success by Crain (1979) for truncated normal. In this case, 
the density changes a great deal.) For the discussion that follows 
we assume that the sample values are truncated within the interval 
[0, 1].
The m.l. estimator and the moment estimator of 0 are again 
the same and § is the solution of the equation
_ /q taexp(-t/§)dt 
x = ------------------
/q ta- êxp( -t/§)dt
= ----SPU/8) ( (2al)
/q ta_ exp( -t/§ )dt
if x < a/(a+l). If x > a/(a+l), the likelihood of the trunca­
ted sample attains a maximum for § = °°. The right side of the 
equation (2.11) is the mean of the truncated gamma [E(X)] and 
is an increasing function of 0 since (3/90)E(X) = Var(x) > 0. 
Parallel to JK's comment about the unsuitability of the truncated
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exponential model, one can, in this case suggest that for x 
greater than a/(a + 1), the density given hy
f(x;a) = axa~\ 0  ̂x £ 1, a > 0, (2.12)
(which is the limit of f(.x;a,0) of (2.8) as 0 -*■ °°) would he more 
appropriate instead of the truncated gamma. Again we could he 
given a truncated sample specifically from the gamma distribution 
and x could still he greater than a/(.a + l) with positive 
probability. Broeder's density involves 1/0 in place of 0 
(which was also the case with DV's density for the truncated expo­
nential), and the m.l.e. of 1/0 takes value zero when x exceeds 
a/(a +1), hence seemingly no problem arises, but the parameter 
space of 1/0 is still restricted away from zero and the m.l.e. 
of 1/0 is nonexistent.
Inspite of Broeder's paper being in the same genre as that 
of DV, surprisingly little note has been taken of it in the later 
literature. JK do not mention his contribution in chapter 17, 
section 8.1 on the truncated gamma distribution (but do list the 
paper in the bibliography). Gross (1971), while proving monotoni­
city properties of the moments of the truncated gamma (and trunca­
ted Weibull), does not cite Broeder's work, even though Broeder 
also discusses monotonieity of the first moment of the truncated 
gamma as a function of 8. And subsequently, Gross and Clark 
(1975) do not refer to Broeder's work in their book which contains 
a separate section on the truncated gamma distribution.
For a unknown, the m.l. estimation leads to the comparison
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of the first population and sample moments of logX and X. Because 
the integral of probability density cannot he expressed in close 
form, it is particularly difficult to come up with a proof of the 
nonexistence of the m.l.e.'s of a and 0. Still an attempt is 
made in chapter four.
Following the traditional nomenclature of calling gamma type 
distributions as the Pearson Type III distributions, some authors 
have discussed the estimation of a and 0. They are Cohen (1950b, 
1951) (the moment estimators), Des Raj (1953) (the m.l. and moment 
estimators), Das (1955), Chapman (1956) and Iyer and Singh (1963) 
(the censored sample). Most of these papers express the density 
function in terms of the moments of the complete distribution (Des 
Raj assumes the third non-central moment of the distribution ]mown), 
commonly use iterative methods to solve equations in order to esti­
mate the parameters, and do not examine the question of the existe­
nce or nonexistence of the solution of equations.
As already noted, Gross (1971) proves monotonicity properties 
for the moments of the truncated gamma and Weibull distributions. 
Employing the total positivity technique, he proves for the trun­
cated gamma distribution that
(i) ŷ ,(0) is an increasing function of 0;
(ii) p^(a) is an increasing function of a;
(iii) [ŷ ,+1( 0)/ŷ ,(0)] is an increasing function of 0;
(iv) 0  ̂y( 0 ) :- aT/(a + l) for all 0 > 0; and
(v) 0 < y' (0)/y'(0) < (a + r)TS/(a + r + s) for all 0 s 0,I**r S I*
where y^ is the r-th moment about the origin, r > 0, s any
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positive integer and y = Except for the result (ii), rest of
the four results hold as it is, if the underlying distribution is 
the truncated Weibull. Harter and Moore (.1965, 1967) consider the 
m.l. estimation and asymptotic variances of the m.l.e.'s for the 
parameters of the gamma and Weibull distributions based on the 
censored samples.
A result like (iv) above for the truncated gamma cannot be 
used to prove the nonexistence of the m.l.e. of 0 for the trun­
cated Weibull, given a known, since the m.l.e. and the moment 
estimator are different here. But it does follow that, if in 
place of the m.l. estimation, we tried the method of moments, the 
moment estimator of 0 will still have a problem of blowing up 
whenever x exceeds aT/(a + l).
The nonexistence of the m.l.e. of 0 (for a known) for the
truncated Weibull is still not difficult to prove, given the pro- 
aperty that X = I is distributed as exponential, when X follows 
the Weibull distribution. It can be seen that the m.l.e. of 0,
Asay 0, is the solution of
(Ex“/nTa) = (0/Ta) - l/Cexp(Ta/0)-l], (2.13)
when Ex? < nTa/2, and 0 = 00 for Ex? > nTa/2. The limiting 
density as 0 -* °° is still (2.12), same as that for the truncated
OG OGgamma, which would seem to be appropriate if Ex^ > nT /2.
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2.3 The Bayes Modal Estimation
Working with the truncated exponential distribution, and 
estimating 0 and the total population size N, Blumenthal and 
Marcus (1975) note, quoting DV, that for small samples and moder­
ate probabilities of truncation, the estimate of N is infinite 
with surprisingly large probability and correspondingly the m.l.e. 
of 0 (conditional m.l.e. in their terminology) also fails to 
exist with this probability.
In order to avoid this problem they use the Bayes approach 
in which the likelihood of the truncated sample is multiplied by 
a prior density (conjugate prior) p(0) for 0 (and uniform prior 
for N) and is then maximized. The resulting estimators are then 
called the Bayes modal estimators or the modified maximum likeli­
hood estimators. Expansions for the estimators of N and 0 
allow the comparison between different types of estimators by 
concentrating on the first and second order properties. Stochastic 
expansions can also be used to find the optimum values of the para­
meters of the prior density.
In subsequent papers by Blumenthal (1977), Blumenthal, Dahiya 
and Gross (1978), and Watson and Blumenthal (1980), this method is 
applied to the general case tinder some mild regularity conditions 
and to other special distributions (e.g., Poisson). Optimum values 
for the parameters of the prior density are also obtained using 
the criteria of minimax bias and minimum mean square error. These 
and other developments are summarized in Blumenthal (1981).
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Since it will be useful later, a summary of the results, 
based on Blumenthal (.1982), is presented here. The estimation 
of N not being our concern, we restrict our attention to the 
estimation of 6. Sufficient regularity conditions for f(.x;0) 
and p(0) are assumed to hold.
Let f(x;0) be the truncated density with real 0 and 
p(0) an arbitrary weight function, then the modified likelihood 
is given by
Lm = [If(x.;0)]p(0), (2.14)
where the product extends over the range 1 £ i £ n, as are all 
the summations later on. We consider the expansion of the type
0 = 0 +  (a/Vn) + (b/n) + 0(n~3/2), (2.15)
for the Bayes modal estimator 0, which is the solution of the 
equation
0 = (3/30)logLm = ES(x.;0) + ?(0), (2.16)
where
S(x;0) = (3/90)log f(x,-0) = f'(x;0)/f(x;0),
(2.17)
S(0) = (9/90) log p(0) = p’(0)/p(0),
and the prime notation indicates differentiation w.r.t. 0.
Expanding S(x;0) and £(§) in Taylor series around S(x;0) 
and CO) respectively in (.2.16) and using the expansion (2.15), 
we obtain
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0 = n4(Zlv ^  +a.L01)
+ [bL01+aZ01/yQ^+(a2L001/2)+?] + 0(.n-i), (2,18)
where 1̂  = E[S(X;0)] = 0; L2 = E[S(X;0)]2; LQ1 = E[S'(X;0)] = -Î j 
Lq2 = E[S’(X;0 )]2; L0Q1 = E[S"(Xj0)]; V1 = L2-L2; YQ1 =
Zx = [ZS(xi;0)-nL1]/ySv̂ ; Z^ = [IS'(xp-0 )hiL01]M)Y^, and all 
expectations are w.r.t. the truncated density, f(x;0).
JLEquating to zero the coefficient of n2 and the constant 
term in (2.18), we get a and b in terms of the Z's and L's 
as follows
a = (Z ../v'ET),
1 2 (2.19)
b = + +  l2«-
Note that the influence of the prior density appears only in b
or in the bias term while the consistency property is free from
it. From the form of a, 0 - 0 = Z^/ZnL^, which converges
stochastically to zero, hence consistency of 0 follows at once, 
and we can write
i/n( 0-0) = (Z-jA/Lp + (b//n).
Since b has a legitimate limiting distribution, (b/Jn.) 0
and the central limit theorem applies to Ẑ , giving the usual 
asymptotic normality of 0. From (2.15) and (2.19), we find that
E( 0) = 0 + CE(b)/n] + 0(n_3/2), (2.20)
where E(b), being the 0(l/n) term of the bias, can be regarded 
as the "asymptotic bias" of 0. Using E(.Ẑ Zq^/Vq L̂^) = =
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E[S(X;0)S'(X;0)] which is easy to see from the definitions of Ẑ  
and ZQ1, we find that
E(b) = L2-2 HL^ + (L001/2) + L2a,
since E(Z^) = 1. Furthermore, the L's can he expressed in terms 
of p's, the more fundamental quantities (if integrals and dif­
ferentials can be interchanged), as follows
L2 = v2’ L01 = ~^2’ L11 = yll-y3; L001 = “3V11+2P3̂  (2.21)
where
y2 = ECf'(X;0)/f(X;0)]2,




E(b) = p2"2 [-(pi;L/2)+p2?]. (2.23)
It is this expression which has been utilized in chapter three to 
minimize the asymptotic bias of the Bayes modal estimator. One 
can go further and write the expression for the mean square error 
of 0, i.e., E[/n(0-0)2] in terms of similar p's but the mathe­
matics is relatively tedious. For more details, see Watson and 
Blumenthal (1980) and Blumenthal (1982).
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3. THE DOUBLY TRUNCATED NORMAL DISTRIBUTION
In this chapter, we discuss the doubly truncated normal dis­
tribution divided into two main eases: (a) y known, and (b) both 
y and a unknown. We discuss the conditions under which the 
m.l.e.'s of the parameters are nonexistent (sections 3.1 and 3.2), 
derivation of the Bayes modal estimators including an analysis for 
the optimum value of the prior density parameter (sections 3.3. and 
3.4), the asymptotic variances of the m.l.e.'s (section 3.5), and 
some simulation results indicating the usefulness of the Bayes 
modal estimators (sections 3.6 and 3.7).
3.1 The M.L. Estimation. Case I - y Known
For the sake of simplicity, we first consider the case when 
y is known, and without loss of generality, is equal to zero.
Let a2 = 0. We now prove that the m.l.e. of 0 is nonexistent 
for certain sample configurations. The truncated normal density 
is
f(x;0) = exp(-x2/20)/[J® exp(-t2/20)dt], (3.1)
A ^ x ^ B ,  0 < 0 < °°. Let X1,X2,...,Xn be independent and 
identically distributed random variables having the density f(x;0) 
then the likelihood for the sample is
22
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
23
L(.x;9) = expC-Is|/20)/[/® exp(-t2/20)dt]n, (.3.2)





say. The ratio of the integrals on the right side of (3.3), g(9), 
is the second moment about the origin of the random variable with 
the density (3-1). Thus the m.l.e. and the moment estimator are 
the same. To examine the existence of the solution of the equa­
tion (3.3) for 9, we need to examine the behavior of the function 
g( 0). Now
where all the expectations are taken w.r.t. the density in (3.1).
solution for the equation (3.3), if it exists at all. Also
say. The quantity is also the second moment about the origin
of the uniform distribution over the range [A, B] (or U[A, B]). 
Further, if zero is contained in the interval [A, B],
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g'(,0) = (9/39) g(0)
= (1/202)[E(XI*) - (E(X2))2] 
= (1/202) Var(X2) > 0, (3.4)
Thus g(0) is an increasing function of 0 assuring a unique
lim g( 0) = = (B3-A3)/C3( B-A)]
= (A2+B2+AB)/3 =1^, (3.5)
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lim g(e) = 0, (3.6)
0 + 0
since the distribution, indicated hy the density in (3.1), tends 
to a distribution degenerate at zero (as zero is the mean of the 
complete normal distribution), (if zero is to the left of the 
interval [A, B], the distribution tends to be degenerate at A and 
for zero to the right, it degenerates at B.)
Thus g(0) takes values in the interval [0, M^3 while Ex|/n, 
the quantity on the left in (3.3), can assume values in the inter­
val [0, (A2+B2)/2]. It is obvious that (A2+B2)/2 > and, there­
fore, whenever Ex?/n exceeds Mp no solution to (3.3) exists.
It can be directly seen that when this happens, the maximum of 
L(x;0) occurs at @ = °°.
It is to be noted that the problem does not resolve itself, 
if, instead of the m.l.e., one compares the first (or any other) 
absolute moments of the. sample and the population. In the special 
case of symmetric truncation over [-A, A], the upper limit of 
E|X| is A/2 (first absolute moment of UC-A, A]). But 
I |x_jJ/n-< A. Also for the r-th absolute moment, r > 0
E|x|r -*■ Ar/(r+l) but (E|xi|r/n) < Ar.
The problem with the m.l.e. of 0 is not just that it doesn't 
exist for Ex|/n > Mp but even when Ex?/n is less than Mp 
though sufficiently close to Mp the m.l.e. behaves terribly. 
Therefore, parallel to JK's comment regarding the truncated expo­
nential, it would seem appropriate that when 0 is large, uniform
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distribution will model the data better, But again, the original 
distribution could be genuinely normal, and with moderately large 
probability, we may obtain an infinite value for the estimate of 0.
If A = - oo, or B = oo, i.e., if we have single truncation, 
there is no problem of nonexistence since g(0) + °°. Also as n 
increases, the probability P[ Ex?/n > M^] would tend to be smaller 
and will eventually become zero for sufficiently large n. The 
rate at which this probability tends to zero will depend on the 
degree of truncation, the rate being faster for smaller degrees of 
truncation.
Next we consider the general case of both y and ° being 
unknown.
3.2 The M.L. Estimation. Case II - Both y and a Uninown
Now the truncated normal density is
\2 /o„2-
/? exp[-(.t-y)2/2a2]dt
A S x s B ,  - « < y < M ,  o < a < » .  If X^,X2,... ,Xn are inde­
pendent and identically distributed random variables with density 
f(x;y,o), then the likelihood for the sample is
exp{ -E( x. -y)2 /2a2 }
L(x;y,a) = -- =------------------ — , (3.8)
[/. exp{-(t-y)2/2a2}dt]
and the m.l.e.'s of y, a are the solutions of the equations:











say, where s2 = E (x^-x)2/n, the sample variance, and where y^
and Ĝ, are the mean and variance, respectively, of the random
variable with density (3.7) ( 1T1 stands for truncation). The de- •
pendence:pf y and a2 on y and a is to be suppresed in1
the future for the sake of brevity. To examine the existence of 
the m.l.e.'s of y and a, we analyse, one at a time, the beha­
vior of the functions involved in the equations (3.9) and (3.10).
We first consider (3.9).
For fixed a, y^ is an increasing function of y, since
(3/3y) y T = (1/a2) a™ > 0. Also lim y„ = A and lim yT = B.
y->- _oo y  -y 00
Further, for fixed y, if a2 4- 0, the distribution degenerates at 
A, B or y depending on . if y is to the left of the interval
[A, B], to the right of [A, B] or within [A, B] respectively.
Hence y^ approaches A, B or y in the above three situations.
For fixed y, if a2 -*-«>, ŷ, -* (A+B)/2.
If both y and o2 vary simultaneously, then
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(i) y 00> a2 0 implies y^ B,
(ii) y -* -°°, a2 0 implies ŷ, A,
(iii) y •> a2 ->- » with (y/a2) -> 0 implies yT (A+B)/2,
(iv) y ±°°, a2 •* 00 with (y/a2) -> e (e being a constant, 
positive or negative), then the density in (3.7) ap­
proaches the truncated exponential density of the form
f(.x) = exp(ex)/[/ĵ  exp(ct)dt], (3.11)
hence ŷ , approaches the mean of the distribution
given hy the density (3.11).
(v) y 00, a2 + 00 with (y/a2 ) -* °° implies yT -»■ B,
(vi) y -*■ -°°, a2 ->• 00 with (y/a2) ->• implies ŷ, -»■ A.
In all the eases, A s ŷ, < B, also A ̂  x < B, hence there
is no problem with the equation (3.9).
Next, let us consider the equation (3.10). For fixed y, a^
is an increasing function of a. Also lim a2 = 0, since the
a2 0
distribution given by (3.7) degenerates at A, B or y according
as y is to the left of the interval [A, B], to the right of [A, B]
or within [A, B] respectively and a2 is then the variance of a
degenerate distribution. Further, lim a2 = [(B-A)2/12] = HL>
a2 -*• 00
the variance of U[A, B]. For fixed a, y approaching or
00, a2 approaches zero since the distribution degenerates at A 
or B respectively.
If both y and a2 vary simultaneously, then
(i) y -> 00, a2 -*■ 0 implies a2 0,
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(ii) p -> -°°, o2 -> 0 implies a 2 -*• 0,
(.iii) p ->■ °°, a2 -»■ 00 with (.p/a2) 0 implies
a 2 ^  (_B-A)2/12 = ML,,
(iv) p -»■ 00, a2 ->- 00 with (.p/a2) -* c (c being a constant,
positive or negative) then the density in (.3.7) approa­
ches the truncated exponential density of the form
(3.11), and a2 approaches the variance of the density 
in (3.11), which is less than the variance of U[A, B] 
or M2,
(v) p -»■ ±°°, a2 “ with (p/a2) -»■ ±°° implies a| 0.
In all the cases, 0 £ a 2  ̂(B-A)2/12, while the sample varia­
nce s2 takes values in a wider interval, 0 < s2 £ (B-A)2//.
(The maximum value of s2 occurs when half of the sample values
are at A and rest of the half at B.) Thus, the solution of the
equation (3.10) does not exist whenever s2 exceeds (B-A)2/12
or M2. It can be seen that the likelihood L(x;p,a) in (3.8)
is then maximized when
0  =  00 , p  = +00, if x > (A+B)/2, and
0 = 00, p = -0°, if x < (A+B)/2.
From the discussion on the behavior of p^ in the equation
(3.9), it is obvious that the case when p is unknown and a is
known, does not have any nonexistence problems of the m.l.e., and
no new results arise. Therefore, this case does not need to be 
considered.
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3.3 The Bayes Modal Estimation. Case I - p Known
We first consider the situation discussed in section 3.1 
and the density is as given in C3J-), o2 still being replaced 
hy 0. The objective is to derive estimators belonging to a new 
class, namely the Bayes modal estimators (as detailed in section 
2.3) with one important property: they exist with probability
one. Other useful properties of these estimators are examined 
with the help of the stochastic expansions,
The common approach for the prior density of 0 is to use 
the chi-square distribution for 1/0 which is the conjugate prior 
distribution for the (complete) normal with its mean known (Box 
and Tiao, 1973; Cox and Hinkley, 1974). It is appropriate since 
for a sample from the normal distribution, the distribution of 
nS2/0 is chi-square. The same is not true of a sample from the 
truncated normal distribution. But the general form of the trun­
cated normal likelihood being the same as of the complete normal 
(except for the division by a probability in the former case), we 
use a chi-square prior distribution for 1/0. Let v be the 
degrees of freedom for the chi-square. The weight function (prior 
density) is
p(0) = c(v) 0-^ V-2)exp(-l/20), 0 > 0, (3.12)
where c(.v) = 2-V//,̂ [r(v/2)]”'*', The modified likelihood (posterior 
density)is
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c(v)0-2 v̂-2 êxp[-(I.x?+l)/20]
 7b 7“--------  ' (J-13)C/A ezp(.-t2/20)dt]
The mode of this modified likelihood is the solution for 0 of 
the following equation
(.Ex?+l)/n = ( 0/n)( v-2) + g( 0), (3.14-)
where g( 0) is defined in (3.3). Note that the only changes in 
(3.14), from the m.l. equation (3.3), are the additional quanti­
ties: "1/n" on the left side, and "(0/n)(v-2)" on the right side
of this equation.
Recalling g( 0) to be an increasing function of 0, it is 
apparent that for v > 2, the right side of the equation (3.14) 
is an increasing function of 0 and it increases to °° as 
0 -»■ oo, ensuring the uniqueness of the solution of (3.14) for any 
given value of Ex?/n. Thus there is no more a problem of the 
nonexistence of the estimator for 0. We denote the Bayes modal 
estimator of 0 by 0.
In order to find an optimum value for the chi-square para­
meter v, it needs to be pointed out that the problem of nonexist­
ence of the m.l.e. happens more frequently when 0 is large, 
because in this case it is more likely for Ex?/n to exceed M^. 
Therefore the modification of the m.l.e. brought out by the equa­
tion (. 3.14) should come into play for relatively large 0. We thus 
derive the value of v which minimizes the asymptotic bias of 0 
for large values of 0. Following the treatment of section 2.3,
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u2 = (1/40* )E[X2 - E(.X2)]2 = (,1/404 )Var(X2 ). 
For we need [f' '(x;0 )/f(_:x;0 )] which is given by






( 9/90 )E(X2 ) = (1/202 )[E( X1* )-{E(X2 )}2]
= (1/202)Var(X2).
Therefore, with (3.25) substituted into (3.24), we have
(9/30 = - (l/03)[f-E(.X2)] - (1/404 )Var(X2 ).
Hence by (3.26), (3.23) and (3.20),
[f"/f] = - (I/O3 )[x2-E(X2)] - ( l ^ M V a r U 2)
^)[x2-E(X2)]2,
so that combining (3.20) and (3.27), we obtain
yn  = (1/806 )C-40 Var(X2 ) + E{X2-E(X2 )}3],
since E(X2-E(X2)) = 0. Substituting the values of y2, 
and £ into E(b) in (3.16) gives
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E(.b) = [2 - (.v/2) + (1/26) - (1/4'0 ){ECX2-E(X2) )3/Var(X2)}]
.{403/VartX2)}. (.3.29)
E(b) is a strictly decreasing function of v. The value of v for 
which E(b) is zero, say Vq , is
vq/2 = 2 + (1/20 )[1 - {E( X2-E(.X2 ) )3/2Var(X2 )}],
or
vQ = 4 + (1/6)C1 - {E(X2-E(X2))3/2Var(X2)}]. (3.30)
For large 0, the ratio inside the curly brackets will be the
ratio of the third and second central moments of the square of a
random variable following U[A, B], Thus for large 0, the value 
of Vq will be close to four. This number 'four' is the value of 
v which minimizes the maximum asymptotic bias of the Bayes modal 
estimator 0, for large values of 0, and has been used in the 
simulations of sections 3.6 and 3.7.
3.4 The Bayes Modal Estimation. Case II - Both y and a Unknown
In this section, we derive the Bayes modal estimators when 
both y and a are -unknown. The density is as given in (3.7).
We will use the chi-square prior density for 1/a2, and non- 
informative prior for y (since the problem of nonexistence of 
the solution did not lie with the equation involving means, i.e.,
(3.9)).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
33
The two prior densities are
p(a2) = c(v )a- v̂-2 êxp( -l/2a2), a > 0, 
p(y) = c-̂
(3.31)
with e(v) = 2"V/2[r(v/2)]_1. The posterior density is then given
L(y,a2|x) =
c2cr- V̂-2 ̂exp[-{E (x^y )2+l}/2a2 ]
(3.32)
[/A expt-vt-yr/̂ a-j-atj
where C2 involves only v. The inodes of this modified likelihood 
(posterior density) for y and a are given as the solutions of 
the following equations:
where ŷ, and â , are as defined in (3*9) and (3.10).
Note that the first equation is the same as the m.l. equation 
(3-9) and the second equation has changed exactly as in section 
3.3, i.e., on the left side there is an additional "1/n" while 
on the right the quantity "(a2/n)(v-2)" has been added. Again 
recalling the fact that a2 is an increasing function of a, 
the right side of (3.34), with v > 2, is an increasing function 
of a and increases to °°, as 0 increases to °°. Hence no prob­
lem regarding the existence of the solution of (3.34) arises. The
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(3.33)
and
s2 + (1/n) = (a2/n)(v-2) + a 2, (3.34)
3-4
solutions of the equations (3.33) and (3.3-4) for y and a are 
then the Bayes modal estimators, denoted by y and a.
Since the only modification to the m.l.equations takes place 
in the second equation (for variances) and also since the changes 
are exactly the same as in section 3.3, we retain the value of v 
as four to be optimal (in the sense of minimum asymptotic bias).
3.5 The Asymptotic Variances of the M.L.E.'s
In the next section, we provide some simulation results 
through which we can compare the behavior of the m.l.e.'s (when 
they exist) and the Bayes modal estimators, principally using the 
simulated expected bias and mean square error of the estimators. 
Another criterion which can be helpful in analyzing the proper­
ties and usefulness of the Bayes modal estimators is the asympto­
tic variances of the m.l.e.'s.
We are already aware that the m.l.e.'s exist asymptotically 
with probability one, since the probability of nonexistence tends 
to zero as n approaches °°. It is well known (Kendall and 
Stuart, 1979) that the m.l.e.'s (.under certain regularity condi­
tions, which are satisfied by the truncated normal distribution) 
are asymptotically efficient and have an asymptotic normal distri­
bution. The Bayes modal estimators possess the same large sample 
properties as the m.l.e.'s (refer to section 2.3). At the same 
time, some indication of the usefulness of the Bayes modal estima­
tors can be obtained from the comparison of the asymptotic variances
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of the m.l.e.'s with the finite sample mean square error of the
modal estimators.
In the present context, the property that the sufficiency
and completeness are inherited hy the truncated distribution from
the parent (Tukey, 1949; Smith, 1957), is particularly useful.
Since x and s2 are sufficient for y for a2 in the complete
normal distribution, hence also in the truncated normal. We then
use the equation (18.64) p. 60 of Kendall and Stuart (1979) to
obtain the asymptotic variances of the m.l.e.'s for our case.
Accordingly, the dispersion matrix of the m.l.e.’s of y and a,
—1 “Iin large samples, is (V” ) where
(v^1) = - [92log L/30r30s] g = 0 , (3.35)
where 0 is now a two dimensional parameter, § the m.l.e. of
0 and L the likelihood of the sample. The results derived here
are parallel to those of Harter and Moore (1966), who find asymp­
totic variances for doubly censored samples from the normal distri­
bution. (Curiously, the Table 11, p. 86 in JK, taken from Harter 
and Moore, is misplaced because it deals with censored samples and 
not truncated samples, which is the topic under discussion there.) 
Now the log likelihood is as follows.
lqgL = - (l/2cr2 )l(x.-y)2 - nlogCexp{-(t-y)2/2a2}dt], (3.36)
-1 “1The dispersion matrix for the m.l.e.'s of y and cr is (V ) 
where the elements of V are as follows:
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vn L = - C32l°® L/^  C = V,S - o’
Tl /  * - » 2l°e V3a3pJ fi = p>8 = 0, (3.37)
v22* ' - C32log L/3a23 a = p,S = a-
We now calculate the partial derivatives of the log likelihood 
w.r.t. the parameters y and a in the following.
(3/3y)log L = (n/a2 )(.x - yT); (3-38)
(3/3a)log L = (1/a3)[E(xi~y)2 - nE(X-y)2]; (3-39)
(32/3y2 )log L = - (n/aMMCX-y)} - E(X)E(X-y)]
= - (n/a1* )[E(X2) - {E(X)}2]
= - (n/a1*) Var(X); (3.40)
(32/3a9y)log L = - (2n/a3) 3c + (2n/a3)yT
- (n/a5 )[E{X(X-y(p}-E(X)E(X-y)2]
= - ( 2n/a3 )(3c - yT)
- (n/a5)CE(X-y)3 +E(X-y)2(y-E(X))]; (3.41)
(32/3a2)log L = - O/a^ZU.-y)2 + (3/a1*) nE(X-y)2
- (n/a6)[E(X-y)**-{E(X-y)2}2]. (3.42)
We next need the first, second, third, and fourth moments of X
about y which are as follows.
exp(-z?/2) - exp(-z2/2)
E(X) - y = a— ■ $(z2) _ $c^-j = aho> (3.43)
(from equation (79) p. 81, JK), where ẑ  = (A-y)/a, z  ̂~ (B-y)/a 
and
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as defined in section 2.1. In fact, we later need more of these 
h-type functions, which we define here as follows,
h. = 1
ẑ  exp(-z2/2) - exp(-z|/2)
$ ( z 2 ) -  $ ( z 1 )
i=0,l,2,3.
Now the other moments of X about y follow.




$(z2) - $(.z1) 
a2( z1exp(- z 2 / 2 )  - z2exp(-z|/2)
=  -- ... — . <4*
$(z2) - $ ( z 1 )
= a^hj^ + 1),
a3 2 t3exp(-t2/2)dt
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o'* ĵ 2 t^expC-t2/2)dt
E(X-y) ziit _ ____ -L
$(z2) - $Cz1)
cHz^e~zl/2 - z\e~zV 2 + 3zxe zl/2 - 3z2e ZV 21
$( z2) - $( ZjL)
+ 3ah
ak(h3 + 3hx + 3). (3.47)
Hence
(32/3y2 )log L = - (n/cr" )Var(.X) = - (n/cr2 KI+Î -IIq ], (3.48)
(32/3cr3y)log L = - (2n/a3)(.x - yf)
- (n/a2)^^^!-^)], • (3.49) 
(32/3a2)log L = - (3/a‘t)K(xi-y)2-nE(X-y)2]
- (n/a2 )[(l+h1)(2-h1)+ĥ ]. (3.50)
[The second order partial derivatives - (3.48), (3.49), and (3.50) 
are derived by Cohen (1957) also in a slightly different form.
There is a slight error in his expression for (32/3y2)log L. The
last part of the equation (3.48) is taken from JK, p. 83,1
Finally, the elements of the dispersion matrix, given in (3.37) 
are found by substituting x - y^ =0 and E(x^-y)2-nE(X-y)2= 0 
in (3.48), (3.49) and (3.50). These elements (multiplied by cr2/n) 
may be written as




lim (-a2/n) v ^ 1 = h^ + (.1+1̂ )(.2-1̂ ). (3.52)
A table giving the elements of the asymptotic varianee- 
covariance matrix (multiplied by 02/n) of the m.l.e.'s for 
different degrees of truncation is given here as table 3.1. The 
degrees of truncation are restricted to the ones for which we 
have done simulations in sections 3.6 and 3.7.
The table is comparable to Table 1 of Harter and Moore 
(1966) for doubly censored samples. The only difference is in 
the interpretation of n. Our n is the number of observations 
actually available, while for censoring, n . is the total sample 
size out of which the lowest r^ and the highest ^  sample 
values have been censored. The ratios r^/n and ^/n give 
the lower and upper proportions of censoring respectively. For 
doubly truncated samples, the degrees of truncation and q2
are as follows:
q0 = [/°° exp(.-t2/2)dt]//2rF,<! z2
ẑ  and z2 being the standardized truncation points as defined 
earlier.
ziqx = Cf_m exp(-t2/2)dt]//2TT,

















Table 3.1 Coefficients of a2/n in asymptotic variances and covariances 
of Maximum Likelihood Estimators of Parameters y and a of Normal 
Population from Doubly Truncated Samples of Size n
Both parameters unknown a known y known
*1 *2 nvar( y)/a2 n cov(y,a)/o2 nvar(a)/a2 n var(y)/a2 n var( a )/cr
0.025 0.025 1.317798 0.000000 1.291516 1.317798 1.291516
0.050 0.050 1.605097 0.000000 2.169435 1.605097 2.169435
0.050 0.100 2.103034 0.823846 3.214491 1.891890 2.891760
0.100 0.100 2.284543 0.000000 5.047871 2.284543 5.047871
0.100 0.200 4.525141 3.760231 10.110787 3.126700 6.986168
o
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3.6 Simulation. Case I - y Known
In order to find the m.l.e. of 0, one has to solve the non­
linear equation (3-3) for 0. Note that the equation can also he 
written as follows
Z x2/n = 0C1 + AexP(~A2/29) - B exp(-B2/20) -j 
1 Ĵ3 exp( -t2/20 )dt
= 0(1+1̂ ), (3.54)
where h^ is the same as in (3.44) but with y = 0, and z^ = A//0, 
Z£ = B//0. Further, we find the Bayes modal estimator of 0 by- 
solving (3.14), which can be alternatively written as
(Zx|+l)/n = 0[1 + + (v-2)/n]. (3.55)
In order to solve (3.54) and (3.55) iteratively, we use the 
Newton-Raphson method.' To apply the method, we write the equations 
(3.54) and (3.55) as
F1 = (Zx|/n) - 0(1+1^) = 0, (3.56)
F2 = [(£x|+l)/n] - ©Cl+ly-O^Vn] =0. (3.57)
The derivatives of F^ and F2 w.r.t. 0 are obtained below.
F£ = - (l+hx) - 0C( 3/30)1^]
= - (1+h^) - 0[(1/20){h^-1^(1+^)}] (see later)
= (1/2)C(̂ +1X^-2) - h3], (3.5B)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
42
since 
. 3  -A2/20 r3 -B2/29
(3/30K  = (1/202 )[ -=^r----- — ^ -------- h-.E(X2)]
1 J® exp(.-tz/20 )dt 1
= (l/20)[h3 - ĥ .l+h-ĵ )]
as E(X2) = 0(l+ĥ ), where h^ and h^ are the same as in (3.44),
with y = 0. The function F^ can he compared with the expression
in (3.50), except for the first part which is zero now and for the 
missing '1/2' because the differentiation is now w.r.t. 0, and
not a. The function F£ is similar and is given by
F'2 = (l/2)[(h1+l)(h1-2) - h3] - (v-2)/n. (3.59)
The algorithm for the Newton-Raphson procedure is then given' by
V i  ' ej -
V i  = §3 - 0'2CSj)^(5j)3.
Simulation results are based on 1000 samples from a given 
truncated normal distribution (normal samples are drawn using the 
IMSL routine GGNML). A few representative degrees of truncation 
are considered. Whenever Z x|/n exceeds M^, we solve only the 
equation (3.57) to find the Bayes modal estimator, 0. For com­
parison purposes, we calculate the simulated expected bias and 
the simulated expected mean square error (MSE) of the m.l.e. and 
the Bayes modal estimator. Bias is defined as E(§-0) or E(0-0), 
while the mean square error is defined to be E( §-0)2 or 
E(0-0)2. The proportion of samples for which the m.l.e. does not
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exist is represented by p . The bias and MSE for the m.l.e are 
based only on the samples where it exists, while for the modal 
estimator they are based on all of 1000 samples.
To further compare the two estimators, we find an estimate 
of the probability PC|0 — 0| < |§ - 6|], by the proportion: 
{number of samples with |0 — 0| < |@ - 0|}/1000. We denote this 
probability by p . If § does not exist, it is assumed that 
|0 — 0| < I@ — 0|. The value of four for v is used throughout.
Another interesting estimation procedure can be devised by 
considering a mixture of the m.l.e. and the modal estimator, with 
the mixing proportion depending upon the value of Z x|/n. Since 
the m.l.e. behaves badly whenever Ex?/n is slightly large, esp­
ecially when it is close to M-̂, we can define the mixed estimator
The value of a could be arbitrarily decided depending on 
the degree of truncation, sample size, and the simulated value of 
0. Estimates of the probability similar to pm for the modal 
estimator, are calculated also for the mixed estimator. This pro­
bability is defined as: pmy = PC|“9 — 01  ̂|@ — 01 ]. One nece­
ssary word of caution for the use and interpretation of this pro­
bability for the mixed estimator is that it should only be used in 
conjunction with the other criteria (like bias and MSE). This is 
because a mixed estimator with a of one gives pmy also as one,
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m
§ if Z x|/n < oiM̂
0 if Z x?/n > aM-̂ .
(3.60)
44
and would be deemed preferable to another mixed estimator with a 
less than one, since the value of pmy will then be in general 
less than one. At the same time, it is obvious that the mixed 
estimator with a near one does not behave well because of its 
m.l.e. component blowing up.
Since y is assumed known, we take symmetric truncation 
probabilities only (of course, nonsymmetric truncation is not 
much different). Also since, in most practical situations, the 
degree of truncation is not high, we consider only the following 
three cases: (a) q̂  = 0.025, q£ = 0.025 (b) q̂  = 0.05, q2 = 0.05,
and (c) = 0.1, q2 = 0.1. The different values of n and 0
are: n = 10, 30, 50; 0 = 0.25, 0.5, 1, 2, 5, 10, 20. To compare
the MSE's of the m.l.e. and the modal estimator, we find the rela­
tive efficiency, i.e. EFF = [MSE(m.l.e.)/MSE(Modal)]. Similar 
relative efficiency is calculated for the mixed estimator.
Tables 3.2 through 3.4 give the simulation results for the 
three different degrees of truncation considered here. Estimated 
probabilities of nonexistence of the m.l.e., p , are seen to inc­
rease with increasing degree of truncation. For 20% truncation 
(q^ = 0.1, q_2 = ■k*ie nonexistence of the m.l.e. is seen to be
in as high a proportion as 20% of the samples, for samples of size 
10. The corresponding values of pn for larger sample sizes or 
smaller degrees of truncation are samller but still not easily 
ignored.
Another dramatic indication of the problem with the m.l.e. is
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the large values of MSE, a result of the blowing up of the m.l.e. 
near the upper boundary of its existence. In comparison, the Bayes
modal estimator has very small MSE's and, therefore, high efficien­
cies relative to the m.l.e. While the m.l.e. tends to over-esti­
mate 0 somewhat (indicated by the positive bias), the Bayes modal 
estimator seems to be giving a slight under-estimate (especially 
for larger values of simulated 0). The modal estimator does not 
appear to be very impressive in light of the use of the criterion 
p , except for really small values of 0. The value of pm stays
around 40% for larger values of 0.
The mixed estimator does not appear to be performing striking­
ly better than the modal estimator, as evidenced by the comparable 
values of the two efficiencies. Theoretically, one can always find 
a best value of a for the mixed estimator in a given case, but in 
the interest of finding a generally acceptable value of a, we have 
considered three mixed estimators with a of 0.7 , 0.8 and 0.85, 
and the best among them is reported. The mixed estimator still
behaves remarkably well in the light of two criteria :
(i) Bias - It is consistently smaller than that of both the 
m.l.e. and the modal estimator, in absolute value.
(ii) p ^  - This estimate of the probability is always one
except for very small values of 0. Even for small 0, this pro­
bability is between 85% and 90%. Given the earlier caution against
the use of p for a near one, these values of p ^  are still ■lmx mx
very good because they are generated by values of a from 0.7 to 
0.85, not so close to one.
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3.7 Simulation. Case II - Both y and a Unknown
The m.l.e. 's of y and a are given by the solution of the 
equations (3.9) and (3.10), while the Bayes modal estimators are 
the solution of the equations (3.33) and (3*34). We attempted to 
use the two-dimensional modification of the Newton-Raphson method 
in order to solve the two pairs of equations, but since the Newton- 
Raphson procedure (in two dimensions) is only locally convergent, 
the iterations failed to converge for a large number of samples.
(The failure of convergence of the Newton-Raphson algorithm, in a 
very small number of cases, could also be due to theoretical rea­
sons. Since our nonexistence conditions are only sufficient, for 
some rare samples, the solution may not actually be possible.) We 
therefore, use the IMSL routine ZSPOW to solve the pairs of equations 
iteratively. This routine is based on a variation of the Newton- 
Raphson method and takes precautions to avoid large step sizes or 
increased residuals.
The pairs of equations, given in section 3.2 are:
i) For m.l. estimation
F(l,l) = x - yT = x - (y+oh0) = 0,
F( 1,2) = s2 -a£ = s2- a2(l+h^-h^) = 0,
(3.61)
(3.62)
where tu's (i=0,l,2,3) are defined in (3-44);
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ii) For Bayes modal estimation
F(.2,l) = x - yT =-(y+ah0) * x-= 0, (3-63)
F( 2,2) = s2 + (l/n) - (l/n)( v-2)a2 - a2
= s2 + (l/n) - a2[l+h1-hQ+(.v-2)/n] = 0. (3-6/)
The two pairs of equations have to be solved for y and a.
For the m.l.e., the equations can be solved:only if s2 <
= (B-A)2/12, but due to the explosiveness of the solutions near
the boundary of s2, the algorithm often has difficulty giving
convergence. Therefore, we find the m.l.e.'s only for samples 
with s2 < (.95)M2- Of course, modal estimators are calculated 
for all 500 samples. Similar to the y known case, we find the 
mixed estimators for both y and a also.
Simulated expected bias and MSE of the m.l.e.'s, the modal 
estimators, and the mixed estimators can be used for comparing 
the three classes of estimators. Bias is defined as E(@g-0) and 
the MSE as E(Qe-0)2, where 0 is used as a general representation 
for either y or a, and stands for any one of these esti­
mators. The proportion of samples for which s2 exceeds (.95)M^ 
is denoted by p .
As in the y known case, we also compare the three estimators
by computing the estimates of the probabilities P[|0 — 0| < |§ - 0|]
and P[|@ - 0| £ - 0|], where 0 stands for the Bayes modal1 m 1 1  1
estimator, @ is the mixed estimator and § is the m.l.e.* m
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Since y is the location parameter and the equations involve 
only (x - y), the simulation does not differ for different values 
of y, and only one value of y needs to he considered. The range 
of values of a and n are as follows: n = 10, 30, 50;
o = 0.5, 1, 3, 5. We now take nonsymmetric truncation into account 
also, since y is unknown. The degrees of truncation considered 
are, again based on practical applications, taken to be low. They 
are (a) q̂  = 0.05, q2 = 0.05 (b) q̂  = 0.05, q2 = 0,1 (c) q̂  .= 0.1, 
q_2 = 0.1, and (d) q^ = 0.1, q2 = 0.2. For comparing the MSE's of 
the m.l.e. and the Bayes modal estimator, we find the relative 
efficiency: EFF = [MSE(m.l.e.)/MSE(modal)]. Similarly for the
mixed estimator, the relative efficiencies are calculated. Also 
to assess the efficiency of the modal or the mixed estimators, their 
M5E's can be compared with the asymptotic variances of the m.l.e.'s 
calculated in section 3.5, table 3.1.
Tables 3.5 through 3.8 contain the simulation results for the 
four different degrees of truncation considered in this section. 
Similar to the simulations in section 3.5, the probabilities of 
nonexistence of the m.l.e.'s are again moderately large. The bias 
and MSE of a are now comparable to the bias and MSE of 0 in 
section 3.5, except for the square-root transformation. This step 
down from 0 to a seems.to be one reason for relatively less 
dramatic values for the MSE of the m.l.e. At the same time, the 
MSE for the m.l.e. of y is quite large, especially for smaller 
samples, giving large relative efficiencies for the modal and the 
mixed estimator.
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O l ^ O ' ' f l O O M > - O O s t t \ l
a a a a a a a a a a a a
O O c n O O O O H O O O r H
r H
t̂vOvOvOtOH-̂ t'-Nt'vOvO-vt'C'-cnCMrHCOtOCnO-st-CMOCnO
O H ! > i n O O O i - I O O O r H
a a a a a a a a a a a a
O O O O O O O O O O O O  III II
0''0!>vOcnCOCnCM~vi-Oininnt--'t'OOCninOCnOminCM.Cn
O C M t 0 t 0 O H K N > O O r rl\D
o  o  o  h  o’ o ’ o  d  o’ o’ o '  o  i i i i i i i  i i i
13 pq Ed
O O ^ l A I > O r ' l r | I M O r l H ' C M-st-vOI>!>-in[>ĉ ĉ ini>-\0'O
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The over-estimation by the m.l.e. and under-estimation by
the Bayes modal estimator for a is still very much evident,
though the same is not true for the estimation of p. The Bayes
modal estimators for y and a are significantly better in the
light of the criterion pm now, compared to the ones for 0 in
section 3.6. The only values of pffl which are very small, are
for the estimation of y with simulated value of a of 0.5 (for
all n's). In almost all other cases, p is at least 50$, indi-m
eating the modal estimation to be reasonably good even with the
use of p criterion.■̂m
The mixed estimators follow roughly the same pattern as in 
the y known case, giving pmy almost always one (even with a 
of 0.85 which is not very close to one). Against the usual ex­
pectation of a significant improvement over the Bayes modal esti­
mator in terms of the bias and MSE, the mixed estimators are not 
much better (in some cases even worse). We considered a values 
of 0.85 and 0.90, and the better of the two (always 0.85) has been 
reported. One can always find an a which will be better in a 
given case, but for a generally acceptable value of a, 0.85 seems 
to be reasonable (especially with the p ^  values being almost 
always one).
Further, the mixed estimators do net exhibit a consistent 
trend of under- or over-estimating the parameters, as the m.l.e. 's 
and the modal estimators do. Actually, the bias of the mixed 
estimator for estimating a is smaller, in absolute value, than
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that of "both the m.l.e. and the modal estimator. The same is 
generally true for the "bias of the mixed estimator of y when 
compared with the m.l.e.
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4. THE TRUNCATED GAMMA AND WEI BULL DISTRIBUTIONS
This chapter deals with the truncated gamma and Weibull dis­
tributions, for which we discuss the question of existence of the 
m.l.e.'s, when both the parameters (shape and scale) are unknown 
(sections 4.1 and 4.4). Since the proof of the nonexistence of 
the m.l.e.'s for .the truncated gamma, when both the parameters are 
unknown, is incomplete, the Bayes modal estimators are derived 
only for the shape parameter known case (section 4.2). Note that 
this includes the truncated exponential as a special case. This 
also completes the truncated Weibull case for the shape parameter 
known, because of its direct relationship with the truncated expo­
nential. Bayes modal estimation for the truncated Weibull, when 
both the parameters are unknown, is discussed in section 4.5. 
Simulation results comparing the m.l.e.'s, the modal estimators, 
and the mixed estimators for the two distributions are to be found 
in sections 4.3 and 4.6.
4.1 The Gamma Case. M.L. Estimation - Both a and 0 Unknown
The truncated exponential case has been dealt with in detail 
by Blumenthal and Marcus (1975), including the Bayes modal estimation, 
using a conjugate prior density for the parameter 0 (or 1/0).
For the truncated gamma with known shape parameter, it is already
58
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known that the m.l.e. of 0 does not exist whenever (x/T) exceeds 
a/(a + l), with reference to the density in (2.8) (cf. Broeder, 
1955). The Bayes modal estimation, for this case, is considered 
in the next section.
We first consider the m.l.e.'s for the scale and shape para­
meters of the gamma distribution from truncated samples of size n 
with density (2.8). There is a slight simplification, if we 
employ the approach of taking the interval, within which the sample 
observations are available, to be [0, 1]. As is pointed out in 
section 2.2, this can be done without loss of generality, through 
a simple transformation, Y = X/T. Therefore, in the future analy­
sis, we assume T = 1.
Given a sample of size n from the density (2.8), the like­
lihood and the log likelihood are given as follows.
where the product and the summations range over 1 < i < n. The 
m.l.e.'s of a and 0 are the solutions of the equations:
{II x°“'*'}exp( -Ex./0)
0 < xi < 1, (4.1)
exp(-t/0)dtl
logL = • - n(x/0) + (a-l)i:iogx. -nlogH/g ta-1exp(-t/0)dt], (4.2)
Slogx. /q ta 1logt exp(-t/0)dt
= EClogX], (4-3)
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/«(.ta/02 )logt exp( -t/6 )dt
( 3/30 )E[logX] = — ----T— — t---------------
JQ t exp( -t/0)dt
Jq ta-1logt exp(-t/0)dt./q (ta/02)exp( -t/0)dt 
[ /q ta-1exp(. - t/0) dt ] 2
= (l/02)CE(XlogX)-E(X)E(logX)]. (4.6)
It is easily seen that xlogx is a convex function of x, 
implying through the use of Jensen's inequality, that
E(XlogX) >E(X)logE(X) . (4.7)
Also logx is a concave function of x hence (again by Jensen1 s 
inequality) we have •
EClogX] < log E(X) . (4.8)
Combining (4.7) and (4.8), we obtain
E(XlogX) £ E(X)E[logX], (4.9)
and therefore using (4.6), we get
(8/30)E[logX] > 0, (4.10)
indicating that for fixed a, EClogX] is an increasing function
of 0. The limiting values of EClogX] on both the ends of the
range of values of 0 are as follows:
(a) lim EClogX] = since the distribution represented by 
0 4-0
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the density in (2.8) becomes degenerate at 0 as 0+0;
(b) lim EClogX] = -1/a, since the limiting distribution is 
0 + 0
now given by the density in (2.12), for which 
EClogX] = -1/a.
The fact that - °° < EClogX] < -1/a, again suggests that the 
equation (4.3) may not have any solution for certain given values 
of a, but for both a and 0 unknown, it does not exclude the 
possibility of a value for the pair (a,0) satisfying (4.3).
Further, for fixed 0, EClogX] is an increasing function of
a, since
f} ta-1(logt)2 exp( -t/0)dt
0/9a)EClogX] = — ^--r — --------------
/q t exp( -t/0 )dt
f 0̂ exp(-t/0)dt ->2
Iq ta-1exp(-t/0 )dt '
= CE(logX)2 - {E( logX)} 2 ] ;
= VarClogX] s 0. (4.11)
Also in this case, - 00 < EClogX] £ 0, which is a result of the 
following arguments:
(a) lim EClogX] = - °°, since the distribution represented 
a + 0
by the density in (2.8) becomes degenerate at 0 as a + 0;
(b) lim EClogX] = 0, since the distribution represented by 
a + a>
the density in (2.8) becomes degenerate at one as a + 00. 
Collecting all the facts together, we need to solve the pair
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of non-linear equations,
x - E(X) = 0, 
logx - EClogX] = 0,
where logx = Elogx^/n, for a and 0, when every partial deriva­
tive of E(X) and EClogX] is nonnegative. For a fixed a,
0 < E(X) < a/(a + 1),
- °° < EClogX] < -1/a.
Thus for fixed a, there may he some a values for which each of 
the above equations may fail to provide a solution. For a fixed 0,
0 £ E(X) < 1,
- <*> <: EClogX] < 0.
The above analysis, however, is not sufficient to prove if 
the solution to equations (4.3) and (4.4) always exists or not.. 
Further work is required to investigate this point.
4.2 The Gamma Case. Bayes Modal. Estimation - a Known
Here we deal with the Bayes modal estimation for the single
parameter case when a is assumed known. The m.l. estimation and
the Bayes modal estimation for the two parameter case (when both 
a and 0 are unknown) are rather complicated to deal with numeri­
cally, because of the instability of the integral
Jq ta-^logt exp(-t/0)dt near the limit zero, and there is no close- 
form solution possible for the integral. For this reason, and also
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because of a lack of clear knowledge regarding the existence or 
nonexistence of the m.l.e.'s, we do not deal with the gamma case 
when both the parameters a and 0 are unknown.
For the a known case, the m.I.e. of 0 is the solution of 
the equation (4-.4) for x < a/(a + 1). When x > a/(a + l), 0 
is °°.
In order to carry out the Bayes modal estimation, the prior 
density for 1/0 is taken to be a gamma density as follows
p( 0) = ab+10-texp(-a/0)/{r(b+l)}, 0>O, (4.12)
a > 0, b > -1. This is the conjugate prior density for 1/0 and
was also used by Blumenthal and Marcus (1975) when dealing with the 
Bayes modal estimation in the truncated exponential case.
The modified likelihood and its log are given by
a^+1 ©"^IIx® 1exp[-(Sx.+a)/0]
L = ---------\  --------     , (4.13)
r(b+l)[/0 t exp( -t/0) dt ]
logLm = e(a,b,x,a) - blog0 - C(Sxi+a)/0]
-nlogE/^" ta-1exp(-t/0)dt]. (4.14)
The mode of the modified likelihood L , in (4.13), is the solution 
for 0 of the equation (3/30)logLm = 0, which gives the Bayes 
modal estimator '0 of 0 to be the solution of the equation
x + (a/n) = E(X) + (b/n)0 . (4.15)
For b > 0, the right hand side of (4-15) is an increasing 
function of 0, increasing to 00 as 0 approaches <». Therefore,
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the solution of the equation (4.15) always exists. Note that the 
modifications in (4.15) from, the m.l. equation are the addition 
of terms of order (l/n) on both sides of the equation.
We next focus our attention on finding optimum values of 
the prior density parameters a and b, which is done as in sec­
tion 3.3 (for the normal case) namely, by minimizing the maximum 
asymptotic bias of 0>. The asymptotic bias of &, as derived in 
(2.23), is
E(bias) = u~2 [(-v1]L/2) + U2?H,




[f'/f] ■= d / e 2)[x - u -----------]
/0 t exp( -t/0 )dt
= (l/02)[x - E(X)]j (4.16)
£ = - (b/0) + (a/02); (4.17)
U2 = E[f'/f]2 = E[{x-E(X)}/02]2 =Var(X)/0\ (4.18)
For we first need which is.given by (3.23). In order
to determine [f'*/fH using (3.23), we find the partial derivative 
w.r.t. 0 of [f’/f] which is given as follows.
( 3/30 )[f'/f] = - (2/03 )[x-E(X)] + (l/02 )[-(3/30 )E(X)]
= - ( 2/03 )[x-E(X)] - (l/oMVarU), (4.19)
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since
(3/36 )E(X) = (l/02)Var(X).
Hence, using (4.19) and (4.16), we get
[f"/f] = - (2/03 )[x-E(X)] - (1/0* )Var(X)
+ (l/eOCx^X)]2. (4.20)
Substituting from (4.20) and (4.16) into the definition of 
we obtain
U11 = d/96)C-20Var(X) + E{X-E(X)}3]. (4-21)
Finally, substituting H-q ? ? from (4.21), (4.18)
and (4.17) into the expression for asymptotic bias, we get
E(bias) = [0Var(X)( 1-b) +aVar(X) - (1/2)E{X-E(X)}:3]
x[02/{Var(X)}3]. (4.22)
Comparison to zero of the coefficient of 0 and the constant 
term inside the square brackets in (4.22) yields
b = 1, a = [E{X-E(X)}3]/[2Var(X)], (4.23)
as the optimum values for the prior density parameters a and b. 
The value of a is one-half of the ratio of the third and second 
central moments of the truncated gamma distribution, and depends 
on both a and 0 (in turn, on the truncation probability).
The recommended values for a and b for the exponential 
case by Blumenthal and Marcus (1975) are a =1/2 and b = 1. We
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compare two different values of a, namely, 1/4 and 1/2, and keep 
the value of b as One.
4.3 The Gamma Case. Simulation - a Known
In order to find the m.l.e. of 0, one has to solve the non­
linear equation (4-4) for x < a/(a+ l). The equation can also he 
written as
Further, we find the Bayes modal estimator of 0 by solving (4-15), 
which can be alternatively written as follows
x + (a/n) = (a + b/n)0
- 0 exp(. -1/0)/[/q ta-'*'exp( -t/0 )dt]. (4.25)
We use the Newton-Raphson algorithm to solve each of the two equa­
tions (4.24) and (4.25) iteratively. To apply the method, we write 
the equations (4.24) and (4-25) as follows.
The derivatives of and w.r.t. 0 are derived next.
x = a 0 - 0 exp( 1/0)/[Jq ta "'"expC -t/0 )dt]. (4.24)
Fx = x - E(X) = 0,
F2 = x + fla-b0)/n} - E(.X) = 0.
(4.26)
(4.27)
F£ = - (1/02)Var(X)
= - (1/02 )[E(X){l+(a+1 )0-E(X)} - a 0], (4.28)
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since
/n ta+ ê2pC -t/9 )dt
E (X 2 ) = °  n  , --------------------------
/q t exp( -t/0 )dt
= (a+l)0E(X) - 0exp(-1/0)/[|q ta_1exp(-t/9)dt]
= (a+l)0E(X) + E(X) - a0 (using (4.5))
= E(X)C1 + (a+l)0] - a0, (4.29)
and therefore
Var(X) = E(X)[l+(ct+l)0-E(X)] - a0. (4.30)
Similarly
FJ, = - (1/02 )Var(X) - (h/n)
= - (l/02 )[E(X){l+(a+l)0-E(X)} - a0] - (h/n). (4-31)
The forms for F| and FJ, given in (4.28) and (4.31) are 
best suited for numerical calculations, since E(X) can be first 
calculated using the incomplete gamma integral (with IMSL routine 
MDGAM) in the expression (4.5). Next the same value of E(X) can 
be used to obtain F^ and F̂ .
Simulations are carried out by taking 500 samples from a trun­
cated gamma distribution using the IMSL routine GGAMR. The gamma 
case is different from the normal one in the sense that the interval 
of truncation here has been fixed in advance to be [0, 1]. In the 
normal ease, the degree of truncation is first decided and the in­
tervals of truncation are obtained subsequently for various values of 
the parameter. The probability of truncation, i.e., the probability
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of the complete gamma distribution outside the interval [0, 1] 
is denoted by q.
Several values of a and 0 to simulate gamma samples are 
used with the restriction that the gamma probability within the 
interval [0,1] should not be less than 0.8. Thus, as before, we 
do not deal with high probabilities of. truncation. Simulated 
expected bias and MSE of the m.l.e. (when it exists), the modal 
estimator and the mixed estimator (as defined in section 3.6) 
have been found and reported in the accompanying tables. Results 
on the estimates of the probability of closeness of the modal and 
the mixed estimators to the actual simulated value of 0 as com­
pared to that of the m.l.e. (as in sections 3.6 and 3.7) are also 
reported.
Tables 4.1 through <4.4- provide the results of simulation for 
different sample sizes and the prior density parameter values con­
sidered here. The comparison for the two values of a are carried 
out in tables 4.1 and 4.2 for samples of size 10. The Bayes modal 
estimators with a of i do not behave very well, which is clear 
from many of the efficiencies being less than one. This is not the 
case with a of i where none of the efficiencies is less than one.' 
In other comparisons, the efficiencies of the modal and the mixed 
estimators with a = i are only rarely better than the correspon­
ding efficiencies with a = i. Considering these facts, the value 
of \ for a has been used exclusively in later simulations for the 
samples of sizes 30 and 50.
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Estimates of the probability of nonexistence of the m.l.e. of 
0 are found to he as high as 0.36 for samples of size 10, and the 
truncation probability of only 0.170. Even for a sample of size 
50, the corresponding estimate is 0.25.
The comparison of the MSE's of the m.l.e. with that of the 
modal estimator yields relative efficiencies that are quite large, 
especially for smaller values of a. The comparison of the MSE's 
is not so dramatic when higher values of a are considered. The 
same observation can be made for comparing the MSE's of the m.l.e. 
and the mixed estimator.
The Bayes modal estimator consistently under-estimates 0, 
except for smaller values of simulated 0, a trend which was ob­
served for the truncated normal distribution also. The m.l.e. over­
estimates 0 only when a is 0.20, otherwise generally under­
estimating, though only slightly.
The modal estimators are reasonably good, in light of the p^
criterion, giving estimates of pm between o.34 and 1.00, the
values only rarely going below 50%, and staying in the vicinity
of 60% or higher very often. The mixed estimators prove even
better with the similar p criterion, giving the estimates ofmx
probability almost always one, and never below 77%. The mixed 
estimator, very much like the other two estimators mostly under­
estimates 0, except when a is 0.20. For a of 0.20, the bias
is negative for larger values of 0 and positive otherwise. Actu­
ally the m.l.e. and the mixed estimator are virtually the same for 
higher a's and higher sample sizes (30 or 50) since the probability
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of nonexistence of the m.l.e. is then very close to zero. This is 
further evident from the relative efficiency of the mixed estimator, 
which is almost uniformly one for values of a other than 0.20.
4.4 The Weibull Case. M.L. Estimation - Both a and 0 Unknown
We have already discussed, in section 2.2, the nonexistence of 
the m.l.e. of 0 for the truncated Weibull distribution, when a 
is assumed known. Here we consider in detail the problem of finding 
the m.l.e. 's when both a and 0 are unknown.
Similar to the truncated gamma distribution, considerable 
simplification of the analysis can be achieved, if we standardize 
the problem by considering the truncation interval to be [0, 1] in 
place of [0, T], Therefore, in the future analysis, we assume T 
to be one.
Given a sample of size n from the density (2.9), the like­
lihood and the log likelihood are given as follows.
„ n _ a-1 / „ a /a\a II x. exp( -E x. /0)
L(x;a,0) = --- — ---, 0 < x. < 1, (4.32)
0 [l-exp( -1/0)]
log L' = nloga + (a-l)Elogx.. - (Ex^/0) - nlogO
- nlog[l-exp(-1/0)]. (4.33)
The product and the summations extend over the range 1  ̂i < n. The 
m.l.e.rs of a and 0 are then the solutions of the pair of equat­
ions,
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[Ilogx./n] = [Ex?logx^/ne] - (1/a), (4.34)
[Zx“/n] = 0 - [exp(.l/0)-1 ]~'L. (.4.35)
Note that the standardization of the truncation interval to 
[0, 1] leaves no a in the last term of (4.33), hence the right 
side of the equation (4.35) does not also involve any a. At the 
same time, equation (4.34) simplifies due to the dropping out of 
a term which involves both a and 0. One advantage of this is 
that now 0 can be written, from (4.34), as an explicit function 
of Just the x’s, a and n as follows
Zx?logx.
0 = --------   --, (4.36)
(n/a) + Elogx^
which gives the m.l.e. of 0, say D, as a function of the m.l.e. 
of a. This m.l.e. of 0 is well defined only when 0 >0, or 
when
(n/a) + Elogx^ < 0, (since Ex?logx^ < 0)
or when
a > -[n/(Elogx..)] = a0, (4-37)
say. The quantity ao depends only on the sample and is positive. 
Under the condition a > a0, § is a decreasing function of a, 
since
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( 3 0 /3 a )  =
[(n/a)+ logxi3{Sx^Clogxi)2} + {Ex?logxiKn/a2)
— ----   ----    (.4.38)
[(n/a) + Elogx..]2
< 0 ,
due to "both of the terms in the numerator being negative. The
Next, the function of 0 on the right side of the equation 
(4.35) (this function is the same as in the equation (2.10) for 
the truncated exponential, with T = l) is an increasing function 
of 0 and increases to 1/2 as 0 approaches 00. Substituting 
0 from (4.36) into (4.35), we obtain one equation, to be solved 
for a, given by
The right side of (4-39) is a decreasing function of a. The 
maximum value of this function is 1/2 when a = ao. The left 
side in (4.39) is also decreasing in a but can be such that it 
is greater than 1/2 at ao, i.e. [ Zx?°/n] > 1/2. Whenever 
[Zx?°/n] exceeds 5, we need to show that (4.39) has no solution 
for a, hence a solution for 0 does not exist either.
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limiting values of 0 for various values of a are given by
lim 0 = 00 
a f ao a + 00
lim '0 = 0.
[Ex“/n] =
Ex? logx. 1 1 {
(n/a) + Elogx^ -1
. (4.39)exp
Ex? logx..(n/a) + Elogxi
The solution of this equation gives the m.l.e. of a, say a.
77
Thus the existence of solution of the pair of equations (4.34) 
and (4.35) for (a,0) is as follows:
(a) If [£x?°/n] < 1/2, a is found as a solution of the
equation (4.39) and then 9 is obtained from (4.36).
(b) If [Zx?°/n] > 1/2, no a greater than a0, satisfying 
(4-39) can be found. Then the likelihood in (4.32) 
takes its maximum for a = ao, 0 = °°.
Now, the proof of the fact that whenever [Zx?°/n] exceeds
1/2, no solution for a (greater than ao) of the equation (4*39) 
exists, still needs to be worked out. A large number of values of 
a (from very small to moderately large) to generate Weibull samples 
and the above result is found to be numerically true in every case.
4.5 The Weibull Case. Bayes Modal Estimation - Both a and 0
Unknown
To deal with the Bayes modal estimation in the two parameter 
case, when both a and 0 are 'unknown, we take the gamma prior 
for 1/0 as in section 4.2 (for the truncated gamma distribution), 
for which the density is as given in (4.12). The prior for a is 
assumed to be noninformative. The modified likelihood and the log 
of the modified likelihood are then given by
c, ab+10-1:)an II x<?-1exp[-(Zxl?+a )/0]
i » - A --------- ^ — :----- i_----- , (4.40)
[r(b+l)]0 [l-exp(-l/0)r
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logLm = c(a,b,x) + nlogot + (a-l)Elogx^ - (b+n)log0
- [(£x“+a)/0] - nlog[l-exp(-l/0)]. (4-41)
The modes of the likelihood in (.4.40) are given as the solutions 
for a and 0 of the following equations
[Zlogx^/n] = [Ex'? logx./n9] - (l/a), (.4-42)
and
[(.Ex“+a)/n] = C(b+n)0/n] - [exp(l/0)-l]_1. (4-43)
Note that the first equation has no changes from the corres­
ponding m.l. equation (4.34), while the second has additional terms 
of order (l/n) on "both sides of the equation, as compared to (4.35). 
Further, the right side of (4-43) is an increasing function of 0 
for b > 0, and has no finite upper hound for 0 > 0 (unlike that 
in the equation (4.35), where the function on the right increased 
to a finite limit of 1/2 as 0 increased to «°).
The problem can again be reduced to the consideration of one 
parameter at a time. First, the Bayes modal estimator of a, say
a is found as a solution of (4.43) with 0 from (4.36) substitu­
ted into it. Then the modal estimator of 0 is found by substi­
tuting a in (4.36).
Without a formal proof of the statement regarding the nonexist­
ence of a solution of (4.35) under the condition [Zx®°/n] > 1/2, 
one can visualize that the problem with the equation (4-35) stems 
from the finite upper bound of 1/2 for the function on the right
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side of the equation. Avoiding such a pitfall in equation (.4.43) 
allows for a solution for (a,0) which should exist with probability 
one. This is again without proof, but a fairly large number of 
values of a was tried and the result was found to be numerically 
true in every case.
At this stage, it is imperative to note that the whole analysis 
for the optimum value(s) of the prior density parameter(s), by mini­
mizing the maximum asymptotic bias of the Bayes modal estimator, 
(first reproduced in section 2.3 and subsequently repeated in sec­
tions 3-3 and 4-2) assumes a one-dimensional parameter, which is 
not the case here. Extension of this analysis to a two-dimensional 
parameter is beyond the scope of this study. We, therefore, retain 
the "optimum" values of a and b derived for the truncated gamma 
distribution in section 4.2. Thus we use b = 1 and a = k, i for 
the present case also.
4.6 The Weibull Case. Simulation - Both a and 0 Unknown
The truncated Weibull is the only two-parameter case under 
study in this dissertation, where we could find the m.l.e.'s, as 
well as the Bayes modal estimators of the parameters by solving 
one equation at a time. The m.l.e.'s of a and 0 are found by 
first finding a (greater than ao) by solving the equation (4.39) 
for a (except when [Ex?°/n] > 1/2), and then calculating 0 by 
substituting a into (4.36). Similarly, the Bayes modal estima­
tors are found by first calculating a (greater than ao) hy solving
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Ex? logx. 1 1
and then evaluating 0 by substituting a into (4-36).
Since the only nonlinear equations to be solved are (4.39) 
and (4.44), it would have been ideal to solve each of these equa­
tions by using the Newton-Raphson algorithm. But the form of the 
functions being fairly complicated in a, the derivatives are quite 
messy. Also, the numerical calculations based on these derivatives 
are bound to have large approximation errors because of these deri­
vatives involving a number of terms. Therefore, we have used the 
IMSL routine ZSPOW to solve each of the two equations (4.39) and
Simulation results are based on 500 samples from a given 
Weibull distribution. The connection between the Weibull and the 
exponential distribution has been utilized to draw Weibull samples. 
We first draw sample values, Y^, from an exponential distribution 
with the scale parameter 0 (using the IMSL routine GGEXN) and 
then transform *!/(» = X to obtain the Weibull sample observa­
tions from the distribution with, shape parameter 0 and scale 
parameter a. Different values of a and 0 are used with the 
restriction that the probability within the interval [0, 1] for
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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the Weibull density is not less than 0,8.
We calculate the simulated expected bias and MSE of the m.l.e.'s, 
the Bayes modal estimators and the mixed estimators of a and 0.
The bias and M3E for the m.l.e.'s are based on the samples for which 
[£x?°/nll is less than 1/2, while for the modal and the mixed esti­
mators, they are based on all 500 samples. The proportion of samples 
for which the m.l.e.'s do not exist, is represented by p̂ . Esti­
mates of the probability of closeness of the modal and the mixed 
estimators to the actual simulated values of 0 compared to that
of the m.l.e.'s (p and p ) are also calculated as before, jm mx
One numerical problem, which is discovered in the simulations 
for the truncated Weibull distribution, is due to the fact that our 
condition for the nonexistence of the m.l.e., namely [Ex?°/n] 
greater than 1/2, is only a sufficient condition. Thus even when 
[&c“°/n] is less than 1/2, (presumably when it is much smaller than 
1/2), the m.l.e.'s of a and 0 may not exist. Whenever a solu­
tion to equation (4.39) for a does not exist, the iterations 
either converge to a value less than ao, or tend towards <» (a = °° 
makes both sides of (4-39) zero). Any sample with [Ex?°/n] less than 
1/2 and exhibiting such behavior for iterations of equation (4.39) 
as described above, is excluded from consideration.
For this reason, the simulations have to take considerably 
more samples to obtain the 500 samples that give proper convergence. 
These extra samples needed increase the computer time manifold, 
more so when the sample size is 50. Therefore, even one such case 
takes disproportionately large computer time. For this reason, we
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have carried out the simulations for sample sizes 10 and 30 only, 
assuming that the patterns from these sample sizes will indicate 
the behavior for the samples of size 50 also. Also instead of 
considering both i and \ for the values of a, we use only 
I throughout. Since the simulated relative efficiencies for the 
Bayes modal and the mixed estimators always come out to be one or 
greater, this choice of a seems reasonable.
The simulation results are available in Tables 4.5 and 4.6 
for the two sample sizes considered. The relative efficiencies 
for the modal and the mixed estimators of 0 are quite large even 
though the probability of nonexistence of the m.l.e. is not very 
big. The relative efficiencies for estimating a do not follow 
the pattern of the relative efficiencies of 0, since the m.l.e. 
of a remains finite and does not blow up near the upper boundary 
of its existence. As noted in section 4.4, the m.l.e. of a is 
close to ao, a finite quantity, when the m.l.e. of 0 tends to 
increase indefinitely.
There is no definite trend of over- or under-estimation dis­
cernible in the bias, when estimating a, but all three estimators 
over-estimate 0. The bias in estimating 0, is still much smaller 
for the modal and the mixed estimators than that for the m.l.e.
This is also generally true when estimating a.
The Bayes modal and the mixed estimators both give moderately 
large estimates of the probabilities pffl and p^y. Thus consider­
ing the bias, the MSE (or the relative efficiency), as well as the

















Table 4.5 Simulated Expected Bias and MSE of the Maximum Likelihood, the Bayes Modal, 
and the Mixed Estimators of a and 9 for the Truncated Weibull Distribution
n = 10, a = i
Max. Lik. Estimates Bayes Modal Estimates Mixed Estimates (0.9)
0 q a





































































































































































Table 4-6 Simulated Expected Bias and MSE of the Maximum Likelihood, the Bayes Modal, 
and the Mixed Estimators of a and 0 for the Truncated Weihull Distribution
n = 30, a _ iz





pn Bias MSE Bias MSE EFF Pm Bias MSE EFF p■“unx
0.3 0.036 0.5 0 0.016 0.007 -0.000 0.006 1.2 0.60 0.016 0.007 1.0 0.90
1.5 0 -0.139 0.061 -0.154 0.060 1.0 0.79 -0.138 0.058 1.1 0.79
0.4 0.082 0.5 0.00 0.018 0.010 0.012 0.008 1.3 0.69 0.021 0.009 1.1 0.83
1.5 0.00 -0.072 0.060 -0.069 0.050 1.2 0.57 -0.059 0.051 1.2 0.57




0.03 -0.007 0.077 0.006 0.064 1.2 0.44 0.013 0.066 1.2 0.44
0.3 0,036 0.5 0 0.010 0.020 0.026 0.012 1.7 0.60 0.007 0.014 1.4 0.87
1.5 0 0.147 0.076 0.138 0.031 2.5 0.21 0.126 0.029 2.6 0.74
0.4 0.082 0.5 0.00 0.131 0.814 0.041 0.032 25.4 0.77 0.029 0.034 23.9 0.82
1.5 0.00 0.266 1.078 0.118 0.043 25.1 0.72 0.112 0.043 25.1 0.77
0.5 0.135 0.5 0.02 0.416 33.677 0.018 0.059 570.8 1.00 0.018 0.067 502.6 1.00
1.5 0.03 0.426 8.494 0.093 0.061 139.2 1.00 0.089 0.062 137.0 1.00
c»4S-
85
probability criterion, the methods of modal and the mixed estimation 
work very well.
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