Performance evaluation is a prerequisite for behavioral adaptation. Although the anterior cingulate cortex (ACC) is thought to play a central role in error detection, little is known about the electrophysiological activity of this structure during the performance-monitoring process. We directly addressed this issue by training monkeys to perform a Stroop-like task and then recorded neuronal activity in the rostral cingulate motor area (CMAr), a relatively unexplored region of the ACC known to be involved in motor processing. We found that most CMAr neurons responded during the evaluation period to both positive and negative feedback, but neuronal changes were more important after an error than after a successful trial. Interestingly, this performance-monitoring activity was not directly modulated by the degree of difficulty of the cognitive situation because changes in discharge frequency were similar whatever the level of attentional control imposed on the monkey. Firing activity during the evaluation period increased more, however, in erroneously completed than in incompleted trials and when the reward was delivered in an active rather than passive context, indicating that performance evaluation was conditioned by the degree of commitment of the animal to the task. It would thus seem that CMAr neurons could constitute a system for the evaluation of behavioral performance contingent on the subject's commitment to the task.
Introduction
Among the different cognitive processes, performance evaluation is a mechanism related to some of the more fundamental components of behavior such as learning, adaptation, or selfregulation. A particularly good example of this monitoring function is the error-related negativity (ERN), a sharp negative deflection in event-related brain potential (ERP) that has been shown to occur in humans just after a person has committed an error, whether or not the error is indicated by negative feedback (Gehring et al., 1990; Falkenstein et al., 1995; Miltner et al., 1997) . Dipole analysis of human brain ERP, electrophysiological data from primates, and, more recently, human neuroimaging studies all converge to situate the neural source of the ERN in the anterior cingulate cortex (ACC), an area already known to be implicated in reward assessment and thus involved in positive reinforcement circuitry (Bush et al., 2002; Shidara and Richmond, 2002; Hadland et al., 2003; Amiez et al., 2005 Amiez et al., , 2006 . The ACC is also a pivotal region that receives numerous inputs from cognitive (Morecraft and Van Hoesen, 1993; Lu et al., 1994) and motivational (Morecraft and Van Hoesen, 1998) sources and projects in turn to premotor and motor structures (Dum and Strick, 2002) . It has consequently been proposed that the ACC may play an important role in regulating the impact of cognitive information on motor control in changing motivational states (Paus, 2001) . This would explain, in part at least, why ACC dysfunction appears to play such an important role in certain neuropsychiatric conditions such as obsessive compulsive disorder. Although a number of functional imaging studies have been performed in humans, little is known of the actual activity of ACC neurons during performance evaluation. Reward-or error-linked modifications in neuronal activity have, however, been described, and it was found recently that ACC error-related activity was modulated by predicted reward (Amiez et al., 2005) . What has not yet been investigated is the impact of cognitive information on the action-evaluation process and whether the type of error or the degree of commitment to the task modify this process.
To address this issue, we trained two monkeys to perform a Stroop-like visuomotor task that favors the execution of an incorrect response and allows assessment of cognitive factors. We focused on the rostral cingulate motor area (CMAr), a mediodorsal subregion of the ACC found in both human and nonhuman primates (Picard and Strick, 2001 ) that is thought to play a critical role in the generation of error-related neuronal activity (Gemba et al., 1986; Holroyd and Coles, 2002) . We restricted our analysis to data obtained during the period of performance evaluation only.
Materials and Methods
Animals. Recordings were conducted in two female monkeys (Macaca mulatta), weighing 5 and 6 kg, respectively. The animals were housed in individual primate cages, and their care was supervised by veterinarians skilled in the health care and maintenance of nonhuman primates, in strict accordance with the European Community Council Directive for experimental procedures in animals.
Experimental paradigm. We designed an experimental paradigm based on the original Stroop test that engages different and quantifiable attentional demands. The Stroop-like task (SLT) we devised associated learning the shape of a fruit (banana, apple, or pear) and its color (yellow, red, and green, respectively; size, 5 ϫ 9 cm) (Fig. 1 A) . When the three colors were presented on a video touch screen, monkeys had to touch the one that corresponded to the fruit shape simultaneously presented (Fig. 1 B) . By permuting color and shape, we were able to present three cognitive situations, corresponding to three levels of difficulty ( Fig. 1C): (1) a basic control situation in which the shape is colorless and the task is of an intermediate level of difficulty, (2) a situation in which shape and color correspond (e.g., the banana is yellow) and the task is easy, and (3) a situation in which there is no congruence (i.e., interference) between color and shape (e.g., the banana is red) and the task is difficult.
During experimental recording sessions, monkeys were seated in a primate chair, their heads were immobilized, and their left hands were restrained, facing a video touch screen. Animals were trained to keep their right hands on the hand rest, which integrated a position sensor, until the shape and three colors appeared on the screen. Each trial comprised the same succession of events ( Fig. 2 A, B) (1) a 3 s rest period during which the screen remained white and the monkey was instructed to remain still, (2) a 500 ms warning period (presentation of a warning stimulus in the form of a black circle, diameter of 5 cm), (3) after 500 -1000 ms, presentation of the task itself (SLT), i.e., the simultaneous presentation of one fruit shape and the three different colors, (4) the response period during which the monkey took its hand off the hand rest, thus releasing the position sensor, and was supposed to touch the correct color on the screen, and (5) the evaluation period that began with either delivery of the reward (a drop of orange juice) in the case of success or the appearance of a negative visual feedback in the form of a black screen after an incorrect response.
To exclude the possibility that the neuronal response to the negative feedback signal could be a simple visual response, we interspersed at random other trials in which we presented a colored screen (pink, blue, or brown) immediately after the initial rest period. In the same way, we checked that neuronal activity related to obtainment of the reward was not attributable to simple appetitive mechanisms by occasionally giving drops of orange juice immediately after the rest period. We also charted the activity of the biceps brachii and triceps brachii muscles and used a custom-made video apparatus to record oculomotor activity. The previous training of each monkey took ϳ6 months. This began with the learning of a simple motor task, which was subsequently used during recording sessions as a motor control test, in which monkeys had to touch a black target, displayed randomly on the left, in the middle, or on the right of a video touch screen. Once they had mastered this stage, we confronted them with the basic control situation, in which the three colors were presented with a colorless fruit shape. When a monkey's overall performance reached Ͼ50% correct responses (chance, 33%), we proposed the easy situation, in which the color of the fruit presented was its normal color. Once this stage was mastered according to the same criteria, we moved on to the difficult situation. The 12 different possible combinations ( Fig. 1) were presented randomly within each recording session, with the color order of targets (six possibilities, e.g., from left to right: red, green, and yellow) being changed for each recording session.
Surgery and electrophysiological recordings. A stainless steel recording chamber (diameter of 19 mm) was implanted in the skull of each monkey under general anesthesia (ketamine, 10 mg/kg; xylazine, 2 mg/kg; diazepam, 0.5 mg/kg; and atropine sulfate, 0.2 mg/kg). Supplemental doses of ketamine were given when necessary to maintain a state of deep anesthesia. The central axis of the cylinder was stereotactically positioned at A26 and L0 in both monkeys. A head holder was embedded with dental cement around the chamber for immobilization during neuronal recording. Antibiotic (ampicillin, 100 mg/kg) and analgesic (paracetamol, 30 mg/kg) treatments were given for 1 week after surgery. Extracellular single-unit activity was recorded using tungsten microelectrodes insulated with epoxy (impedance, 0.5-1.0 M⍀ at 1 kHz). Neuronal activity was amplified (10,000 -20,000), filtered (300 -3000 Hz), and displayed on an oscilloscope. A window discriminator was used to select spikes from background activity. These were then processed through an analogto-digital converter interface and stored on-line in a microcomputer. Analyses were performed on successive 10 ms data bins using customwritten software.
Behavioral statistical analysis. Three behavioral parameters were studied: error type (ET), error rate, and reaction time (RT) for the three cognitive situations.
For error type, we listed the five types of incorrect response that could elicit the appearance of the visual negative feedback signal (Fig. 2 B) : (1) a no movement error (ET1), in which the monkey did not move at all during the trial; (2) an early response error (ET2), in which the trial was interrupted because the monkey moved too early (i.e., before the SLT appeared on the screen); (3) an invalid response error (ET3), in which the monkey responded but either touched the screen with insufficient force to validate the trial (minimum touch activation force necessary, 55-85 g) or stopped before actually touching the screen; (4) an incorrect response error (ET4), in which the monkey touched the wrong color (e.g., the red target in response to the presentation of the banana shape); and (5) a too late response, in which the monkey lifted its hand after the 4 s of the response period. There were too few trials of this last error type to allow statistical analysis.
Error rate was calculated for all trials in which the monkey completed the response movement, i.e., touched a target on the screen with sufficient force to validate the trial. We therefore excluded type 1, 2, and 3 errors from this calculation. Because type 5 errors had not been retained for analysis, this left only type 4 errors. The number of erroneous trials was divided by the total number of completely executed trials for each of the three cognitive situations.
RT was defined as the interval between the moment when the SLT appeared on the screen and the moment when the monkey released the position sensor by lifting its hand off the hand rest (Fig. 2 B) . Again, we could only study this parameter for completed movements and therefore restricted our analysis to successful trials and type 4 errors (the monkey touched the wrong target). We then performed a two-way ANOVA for the three cognitive situations, taking as the dependent variable the mean RT calculated for the total number of sessions taken into account. For post hoc analysis, we used a Fisher's test with Bonferroni's/Dunn's correction. Electrophysiological statistical analysis. We only analyzed data from neurons that were activated during a sufficient number of trials to make it possible to constitute a representative statistical sample. Perievent raster displays and histograms of neuronal activity were aligned to the beginning of the evaluation period, i.e., either reward delivery or appearance of the negative feedback signal. We then analyzed neuronal activity for a 500 ms epoch. This time window was calculated to encompass the classically described epoch during which evaluation-related neuronal activity peaks after a correct or incorrect response. Event-related modifications of activity were detected by comparing (paired t test) neuronal activity related to a specific event with activity during the initial 3 s rest period. A change in neuronal discharge frequency was considered significant if the p value was Ͻ0.01. To assess precisely the influence of the cognitive situation on performance-monitoring activity, we restricted our analysis to those trials during which animals made strictly comparable movements, effectively touching a target on the screen. We therefore compared successfully completed trials with type 4 errors (the monkey touched the wrong target) and excluded erroneous trials of types 1, 2, and 3. Because it was difficult to quantify inhibitory unitary responses, only neurons responding by an activation were analyzed. An ANOVA was then performed for the three cognitive situations. The dependent variable was the mean firing frequency calculated during the 500 ms epoch for all recorded neurons. We used a Fisher's test with Bonferroni's/Dunn's correction for post hoc analysis.
Histology. Once experimentation was completed, the boundaries of the region recorded were delimited by electrolytic lesion using a direct anodal current (20 A, 20 s) applied through a microelectrode. One week later, each animal was deeply anesthetized (Nembutal, 100 mg/kg) and perfused through the ascending aorta with 500 ml of 0.9% saline, followed by 2 liters of 4% paraformaldehyde in phosphate buffer, pH 7.4, as fixative. The outline of the recording chamber was then traced on the surface of the brain, and the brain was removed from the skull and sliced into 25 mm frontal sections that were postfixed for 12 h at 4°C in 20% sucrose in Tris-buffered saline, pH 7.4, frozen in isopentane cooled on dry ice, and cut into 25 m frontal sections with a cryostat. All sections were counterstained with cresyl violet and then rinsed in PBS, dehydrated in gradually increasing concentrations of ethanol, cleared in xylene, and coverslipped in Neoantelan (Polylabo, Strasbourg, France). Recording sites were located using the coordinates of each recorded cell with respect to marker lesions and, when possible, to electrode tracks (Fig. 3) . CMAr boundaries were determined using information obtained by intracortical microstimulation performed after each neuronal recording and sulcal landmarks and compared with previously determined magnetic resonance imaging (MRI) localization.
Results

Behavioral results
Error rate and mean reaction time for the three different situations, easy, intermediate level of difficulty (control situation), and difficult, are given in Figure 4 .
A 2 ( p Ͻ 0.01) test revealed a positive correlation between error rate and the level of cognitive difficulty. These results con- (1) a 3 s rest period, (2) presentation of a 500 ms warning stimulus, (3) waiting period of 500 to 1000 ms, (4) presentation of the Stroop-like task with maximum 4 s response period, and (5) 1-1.5 s after completion of response movement, either delivery of reward (after correct response) or negative feedback (after errors of type 1-4; type 5 errors were too rare to allow statistical analysis). B, Timelines of the different stages of the trial. firmed that the task chosen for this experiment allowed effective manipulation of behavioral parameters.
A two-way ANOVA on the three situations showed that the level of cognitive difficulty had a clear influence on RT (F (1,92) ϭ 6.82; p Ͻ 0.005) ( p Ͻ 0.0001). This was confirmed by post hoc comparison ( p Ͻ 0.0001), which showed that RT, expressed in milliseconds, increased significantly from the easy to the intermediate (control) to the difficult situation (642, 824.9, and 1009.8, respectively). The same analysis performed for erroneous trials only revealed a similar tendency (F (1,92) ϭ 3.3; p Ͻ 0.05) for the three situations (918.1, 1014, and 1179.7). A systematic comparison of RT in successful and in erroneous trials indicated a significant increase in RT (t test, p Ͻ 0.001) for erroneous trials in each of the three situations.
Unit recordings
A total of 92 of the 183 ACC neurons recorded (50.2%) exhibited significant activity during the evaluation period. Among these, we distinguished three groups. The activity of 11% of the 92 (group 1, n ϭ 10) was modified (eight activations and two inhibitions) by positive but not by negative feedback (Fig. 5A) . Within this group, 70% (n ϭ 7) did not respond at all to positive feedback (reward delivery) outside the context of the SLT. A total of 18.4% of the 92 neurons (group 2, n ϭ 17), in contrast to the first group, increased their firing rate after negative but not after positive feedback (Fig. 5B) . The third group (70.6% of the 92) was the most frequent (n ϭ 65), with a complex pattern of activation and/or inhibition during the evaluation period, as can be seen in Table 1 . Most of these neurons (75%, n ϭ 49) showed a strikingly phasic activation to negative feedback, as well as displayed a smaller but significant transient increase in activity after positive feedback (Fig. 6 ). Reward and visual control tests (see Materials and Methods) for any given neuron confirmed that simple visual or appetitive mechanisms could not account for these responses. When the mean peak spike frequencies of the 65 neurons of this third group were pooled, mean Ϯ SEM response magnitude (spikes per second) was 47% higher after negative feedback (12.6 Ϯ 2.6) than after reward delivery (8.5 Ϯ 1.4), indicating a clear bias toward negative feedback signaling.
A one-way ANOVA on the 61 neurons activated by positive A. Activation of a group 1 neuron that responded only to positive feedback (in red; n ϭ 72) and not to negative (in black; n ϭ 12). B, Activation of a group 2 neuron that responded only to negative (in black; n ϭ 65) and not to positive (in red; n ϭ 111) feedback. Trials in which the positive feedback (reward) was given out of the task context were excluded. NS, Not significant. Spikes/s Figure 6 . Neurons that responded to both positive and negative feedback (group 3) presented a more important activation after negative than after positive feedback. Example of an individual group 3 neuron. Firing rate increased more after negative (in black; n ϭ 43) than after positive (in red; n ϭ 104) feedback.
feedback (groups 1 and 3) for the three cognitive situations showed that only three neurons modified their activity according to the difficulty of the situation. The vast majority (90%, n ϭ 58) showed no significant modulation from one cognitive situation to another, as demonstrated by their virtually identical activity patterns (Fig. 7) . For the 74 neurons that were activated by negative feedback (groups 2 and 3), the same analysis showed that only two neurons modified their activity according to the cognitive situation ( p Ͻ 0.01; see Materials and Methods). Again, the vast majority (93%, n ϭ 69) showed no significant modulation of their firing rate between the three situations. These results clearly indicate that cognitive information did not modify the discharge properties of the large majority of CMAr neurons involved in performance monitoring.
We then compared the mean firing rate of the 49 neurons that were activated by both positive and negative feedback after positive (completed correct response) and after negative (completed but incorrect response) feedback. A total of 83% (n ϭ 41) showed significant differences between evaluation of success and evaluation of error. A majority, 67% (n ϭ 33), modified their firing rate more after negative than after positive feedback. A reward given out of the task context induced a significantly ( p Ͻ 0.001) smaller activation than a reward given after a successfully completed task (Fig. 8 A, results for an individual neuron; C, white bars, pooled data for all neurons that responded to positive feedback).
To conclude, we looked at the discharge rate of evaluationrelated neurons as a function of the four different error types defined above (see Materials and Methods, Behavioral statistics analysis) (no movement ET1, premature response ET2, invalid response ET3, and incorrect response ET4). A one-way ANOVA showed a high level of significance (F (3,74) ϭ 6.22; p Ͻ 0.0001), and post hoc analysis showed that mean discharge rate (spikes per second) increased gradually from ET1 to ET4 (respectively, 8.4, 9.08, 10.39, and 12.55) with significant differences between ET1/ ET2 and ET4. The slight difference observed ( p ϭ 0.05) between ET3 and ET4 was not statistically significant (Fig. 8C, black bars) . Figure 8 B presents the activation of an individual neuron during the evaluation period in response to the negative feedback consequent to the four different error types.
Discussion
We devised for this study an original Stroop-like task that allowed us to investigate the role played by the CMAr in performance evaluation. The task required precise behavioral control, as was demonstrated by the high error rate and the fact that both error rate and reaction time varied considerably from one cognitive situation to another. This is additionally supported by our finding that RTs for errors were generally longer than RTs for correct responses. Indeed, this result can be explained by making the distinction between execution failure (such as slips or lapses) and planning failures (mistakes) (Reason, 1990a,b) . Although the former results from skilled-based components (such as mistiming) and are usually found in speeded RT task with a drastic RT deadline, the later are rather attributable to cognitive or rulebased difficulty. Because there was no drastic time constraint in the SLT, our data suggest that, when faced with cognitive difficulty, monkeys developed a conservative strategy to respond as accurately as possible.
Our finding that CMAr neuronal activity increased during the evaluation period is consistent with previous human and primate studies that have shown that ACC neurons are activated during reward ingestion or on the appearance of a positive feedback signal (Akkal et al., 2002; Isomura et al., 2003; Matsumoto et al., 2003; Ullsperger and von Cramon, 2003) . We also found that more CMAr neurons were activated, and discharge rate increased, when feedback was negative. This indicates an implication in error detection that was first suggested 20 years ago, in primate studies that showed that ACC neurons were activated when animals committed an error or did not receive a reward to which they felt entitled (Niki and Watanabe, 1979; Gemba et al., 1986) . These data have recently been endorsed by electrophysiological and neuroimaging data obtained in humans, which have provided new evidence that ACC activity is modulated by negative feedback (Ullsperger and von Cramon, 2003; Holroyd et al., 2004) . Because single-cell recording remains the most direct technique for anatomo-functional localization, the data we present showing an activation of CMAr neurons during the evaluation period would confirm that this structure plays an important role in performance evaluation Amiez et al., 2005 Amiez et al., , 2006 . This role confirmed, we were interested to see what is the influence of the cognitive situation on this activity. Our results showed a positive correlation between behavioral cost, as measured by reaction time and error rate, and cognitive demand. We then compared the activity of CMAr neurons during the evaluation period immediately after the successful or erroneous execution of the SLT in the three different cognitive situations. There was surprisingly little variation in the modification of firing rate from one situation to another. This would suggest that cognitive demand does not exercise a significantly specific influence on evaluation-related activity. These results are also in agreement with previous studies that emphasize the absence of modulation of CMAr outcome activity during response competition tasks Nakamura et al., 2005) . Because error rates were significantly different from one cognitive situation to another, our results rule out, however, a direct influence of uncertainty. If there had been a direct influence, the differences in the probability of success between the three cognitive conditions should have induced related, albeit distinct, neuronal activity patterns. It has indeed been proposed by Holroyd and Coles (2002) that a complementarity exists between a medial frontal system involved in performance-monitoring and dopaminergic (DA) neurons involved in coding the discrepancies between actual and expected event outcomes (reinforcement learning theory). This interpretation is based on the finding that mesencephalic DA neurons code error in the prediction of reward: the phasic increases or decreases in DA neurons indicates that ongoing events are better or worse, respectively, than expected (error prediction theory) (Schultz, 1998; Schultz and Dickinson, 2000) . According to Holroyd and Coles (2002) , the ERN reflects the arrival of this DA error signal on the ACC with an inverse relationship: these authors indeed assumed that the impact of the DA signals on the apical dendrites of neurons in the ACC modulates the amplitude of the ERN, such that phasic decreases in dopamine activity (indicating that ongoing events are worse than expected) are associated with large ERNs. In this view, it is then predicted that larger ERNs should be elicited by unexpected unfavorable outcomes than by expected unfavorable outcomes. According to this, recent functional imaging results showed that error-related activity is greater for low-error conditions than for the high-error conditions (Brown and Braver, 2005) . We then obviously expected that, in the present experiment, there should be a larger neuronal amplitude response on easy trials (i.e., the low-error condition). However, because the dramatic increase in firing rate we found after the negative feedback was not influenced by the task difficulty, our results seem to be in part inconsistent with these previous theoretical approaches and findings in their present form (Holroyd and Coles, 2002; Brown and Braver, 2005) . However, in the Brown and Braver task, parameters were dynamically controlled with the use of a staircase algorithm as to produce error rates that were constant for each experimental condition. Because it was not the case in our experiment, this could have made it more difficult for the monkeys to maintain different reward expectations on trials of different difficulty levels (Holroyd and Coles, 2002) or to learn whether greater error likelihood was associated with difficult or easy trials (Brown and Braver, 2005) . . CMAr neuronal activation during the evaluation period was contingent on animal's commitment to the task. A, Top represents raster display and frequency histogram comparing firing activity of an individual neuron during the initial 3 s rest period and during the evaluation period after positive feedback pooled for both correct response and out of the task reward. Bottom represents in two separate curves the mean activity for correct response and out of the task reward. B, Top represents raster display and histogram comparing firing activity of an individual neuron during the initial 3 s rest period and during the evaluation period after the negative feedback engendered by the pooled four types of error analyzed. Bottom represents in four separate curves the mean activity of each of the four error types. C, White bars, Mean firing activity during the evaluation period of all neurons that responded to positive feedback. Activation was more important after positive feedback (reward delivery) consecutive to a correct execution of the SLT than after a reward delivered out of the task context. Black bars, Mean firing activity during the evaluation period of all neurons that responded to negative feedback, according to error type. The degree of activation during the evaluation period after negative feedback varied according to the type of error. The greater the degree of commitment of the animal to the task, the more important the activation.
Another explanation could be that the ERN is not just reflecting the function of a single ACC region (such as the CMAr) but may in fact reflect the broader activity of a performancemonitoring network implemented in the whole medial frontal cortex (MFC) and in the limbic system (Luu et al., 2003) . This explanation is supported by the finding that the rostral part of the supplementary motor area is also involved in such a process (Brown and Braver, 2005) . It has already been proposed that controversies about the role of the MFC in performance monitoring may in part have arisen because different researchers are discussing separate parts of the MFC (Rushworth et al., 2004 ). An indirect argument for the functional parcellation of the ERN is that it correlates with many aspects of human error processing (Gehring et al., 1993; Falkenstein et al., 2000) and varies in amplitude across experimental conditions although its latency seems to be very consistent (Falkenstein et al., 2000) . This suggests that different subprocesses are recorded at the same time and that the whole EEG signal encompasses but consequently minimizes the impact of each of its components.
The view that the ERN is elicited by the impact of a reward prediction error signal carried by the mesencephalic dopamine system on ACC could be also revised in this context: it is indeed possible that the functional parcellation of the ERN and its modulation are underlined by a relative balance in neuromodulation between more than one neuromodulator. Interestingly, recent physiological evidence indicates that not only dopamine but also noradrenaline affect neuronal activity during performance monitoring (Riba et al., 2005) . Because the pattern of these neurotransmitters afferent connections appear to be specific (Porrino and Goldman-Rakic, 1982) , it could account for the heterogeneity in ERP and function MRI experiments found in different subregions of the MFC. Although the obvious question remaining is then how components of this ERN signal are coordinated, our results imply that outcome predictability does not affect the evaluative activity of CMAr neurons.
These findings would appear to be incompatible with previous postulates that ACC evaluative activity is directly modulated by cognitive information and by outcome predictability. In our study, CMAr neuronal activity was, certainly, modulated during the evaluation period, but this modulation appeared to depend on the degree of commitment to performance of the task. When the reward was obtained passively (i.e., out of the task context), we found a dramatic decrease in firing rate compared with the firing rate observed on obtainment of the reward after a correct response. The fact that CMAr neuronal activation was greater when a reward was given in the task context than out of context would in itself indicate that a large proportion of these neurons are reinforcement rather than reward related because, in reinforcement-related activity, the response to the reward is linked to the execution of a particular task, whereas in rewardrelated activity the neuronal reaction is the same, whatever the circumstances of reward delivery (Watanabe, 2002) . In the same way, the "volition-to-action" transformation mechanism such as that suggested by Gehring et al. (1993) may shed some light on the differential activation of CMAr neurons during the evaluation period after the four types of error. These authors already proposed a few years ago that the integrative process manifested by the so-called ERN is influenced by the importance the subject attaches to the error he has perceived. More recently, other studies have pointed out that ACC activation at very early stages of information processing reflects the amount of effort or volition that a subject is willing or able to engage in a task (Winterer et al., 2002) . This has also been indicated by experiments in which the ability to perform difficult tasks was impaired by lesioning the medial frontal cortex, including the ACC (Walton et al., 2002; Kennerley et al., 2006) . Interestingly, in our experiments, the type of error after which the discharge rate varied least was the type 1 error, during which the monkey failed to initiate any movement. In an operant conditioning paradigm, the animal could hardly expect a positive outcome without executing the task. Because the context was strictly the same as in previous and subsequent successful trials, the virtual absence of a variation in discharge rate strongly suggests that the monkey was not engaged in the task. A change in firing activity would thus be less likely to be related to the failure to obtain a possible reward than to a conditional response to negative feedback. In type 2 erroneous trials (the monkey moved before the task was presented), it is likewise probable that the premature motor response reflected impulsivity or eagerness to act, which could explain the relatively small modification in firing activity observed during the evaluation period. In contrast, in the type 4 error, the execution motor program was appropriately activated to touch one of the three possible targets, even if a wrong target was finally selected. CMAr activation was more important during negative feedback after this type of error, indicating a higher level of commitment. We also observed a very slight variation in firing rate modulation between type 3 errors, when the monkey exerted insufficient pressure on the screen, and type 4 errors, when the monkey completed the movement but touched the wrong target. This could possibly be explained by the fact that, in type 3 errors, there may be a decrease in sensory feedback. The monkey either did not press hard enough or had a last-minute hesitation as to its choice and restrained its movement just as it was about to touch the target.
These observations lead us to conclude that the graded neuronal activation observed in the CMAr during performance evaluation is contingent on the execution of the motor response. In both successful and type 4 erroneous trials, the two cases in which the response movement was completely accomplished, the response was encoded in a standard manner. This was the case, whatever the cognitive context. These results confirm the precise role for CMAr neurons in linking voluntary actions and their outcomes (Shima and Tanji, 1998) . The relative independence of CMAr neuronal activity to positive or negative feedback in the absence of overt movements should guarantee that these feedbacks have any relevance for performance of the task. It is possible that positive feedback after a success may help to reinforce the motor response through stabilization of the neuronal circuit implicated in the response. However, the fact that changes in neuronal discharge frequency were greater after an erroneous than after a successful response indicates that the CMAr is more solicited when the subject has to adapt its behavior. Such changing activity patterns may in turn be determinant for cognitive and motor learning by trial and error. Because the CMAr sends direct projections to the primary motor cortex and the spinal cord, as well as to the supplementary motor area, it is likely that errorrelated activity exerts a direct influence on motor programming and execution.
