This paper is concerned with the problem of designing robust H-infinity output feedback controller and resilient filtering for a class of discrete-time singular piecewise-affine systems with input saturation and state constraints. Based on a singular piecewise Lyapunov function combined with S-procedure and some matrix inequality convexifying techniques, the H-infinity stabilization condition is established and the resilient H-infinity filtering error dynamic system is investigated, and, meanwhile, the domain of attraction is well estimated. Under energy bounded disturbance, the input saturation disturbance tolerance condition is proposed; then, the resilient H-infinity filter is designed in some restricted region. It is shown that the controller gains and filter design parameters can be obtained by solving a family of LMIs parameterized by one or two scalar variables. Meanwhile, by using the corresponding optimization methods, the domain of attraction and the disturbance tolerance level is maximized, and the H-infinity performance is minimized. Numerical examples are given to illustrate the effectiveness of the proposed design methods.
Introduction
Piecewise-affine systems offer a good modeling framework for hybrid systems involving nonlinear phenomena which have the characteristic of both continuous dynamics and discrete events with the nature of the model switching [1] [2] [3] [4] [5] . Piecewise-affine systems which are composed of a partition of the state space and local dynamics valid can describe a rich class of practical circuits and control systems when some nonlinear components are encountered, such as saturation, dead-zone, and relays [6] [7] [8] . In fact, many nonlinearities that appear frequently in engineering systems either are piecewise-affine or can be approximated as piecewise-affine functions, which can be used to analyze smooth nonlinear systems with arbitrary accuracy [9, 10] .
Robust stabilization problems of piecewise-affine systems with norm-bounded time-varying parameters uncertainties have been extensively studied, and various results have been obtained on the analysis and controller synthesis [11] . To mention a few, the problem of well-posedness was investigated as a basic issue for piecewise-affine systems in the literature [12] . By presenting a number of algorithms, the authors in [6] tested the controllability and observability of piecewise-affine systems. In [9, 10] , more attention was paid by constructing a piecewise-affine Lyapunov function on stability and optimal performance analysis for piecewiseaffine system. By the same Lyapunov functions as in [9] , controller synthesis and state estimation of piecewise-affine system were considered in [13] [14] [15] [16] . By using a common Lyapunov function and a piecewise Lyapunov function, respectively, the authors in [17] [18] [19] [20] [21] [22] [23] investigated the analysis and control of systems that may involve multiple equilibrium points. Using a similar method to that in [10] [11] [12] , some results have also been reported in [24] [25] [26] where the piecewise Lyapunov function might be discontinuous across the region boundaries. Recently, much more attention has been paid to the problem that the stabilization conditions can be determined by solving a set of linear matrix inequalities (LMIs). A number of results have been reported based on the piecewise Lyapunov function [27] [28] [29] [30] , such as controller synthesis, state estimation, output regulation, and tracking of piecewise-affine system. For a filtering error dynamic system, the objective of filter designing is to estimate the unavailable state variables. During the past decades, much more filtering 2 Mathematical Problems in Engineering schemes have been investigated, such as Kalman filtering, Hinfinity filtering, and reduced-order H-infinity filtering [31] [32] [33] [34] . Then, the authors in [35] paid more attention to the problem of resilient Kalman filtering with respect to estimator gain perturbations. And the resilient H-infinity filtering was also raised. For output feedback control systems, an actuator with amplitude and rate limitations may be considered in most real-world applications that often suffer from the state constraints. For controller synthesis, ignoring these constraints may degrade the performance and may even cause the instability of closed-loop system [36, 37] (Figure 1 ). On the other hand, output feedback control can be easily implemented with low cost, which is particularly very useful and more realistic [38] . In the literature [39] , the low gain feedback designs were investigated for linear systems with all of its open loop poles in the closed left-half plane. Based on an auxiliary feedback matrix, the authors in [40, 41] studied the stabilization and 2 -gain control of piecewise-linear systems with actuator saturation. Recently, the authors in [42, 43] investigated state feedback H-infinity control and output feedback H-infinity control for piecewise-affine systems, respectively. In this paper, the H-infinity output feedback control and resilient filter design problems of singular piecewiseaffine systems with input saturation and state constraints are considered. Based on a singular piecewise Lyapunov function combined with S-procedure and some matrix inequality convexifying techniques, the H-infinity stabilization condition is established and the resilient H-infinity filtering error dynamic system is investigated. Under energy bounded disturbance, the input saturation disturbance tolerance condition is proposed; then, the resilient H-infinity filter is designed in some restricted region. The results are given in terms of solutions to a set of linear matrix inequalities. Meanwhile, by using the corresponding optimization methods, the domain of attraction and the disturbance tolerance level is maximized, and the H-infinity performance is minimized.
According to the existing results, the main contributions of this paper can be summarized as follows: (1) by adding a resilient block to output feedback controller, the robust stabilization of resilient H-infinity output feedback closed-loop control systems is investigated, which was not considered in [44] (Figure 3) ; (2) for singular piecewise-affine systems, the analysis and maximization of the disturbance tolerance capability are considered; (3) by investigating resilient Hinfinity filter, the robust stabilization of resilient filtering error dynamic system is considered for the first time.
The paper is organized as follows. In Section 2, model description and some preliminaries are given. Sufficient conditions for designing robust H-infinity output feedback controllers are proposed in Section 3 firstly; then, a resilient H-infinity filter is given by using the analysis and synthesis methods described previously; the resulting filtering error dynamic system is admissible with the resilient H-infinity filter. Two numerical examples are presented to illustrate the effectiveness of the proposed approaches in Section 4, which is followed by some conclusions finally.
Notation 1.
The notations used throughout the paper are standard. R denotes the -dimensional Euclidean space, while R × refers to the set of all real matrices with rows and columns. A represents the transpose of the matrix A, while A −1 denotes the inverse matrix of A. l 2 [0, ∞) refers to the space of square summable infinite sequences with the Euclidean norm ‖ ⋅ ‖. I is the identity matrix with appropriate dimensions. For real symmetric matrices X and Y, the notation X ≥ Y (resp., X > Y) means that the matrix X − Y is positive semidefinite (resp., positive definite). The notation * is used to indicate the terms that can be induced by symmetry. [1, ℎ] denotes the set of 1, 2, . . . , ℎ, in which the elements are integers.
Model Description and Problem Formulation
Consider a discrete-time singular piecewise-affine system with norm-bounded uncertainties and input saturation described by the following dynamics:
where x( ) ∈ R is the system state vector, u( ) ∈ R is the system control input, y( ) ∈ R is the system measurement output vector, z( ) ∈ R is the controlled output vector, and w( ) ∈ R is an energy bounded disturbance input which belongs to l 2 [0, ∞) and satisfies
, and E are known real constant matrices with appropriate dimensions, denoting the th local model of the system, and Eb is the offset term. The index set Mathematical Problems in Engineering 3 of cells is denoted by = {1, 2, . . . , }. The matrix E ∈ R × may be singular and rank(E) = ≤ is assumed. ΔA and Δb are real matrices representing parameter uncertainties of the th local model of the system, which are assumed to be norm-bounded as
where W 1 , E 1 , and E 2 are known real constant matrices with appropriate dimensions. Δ ( ) :
is an unknown real-valued time-varying matrix function with the Lebesgue measurable elements satisfying
The parameter uncertainties are said to be admissible if (3)- (4) hold.
Remark 1.
In order to refrain unnecessarily complicated notations, in this paper, we only consider the norm-bounded uncertainty parameters involving matrices A and b . Nevertheless, the methods to be investigated in this paper can be easily extended to the case when the uncertainty parameters also emerge in the matrices B , D 1 , D 2 , F , and G , ∈ .
In addition, we consider that the system is subject to the input and state constraints, where the saturated input is expressed by sat(
, with saturation level u, and the system state is bounded by the following condition:
where L ∈ R × is a known real constant matrix and g ∈ R is a given constant vector.
In the following, we will introduce a new set:
which represents the index pairs denoting all possible transitions of the system state trajectories.
Remark 2. For mixed logical dynamical (MLD) system [6] , the reachability analysis can usually determine the set Ω. If it is probable that the transitions happen between all regions, then Ω := × = {( , ) | , ∈ }. It is assumed in this paper that the polyhedral region R , ∈ , is slabs of the following form:
Each slab can be exactly described by a degenerate ellipsoid:
where F = 2C /( − ), = −( + )/( − ). Then we have the following relationship for each ellipsoid region:
Let the partitioned regions be separated into two classes = 0 ∪ 1 , where 0 denotes the index set of regions with − 1 ≤ 0 which contains the origin and 1 denotes the index set of regions otherwise.
For system (1), we introduce the following definitions.
Definition 3 (see [45] ). According to the discrete-time piecewise-affine singular system (1) with u( ) = 0, one has the following.
(i) The system is said to be regular if det(zE − A ) is not identically zero, ∈ .
(ii) The system is said to be causal if deg(det(zE − A )) = rank(E), ∈ .
(iii) The system is said to be stable if all roots of (E, A ) ⊂ D int (0, 1).
(iv) The system is said to be admissible if it is regular, causal, and stable.
(v) For the system, there exists a grade 1 (infinite generalised) eigenvector of the pair (E, A ), such that for any nonzero vector^1 satisfying E^1 = 0, and there exists a grade (infinite generalised) eigenvector of the pair (E, A ), such that for any nonzero vector^( ≥ 2) satisfying E^= A^− 1 .
Definition 4.
For the convenience of the subsequent descriptions, one defines the sets
as an ellipsoid and a polyhedron, where ∈ [1, ], respectively, P is a positive definite matrix, and H is the th row of the matrix H ∈ R × . Also, one introduces the following lemmas.
Lemma 5 (see [46] ). For all u ∈ R and^∈ R such that In this paper, we consider a resilient output feedback controller which is described as follows:
where ΔK = W 1 Δ ( )E 3 , ∈ , and E 3 is known real constant matrices with appropriate dimensions. In this paper, for all u ∈ R and^∈ R such that |^| < u, ∈ [1, ], we assume that x( ) ∈ (H , u), x( ) ∈ R ,
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∈ ; according to Lemma 5 and (10) , the saturated control input sat(u( )) can be written in the following form:
where 1 ( ) ≥ 0, 2 ( ) ≥ 0, . . . , 2 ( ) ≥ 0, and ∑
=1
( ) = 1. The closed-loop singular piecewise-affine control system consisting of system (1) and the saturated control input (11) can be described as
where
(B) Resilient Filter for Discrete-Time Singular Piecewise-Affine
Systems with Uncertain Parameters. We consider a resilient filtering for discrete-time singular piecewise-affine systems with uncertain parameters as follows:
where A , B , C , and D are the design parameters.
According to (11) , the saturated control input sat(u( )) can be written in the following form:
Assume thatx ( ) = [x ( )x ( )]; the resilient filtering error dynamic system consisting of system (1), 2, and the saturated control input (14) can be described as
].
Main Results

Theorem 7.
If there exist matrices 0 < P = P ∈ R × , K ∈ R × , ∈ , and positive scalar ≤ , , , , ∈ , , ∈ 1 , ( , ) ∈ Ω, such that the following LMIs hold:
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[ [
is the th row of matrix Z , L is the th row of matrix L, and g is the th row of vector g, then, for any initial condition x 0 starting from the region ∪ ∈ ( (P , ) ∩ R ), the discretetime singular piecewise-affine system (1) can be asymptotically stabilized by the controller (10) with K = Y P C −1 . Consider
Proof. In this paper, we consider the following singular piecewise quadratic Lyapunov function:
According to the Lyapunov function defined in (22) , to make the closed-loop system (12) possess H-infinity performance , we know that it suffices to show the following inequality:
In the case of ∈ 1 , ( , ) ∈ Ω, it follows from (23) that
Equation (24) can be rewritten as follows with ( , ) ∈ Ω for any nonzero w( ) ∈ l 2 [0, ∞):
where A = A + BW ( ), B = F + GW ( ).
From (25), we get
It is easy to see the following inequality:
Assume that (E, A) is not causal We multiply (27) by the grade 1 eigenvectors^1 and its Hermitian^1 * , respectively.
In view of Definition 3, replacing A^1 by E^2 and noting that E^1 = 0, it gives^2 * E P E^2 < 0
which contradicts (16) . Therefore (E, A) is causal. Thus the regularity of (E, A) is implied. As a result, the closed-loop system (12) is said to be admissible. Then, by taking into consideration the partition information (9) and applying the S-procedure, we have that the 6 Mathematical Problems in Engineering following inequality implies (25) with
For the matrix inequalities in (30), taking linear combinations over and using the well-known Schur complement, it is easy to see that the following inequality implies (29) :
where Q = W K C + W H . On the other hand, by using the relations given in (3), the left-hand side (LHS) of (30) can be easily rewritten as follows:
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Remark 8. Firstly, we consider the uncertainty terms appearing in the matrices A and b ; according to the relations ΔK = W 1 Δ ( )E 3 , ∈ , we can eliminate the uncertainty terms appearing in G W ΔK C and B W ΔK C by the same means. Sym{Γ} is the shorthand notation for Γ + Γ . Thus, based on Lemma 6, by introducing a set of positive scalar parameters > 0, ∈ 1 , ( , ) ∈ Ω, it is easy to see that the following inequality implies (31) :
For the matrix inequalities in (33), introduce two sets of positive scalar parameters , : Using Schur complement again, it is seen that the above inequality is equivalent to the following inequality:
By the well-known fact ( − 1)
(matrix inversion lemma) and some simple calculations, the matrix inequality (34) can be rewritten as follows: 
and = F (F ) .
By using the well-known Schur complement again, it is easy to see that the following inequality implies (35) : 
where = − 2 I + ; on the other hand, it follows that b + Δb = 0; it is easy to see the following inequality:
For the matrix inequalities in (38) , taking linear combinations over and using the Schur complement, one can obtain from (37) that the inequality also holds for ∈ 0 , ( , ) ∈ Ω. Consider
By a similar technique dealing with the uncertainties as in (30) , it is easy to see that the matrix inequalities in (38) hold if and only if there exist three sets of positive scalars , , and such that the matrix inequalities in (39) hold. Consider
It is easy to see that the inequalities in (39) and (36) are equivalent to LMIs in (17) and (18).
Remark 9.
In the case of b + Δb = 0, ∈ 0 , where 0 denotes the index set of regions with − 1 ≤ 0, the partition information (9) is not considered in the process of Theorem 7 proof. To make the results simple, in Theorem 7, we only investigate the system matrix A and offset term Eb is time-variant. In fact, when matrices B , D 1 , D 2 , F , and G are time-variant, we can get the resilient H-infinity output feedback controllers with the same course.
In addition, by Schur complement, the LMIs in (19) are equivalent to Z X −1 Z ≤ 2 / , ∈ , ∈ [1, ], which are equivalent to H P −1 H ≤ 2 / , ∈ , ∈ [1, ]. It is easy to see that H P −1 H ≤ 2 / , ∈ , ∈ [1, ] are equivalent to (P , ) ⊂ (H , ), ∈ (see [41] ). Similarly, the LMIs in (20) 
Using inequalities (23) and noticing that ΔV( ) = V( + 1, x( + 1)) − V( , x( )) and V(0) = 0, one can obtain
At the time , it is seen from (40) that x( ) ∈ (P , ) ∩ R , x( ) ∈ R , ∈ . Using the conditions (P , ) ⊂ (H , ), ∈ , and (P , ) ⊂ (L , g ), ∈ , ∈ [1, ], we can obtain the relationships x( ) ∈ (H , ) and −g ≤ Lx( ) ≤ g. Assume that, at the next time + 1, the state of the closed-loop system (12) transits to x( + 1) ∈ R , ∈ . It is clear from (40) that x( + 1) ∈ (P , )∩R . Then it follows from the conditions (P , ) ⊂ (H , ), ∈ , and (P , ) ⊂ (L , g ), ∈ , ∈ [1, ] , that x( + 1) ∈ (H , ) and −g ≤ Lx( + 1) ≤ g. Using the above deductions recursively, it can be concluded that x( ) ∈ (H , ) and −g ≤ Lx( ) ≤ g always hold for x( ) ∈ R , ∈ , ≥ 0, and the state trajectory of the closed-loop system (12) will remain in the region ∪ ∈ ( (P , ) ∩ R ). This completes the proof.
For a fixed scalar ≤ , the smallest H-infinity performance can be measured by solving this optimization problem: (min /P −1 , Y , Z ) , so that the LMIs in (17)- (20) hold.
Theorem 10. For given positive scalars and ≤
, if there exist matrices 0 < H 1 
, and D ∈ R × and positive scalars , , , ∈ , < 0, ∈ 1 , ( , ) ∈ Ω, such that the following LMIs hold: 
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is the th row of matrix Z , L is the th row of matrix L, and g is the th row of vector g, then for any initial condition 0 starting from the region ∪ ∈ ( (P , ) ∩ R ), the discretetime singular piecewise-affine system (1) can be asymptotically stabilized by the resilient H-infinity filter 2 with K = Y P . Consider
Proof. From the proof of Theorem 7, we also consider the singular piecewise quadratic Lyapunov function defined in (22) ; to make the resilient filtering error dynamic system (15) possess H-infinity performance , we know that it suffices to show the following inequality:
wherez( ) = z( ) −ẑ( ), for any nonzero w( ) ∈ l 2 [0, ∞), and (44) can be rewritten in the following inequality:
By the system state-space equation, it is easy to see the following inequality:
From (46), we get
From the proof of Theorem 7, it is easy to see that (E, A) is causal. Thus the regularity of (E, A) is implied. As a result, the closed-loop system (15) is said to be admissible.
Remark 11.
According to the proof of Theorem 7, we use the same method to get the regularity of (E, A). We also multiply (27) by the grade 1 eigenvectors^1 and its Hermitian^1 * , respectively. In view of Definition 3, replacing A^1 by E^2 and noting that E^1 = 0, as a result, the closed-loop system (15) is said to be admissible. Then, by taking into consideration the partition information (9) and applying the S-procedure, we have that the following inequality implies (46) with
By using the well-known Schur complement, it is easy to see that the following inequality implies (48):
On the other hand, by using the relations given in (3), (49) can be easily rewritten as follows: 
where −P −1 = [
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It is easy to see that the following inequality implies (50): 
From the proof of Theorem 7, based on Lemma 6, by introducing three sets of positive scalar parameters > 0, > 0, and > 0, ∈ 1 , ( , ) ∈ Ω, it is easy to see that the following inequality implies (51): 
On the other hand, it follows that b + Δb = 0; it is easy to see the following inequality: 
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On the other hand, from the proof of Theorem 7, it is clear that all trajectories of system (1) starting from the origin will remain inside the region ∪ ∈ ( (P , ) ∩ R ). This completes the proof.
For a fixed scalar ≤ , the smallest H-infinity performance can be measured by solving this optimization problem: (min /P −1 , Y , Z ) , so that the LMIs in 10 hold.
Numerical Examples
Example 1. To illustrate the analysis and synthesis methods described in the previous sections, we consider the stabilization problem for system (1) with the following data: 
Saturation level u = 6, and system state is bounded by (5) with L = and g = [30 30 30] . It is assumed that
Let the coefficient matrices of ellipsoid be given as
where 1 = 3, 1 = 10, 2 = 4, and 2 = 9. Let the interference signal be given as w( ) = −5 . With these parameters solving LMIs, we found that they are feasible and the solution is as follows. 
The H-infinity performance = 6.9025.
From the above two sets of Lyapunov matrices, Figure 2 presents the estimated domains of attraction of system (12), which is bounded by the solid line. 
Example 2. Now, we consider a practical physical example to illustrate the analysis and synthesis methods described in the previous sections; we consider the stabilization problem for system (1) with the tunnel diode circuit [47] . Some more details on the dynamics of the tunnel diode circuit in Example 2 are given in [47] . For this system, it is assumed that the controller is subject to saturation constraint with u = 6 and the system state is bounded by (5) with L = and g = [30 30 30] . x 1 ( ) can be exactly described by capacitor voltage, x 2 ( ) can be exactly described by inductive current, and x 3 ( ) can be exactly described by the current which flows through tunnel diode. The tunnel diode circuit can be abstracted as a system which is described by the following dynamics: 
The data we need is given previously, where = 5.6567. Now, we also need some data: = 5.0 ≤ . The gain matrices for resilient H-infinity output feedback controller are obtained: 
Conclusions
In this paper, we have proposed new LMI conditions for the problem of designing robust H-infinity output feedback controller and resilient filtering for a class of discretetime singular piecewise-affine systems with input saturation and state constraints, involving norm-bounded time-varying parameters uncertainties. Based on a singular piecewise Lyapunov function combined with S-procedure and some matrix inequality convexifying techniques, the controller gains and the filter design parameters have been obtained by solving a family of LMIs. Meanwhile, by presenting the corresponding optimization methods, the domain of attraction and the disturbance tolerance level is maximized, and the H-infinity performance is minimized. Simulation examples are presented to demonstrate the effectiveness and practicability of the proposed approaches.
As for further studies, the piecewise-affine controller will be used to investigate a similar robust stabilization problem of continuous-time singular piecewise-affine systems. In addition, resilient H-infinity guaranteed cost controller will be investigated for singular piecewise-affine systems with input saturation and state constraints.
