Rotary ultrasonic machining (RUM) is
Introduction
Rotary ultrasonic machining ͑RUM͒ is one of the cost-effective methods for machining brittle and difficult to process materials such as advanced ceramics ͓1,2͔. To model or simulate the machining process, various modeling approaches have been proposed. Prabhakar et al. ͓3͔ proposed a theoretical material removal rate ͑MRR͒ model based on the brittle fracture. Pei and Ferrira ͓4͔ introduced a model for ductile-mode material removal in RUM. Based on brittle fracture, Zhang et al. ͓5͔ investigated the mechanism of material removal of engineering ceramics. Ya et al. ͓6͔ analyzed the mechanism of the RUM and proposed that cavitation could be another material removal process.
As can be seen from the above discussion, many factors influence the MRR in RUM. The process is complicated and not easy to understand. The best way to model a not well understand process is to use parameter free nonlinear regression approach, which, combined with actual experimental data, should be able to simulate the actual process and detect outliers and irregular data. The recently developed regression approaches based on learning appear to be effective to model these MRR processes.
In three previous papers ͓7-9͔, we have used two learning algorithms, namely, fuzzy adaptive networks ͑FANs͒ and the support vector machines ͑SVMs͒ for the modeling of the manufacturing processes. In this paper, we wish to use a combination of these two systems, namely, support vector fuzzy adaptive network ͑SV-FAN͒ for the modeling of RUM.
FAN ͓9-12͔ is a combined neurofuzzy system, which integrates the learning ability of neural network and the imprecisiontolerance ability of fuzzy systems. SVM ͓13-16͔, a learning approach based on the statistic learning theory, has good generalization ability and only considers the support vectors in formulating the model. By generalization, we mean the balance between overfitting and underfitting. Since the number of support vectors is usually much smaller than the number of vectors in the system, the model complexity can be reduced. Because of the effectiveness of the SVM, many researchers have used SVM to analyze and to model the manufacturing processes. For example, Ramesh et al. ͓17͔ used support vector classification ͑SVC͒ to classify the thermal errors in machine tools. Chinnam ͓18͔ applied SVC in the quality control of manufacturing processes such as classifying the data, recognizing the shifts of the process, and monitoring the process. Shen et al. ͓8͔ employed support vector regression ͑SVR͒ for the model and analysis of waviness reduction in silicon wafers.
Various approaches have been proposed to combine the fuzzy system or neurofuzzy systems with SVMs. One of the important advantages of this combination is the reduction in the number of fuzzy rules. For example, Kim and Won ͓19͔ formed a support vector fuzzy inference system for nonlinear system modeling and found that the number of fuzzy rules is considerably reduced. Chiang and Hao ͓20͔ formed fuzzy rule based on SVMs. Hong and Hwang ͓21͔ formed support vector fuzzy regression machines. Another approach is to form fuzzy kernels. Chen and Chen ͓22͔ formed fuzzy kernel perceptron and Shen ͓23͔ formed fuzzy kernels based on similarity measure. Lin et al. ͓24͔ formed support vector based on fuzzy neural network for classification.
The rest of this paper is organized as follows. Section 2 briefly introduces RUM process and the experimental setup. The FAN and the support vector network ͑SVN͒ are briefly introduced in Secs. 3 and 4, respectively. Section 5 summarizes the differences and similarities between neurofuzzy systems and SVM. Section 6 presents the SVFAN and in Sec. 7, the proposed network is used to model the MRR of the RUM process. The results obtained are better than those obtained by the use of the FAN algorithms. Some discussions and conclusions are given in Sec. 8.
Rotary Ultrasonic Machining Process
Among nontraditional machining processes proposed for machining hard-to-machine materials, RUM is a relatively low-cost and environmentally benign process that easily fits in with the infrastructure of the traditional machining environment. RUM is a
hybrid process combining material removal mechanisms of diamond grinding and ultrasonic machining and is illustrated in Fig.  1 . Figure 2 schematically illustrates the experimental setup. It consists of an ultrasonic spindle kit, a constant pressure feed system, and a coolant system. The ultrasonic spindle kit comprises of an ultrasonic spindle, a power supply, and a motor speed controller. The spindle contains an ultrasonic transducer. The power supply converts 60 Hz electrical supplies to high frequency ͑20 kHz͒ ac output. This is fed to the piezoelectric transducer located in the spindle. The transducer converts electrical input into mechanical vibrations. By changing the setting of the output control of the power supply, the amplitude of the ultrasonic vibration can be adjusted. The motor attached atop the spindle supplies the rotational motion and different speeds can be obtained by adjusting the motor speed controller.
Compared with ultrasonic machining, RUM is about ten times faster ͓25͔. Furthermore, it is easier to drill deep holes with RUM than with ultrasonic machining. Other advantages of RUM include superior surface finish, low tool pressure, and low tool wear rate. Because of these advantages, RUM has been used to process many different materials, from alumina and glass to zirconia.
Since the invention of the RUM process in the 1960s ͓26,27͔, many investigators have studied and analyzed the RUM process. Most of the analyses are experimentally based. For example, Pei et al. ͓2͔ demonstrated that there exist two material removal modes, brittle fracture mode and ductile mode. Mechanism of material removal and tool wear in RUM has also been investigated through single grit scratching tests ͓28͔. In this paper, a mathematical model by the use of SVFAN will be established.
Fuzzy Adaptive Network
Only a summary is given in the following concerning the neurofuzzy or FANs. For detailed discussion, the reader is referred to literature ͓7,10,11,29͔.
A fuzzy inference system basically consists of three conceptual components: a rule base, which contains a set of fuzzy if-then rules; a database, which defines the membership functions used in the fuzzy rules; and a reasoning mechanism, which performs the inference procedure based on the given rules to derive the desired output.
Various fuzzy inference systems can be constructed depending on the fuzzy if-then rules and the aggregation procedure. FAN ͓10͔ is a particular inference system, which uses the Takagi and Sugeno ͑TS͒ fuzzy inference model ͓30͔. The network provides a comprehensive visualization and adaptability system by retaining both the representation ability of fuzzy systems and the learning ability of neural network.
FAN is a five-layered feedforward network ͑see Fig. 3͒ in which each node performs a particular node function on the incoming signals, which is characterized by a set of parameters. In order to reflect different adaptive capabilities, the nodes are represented by circles and squares. Circle nodes represent fixed nodes without parameters, while square nodes are adaptive nodes with parameters to be adjusted. From Fig. 3 , we can see that Layers 1 and 4 have adaptive nodes, where the parameters are adapted or modified by learning.
Support Vector Networks
Various investigators ͓31-33͔ have proposed network representations for SVMs. The function mapping or decision equation for SVC can be represented as
and for regression as
where x is the input vector, ␣ represents the Lagrange multiplier, b is the bias, and K͑,͒ represents the kernel function. Any symbol with the superscript * denotes optimal value. The summation is over the number of support vectors and the symbol #SV represents the number of support vectors. Based on literature ͓31-33͔, the SVN can be formulated and is shown in Fig. 4 . Superficially, this SVN consists of six layers. The first layer is the input vector. The second layer inputs the support vectors, which are obtained by solving the quadratic programming problem. The third layer maps the inputs from Layers 1 and 2 to a high-dimensional feature space via the function , where dot products are computed. The mapped vectors are not really computed in this layer. The fourth layer computes the dot products of the combinations of the input vector and any support vector. The fifth layer computes the weights of the kernel functions, which are obtained from solving a quadratic programming problem with w i = y i ␣ i for classification and w i = ␣ i * − ␣ i for regression. The sixth layer linearly combines the weighted kernels as the output of the classification or regression results. Since Layer 3 ͑represented by dashed squares͒ does not physically exist in the SVM algorithms, the SVN only has five layers. The dot products of kernels are directly computed from the input vector and the support vectors using the kernel function. 
The SVN can also be simplified as a three-layer structure ͓34͔. The first layer is the input layer, which is made up of the input vector and all the support vectors. The hidden layer is the kernel layer, which applies a nonlinear transformation from the input space to the feature space, where the inner products are computed. The number of the support vectors, which are identified by the SVM, determines the size of the hidden layer. Usually the number of support vectors is very small compared to the training patterns; therefore, the size of the hidden layer is moderate. The last layer is the output layer, which computes the weighted sum of all the kernels and their corresponding hyperplane classifier for classification or their corresponding regressor for regression.
Support Vector Machines and Neurofuzzy Systems
In order to combine SVM with the neurofuzzy systems, it is useful to examine the similarities and differences between these systems. This examination, which is well known in literature, is summarized in Table 1 . From this table, it can be seen that FAN and SVM are almost complementary to each other. Thus, a combination of SVM with FAN appears to be a desirable approach.
Another system, namely, radial basis function network, has been shown, under some minor restrictions, to be equivalent to fuzzy inference systems ͓35͔. Shen ͓23͔ shown that some types of fuzzy systems are equivalent to SVMs.
Support Vector Fuzzy Adaptive Network
SVFAN is formulated by the combined use of FAN and the SVM. In the following, only basic concepts and the essential nomenclatures for SVM and FAN are summarized. For more detailed discussions, the reader is referred to the literature ͓9-16͔.
Based on the above discussions and following the earlier works on SVN and FAN, various SVFANs can be formulated. In this paper, only SVFAN for regression and based on summationmultiplication-summation aggregation will be established. Shen ͓23͔ also established SVFAN for other purposes such as classification.
Given l training data pairs ͕͑x 1 , y 1 ͒ , … . ,͑x l , y l ͖͒ ʚ R n ϫ R with unknown joint distribution P͑x , y͒, also given a first-order TS fuzzy model ͓30͔ with the following m fuzzy rules 
where i =1, . . . ,m, and m is the number of fuzzy rules. A j i is a fuzzy set for the ith rule in the antecedent and b j i is a real value parameter for the consequent part in the ith rule. Because the number of support vectors, which are obtained by the algorithm of SVM, is small compared to the complete vector, the number of fuzzy rules, which are also the support vectors, is also reduced. Let A j i͑x j ͒ represents the membership function of the fuzzy set A j i , the strength or the truth value of the ith fuzzy rule can be determined as
where R i͑x , y͒ is the truth of the fuzzy if-then rule and ∧ is a fuzzy AND operation. Now, if we assume and as a product operation, and let R i͑x , y͒ = 1, then w i reduces to
Using addition to aggregate the m rules, the overall output of the system, after normalization, is determined by
where n sv represents the number of support vectors that is usually much smaller than the number of vectors and y i represents the system output due to rule R i . Using Gaussian membership function, we have
where c and are Gaussian parameters with c representing the center and representing the width. Substituting the Gaussian membership function into Eq. ͑5͒, we have
where x svi is the center vector corresponding to the ith support vector and i is the width vector for all the n variable, i =1,¯, n sv . In the above equation, we have used the fact that a multidimensional or n-dimensional Gaussian membership function is equivalent to the product of n one-dimensional Gaussian membership functions.
After normalization, the truth value of fuzzy rule R i is
where w i denotes the normalized truth value or firing strength of the fuzzy rule R i due to the current input x. The overall output, using Eq. ͑6͒, can be rewritten as
where
Because of the use of SVM, the number of fuzzy rules is reduced to n sv instead of m. Thus, the fuzzy rules for SVFAN can be represented as follows.
Rule 1. If x is close to x sv1 ͑support vector 1͒, then y is close to y sv1 ͑with firing strength K͑x,x sv1 ͒͒ Rule 2. If x is close to x sv2 ͑support vector 2͒, then y is close to y sv2 ͑with firing strength K͑x,x sv2 ͒͒ . . . Rule n sv . If x is close to x n sv ͑support vector n sv ͒, then y is close to y n sv ͑with firing strength K͑x,x n sv ͒͒ ͑11͒
Architecture of SVFAN. Based on the above discussions and following the earlier works on SVN and FAN, the architecture of SVFAN can be formulated and is shown in Fig. 5 . It consists of layers of nodes interconnected by directional links. SVFAN is a five-layer network. Each layer is associated with a particular step in the fuzzy inference process. Each node performs a particular node function on the incoming signals. Some nodes are adaptive nodes, whose parameters can be tuned by learning. In order to reflect different adaptive capabilities, the nodes are denoted as circles and squares. Circle nodes represent fixed nodes without parameters, while square nodes are adaptive nodes with parameters to be adjusted. The functions performed for each layer are described in the following with the output from node k in layer r being denoted as f r k . Layer 1. ͑Input layer͒-Nodes in Layer 1 are fixed nodes. Nodes in this layer represent the inputs of the systems, which include all the n sv support vectors and the new test input vector. The output of node i is defined as Virtual layer. A virtual layer is added to show the mapping function ͑x͒, which maps the data from input space to a higher dimensional feature space. This layer is only for clarity and is not needed in actual computation.
Layer 2. ͑Kernel layer͒-Nodes in Layer 2 are adaptive nodes. Each node represents a kernel function, which calculates the dot product of the new test vector and the support vectors:͑x͒ · ͑x svi ͒ , i =1,¯, n sv and also adjusts the Gaussian parameters. The kernels or dot products are equal to the multidimensional Gaussian membership functions in the first-order Takagi-Sugeno fuzzy model. The output of node k is defined as
Layer 3. ͑Normalization layer͒-Nodes in Layer 3 are fixed nodes, which normalize the outputs of Layer 2. The output from this layer is
Layer 4. ͑Consequence layer͒-Nodes in this layer are adaptive nodes. Each node, denoted as y i , performs the following function for the consequence part of the fuzzy if-then rule:
where the consequence parameters b j i are real values. The above equation is obtained based on the TS inference model ͓30͔ and the symbols b j i and x j have the same meaning as those in Eq. ͑3͒.
Layer 5. The single node in this layer is a fixed node, which performs the function of overall aggregation of all the fuzzy ifthen rules from Layer 4. The output of this node is
Performance Measurement. The error measure for SVFAN is the difference between the desired and the actual outputs. For each individual input-output pair ͑x i , y i ͒, x i R n , assume that y i is the estimated network output for input vector x i , then the overall mean squared error is
. ., l, and l is the number of the learning or training data pairs. The average percentage error ͑APE͒ is defined as
The smaller the values of MSE and APE are, the better the generalization performance of the model is, or the higher the prediction accuracy is.
Learning of SVFAN.
The learning algorithms include both the network structure identification algorithm and the parameter estimation algorithms. The former adjusts the support vectors or fuzzy rules and the latter uses least-squares algorithm for adjusting consequence parameters and gradient-descent algorithm for adjusting the premise parameter . The flow of the SVFAN learning algorithm is summarized in Fig. 6 . The order of the learning procedure is indicated by the use of the numbers from 1 to 6.
In the learning algorithm, each epoch consists of three steps, namely, a network structure identification learning step, a forward pass of parameter learning step, and a backward pass of parameter learning step. In the network structure identification step, the learning data are the inputs and the number of support vectors ͑or fuzzy rules͒ and the centers of the kernel functions ͑or support vectors͒ are the outputs. This is marked as "2" in Fig. 6 . Once the network structure is determined, the least-squares algorithm is used in the forward pass to estimate the consequent parameters. After the consequent parameters are estimated, the error of this epoch can be computed. Then the gradient-descent backpropagation algorithm is used to tune the antecedent parameter . Finally, the stopping criterions are checked. The termination condition or stopping criteria can be any one of the following: a predefined small overall mean square error ͑MSE͒, a prespecified range of fuzzy rules, or a prespecified number of learning epochs.
Learning Algorithm. The SVFAN learning algorithm can be summarized as follows: input: initial parameters of Gaussian kernels, -insensitive loss function, and regularization parameter C; learning data; learning rate . initialize subjectively , regularization parameter C, and premise parameter set i ; while termination condition not satisfied do begin use SVM learning algorithm to determine the number of fuzzy rules and the SVs are output as the centers of the Gaussian memberships or kernels; adjust the consequence parameter set ͕b j i ͖ by solving the least-squares algorithm; evaluate the error measure; calculate backpropagated errors; update premise parameter set i with the backpropagation method; set the updated premise parameter set i as the new kernel width parameter i ; epoch= epoch+ 1; end end
Modeling of Material Removal Rate of the Rotary Ultrasonic Machining
The data used in this study are obtained from the previous work ͓1,2͔. The experimental setup has been discussed in Sec. 2 and the workpiece used to obtain the data is magnesia stabilized zirconium with Young's modulus E = 205,000 MPa and Poisson's ratio = 0.31. Many factors influence the MRR in the RUM. Li ͓36͔ summarized the various influencing factors in literature on the RUM performances for machining different types of hard-to-machine materials including advanced ceramics, technical glass, and some composites. According to this summary, the five most important influencing factors are static force ͑F͒, ultrasonic vibration amplitude ͑A͒, tool rotating speed ͑S͒, abrasive grit size ͑d͒, and abrasive grit number ͑n͒. These five influencing factors will be considered in this paper and are treated as the input variables. Output variable or dependent variable is the MRR.
To obtain the training or learning dataset, two levels each of the input variables or influencing factors are considered and these levels are summarized in Table 2 . A full factorial design with five factors and two levels ͑Table 2͒ is used to generate the data for the input variables. The values of the dependent variable, MRR, are obtained from the experiment. The testing datasets are randomly generated within the range of the two levels listed in Table 2. A SVFAN is constructed to model the relationship between the MRR and the five controllable RUM process variables. The five variables, F s , A, S, d, and n, are treated as linguistic variables with Gaussian membership functions, which are functionally equivalent to the commonly used Gaussian radial basis kernel functions. Accordingly, the kernel used in the SVM algorithm is the Gaussian function. Another reason of using the Gaussian radial basis kernel function is that it has been shown that Gaussian kernels tend to give good performance under fairly general smoothness assumptions ͓16͔.
As discussed before, Gaussian membership function in the form of Eq. ͑7͒ is used. If we consider that each input variable is formed by three different levels or three different fuzzy sets, such as high ͑h͒, medium ͑m͒, and low ͑l͒, then there are a total of 15 fuzzy membership functions for the 5 input variables. To cover all the possible combinations of these fuzzy membership functions, we need 3 5 = 243 fuzzy rules for the five input variables with three fuzzy membership functions for each variable. However, the actual number of fuzzy membership functions is reduced due to the fact that only the support vector is needed and these support vectors are obtained by solving a quadratic programming problem in the SVM algorithm.
Initial Parameter Selection. There are two kinds of parameters in the SVFAN: the Gaussian kernel parameter, , that specify the width of the kernel and the two parameters, C and , for the SVM. All these parameters need to be initialized before the start of the learning or training process and their values influence the convergent rate and the final results tremendously. The error band or the Vapnik's -insensitive loss function controls the width of the -insensitive zone or the -tube ͓13,14,23͔. If a point falls outside the -tube, the error is penalized. It also influences the number of support vectors used to construct the number of fuzzy rules or the complexity of the network. The larger the value is, the fewer support vectors are selected. The regularization parameter or upper bound C is a positive constant that determines the trade-off between the model complexity and the degree to which deviations larger than the -tube are tolerated in optimization formulation ͓37͔ and thus C influences the trade-off between the approximation error and the model complexity. The initial values of the Gaussian parameters need to be specified and the two SVM's parameters are user determined. Improper selection of these pa- Experimental Results and Analysis. In order to study the influences of the two parameters, C and , and the assumed initial value of , various parameter values are assumed and the results are summarized in Tables 3 and 4. As can be seen from Table 3 , both the MSE and the APE are fairly small under various different numerical values of the parameters.
Generalization is the most important factor in artificial learning algorithms. A good generalization result avoids under-or overuse of the given data. Since SVFAN is based on the statistical learning theory, it should have fairly good generalization property or the results should have good balance between prediction accuracy and model complexity. In general, the number of fuzzy rules used corresponds to the complexity of the model. One advantage of the proposed SVFAN is that the number of fuzzy rules is the same as the number of support vector, which is determined by solving the quadratic programming problem. Table 4 lists the influence of the parameters on the resulting number of fuzzy rules. One conclusion that can be obtained from Tables 3 and 4 are that the wider the error band is, the smaller the number of fuzzy rules is. This is a very reasonable conclusion from the model complexity standpoint: the wider the error band is, the more compact the model is with all the other parameters fixed.
A comparison of the performances between SVFAN and FAN III ͓12͔ algorithms was also carried out. Jiao et al. ͓38͔ investigated the MRR of the RUM by the use of FAN III. The results by the use of both algorithms are listed in Table 5 . The parameters used for the FAN III are cluster radius r = 0.5 and Gaussian radial basis function parameter = 0.5. Table 5 compares the performances of SVFAN and FAN III based on four factors: convergence rates during learning measured by the numbers of iteration or the number of epochs needed, the resulting number of fuzzy rules, MSE, and APE. From Table 5 , it is obvious that the SVFAN algorithm gives much better results both in accuracy and in the rate of convergence. In fact, the SVFAN algorithm converges over 20 times faster than the algorithm of FAN III. This may be due to the fact that SVFAN always yields a better initial network than FAN III does.
To compare the convergent behavior, the convergent rates of SVFAN and FAN III are also plotted in Figs. 7 and 8, respectively. With SVFAN, only 70 epochs are needed to obtain convergence. However, when FAN III is used, nearly 2000 epochs are needed to obtain convergence.
Conclusions
A SVFAN for the estimation of MRR is presented based on the combination of SVM and FAN. The fuzzy rules in the model are generated from the support vectors, which is extracted from the learning data using the SVM algorithm. This combined mechanism connects SVM and FAN theoretically and integrates the superior learning power of SVM and the efficient humanlike reasoning of FAN in handling uncertainty information. The proposed SVFAN is applied to the modeling of the MRR in RUM, which is a very complicated and delicate process with vague and uncertain information. The numerical example shows that the SVFAN is effective in predicting the MRR in the RUM process. A comparison of the results with FAN III was also carried out. The performances of SVFAN are better than the performance of FAN III in several aspects such as the convergent rate, prediction accuracy, and model complexity.
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