INTRODUCTION
This open-file report provides a complete data set of the compositions of silicate melt inclusions from the 22-Ma tuff of Pine Grove, in the Wah Wah Mountains of SW, Utah. It is intended to complement several manuscripts on the Pine Grove system that are currently being prepared for publication.
The geology of these volcanic rocks, found within the Miocene Blawn Formation (Abbott and others, 1983) , has been described in detail by Keith (1982) , Keith and others (1986) , and Keith and Shanks (1988) . The analyzed samples were collected by the first author during May 1993 with help from the second author and Dr. Jeffrey Keith of Brigham Young University.
The silicate melt inclusions consist of quenched melt (now glass) that was originally trapped in growing quartz phenocrysts during crystallization within the magma reservoir, prior to eruption. The host phenocryst acts as a pressure vessel during eruption, preventing the trapped melt from outgassing. Therefore, these inclusions can preserve the dissolved volatile concentrations in the melt at the time of entrapment. Roedder (1984) provides a complete introduction to melt inclusions and their analysis. Keith et al. (1986) divided the tuff of Pine Grove into an "air fall unit" of Plinian fallout tephra and three overlying pyroclastic-flow units: the "basal unit", "pink unit", and "upper unit." Other volcanic rocks associated with the Pine Grove system include rhyolite domes extruded subsequent to the pyroclastic eruptions, cobbles of which are found in a conglomeratic layer that overlies the eruptive sequence. All inclusions except PUS ("pink unit") came from the Plinian fallout found at the base of the tuff of Pine Grove. This unit consists of a clast-supported framework of lapilli, about 0.5 to 2.0 cm in diameter. Nearly all pumiceous glass has been altered to clay. Quartz and feldspar phenocrysts are generally not cracked. Nearly all melt inclusions in the "air fall unit" are glassy. Most have very small bubbles (<0.1 vol.% of the inclusion) or lack bubbles entirely. Inclusions connected to the surface of the host crystal by capillaries and those within fractured phenocrysts are usually devitrified or finely vesiculated or both. In general, these inclusions are opaque, principally due to vesiculation.
SAMPLES
In contrast, inclusions from the "pink" and "upper" units contain large bubbles (> 1 vol. %) and many appear to be intersected by cracks. There are fewer opaque (melt) inclusions than in the "air fall unit", but more inclusions that are only slightly devitrified. Very few inclusions from the "pink" and "upper" units were analyzed because of the difficulty in finding inclusions >30 Jim in diameter without cracks. The one analyzed inclusion from the "pink unit" (PUS) had a large bubble and a H20 concentration consistent with leakage.
Fluid inclusions are also found in these samples, and will be discussed in greater detail in future reports. PGAF represents Pine Grove "air fall unit", whereas PGPU denotes the "pink unit". PGAF 18, 22 and 33 each contained two inclusions. The inclusion size is approximated as a parallelepiped with the two listed dimensions corresponding to the length and width. The actual thickness of the inclusion, in most cases, falls between these other two dimensions. The listed thickness corresponds to the measured thickness of the doubly polished inclusion and its host crystal.
FTIR: ACQUISITION AND UNCERTAINTIES
All Fourier transform infrared (FTIR) spectroscopic analyses were done on a Nicolet 60SX with attached Spetra-Tech microscope at Lawrence Livermore National Laboratory according to the methods of Newman et al. (1986) . Doubly polished inclusions of glass within quartz phenocrysts were placed in the path of infrared radiation. The beam path was constrained by use of two aperatures, placed above and below the sample, allowing microanalysis of small inclusions. In all cases, the apertures were opened so that an area of the inclusion greater than 25 um x 25 (im was sampled. The largest inclusions permitted passage of an 80 urn x 80 um beam through the entire thickness of the sample. Therefore, unlike electron and ion microprobes that sample less than a few cubic microns of material, FTIR analysis allows quantification of a significant volume fraction of the inclusion.
Between 512 and 1024 scans were collected with an MCT-A detector cooled with liquid nitrogen. Absorbance was measured at 2350 cm' 1 , 4500 cm' 1 , and 5200 cm' 1 to quantify molecular CO2, hydroxyl (OH), and molecular H^O (H^Om), respectively, dissolved in the glass. Air in the sample chamber was purged with pure N2 gas to dilute the ambient atmospheric CO2 to low values. Because gaseous CO2 produces a doublet at 2350 cm' 1 , it can be differentiated readily from molecular CO2 dissolved in the glass, which results in a single peak. Replicate analyses of both CO2-poor and CO2-rich inclusions allow us to estimate that the effect of atmospheric CO2 in the sample chamber should affect our results by < 10 ppm.
Backgrounds were drawn manually and quantification was done by measuring peak height. The formula for calculating concentrations was:
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ELECTRON MICROPROBE ANALYSIS
All analyses were done on the JEOL 8900 at the U.S. Geological Survey in Menlo Park, CA. Standards and conditions are listed in Table 3 . Samples were initially analyzed as alloys; i.e., not as oxides. Use of an, LDE1 synthetic crystal allowed quantification of oxygen, permitting one to obtain 100% totals on hydrous glass (Armstrong, 1988b , Nash, 1992 . Because the low-energy x-rays emitted by oxygen are readily absorbed by the carbon coat, it is important to have a similar coat thickness on sample and standard. Therefore, the inclusion-bearing quartz host was used as the standard for oxygen for each melt inclusion. The standard for Si was rhyolitic glass (RLS 132: Macdonald et al., 1992) . Each inclusion was analyzed two times; once for major elements (Si, Al, K, Na, F, and O) and once for minor elements (F, Cl, Mg, Ca, P, Mn, S, Ti). The first analysis was done with a 7.5-nA beam focussed to a 40-um spot. The second analysis utilized a 30-nA beam focussed to a 20-um spot. Each analyzed element was tested to ensure that the count rate for its emitted x-rays did not decrease with time, due to elemental migration. These tests were performed on hydrous melt inclusions from the tuff of Pine Grove.
The K-ratios (counts sample/counts standard) for all elements were input into CITZAF (Armstrong, 1988a) and element concentrations were calculated off line. The CITZAF output is listed in Table 4 . These values were then recalculated to show the percent oxides within the melt inclusions, both absolute and recalculated to 100% volatile-free (Table 5) . Table 6 shows the estimated counting uncertainties (2o) in wt.% and minimum detection limits for PGAF6, which should be nearly identical to those for other samples. Uncertainty was determined by the following formula:
where n = the total number of counts and X is the calculated concentration. Minimum detectable peaks were assumed to be three standard deviations (of the background) above the background. Reproducibility and accuracy can be estimated by the data in Table 7 .
Column 2 lists the mean of six analyses for minor elements (Ti, Mg, Mn, Ca, P, Cl, F, and S) on PGAF41. Because four of these elements were below detection limit, the 2-o variation of the group is listed for four elements only (in Column 3). Columns 4 corresponds to the mean of three analyses of RLS 132, a rhyolitic glass. The published analysis for this sample (from Macdonald et al., 1993 ) is listed in Column 5. The only element that shows a large difference between the analyzed and published value is F; however, we believe that this difference may be due to heterogeneity in the standard RLS 132, as the published F analysis was done by a bulk method. We conclude this for several reasons: 1) As shown in subsequent tables, the SIMS and electron microprobe analyses of the Pine Grove inclusions are in good agreement. 2) The SIMS analyses of RLS 140 and a macusanite glass gave F concentrations within 20 percent of the published values. 3) The microprobe standard for F, is end-member fluor-phlogopite, and thus of known composition. 4) Analysis of other rhyolitic glasses by electron microprobe gave F concentrations very similar to published values.
In addition to the data listed in Tables 4 and 5 , we also analyzed a sample of the "upper unit" that was welded during emplacement of an overlying trachybasalt, shortly after deposition of the tuff of Pine Grove (Keith et al., 1986) . The matrix is dense and glassy, as opposed to most of the Pine Grove tephras, which contain matrix that has been altered to friable clay. The relative proportion of elemental oxygen to cations indicates that the sample contains about 3.2 wt.% H2O. The glass contains high K and low Na, Fe, Ca, Mn, Cl, and F relative to glass inclusions from the "air fall" and "pink" units. 
SECONDARY ION MASS SPECTROMETRY (SIMS)
For the analysis of melt inclusions by SIMS, a primary ion beam of 16 O" struck the sample at approximately 17 keV. It was focussed to a spot -12-15 |J,m in diameter at currents of 1 to 1.5 nA. Positive secondary ions were accepted into the mass spectrometer from a 20-|j,m-diameter circular area defined by the 25-|j,m transfer optic lens and a 750-|J,m field aperture. We studied 1R, 7Li, 9Re, nB, 19p, 26Mg, 30si, 47Ti> 85Rb, 88sr, 89y, 98Mo, 120Sn, 133Cs, 138Ba, ^W, 232Th, and 238U . Only secondary ions with initial kinetic energies of 75±20 eV ejected from the crater were allowed into the mass spectrometer. This degree of "energy filtering" effectively eliminates complex molecular ions from the mass spectrum. However, dimers are incompletely removed, so that there is a contribution of 18OH to the 19F signal corresponding to approximately 600 ppm F. No other molecular ion contributed to the elements analyzed at levels greater than approximately 1 ppm. Errors in the analyses arise from counting statistics and exact knowledge of standard glass compositions. The former were less than 10% for Li, Be, B, Ti, Rb, and Y. Lower count rates were observed for the other elements, resulting in higher 2-a counting uncertainties. The calibration factors were determined using bulk-analyzed siliceous glasses including NBS 610 and several natural glasses.
The SIMS data are listed in Table 9 . If more than one SIMS analysis was done on an inclusion, the mean is reported. Five replicate analyses were done on PGAF6 for the elements Li, Be, B, Ti, Rb, Mo, Sn, Cs, and Th. Table 9 lists the mean and 1-a variation (in parentheses) for those five analyses under the column for PGAF6. The mean of all PGAF inclusions (and its 1-a variation) is also listed in Table 9 . Table 10 lists the 2-a counting uncertainties for PGAF39; these values should be representative of uncertainties for all melt inclusion analyses listed in Table 9 . They were calculated in the same manner as those for the electron microprobe. The other two columns in Table 10 show the mean of two SIMS analyses of RLS 140 and the value reported in the literature (Macdonald et al. 1992) . This shows that for most elements, the SIMS values are accurate to within 10 relative percent of the published values. 
