Abstract. We prove that, in a locally integrable structure, the C ∞ wavefront set of the trace of a CR function at a point p in a totally real submanifold of maximal dimension is independent of the maximally real submanifold passing through the point p.
Introduction
In 1983, the authors Baouendi et al. introduced the notion of hypo-analyticity and the hypo-analytic wave-front set. Among other things, they were able to answer some questions about extendability of CR functions and they also characterized the hypo-analytic wave-front set in terms of the exponential decay of a modified FBI transform, which they introduced in that paper. Furthermore, they proved that the hypo-analytic wave-front set at a point p in a hypo-analytic manifold is independent of the maximally real submanifold passing through the point p. More precisely, here is the exact statement:
Theorem 4.1 [BCT] . In this paper, we will be working in the setting of a locally integrable structure and we will prove an analogous result for the C ∞ wave-front set. This paper is presented as follows: in section 1, we fix some notation, recall some basic definitions and state the main result, Theorem 1.3; in section 2 we modify the change of coordinates made in [BCT] , using the first integrals given in the recent work of Eastwood and Graham [EG] . The main tool in proving our result is the FBI transform, which can also be used to characterize microlocal smoothness (see Theorem 2.3). Finally, we reserve section 3 for the proof of our main result, Theorem 1.3.
Preliminaries
Let M be a C ∞ manifold, dim R M = m + n and V ⊂ CT M a subbundle of rank n that is involutive, that is, the bracket is a closed operation in V. The involutive structure (M, V) is called locally integrable if the orthogonal of V in CT * M is locally generated by exact forms. In this paper (M, V) will be a locally integrable structure.
A distribution f on M is called a solution if Lf = 0 for all smooth sections L of V.
When (M, V) is a CR structure, that is, V ∩ V = {0}, then a submanifold X is maximally real if and only if it is totally real of maximal dimension.
Let us denote by π X the natural quotient map T * M | X → T * X , and by π C X the analogous map for the complexified cotangent bundles. It is easy to see that Definition 1.1 is equivalent to the fact that π
is the characteristic set of all sections of V.
Definition 1.2. We say that a point of T * X \ {0} is characteristic if it belongs to
Even when V is a line bundle, the dimension of T Suppose that (M, V) is locally integrable and X is a maximally real submanifold of M . Given p ∈ X , set d = dim R T 0 p and r = m−d. According to [EG] , Proposition 2.2, for each integer N > 0 there are i) a neighborhood U of p in M , ii) local coordinates {x 1 , . . . , x m , y 1 , . . . , y n } vanishing at p and iii) smooth solutions Z j , j = 1, . . . , m for the locally integrable structure on U such that
where the Ψ j (x) and Φ k (x, y) are smooth real functions satisfying (1.4)
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It is convenient to take U in the form of a product
where V (resp., W) is an open ball in the x-space R m (resp., in the y-space R n ), centered at the origin. The dual coordinates will be denoted by ξ 1 , . . . , ξ m , η 1 , . . . , η n , and T * M | U will be identified with U × R m+n . If X is any maximally real submanifold of M passing through a point p 0 , we can adapt X in the sense that X ∩ U is defined by the equation y = 0 as before. We write X y 0 for the submanifold y = y 0 of U ; thus X 0 = X ∩ U . We will identify the cotangent bundle of X y 0 to V × R m and π X y to the coordinate projection
. . , x r ) and x = (x r+1 , . . . , x m ) (resp. y = (y 1 , . . . , y r ) and y = (y r+1 , . . . , y n )). One can show that (see [BCT] ):
Observe that in order that T 0 0 be = 0 we must have r < m. We make the hypothesis that this is indeed the case.
Change of coordinates
Suppose that X is a maximally real submanifold through 0 and that (x, y) are coordinates in a neighborhood U of the origin with X ∩ U = {y = 0} and (1.2) and (1.3) are satisfied as in section 1. We recall Proposition 4.1 in [BCT] . 
Conversely, any system of equations (2.1) and (2.2) defines a maximally real C
∞ submanifold in some open neighborhood of the origin, passing through that point.
Now we will adapt the changes of coordinates made in [BCT] , using the modified first integrals given by [EG] , for the locally integrable case. For the matrix S given by Proposition 2.1, we can define the powers S t of the matrix S for all real t. Consider the following C ∞ map:
Select a ballṼ centered at 0 ∈ R m with radius small enough that the image of V × (−2, 2) under the map Λ will be contained in U . CallZ j the pull-back of Z j (1 ≤ j ≤ m) via Λ. We have:
. . ,Φ m ). By (1.4) and the definition of Λ we see that, for some B > 0,
TheZ j define a locally integrable structure onṼ × (−2, 2). For each t, |t| < 2, X t =Ṽ × {t} is a maximally real submanifold in this structure and Λ induces an isomorphism ofX t onto an open neighborhood of the origin in the maximally real submanifold of U , 
} defines a locally integrable structure in U # isomorphic to the locally integrable structure defined by {Z j } on U (in the sense that F sends solutions in (U, Z) to solutions in (U # , Z • F −1 ) and vice versa). We have
Replacing
. . .
we get new equivalent first integrals given by
where
Call Z # the pull-back of Z * via Γ. We have
Because f # (0) = 0 we have, for suitable constants C, B > 0,
The Z #j define a locally integrable structure on V # × (−2, 2). The image of the maximally real submanifold Y #t = V # × {t} via Γ is an open neighborhood of the origin in the maximally real submanifold Y t of U # defined by the equation
Remarks.
(a) Since S is a constant matrix (SZ , Z ), define on U the same locally integrable structure as Z. Thus, both of the locally integrable structures defined onṼ × (−2, 2) and V # × (−2, 2) are the pull-back of one and the same structure on U . In particular the pull-back of any distribution solution in U is a distribution solution in each of the locally integrable structures so defined. (b) Both mappings Λ and Γ preserve x and therefore any form ξ dx : the pullback of ξ dx via Λ is ξ dx , which via Γ is ξ dx # . Thus, if (0, ξ , 0) ∈ T * 0 M is a characteristic point (see (1.5) and (1.6)), its pull-back to the maximally real submanifoldsX τ via Λ and to Y #t via Γ is represented by (0, ξ ) in the coordinatesx and x # respectively.
As in [BCT] , but using the coordinates given by [EG] , we are going to change the coordinates ofx j , j ≤ r, inṼ × (−2, 2). Since we shall not modify the coordinates x j for j > r, this change of coordinates will have no effect on the remarks just made. Cover the interval [0, 1] with a finite number of open intervals J 1 , . . . , J k , all contained in (−2, 2) and such that, if t l is the central point of J l , the matrix
is invertible for any t in a neighborhood of J l . InṼ × J l take as first integrals (S t lZ ,Z ). Then the new first integrals (which we will still callZ) are:
Letx = (S t l −tx ),x =x . In these new coordinates, for j = 1, . . . , r, we havẽ
and, for j = r + 1, . . . , m,
We see that in both cases we are in a situation that can be described as follows: let V be an open ball centered at the origin in R m , and let J be an open interval in the real line. On V × J we are given a locally integrable structure defined by the following m C ∞ functions:
with Φ j and Ψ j real-valued, (2.12)
Moreover there is B > 0 such that
Now we recall the definition of the FBI transform in the locally integrable structure described above: let u ∈ C ∞ (J; E (V )). The FBI transform of u, denoted F κ u , κ > 0, is given by the "integral" (which, in reality, is a duality bracket)
and with y ∈ R m , ξ ∈ R m \ {0} and t in a neighborhood of 0 in R. 
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Proof. We shall begin by modifying the Z j for j ≤ r. Let L j (x, t) denote the linear part of the Taylor expansion of Z j with respect to x about x = 0. Notice that by (2.12), we have
Thus, after substitution of Z j − L j (0, x , 0) for Z j we may assume that L j (x, 0) is independent of x . But this means that, possibly after decreasing V , we have
where A ∈ GL(r, C) is given by
Note now that, in view of (2.12),
Hence, if we substituteZ
for Z (x, t) and take (2.13) into account, we may as well suppose that
From the definition of the FBI transform (2.14) and Proposition IX.5.2 in [T] , we obtain
where Q κ (x, st, y, ξ) is given by (2.15). Hence, by (2.16) and the fact that h(·, t) is a bounded set of distributions for |t| < 1, there exists an integer M > 0 such that
for all |t| ≤ 1 and all y, ξ, κ. Now, note that for some C > 0 large enough, we have
Thus, when r ≤ |x| ≤ 2r and |t| < 1 we have
Choosing r < 1/(8 √ C) and κ > 16C, we can insure that
and r ≤ |x| ≤ 2r. We can now pick δ > 0 small enough (and only dependent on C) such that 
Hence, the proof is complete.
The following theorem states that microlocal smoothness can be characterized by the rapid decay in ξ of the FBI transform. The proof can be found in [BH1] . 
Theorem 2.3. Let h(x, t) be a solution in
We are now in a position to prove the following corollary of the previous two theorems:
Proof. It suffices to show that to every closed subinterval K of J there is a number δ > 0 such that the assertion is true if t 0 , t 1 ∈ K and |t 0 − t 1 | < δ. Define the new solutionh (x, t) = h(x, t + t 0 ).
and so, using Theorem 2.3 we get that there exists a neighborhood O of the origin in R m , a conic neighborhood C of ξ 0 in R m \{0}, and κ * > 0 so that the following holds: 
Hence,
This shows, using Theorem 2.3 again, that ξ 0 / ∈ W F 0 (h t 0 −t 1 ) or, equivalently, ξ 0 is not in W F 0 (h t 1 ).
Proof of the Main Theorem
We return to the case where (M, V) is a locally integrable structure of dimension m and codimension n, locally defined by the system of coordinates (x, y) ∈ U = V × W ⊂ R m+n and first integrals Z j , j = 1, . . . , m defined in U satisfying (1.2), (1.3) and (1.4) of section 1. Now we will prove our main result.
Proof of Theorem 1.3. We assume that X is defined in U by the equation y = 0. On the other hand we take Y to be defined (in U # ) by (2.1) and (2.2). Using the definitions of X t and Y t in section 2, we see that
Now we apply Corollary 2.4 to the locally integrable structure inṼ × J l , defined by the functionsZ j , j = 1, . . . , m, given by (2.4) and (2.6). Since the intervals J l , l = 1, . . . , k, form an open covering of [0, 1], we see that if the C ∞ wavefront set of the trace of a distribution solutionh onṼ × {0} does not contain π Y (ξ 0 ) = π X (ξ 0 ) = (0, ξ 0 ), then the same is true for its trace inṼ × {1}; i.e., the C ∞ wave-front set of the trace ofh onṼ × {1} does not contain (0, ξ 0 ). Apply Corollary 2.4 again to the locally integrable structure in V # × (−2, 2), defined by the functions Z #j , j = 1, . . . , m, given by (2.5). So, we conclude that if the C ∞ wave-front set of the trace of a distribution solutionh on V # × {0} does not contain (0, ξ 0 ), the same is true of its trace inṼ × {1}; i.e., the C ∞ wave-front set of the trace ofh onṼ × {1} does not contain (0, ξ 0 ).
Let h be a distribution solution in an open neighborhood U of a point p 0 of M , ξ 0 = 0 a characteristic cotangent vector to M at p 0 such that π X (ξ 0 ) = (0, ξ 0 ) does not belong to the C ∞ wave-front set of h X . We takeh to be the pull-back via Λ of h and h # to be the pull-back of h • F −1 via Γ. Since Λ induces an isomorphism ofX 0 onto an open neighborhood of the origin in X 0 = X , and Γ induces an isomorphism of Y #1 onto an open neighborhood of the origin in Y 1 = Y ∩ U # , and these isomorphisms (together with F ) preserve (0, ξ 0 ), the theorem is proved.
