For many factors affecting human health, experimental epidemiologic evidence is often unavailable or missing; thus policy decisions must frequently be made on the basis of observational data. Whereas precision is of importance in both well designed experimental and observational studies, in observational research consideration of confounding and bias becomes of paramount importance, particularly when associations between individual risk factors or interventions and disease outcomes are not strong, e.g., those characterized by relative risks of less than 2.0. Thus, a small degree of negative confounding or bias may lead to such an underestimation of a true weak association that the observed value of the association measure becomes null; on the other hand, positive confounding or bias of a small magnitude may easily result in an observed weak association.
Weak associations in observational epidemiologic research have been extensively discussed in the literature and were the focus of a recent symposium (1) and a pointcounterpoint exchange (2, 3) . Approaches to deal with weak associations, referred to by Rothman and Poole (4) as "a strengthening" program, include focusing on low risk subjects, and preventing bias and confounding. Focusing on especially susceptible groups is yet another strategy to "strengthen" an association when the average ("main") effect is small (5) .
The possibility of confounding and bias should be carefully considered in observational research when deciding whether a weak association reflects the true level of effect. When confounding and bias are not regarded as plausible reasons for the association, reliance on the consistency of findings from different studies to infer causality (6) assumes special importance when evaluating weak associations. As a corollary, both weak associations and lack of consistency among studies pose important challenges for translating epidemiologic data into policy.
Selected issues that must be considered in assessing a weak association are succinctly reviewed next, including its definition, consideration of confounding and bias, focusing on especially susceptible groups, studying associations in low risk groups, and consistency among studies.
DEFINITION OF WEAK ASSOCIATIONS
An important issue pertaining to the definition of "weak associations" or "small effects" is whether "small" in a relative risk scale is also "small" in an attributable risk scale. For example, as seen in table 1, associations with small relative risks may be characterized by relatively large population attributable risks. An example of a ratio-defined weak association, which nevertheless may be important from the public health viewpoint, is that between environmental tobacco smoke and atherosclerotic disease. Although the estimated relative risk for environmental tobacco smoke in relation to clinical atherosclerosis is only about 1.2 to 1.3 (7) , an exposure prevalence of, for example, 25 percent could explain as many as 7 percent of all clinical coronary heart disease cases in the United States. Wells (8) has estimated that 62,000 ischemic heart disease deaths could be prevented by elimination of environmental tobacco smoke.
The superiority of the attributable risk model for public health purposes also applies to the evaluation of interactions, which relates to how the effect of a risk factor or an intervention changes in the presence of another factor. For example, in a study of the relation of oral contraceptives to myocardial infarction (9), a strong additive interaction was found with heavy smoking (≥25 cigarettes/day). Compared with nonsmokers who did not use oral contraceptives, the joint observed odds ratio of 39.0 associated with heavy smoking and oral contraceptive use was substantially greater than the expected odds ratio of 10.5 using the additive model (based on attributable risks in the exposed, i.e., the absolute difference in incidence between exposed and unexposed), but not much different from the expected odds ratio of approximately 32.0 using the multiplicative model (based on relative risks). This strong additive interaction could have easily been missed, since the widespread use of logistic regressions to model epidemiologic data has made assessment of interaction almost synonymous with assessment of multiplicative interaction. Yet, this shortsighted view ignores the fact that, as pointed out by Rothman et al. (10) , the additive model should always be favored when planning for preventive activities. A hypothetical example is given in table 2. In this example, focusing on the negative multiplicative interaction (i.e., the relative risk for the risk factor of interest is stronger when the effect modifier is absent) may lead to the mistaken inference that prevention should be focused on those without the effect modifier. In fact, because of the positive additive interaction, a larger number of events can be prevented by focusing on those in whom the effect modifier is present, assuming homogeneous distributions of both the effect modifier and the risk factor of interest. It cannot be emphasized too strongly that even when ratio-based models are used, evaluation of additive interaction is crucial for public health purposes and can be easily done in the context of logistic regression models (11) .
"DROWNING OF SUSCEPTIBLES"
Another important problem when assessing weak associations and their impact on public health occurs when, often unbeknownst to the investigators, the average or pooled relation reflects a diluted effect resulting from a relatively high proportion of those immune to the potential risk factor of interest in the reference population. This concept, coined as "drowning of susceptibles" (Adolfo Correa-Villasenor, US Centers for Disease Control and Prevention, Atlanta, Georgia, personal communication, 1995), is illustrated in the hypothetical example of qualitative interaction shown in table 3. In the example, the pooled relative risk for risk factor X varies from 1.0 to 3.0 as a function of the prevalence of the susceptibility factor (effect modifier) Z, being 1.0 when there are no susceptibles, or 3.0 when every individual in the reference population is susceptible.
The phenomenon of "drowning of susceptibles" can be illustrated by data from a recent cohort study, the Atherosclerosis Risk in Communities (ARIC) study, which assessed the relation of smoking to progression of atherosclerosis (12) . Atherosclerosis in the ARIC study was defined by the average thickness of the medial-intimal layers of the carotid arteries measured by means of B-mode ultrasonography. Progression was defined as the change in average carotid wall thickness over a 3-year interval. In the process of examining the interaction between passive smoking and the traditional risk factors, namely smoking, high blood pressure, high cholesterol, and diabetes, a strong interaction was found between smoking (both passive and active) and diabetes with regard to the 3-year progression of atherosclerosis (table 4). As seen in this table, the 3-year difference between diabetic passive smokers and nonsmokers in atherosclerosis progression of 17.3 µm (i.e., 43.9 µm -26.6 µm) was found to be much larger than the 4.8 µm (i.e., 30.7 µm -25.9 µm) found for non-diabetics. Assuming that these findings cannot be explained by either bias or confounding, and more relevant to the issue of "drowning of susceptibles", is the contrast between the 17.3 µm difference in atherosclerosis progression between passive smokers and nonsmokers in diabetics, and the difference of 5.7 µm in the total cohort (not shown in the table). Because of the relatively low prevalence of diabetes in the study cohort, this "pooled" difference of 5.7 is obviously much closer to that seen in non-diabetics. The example of smoking and diabetes underscores the importance of searching for interactions, particularly those that are biologically plausible, when "average" associations are weak.
THE IMPORTANCE OF FOCUSING ON LOW RISK GROUPS
Another way to deal with ratio-defined weak associations is to focus on low risk groups (4), especially when risk factors for the disease have been established that explain a significant proportion of its variability. As an example, if risk factors other than smoking were to be explored with regard to the etiology of lung cancer, it would make sense to focus on nonsmokers, as it is expected that in those exposed to smoking, the majority of cases would indeed be smokingrelated. For a very strong association, such as that between smoking and lung cancer, the definition of "low risk" may rely exclusively on absence of smoking. In other circumstances, however, multiple risk factors should be considered. For example, "low risk" for coronary heart disease might be defined on the basis of not smoking, having a low serum cholesterol level, and being both normotensive and free of diabetes. Cornfield et al. (13) provided a statistical rationale for the wisdom of focusing on low risk groups, particularly when exploring weaker risk factors for a disease for which a strong risk factor (or a multiplicity of risk factors) has been identified (13) . This rationale has been discussed in epidemiology textbooks (14, 15) and basically consists on the notion that in high risk groups (e.g., smokers with regard to respiratory outcomes), those unexposed to a weaker risk factor have a high baseline risk due to their exposure to the strong risk factor. As a result, there is a tendency for a smaller relative increase in risk with the presence of the weaker risk factor, as this relative risk is limited by a maximum absolute risk of 100 percent.
CONFOUNDING AND BIAS
The association between passive smoking and atherosclerosis in the ARIC study also underscores the importance of considering confounding and bias when assessing the validity of a weak association. In some analyses (16) , passive smokers have been found to be different from nonsmokers with regard to characteristics that may influence the risk of disease. Even in studies in which passive smokers and nonsmokers were found to be fairly similar with regard to known demographic variables and risk factors, such as the ARIC study (17) , a weak association with atherosclerotic disease may have resulted from unaccounted for confounding effects. It has also been claimed that the association between clinical atherosclerosis and passive smoking is due to information bias resulting from active smokers reporting themselves as passive smokers. This scenario is an unlikely explanation for the association, because even if such misclassification were as large as 5 percent, the relative risk for active smoking would have to be much greater than that found in studies of smoking and atherosclerosis to explain the link between passive smoking and clinical cardiovascular events (table 5) . For example, the relative risk for active smoking would have to be 7.0 for the relative risk of 1.3 for passive smoking and clinical atherosclerosis to be entirely explained by a differential misclassification of 5 percent. This figure is inconsistent with empirical evidence showing that the active smoking relative risk for coronary risk is between 2 and 4 (18) . A more likely scenario explaining the relation between passive smoking and atherosclerosis would be if, in addition to misclassification, confounding was also present.
CONSISTENCY
Because confounding and bias can be consistent from study to study, thus resulting in consistently confounded or biased associations, consistency of findings among observational studies has been questioned as a guidepost for establishing causality, particularly when weak associations are detected (19) . In addition, an apparent consistency across studies may also result from publication bias, reflecting a tendency for study results to be published on the basis of their direction or magnitude (20, 21) . Concern about publication bias is not new (22) , but has been underscored more recently by the increasing popularity of meta-analysis of published studies as a way to summarize results for policy purposes (23) . Notwithstanding these caveats, consistency remains as an important criterion in deciding whether it can be inferred that a given statistical association is causal. As a corollary, from a policy viewpoint, it is important to con- (18, 24, 25) , and include differences across studies in the circumstances of exposure (e.g., dose), in the distribution of effect modifiers when there is an interaction with a population characteristic, and in study design and analytical strategies (e.g., length of follow-up, accounted for confounders). Finally, in trying to assess consistency and the appropriateness of translating epidemiologic findings into policy, a crucial issue often not considered is that effectiveness is less externally valid (i.e., less generalizable) than efficacy. In contrast with efficacy, which measures the extent to which a given measure produces a beneficial result under ideal conditions, effectiveness reflects the influence of specific field conditions. A related consideration, as persuasively demonstrated by Comstock (26) , is that observational studies tend to yield estimates of effectiveness rather than efficacy.
Consider, for example, the recent observational evaluation of a needle exchange program for the prevention of human immunodeficiency virus infection in a selected Montreal area by Bruneau et al. (27) , which showed a negative effectiveness (also discussed by Vlahov et al. in this supplement). In an invited commentary, Lurie noted that "…in accordance with infectious disease principles, eliminating the inanimate object (in this case the syringe) that transmits infection from person to person can reduce the incidence of infection" (28, p. 1005). Why is it then that in the study of Bruneau et al. no protective effect was seen for needle exchange? Bruneau et al. themselves offered a reasonable explanation, namely, that "…because of the availability of clean equipment through pharmacies…NEPs [needle exchange programs] may have attracted existing core groups of marginalized, high risk individuals… (27, p. 1001) . These authors aptly concluded that "…in view of the high risk population…, the number of needles distributed may have been less than the actual number needed" (27, p. 1001), which in turn may have led to the use of contaminated needles. The authors' conclusion was that the effectiveness of needle exchange programs appears to be more context-sensitive than previously realized, and that, therefore, a positive effectiveness might well have been achieved under different circumstances than those encountered in the particular population that they studied. Thus, biologic plausibility, rather than consistency across studies, remains as the main support for the efficacy of needle exchange programs.
CONCLUSION
The process of translating epidemiologic findings into policy is a complex one, involving not only careful consideration of issues related to both internal and external validity of the studies that serve as a basis for justifying a given policy or practice, but also of numerous other issues, such as those related to efficiency and acceptability by the lay public. Because the latter issues are by and large outside the scope of epidemiology, they were not discussed in this presentation, which instead has focused on traditional epidemiologic concepts, and on underscoring the important role that epidemiology has played and will continue to play in public health policy and practice.
