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NECESSARY CONDITIONS INVOLVING LIE BRACKETS
FOR IMPULSIVE OPTIMAL CONTROL PROBLEMS;
THE COMMUTATIVE CASE1
MARIA SOLEDAD ARONNA AND FRANCO RAMPAZZO
Abstract. In this article we study control problems with systems that
are governed by ordinary differential equations whose vector fields de-
pend linearly in the time derivatives of some components of the control.
The remaining components are considered as classical controls. This
kind of system is called ‘impulsive system’. We assume that the vector
fields multiplying the derivatives of each component of the control are
commutative.
We use the results in Bressan and Rampazzo [4] where it is shown that
the impulsive system can be reduced to a classical system of ordinary
differential equations via a transformation of variables. The latter is
used to give a concept of solution of the impulsive differential equation.
In [4] they also provide maximum principles for both the original
and the transformed optimal control problems. From these principles,
we derive new necessary conditions in term of the adjoint state and the
Lie brackets of the data functions.
1. Introduction
In this article we investigate necessary optimality conditions for a Mayer
governed by the system
x˙(t) = f˜(x(t), u(t), a(t)) +
m∑
i=1
g˜i(x(t), u(t))u˙
i(t),(1)
(x, u)(0) = (x0, u0),(2)
where t ∈ [0, T ], x(t) ∈ Rn, u(t) ∈ U ⊂ Rm and a(t) ∈ A ⊂ Rl. The
detailed hypothesis concerning the control sets and the vector fields are
given in Assumptions 1 and 2 afterwards. Consider the vector fields f, gα :
R
n × U → Rn+m for α = 1, . . . ,m, defined by
(3) f
.
= f j
∂
∂xj
, gα
.
= gjα
∂
∂xj
+
∂
∂zα
,
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where we have adopted the Einstein summation convention. Latin indexes
run from 1 to n and Greek indexed run from 1 to m. The columns represen-
tations of these vector fields are
(4) f =


f˜1
.
f˜n
0


, gα =


g˜1α
.
g˜nα
eα


,
where eα is the α−th. element of the canonical basis of R
m. The following
hypothesis holds true along all the article and is of main importance.
Assumption 1 (Commutativity). We assume that the vector fields gα com-
mute, i.e. for every pair α, β = 1, . . . ,m,
(5) [gα, gβ ] = 0,
where [gα, gβ ] is the Lie bracket of gα and gβ defined by
[gα, gβ ]
.
=
(
∂giβ
∂xj
giα −
∂giα
∂xj
g
j
β +
∂giβ
∂uα
−
∂giα
∂uβ
)
∂
∂xi
.
Notice that [gα, gβ ] has zero z-components, since all the gα have constant
z-components. The column representation of [gα, gβ ] is
∇xg˜α g˜β −∇xg˜β g˜α + ∂g˜α∂uβ −
∂g˜β
∂uα
0

 .
The main result of the present paper is the one stated next and it is
proved in Section 6. Assume for the moment that p is the adjoint state and
that it can be defined as in the classical framework.
Theorem (Necessary conditions involving Lie brackets). Let (x∗, u∗, a∗) be
optimal for P, and let i = 1, . . . m be an index. Then the following statements
hold.
(i) Let t ∈ [0, T ) be any time such that there exists σ > 0 sufficiently
small such that u∗(t) + σei ∈ U a.e. on [t, T ]. Then
(6) p(t)· gi(x
∗(t), u∗(t)) ≤ 0.
Furthermore, for a.a. t ∈ [0, T ], it holds:
(ii) If there exists σ0 > 0 sufficiently small such that u
∗(t)+σei ∈ U for
all σ ∈ [0, σ0], then
(7) p(t)· [gi, f ](x
∗(t), u∗(t), a∗(t)) ≥ 0.
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(iii) If there exist h ∈ Rm and σ0 > 0 sufficiently small such that u
∗(t)±
σei ∈ U for all σ ∈ [0, σ0], then
(8) p(t)·
m∑
j,k=1
hjhk[gj , [gk, f ] ](x
∗(t), u∗(t), a∗(t)) ≥ 0.
In other words,
(9) h⊤Qh ≥ 0,
where Q is a symmetric matrix with entries
Qjk(t) := p(t)· [gj , [gk, f ] ](x
∗(t), u∗(t), a∗(t)).
Here all the Lie brackets are computed in the variable (x, u).
There is a wide literature concerning impulsive control systems, and many
different approaches can be identified. In [13] Rishel derived necessary con-
ditions for a problem with a scalar positive Radon measure as control, and
in which the trajectories are of bounded variation. In order to deal with
the impulsive differential equations, Rishel used the technique of ‘graph
completion’ that was formalized later by Bressan and Rampazzo in [5]. In
the latter article they dealt also with vector controls. The method of graph
completion wa employed to obtain optimality conditions in Silva-Vinter [14],
Pereira-Silva [11], Miller [10], Arutyunov et al. [2], among many others.
Here we consider problems that admit trajectories of unbounded varia-
tion. More precisely, the impulsive controls are no longer taken in the space
of bounded variation, but in L1. The concept of solution we use is the one
given in Bressan [3] for the scalar control case and [4] for the vector case.
They used a change of coordinates to transform the original system into a
simple one where that could be regarded as a classical differential equation.
A similar procedure has been used independently by Dykhta in [6]. We ex-
tend the Maximum Principle in [4] to a formulation that includes a classical
bounded control, and we obtain some higher order necessary conditions in
terms of Lie bracket of the data functions.
The article is organized as follows. In Section 2 we present the main
assumptions, the definition of solution of an impulsive system and some
properties. In Section 3 we define the transformed optimal control prob-
lem. In Section 4 we analyze the impulsive adjoint equation. We present a
maximum principle in 5 and we derived necessary condition in 6.
2. A notion of solution
Consider the system (1)-(2) written in its augmented form(
x˙
z˙
)
= f(x, z) +
m∑
i=1
u˙i gi(x, z),(10)
(x, z)(0) = (x0, u0),(11)
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where we added the dependent variable z for the sake of simplicity in the
presentation that follows.
Assumption 2 (on the vector fields and control sets). (i) U ⊆ Rm is
the closure of a connected open set.
(ii) A ⊆ Rl is compact.
(iii) For every a ∈ A, f(·, ·, a) : Rn × U → Rn × U is locally Lipschitz;
and for every (x, u) ∈ Rm, one has that f(x, u, ·) : A → Rn × U is
continuous.
(iv) There exists M > 0 such that |f(x, u, a)| ≤M(1+ |(x, u)|), for every
(x, u) ∈ Rn × U.
This assumption guarantees the existence and uniqueness of the solution
of the Cauchy problem (10)-(11) for any initial condition x0 ∈ R
n, u ∈
C1(0, T ;U) and a ∈ L1(0, T ;A).Moreover, for everyM > 0, there exists N >
0 such that if |x0| + ‖u‖∞ < M then ‖x(x0, u, a)‖∞ < N. Here x(x0, u, a)
denotes the unique solution of (10)-(11) associated to (x0, u, a).
Now we aim to give a definition of solution of the Cauchy problem (10)-
(11) for controls u ∈ L1. But in L1 it can occur that two functions u and
v are the same but u(0) 6= v(0), and hence, special attention has to be
payed. With this end, we introduce the concept of pointwise defined in the
definition below. We consider not only the time t = 0, but any subset of
[0, T ].
Definition 2.1. (i) Let I ⊆ [0, T ]. We say that two measurable maps
z, y : [0, T ] → Rd are I-equivalent if they coincide on every point
of I and almost everywhere on [0, T ]\I. The class of equivalence of
such maps is referred as pointwise defined on I. We can identify a
class of equivalence with one of its representatives as in the standard
case.
(ii) If F ⊆ Rd, we use L1I(0, T ;F ) to denote the subset of Lebesgue-
integrable maps which are pointwise defined on I and take values in
F . We say that a sequence (yk) ⊂ L
1
I converges in L
1
I to y, if yk → y
in L1 and yk(t)→ y(t) for every t ∈ I.
Definition 2.2 (Generalized solutions pointwise defined on a subset I).
Let I ⊆ [0, T ], with 0 ∈ I. Consider x0 ∈ R
n, and controls u ∈ L1I(0, T ;U)
and a ∈ L1(0, T ;A). A function t 7→ (x(t), z(t)) of class L1I is a solution
of (10) pointwise defined on I corresponding to the input (x0, u, a) if there
exists a sequence of controls (uk) ⊂ C
1([0, T ], U) such that the functions
(x(a, uk, ·), zk(·)) have uniformly bounded values and converge to (x, u) in
L1I .
In what follows we prove that the Definition 2.2 is a good definition. In
other words, we show that under the Assumptions 1 and 2 there is a unique
generalized solution in L1 of the Cauchy problem (10)-(11) for each initial
condition (x0, u0) and control (u, a) ∈ L
1×L1. Moreover, we prove that this
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concept of solution is robust, i.e. it is continuous with respect to the initial
conditions and the controls u and a.
The technique is introducing a diffeomorphism that transforms the equa-
tion (17) into one where the impulsive part u˙ has constant coefficients. Af-
terwards, the results of existence, uniqueness and continuity are proved for
this simpler transformed case. Finally, it is shown that the same result holds
for the general equation (1) by transformation.
2.1. A Change of Coordinates. Let us introduce a change of coordinate
φ in the product space Rn×U that sends each vector field gα into the vector
field
∂
∂zα
. This has the advantage that in the resulting system the derivative
u˙ multiplies constant vector fields.
For every j = 1, . . . , n, let ϕj : Rn × U → R be given by
(12) ϕj(x, z)
.
= Prj
(
exp
(
−zkgk
)
(x, z)
)
,
where Prj : Rn+m → R denotes the canonical projection on the j−th. co-
ordinate. Set ϕ
.
= (ϕ1, . . . ϕn) and consider the map φ : Rn × U → Rn × U
defined by
(13) φ(x, z)
.
= (ϕ(x, z), z).
Lemma 2.1. The mapping φ is a diffeomorphism of Rn × U into itself.
Proof. 
The vector fields change with the differential of φ, i.e. for each α =
1, . . . ,m, the transformed f and gα at (ξ, η) = φ(x, z) are given by
(14) F (ξ, η, v) := ∇φ(x, z) f(x, z, v), Gα(ξ, η) := ∇φ(x, z) gα(x, z).
Lemma 2.2. For every α = 1, . . . ,m one has
(15) Gα =
∂
∂zα
.
Proof. See Lemma 2.1 in [4].

Remark 2.1. Lemma 2.2 just stated is actually the Simultaneous Straight-
ening Out Theorem for commutative vector fields. The latter states that one
can find a change of coordinates that transform a finite family of commu-
tative smooth vector fields into constant vector fields. It is also known as
Flow-box Theorem (see e.g. Abraham et al. [1] or Lang [9]).
On the other hand, notice that the last m components of F are zero.
More precisely, F can be written as F =
(
F˜
0
)
with
(16) F˜ =
(
∂ϕi
∂xj
f˜ j
)
∂
∂xi
.
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Consider hence the differential equation
ξ˙(t) = F˜ (ξ(t), η(t), a(t)),
η˙(t) = u˙(t),
(17)
with the initial conditions
ξ(0) = ϕ(x0, u0),
η(0) = u0.
(18)
The following lemma states the equivalence of the system (10)-(11) and
the system obtained after the change of coordinates φ for measurable a and
smooth u.
Lemma 2.3 (Equivalence of the equations for smooth u.). Let (x, z, u, a)
be a solution of the Cauchy problem (10)-(11) with u ∈ C1(0, T ;U) and
a ∈ L1(0, T ;A). Then (ξ, η, u, a) with
(19) (ξ, η)(t) := φ(x(t), z(t))
is solution of (17)-(18). Conversely, if (ξ, η, u, a) is solution of (17)-(18)
with u ∈ C1(0, T ;U) and a ∈ L1(0, T ;A), then (x, z, u, a) is given by
(20) (x(t), z(t)) := φ−1(ξ(t), η(t))
is solution of (10)-(11).
Proof. The result follows immediately from the definition of F and Gi. 
Observe now that in (17) the impulsive part appears with a constant
coefficient equal to 1. Hence, for every u ∈ L1, (17) can be regarded as
a classical differential equation by simple integration. More precisely, we
consider
η = u, ξ(t) = ξ(0) +
∫ t
0
F˜ (ξ(s), η(s), a(s))ds.
Theorem 2.4 (Robustness for smooth u). (i) The function
a(·) 7→ ξ(ξ0, u, a)(·)
is continuous from L1(0, T ;A) to L1(0, T ;Rn), for each x0 ∈ R
n,
u ∈ C1(0, T ;U).
(ii) For r > 0 and W ⊂ C1(0, T ;U), let K ′ ⊂ Rn such that the tra-
jectories ξ(ξ0, u, a) have values inside K
′ for all ξ0 ∈ Br(0), u ∈
W, a ∈ L1(0, T ;A). Then there exists M > 0 such that for every
ξ0, ξˆ0 ∈ Br(0) and u, uˆ ∈ W,
|ξ(ξ0, u, a)(τ) − ξ(ξˆ0, uˆ, a)(τ)| +
∫ T
0
|ξ(ξ0, u, a)(t) − ξ(ξˆ0, uˆ, a)(t)|dt
≤M
[
|ξ0 − ξˆ0|+ |u(0) − uˆ(0)|+ |u(τ)− uˆ(τ)| +
∫ T
0
|u(t)− uˆ(t)|dt
]
,
(21)
uniformly in a ∈ L1(0, T ;A).
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In the proof of Theorem 2.4 we use the following result, which is a conse-
quence of the Banach-Caccoppoli’s
Lemma 2.5. Let X be a Banach space, M a metric space, Φ :M ×X → X
be a continuous function such that
(22) ‖Φ(m,x)− Φ(m, y)‖ ≤ L‖x− y‖, for all m ∈M, x, y ∈ X,
with L < 1. Then the following assertions hold.
(a) For every m ∈M, there exists a unique x(m) such that
(23) x(m) = Φ(m,x(m)).
(b) The map m 7→ x(m) is continuous, and one has
(24) ‖x(m)− x(m′)‖ ≤
1
1− L
‖Φ(m,x(m)) − Φ(m′, x(m′))‖.
Proof. [of Theorem 2.4] Assume for the moment that F is globally Lipschitz
in (ξ, η) with constant L. Fix τ ∈ [0, T ], and consider the mapping
χ(ξ0, η0, u, a, ξ, η) :=(
ξ0
η0
)
+
∫ t
0
F (ξ(s), η(s), a(s))ds +
m∑
α=1
[uα(t)− uα(0)]en+α,
(25)
for (ξ0, η0, u, a) ∈M := R
n+m × C1(0, T ;U) × L1(0, T ;A) and (ξ, η) ∈ X :=
C1(0, T ;Rn)× C1(0, T ;U) with the norm
(26) ‖ω‖X :=
e−4TL
4L
|ω(τ)|+
∫ T
0
e−4tL|ω(t)|dt.
Observe that if (ξ, η) = χ(ξ0, η0, u, a, ξ, η), then (ξ, η) is solution of (17)-(18)
with initial condition (ξ0, η0). Then we are interested in applying Lemma 2.5
to χ.
Let us prove that χ is continuous. Take two points (ξ0, η0, u, a, ξ, η) and
(ξˆ0, ηˆ0, uˆ, aˆ, ξˆ, ηˆ) in the domain. One has the following estimations
‖χ(ξ0,η0, u, a, ξ, η) − χ(ξ0, η0, u, a, ξˆ, ηˆ)‖X
=
e−4TL
4L
∣∣∣∣
∫ τ
0
(F (ξ(s), η(s), a(s)) − F (ξˆ(s), ηˆ(s), a(s)))ds
∣∣∣∣
+
∫ T
0
e−4tL
∣∣∣∣
∫ t
0
(F (ξ(s), η(s), a(s)) − F (ξˆ(s), ηˆ(s), a(s)))ds
∣∣∣∣ dt
≤
(
e−4TL
4
+
e−4TL
−4
−
1
−4
)∫ T
0
|(ξ(s), η(s)) − (ξˆ(s), ηˆ(s))|ds
≤
1
4
‖(ξ, η) − (ξˆ, ηˆ)‖X ,
(27)
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and
‖χ(ξ0, η0, u, a, ξˆ, ηˆ)− χ(ξˆ0, ηˆ0, uˆ, aˆ, ξˆ, ηˆ)‖X
=
e−4TL
4L
∣∣∣∣
(
ξ0 − ξˆ0
η0 − ηˆ0
)
+
∫ τ
0
(F (ξˆ(s), ηˆ(s), a(s))− F (ξˆ(s), ηˆ(s), aˆ(s)))ds
∣∣∣∣
+
∫ T
0
e−4tL
∣∣∣∣
∫ t
0
(F (ξˆ(s), ηˆ(s), a(s))− F (ξˆ(s), ηˆ(s), aˆ(s)))ds
∣∣∣∣dt
+
e−4TL
4L
∣∣∣∣∣
m∑
α=1
(
uα(τ)− uα(0)− uˆα(τ) + uˆα(0)
)
en+α
∣∣∣∣∣
+
∫ T
0
e−4tL
∣∣∣∣∣
∫ t
0
m∑
α=1
(
uα(s)− uα(0)− uˆα(s) + uˆα(0)
)
en+αds
∣∣∣∣∣dt.
(28)
Thus, for each (ξˆ0, ηˆ0, uˆ, aˆ, ξˆ, ηˆ) and for every ε > 0, there exists δ > 0 such
that if
|(ξ0, η0)− (ξˆ0, ηˆ0)|+ |u(0) − uˆ(0)|
+ |u(τ)− uˆ(τ)|+ ‖u− uˆ‖1 + ‖a− aˆ‖1 + ‖(ξ, η) − (ξˆ, ηˆ)‖X < δ
then
‖χ(ξ0, η0, u, a, ξ, η) − χ(ξˆ0, ηˆ0, uˆ, aˆ, ξˆ, ηˆ)‖X < ε,
and hence χ in continuous. Observe that the modulus of continuity does not
depend on τ, but on |u(τ)− uˆ(τ)| and, therefore, the same estimation holds
for every τ ∈ [0, T ]. Moreover, in view of (27), the inequality (22) holds as
well. Therefore we can apply Lemma 2.5 to χ which yields the desired result
for F globally Lipschitz.
In case F is only locally Lipschitz, define
Fˆ =
{
F on K ′ × U,
0 on (K ′ × U)c,
and follow previous procedure. The desired result follows.

2.2. Properties of the impulsive system. The analogous of Theorem 2.4
can be proved for the impulsive system (10) by means of the transformation
φ. Hence we get the following result.
Theorem 2.6. (i) The function a(·) 7→ x(x0, u, a)(·) is continuous from
L1(0, T ;A) to L1(0, T ;Rn), for each x0 ∈ R
n, u ∈ C1(0, T ;U).
(ii) For r > 0 and W ⊂ C1(0, T ;U), let K ′ ⊂ Rn such that the tra-
jectories x(x0, u, a) have values inside K
′ for all x0 ∈ Br(0), u ∈
W, a ∈ L1(0, T ;A). Then there exists M > 0 such that for every
COMMUTATIVE IMPULSIVE SYSTEMS 9
x0, xˆ0 ∈ Br(0) and u, uˆ ∈ W,
|x(x0, u, a)(τ) − x(xˆ0, uˆ, a)(τ)| +
∫ T
0
|x(x0, u, a)(t) − x(xˆ0, uˆ, a)(t)|dt
≤M
[
|x0 − xˆ0|+ |u(0) − uˆ(0)| + |u(τ) − uˆ(τ)|+
∫ T
0
|u(t)− uˆ(t)|dt
]
,
(29)
uniformly in a ∈ L1(0, T ;A).
From previous Theorem 2.6 and Definition 2.2 we get the following result.
Corollary 2.7. For each (x0, u, a) ∈ R
n×L1{0}(0, T ;U)×L
1(0, T ;A), there
exists a unique generalized solution ξ ∈ L1{0}(0, T ;R
n), η = u, of the impul-
sive Cauchy problem (10)-(11).
2.3. Generalized solution pointwise defined everywhere. In the case
where u is defined pointwise on [0, T ], the trajectory x(x0, u, a)(·) can also be
determined pointwise following the procedure described next. Let τ ∈ [0, T ],
and consider a sequence (wτk) ⊂ C
1 such that wτk(0) = u(0), w
τ
k(τ) = u(τ)
and wτk → u in L
1(0, T ;U). The estimate (29) implies that x(x0, w
τ
k , a)(·)
tends to x(x0, u, a)(·) in L
1 and that x(x0, w
τ
k , a)(τ) has limit. Denote this
limit by x(τ). Note that two different sequences wτk and wˆ
τ
k yield the same
x(τ) by (29). Thus x is well-defined. In the sequel we prove that x is
a generalized solution of (10)-(11). In fact, for any t ∈ [0, T ], one can
extract a subsequence (wtk′) from (w
t
k) which converges pointwise to u on
the complement of a set N of measure zero. For any τ ∈ [0, T ]\N , by (29)
one has
|x(τ)−x(x0, w
t
k′ , a)(τ)|
≤ |x(τ)− x(x0, w
τ
k′ , a)(τ)| + |x(x0, w
τ
k′ , a)(τ) − x(x0, w
t
k′ , a)(τ)|
+
∫ T
0
|x(x0, w
τ
k′ , a)(s)− x(x0, w
t
k′ , a)(s)|ds
≤ |x(τ)− x(x0, w
τ
k′ , a)(τ)| +M
[
|wτk′(τ)− w
t
k′(τ)|
+
∫ T
0
|wτk′(s)−w
t
k′(s)|ds
]
.
The right hand-side goes to 0 since wτk′(τ)→ U(τ). Thus, x(x0, w
t
k′ , a)→ x
almost everywhere. Since x(x0, w
t
k′ , a) have uniformly bounded values, it
follows that they converge to x in L1. Therefore, (x, z = u) is a generalized
solution of (10)-(11).
Given x0 ∈ R
n, u ∈ L1[0,T ] and a ∈ L
1(0, T ;A), there is only one solution
(ξ, η = u) of (17)-(18), for which ξ is an absolutely continuous function.
Note that
x(τ) = lim
k→∞
x(x0, w
τ
k , a)(τ)
= lim
k→∞
ϕ−1(ξ(ϕ(x0, u0), w
τ
k , a)(τ), w
τ
k(τ)) = ϕ
−1(ξ(τ), u(τ)).
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Hence, we get.
Proposition 2.8. For each (x0, u, a) ∈ R
n × L1[0,T ](0, T ;U) × L
1(0, T ;A),
there is a unique solution (x, z) of (10)-(11) that is pointwise defined in
[0, T ]. Moreover, it is given by the formula
(x(τ), z(τ)) = φ−1(ξ(τ), u(τ)), for all τ ∈ [0, T ],
where ξ ∈ AC(0, T ;Rn) is the unique solution of (17)-(18) corresponding to
(x0, u, a) and η = u.
Theorem 2.9 (Robustness of the impulsive system). The assertions in
Theorem 2.6 hold when we consider the controls u in L1[0,T ](0, T ;U).
Proof. It is a immediate consequence of Theorem 2.6 and the Definition 2.2
of generalized solution. 
2.4. Statement of the Optimal Control Problem. Now we are ready
to state in a proper way the optimal control problem we deal with. Let
γ : Rn+m → R be a smooth function. Denote by P the (impulsive) optimal
control problem of finding (x0, u, a) ∈ R
n×L1[0,T ](0, T ;U)×L
1(0, T ;A) that
minimizes
γ(x(T ), z(T )),
where (x, z) is the generalized solution of (10)-(11) associated to (x0, u, a).
3. The Transformed Optimal Control Problem
Next we introduce an auxiliary optimal control problem in the trans-
formed variables that will be used afterwards to derive optimality conditions
for P. Denote by P ′ the problem consisting of minimizing
(30) Ψ(ξ(T ), η(T )),
over the trajectories of the system (17)-(18) with controls u ∈ L1[0,T ](0, T ;U).
Here the function Ψ : Rn+m → R is defined by
(31) Ψ(ξ, η) := γ(φ−1(ξ, η)).
The following result is a straightforward consequence of Proposition 2.8.
Proposition 3.1. A triple (x0, u
∗, a∗) ∈ Rn × L1[0,T ](0, T ;U) × L
1(0, T ;A)
is optimal for P if and only if it is optimal for P ′. Moreover, P and P ′ have
the same optimal values.
4. The Adjoint Equation
In this section we show that the adjoint equation associated to (10) is
commutative. Let us first establish a technical lemma that will yield the
desired commutativity afterwards.
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Consider a and b two vector fields of class C2 from RN to RN , and define
A : R2N → R2N
(y,w)→ A(y,w) :=
(
a(y)
−∇a(y)⊤·w
)
,
(32)
and
B : R2N → R2N
(y,w)→ B(y,w) :=
(
b(y)
−∇b(y)⊤·w
)
.
(33)
Lemma 4.1. Let a, b : RN → RN be two vector fields of class C2, such that
[a, b] = 0. Then, the vector fields defined in (32)-(33) commute as well, or
equivalently, [A,B] = 0.
Proof. Here the Einstein notation is used, which implies summation over
repeated indexes. For k = 1, . . . , N, we have
(34) [A,B]k =
∂bk
∂ys
as −
∂ak
∂ys
bs = [a, b]k = 0,
and
[A,B]N+k = −
∂2bℓ
∂ys∂yk
wℓ as +
∂bs
∂yk
∂aℓ
∂ys
wℓ +
∂2aℓ
∂ys∂yk
wℓ bs −
∂as
∂yk
∂bℓ
∂ys
wℓ
=
∂
∂yk
{
−
∂bℓ
∂ys
as +
∂aℓ
∂ys
bs
}
wℓ =
∂
∂yk
[b, a]ℓwℓ = 0.
(35)
Thus, the result follows. 
Consider now the augmented system (10)-(11) together with its associated
adjoint equation(
x˙
z˙
)
= f(x, z, a) +
m∑
i=1
u˙igi(x, z),(36)
(p˙1, p˙2) = −(p1, p2) ·
(
∇(x,u)f(x, u, a) +
m∑
i=1
u˙i∇gi(x, u)
)
,(37)
and the endpoint conditions
(38) (x(0), z(0)) = (x0, u0),
(39) (p1(T ), p2(T )) = ∇γ(x(T ), u(T )).
The vector fields that are coefficients of u˙ in (36)-(37) are given by
(40) Gi(x, z, p1, p2) :=

 gi(x, z)
∇g⊤i (x, z)·
(
p1
⊤
p2
⊤
) .
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Applying Lemma 4.1 we get that, for each pair i, j, [Gi,Gj ] = 0 since [gi, gj ] =
0. Hence, a concept of solution equivalent to the one given for the augmented
impulsive system (10)-(11) can be given to (37),(39). We will refer to it as
the generalized solution of the adjoint equation. Furthermore, we can also
relate (36)-(39) with the adjoint equation associated to the transformed
equation (17)-(18) via a change of variables. With this aim, consider the
adjoint system associated to (17)-(18),
ξ˙(t) = F˜ (ξ(t), η(t), a(t)),
η˙(t) = u˙(t),
p˙i1(t) = −pi1(t)·∇ξF˜ (ξ(t), η(t), a(t)),
p˙i2(t) = −pi1(t)·∇ηF˜ (ξ(t), η(t), a(t)),
(41)
with endpoint conditions given by
ξ(0) = ϕ(x0, u0),
η(0) = u0,
(pi1(T ), pi2(T )) = ∇Ψ(ξ(T ), η(T )).
(42)
Proposition 4.2 (Generalized solution of the adjoint equation). Given
(x, z, u) a generalized solution of (10)-(11) defined pointwise everywhere,
let (ξ, η, a, u) be its transformation through φ and (pi1, pi2) be the solution of
(41)-(42) in the classical sense. Then, the generalized solution p of (37),(39)
verifies
(43) p = pi·∇φ(x, u).
The latter result is an easy consequence of the change of coordinates. We
pass now to the second part of the article where we provide a set of necessary
conditions for optimality.
5. The Maximum Principle for the Transformed problem
We recall here two theorems due to Bressan-Rampazzo [4]. The first
statement is Theorem 6.1 that provides a maximum principle for P, and
it is a consequence of the second result presented in Theorem 5.1 that is a
maximum principle for the transformed problem P ′.
Theorem 6.1 is a consequence of the following result.
Theorem 5.1 (Maximum Principle for the Transformed Problem). Let
(ξ∗, u∗, a∗) be an optimal for problem P ′, and let ((ξ∗, u∗), (pi∗1 , pi
∗
2)) denote
the solution of the adjoint equation (41)-(42). Then,
(44) pi1(t)
(
F˜ (ξ∗(t), u, a) − F˜ (ξ∗(t), u∗(t), a∗(t))
)
≥ 0,
for almost every t ∈ [0, T ] and for every u ∈ U, a ∈ A. Moreover, if for any
t ∈ [0, T ], ν : [t, T ]→ U is a map as in Theorem 6.1, then
(45) pi2(t)· ν(t) ≥ −
∫
[t,T ]
pi2· ν˙.
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Remark 5.1. Actually, the conditions (54) and (44) hold on the set of
Lebesgue points of (u∗, a∗) and hence, since (u∗, a∗) is a L1−function, it
holds almost everywhere on [0, T ].
Proof. [of Theorem 5.1]
Observe that the classical Pontryagin Maximum Principle (see [12]) can
be applied to problem P ′, and it yields the minimum condition (44). The
latter holds at every Lebesgue point of (u∗, a∗) and hence, since (u∗, a∗) is
in L1, (44) holds almost everywhere on [0, T ].
In order to prove (45), let σ ∈ [0, σ0] for a small positive σ0 and consider
the controls uσ given by
(46) uσ(τ) =
{
u∗(τ), if τ ∈ [0, t),
u∗(τ) + σν(τ), if τ ∈ [t, T ].
Here ν : [t, T ]→ Rm is a function satisfying the hypotheses of Theorem 6.1.
Denote ξσ the solution of the transformed system (17) corresponding to uσ.
It turns out that (see e.g. [8] or [7, Theorem 10.2, Chapter II]),
(47)
d
dσ
∣∣∣∣
σ=0+
ξσ(T ) = ω(T ),
where d
dσ
∣∣
σ=0+
refers to the right derivative at σ = 0 and ω : [t, T ]→ Rn is
the solution of
(48){
ω˙(τ) = ∇ξF˜ (ξ
∗(τ), u∗(τ), a∗(τ))ω(τ) +∇ηF˜ (ξ
∗(τ), u∗(τ)a∗(τ)) ν(τ),
ω(t) = 0.
From (41) and (48) we get
(49)
d
dτ
[(pi1, pi2)· (ω, ν)] = pi2· ν˙,
and thus, the relation
(50) (pi1(T ), pi2(T ))· (ω(T ), ν(T )) − (pi1(t), pi2(t))· (ω(t), ν(t)) =
∫
[t,T ]
pi2· ν˙
follows. Since u∗ is optimal,
(51)
d
dσ
∣∣∣∣
σ=0+
Ψ(ξσ(T ), uσ(T )) ≥ 0,
and therefore,
0 ≤
d
dσ
∣∣∣∣
σ=0+
Ψ(ξσ(T ), uσ(T ))
= ∇Ψ(ξ∗(T ), u∗(T ))·
d
dσ
∣∣∣∣
σ=0+
(ξσ(T ), uσ(T ))
= (pi1(T ), pi2(T ))· (ω(T ), ν(T )).
(52)
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Considering (50) we get
(53)
∫
[t,T ]
pi2ν˙ + (pi1, pi2)· (ω, ν)(t) = (pi1(T ), pi2(T ))· (ω(T ), ν(T )) ≥ 0.
Hence, since ω(t) = 0, we obtain the inequality (45). This concludes the
proof.

6. Necessary Optimality conditions
involving Lie brackets
Definition 6.1. For every (x, u1, a) ∈ R
n×U×A and u2 ∈ U, the n−dimensional
vector
Tu2 f˜(x, u1, a) = ∇xϕ(ϕ(x, u1 − u2), u2 − u1)· f˜(ϕ(x, u1 − u2), u2, a),
is called the u2−transport of f˜ at (x, u1, a).
Theorem 6.1 (Maximum Principle). Let (u∗, a∗, x∗) be an optimal control
for P, and let ((x∗, z∗), (p1, p2)) denote the generalized solution of the adjoint
system (36)-(39). Then,
(i) The inequality
(54) p1(t)·
(
Tuf˜(x
∗(t), u∗(t), a∗(t))− f˜(x∗(t), u∗(t), a∗(t)
)
≥ 0
holds for a.a. t ∈ [0, T ] and for every u ∈ U.
(ii) For every a ∈ A and a.a. t ∈ [0, T ],
(55) p1(f˜(x
∗(t), u∗(t), a)− f˜(x∗(t), u∗(t), a∗(t)) ≥ 0.
(iii) Moreover, for any t ∈ [0, T ], let ν : [t, T ]→ U be a bounded variation
map, that is right continuous at t and left continuous at T, and such
that (u∗ + σν)(τ) ∈ U, for a.a. τ ∈ [t, T ] and for σ ∈ [0, σ0]. Then,
one has
(56) p1(t)·
m∑
i=1
g˜i(x
∗(t), u∗(t))νi(t) + p2(t)· ν(t) ≥
∫
[t,T ]
p2ν˙.
Here the integral on the right hand-side is the integral of p2 with
respect to the vector Radon measure ν˙.
Theorem 6.2 (Necessary conditions involving Lie brackets). Let (x∗, u∗, a∗)
be optimal for P, and let i = 1, . . . m be an index. Then the following
statements hold.
(i) Let t ∈ [0, T ) be any time such that there exists σ > 0 sufficiently
small such that u∗(t) + σei ∈ U a.e. on [t, T ]. Then
(57) p(t)· gi(x
∗(t), u∗(t)) ≤ 0.
Furthermore, for a.a. t ∈ [0, T ], it holds:
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(ii) If there exists σ0 > 0 sufficiently small such that u
∗(t)+σei ∈ U for
all σ ∈ [0, σ0], then
(58) p(t)· [gi, f ](x
∗(t), u∗(t), a∗(t)) ≥ 0.
(iii) If there exist h ∈ Rm and σ0 > 0 sufficiently small such that u
∗(t)±
σei ∈ U for all σ ∈ [0, σ0], then
(59) p(t)·
m∑
j,k=1
hjhk[gj , [gk, f ] ](x
∗(t), u∗(t), a∗(t)) ≥ 0.
In other words,
(60) h⊤Qh ≥ 0,
where Q is a symmetric matrix with entries
Qjk(t) := p(t)· [gj , [gk, f ] ](x
∗(t), u∗(t), a∗(t)).
Here all the Lie brackets are computed in the variable (x, u).
Remark 6.1. a) Notice that the assumption on u∗ in item (i) is stronger
that the ones done in (ii) and (iii). This is due to the fact that differ-
ent control variations are employed for obtaining different necessary
conditions.
b) Observe that if U = Rm, then the condition (57) implies that at every
t ∈ [0, T ],
(61) p(t)· [gi, f ](x
∗(t), u∗(t), a∗(t)) = 0.
The latter condition was also obtained by Silva and Vinter in [14],
for the case when u is a scalar bounded variation function.
Proof. Let i, j and t be as in the statement of the theorem. We shall start
by proving item (i). Let ν : [t, T ]→ Rm be given by
(62) νi ≡ 1, νk ≡ 0 for all k 6= i.
Then ν verifies the hypotheses of Theorem 6.1. For this particular ν, the
condition (56) yields
(63) p1(t)· g˜i(x
∗(t), u∗(t)) + p2(t)· ei ≤ 0,
where ei is the i−th. canonical vector in R
m. Finally, notice that (63) can
be rewritten as (57) and hence (i) follows.
In order to prove (ii) recall the condition (44) of Theorem 5.1. Set u =
u∗(t) + σei, and observe that (44) implies
(64) pi1(t)
F˜ (ξ∗(t), u∗(t) + σei, a
∗(t))− F˜ (ξ∗(t), u∗(t), a∗(t))
σ
≥ 0.
By taking the limit as σ → 0+ we get
(65) pi1(t)·
∂F˜
∂ui
(ξ∗(t), u∗(t), a∗(t)) ≥ 0.
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On the other hand, notice that
(66) pi1·
∂F˜
∂ui
= pi·
∂F
∂ui
= pi· [gi, F ].
Hence, (65) is identical to
(67) pi(t)· [Gi, F ](ξ
∗(t), u∗(t), a∗(t)) ≥ 0,
which coincides with (58) in the original coordinates and thus (ii) is proved.
We shall now prove (iii). First observe that for σ > 0 sufficiently small it
holds
(68) pi1(t)
F˜ (ξ∗(t), u∗(t) + σh, a∗(t))− F˜ (ξ∗(t), u∗(t), a∗(t))
σ
≥ 0,
and the opposite inequality holds for u∗(t)− σh. Thus,
(69) pi1(t)∇hF˜ (ξ
∗(t), u∗(t), a∗(t)) = 0,
where ∇h denotes the directional derivative in the direction h. Consider now
the second order Taylor expansion
F˜ (ξ∗(t), u∗(t) + σh, a∗(t)) = F˜ (ξ∗(t), u∗(t), a∗(t))
+ σ∇hF˜ (ξ
∗(t), u∗(t), a∗(t)) + σ2∇2h,hF˜ (ξ
∗(t), u∗(t), a∗(t)) + o(σ2).
By multiplying by pi1(t) and dividing by σ
2 we get
(70)
0 ≤ pi1(t)·
F˜ (ξ∗(t), u∗(t) + σh, a∗(t))
σ2
= ∇2h,hF˜ (ξ
∗(t), u∗(t), a∗(t)) + o(1),
where the first inequality holds by (44). Taking the limit as σ goes to 0
yields
(71) pi1(t)·∇
2
h,hF˜ (ξ
∗(t), u∗(t), a∗(t)) ≥ 0.
Notice that
(72) pi1·∇
2
h,hF˜ = pi·
m∑
k=1
hk∇uk
m∑
j=1
hj∇uiF = pi·
m∑
j,k=1
hjhk[Gj , [Gk, F ]].
Equation (72) written in the original coordinates together with the inequal-
ity (71) imply (59). Finally, we shall prove the symmetry of the matrix Q.
Notice that, since F is of class C2, then ∇uk∇ujF = ∇uj∇ukF. By multiply-
ing by pi and rewriting in the original coordinates, the symmetry follows. 1
This completes the proof. 
1The symmetry of Q follows also from the Jacobi identity and the commutativity of gi.
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