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The properties and performance of a three-cavity tunnel diode 
oscillator operating at 600 MHz to be used at cryogenic temperature for 
gravitational radiation detection are described.
We have analyzed the theoretical properties of the stabilization 
scheme, linking the performance of the oscillator to the system's 
parameters, namely resonators' quality factors and cavity coupling 
coefficients.
A method which enables one to indirectly determine the Q's and 
couplings for the system by pure frequency measurements of hysteretic 
frequency jumps was developed and used.
The properties of tunnel diodes used as active elements in cavity 
oscillators are discussed, as well as the design criteria for 
superconducting resonators to be used in frequency stabilization 
schemes.
Two versions of the three-cavity oscillator are described. The 
first one was designed for measurements devoted to understanding the 
behavior and properties of the system and thoroughly used for this 
purpose. The second was optimized for good frequency stability, 
compatibility with the size and frequency design restrictions. Both 
versions were built out of copper and the stabilizing cavity was lead 
electroplated.
Preliminary results with the second version have led to frequency
” 1 2stabilities of Af/f ^3 10 with parameters far from being optimal for 
high stabilization. We expect this model to perform at stability levels 




The search for gravity waves, started in the mid-sixties with the 
pioneering work of Joseph Weber, has over the past decade attracted 
more and more interest. About twenty research groups all over the world 
are now involved in programs of construction of gravity wave detectors 
of various types (1.1). All of these projects require long development 
times and even though they have not yet reached the goal of detecting 
gravity waves, valuable high-technology Instrumentation and 
sophisticated techniques have been developed while fundamental questions 
in the theory of measurement have been addressed and partly solved in 
the process.
Among the fields of Physics that are involved in this research are 
applied superconductivity, low temperature physics, low noise 
electronics as well as the theory and the experiments devoted to the 
measurement of small forces, accelerations and displacements, areas to 
which the Gravitational Radiation Detection Group at Louisiana State 
University has contributed in many ways over the years.
The research work described in this dissertation is part of the 
effort carried on at LSU, and in this Introduction we will describe the 
framework and the motivation of this research.
1 .1 Gravitational Waves and Gravity Wave Detectors
Gravity waves, theoretically predicted by Einstein in his General 
Theory of Relativity, are believed to be emitted in appreciable amount
1
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in catastrophic astrophysical events such as supernovae explosions or 
black-hole collapses (1.2). Most of the gravity wave detectors built so 
far have been designed to respond to gravity waves coming from aperiodic 
sources such as the ones just mentioned: these sources have broad
spectral distributions, with the maximum energy output centered around 
1 kHz, the inverse of the typical collapse time.
The best studied detectors have been the so-called Weber-type 
detectors, consisting of a massive cylinder, whose fundamental 
longitudinal mode, chosen to be resonating at a frequency close to the 
maximum spectral output of 1 kHz, is monitored in amplitude and phase. 
The amplitude of that mode, when excited by gravity waves, is of the 
order of AS, ^ hS where S is the cylinder length and h is the
dimensionless amplitude of the gravity wave at Earth. Typical
-17 -22anticipated values of h range from 1 0  to 1 0
Aluminum cylinders with masses up to 5 tons have been used by most
groups in gravity w^ive research and at LSU, as well as in other 
laboratories, the efforts have been concentrated in developing an 
aluminum bar detector maintained at low temperatures. This serves the 
purpose of decreasing the thermal noise and of improving the sensitivity 
by using transducer schemes which utilize superconductors.
1.2 Transducers and Oscillators In Gravity Wave Detection
The detection of gravity waves according to the scheme developed at 
LSU occurs essentially in the following way: A very stable, 
radio-frequency local oscillator, whose spectral phase noise 
characteristics are known, furnishes a carrier at 600 MHz. The spectral
distribution of the oscillator is altered by the transducer and in
3
particular the component at the mechanical oscillation frequency of the 
antenna is amplified and monitored (see Fig. 1.1).
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Fig. 1.1 Block diagram of the LSU gravity wave detection scheme.
The transducer consists of an accelerometer which uses 
radio-frequency, superconducting re-entrant cavities resonating at 600 
MHz (see Fig. 1.2) (1.3). The resonance frequency of the cavity is 
modulated when the gap A between the post and the end face is changed 
due to the mechanical motion of the post with respect to the body of the 
accelerometer, which is solidly attached to the end of the bar detector. 










Fig. 1.2 The superconducting double-cavity accelerometer developed at 
LSU.
The accelerometer system is shown in Fig. 1.3; the relative phase 
of an RF signal going through the cavity is compared with that of a 
signal bypassing it. The phase yields information about 
the motion of the accelerometer through the relation
v
- y ~K (1-1)
where A is the capacitance gap, d is the displacement induced by the 
gravity wave antenna, is the electrical loaded Q of the cavities. At 
present this accelerometer has a sensitivity which allows one to measure 
displacements d -  1 0  ^ c m .
5
I Signal out
Fig, 1.3 Circuit scheme of the double re-entrant cavity 
accelerometer.
The limiting sensitivity of the device is determined by the phase 
stability of the oscillator that drives it. An oscillator with an 
output voltage given by
v(t) = [Vo + e(t)]sin[2 rvot + <|>(t)] (1 .2 )
will have intrinsic phase fluctuations d> (t) which have to be keptrms
to a level lower than that determined in Eq. (1.1), otherwise the 
accelerometer’s signal will be buried in the oscillator noise.
The development of stable oscillators for gravity wave detection is 
not limited to this application: other schemes, such as Doppler ranging
of spacecrafts (1.4) or synchronous detection of periodic gravity waves 
from pulsars, (1.5) require very stable frequency standards for their 
success.
6
Most of the commonly used oscillators employ quartz crystals as
frequency determining elements placed in a feed-back loop and
electrically excited to perform mechanical oscillations. Quartz crystal
oscillators constitute the so-called active standards, since they
directly provide the output frequency. Their stability performance is
-13usually in the range of Av/v = 10
Cesium beam clocks provide the best oscillator performance for long 
term frequency drift. The frequency of a hyperfine transition in the 
cesium atoms gives the reference frequency. A so-called "slave" 
oscillator provides the output frequency which is continuously 
compared to the hyperfine transition frequency. The definition of the 
second as unit of time interval is actually derived from the frequency 
emitted in this process (1.6). This makes cesium beam oscillators (or 
at least some of them which are kept under controlled conditions) 
primary frequency standards, in the sense that their output is taken as 
definition of the second or the Hertz. The long term stability of 
cesium clocks is of the order of Av/v = 10
In space probes Doppler tracking, as well as in Very Large Baseline
Interferometry, cold hydrogen masers mostly have been used (1.7) and 
they are reaching levels of stability among the best ever achieved, 
namely Av/v 'v 10
The oscillator that so far has reached the highest frequency 
stability is the so-called SCSO (Superconducting Cavity Stabilized 
Oscillator) of Stein and Turneaure (1.8). Here, a Gunn-effect
oscillator is stabilized in frequency by a high-Q superconducting cavity
kept at liquid helium temperature. This oscillator has consistently 
performed over the past few years with a frequency stability of
7
Av/v v 10 ^  over integration times of v 10-100s.
Although this oscillator is stabilized by a superconducting cavity* 
most of the controlling electronics and the active element have to be 
maintained at room temperature. Instead, we have considered the 
development of a stable radio-frequency oscillator which, unlike the 
SCSO, could be operated at cryogenic temperature in such a way that it 
could be placed as close as possible to the antenna-transducer system in 
order to decrease the chance of phase modulations due to long lengths of 
cable between the elements of the system.
1.3 The Three-Cavity Tunnel D iode Oscillator
We decided to develop an oscillator which makes use of a tunnel 
diode as the active element. This choice is dictated by the necessity 
of operating it at low temperatures since tunnel diodes are among the 
few devices that can function at ultra low temperatures. Tunnel diode 
oscillators used in conjunction with superconducting cavities have been 
considered before (1.9), but when used with only one cavity they have 
not performed as well as required by our system.
While other TDO's have used a single superconducting stabilizing 
cavity, a more promising approach to increase the stability of tunnel 
diode oscillators comes from a scheme first considered by the Russian 
Group at Moscow State University (1,10), by which the use of a 
three-cavity arrangement enables one to frequency-lock the oscillator to 
a stable, superconducting cavity. The theoretical Investigation of this 
system had been, in part, previously performed by the Russian Group, but 
both the analysis of the equations and the data on their prototypes were 
vague. For instance, no detailed derivation of the stability equation
8
was available, and the frequency stability of the oscillator had never 
been characterized via spectral measurements of frequency fluctuations.
Since the details given in the Russian papers were not sufficient 
to characterize the oscillator performance or to give clear directions 
of how to operate it, we decided to build a prototype three-cavity 
oscillator to understand its operation.
We have studied this system and adapted it to the needs of our 
gravity wave detection system. Although the oscillators built and 
described in the present work can still be improved, we have 
demonstrated the functioning of the stabilization scheme as well as 
developing one of the few cryogenic oscillators working at a frequency 
of 600 MHz.
We have analyzed the equations governing the behavior of the 
oscillator and verified both theoretically and experimentally that an 
interval of frequencies of oscillation exists (see Fig. 2.2), in which 
the oscillator locks to the stabilizing third cavity and its performance 
improves.
Chapter II describes the calculations which predict the behavior of 
the three-cavity structure and enable one to determine important 
parameters of the system.
The general properties of tunnel diodes and the design 
considerations in the construction of tunnel diode oscillators are 
considered in Chapter III.
Chapter IV is concerned with the properties and the construction of 
superconducting cavities to be used in frequency stabilization.
In Chapter V details are given on the two different types of 
three-cavity tunnel diode oscillators built by us.
9
The frequency stability measurements and the performance of the 
oscillators are discussed in Chapter VI.
Finally, in Chapter VII we summarize the work presented and give 
indications on the future improvements that can be applied to new 
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The study of the theoretical behavior of a three-cavity tunnel 
diode oscillator can be conducted using mainly two different approaches.
Since no exact analytical solution of the set of non-linear 
differential equations describing the system exists, either an
approximate analytical method or a numerical computer calculation has to
be used.
In this chapter we will describe the calculations and the results 
of the approximate analytical method which was first applied by the 
Russian group (2.1-2.9). We will describe an approach to the numerical 
solutions of a set of differential equations for the. oscillator in 
Appendix 3.
2.2 The Differential Equations for the Analytical Approximation 
The equations that we will consider are obtained by applying
Kirchhoff's law to the equivalent circuits which represent the cavities, 
taking into account the nonlinear characteristics of the tunnel diode.
The existence of nonlinear terms in the current-voltage
characteristics is a necessary, although not sufficient, condition for
self-oscillation. The number of nonlinear terms that have to be taken 
into account in the description of the oscillator depends on the 
amplitude of the oscillation. It is in general convenient, both from
11
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the experimental point of view and for the theoretical analysis of the 
tunnel diode oscillator, to take only the third-order nonlinear term 
into account. Experimentally, this implies that less power is being 
dissipated in higher harmonics while from the theoretical point of view 
it is certainly easier to analyze the equations with only the cubic 
nonlinearity than to carry out the calculations to higher order.
The general form of the differential equations which describe the 
cavities' equivalent circuits (see Fig. 2.1) is of the type
•
ax + f3(x)x + yx * 6 y
a'y + 6 'y + y ' y  = <5'x + e'z (2.1)
a"z + B"; + y ”z  = 6 "y
I
Fig. 2.1 Equivalent circuit of the three-cavity 
tunnel diode oscillator.
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where the variables x, y, z describe currents or charges in the first, 
second and third circuit, respectively. With this interpretation of the 
general equations, the coefficients represent the following physical 
quantities:
a = Lj, 3 = $ 0 0  describes the nonlinearity in the I-V curve
e - -m1 2 , y - A  ( 2  2)
a' - L2. 6' - R2 , y' -M21. e’ - -M23
■= L3 . 6 - - r3 , y" - S" - -M 3 2
Definitions of these quantities are given in Appendix 1.
In the solution of the equations it is assumed that, once the 
steady state has been achieved, the variables depend on time as
x = a sinut
y = b sin(uit - $) (2.3)
z = c sin(uit - 4-'̂) •
The system (Eq. (2.2)) described above cannot be solved exactly, 
since the first equation contains the nonlinear term $ « $ 0 0 , but 
information about the steady-state properties of the relaxation 
oscillations can be derived by using the slowly varying amplitude method 
(2.10,2,11) which is described in Appendix 1, where the details of the 
calculations of the properties of the three-cavity oscillator are given.
2.3 Stability Equations
One of the most useful pieces of information that can be derived 
about the properties and the behavior of the three-cavity oscillator
14
through the use of the approximation methods are the so-called stability 
curves.
These curves give information about the regions in which stable 
oscillations exist in the system and on the improvement in the
oscillator's frequency stability with respect to a single-cavity
oscillator performance.
Among the various stability curves we will in particular
concentrate on the one which gives the oscillator's dimensionless
detuning as a function of the first cavity detuning, when the second and 
the third cavity are tuned to the same frequency.
This curve can be described by the equation
„ n + an + be, - n ~t 2----
n + cn + d
where 5 ^ = (w^ 2  - cu^J/u;2 , n = (w2  - u>3 2 )/uj2
u is the oscillator frequency
ojj. is the it *1 cavity resonance frequency
a - fi2 2  +  6 3 2  - Ki2  - 2 K 2 2  
b = <K22 + 6263)2 + K12 (K22 - 632)
2 2 2 c - 6 2  +  6 3  - 2 K 2
d - (Î 2  +  6 2 6 3 ) 2
. 1_ . 1 _  „2 M 12 M 21 2 M 23 M 32" V  3 “ V  1 “ L 1  L2 2 = L 2  L3
The shape of the curve described by Eq. (2.5) is shown in Fig. 2.2.
The quantity is a measure of how far the oscillator cavity is 
detuned from the frequency of the third reference cavity, while n gives 
the relative change of the oscillator output frequency with respect to 
the third cavity. Equation (2.5) describes how the oscillator output
15
frequency changes as the oscillator cavity resonance frequency is 
varied.
1.00- 1 . 0 0S-l.50
K,-5.0X10'|'





1 . 0 00.500.00-0.5C
Fig. 2.2 The stability curve of the three-cavity tunnel diode 
oscillator for some typical values of the 
parameters.
Other stability curves are possible in the case when the second or 
third cavity are detuned; these cases are considered in Appendix 1 and 
in paper (2 .1 ).
The stabilization coefficient is, point by point, the Inverse of 
the derivative of the curve in Fig. 2.2 and it contains the information 
about the improvement in performance of a three-cavity oscillator over a 
single-cavity one.
For a single-cavity oscillator Eq. (2.5) would be trivially reduced 
to a straight line with a 45° slope, behavior which is actually observed 
when the oscillator cavity is detuned enough so that its frequency u 1  1 5  
very much different from the other two cavities 1 frequencies.
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Asymptotically, therefore, even the three-cavity oscillator behaves like 
a single-cavity one, since in this case the supplementary cavities do 
not interact with the oscillator cavity.
The central branch shown in Fig. 2.2 exists only for certain ranges 
of values of Q's and couplings of the cavities and its slope is very 
sensitive to these parameters (2 .2 ).
Oscillations can exist only in the regions with positive slopes, so 
that when the oscillator is tuned toward the origin it will undergo 
hysteretic jumps across the negative slopes regions, as shown in 
Fig. 2.3. This behavior is typically nonlinear and it is not observed 
when the cavities are excited by an external oscillator.
- 1.00 o.oo o.so
K,-S.0X10-3 
K,-2.axior3 0,-5.0X1of 




•-I.50 i ’. oo- 1.00 -o.so o.so
Fig. 2.3 Hysteretic jumps in the three-cavity oscillator 
frequency.
The points where the 45° line is intersected by the curve 
correspond to the positions of the resonance peaks of the second and
17
third cavity coupled together, the resonances of which have been split 
into symmetric and antisymmetric resonances.
Families of curves are obtained by changing the coupling of the 
oscillator's cavity with the rest of the system (Fig. 2.4) or by 
changing the coupling between second and third cavity (Fig. 2.5). 
Changes in the couplings affect the slope of the stability curve and 
hence the stabilization of the system.







A o1 .000.00 0.501 .50 - 1 . 0 0 - 0 .5 0
Fig. 2.4 Family of stability curves as a function of the 
parameter K_. Curves 1 to 3 are in order of 
increasing K . .
18




Fig. 2.5 Family of stability curves as a function of the 
parameter K_. Curves 1 to 3 are in order of 
decreasing f^.
In particular, changes in the second coupling coefficient have a 
significant effect on the stabilization, since a decrease in coupling 
corresponds to bringing closer together the points of intersection of 
the 45° line with the stability curve. This fact, in turn, acts by 
depressing the central branch, thus decreasing its derivative. 
Ultimately, though, when the coupling decreases below a critical value 
the central branch disappears and the oscillator cavity "sees" only the 
second cavity, with which it interacts according to a stability curve 
shown in Fig. 2.6. The figure also shows that stabilization by means of
19
two cavities does not improve the stability of the system considerably, 
since the derivative of the curve cannot be much less than 1  at any 
point.




1 . 0 01.50 -0 ,50 0.00- 1 . 0 0
Fig, 2.6 Behavior of the stability curve for a two-cavity
oscillator. Note the absence of the central branch 
and the existence of a single hysteretic jump.
An interesting fact, which has been observed experimentally, is 
that when the coupling between first and second cavity is increased too 
much, the frequency will jump across the central branch without stopping 
on it, but oscillations can exist on the central branch if the system is 
first tuned and then the tunnel diode is turned on. This situation 
corresponds to a stability curve shown in Fig. 2.7.
20
l.Sb-.1. oo -0.50 0.00 0.50I 1.00
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cr
-1.00 .4oo.oo 0.50 1.00
Fig. 2.7 Stability curve in the case of an excessive 
coupling K^.
In general, with careful independent measurements of the system 
parameters (Q's and couplings) one can predict the exact shape of the 
curve of Eq. (2.4) and therefore know in advance the stabilization 
properties of the system. In practice an exact determination of those 
parameters is not very easily achieved, because the separate 
measurements of Q's and couplings do not exactly reflect their values 
when the whole system is put together.
In the next paragraph we describe a method for determining the 
system parameters that, although model-dependent, only involves 
measurements of frequencies and does not perturb the system.
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2.4 Inverse Problem: Derivation of the System's Parameters from the
Stability Curve
Equation (2.4) describes a curve which is a unique function of the 
parameters 6^* ^3 * ^ 2 * Assuming that the modeled equations
correctly describe the system, then, by measurements of the frequencies 
at which the jumps occur, a determination of couplings and Q's should be 
possible. These results in turn can be considered a check of the 
validity of the model and of its accuracy when the same parameters are 
compared to the actually measured ones.
Although in Eq. (2.4) 4^ appears as a function of the variable p, 
is the actual independent variable, since it is the frequency of the 
first cavity which can be independently changed. If n and 4^ could be 
independently and simultaneously measured, then a fitting to the curve 
of Eq. (2.4) could be made and the model checked directly against the 
measured curve. Since a direct frequency measurement of ui 1  ±S 
impossible when the oscillator has been turned on, we can only measure
u. But a measurement of m at the points before and after the frequency 
jumps in a hysteretic cycle is sufficient to uniquely Identify one of 
the curves given by Eq. (2.4).
The condition to be Imposed is that the derivative dn/d4j becomes 
infinite at the points where the jumps start, or alternatively
where the subscript n identifies the points on the curve according to 
Fig. 2.8.
- 0 and (2.5a)dn
(2.5b)
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Fig. 2.8 Labeling of the pre-jump and post-jump frequencies.
From a visual inspection of Fig. 2.8 one can see that the following 
conditions must also be satisfied:
? 1  (hi) ■ ̂ 1 ^ 2  ̂ (2 .6 a)
£l (n3 ) “ ei (n4 } (2,6b)
where ri2 » are the post-jump dimensionless frequency detunings.
In explicit form Eqs, (2.6) become
4 . 2 . . 4 . 2 . .
nl aril n2  aT12
nl 4  2  n 2  ~ T ~  2  . (2 * 7a)
nl cnl n 2  C T)2
4 .  2 , .  4 , 2 . .
n3 an3 ^  an4"3 * n4 v\.""2' ■ (2-7b)
n3 cn3 n4 cn4
where a,b,c,d have been defined earlier.
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By taking the derivative of Eq. (2.A) we obtain
d
dn
A . 2 , 1
n +  an  +  b [
A . 2n +  cn +  dj
(n^*+an2+b) (n ^ + c n 2+d)+nT (An3+ 2 a n )  (n ^ + cn 2+ d ) - ( A n 3+ 2 cn )  (n ^ + 2 cn )  (n ^ + an 2+ b ) ]
( n 4+cii2+ d ) 2 ( 2 . 8 )
The value of this derivative at n = 0 is called the stabilization 
coefficient and it is equal to
dn
t  , . h W - H 2 >b —  a ] -
n=0 d (K2 2-4-62 63 ) 2
(2.9)
When Eq. (2.8) is computed at the points n^ and n3  an<* equated to 
zero, it becomes
(2 .1 0 a)n ^ 8 +  n ^ ( - a + 3 c )  +  n ^ ( - 3 b + 5 d + a c )  +  n ^ 2 ( 3 a d - b c )  +  b d  ■ 0
n3 8  + (~e+3c) + n3 ^(-3b+5d+ac) + n3 2 (3ad-bc) + bd ■ 0 (2.10b)
After a few algebraic steps, Eqs. (2.7) assume the form
3 2 2 2 2 2 2a(-n1n2) + b[-nIn2 (n1 +n1n2+n2 )] + cnj n2 (nA +n2n2+n2 ) +
+d(n 1 4 +ni3 n2 +n 1 2 n2 2 +n 1 n 2 3 +n2^) + acn3 2 n2 2  +  (2 .1 1 a)
+ad(n12+n1n2+n22) - bcn1n2 + bd + ■ 0.
3 2 2 2 2 2 2a (-n3 nA) + b[-n 3 n4 (n3  + n3 n4 +n^ )] +  cn 3  n 4  (n3  + n3 n^+n 4  ) +
, - * A . 3 , 2  2, 3, A. . 2 2 .+d(n 3  +n 3  n^+n3  n^ +^ 3 ^  +n^ ) +  acn 3  n^ +
2 2 A A+ad(n 3  ) - bcnyi^ + bd + n3  “ 0 .
(2.11b)
24
Equations (2.10) and (2.11) constitute a set of nonlinear algebraic 
equations in the unknown quantities a,b,c,d. For convenience we repeat 
the definition of these quantities:
2 2 2 2 
3 “ *2 + S - K1 * 2K2
b = (K2 2  + 6 2 6 3 ) 2  + K 1 2 (K2 2  - d32) (2 .1 2 )
2 2 2 c = 6 2 2 + 6 3  - 2 K 2
d ■= (K2 2  + 6 2 «3)2 .
The system of Eqs. (2.10-2.12) can be numerically solved for a,b,c 
and d. The system (2.12), which is nonlinear in the unknown quantities 
<52 , 6 3 , K j , K 2> can be solved, thus characterizing the curve of Eq.
(2.4) and allowing the three-cavity oscillator performance to be 
compared to the single cavity oscillator performance.
Once the parameters 6 2 , $3 , Kj, K2  have been obtained through this 
method, they can be compared to the quantities measured independently 
through standard radio-frequency measurements in order to check the 
validity of the model.
Unfortunately, the method described above is very sensitive to 
errors in the measurement of the dimensionless frequency detunings n^, 
n2 , n^, r y  in the set of equations to be solved (2 .1 0 -2 ,1 1 ) these 
detunings appear in powers as high as the eighth and therefore even a 
small inaccuracy In frequency measurements propagates very rapidly.
Also, since $ 3  is usually very small compared to 6 2 , and K2 , its 
determination through the use of this method is never very accurate. In 
fact, we have also solved the equations assuming $ 3  as a known quantity 
(independently measured) and a better agreement between calculated and 
measured values of 6 2> and K 2  has been achieved.
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The curves in Figs. 2.2 and 2.3 are examples of the calculations 
described above: the curves have been obtained by plotting Eq. (2.4)
with the parameters 6 ^, and derived from the frequency
measurements described above. These frequency measurements are done by 
looking at the output frequency on a spectrum analyzer and recording the 
jump frequencies as the first cavity is tuned across them; details on 
the measurement procedure are given in Appendix 4.
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Tunnel diodes are p-n semiconductor junctions with high levels of 
dopants. The existence of negative resistance regions in tunnel diodes 1 
current-voltage characteristics (see Fig. 3.1) was first observed in the 
late fifties and reported by Leo Esaki in 1958 (3.1).
Esaki explained the peculiar behavior of tunnel diodes in terms of 
a mechanism of quantum mechanical tunneling on the part of the majority 
carriers across the p-n junction.
( V A L L E Y )
p p
Fig. 3.1 Typical I-V curve for a tunnel diode.
Due to the high doping level, the impurity concentration in tunnel 
diodes is larger than the density of states. This causes the Fermi
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level to be located within the conduction band of the n-type and the 
valence band of the p-type semiconductors. These degenerate states are
realized for impurity concentrations larger than, typically, a few times
.n19 -3
1 0  cm
A qualitative explanation for the existence of the negative 
resistance region can be given by means of the energy band diagrams. In 
Fig. 3.2 a situation in which tunneling is occurring is shown. Here the 
tunnel diode has a forward bias voltage V right in the region of 
negative resistance: This region starts when the lower edge of the
n-type semiconductor conduction band is equal to or higher than the 
p-type Fermi energy level (E_ ) in the valence band and it ceases whenip
the same lower edge energy becomes larger than the upper edge of the 
p-type valence band. Within this region electrons can flow from the 
n-type to the p-type semiconductor to fill the available states in the 
valence band.
D E P I C T I O N  R E G I O N
, V -
Fig. 3.2 Energy diagram for a p-n tunnel junction.
29
In Fig. 3.3 a qualitative picture of the tunneling phenomenon at
different points on the I-V curve is shown. Maximum tunneling is
achieved when the applied voltage makes the overlap of the interval
( E ^ - E ^ '  with the region (Ey^-E^) a maximum. E^ is the Fermi energy
of either the p- or n-type semiconductor, E„ is the conduction bandLn
lower edge in the n-type semiconductor and Ey^ is the valence band upper 
edge in the p-type semiconductor.
T
(o) ( b ) u> <dl (•)
Fig. 3.3 Current flow across the p-n tunnel junction as function 
of the applied voltage in terms of energy diagrams.
For applied voltages larger than the tunneling current is
nonexistent and other mechanisms of semiconduction across the junction 
take over, leading to a positive resistance region (see Fig. 3.4).
The value of the peak current in the I-V characteristics depends 
strongly on the amount of doping (and therefore on the degeneracy) of
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the semiconductors. Qualitatively, larger dopings give larger peak 
currents; this is equivalent to saying that the tunnel diode can provide 
larger power or that it has a smaller (in absolute value) negative 
resistance.
T H E R M A L
c u r r e n t
B A N D - T O - B A N D  
t u n n e l  c u r r e n t
e x p o n e n t i a l
E X C E S S  C U R R E N T
Fig. 3.A Various mechanisms of semiconduction and their 
contribution to the I-V curve.
Usually the shape of the tunnel-diode I-V curve is approximated by 
a polynomial expansion which contains only odd powers of the voltage.
The expansion is made around the inflection point V q (see Fig. 3.1) and 
most of the time, when the diode is not overdriven to high-amplitude 
oscillations, the I-V curve approximation is limited to a third-order 
polynomial
i(v) = -gjV +  g3 v 3  (3.1)
where g^ is the magnitude of the negative conductance at the inflection 
point.
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Since the transit time of the tunneling currents across the
-11 -12junction is very short (typically 1 0  - 1 0  sec), tunnel diodes have
been used as high-speed switching elements, as active elements in 
microwave electronics, or as detectors or rectifiers of microwave 
radiation.
Although they are limited to low-power applications (approx. 1 nW - 
lOmW) they have the outstanding property of working at low temperatures, 
unlike many other active devices, and are therefore suitable for the 
construction of cryogenic microwave oscillators. Most of the discussion 
in this chapter will concentrate on this type of application.
3.2 Measurement of the Current-Voltage Characteristics
Although the typical shape of tunnel diodes' I-V curve is 
qualitatively the same, each one of them has a characteristic curve that 
has to be quantified and thoroughly analyzed because for each 
application a particular diode has to be chosen based on the parameters 
of its I-V curve.
The most striking difference from one tunnel diode's I-V curve to 
another one's is in the value of the peak current. This current can 
range from a few (one or more) microamperes up to several milliamperes 
or higher. Tunnel diodes with low peak currents are harder to 
manufacture, consequently they are more expensive, because the doping 
has to be just above the critical doping that gives tunneling.
Minor differences in the I-V curves can also be observed in the 
value of the valley current, of the voltage for which the peak current 
occurs and in the position of the inflection point, although variations 
in these voltages usually amount to a few millivolts at most. An
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accurate determination of the position of the inflection point, as well 
as the exact value of the negative resistance, is of the utmost 
importance in oscillator applications, since the choice of the tunnel 
diode as well as of the operating point on the I-V curve affects the 
noise performance of the oscillator.
Since the current-voltage characteristics change considerably with 
temperature (see Fig. 3.5), they have to be measured at the temperature 
at which the tunnel diode will be operated. Since the peak current 
increases as the temperature decreases, a larger amount of power is 
available for low temperature applications than at room temperature.
—  10
o
3 0 0 *  K
90 1 0 0  I S O  2 0 0
V O L T A G E  V4 ( M l t K v o l U l
2 9 0 9 0 0
Fig, 3.5 Variation in the 1-V curve of a tunnel diode with 
temperature.
Like any other nonlinear active device with a negative resistance 
region, a tunnel diode is capable of providing energy for oscillations 
if it is connected to a suitable circuit. In the description of the 
circuit the equivalent circuit of the tunnel diode has to be taken into 
account (Fig. 3.6).
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Fig. 3.6 Equivalent circuit of a tunnel diode.
From Fig. 3.6 one can notice that a tunnel diode has a junction 
capacitance (usually a few tenths of a picofarad) which will tend to 
make it oscillate when biased to the negative resistance region and when 
placed in series with a large enough inductance such that the resultant 
resonance frequency is smaller than the inverse of the tunneling time.
This property, which is used in the operation of oscillators, is 
actually a nuisance in the D.C. measurements of the I-V curves. Any 
residual inductance in series with and between the tunnel diode and 
ground can make it oscillate at one or more frequencies, altering the 
measured I-V curve. This characteristic of tunnel diodes of oscillating 
at frequencies different from the oscillator frequency (parasitic 
oscillations) influences some of the parameters in the design of tunnel 
diode oscillators which will be discussed below.
The method for the measurement of tunnel diodes I-V curves 
described here is derived from the recommendations of Van Degrift of the 
National Bureau of Standards. The schematic of the circuitry for these 









Fig. 3.7 Circuit diagram of D.C. measurements of tunnel diode 
I-V curves. Explanation for the symbols is given 
in the text.
A variable voltage supply is used to provide the voltage V . The 
resistor is used to limit the voltage across the diode and to 
determine the current flowing through it (1^ = V^/R^), Once the value 
of the biasing resistor R^ is known, the voltage across the diode and 
the current through it can be easily derived as
VTD " Vo " V1 <3 ‘2)
V1 VTD
*TD “ R1  " Rfi * (3,3^
The bypass capacitor (usually with a capacitance of 1000 pF) is 
used to short out any high-frequency voltage carried by the transmission 
line, voltage which would modulate the value of the biasing D.C. 
voltage, thus both confusing the D.C. curve and introducing a frequency 
modulation in the oscillator.
The value of has to be chosen in such a way that at no time will
the current flowing through the diode exceed 'v 1.5-2 1^. Larger D.C.
currents would destroy the diode; this implies that the more expensive, 
low peak-current diodes can be more easily destroyed.
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The resistor Rg must be carefully chosen such that its value is 
smaller than the estimated absolute value of the minimum negative 
resistance. Figure 3.8 shows how the choice of the biasing resistor 
affects the measurement of the characteristics.
Fig. 3.8 Biasing resistor's load lines In relation to the 
tunnel diode 1-V curve.
For Rg >  l^n lm in l°a<i line intersects the characteristics in 
three points and switching between these points can occur: this effect
is used when tunnel diodes are employed as switching elements. For 
Rg <  l*SJmin one intersection is present at the inflection point
and the I-V curve can be properly measured. As a rule of thumb, Rg is 
usually chosen to be approximately 0 ^ n lm in /^) (3.2). The biasing 
resistor is a metal film type, the resistance of which varies very 
little with temperature.
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The values of Rj and Rg have to be chosen so that the maximum 
voltage supplied to the tunnel diode is of the order of, but not 
exceeding, 150-200 mV.
The biasing voltage at which the I-V curve peaks is always in the 
neighborhood of 50 mV, while the minimum negative resistance is attained 
around 70-90 mV. The current valley is usually around 120-150 mV.
Table 3.1 gives a few negative resistances relative to the tunnel diode 
peak current.
Table 3.1
Typical values of negative resistances for given 
values of peak currents







More details on the measurement of the I-V curves with automatic 
data collection are given in Appendix 7.
3.3 Design of Tunnel Diode Oscillators
The frequency stability requirements on tunnel diode oscillators 
have to be kept in mind when their design is being chosen; the design 
should also be made on the basis of the tunnel diode properties and, 
conversely, the tunnel diode should be chosen on the basis of the 
properties of the passive elements of the oscillator. This
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interrelationship in the design actually limits the free parameters that 
one can use to obtain the highest possible frequency stability in the 
oscillator. The use of three cavities, instead of the single cavity 
design, provides additional parameters with which to optimize the 
oscillator performance.
From the experimental point of view, a number of rules of thumb 
apply to the design of tunnel diode oscillators (3 .2 ,3 .5 ).
Besides the obvious design criteria used in the construction of 
cavities (superconducting or normal) (see Chapter IV), a main concern 
has to be placed in the parameters which affect the magnitude of the 
tunnel diodes' intrinsic noise sources.
In particular, a parameter intrinsic to the tunnel diode which 
affects the oscillator performance and which has to be taken into proper 
account in the design is the diode's nonlinear junction capacitance.
This capacitance can be expressed as
W  • V1 * vv'1/2 (3-4>
where Cj q is the zero-voltage junction capacitance, is the junction 
gap voltage (about 600 mV for Ge). is the biasing voltage which can 
fluctuate due to instabilities in the power supply. The oscillator's 
frequency fluctuations due to current fluctuations through the diode can 
be approximately written as
Af af AVd 3f 3C AVd
a! = W , ai~ * ac avT ai“ "
d d (3.5)
1 1  1 Vd " 3 / 2  1 AV
W  L .3/2" CJo 2 ( 1  “ v 7  } v T  a!C jo jo
in the approximation f ■ 1/2tt/ LC , C being the equivalent capacitance
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of the frequency-defining element of the oscillator. Then
^jo V “3/2
Af ^  1 J Z  (1 l A  \ _1 AV AI (3.6)
f ”  4 C k V ' V, AI Ijo jo
The above relationship shows that the parameter available to decrease
the effect of the current noise is the capacitance of the resonant
circuit or the equivalent capacitance of the cavity. In the design of
our oscillators we have chosen C = 100 C , - 1000 C., but it should be
j j
noted that one cannot arbitrarily increase C, since the oscillators have 
been designed to operate at a fixed frequency (430 and 600 MHz). This 
implies that an increase in C necessarily involves a decrease in the 
equivalent inductance L. The improvement of the stability against 
current fluctuation has a negative effect on the self-oscillator 
frequency stability which is proportional to the cavity Q (see Eq. 4.5). 
Two effects then tend to limit the Q in re-entrant cavity oscillators: a 
decrease in L means a linear decrease in Q = 2 7rfL/R (decrease in the 
volume-to-surface ratio) and the increase in the capacitance is achieved 
by decreasing the gap size which in turn favors breakdown and losses.
Although a compromise can be reached between these two conflicting 
requirements on the cavity capacitance, in single cavity oscillators 
there will always be a limit imposed on the system stability, limit 
which can instead be overcome by a three-cavity design: the oscillator
cavity is designed to minimize the "current" noise, while the 
stabilizing cavity is optimized for high Q and thus minimizes the 
self-oscillator noise.
Other factors can also afflict single-cavity tunnel-diode 
oscillators. The tunnel diode has to be placed physically very close to 
the cavity to prevent stray series inductances from setting up parasitic 
oscillations which always decrease the signal-to-noise ratio at the
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oscillator frequency. The problem of parasitic oscillations can be 
obviated in various ways, each of which has its own drawbacks.
One way is to couple the tunnel diode across the re-entrant 
cavity's capacitance gap. This method eliminates any stray series 
inductance, but places the tunnel diode (usually a very lossy element in 
comparison to the cavity losses) right in the position where losses 
should not occur because they will determine the self-oscillator noise 
performance. This problem is again obviated by the three cavity 
arrangement, which allows the oscillator cavity to be designed so that 
parasitic oscillations will not occur and places the high Q requirements 
on the stabilizing cavity.
If a superconducting cavity is used in a single cavity oscillator, 
capacitive coupling should not be used for a variety of reasons. First, 
it will sensibly degrade the Q by the presence of the diode; second, the 
one-to-one capacitive coupling will provide too much power in comparison 
to the cavity losses, so that the oscillator will be running in a 
strongly nonlinear regime. This fact cannot be avoided by a choice of a 
different tunnel diode because there is a lower limit (of about 1 yA) to 
the peak currents available and therefore to the power obtainable from a 
tunnel diode. The output power is approximated by the relation
p = r r ( v  - v ) (i - I ) (3.7)16 v p p v
where the Indexes v,p refer to the valley and peak values, respectively
(3.6). When this power largely exceeds the cavity losses the amplitude
swing of the oscillations contains more and more harmonic terms which
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tend to decrease the signal-to-noise ratio at the oscillator's 
fundamental frequency. This fact is a perfect illustration of the 
statement that the choice of the tunnel diode and design of the 
oscillator properties are strictly connected. As a condition of 
self-oscillation, the tunnel diode negative resistance has to be chosen 
according to the relation
jRn l^.x2 uLQ (3.8)
where x is the coupling factor (the equal sign gives the threshold).
Since a condition of "barely-above-the-threshold" oscillation is
desirable, the only free-parameter is the coupling factor which can be
changed only if the coupling is inductive. This brings us back to the
problem of placing an inductance in series with the tunnel diode and to
the possibility of exciting parasitic oscillations. Other ways to avoid
them are to place a "parasitic suppression resistor" in series with the
inductor, or to use some low-inductance, thick and lossy wire for
inductive coupling. Each of these solutions, though, poses new problems
as far as the cavity Q is concerned and, once again, the problem cannot
be circumvented unless a three-cavity arrangement is adopted.
All of the above considerations have played their role in the 
design of the second version of the three-cavity oscillator, which will 
be discussed in Chapter V.
The circuitry needed to bias the tunnel diode to make it oscillate 
is described in Appendix 6 .
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A .1 Properties of Superconductors and Superconducting Cavities
Electromagnetic cavity resonators have been used in many areas of 
physics and electronics, such as accelerator structures, narrow band 
filters or energy storage elements. However, normal metal cavities have 
never permitted full use of resonators 1 potential applications, due to 
the relatively large losses associated with the ohmic conduction 
processes. Only in the last twenty years the widespread use of 
superconducting metals and alloys has enhanced the properties of 
electromagnetic cavities to such an extent that they now constitute an 
irreplaceable research tool in new areas like frequency stabilization, 
material properties studies and mechanical motion detection (4.1).
For a normal metal the surface impedance at a given frequency oj Is 
described by
ZN - ( W 2 ) < 5 n (1 +  i) (4.1)
where 6^ Is the skin depth, p is the magnetic permeability. At room 
temperature the electron mean free path is much smaller than the skin 
depth, so that the local Ohm's law describes the system's losses.
At low temperatures the losses decrease, while the mean free path, 
and thus the conductivity, increases; but Ohm's law no longer applies 
beyond the point where the mean free path becomes comparable to the skin 
depth and the surface impedance becomes independent of temperature 
(anomalous skin effect). Therefore, in a normal metal there exists a 
lower limit to the losses which cannot be avoided or even pushed down 
by decreasing the operating temperature.
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In superconductors the situation is quite different. Although at 
finite frequencies the surface resistance is not strictly zero as in the 
D.C. case, it is much smaller than the normal metal resistance and most 
of the impedance contribution comes from the surface reactance. The BCS 
theory (4.2) explains the behavior of a superconductor by postulating 
the existence of an energy gap in the density of states of the 
conduction electrons. Photons with energy larger than the energy gap 
will be able to break the electron-electron systems (Cooper pairs) which 
are responsible for the superconducting behavior and thus contribute to 
the dissipation.
At finite temperature there will always be some normal electrons, 
due to thermal dissociation of the Cooper pairs which will contribute to 
the resistance proportionally to (4.3)
R(T) *  ---  e-A(T)/kT
where A(T) is the temperature-dependent energy gap, T is the temperature 
and the photon energy is much lower than the energy gap. From Eq. (4.2) 
one could deduce that the resistive losses could be made arbitrarily 
small by sufficiently decreasing the operating temperature. 
Experimentally this is not the case because of the existence of a 
residual, temperature-independent surface resistance. The mechanisms 
contributing to the residual resistance are not yet well understood
(4.4), although new surface preparation techniques have been devised 
which have lowered the amount of residual losses by a few orders of 
magnitude over the past several years.
The Imaginary part of a superconductor surface impedance can be 
expressed in terms of an effective skin depth 6:
X  ■ pt»)6/2. (4.3)
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The skin depth has a temperature dependence which is approximated 
by the phenomenological law
6 / 2  - A(T) - A C O M l - C T / T j V 172 
where X is the penetration depth of the D.C. currents in the 
superconductor, T£ is the superconducting transition temperature. The 
strong dependence of the surface reactance on the
"temperature-to-critical temperature" ratio will dictate the choice of 
the material and of the operating temperature in order to obtain the 
best possible performance of the superconducting resonator.
The quantity which is most often used as a comparison parameter 
among resonators (mechanical, electromagnetic or otherwise), as a 
measure of their losses, is the quality factor, or Q, generally defined 
as
Q = u E/P (4.4)
where E is the energy stored in the resonator and P is the average power 
dissipated over one cycle. The quality factor is also proportional to 
the number of oscillation cycles performed by a damped, free resonator 
before its oscillation amplitude decays by a factor of 1/e.
In terms of Q immediate comparisons can be made among resonators, 
even with different physical characteristics. For instance, copper 
cavity resonators have Q's ranging from a few thousand up to about 5 x 
10^ (cooled). Some of the earliest niobium or lead resonators had Q's 
of a few million (4.5), while nowadays niobium resonators are routinely 
manufactured with Q's of the order of 1 0 ^ - 1 0 ^  (4.6). The improvement 
in superconducting resonator Q's in the last twenty years has been the 
consequence of the development of new surface treatment procedures and 
of new design and assembling procedures.
45
For a given resonator, different inodes of oscillation might have 
different Q ’s: The unloaded Q of a resonator can be written as Q = T / R,
where T, the geometrical factor, is a measure of the ratio between the 
volume available for field storage and the surface over which currents 
will resistively dissipate power; the lumped resistance R is determined 
by the properties inherent to the material of the cavity surface. The 
modes with the highest geometrical factor in a cylindrical cavity are 
the TEq j j mode, for which T * 750ft, and the mode, with T * 200.^
(A.7).
The choice of the superconducting material to be used in 
superconducting resonator construction depends on several design and 
physical requirements dictated by the specific application considered. 
From the point of view of the lowest surface reactance, the 
superconductor with the highest critical temperature should be used. 
Unfortunately, the highest transition temperature metals (Tc = 20°K) are 
polymetallic compounds which cannot be worked like other metals with 
lower critical temperatures (e.g., Nb, with Tc = 9.2°K). Lead, which is 
the element with the highest critical temperature besides niobium 
<Tc iea(j “ 7.2°K) is not suitable as a bulk metal for cavity 
construction because of its softness and its difficulty in machining. 
Electrochemical deposition techniques have to be used in this case 
(4.8), which will be discussed in section 4.2 (see also Appendix 8).
We will discuss some of the applications of superconducting 
cavities and what parameters are Important in the design of the cavity 
for each specific application.
4.1.1 Frequency stabilization - Frequency stabilization of 
free-running oscillators can be achieved by locking them to a
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superconducting, high-Q cavity: the self-oscillator frequency
fluctuations can be written as (4.9)
Af _ 1 \ [ ™ N**1 .
~  -  Q \ j ¥ T  ( A ’ 5)
where Tjj is the actual temperature of the system or the noise
temperature of the active device (whichever is higher). P is the power
output of the oscillator, t is the integration time, Q is the quality
factor of the frequency-determining resonator. For Q's of the order of
1 0 ^  of cavities operating at microwave frequencies (say 10 GHz), the
corresponding bandwidth is at half-maximum power Au,_, = oj/Q = ,1Hz.hM
Although a narrow bandwidth, and therefore a high Q, is a necessary 
feature to be considered in the design of resonators used in frequency 
stabilization, it is not the only characteristic of primary importance. 
If the oscillator frequency is tightly locked to a high-Q cavity's 
frequency but the latter*s frequency is allowed to vary due to external
factors acting on the resonator, the oscillator performance will clearly
be degraded. Several factors might contribute to frequency fluctuations 
or drifts in resonators. Thermal fluctuations in the cryostat can 
produce frequency fluctuations due both to changes in the dimensions of 
the resonator (Af/f = A l / l  ■ -aAT, a being the thermal expansion 
coefficient of the resonator's material) and in the 
temperature-dependent penetration depth. Vibration or tilts in the 
apparatus can mechanically deform the cavity, thus displacing Its 
resonance frequency. Radiation pressure fluctuations can modify the 
size of the cavity, thus changing its frequency.
All of the above factors, and others, have to be taken into account 
when the design of the oscillator cavity is performed. For instance, a 
material for the cavity should be chosen with the highest possible
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thermal conductivity, the smallest possible thermal expansion 
coefficient, the highest possible Young modulus (or speed of sound or 
Debye temperature), the highest possible critical temperature and the 
design should be made to minimize the effect of vibration on the cavity 
walls and so on. Most of these requirements are in conflict with each 
other, so that a compromise has to be reached or new solutions to the 
problem have to be found (like the use of dielectric resonators 
described in section 4.3).
4.1.2 Accelerator cavities - Superconducting cavities for use in 
accelerators have been considered and work has been performed by several 
groups (4.10).
The types of problems connected with the design of accelerator 
cavities are to some extent different from the ones associated with 
frequency stabilizing cavities. In an accelerator the most important 
problem is to achieve high power levels and high accelerating electrical 
fields inside the cavity without exceeding the critical magnetic field 
(the field at which the superconductor becomes normal) at the 
superconductor’s surface and without having field emission of electrons 
from the surface. Although the achievement of a high Q is not the final 
goal here, the same fabrication and preparation procedures which lead to 
high accelerating electric fields also produce very high Q's. The 
cavities with the highest Q's ever reported were fabricated in 
laboratories connected with particle accelerators (Stanford, Cal Tech, 
Cornell, CERN, Karlsruhe).
Since cavities for accelerator purposes need not have a very stable 
resonance frequency but often have to consist of fairly large 
structures, they are usually built out of relatively thin (^1/4")
48
niobium sheets, properly cut, press formed and electron-beam welded 
together. The use of sheet metal instead of machined bulk niobium 
significantly decreases the expenses for material and fabrication, but 
limits the rigidity of the cavities.
4.1.3 Material property determination - Accurate information can 
be obtained on materials' dielectric constants and loss tangents at low 
temperatures and high frequencies by studying the resonance frequency's 
shifts and the Q variations of superconducting cavities into which a 
dielectric material has been introduced (4.11). The information 
obtained by these methods can be used for or integrated by the use of 
the dielectric cavities described in section 4.3.
In particular, superconducting cavities have been used to measure 
the dielectric constant of liquid helium and, subsequently, as very 
accurate liquid helium level indicators (4.12).
4.1.4 Mechanical motion transducers - The use of superconducting 
resonators for displacement measurements has been studied and applied 
mainly for gravity wave detection (4.13). The resonators are in this 
case usually of the re-entrant type, a fact which limits the Q. For 
this application the achievement of a high Q is not the most important 
aspect of the resonator, but its ability to cause a large amount of 
frequency modulation of the carrier frequency through a large relative 
variation of the capacitance gap. As reported elsewhere (section 1.2), 
this approach to displacement measurements has led to a sensitivity of 
the order of 1 0  ^ c m .
4.2 Lead Plating Technology
In the construction of the superconducting cavities used in the 
stabilization of the three-cavity oscillator, a lead plating technique
49
was used. In this section we describe some of the characteristics and 
procedures involved in this technique.
Although lead is not the superconducting metal with the best 
physical properties, it is often used because it is readily available 
and because of its low cost.
—8The residual resistance of lead is usually around 10 ft, while its 
critical field is of the order of 750 O e ; the values for niobium are
-910 ft and ^1100 Oe, respectively. The residual surface resistance is 
determined through Q measurements and is defined as R ■ F/Q , where T is 
the geometrical factor, Q is the unloaded Q of the resonator used. 
Another disadvantage of lead that we mentioned above is its softness 
which affects both its mechanical stability and the finish of its 
surface. Due to these reasons lead has been usually deposited on 
previously machined substrates by means of various techniques, like 
evaporation, sputtering or plating.
The most common technique consists of a galvanic electrodeposition 
of the metal onto a copper substrate dipped in a lead fluoborate bath. 
Copper is chosen because of its large thermal conductivity, but other 
copper alloys which can be more easily machined could be used as 
substrates whenever thermal fluctuation are not important.
In Appendix 8  we give full details of the lead plating procedure.
The electroplated lead does not give low enough losses to 
manufacture very high Q cavities, mostly because of the surface 
roughness, which usually has grain structures and whiskers with sizes 
typically of 10 cm. A chemical polishing technique (4.14) has allowed 
people to obtain lead surfaces with very smooth characteristics, a fact 
which has brought about an improvement of lead plated cavity Q's of a
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few orders of magnitude. Appendix 8  also contains details on the 
polishing process.
One of the main problems in the use of lead as superconductor is 
the very quick oxidization of the metal when exposed to air. In order 
to decrease the effect of this problem which affects the surface losses, 
the polished cavity parts have to be immediately placed in an Inert 
atmosphere, where the assembling has to be carried out.
Although electroplated lead poses a few more problems in its use 
than niobium or other superconductors, these facts are offset by the 
versatility of allowing the testing of superconducting structures 
without large investments in expensive materials. Once the structures 
have been proven to work, though, the use of niobium or other materials 
or techniques is recommended.
4,3 Dielectric Resonators
As we discussed in section 4.1, each application of superconducting 
cavities requires the adoption of particular design solutions and choice 
of materials. In frequency stabilization applications considerable 
improvement in oscillator performance can derive from the use of 
dielectric resonators coated with superconductors instead of 
conventional cavities machined out of bulk superconducting metals. 
Although the reasons for the adoption of such resonator construction 
scheme are manifold, they can be summarized by noting that the materials 
with the best thermal and mechanical properties are dielectrics and not 
superconducting metals.
As we have seen earlier, one of the causes of frequency 
fluctuations in a resonator is the length changes associated with the 
finite linear thermal expansion coefficient of the cavity material. The
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value for niobium at 1 °K is of the order of (A.15), so that a
temperature stabilization of 1 0  ^°K is necessary to maintain a frequency 
stability of, say, 10 A much better performance would be obtained
if the material with the lowest thermal expansion coefficient, namely 
diamond, could be used as a substrate. No data is actually available on 
low temperature thermal expansion coefficient in diamond, but from the 
existing data (A.16) one could infer that it should be of the order of, 
or less than, 10 ^ ° K  Unfortunately, the use of diamond is forbidden 
for several reasons. Artificial diamonds cannot be obtained in sizes 
larger than 1 / 2  mm in diameter and they contain large amounts of 
impurities, necessary in the manufacturing process, which would probably 
give large dielectric losses as well as having a negative effect on the 
thermal expansion coefficient. Natural diamonds are not readily 
available in very high purities either or in sizes large enough to build 
resonators for microwave applications. Perhaps only one or two diamonds 
in the world would be suitable, but their commercial value is too high 
to justify their use.
Next to diamond, the material with the lowest thermal expansion 
coefficient is sapphire, the crystalline form of aluminum oxide A ^ O ^ .  
Its value is a = 7 x 10 ^ ° K  ^ at I ^  1.7°K (A. 17), but data at lower 
temperatures, where it is expected to perform even better, are not yet 
available. Sapphire presents the net advantage of being readily 
available in high-purity single crystals of relatively large sizes 
(diameter length '''30"). The fact of being grown under high-purity
conditions makes sapphire ideal from the point of view of the dielectric 
losses. Such losses have been measured at low temperatures and only 
upper limits to the loss tangent have been established (A.18).
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Sapphire has also, again after diamond, the largest thermal 
conductivity (at 0°C its value is ^.1 cal/(cm sec°K)), a property which 
also favors its performance as a high stability substrate for 
resonators.
The speed of sound in sapphire, and therefore its Young modulus, is
once again second only to diamond (v = 1 0 0 0 0  m/s in sapphire, v =6 S
18200 m/s in diamond; for comparison, v = 3800 m/s in steel) and
6
therefore its mechanical stability is better than for any metal. This 
implies that, when used for frequency stabilization, sapphire resonators 
need less stringent requirements on controlling accelerations and tilt 
variations than metal cavities do.
The only problem posed by sapphire as a dielectric resonator is its 
anisotropy. The direction of the c-axis is determined by the 
manufacturers, for grinding purposes, within approximately one degree 
(A.19).
Besides the advantages considered above in the use of sapphire 
substrates, there are a few more which deserve a comment. Some of the 
residual losses found in cavity resonators are due to the non-perfect 
execution of joints which are crossed by the supercurrents (welds or 
indium joints). In a superconducting film deposited over a sapphire 
substrate no such joints would exist and lower losses should be 
attained.
One of the causes which affect the performance of conventional 
cavities is the aging of the surface which carries the currents, due to 
its exposure to external agents. In the case of dielectric resonators 
the working surface is not exposed since it is in contact with the
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dielectric and the resonator can be handled without all the precautions 
necessary with conventional cavities.
Furthermore, the film deposition techniques allow the use of
superconductors with higher transition temperatures than niobium.
Polymetallic superconductors, such as Nb,Sn (T ■ 18°K) and Nb„AlJ c J
(T^ = 19°K) are brittle and cannot be machined or formed into a cavity 
shape. But they can be used in dielectric resonators since it is 
possible to deposit them onto a polished substrate. This fact decreases 
the losses due to the surface impedance and should lead to higher 
quality factors.
The development of superconducting dielectric resonators should 
also provide a useful tool for studying loss mechanisms in the 
dielectrics themselves. We have mentioned before, section 4.1.3, that 
some of the high-frequency dielectric properties of materials have been 
studied making use of microwave cavities. The same type of measurements 
could be carried out at low temperatures by coating various dielectrics 
with superconducting films.
In particular, an interesting material to be studied and to be 
considered for frequency stabilization purposes is silicon. According 
to Smakula, et al. (4.20), the dielectric constant of silicon can be 
controlled by proper choice of dopants until a balance can be reached 
between the change in the number of oscillators per unit volume and of 
the resonant frequency, in such a way that a dielectric constant 
independent of temperature could be achieved in the neighborhood of the 
operating temperature.
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In Appendix 9 we report some preliminary considerations on the use 
of various materials, choice of modes and frequencies for dielectric 
resonators studies.
We finally add that Braginskii and collaborators have considered 
the use of dielectric ring resonators which, by total internal 
reflection, eliminate the need for a metal coating, thus reducing the 
problems connected with film deposition and residual surface losses in 
superconductors (4.21). One of the obvious advantages of these 
resonators is that they can be operated at any temperature, while still 
maintaining a high Q.
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CHAPTER V
DESIGN AND CONSTRUCTION OF THE THREE-CAVITY OSCILLATOR
5.1 .General Considerations
Two different versions of the three-cavity oscillator have been 
designed and built. The first oscillator was closely derived from 
previous designs of the Russian group at Moscow State University (5.1). 
The primary concern in this first design was to have an instrument whose 
parameters could be easily measured and changed from a room temperature 
environment while the oscillator was placed in the cryostat. The 
absolute frequency stability was not considered the primary objective in 
this case, while a more important feature was the possibility of 
measuring improvements in the stability when the oscillator was operated 
in the three-cavity mode.
The second version is designed to have the best possible frequency 
stability compatible with the limitations imposed by the operating 
frequency. The construction is sturdier than for the first oscillator 
and no tuning or change of coupling from room temperature has been 
considered, so that the oscillator cannot be perturbed once it is placed 
in the cryostat.
In both cases, though, one of the main factors affecting the 
frequency stability performance is connected with the choice of the 
operating frequency (430 MHz for the first, 600 MHz for the second 
oscillator). The relatively low frequency does not allow the use of 
cavities operating in TE^^j or ™ q ^q modes, which are the ones with the 
highest geometrical factors: their size would be prohibitively large
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for good mechanical stability and certainly for the available space in 
the gravity wave detector’s cryostat.
The size requirements therefore compel one to use re-entrant type 
cavities. On the one hand they are the best choice for the oscillator 
cavity, since they allow easy coupling of the tunnel diode, but on the 
other hand their performance as frequency stabilizing elements is poor. 
They are more sensitive to vibration and temperature fluctuations since 
the gap is the element that affects the resonant frequency more than the 
other dimensions. In turn, since the gap is much smaller than the 
typical dimension of, say, a cylindrical cavity operating at the same 
frequency, it can be more easily changed.
Kith the design limitations stated above, we have constructed the 
two oscillators described in the next sections.
\
5.2 The First Version of the Three-Cavity Tur.ne 1 Diode Oscillator 
The first oscillator was built out of oxygen-free, 
high-conductivity copper according to the design shown in Fig. 5.1.
The three cavities have been designed to operate at the same 
frequency. The relation used to connect frequency and sizes of the 
cavity is a fairly standard one (5.2,5.3) and is given by
I  j
A = —  v tg(2*v — )b ln(a/b) (5.1)C O  o c
where A is the size of the gap, is the cavity resonance frequency,
£ is the longitudinal dimension of the cavity, b is the post radius, a z
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Fig. 5.1 Cross section of the first version of the three-cavity 
tunnel diode oscillator.
is the cavity radius, c is the speed of light. Figure 5.2 shows these 
dimensions for a typical re-entrant cavity.
.'Ac**.-;
■ W
V/IT.'-t „ * \  1 LJut , A -J
Kt>4 *— 0
Fig. 5.2 Dimensions of a re-entrant cavity.
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The oscillator cavity was later modified in order to increase its 
equivalent capacitance and therefore to improve its stability. This 
change accounts for the fact that the frequency, originally at 600 MHz, 
was shifted down to 430 MHz. The change in capacitance has been 
realized by building a post with a mushroom-type structure (see 
Fig. 5.3).
I !
i n c t iM
Fig. 5.3 Post designed to increase the equivalent capacitance of 
the oscillator cavity.
The tuning of the first cavity is accomplished through the use of a 
diaphragm carefully machined in the top plate of the oscillator.
Various diameters of the diaphragm, which has a typical thickness of 
.020", were tested to obtain a reasonable tuning range. Various 
materials were also used after some negative experience with a small 
copper diaphragm: this could be easily broken by the pushing plunger.
Parts with the diaphragm made out of beryllium-copper, both heat treated 
and not, were tested. Finally, we modified the design of the copper 
diaphragm to make it wider, thus allowing the same amount of tuning with 
less pressure applied to it. The diaphragm has a post to which a rod
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can be glued, thus allowing mechanical tuning in both frequency 
directions. The tuning range allowed was of the order of 20-30 MHz.
The tunnel diode is inserted by the side of the cavity and is 
coupled to it by a thick, rather lossy wire running across into the
post. The coupling ratio is approximately 1/4.
The oscillator cavity post, which can be removed from the cavity 
itself, is fitted with an indium wire at the bottom; this improves the
electrical contact and also allows centering of the tuning range before
cooldown by tightening or releasing the holding screw.
The coupling between the first and second cavity has been realized 
through a double loop. This can be varied by rotating it when the 
oscillator is cold by means of a rack and pinion mechanism, mechanically 
operated by a micrometer head and a long stainless steel tube going into 
the experimental vacuum space. The maximum coupling has been computed 
as
2 1 2“L . - aT aT (5*2)max
where A, is the cross sectional area of the loop in the i-th cavity and 
i
is the cross sectional area of the i-th cavity. For some of the
_3
loop sizes, this value was of the order of few parts times 10 . This
value is in agreement with the one determined via the procedure
described in section 2.3. An increase in the value of this coupling
coefficient can be achieved by running a straight wire across both
cavities as shown in Fig. 5.4. This arrangement should increase the
_2coupling to a value of approximately ^6-7 x 1 0  , but would not allow
a variable coupling controlled from room temperature.
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Fig. 5.4 Possible coupling arrangement to increase the 
coupling coefficient between cavities 1  and 2 .
The oscillator cavity is lodged Inside the post of the second 
cavity. The latter can be tuned by means of a plunger which can be 
retracted or inserted to various depths. This also is operated by a 
micrometer head-rod system from the top of the cryostat. The tuning 
range obtainable is approximately 150 MHz.
Into the second cavity a loop is coupled which can be both inserted 
into or removed from the cavity or rotated to various angles to change 
the coupling while the oscillator is in the cryostat. This loop serves 
the dual purpose of extracting the RF signal and/or of introducing a 
variable load on the second cavity. This second use actually allows one 
to change the stabilization coefficient: in all of the calculations of
Chapter II the cavity Q's are the unloaded ones unless additional ports, 
besides the direct couplings to the other cavities, are considered. In 
this latter case the Q's appearing in the equations are the loaded ones,
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and the stabilization of the oscillator changes. The output loop of the 
second cavity has also been used for Q and coupling measurements.
A second plunger can be inserted into the second cavity: to it a
sapphire rod is attached using Scotchcast epoxy. The sapphire has its
crystal axis along the cylinder axis and it can be inserted to various
depths into the iris coupling port connecting the second and third
cavity. The coupling coefficient between the second and third cavity is
difficult to estimate because a longitudinal electric field is present
which capacitively couples the two cavities. A lower limit to the
coupling can be set by assuming the iris to be a length of waveguide
beyond cutoff, in which case the coupling ranges from ^  x  1 0  ^ to 
- 2x 10 when the sapphire rod is completely inserted. Some of the
values of this coupling coefficient, determined via the procedure
-3 -4described in section 2.3, are of the order of 10 -10 . This range
Includes the critical coupling for the given Q values of the cavities 
(Q^ = 200; Qj : 5 x 10^), since both curves of the types shown in 
Figs. 2.2 and 2.6 could be derived from the observed frequency jumps.
The critical coupling coefficient between cavities is defined, 
analogously to the case of the coupling of a line into a cavity, as the 
ratio between the power radiated from one cavity into the other and the 
power dissipated in the latter.
The third cavity has been designed having in mind the problem of 
reaching a high Q and the possibility of easily assembling its parts 
after they are plated.
To increase its Q, the third cavity is designed with a 
volume-to-surface ratio higher than for the other two and the 
capacitance gap is kept relatively large (^.5 cm) to decrease losses.
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The highest unloaded Q ’s obtained in this cavity were of the order of
2.5 x 10 7  at a temperature of ^2°K. Since the cavity is fitted with 
indium contact seals to improve the conduction at the joints, the 
oscillator had to be operated at a temperature below 3.4°K, the 
transition temperature of indium. Interchangeable parts were built for 
this cavity in order to allow independent measurements of the Q: a top
plate without coupling iris and a bottom plate fitted with coupling 
loops were used.
The rods and tubings which drive the tuning and coupling changing 
mechanisms introduce several noise problems. Vibration induced in the 
oscillator cavity, where the gap is relatively small (^-1 mm) and the 
tuning diaphragm can easily vibrate, was the major problem. As we 
describe elsewhere (Chapter VI), as the helium boiled off and the 
temperature along the rods increased, a slowly^varying decrease of the 
oscillator frequency was consistently observed.
The large number of rods and coaxial lines running from room 
temperature to the experimental space introduced heat leaks and thermal 
instabilities although the lines were heat-sunk at various levels.
This version of the oscillator was operated several times to 
determine its parameters and its frequency stability. Some of the 
results of these measurements are reported in Chapter VI (5.4).
5.3 The Second Version of the Three-Cavity Tunnel-Diode Oscillator
We redesigned the three-cavity oscillator on the basis of the 
experience gained with the first version and having as a goal the 
construction of the most stable oscillator built with conventional
65
copper cavities, operating at 600 MHz and being limited by the small 
size requirements. A cross section of the oscillator is shown in 
Fig. 5.5 (5.5).
Fig. 5.5 Cross section of the second version of the 
three-cavity tunnel diode oscillator: 
1 -oscillator cavity; 2 -intermediate cavity; 
3-stabilizing cavity; 4-coupling iris; 
5-indium-sapphire coupling probe; 6 -tunnel 
diode; 7-bypass capacitor; 8 -coaxial cable; 
9-SMA connector; 10-indium ring grooves.
The restrictions imposed by the frequency and by the physical size 
of the object have made the use of re-entrant cavities mandatory. 
Furthermore, to decrease even more the overall size of the cavities and 
decreasing the capacitance gaps without decreasing the equivalent 
capacitances, a mushroom-1ike structure was chosen. For this type of 
cavity Eq. (5.1) is no longer valid, and a different way of computing
T O W 'v M v
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the resonance frequencies was used. The equivalent capacitance was 
computed using a parallel-plate capacitor approximation with an area 
equal to the lateral area plus the end face area of the "mushroom head". 
The equivalent inductance was computed considering a torus, as shown in 
Fig. 5.6, of height I . The final approximate frequency formula is
v = -<M/ - 2  &A' ( 52 * V  R £ In(R /R, ) b 'R  „ + 261  y out z o in out c
The experimental results on frequency measurements on this type of 
cavity indicate that the effective capacitance of the side portion of 
the cavity is lower than estimated. A more accurate formula for the 
determination of the frequency turns out to be
v - | 4 J ---- 2-------------2 -----------------------    (5'4)
ln<Ro /Rin> \ u t  + 2 Rc£ERout » L b '
where is an effective dielectric constant ( e ^ ^ l )  determined11 L
experimentally. Preliminary results with our cavities indicate that
e - .7 for our geometry. Figure 5.6 contains the information on theA
definitions of the quantities appearing in Eq. (5.2).
The posts in all the cavities have rounded corners to Improve the 
lead plating and polishing performance: sharp corners tend to plate
more if they are convex, but they also are stripped faster in the 
polishing process, while concave corners are difficult to clean and 
therefore to plate. The oscillator cavity post also has rounded corners 
in the event of making the cavity superconducting.
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Fig. 5.6 Definition of the dimensions in a mushroom-type 
re-entrant cavity.
The second and third cavity have exactly the same design (including 
rounded corners for the second cavity, even though this will not be lead 
plated) in order to facilitate their being tuned to the same frequency.
All of the cavities have been designed so that only two joints are 
necessary. The posts are machined together with their end plates. All 
of the joints are made with Indium seals which also allow a certain 
amount of tuning by tightening the fastening bolts.
The equivalent capacitance of the oscillator cavity is one order of 
magnitude larger than for the other two cavities (C^ ■ 3.6 x  10 ^  F,
C2  ■ ■ 5.2 x 10 ^  F) and about three orders of magnitude larger than
the junction capacitance of typical tunnel diodes (see Chapter IV). The 
design also offers the possibility of easily changing the tunnel diodes 
mounted on SMA connectors so that one can conveniently choose the one 
with the desired negative resistance.
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The coupling between the second and third cavities, as in the 
prototype, is achieved with an iris. An adjusting screw can be inserted 
on the side to modify the coupling. The adjustment is made before the
cooldown and cannot be changed when the oscillator is cold. Since the
third cavity does not have an independent port, perhaps a modified 
version of it should be built for temporary use to allow an accurate 
measurement of the coupling through the iris at low temperatures.
The coupling between the first and second cavities is realized by 
means of a new type of probe: we needed a low-loss, mechanically and
thermally stable insulator to surround the probe wire. To this purpose 
we chose to use a sapphire capillary tube (O.D, = .043", I.D, = .031", 
length 2 and 3/8") which, after proper ultrasonic cleaning, was filled 
with molten indium drawn into it by means of a syringe. The probe can
be inserted (once again before cooling) to various depths in order to
vary the coupling and it is held in place by two set screws with a small 
piece of indium at the end of them to prevent cracking the sapphire.
This oscillator is built with only one port, so that the cavities 
are perturbed as little as possible. It can be mounted on the cold 
plate cryostat described in Appendix 10 so that it can be operated 
continuously at temperatures of 1-2°K for several days.
Two identical oscillators have been built so that frequency 
stability measurements of one against the other can be performed.
In the process of assembling and making the new oscillator work, it 
was noticed that the use of the indium seal seriously compromised the 
reliability and the repetibility of the operating frequency of the 
cavities during cooldown. For a preliminary series of runs no indium 
was used, thus decreasing the performance of the stabilizing cavity.
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The sapphire-indiutn coupling probe has been able to couple the 
radiation from the first cavity to the second although, from some 
preliminary measurements, the coupling is not suffucient to ensure an 
appreciable stabilization in the system.
5.4 Further Improvements
In the design of the latest version of the three-cavity oscillator 
room has been allowed for improvements.
One of the changes that can be made to improve the oscillator 
stability is the use of a superconducting oscillator cavity; this could 
be done within a short period of time by lead plating it. In this case, 
though, the coupling to the cavity should be made inductive, to decrease 




COUPLING ^ CROSS BAR
Fig. 5.7 Inductive coupling of the tunnel diode to a 
superconducting oscillator cavity.
The crossbar in Fig. 5.7 could be positioned in various depths with 
respect to the post to achieve the right coupling.
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Both the oscillator and stabilizing cavity could be built out of 
niobium, which would probably increase the cavity Q's and would make the 
handling of the cavities a little bit easier.
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CHAPTER VI 
FREQUENCY STABILITY MEASUREMENTS
6.1 Definition of Frequency Stability and Its Characterization
The performance of an oscillator can be characterized in general 
terms by stating its accuracy, precision and stability (6.1). By 
accuracy we mean the capability of an oscillator to provide an 
independent frequency known in terms of the definition of the second as 
a unit of time. With the term precision we indicate how the 
oscillator’s frequency can be set to a previously calibrated frequency.
In our oscillator neither precision nor accuracy are of primary 
importance. This is due to the fact that in the gravity wave transducer 
system both the accelerometer and the following SUPARAMP (6 .2-6.3) are 
tunable within a certain frequency range and they can be adjusted to 
operate at the oscillator frequency, as long as this falls within the 
range around 600 MHz.
There is also a more fundamental reason why we are not primarily 
interested in precision and accuracy. A cavity-stabilized oscillator is 
a so-called secondary standard, that is, its frequency cannot be 
directly related to the atomic transition frequency which in turn 
defines the second as the unit of time Interval. For primary standards 
the output frequency is physically obtained through processes directly 
related to the defined unit. All of the primary standards are cesium 
beam clocks kept under controlled conditions. Any other device which 
furnishes a frequency output has to be compared, directly or indirectly, 
to a primary standard, or an ensemble of them, in order to have its 
frequency characterized. For this reason, the actual value of a
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secondary standard's output frequency is usually not important. More 
important is the oscillator's capability of maintaining its nominal 
frequency over a given period of time. This property of an oscillator 
is called frequency stability and we will be concerned only with 
definition and measurement of quantities which characterize this 
property.
The frequency stability of an oscillator cannot in general be 
characterized by a single number: the physical processes which tend to
destabilize an oscillator are more or less important with respect to 
each other depending on the integration time over which the oscillator's 
performance is being monitored. Therefore, the frequency stability of 
an oscillator is usually given as a function of the integration time. 
This, in turn, allows one to analyze the various sources of instability, 
each of which, as we said, acts differently over different periods of 
time, and to attempt to correct the problems which affect the oscillator 
performance, or to gain information about fundamental sources of noise 
in physical systems.
In order to define meaningful quantities which can characterize an 
oscillator's frequency stability, we start by considering the oscillator 
output voltage
v(t) - IVo +  eCt)]sinI27rvot +  $(t)] (6.1)
where Vq is the nominal voltage amplitude and vq is the nominal 
frequency of the oscillator, e(t) denotes the amplitude fluctuations and 
4>(t) denotes the phase fluctuations.
In this discussion, as in the analysis of the stability equations 
(Chapter II), it is assumed that both amplitude and frequency 






In actual frequency stability measurements the voltage output of 
the oscillator being tested is mixed with a reference oscillator's 
output so that the mixed signal is proportional to the phase difference 
between the two signals. The information contained in the relative 
phase fluctuation signal can either be directly converted into a power 
spectrum by using a low-frequency spectrum analyzer or be recorded in a 
sampled time series and later the power spectrum can be derived by Fast 
Fourier Transform techniques. As a measure of an oscillator's phase 
stability we take the spectral density of phase fluctuations, S (f) ,V
where f indicates the Fourier frequency.
In order to characterize the frequency (as opposed to phase) 
stability of an oscillator we should instead measure the spectral 
density of fractional frequency fluctuations, S^(f), where y is
Since the instantaneous frequency Is the derivative of the phase 
with respect to time, it is clear that their spectral densities have to 
be related. It can be proved that they are connected by the following 
relationship (6 .1 )
( 6 . 3 )
o
( 6 . 4 )
A measurement of the phase noise spectral density will
automatically yield information on the frequency fluctuations.
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We point out that to characterize the three-cavity oscillator's 
performance when this will be used in conjunction with the dual-cavity 
accelerometer, it is necessary to measure the quantity
with a 1 Hz bandwidth, uĵ  is the mechanical angular frequency of the
3gravity wave detector; usually u = 5.5 x 10 rad/sec.m
The quantities considered so far as a measurement of frequency 
stability are defined in the frequency domain, but an oscillator 
performance can be characterized also in terms of quantities defined in 
the time domain.
In this case the measurements are performed by means of frequency 
counters, which determine the number of cycles of the oscillator's 
output over the integration time x, always with respect to a standard 
reference. The number of cycles is converted into a frequency 
measurement and, by repeatedly measuring the frequency differences at 
the end of each Integration time, one can establish a statistical 
measure of the frequency fluctuations by defining the variance (6 .A):
< o y < N , T , i »  - < 5 1 5 - <y„- £ k£ i yk ) 2 >  (6'5)
where <* • >  is an infinite time average, N is the number of samples
considered, T is the repetition interval of the measurements of duration
x and the quantity y^ is defined as
_ tk + 1  *(t -H) - *<t.)
yk ■ t  L     (6-6)
Jtk
being tk + 1  - tk +  I.
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A particular case of the variance (Eq. 6.5) which is much more 
commonly used to characterize the frequency stability of an oscillator 
in the time domain is the two-sample variance known as Allan variance:
2  2  ^ k + l ”o / ( T )  = Oy (N-2.T-T.T) ■= - - 2" • (6*7)
This quantity, or its smallest value for any t , is most often used
to give an idea of an oscillator's frequency stability.
Although frequency-domain frequency stability measurements are
operationally independent and separate, they are performed on the same
oscillator and we expect some connection to exist between quantities 
2
like o (t ) and S^(f). The relation linking these two quantities can be 
found in Barnes, et al., (6.4); this paper contains fundamental 
information on the characterization of oscillator frequency stability.
6.2 Apparatus for Frequency Stability Measurements
A heterodyning scheme was used in the measurement of the 
three-cavity oscillator frequency stability. The measurements were 
performed in the frequency domain using Fast Fourier Transform 
techniques and a low-frequency spectrum analyzer.
The setup for the measurements of the spectral density of 
fractional frequency (y) fluctuations performed on the first version of 
the oscillator is shown in Fig. 6.1. The apparatus is slightly 
different from the standard setup due to the fact that the available 
voltage-controlled crystal oscillator (VCXO) operates at 600 MHz, while 
the first version of the three-cavity oscillator has a frequency of
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430 MHz. Therefore, the signal from the VCXO was first mixed with a 
signal at 1030 MHz from the radio-frequency synthesizer (HP 8660C) to 











Fig. 6.1 Circuitry for the spectral measurements performed
on the first version of the three-cavity oscillator.
After the second mixer a low pass filter was introduced, built 
following a design by Craig T. Van Degrift (see Fig. 6.2). Three 
different filters, with cutoff frequencies of 100, 60 and 30 KHz, were 
obtained out of an OFHC copper tube using microwave capacitors, metal 
film resistors and an input microwave resistor of 50 (2.
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C O P P E R  C A S E
Fig. 6.2 Cross section of low pass filter.
The D.C. amplifier (6.5) provided an amplification of 40 dB. With 
the loop parameters shown in Fig. 6.1 the locking range of the VCXO was 
about 50 kHz.
To prevent broad band noise from entering the computer's 
analog-to-digital converters and to limit aliasing problems in the 
subsequent digital Fourier transform (6 .6 ) we inserted an active filter 
(6 th order Tchebyshev; see Figs. 6 .3-6.4) with a sharp (^-40 dB/octave) 
cutoff at a frequency of *vl20 Hz, which is approximately the Nyquist 
rate (fjjy = 125 Hz) for the computer's fastest sampling rate with the 
data collection program we developed (see Appendix 11).
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Fig. 6.3 Circuit diagram of the active 6 th order Tchebyshev 
filter.
fflliw* tin rst fjna<r; - f r jfo
Fig. 6.4 Frequency response of the 6 th order Tchebyshev 
filter.
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The active filter was provided with a D.C. offset adjustment in 
order to maintain its output within ±1 V, which is required by the 
digital-to-analog converters in the computer's Laboratory Peripheral 
System. The signal sent to the computer was visually Inspected on an 
oscilloscope to check for loss of locking of the VCXO during a run and 
to get a qualitative idea of the amplitude of some of the phase noise 
components•
Due to the relatively low data acquisition rate of the computer, 
measurements of the phase noise spectral density at ^800 Hz (^1600 Hz 
sampling rate) have not been possible so that the first oscillator's 
characteristics as a driving oscillator for the accelerometer's system 
have not been tested. The use of a low frequency spectrum analyzer 
(HP3582A) enabled us to directly measure the components of the phase 
noise spectrum in the 1 kHz region to test the properties of the second 
version of the three-cavity oscillator.
6 .3 Results of the Spectral Measurements on the First Oscillator
A number of spectra were obtained by collecting the sampled data of 
phase fluctuations on magnetic tapes and by then transforming them by a 
Fast Fourier Transform (FFT) algorithm. After the FFT a Hanning window 
was applied in order to decrease the effect of the finite time of 
accumulation on the spectra.
In order to correctly normalize the spectrum obtained via FFT we 
followed the procedure described below.
The phase noise spectral density can be written as (6.7)
V ( f )
S (f) = 20 Log ™ B-  in dB (6.10)
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where V is the mixer sensitivity (in our case V = 285 mV/rad), B is s s
the measurement bandwidth and V (f) is the root mean square voltagenns
output at the mixer for a given Fourier frequency f. We have introduced
a calibrated sine wave signal of -50 dBm (.707 mV r.m.s.) at 1 Hz into
the computer and, after FFT, we have calculated the fractional frequency
fluctuations spectral density as
V (1Hz) 1 Hz
Sy (lHz) - 20  +  20 log(a o - E ) ■ C6 .ll)
We compared the computer output and the value calculated directly
from the knowledge of V (1 Hz) and found the values calculated by therms *
computer to be 110 dB higher than the others. The problem here was 
traced to some difficulty in obtaining the proper normalization of the 
Fast Fourier Transform. Therefore, the 110 dB were subtracted from the 
spectra obtained by computer calculation.
A much easier normalization procedure was possible with a low 
frequency spectrum analyzer, since in this case a proper calibration 
signal was continuously monitored in real time.
The runs performed with the first oscillator were carried out both 
in the one cavity and in the three-cavity mode up to a few hours per 
run. Single-cavity mode runs were performed immediately before and 
after each run in the three-cavity mode to ascertain that the 
stabilization effect that was observed was not due to accessory reasons. 
Table 6.1 gives information on the measurements.
Runs were performed in the three-cavity mode with various values of 
the second coupling which, according to what was discussed in Chapter 
II, led to various values of the stabilization coefficient. The maximum 
value of the stabilization coefficient attainable is of the order of
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Q2 /Q3  (for ^ 2  “ ^ 2 cr^ an^ we Relieve to have come very close to this
maximum for the particular values of Q's of the cavities. Due to
exposure to air and to the presence of an independent port the third
cavity Q did not exceed 5 x 10^, while the second cavity Q was of the
3
order of (5 - 10) x 10 . This stabilization is in agreement with the 
observations performed visually on the input of the computer appearing 
on the oscilloscope screen, with the medium term ( ^ 1  hr) drift and with 
the spectral measurements (see Table 6.1). Intermediate stabilization 












1 3 cavity Maximum 5.5xl0 _ 2 50 mV ^ 1 0 0
2 1  cavity 0 - 1 0 200 mV 1
3 3 cavity Intermed. -1.3xl0 ~ 2 5 mV ^300
4 1  cavity 0 - 1 .7xl0 _ 1 200 mV 1
5 3 cavity Minimum -1.7X10 ' 1 10 mV ^ 2 0
6 3 cavity Minimum
(loss of 
locking)
-l.lxlO - 2 5 mV M . 0 0
7 1  cavity 0 -7.7xl0_ 1 200 mV 1
8 3 cavity Maximum -3xl0" 2 50 mV 30
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In some cases the oscillator cavity seemed to have lost locking 
with the stabilizing cavity, as the frequency drift increased 
dramatically after a certain point.
Host of the problems leading to loss of locking and frequency 
drifts are due to the design characteristics of the first version of the 
three-cavity oscillator, which requires long pipes, going along large 
thermal gradients, to transfer the motions necessary to tune the 
cavities and change couplings. Apart from the vibration problems, we 
noticed that, in all but one run, the frequency drifts were always 
negative, which in turn Implies that the gap in the oscillator cavity 
was decreasing. This could be attributed to the fact that the pushing 
stainless steel pipes were slowly warming up as the helium,boiled off, 
thus increasing their length and pushing more on the tuning diaphragm of 
the first cavity. This kind of problem should not appear in the new 
version of the three-cavity oscillator, since it does not have any 
adjustment requiring long rods or tubing. Even with the rapidly 
changing temperature the frequency drifts also decreased by almost two 
orders of magnitude when the oscillator was operated In the three-cavity 
mode.
To operate the system as a single-cavity oscillator the first 
cavity was detuned far away from the two other cavities' resonances 
enough to avoid their Interaction.
Further measurements could be performed on the first version of the 
three-cavity oscillator after replating the stabilizing cavity, 
increasing the first coupling and decreasing the second one. Most of 
the future work, though, should be concentrated on improving the 
performance of the second version of the oscillator.
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Figure 6.5 shows the difference in the measured spectra with the 
oscillator operated in the single- and three-cavity mode.
S IN G L E  CAV ITY 
O S C IL L A T O R-200m■o
- 2 1 0i
X
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Fig. 6.5 Spectra density of fractional frequency fluctuations 
for the three-cavity and single-cavity oscillator.
The limited number of spectral measurements performed on the 
prototype of the three-cavity oscillator is due to the fact that the 
necessary equipment was available only for a limited period of time. 
The additional vibration noise connected with the design of the 
oscillator did not allow us to derive fundamental physical information 
about the ultimate noise performance of the system. The data obtained 
through spectral measurements, though, have led us to an independent 
verification of the stabilization properties of the three-cavity 
oscillator, information which was not available before and which 
confirms the validity of the approach to the construction of high 
stability oscillators.
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6.4 Spectral Measurements on the Second Version of the Three-Cavity 
Oscillator.
The second version of the tunnel diode oscillator was operated for 
a series of preliminary measurements at a frequency of 620 MHz.
Although the oscillator was working in the three-cavity mode, the 
stabilization is thought to have not been significantly larger than one, 
due to the fact that the coupling coefficients and the Q's were not 
optimized for the system. Also, a 350 pA peak current diode was used, 
which limited the stability performance of the oscillator. Even so, the 
stability of the new oscillator was by far better than for the first 
version, especially with respect to vibrations.
A number of phase noise spectra were obtained using the 
heterodyning scheme of Fig. 6.1, but with a low frequency spectrum 
analyzer (HP3582A) replacing the computer and without a D.C. amplifier 
in the phase locked loop. Figures 6 . 6  and 6.7 show the spectra, 
quantitatively describing the quantity
V (f)
Sv (f) - 20 Log(-^ -ol- ). (6.12)
To obtain S, we use the formula
9
V (f)
r .  rr\ o n  t  t tins \ .  o n  T  A  VOlt*HertZ. , ,  ,
S (f) - 20 Log(- j- Voi't + 2 0  L °g(" V  »BW > (6*13)T s
where is the mixer sensitivity in volts/rad and BW is the measurement
bandwidth.
Typical values of the spectral density at ^,1 Hz were -80*-85dBV. 
This quantity corresponds to a phase noise spectral density of 
^ -20 - -25 dB. Using the formulae described in, e.g., Ref. 6.7 to 
obtain o (t) from S (f) we get an approximate frequency stability of
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* 10s> - K  • <6 -14>
. 5 - 8 : » ■ *
This performance can certainly be improved through the optimization 
of the coupling parameters and. by using a niobium stabilizing cavity.
'• '•-"•50d e v  FS ■*'A  -/ - < 1 0 dB>DIV 
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CHAPTER VII 
SUMMARY AND CONCLUSIONS
We have investigated the properties of a cryogenic tunnel diode 
oscillator. The 600 MHz oscillator will be used to drive a sensitive, 
superconducting, double re-entrant cavity accelerometer to be placed at 
the end of a 5-ton aluminum cylinder which constitutes the gravity wave 
antenna. The requirement for the oscillator to be working in the same 
cryogenic environment as the antenna and the accelerometer has led us to 
the choice of tunnel diodes as active elements. The three-cavity 
stabilization scheme for the tunnel diode was chosen because it does not 
require complicated electronic systems which can operate only at room 
temperature.
We have analyzed the theoretical properties of the three-cavity 
stabilization scheme, deriving the equations connecting the 
stabilization to the meaningful parameters of the system, namely 
resonator Q's and coupling coefficients. We have also developed a new 
method which enables one to determine those parameters from measurements 
of the oscillator frequency before and after a series of hysteretic 
jumps which are characteristic of this system. We have given 
indications as to possible numerical calculations to be performed on a 
set of differential equations which describes the three-cavity 
tunnel-diode oscillator behavior. Use of tunnel diodes as active 
elements for an oscillator has been considered and the design of the 
oscillator discussed.
The properties of superconducting resonators which are of 
importance in the construction of frequency stabilizing elements have
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been considered and suggestions on the use of dielectric resonators for 
this purpose have been discussed.
A prototype of the three-cavity oscillator was built with copper
re-entrant cavities. The stabilizing cavity was lead plated and Q's of
7
the order of 2.5 x 10 were obtained. The design of this prototype 
allowed us to thoroughly test the properties of the stabilization 
scheme, particularly with respect to the effect of the couplings on the 
stability.
Frequency stability measurements were performed and improvements in 
the stability of ^ 0  dB were observed in some components of the spectral 
density of frequency fluctuations. The stability of the prototype 
oscillator was limited by the vibrations which significantly affected 
its performance.
A second version of the three-cavity oscillator was designed and 
built which gave a preliminary frequency stability of the order of 
Av/v a, 10"12.
The working frequency of 600 MHz, necessary for the gravity wave 
experiment, is not optimal for reaching the highest frequency 
stabilities due to the geometrical and mechanical limitations Imposed on 
the resonator. Any substantial improvement in the absolute frequency 
stability of the oscillator will necessitate an increase in the 
operating frequency, to avoid the problems connected with re-entrant 
cavities, and benefits derived from the use of dielectric resonators. A 
project for building a very stable oscillator would therefore require 
the use of electronic equipment operating at frequencies outside the 
range of the Instrumentation used so far. An effort separate from the
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main line of development of the gravity wave transducer system would be 
necessary in this case.
Efforts should be made also in improving the vibration isolation 
system, the thermal stability of the cryostat, including the possible 
use of dilution refrigeration, and the stabilization of the tunnel diode 
power supply.
From the theoretical point of view the detailed analysis of the 
differential equations described in Appendix 3 should be carried out to 
further improve the understanding of the system properties.
We believe that, in the short run, frequency stabilities of the 
order of Av/v *v 10 *^-10 ^  should be possible with the 600 MHz 
oscillator by making a few improvements in the present system.
In the long run, by use of dielectric resonators operating at about 
10 GHz and by improving the parts of the system mentioned above, 
stabilities as good as or better than the Superconducting Cavity 
Stabilized Oscillator should be possible, in the range 
Av/v 'v 10- 1 6 -10~17.
APPENDIX 1
DERIVATION OF THE STABILITY EQUATIONS FOR A 
THREE-CAVITY TUNNEL-DIODE OSCILLATOR
Introduction
In this Appendix we derive the equations describing the frequency 
stability improvement of a three-cavity oscillator over a single-cavity 
tunnel diode oscillator (TDO).
The differential equations used to describe the system neglect the 
nonlinear capacitance of the tunnel diode (TD) and take into account 
only the cubic terms in the nonlinear behavior of the TD's 
current-voltage chracteristic curve. These approximations are justified 
since the oscillator's cavity capacitance is much larger than the TD 
junction capacitance (which in turn is larger than its nonlinear 
variations) and since the amplitude of the oscillations are small enough 
not to involve fifth-order terms of the I-V characteristics. In this 
first analysis noise is not taken into account.
The model can be schematically represented as three coupled LCR 
circuits, with an active element in the first circuit (see Fig 2.1).
The three nonlinear coupled differential equations are solved using 
the "slowly varying amplitudes" (SVA) method - also called method of 
averaging - of Krylov and Bogolyubov, 1961 (see also Bogolyubov and 
Mitropolskii, 1963). By this method the three nonlinear second-order 
differential equations are reduced to a set of six nonlinear algebraic 
equations for amplitudes and phases of the currents through the 
circuits. By manipulation of this system of algebraic equations, we 
derive the stability equations.
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This Appendix provides the many missing steps in the papers of 
Minakova and collaborators (see Kurdyumov and Minakova, 1966) and 
justifies their results.
The Differential Equations and Their Simplified Form.
We start by considering a general linear second-order differential 
equation, with a coupling term, of the type
ax + Bx + -yx = 6 y (Al.l)
which, for instance, can describe the behavior of the current in a RLC
circuit.
By breaking down the Fourier components of the currents one can, in 
general, make the choice
x = a sin ut
y = b sin(ut-<ji) (A1.2)
where 4> is the relative phase shift between the "currents" x and y.
We can substitute the solutions (A1.2) into (Al.l) by properly 
taking the derivatives;
• •
x  “ a u cos ut +  a sin ut
y “ b sin(ut-$) + b cos(ut-d>) (u-d>)
*• •* M• ^x * 2au cos ut + a sin ut - au sin ut (A1.3)
«• ••
y - b sin(ut- 4>) + 2 b cos(ut-<fi) (u-<f>) -
• 2 •- b sin(ut-$) (u~4>) - b cos(ut-<J>)$.
We recall that cos(ut-<}>) ■ cos <|> cos ut +  sin <J> sin ut and sin(ut-$) ■ 
sin ut cos $ ~ s^n <J> cos ut for later use. In this particular context,
the slowly varying amplitude method consists of the following
approximations:
(1) Terms containing second-order derivatives of amplitudes and/or 
phases are neglected.
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(2) Terms containing squares or cross products of time derivatives 
of amplitudes and phases are neglected.
(3) The time derivatives of the amplitudes or phases of the 
currents do not appear in the corresponding equations for 
phases and amplitudes, respectively.
With these approximations in mind we substitute (A1.2) into (Al.l). 
Separating the independent terms containing sin wt and cos u;t, we obtain 
the two equations
• 2a) 2 aua +  fSwa * fibw sin $
2 2b) - a a w +  ya = -cSbw cos <{>. (Al.A) 
Equation (Al.Aa') can be rewritten as
In our model a = L^, 6  = ~ ^ 2 *  ® = 3(a). Y “ 1/C^ 
where 13(a) describes the nonlinearity in the TD I-V curve, ■ 
self-inductance of the first circuit, ■ mutual inductance between 
first and second circuit. Then (Al.Ab) becomes
(Al.Aa')
2where y m 1/C, C being the capacitance of the circuit. If we set Wj *= 
2
y / c t and as the corresponding resonance frequency for the third 






dimensionless first cavity detuning
M.12K.
1 1 a L. partial coupling coefficient
'1
we obtain the final dimensionless form of amplitude and phase equations
for the oscillator circuit:
(A1.5b)
(A1.5a)
Analogously one can write a differential equation for the second 
cavity
A solution to this equation can be found by setting 
x = a sin wt 
y » b sin(wt-4>) 
z = c sin(iot-l|/^).
Substituting the above expressions into (A1.6) and performing the 
approximations as above, ve obtain
Expanding sines and cosines through trigonometric formulae and 
separating the cos wt and sin wt terms, we obtain
a'y + 3 'y + y'y = 6 'x + e ' z  . (A1.6)
[2a ’b+(w-$) 3' b ] cos Ctut—(f>)+I-a ’ bw2+31 b+2a’ bw<|rt-y1 b] sin(wt-i}>) 
2= -afi’w siniot-ceT sin(cot-ip^) . (A1.7)
[ 2a 1 wb+ (w-$) 3 ' b] cos<f>- [ 3 ' b-ot ’ bw2 + 2 ot1 bw$-y ' b ] s in(f)=ce' w2s ini|>.
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[ 2a' wb+ ((*)-<}>) P*b] sin4H-[P ,b-a'b£J^+2a,bu)i{)-Y *b] cos^-afi 'co^-ce ’u^ cosiJl ,
(A1.8b)
These equations can be further reduced by multiplying (Al.8 a) by ccs <f>, 
(A1.8b) by sin 4> and summing:
[2a'bw + (w-$)B'b] = -a 6 'to2 sin<J> + ce't^sinO^-i})). (A1.9a)
Also, by multiplying (A1.8a) by sin <(>, (A1.8b) by cos <p„ and 
subtracting we obtain
[8 'b - a'bw 2  + 2a'bw$ + Y'b] * -a 6 'w2 cos<{) - ce'w2 cos(4^-tJ>) . (A1.9b)
We use (A1.9a) as an amplitude equation: then the $ term can be
neglected, leading to
• 2 2 2ot,tdb + oig'b = -afi’w sin<j) - ce’w sin($-t^) . , (Al.lOa)
Similarly from (A1.9b) we derive the phase equation in which the b term 
can be neglected:
2a'b5i = a'bca - - aS'w cos<p ~ ce’w cosO};-^). (Al.lOb)
As in the first set of equations, we can give a physical meaning to 
the constants a', {$*, y '» 5 ’ > e * :
a' ■ 1*2 second cavity inductance
B* « Rj second cavity losses
Y' = 1 /C2 > where C^ second cavity capacitance
6 ’ = "M^ 2  mutual inductance between cavity 1  and 2
e' = “**23 mutual inductance between cavity 2 and 3
cjL2
Q 2  “ — second cavity quality factor.
Then the equations (Al.lOa) and (Al.lOb) assume the form
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u 1  M 1 2  •!b ■ - 2 ’Iq^b - ■£— a sin <J> - — -c sin^-if^)) (Al.lla)
* “ f 11 “ + i f f  C0S * + iff*' co«(+-lPi>] - (Al.lib)
These equations can be made dimensionless by defining
2 2
“ 2  " W 3 2  1■ ---- 5— , u, being -■ ■-
* to z 2  2
M 1 2
1 ( 1 2 “ i f  
*21 “ i f
*2 = f
* = ♦ " ^  
so that they will become
b = - y[<52b - K12a sin <f - K ^ c  sin 1J1] (A1.12a)
4> " yin - C2  + K 1 2  ^  cos 4> + K 2 1  cos «f3 * (A1.12b)
The third circuit will be described by the equation
a*'z + 3"z + y"z - 6"y. (A1.13)
Again we assume
y ■ b sin (cot - $)
z = c sin (Lot - ijî)
and we substitute in (Al.13) neglecting terms according to our SVA 
rules. We obtain
[2 a"ctof3 "c(w-^) ] cos ij;^+[a"caj^-2 a " c w ^ - 3 Mc-Y"c]sin ^
(Al.14a)
= 2 b 6 Mw cos $ + [6 "bu)^-2 6 "bto<{>] sin 4>
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[2cx"ca)+f3,,c(u)-^) ] s i n ^  -[a"cui^-2a"cwiI/^-g"c-Yl,c]cos
2  . (Al.lAb)
* 2 b 6 "w sin <f> - [6 "bw -26"ba>4i]cos <f>.
Further application of the SVA method leads to writing the amplitude 
equation as
c ■ - + K22 k s*n ^  (Al.ISa)
and the phase equation as
2  2
, * “ ^ 3  6 " b
'P - yl 2~ ‘ 5" c C0S Wu
. (Al.15b)
= yin + ^ 2 2  "c cos ^
The final six equations for amplitudes and phase in the three 
circuits are
* ■ ‘ + Kn  b sin
0  = n - +  K.^ ^  cos 4>
b = - y ^ 2 ^  ~ K12 a sin ^ ~ ^21 C S*n ^  (A1.16)
4> - yin - C2 + k12 f  cos ♦ + K2i f  COB ^
c - - y l ^ c  +  ^ 2 2  ̂ 8in ^
1 “ yin + *22 C cos ^ ’
In the steady-state situation the lefthand side of each of the
above equations Is Identically zero and they can be rewritten as
+  v b sin <fi ■ 0aw il T
- 6 2 b + K^ 2  s sin (J) +  c sin ifi ■ 0
^3° + * ^ 2 2 b sin ^ ®
H - ? 2  +  ^ 2  ¥  cos ^ +  *^21 ¥  cos ^ ® (Al.17)
n + k22 7  cos $ - 0
n - +  K n  7  cos <t> - 0 .
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The last three equations of (A1.17) will have a solution for a, b, c if 
and only if the determinant of the coefficients is identically zero; 
that is if
(^-^2 ) [T|Cn-?2 )"K21K22 cos2, 3̂ —"H cos2 (fl " 0  (Al .18)
We define the total coupling coefficients and Kj as
K 1  ■ * 1 1  K 1 2
* 2  - * 2 1  * 2 2
We are interested in the case in which ■ 0, " 0» that is when
the second and third circuits are tuned and only the oscillator circuit 
is allowed to be detuned.
Equation (A1.18) then becomes
(f|-£^) [r|2 -K2  cos2^] = n K 2  cos2  <Ji or
nIn 2 -K^-K^+K^ sin2 (J> + K 2  s i n \ ]  = ̂ ( n 2 -K^ cosZ\p) . (A1.19)
A number of useful relations can be derived from the first three of
(A1.17):
2 n2cos ip = — 5 o' valid under all assumptions (Al.20)
63 +  n
from which _ „
*2 2 ,
K 2  c o s  *  =
1 Tl̂ + 6 3
sin2*, = ^-I62 + ^ f ]  (Al .21)
11 63+n
where
k,, b 2  n-5,
m. =-“ “ 5“ ---------    . (Al. 22)
1 12 a 2
“ "2772 n +63
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b 2  * 1 2 . .





* 1 1 * 2 1  - 2  ^ 2  k:
2
m i m 2  " * 1 2 * 2 2  b 2  ! 2  " a2 ! , 2  '
In the case when 4 0 and “ 0 the following relation holds
„ 2  j 2, n“5l *6 2 ((53 + n J + *253 ]K sin 4> = ------ —̂ 5 — 5 ---= — 5-------
n (<52+ n  -K ^) ( 62+ n  )
which is derived from substitutions within system (A1.17). 
Substituting (A1.20), (A1.25) into (A1.19) we obtain
v2 2 -x f * 2 L 2 . , V2 X , 2
{ r u 2  ^  , v 2 r. n~gl I6 2^ 3 n * ^  3 ] ■,
(n-SjHn - 2  2  “ n^- " , * 2 . 2  v 2 w -2 . 2J 'n + 6 3  n ( 6 3 +n -k2 ) ($3+n )
The RHS of (A1.19) containing the terms becomes
1 <J2+ n2 -K2> (n 2+ «2 ) n ( n 2+ 6 2 )
[ n 4+ n2 (6 2+ 6 2-2K 2 ) + ( « 2 s 3+ K ^ )2 J 
{l (6 2 +i,2 -4 >






L H S  -  [ f f f i ]2 +  2
11 b 21 b
[ (ti2-kJ-kJ) (n2+63-K^)+«2r'2+6263+2K2^263+K263]
(n2 + 6 2 -K^)
A 2 2 2 2 2 2 2 2 2 2In +n («3 + 6 ‘-K‘- 2 K p  +<kJ+ 6 2  6 3 ) +K£(K£- 6 ‘)]
s  ^  -  -  -
(n + 6 3 -KJ)
which, when equated to zero, also represents the equation for normal 
frequencies for zero detuning (up to five solutions). Equation (A1.19) 
then becomes
_ n V n 2 ( t ^ 8 23 -K21 - 2 K2 )-K4 ^ :!6 3 ) X ( K 2-{23)
A 9 9 9 9 9 9 • IA1»27Jh +H (62+63-2Kj)+(K^+6263)-£
This equation gives the frequency behavior of the oscillator
\
(characterized by the variable ri) in the case when only the oscillator 
cavity is detuned. The independent variable is since, like in our 
case, the frequency of the first cavity can be independently adjusted. 
The n vs. curve is reported in Fig. A1.2: the regions in which the
oscillator can give real oscillations are the ones with dn/d£^ > 0 .  At 
d5^/dn = 0 the oscillation changes frequency abruptly. By setting 
(Al.27) equal to zero one can determine the points of Intersection of 
the n = n(C^) curve with the n axis. Depending on the values of 
6 2> 6 ^, K^, K2 , there can be 1, 3 or 5 intersections. The conditions 
to be satisfied are spelled in Kurdyumov and Minakova (1966).
Other situations are possible in which only the second cavity is 
detuned (£^ * 0 , £ 2  " 0 ) or in which both first and second cavities are
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detuned by the same amount ■ £ 2  " S ■ 0 ).
In the first case the determinant equation will read
n[(n-e2)n - K^ 2  cos2^ - K^ 2  cos 2 <f>] - 0. (A1.28)
With a number of algebraic substitutions (A1.28) can be reduced to 
the form
2 2 ^2 A 2 2 2 2 2 2
n l d ( n + s p  -  ■ ~ [2 ri  +  n ^ I 2 6 ^  -  2k;  -  k {] -  ]
z j n (Al. 29)
+{ti4 +  T!2 I6 2  + 6 2  - K 2  - 2K^] + (K^+S^ ) 2  + K 2 (K^-6 2)} «= 0
which establishes the link between £ 2  an^ n.
Similarly, in the case ■ 42  “ S ¥ 0 the determinant equation
(A1.18) assumes the form
n(n-n ) 2  - (n-£)K2 2 cos2^ - n k^ 2 cos2<)> ■ 0. - (Al.30)
Once again, by substitution of the terms containing the phases in 
a few steps one arrives to the equation
1.8bo.so- 1 .00 0.00 1.00
c r
-o .s o i'.oc .So-1.00 0.500.00
Fig. Al.l Shape of the curve determined by Equation (A1.27).
+ nA +  n2  (6 3 - 1̂ + 6 2 - 2 ^ )  +  (K2 + 6 2 6 3 ) 2  - K*(K*+ 6 2 ) = 0. (A1.31)
CONCLUSIONS
We have derived the frequency stability equations for a 
three-cavity oscillator in the following approximations:
(1) The nonlinear capacitance of the tunnel diode is neglected.
(2) The three nonlinear differential equations describing the 
system are reduced to six algebraic equations by the method of slowly 
varying amplitudes.
(3) No noise was taken into account.
A more detailed analysis of the system would have to avoid 
approximations (1) and (3) and possibly numerically solve the nonlinear 
coupled differential equation which describes the behavior of the 
three-cavity oscillator.
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APPENDIX 2
PROGRAMS FOR THE CALCULATION OF THE THREE-CAVITY OSCILLATOR 
PARAMETERS FROM FREQUENCY MEASUREMENTS
Two FORTRAN programs were written to perform the calculations 
described in Section 2.4 using the IBM 3033 computer system at LSU.
The input to the program are five frequencies, EFO, EF1, EF2, EF 3 , 
EF4, measured in kilohertz, defined in the following way: EFO is the
synchronism frequency, that is the frequency of the third reference 
cavity when not coupled to the second; EF1 is the prejump frequency 
tuning toward the synchronism point; EF2 is the landing frequency; EF3 
is the prejump frequency tuning away from the synchronism point; EF4 is 
the corresponding landing frequency.
From these frequencies the values of r^, n^* (see Section
2.4) are computed and these are used to solve the nonlinear algebraic 
equations by means of the library routine ZSYSTM.
The first program computes 6 2 , 6 3 * K^, Kj from the given 
frequencies, while the second assumes 6 ^ as a known parameter. In this 
second case, due to the redundancy of having four equations and three 
unknowns, we have computed the solution four times, using three 
equations at a time, in order to have a consistency check.
The Input frequencies are usually averages over several frequency 
measurements performed according to what is described in Appendix 4.
In addition we report the FORTRAN program used in plotting the 
stability curves described in Chapter II.
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T i l l S  PROGRAM PLOTS THE STABILITY CURVES,  GIVEN THE COUPLING 
COEFFI CI ENTS AND THE QUALITY FACTORS.  THF PROGRAM ALSO WRIT 
THF VALUES OP THE PARAMETERS.
I MPLI CI T REAL*16 ( A - H , 0 - Z )
R EA L* 4 ETAO, XI  10 ,  I  EAR 1, IEAK 2,  I S Q 2 , I E Q  3 , 1 ESI
DIMENSION'  ETA ( 5 0 0 0 )  ,  XI 1 ( 5 0 0 0 ) , X («) ,  ETAO ( 5 0 0 2 )  ,X H O  15002)
AK1 = 5 . 5  E- 3  
AK2= 2 . 2  E- 3  
2 2 = 5 . E2 
Q3=. SEf t  
D 2 = 1 . / Q 2  
03= 1 . / Q 3
X ( 1 ) = D 2 * * 2 * D 3 * * 2 - A K 1 * * 2 - 2 * A K 2 * * 2  
X (2)  = (AK2 * * 2 * 0 2 * 1 3 )  **2* ( A K 1 * * 2 ) * ( A K 2 * * 2 - D 3 * * 2 )
X ( 3 ) = 0 2 * * 2 * 0 3 * * 2 - 2 * AP2 * * 2  
X (4)  = ( AK2**2+L2*D3)  * * 2  
STA BLE= X (2)  / X  (4)
X M AX= 1. 5 0 - 2  
ETA (1) =-  X«1A X
DO 10 JK = 1 , 5 0 0 0
ETA (.IK) =-XMAX ♦ (XMAX/250 0 .  ) *FLOAT ( J K- 1 )
CONTINUE
DO 11 JK = 1 , 5 0 0 0
XI1 ( J  K) = FT A ( JE)  * ( (ETA (J K ) ♦ *4 ♦ X (1)  • FT A (JK)  **2*X ( 2 ) ) /
/  ( c r  A ( J  K) • •  4 *X (3) •  FT A (.IK) «*2  + X (4) ) )
CO I.’TIN UE
WHITE ( 5 ,  13) (ETA (JK)  , X I 1  (J  K ) , J  K = 1 , 5 0 0 0 ,  100)
FOhMAT ( I X,  '  ETA' ,  D i o .  6,  5X,  • X1 1 '  ,  D1 b . b)
DO 12 J K = 1 , 5 0 0 0
ETAO (JK)  = S N JLQ ( FT A ( JK)  )
XI 10 (JK) = SNGLQ (XI 1 (JK.) )
CON TIN Up
WK-.T E ( I . , 1 ■«) (FT AO (JK ) , X I 10 (JK ) , JK = 1 , 5 0 0 0  , 100)
CALL 1 D E N'T
CAi.L PLOT ( 2 .  04 , 2 .  OR , - 3 )
CALL NSCALS ( ETAO, b .  , 5 0 0 0 , 1  , 1 )
CALL AXIS ( 3 . ,  0 . ,  ‘ l ' TA1,  3,  o . ,  0 0 . ,  ETAO ( 5 0 0 1 )  , ETAO ( 5 0 0 ? )  )
CALL AXIS (i>. , 0 . ,  • E T A ' , - 3 ,  f t . , 5 0 . , ~ T A 0 ( 5 0  01) , E T A 0 ( 5 J 0 2 ) )
XI 1 0 ( 5 0 0 1 )  = ET. \0 ( 5 0 0 1 )
H I )  ( 5 0 0 2 )  = FT A 0 ( 5 0 0 2 )
CALL AXIS ( 0 . , 0 . ,  ' X I  1 ? , 6 . , 0 . , XI I  0 ( 5 0  01) , XI 10 ( 5 0 0  2 ) )
CALL A X I S ( 0 . , f t . , ' X I l ' , * 3 , f t . , 0 . , X l 1 0 ( 5 0 Q 1 ) , X I 1 0 ( 5 0  0 2 ) )
CALL VTHI CK(2)
CALL V E C T O R ( J . , 0 . , f t . , 6 . )
CALL VKC TOR ( 0 .  , 3.  0 , 6 .  ,  3.  0)
CALL VEC 102 ( 3 . 0 , 0 .  , 3 . 0 , f t . )
IEST= AI NT ( A 1.0 G 10 (SNGLQ (STABLE) ) )
B A 5 T = ( 1 0 .  ** (A LOG 10(SNGI.  Q(STAULE) ) -  I E ST) )
ISA K1 =AINT(A LOG 1 0 (S NG LQ ( A KI ) ) ) -1  
E A A K 1 = I 0 . * ( 1 0 . » *  (A MIG 10 (5 NGl.? IAK 1) ) -1  EAE 1-  1. ) )
I  EAX2= AI NT (A LOG 10 (SNGLQ ( AK 2) ) ) -  1
HA AK2= 10.  * I 10 .  ♦* (A LOG 10 ( S N '. LQ ( A K 2) ) - 1 F A K 2 -  1 . )  )
I EC1 2 =A IN T (A LOG 10 (SHG1Q (C2)  ) )
a o r o a 1 1  ¥ 3
( 0 *0 ' I  * 0 0 0 6 - ' 0 Y I 3 ' O i l ).i n i u 1 1 Y 3
(ft Y3TI I . U 1 1  Y 3
( l - '  *0 ' Ef t  '  * 0 ' "f i f th * 6 6 6 l u h W A s 1 1  ¥ 3
( l - ' * 0  ' ASSX *61 • "fit,  6 * 6 6 6 '.ia a i  i;s VI Y3
( I - ' * 0 ' 9  n ' n i • "fi f th * b h h l o a t  as 1 1 Y 3
( e *  * o ' . o i x . * 6 » • 0 " 6 6 6 * 6 6 6 i o u w a c 1 1 Y 3
( t  * ‘ 0 ' ASVU ' h i • * b h 6 * 6 6 6 a . i a wn h 1 1  YO
( e ' * 0 ' . =  HOI 3VJ  1 ' h i •  s * 6 6 6 * 6 b 6 l o a u A s 1 1 Y3
( I -  '  *0 * I Z*  h i » 9 "ftfift *ft 66 ICJlJW A S 1 1  ¥ J
* • < > ' . A i m a Y i s .  ' h i m 0 * 6 6 6 * 6 6 6 l O P P A S 1 1 Y 3
( l - ' * 0 ' U ' f t l m 9 " 6 6 b * 6 6 6 10.1 W AS 1 1 Y3
( l - *  * 0 ' E n ' * 0* * 6 6 6 * 6 6 6 IQftk'  AS 1 1 V3
( l -  * * 0* (.Oi  I '  h i *  4 * 6 6 6 * 6 6 6 a a u u n » 1 1  V3
< l - " 0 ' 9 h ' f t l • 0 * 6 6  6 * 6 6 6 l e a k  a s 1 1  ¥3
(E " O '  i OI X • ' f t l • 0 * 6 6 6 * 6 6 6 1 0 3  U A S 1 1 » 3
( l * - 0 ' E O Y q ' h l « # * b b 6 *6 6ft u s k r .  s 1 1 Y 3
( l ' * 0 ' . =  . ' h l • 0 * 6 6 6 • 6 6 6 10UWAS 1 1  ¥ 3
( l - " 0 ' 9 h  " 0 ' * 6 6 6 *b 6 6 1 0 3  U A S 1 1Y 1
( l ' * 0 '  iE « ' * 0 ' * 6 6 6 •ftfift 1 0 3  U AC 1 1 Y 3I L -  '  * 0 ' E h ' h l •  4 * 6 b 6 * 6 6 6 10GWAS 1 1 Y 3
( l " o ' . 0 . ' h l * 1* 6 6 b *6 66 l Of t k AS 1 1  ¥ 3
( l - " C  ' I I ' h i •  0 *6ftt» * 6 6 6 1(13 X A S 1 1 Y3
U - *  * 0 ' Z f t " 0 ' ‘ fifth * 6 6 6 lUViWAS 1 1  ¥3
( l  -  '  * 0 * c Oa  I  ' ft  I ■ 0 * 6 6 6 * 6 6 6 3 3 ft k Q S 1 1  ¥3
( l  *0 ' 9  ft ' h i • • f i f th * f t  ft 6 lUfl l l  AS 1 1 V3
( £ '  * 0 * « 0 1 X i ' h i m 0 *6f t 6 * 6 6 6 1 0 3 V AS TJY 3
f l  ' ‘ O ' c S Y L ' h i •  » * 6 6 6 *6f tb j s i i . n  h 1 1  ¥3
( I  " 0  '  i =  .  ' h i •  J * 6 6 6 * 6 6 6 1 0 1 k AS 1 1  VJ
( l - ' * 0 ' l h  ' * 0 ' * c 6 6 *6ft6 l o a w A s 11Y.1
t l  " O '  . Z  » '  ■t l ' * 6 6 6 * 6 6 6 I HBk AS 1 1  ¥3
( l - '  *0 ' e h  ' n i * 4 * 6 6 6 *66 ft 10GWAS 1 1  V3
( l " 0 *  . C . ' h i • 4 * 6 6 6 * 6 6 6 i o a  u a s 1 IV 3
< l - ' * u ' l Z ' n i • 4 * 6 6 6 * 6 6 6 1 0 3  WAS 1 1 V 3
<1-  '  * 0 ' E h '  *0 ' * 6 b 6 * t 6 6 l OSUAS 1 1  Y3(i -"o 'z jixai 'hi • 9 * 6 6 6 " 6 6 6 •isftkr.N 1 1  ¥3
( I  - " 0  ' 9 f t  ' h i * 9 * 6 6 6 * 6 6 6 i c a u A S 1 1 ¥  3
( e ' * o * i o i x i ' h i m 9 * 6 6 6 * 6 6 6 10CWAS 1 1  ¥3
( l " 0 ' Z 5 t ¥ ¥ t f ' h l m * 6 6 6 *6 6 6 ■lai iunN 1 1  ¥3
( l  " 0 *  . = . ' h i m 0 * 6 6 6 * 6 6 6 1 0 3 k  AS 1 1 ¥ 3
< l - '  *0* 9h*  * o f * 6 6  6 * 6 6 6 l o e k A S 11Y 3
< l ' * 0 ‘ . C . ' * (J1 * 6 6 6 * 6 6 6 IOGKAS 1 1 V 3
(1 -' ‘ 0 ' E h ' h i • 0 * 6 6 6 * 6 6 6 l Of i k AS 1 1  ¥3
l l " 0 '  i X . ' h l m * 6 h 6 * 6 6 6 l o a w A s 1 1 Y 3
( l - *  * 0 '  I Z ' h l * * * 6 6 6 * 6 6 6 10GUAS 1 1  ¥3
( l  —' "0 ' z h  ' * G' * 6 6 6 * 6 6 6 lOGfcAS 1 1  ¥3
( l - " 0 * t  JVAI  ' h i •  4 * 6 6 6 * 6 6 6 H S G  u n s 11YD
U - * * 0 ' 9 h ' f t l •  4 * 6 6 6 * 6 6 6 l o a w A s 11 Y3
( f ' * 0 ' i O I X . ' h i •  4 * 6 6 6 * 6 6 6 l Obk ' AS 1 1  V J
( l  " 0  ' I  HYYO ' h i •  4 * 6 6 6 * 6 6 6 H i E U f l N 1 1  ¥3
( l  " 0  '  . = .  ' h i *  9* bftft * 6 6 6 10QUAS 1 1 ¥ 3
l l - '  *0 * 9ft * * 0 ' * 6 6 6 " 6 6 6 1GGWAS 1 1 ¥ D
<1 '  ' 0  ' .  L « " 0 ' * 6 6 6 *6 6 6 10GHAS 1 1  ¥3
( l  - * ’ 0 ' E h  ' h i •  * * 6 6 6 * 6 6 6 l o a n  a s 1 1 V3
( l * * 0 ' • ¥ i * h l  * ' S 9 * S *0E * l o a u A S 1 1 ¥  3
( ( c O a i -  ( (i3) C i o n s )  o i o o i  v * * ' 0 l ) =c o v a
( < ( EOJCl DhS)  OL OOl V) iN t Y =E U31








THI S PROGRAM SOLVES FOUR. TIMES THF SET OF EQUATIONS ASSUMING 
0 3  AS A DATUM 
I MPLI CI T REAL*3 ( A - H , 0 - Z )
DIMENSION It {3) ,WA ( 14) , PAR ( NO) , UB ( 14) , WC ( 14)  , WD ( 14)
COMMON X
EXTERNAL AUX 1,  AUX 2 ,  AUX 3 ,  !C’X4 
1=0 
J  = 0 
K=0
ENTEF THE JUMP FREQUENCIES 
EF0= 43 20  77 
SF 1 = 43 1387 
EP2= 4 320 66  
E F 3 = 4 3 2 0 3 7  
EF4= 4 3 1 1 4 7
COMPUTE THE DIMENSIONLESS DFTUNINGS 
ETA 0 1 = ( E F 1 * * 2 - E F 0 * * 2 ) / E P 1 * * 2  
ET AO 2= ( E F 2 * * 2 - L I G * * 2 ) / c F 2 * * 2  
ET A 0 3= ( E F 3 » * 2 - E F 0 * * 2 ) / E F 3 * * 2  
5TA 04 = (EP4* * 2 - E F 0 * * 2 ) / F . F 4  **2 
NOT= 1
CHOOSE DELTA, THE RANGE AROUND THF. GIVEN VALUE OF THE JUMP 
FREQUENCIES AND NOT, THE NUMBER OF POINTS TO BE SCANNED 
DELTA=0.
DO 101 1 = 1 , NOT
no 102  J= i ,  n o t  
DO 103 K=1 , NOT 
DO 10 4 L= 1 , NOT 
C COMPUTE THF. CURRENT VALUES OF THE DETUNING.
ETA 1=STA01- r >KLT. V2.  + DEL 7 A* F l r AT  ( f ) / F L O A T  (NOT)
ET A2= ST A3 2 -  DELT A / 2 .  ♦ DEL T A* FLf, AT ( J )  /FLOA T (SOT)
El  A 3= ETA 0 3-  D EL T A/ 2.  ♦DFLT A *FLO AT (F) /FLOA 1 (NOT)
ETA4 = ETA 3 4 - D E L T A / 2 . ♦ DELIA*FLCAT ( L) / FLOAT( NOT)
X (1)  = 2.  5 D - 6  
X (2)  = 2 . SD- 6  
X ( 3 ) = 2 . *>D-4 
Q3= 5.  D5
C DEFINE THE COEFFI CI ENTS CF THF NONLINEAR FQUATIONS.
PAR (1)  = -  (ETA 1 *: :t a 2)  **3
P A R ( 2 ) = - E T A1 * t T A2 * ( E T A1 * * ? * F , T A  1* FTA 2 ♦ ETA 2* *2 )
PAR ( 3 ) = E T A 1 * » 2 * E T A 2 * * 2 * ( FTA 1 * *2* ETA1*ETA2*ETA 2 * * 2 )
PAR (4) =ETA1* * 4 * E TA1 ♦*3 * ETA2* ETA 1 * * 2 *ETA2* * 2 ♦ PTA 1 * ETA2** 3 *ETA2* *4
PAP (5)  = (ETA 1 * E T A 2 ) **2
PAR ( 6) = ( IT A 1 * * 2 * E T A 1 • ET A2 ♦ ET A 2* * 2)
PAR ( 7 ) = -  ETA 1 *ETA2 
PAR (8) = (ETA 1 * ETA2 ) * * 4  
PAT ( 9 ) =  -  (FT A3*ETA4)  **3
TAR (10)  = -  FT A 3* FT A 4* (F.TA 3** 2*  FTA 3* ETA 4 +E TA4 * *2)
PAH (1 1) = (ETA3*ETA4)  » * 2 *  (FT A3 **2 ♦ ET A3 * ET A4 ♦ F.T A4 * *2)
PAR ( 1 2 ) =  ETA 3* * 4  ♦ ETA 3**3  *ETA4♦ KTA3* *2 *ETA4** 2*ETA 3 * ETA4 * • 3 * ETA 4 **4
PAG( 13)  = (ETA3*ETA4)  * * 2
PAR (14)  = ETA 3* * 2* FT A 3* ET A4« F.TA 4 **2
PAR ( 1‘j) =-ETA 3*ETA4
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PAH (16)  = ( ETA3 * ETA4 ) * * 4  
PAR (17)  = -ET A 1 • •  6 
P A R ( I B ) = - 3 * E T A l * * U  
P AR( 1 9 ) = 3 *  ETA 1 • * 6  
PAR ( 20)  = 5*ET A1**U 
PAR (2 1) =ETA 1**4 
P A P ( 2 2 ) =3 *ETA1 * * 2  
PAH (2 3) = -  ET A1**2  
PAR{2U) = ETA1**S 
PAR ( 2 5 ) = - E T A 3 * * 6  
PAR ( 2 6 ) = - 3 * £ T A 3 » » 4  
PAB( 27)  = 3*ET A3** 6 
P A h ( 2 b ) = 5 * E T A  3 * * 4  
P AR( 2 9 ) =E TA 3 * *4 
PAR ( 33)  = 3*ET A 3**2  
PA R (3 1) = -  ET A3**2 
PAh ( 3 2 ) =ETA3*»8  
P AR ( 33)  = 1 . / Q 3  
I T flAX=1000 
E P S 1 = 1 . D - 10 
NS1G1= 9 
H = 3
CALL ZS75 T1  ( All X 1,  EP S 1, NS l Gl  ,  N ,  X, ITnAX, WA , P A R, IER)
AK 1= DSQRT (X (1)  )
AK2=nS2RT (X ( 2 ) )
Q2= 1 • / X (3)
WRITE (G,  1000)  AK 1, h v 2,  0 2 .  0 3 
1000  FOhNAT( • K 1= • , 0 1 0 .  5 ,  3X , • K 2= ■ , DI O.  5 ,  I X ,  * 32 = ’ , D10.  5 , 3X, *Q3=* ,D1 0 - 5 )  
EP S 1 = 1 • D- 10 
NS I 3 1 =9  
N =3
1THAX=1000 
X ( 1 ) = 2 . 5 0 - 6  
X ( 2 ) = 2 . 5 0 - 6  
X ( 3 ) =  2 . 5 0 - 4
CALL 7.SY.'JTl (A U X 2 ,  F P S 1,  NS1 G 1 ,  N, X ,  1T1AX , WE, PAR,  IER)
A K 1 =0 SQK T ( X (1)  )
AK2=DSQh7 |X (2)  )
Q2= 1 . / X  (3)
Vii 1TE ( 6 ,  100 0) A Kl . AK2 ,Q2 ,Q3 
EPS 1 = 1 . D- 10 
NS I G 1= 9 
N = 3
IT N AX=1000  
X ( 1 ) = 2 . 5 0 - 6  
X (2)  = 2 . 5 0 - 6  
X (3)  = 2.  5 D- 4
CA I.L ’2SYST*1 (A UX J . E I  S I , N S I G 1 , N , X , I T H A X . W C , P A R , I 5 R )
A r. I =0 SQR T ( X ( 1) )
AK2= DSQRT (X (2)  )
Q2= 1 . / X  (3)
WF1 TE ( 6 ,  1 0 0 0 ) AK1 , A K 2 , Q 2 , Q 3  
EPS 1= 1. D - 10 
H S I G 1=9 
H= 3
ITXA X = 100 0  
X (1)  = 2 .  5 D- 6  






X ( 3 ) = 2 . 5 P - N
CALL ZS YSTfl (AtlX U, EPS1,  NSIG1 , K # X, ITU AX, VD, PAH, I EB)  
AK1=DS JKT (X (1)  >
AK2=DS0H T (X ( 2 ) )
Q 2 = 1 . / X ( 3 )








DOUBLE PRECI SI ON FUNCTICN AUXl ( X , f , PAR)
I MP LI CI T  BEAL*B ( A - H , 0 - Z )
DIMENSION PAR ( 3 3 } , X(  3)
CO TO ( 5 , 1 0 , 3 5 } ,K
5 10X1= (X (3)  * *2 *PAR (3 3)  * * 2 - X  (1 ) - 2 * X  ( 2 ) )  *PAF (1)  ♦ ( (X (2} *X (3} *PAK( 3  3)
S) **2*X (1} * (X (2)  -PAR ( 33)  * * 2 )  } *PAR (2} ♦ (X (3)  ** 2 » PAP  ( 33)  * * 2 - 2 * X ( 2) 
S ) * P A R  (3) + ( (X (2)  *X (3)  *PAR ( 33) ) **2)  *P AR (4)  ♦ ( X (3) * * 2* PA R (33 ) **2 
5 - X  ( 1) - 2 *  X (2)  ) ♦ (X{3)  **2* FAR (33)  * » 2 - 2 * X  (2) ) *PAR (5)  ♦ (X (3)  **2 ♦
5PAR ( 33 )  • •
12- X ( 1 > - 2 * X (2)  ) *  ( (X (2)  +X 13) *PAP (3 3) ) * * 2 ) * P A R  (h) ♦ ( ( X (2)  * X (3) *PAR(  
*3 3) ) * * 2  + X (1)  * (X £2) - P AR(  3 3) »»2)  ) •  (X (3)  **2»PAF ( 33 )  ♦ * 2 - 2 *  X (2)  ) *PAR 
S (7)  ♦ ( (X{2)  * X ( 3 )  *PAP <33 > > * * 2 * 1 ( 1 )  *(X (2)  -PAR (33)  * * 2)  ) •  ( (X (2)  ♦ X (3) 
$ * P AR ( 3 3 ) ) + * 2 )  *PAR (ti)
AUX1= AUX1 * 1 0 . * * 2 0  
RETURN
10 AUX1= (X (3)  * *2*PAR ( 33)  * * 2 - X  ( 1 ) - 2 » X  ( 2 ) )  *PAR (9)  ♦ ( (* (2)  *X (3)  *PAR (3 3) 
*)  * * 2  + X (1)  * (X (2)  -  PAR (33)  **2)  ) *PAR ( 1 0 )  ♦ (X (3)  **2*PAB (33} * * 2 - 2 * X  (2)
*) *PAR ( 11) ♦ ( (X (2)  ♦ X (3) * PAR (33)  ) ♦*2(  *PAP (1 2) ♦ (X (3)  * * 2  *PAP ( 3 3) • *2 
I - X  (1)  - 2 * X  (2)  ) * (X (3) **2« PAR (3 3)  * * 2 - 2 *  X (2)  ) *PAF ( 13 )  ♦ (X (3) * * 2  +
*PAE ( 33)  * •
* 2 -  X (1)  - 2* X (2)  ) • ( (X (2)  *X (3)  «PAr ( 3 3) > **2)  *PAR ( 1 0 )  ♦ ( (X (2) ♦ X (3)  *PAR ( 
1 3 3 ) ) * * 2 *  X ( 1 ) *  (X ( 2 ) - P A h  (3 3 ) * » 2 ) ) *  ( X ( 3 ) * * 2 + PAP( 3 3 ) * * 2 - 2 * X  ( 2 ) ) *PAR 
1 ( 1 5 }  ♦ ( (X (2)  *X (3)  ‘ PAR ( 33)  ) »«2*X ( 1 ) *  (X ( 2 ) - P AP  (3 3) * * 2 )  ) * (  (X (2)  + X( 3)  
f * P A F  (33)  ) **2 )  *PA« (1b)
A UX1=A UX1 * 1 0 . * * 2 0  
RETURN
15 AtJX 1= (X (3) **2*PAR ( 33) • •  2-X ( 1) -  2*X (2)  ) *PAR ( I T)  » ( ( X ( 2 )  * X( 3 )  * r A P ( 3 3 )  
* ) * * 2 » X ( 1 )  •  ( X( 2)  -  PAR ( 3  3] * * 2 ) )  *PAE(  » 9) ♦ (X ( 3) • *2 *PAF (3 3) * * 2 - 2 * X  (2 )
*) *PAU ( 19)  M  (X (2)  * X (1 )  *PAIi ( 33)  ) * * 2 )  * PAH ( 2 0 )  * (X (3)  **2*PAR (33)  * * 2  
J - X (1)  - 2 *X (2)  ) * (X (3) * * 2 * PAR ( 33)  * * 2 - 2 *  X (2)  ) •  PAR ( 2 1 )  ♦ (X (3)  **2* 
* P A B ( 3 3 ) * *
I 2 - X  (1)  - 2 * X ( 2 ) ) * ( (X (2)  ♦ X (3) * PAR ( 33)  ) **2)  *PAR ( 2 2 )  ♦ ( (X (2)  *X (3)  *PAP ( 
*33)  ) ♦ * 2 ♦ X (1)  * (X (2)  -  T,AR(3 3 ) * * 2 )  ) *  (X ( 3 ) * * 2 « P A P (  13) ** 2 - 2*X 12) )  *PAR 
5 ( 2 3 )  * ( (X (2)  *X (3)  * r AP ( 3 3 ) )  **2*X ( 1 ) *  ( X ( 2 ) - ? A R  ( 33)  * * 2 )  ) ♦(  (X(2J  ♦ X(3)  
J*PAB (33)  ) * *2 )  ♦ PA R (29)




DOUBLE PRECI SI ON FUNCTION AUX2(X,  K, PAP)
I MPLI CI T  REAL*8 ( A- H, O- Z  )
DIBENSION PAH ( 33)  . X ( 3)
GU TO ( 5 , 1 0 , 1 b )  ,  K
5 AUX2= (X (3)  * *2 +PAR (3 3) * * 2 - X  ( 1 ) - 2 * X ( 2 ) )  * PAP (1)  ♦ ( (X (2)  ♦ X (3)  *PAB ( 31)
J )  **2*X (1)  * (X (2)  - PAF (33)  **2)  ) ‘ PAR (2)  ♦ (X (3)  * * 2 * PAR ( 33 )  * * 2 - 2 *X (2)
J ) * P AR  (3)  ♦ ( (X (2)  *X (3) *PAB (33)  ) **2) *PAH (<t) ♦ (X (3)  **2  + PAR (3 3)  **2 
f - X  ( 1 ) - 2 * X  (2)  ) * (X (3) **2+ PAG (3 3)  * * 2 - 2 * 1  (2)  ) *PAP (5)  ♦ (X (3) ** 2 *
IPAE ( 3 3 ) * *
J 2 - X ( 1 ) - 2 * X ( 2 ) ) * ( ( X ( 2 ) * X ( 3 )  * P A R ( 3 3 ) ) * * 2 ) * P A R ( 6 ) * ( ( X ( 2 ) * X ( 3 ) * P A R (  
J 33 )  ) * * 2 * X ( 1 ) *  (X ( 2 ) -PAP ( 33)  * * 2 ) )  • ( X (3) » * 2 » P A n (33)  * * 2 - 2 * X ( 2 ) ) *PAR 
$ ( 7 )  ♦ ( (X (2)  *X (3)  *PAR (33)  ) **2*X ( 1 ) *  (X ( 2 ) - PAR ( 33)  * * 2 )  ) * ( (X (2) *X ( 3) 
l »  PAP ( 33)  ) • ♦ 2 )  *F AR (B)
A UX2=A UX2*1 0 . * * 2 0  
RETURN
10 A UX2= (X (3)  ** 2 *  PAR ( 3 3) * * 2 - X ( 1) - 2* X ( 2 ) )  *PAB (9)  ♦ ( (X (2) *X (3)  *PAR (33 )
J )  **2*X (1)  •  (X (2)  -PAR (33)  * * 2 )  ) *PAR ( 1 0 )  ♦ (X (3)  **2*PAP (33)  * * 2 - 2 * X  (2)
J) • ?  Afl ( 11)  ♦ (  (X (2)  +X (3)  *P AR (33)  ) * * 2 ) * P » R  {12)  ♦ (X (3)  **2* PAR ( 33) **2  
J - X  (1)  - 2* X (2)  ) * (X (3)  * *2* PAR ( 3 3) * * 2 - 2 * X( 2 ) ) *FAR (13)  ♦ (X (3)  **2*
SPAR ( 3 3 ) • *
S2- X (1) - 2  *X (2)  ) * ( (X (2)  «X (3) * PAR (3 3) ) ** 2 )  ‘ PAR ( 10)  ♦ ( (X (2) *X (3) *P A It ( 
13  3) ) **2*X (1)  * (X (?)  - PAP{  33) **2)  ) * (X (3)  » •  2 * PAR ( 33) * * 2 - 2 * X  ( 2) )  *PAP 
t  ( 15)  ♦ ( (X (2)  *X( 3)  *PAR (3 3) ) **?*X (1) * ( X (2) -PAR (33)  **2)  ) * ( (X (2)  *X (1)
$ • ? A R ( 33)  ) * • 2 ) ♦ PA R ( 16)
AUX 2 = AUX 2 * 1 0 . * * 2 0  
HEl  DSN
15 A UX2 = (X (3)  *» 2*PAP ( 33)  * * 2 - X (1)  - 2 *X (2)  ) *PAR ( 25)  ♦ ( (X (2)  *X (3) *?AR (33)
I)  **2*X (1) * (X (2)  -  PA* 133) **2)  ) *PAR (2f  ) ♦ (X (3) **2 *  PAR ( 33)  * * 2 - 2 * X  (2)
J )  * PAR (27)  * ( (X (2) *X ( 3) »i'Ai< ( 3 3; ) **2)  * PAi- ( 2 8 )  MX  (3) **2* PAR (3 3)  * ‘ 2 
f - A  (1)  - 2 *  X (2)  ) * IX (3) * *2* F A P ( 3 3) * * 2 - 2 * 1  (2)  ) *PAH ( 29)  ♦ (X (3)  **2 +
SPAR (3 3) * *
S2-X (1)  - 2 * X (2)  > * ( (X (2)  *X (3)  * r  .AR (33)  ) ** 2) *?AR (3 0) ♦ ( (X (2) ♦ X ( 3) *PAR{ 
S3 3) ) **2*X (1)  * (X (2)  - PAF ( 3 3) **2)  ) *(X (3)  **2*PA R ( 3 3 )  * * 2 - 2 * X  (2) ) *PAP 
I  ( 31 )  ♦ ( (X (2)  *X (3)  *PAR ( 3 3 ) )  * * 2 » X ( 1 )  * ( X( 2)  -PAR (3 3) * *2 )  ) ♦ ( (X (2)  *X (3)
I • PAK ( 3 3 ) ) * * 2 )  *PAR ( 32)




DOT] El  t  PH ECI5 ION FUNCTION AUX 3 ( X ,  F. ,  P AR )
I MP L I C I T  REAL*B (A-U , 0 - 2 )
DIMENSION PAH ( 33)  , X (3)
GO TO {5,  10 ,  1 5 ) , K
5 AUX3= (X (3) **2+PAR ( 33)  * * 2 - X ( 1) - 2 * X (2)  ) *PAR (1)  ♦ ( (X (2) +X 13) »PAR (33 )
S) * *2 *X{ 1)  M X  ( 2 ) -PAH ( 3 3 ) * * 2 ) ) * P A R ( 2 ) * ( X  (3)  ** 2*PAB (3 3) » * 2 - 2 * X ( 2 )
S) *P AR (3)  ♦ ((X (2)  *% (3) +PAP (33)  ) * * 2 ) * PAR (U) * (X (3) ♦ *2 ' *PAR(33)  * *2  
1 - 1 ( 1 )  - 2 *X ( 2 ) )  * (X (3)  »*2*PAR { 33) » * 2 - 2 » X  ( 2)  ) »PAB (5) ♦ (X (3)
SPAR ( 33)  * •
S 2 - X  (1)  - 2 * X  (2)  ) * ( (X (2)  +X ( 3 ) *  PAR ( 3 3 ) )  * * 2 )  *PAR (6)  ♦ ( (I  (2) +X (3)  *PAR ( 
$ 3 3 ) ) * * 2 * X ( 1 ) * ( X ( 2 ) - P A P ( 3  3 ) * * 2 ) ) » ( X ( 3 ) * * 2 * P A R ( 3  3 ) * * 2 - 2 * X ( 2 ) ) * P A B  5 (7) ♦ ( (X (2) * 1 ( 3 )  *PAR (33)  ) • • 2 * X ( 1 )  * ( X ( 2 )  -PAH (33)  **2)  ) •  ( (X (2)  *X (3) 
W A R  ( 3 3 ) ) * • 2 ) ♦ PAR (B)
*0X3= AUI 3 * 1 0 . * * 2 0  
RETURN
10 AUX 3= (X (3)  * * 2 * PAR (3 3) * * 2 - X (1 ) - 2 * X  12) ) *PAF ( 17)  ♦ ( (X {2) ♦ I  (3) *PAR( 33)
J ) * * 2  + X ( 1 ) * ( X ( 2 ) - r A P ( 3 3 ) » * 2 ) ) * P A P ( i a ) * ( X ( 3 ) » * 2  + PAR( 3  3) * * 2 - 2 * X  (2)
S) *PAR ( 19)  ♦ ( (X (2)  n  ( 3) *PAF ( 33) ) »*2> *rAR (2 0) ♦ (X (3)  * * 2 + PAR (33)  **2 
£ - X  (1) -  2 * X( 2 )  ) * (X<3) * * 2 *  F A R( 3 3 1 * * 2  - 2 *X (2)  ) *PAR (2 1) ♦ (X <3) **2 ♦ 
t p  A P. (33)  • •
12 -  X (1) -  2»X (2)  ) * ( (X ( 2)  *X (3) ‘ TAP ( 33)  ) ** 2) • PA R ( 2 2 )  ♦ ( ( X ( 2 )  * X(3) *PA R (
J 3 3) ) ** 2+X (1)  * (X (2)  - P AR(  33) • »2) ) *(X (3) ♦ •  2«PA H (3 3) « * 2 - 2 »  X (2 ) )  * PAR 
S (2 3) ♦ ( (X{2)  *X  (3)  *PAR ( 3 3 ) )  **2 ♦ X U )  *(X (2) -PAR ( 33)  »*2 )  ) *  ( (X (2)  *X (3)  
W A S  ( 33)  ) ** 2 )  + PAR (2d )
AUX3=A’J X 3 * 1 0 . » * 2 0
RETURN
15 AUX 3= (X 13) * * 2 « PAr  (3 3) * * 2 - X (1 > - 2* X (2)  ) ♦PAR ( 25)  ♦ ( (X (2)+X (3) *PAP ( 33) 
f ) «* 2*X  ( 1) * (X (2)  -  PAS ( 33)  »<2)  ) »i'AR ( 26)  ♦ (X (3)  **2* PAS ( 33 )  * * 2 - 2 * X  (2)
J )* PAP ( 27)  + ( (X (2) ♦ X (3)  *PAR( 33)  ) **2)  *PAI (25)  * (X (3)  * • 2  + PA R ( 3 3 ) * * 2  
J -  X ( 1) -  2*X (2) ) ♦ (X 13) **2* PAF ( 33)  * * Z - 2 » X  (2)  ) *PAR ( 29)  ♦ (X (3)  **2+
1PAS (33)  **
S 2 - X ( 1 )  - 2* X (2)  > * ( (X (2)  *X (3) *PAP ( 33)  ) **2)  »?AR ( 10)  ♦ ({X (2) ♦ X ( 3 ) * PAR ( 
$33)  ) * *2 ♦ X (1)  * (X (2)  -  PAR ( 3 3 )  **2 )  ) * (X (3) **2*PAR ( 33)  ** 2 - 2*X (2) ) »PAR 
J ( 3 t )  ♦ ( IX (2)  * i  (3)  *PAR ( 3 3 ) )  **2 tX ( 1 ) »  (X ( 2 ) - PAR (3 3) » * 2 ) )  * (  (X (2)  ♦ X ( 3)
S * P AR (3 3) ) * * 2) ♦ PAR{32)




DOUELE PRECISION FUNCTION A0X4(X,K,PAR)
IMPLICIT SEAL*0 (A-H,C-Z)
DIMENSION PAR (33) , 1  (3)
5 AIJX4= (X (3J **2*PAR (33) **2-X(1)-2*X (2))*PAR (9)* {(X (2)* X(3) *PAR(33)
$) **2*X (1) • (X (2) -PAP ( 3 3) **2) ) *P AR (1 0) ♦ ( X {3) * * 2+ PA R (33) ♦*2-2* X (2)
J )  *?AP (1 1) ♦ ( ( I  (2)*X (3) *PA) (33) ) **2) *PAP(12) ♦ (X (3) *»2*PAB (3 3) **2 
*-X (1) -2*X (2) ) • (X (3) •*2 + PAP. (33)**2-2*X (2) )*PAR 113)* (X (3) **2*
S p a r (33)**
$2-A(1)-2*X(2) ) ♦( (X(2) »X (3) *PAB(33) ) *«2) *PAR (14) ♦ ((X (2) *X (3) *PAR ( 
$33) ) **2 +1 (1)• (X (2)-PAP (33)**2))* (X(3)** 2*PAR(33)**2-2*X(2)) *PAB 
$ ( 15)  ♦ ( (X (2) *X (3) *PAR(3 3) ) **2*X (1) • (X(2)-PAR (3 3) **2) ) *{ (X(2) *1(3) 
$* PAR (33))**2)♦PAR (16)
AUX4=A D X4 * 10.**20 
H pj [J R H
10 AUX4 = (X (3) **2* PAR (33) **2-X(1) -2*X(2) ) *PAR{17) ♦ ( (X (2) *X (3) • PAE (3 3 )
$) *»2*X (1) • (X (2)-PAR (33) **2) )*PAR (10) ♦ (X (3) * * 2 *P AR ( 33) * * 2-2*X ( 2)
$) *PAR (19) ♦ ( (X (2) *X (3) *PAR (33) )**2)*PAR (2 0) ♦ (X (3) **2* PAR (33) **2 
S-X (1) -2*X (2) ) * (X (3) **2*PAR (33) *»2-2*X (2) ) *PAH (21)* (X (3) **2*
$PAR (33)*•
f  2-X (1) - 2  *X (2)  ) * ( (X (2)  *1 (3)  *PAR ( 33)  ) •  *2 )  * ?  AH ( 22)  * ( (X (2) *X (3)  *PAR ( 
$ 3  3) ) **2*X (1)  * (X (2)  -PAF ( 3 3) «*2 )  ) * (X (3)  ** 2* PAR (3  3) * * 2 - 2 *  X (2) ) *PAR 
t  (2 3) ♦ ( ( X( 2)  + X t 3) * r A R ( 3 3 ) )  ** 2* X(  1) *{ X( 2 )  -PAR (3 3) ** 2 )  ) *  ( (X (2)  *X (3)
$ *P A R ( 3 3 )  ) * * 2 )  ♦ PAR ( 2 4 )
A!IX4=A' J X4*10. **20
RETORN
15 A 0X4= ( X(3)  **2* PAR (3 3) * * 2 - 1  ( 1 ) - 2 * X  (2)  ) * n AR ( 25)  ♦ ((X (2)  *X ( 3 ) * ? A P  ( 33)
I) **2*X (1)  * (X (2)  -PAR ( 33 )  * * 2 )  ) *PAR ( 2o)  ♦ (X (3)  *«2*PAR ( 33)  * * 2 - 2 * X  ( 2) 
i )  *PAR 127) + ( (X 12) *X ( 3) *PAR (33)  ) »*,2) *PAR (20)  ♦ (X (3)  **2+ PAR (33)  **2 
$ - 1  ( 1) - 2 *  X(2)  ) •  ( X(3)  **2* FAR( 33) * * 2 - 2 * X  (2)  ) *PA!( ( 29)  ♦ (X (3)  **2 +
$PA3 (33) **
42- X (1) - 2* X (2)  ) •  ( (X (2)  »X (3)  *PAR (3 3) ) ** 2) *PAR (3 0) ♦ ( (X (2) ♦ X (3) *PAR( 
*3 3) ) ♦* 2*X (1)  ♦ (X (2)  -PAR ( 3 3) ♦ *2) ) • (X ( 3) * * 2 *PA R (3 3) * * 2 - 2 *  X (2 ) ) * PA R 
* ( 3 1 )  ♦ ( (X (2) *X (3)  *PAR (33 ) )  * * 2 * X ( 1 )  * ( X ( 2 )  -PAP (3 3) * * 2 )  > * ( (X (2)  * 1 ( 3 )  













I M P L I C I T  R F A L * F f A - H . 0 - 7 )
D I M E N S I O N  X t < 4 ) , W A ( 2 1 ) , Y ( 3 ) , P A F ( 3 5 ) , t l B ( 1 4 ) , A ( 4 . 4 ) , E < 4 ) , t f K A h E A ( 2 a )  
P O I N T E R  = 3 5
C OI f l ON I ,  Y ,  A ,  B 
E X T E R N A L  AU X 1 , AUX 2
1 = 0 
J = 0  
K = 0 
L=0
1) =-  1.  90U5 
X {2 = 8 .  5D- 11 
X 3) = - 9 .  D-b 
X = 3 . 12D-  1 1 
WP i  T E ( 6 ,  2 22 2 )  X
FORMAT ( • X (1) = ' , D l b . b ,  • X U )  = ' , P l b . 6 ,  • X (3)  = * D I t .  b ,  '
/ x  i «)  = * ; d i 6 . 4 )
1(11 = 1.11-5 
x l 2 )  = 1 . 2 d D - 3  
X ( 3 ) = 9 *  2 5 D - 5
EF0 = 4 3 2 0 7 7  
EP 1 =1* 3 1 3B7 
EF2 = U 3 2 0 6 6  
RF3 = 4 320  37 
EP4 = w 3 1 147
WFITS ( 6 , 1 9 9  9 ) F F 0 . F F 1 , E F 2 , 2 P 3 , E P 4FORMAT ( 1EF0= • ,f 1b .b,'K?1=’ ,D 1b .6,1EF? = ’ ,D1b.b .■EF3=', D1 fc.6 
/  ,  ' E P 4 = * , D l b . b )
E T A 0 I = [ E F 1 * * 2 - F F 0 * * 2  / F F 1 * * 2  
STA02= 1EF2* » 2 - F F 3 * * 2 / F F 2 * * 2  
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REDUCTION OF THE DIFFERENTIAL EQUATIONS FOR THE THREE-CAVITY 
OSCILLATOR MODELING TO THE NORMAL FORM
The model described in Section 2.5 involves the solution of 
nonlinear equations using the DVDQ routine. This routine accepts 
equations in the form x = F(x), so that the set of equations (2.17) 
needs to be transformed into this form. In this Appendix we give the 
details of the transformation and the final form of the equations.
An investigation of the properties of the three-cavity tunnel diode 
oscillator has begun, making use of a more detailed model suggested by 
Craig T. Van Degrift. The equations describing the model have to be 
numerically integrated by computer, but they have the advantage that the 
only assumptions made in the model are ^the form of the dependence of the 
nonlinear junction capacitance of the tunnel diode on the voltage and 
the use of equivalent circuits to describe the cavities. No assumption 
has been made on the form of the I-V characteristics of the tunnel 
diode, since the I-V curve is fed from experimental data points.
A complete circuit diagram of the model describing the system is 








Fig. A3.1 Equivalent circuit of the three-cavity oscillator 
model for computer calculations.
From Fig. A3.1 one can derive the differential equations for the 
system:
1 5  ^  • Id (V ~ 1 d (vo+v> - 3 F  4 1  cp+cJ(vo+v)](vo+v))
7 dll R djLH
2> V " ^ 0  Z T  + W l  +  L0 d t ^ V d
T dirf R T d i 2 R d l l t h
3) 0  = + M 0 1 id +  >*2 1 - ^ 7  +  + L l“dt + V l  + J
L dil R i  di3 R di2 t h
4) 0  = M 1 2  dt + **1 2 * 1  +lf32 dt + *l3 2 i 3 + L 2  dt“  + R2 1 2  +  J C2  dt
t d^2 R dd\3 f ̂ 3




Vq is the voltage at the Inflection point of the I-V curve.
V is the AC voltage amplitude across the diode.
Cp is the package capacitance of the tunnel diode.
is the junction capacitance of the T.D.
are the mutual inductances of the cavities.
M are the mutual resistances of the cavities.
i, is the current through the diode, a
Lq is the coupling loop inductance.
Rp is the parasitic suppression resistor.
The functions F(V) and G(V) are defined as
F(V) = Id (Vo + V) - Id (Vo) (A3.2)
G <V > = fv {[Cp + Cj (Vo + V)1(Vo + V)} (A3*3>
where ^
Cj (Vo + V )  f = = - T ^ °
F(V) describes the I-V curve contribution to the nonlinear behavior 
of the diode, while G(V) describes the nonlinear junction capacitance 
contribution.
In terms of charges the set (A3.1) can be transformed into
u ’d ■ W  - W v) - * 5v ( Icp +  C j < V v » (V v))
2 )  V  -  +  I o i d  +  R  Sp’d
3 )  0  -  ^
4) 0 - + M ^ i ,  +  L2q2 + R ^ 2 +  ^
2
5) 0 - Mj 3 i2  + f^ 3 q2  + L 3 q3  + R ^  +  ̂  . (A3.4)
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This form is actually not suitable for numerical integration. In 
this Appendix we transform Eqs. (A3.A) into another set which can be 
readily solved using the routine DVDQ which solves sets of nonlinear 
differential equations.
From Eqs. (A3.4) we obtain (rearrange terms to have the second 
order terms on the LHS):
1) v = (F(V) - qd)/G(V)
where
2) qd + Kioqi = l " * 1 0  ql ~ qo o d
3) ’ l  + *Ol’ d + “z i ’ z ■ - K01 ’ d -  K21 <1 •  “ l ' l
R R R
A) q2 + K12ql + K32q3 + *42q4 = '*12 ql "*32 q3 ~*42 T J  q4 
R„_2 
2
L„ q2 - u2q2
” " R 3  . R 3  . 2
5) q 3  + = - K ^  q2 ~ q3 " W3q3
R R
6 ) q 4  +  K2 4 i2  - - * 2 4  x :  q2  - 1 7  ’ 4  (A3'5)
A A
- ^ 0  ^ 1 0  . „ _ * * 0 1  * * 0 1
10 ■ L “ R * 01 “ L, “ R.o p  1 1
* * 2 1 * * 2 1  „ * * 1 2 “ 1 2— B « ——
1 ‘1  “  “2S i  = L , "  R, ; *12  L„ R2
^3 2  _ ^32 . ^ M A2 ^ M A2
32 " L 2 " R2 * A2 “ L 2 “ R2
K **23 “ 23 „  M2A ” 2423 L3 R3 ’ «*24 “  L, “  R.
“ i “ 1^ LiCi
With more readjustments we get 
1) V - (F(V) - qd )/G(V)
R 
_E 
Lo o2) qd +  K ioqi ■ r  ■ (qd +  Kioqi)
1 / • I V  * * v • \ 2
3) ql + *0 1 ^  +  ^ 2  = • Cql + K 0 1 qd + K2 1 q 2 ) " “lql
4) q2 + K 12q;L +  K32q3 + K ^ q ^  = - —  (q2 + + K32q3 + K^2^ )
2- * 2 q2
••  ̂ 2
5) q3 + K23q2 - (q3 + K ^ q ^  - lo.^
q^ + = - q—  Cq^ +  ^ 4 ^ 2 ^  (A3.6 )
4
2  1  U!Li 
where = “ JTc” » = r—  * We redefine the charges in the following
way:
\  = qd + K 1 0 ql
Q 2  * ql +  K 0 1 qd +  * 2 1 1 2
Q3 *  q2 +  KX2q l  +  K3 2 q3 +  K4 2 q4
% "  q3  +  IC2 3 q 2
q5 *  q4 +  K2 4 q 2
So that the equations simplify to the form:
1) V - (F(V) - 4 (Q*))/G(V)
where ) ara the old variables expressed in terms of the new
variables by inverting the matrix
Ql 1 *10 0 0 0 " qd
A
q2 *01 1 *21 0 0 ql
*
Q3 S 0 *12 1 *32 *42 q2
A
Qa 0 0 *23 1 0 q3
A
Q5  - . 0 0 *24 0 1 -q4-
The determinant of the matrix is
DET (1 ^23K32 - *42*24^ ’ *21*12 " * 0 1 * 1 0 ^  " *23*32 ” *24*42^
= (1 *23*32 - *42*24J (1 - KQ1K10) -
= (1 - - k J) (1 - Kj) -
where K* * *0 1 * 1 0
4 - *12*21
4 ' *23*32
4 -  *24*42 ’
The inverse matrix is then
2 2 21 - - K3 - K,
11 = DET
-  *3  -  *4>
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-Koi(l-4-̂ )9*-K1-4-̂ )q*-K2iQ̂ K2iK32q;-m2iK„q; 
ql = DET
K01K 12()r K 1 2 V (1-K l)Q3-K 3 2 < - K 42(1-K l>ti5
q2 “ DET
-K01K12K23<)l+>:i2K23Ci2-K2 3 V a -^-^-K«)V K23K2i2(1- ^ )Q5
q3 = DET
-K01K12K2 « V K12K22|g2-K2iia -4)<)3tK32K2^1-Kl>V ((1-Kl)(1-K3)-1̂ )(i5 
q4 = DET
so that the equations can be written in the form
1) V - (FCV)-CAliq*+A12Q*+A13Q3+A14Q*+A15Q*))/G(V)
"* V wo •*
2 > \ -  b  -  f  Qio o
3) ^2 = ■ ^2" u 1 (A21Q1+A22Q2+A23Q3+A24C!4+A25Q5)
4) Q3 - - ~  Q3- u 2 (A31Q1+A32Q2+A33Q3+A34Q4+A35Q5 )
5) ^A “ " Q j  a)3 CA41Ql+A42Q2+A43Q3+A44Q4+A45Q5 >
6 ) Q * - - ^ Q *  (A3.9)
where the coefficients are the ones previously calculated.
Although at the moment no result has been obtained from these 
calculations, we believe they constitute a necessary tool which in the 
future should be applied to test the properties of the three-cavity 
oscillator and to check the validity of the analytical approximations 
against the more sophisticated numerical calculations.
APPENDIX 4
FREQUENCY JUMPS MEASUREMENT PROCEDURE
To perform the calculations described in Section 2.4 and in 
Appendix 2, measurements of the jump frequencies were carried out 
following the procedure described in this Appendix.
The cavities were first checked for the correct tuning at room 
temperature using RF transmission measurements as described in 
Appendix 5.
A retuning was necessary after the cavities had been cooled since 
the resonance frequencies had shifted. First the second cavity was 
tuned to the third cavity frequency by observing the split resonance 
lines until they had a symmetric structure (see Fig. A4.1), Then the 
tunnel diode was turned on and the typical mixing pattern of the tunnel 
diode signal with the RF transmitted signal was observed on the scope. 
The center of the mixing pattern locates ui, the oscillator frequency.
First, the frequency of synchronism was determined in three 
different ways: a) the position of the minimum of the curve in
Fig. A4.1 between the two peaks was measured with the oscillator cavity 
detuned; b) the position of the two peaks was measured and the 
synchronism point determined as the average of the two; c) the mixing 
pattern was expanded to observe the position at which It has a symmetric 
structure (Fig. A4.2) - this is taken as the synchronism point. The 
above measurements usually agreed within 1 ppm.
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Fig. A4.1 Typical response (amplitude versus frequency) of the three- 
cavity oscillator. The double peak is due to the coupling 
of the second and third cavity tuned and coupled together. 






Fig. A4.2 Structure of the mixing pattern for a) w>0)^; 
b) (ju=uĵ  ; c)
129
The mixing pattern can be followed as the oscillator cavity is 
detuned, jumping across the peaks of the two other cavities, and 
observing the pre- and post-jump frequencies in both directions and 
across both peaks. These measurements can be done also by using a 
spectrum analyzer and observing the jump of the oscillator line on the 
analyzer scope. In all these measurements the position of the 
oscillator line could be determined within perhaps 100 Hz (see Fig. 
A4.3), but the largest uncertainty was in the inaccurate and slightly 
hysteretic mechanical tuning of the oscillator cavity. It is likely 
that this error was of the order of a few kHz.
a
Fig. A4.3 Oscillator line width observed as mixing of
the transmitted radiation with the tunnel diode 
oscillator output. Scale: Hor ■ 1 kHz/div;
Vert = 2 mV/div.
^:.A
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Measurements were performed with various values of the couplings 
and various stabilization observed. In these measurements the 
stabilization acts as a reluctance of the oscillator frequency to 
change when located between the two resonance peaks, even though the 
oscillator cavity resonance frequency is detuned by a large amount.
APPENDIX 5
DETERMINATION OF COUPLING COEFFICIENTS AND TUNING 
OF THE THREE-CAVITY OSCILLATOR
Introduction
The interest in determining the coupling coefficients of a 
transmission line into a cavity or between cavities lies in the 
necessity of knowing these and other derived quantities in order to 
operate in the high-stability mode the 3-cavity oscillator (see 
Minakova, et al., 1978 and ref. therein).
In this Appendix we briefly discuss the mathematical relationships 
existing among the physically measured quantities and we describe the 
experimental setup and procedure used in the measurements. Some 
preliminary results are also given.
Definition of C.oupling Coefficients
Consider two RLC circuits (which might represent also a matched 









Then one can define the coupling coefficient as
2 X1X2 S - K -
Z1Z2
tilwhere is the coupled part of the reactance of the i circuit and 
is the total impedance of the circuit. A similar definition is given by 
Dishal (1951) : "The coefficient of any one type of coupling C, L or M
between any two loops is the ratio of the reactance of that type common 
to the two loops in question to the geometric mean of the total 
reactance of that type connected to each loop."
In Minakova's papers (see e.g. Kurdyumov and Minakova, 1966) the 
partial coupling coefficients are first considered; defined as
K
«  *i
and then the total coupling coefficient is computed as
0 - K2 = V  .
Coupling Coefficient of a Matched Line into a Cavity
A definition of coupling coefficient specialized to the case of 
coupling of a matched generator and line into a cavity is given by 




is the self inductance of the coupling loop. Without reporting all 
the computations, we only note that the coupling coefficient is given as
„  C^M)2 1 1
9 T? 2 1 2o s l+(x1/zQ) l+(x1/z£j)
where x^ is the reactance of the line coupling element (in this case
simply u L^). 6^ determines the degree of coupling (g^ < 1, under
coupled; g^ = 1, critically coupled; g^ > 1, overcoupled) but in most
cases g^ = g which therefore is the parameter we have to determine. In
any case neglecting x^ with respect to z q at first order affects g only
in the second order.
Evaluation of the Unloaded Q
The relations connecting loaded, unloaded and external quality 
factors are the following
1 - 1 + 1
or
X_ 1_ . J3_ „






Q . i"ext 6 ’
Therefore the measurement of the coupling coefficient and of the 
loaded Q is sufficient to determine the other parameters, in particular 
the unloaded Q's which appear in the stability equations of the 
oscillator. Determination of Line-Cavity Coupling Coefficient
The experimental setup for this measurement is described in
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Fig. A5.3. In this case the use of a sweep oscillator and scope greatly 
simplifies the measurement with respect to what is described by Ginzton 
(loc. cit. p. 406 ff).
SLOTTED LINE
O U T P U T
SWEEP
SIGNAL












The procedure is the following.
1) Completely detune the cavity, if this is possible.
2) Move the probe until a voltage minimum is reached at the 
central frequency of the signal. This position locates the "detuned 
short position", for which the self reactance of the coupling system 
disappears. The voltage at this position is taken as the zero on the 
scope. If the cavity Is not tunable, the detuned (or tuned in this 
case) short position is found by moving the probe until the wings of the 
resonance curve reach a minimum.
3) Tune the cavity to the central frequency of the oscillator. 
Record the value of the voltage of the peak with respect to the zero of 
the detuned short position.
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4) Move the probe by A T/A (A* is the wavelength in the line), 
where the wings reach a maximum (now the resonance curve looks like an 
"absorption line"). This locates the detuned open position, for which 
an infinite impedance is seen. Record the value of voltage of the 
"dip".
5) If the peak voltage at the detuned short position is smaller 
than the minimum voltage at the detuned open position V ^ t then the 
cavity is undercoupled and the coupling coefficient is given by
V
This formula is still valid in the case in which the maximum V is
P
higher than the minimum V^. This case gives overcoupling. The critical 
coupling is reached when the peak of the "emission" line coincides with 
the dip of the "absorption" line.
Determination of the Unloaded Q
Once the coupling coefficient is determined one can evaluate the 
loaded from the appearance of the resonance curve. The loaded Q can 
be defined as the full width of the line at half power divided by the 
center frequency. This immediately provides the values to determine the 
unloaded Q
<J0 - <)L (1 +  6).




Qt « 1910, B = 1.9, Q * 5500 id o




Qt = 5100, B = .79, Q » 9200L O
.1 MHz/div Hor. - 1 V/div Vert.
Determination of the Coupling Coefficient Between Cavities
The theory of the coupling between resonant circuits is treated in 
a number of books (see e.g., W. T. Thomson, "Theory of Vibrations" or 
Berkeley Physics, Vol. 3) and, for this particular case, in two papers 
(Dishal, 1949; Dishal, 1951). The mechanical equivalent of the two 
coupled circuit is also called "vibration absorber", (see Fig. A5.6)
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because any driving oscillation with frequency equal to the resonant 
frequency of the first system will be transferred (depending on the
///////////
Fig. A5.6
Mechanical analog of the two coupled circuits
coupling coefficient) to the second mass when this is properly tuned; 
the oscillations of the first mass will reach a minimum (zero for 
critical coupling) under these conditions. The procedure for measuring 
the (partial) coupling coefficient between two cavities is the following 
(the experimental setup is as in Fig. A5.3, but we replace the single 
cavity with two of them):
1. Find the detuned short position.
2. Tune in the cavity coupled to the line, thus obtaining a 
maximum output at the resonant frequency. Record the peak voltage.
3. Tune the second cavity until a minimum appears at the resonant 
frequency (see Fig. A5.7). Record the dip voltage and the frequency 
difference between the two peaks.
The partial coupling coefficient is given by
where K.n is the partial coupling coefficient, f is the common resonantiUj o
frequency, Afp is the frequency difference between peaks, is the dip
voltage with both cavities tuned, QA , QB are the unloaded Q's of the
cavities.
This procedure should be repeated starting from the second cavity, 
thus obtaining K ^ ;  the total coupling coefficient would be the 
geometric mean of the partial ones. Note that a previous measurement of
the unloaded Q of each cavity is necessary.
Fig. A5.7
Response curve for one cavity and two cavities coupled together 
(.1 MHz/div Hor; 30 mV/div Vert) K  * 2.2 x 10-4
Tuning of the Three-Cavity Oscillator
The above procedure not only allows the determination of coupling 
coefficients between cavities, but also constitutes a useful tool for 
tuning the three-cavity oscillator. Consider, for instance, the
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reflected signal from the first cavity: we tune the first cavity until
the proper frequency is reached; then we tune in the second cavity, 
obtaining a signal similar to the one in Fig. A5.7. When a minimum 
corresponds to the previous maximum we know that maximum coupling is 
reached, which happens for equal resonant frequencies. Then we tune in 
the third cavity obtaining a signal as in Fig. A5.8.
Fig. A5.8
Three-cavity tuned at the same frequency 
.1 MHz/div Hor - 50 mV/div Vert.
Now a relative maximum appears at the resonant frequency and this 
assures us that the third cavity is tuned to the same frequency of the 
other two. The symmetry of the pattern indicates good alignment of all 
the three cavities. This procedure can be extended to more cavities and 
in microwave electronics is used to align microwave filters.
In our case the third cavity cannot be tuned (except for a small 
amount due to coupling with the second one) and therefore the alignment 
is performed by detuning the first cavity, and making reflection 
measurements with the second and third cavity together, and by finally
140
switching to the signal from the first cavity, and aligning the first 
until the symmetric pattern of Fig. A5.8 appears.
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APPENDIX 6
TUNNEL DIODE MOUNTING, FILTERS AND BIAS BOXES
The ideas and work presented in this Appendix are derived from 
suggestions of Van Degrift of the National Bureau of Standards. We 
collect them here for reference.
A standard mounting for tunnel diodes is shown in Fig. A6.1. A 
microwave SMA connector is used for such a mounting. A 1000 pF 
microwave capacitor is soldered across the inner and outer conductor 
the connector. A blob of solder is left on the center conductor and 
then filed down to a flat surface. At this point the connector is 
checked for D.C. short circuits, while the capacitor is
Fig. A6.1 Typical tunnel diode mounting.
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checked for possible failures. This is done by looking at the typical 
response curve (impedance versus distance down the R.F. line) on a Time 






Distance from the source
Fig. A6.2 Time Domain Reflectometer plot of a parallel 
capacitor: It shows a R.F. short but a D.C.
open circuit.
At this point the tunnel diode is either soldered with a 
low-melting point solder or glued with silver epoxy. Since tunnel 
diodes are very sensitive to temperature changes and can be easily 
destroyed by applying heat, the gluing process is definitely safer, 
although it requires a 24-hour curing time. The solder mounting has the 
advantages of being mechanically more stable and of being permanent.
After the tunnel diode has been mounted, it is advisable to check 
for shorts across the diode or possible failures of it by connecting it
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to one of the bias boxes described below and with a biasing resistor in 
parallel (Always connect the tunnel diode last, after the resistor has 
been set in place to prevent all the current from the battery to go 
through the diode and destroy it). When the diode is shorted with a 
shorting cap, the voltage across the resistor should drop by about 10 
mV. If this does not happen it means that the tunnel diode is shorted 
across the gap or that it is no longer functioning. A final check on 
whether the diode is functioning is done by reversing the voltage 
polarity across it with the forward-reverse switch. For constant 
current the voltage will be highly asymmetric in the two biasing 
directions, which indicates that the diode is still a nonlinear element 
(when the diode is shot it works either as a resistance or as an open 
circuit).
The bias boxes described below have been used in the measurements.
Bias Box i l l
The circuit shown in Fig. A6.3 does not allow a direct reading of 
the voltage across the diode, but this has to be derived from two 
simultaneous readings of the voltages and and then reduced to
by calculations according to the formulae
V X D  ■  V o  '  V l ( 1  +  -  V 2
T B  Ik V T D
xD ^ ^  ” R3
where R^ is the line resistance and is the biasing resistor.
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Fig. A6.3 Bias Box if 1.
This bias box has to be used in conjunction with a filter box, to 
prevent radiation from reaching the box itself and to prevent D.C. 
current from reaching the spectrum analyzer. The filter is homemade and 
consists of a three-stage shielded RC filter with microwave capacitors 
and metal film resistors (see Fig. A6.4).
s h i e l d i n g
t o  T O .
T O  B I A S  B O X
S I G N A L
Fig. A6.4 Filter box.
Bias Box if2
The design of this box, by Craig Van Degrift, enables one to read 
directly on a digital voltmeter the values of voltage (in millivolts) 
and of current (in microamps: voltage drop across the IK resistor
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without perturbing the diode). It also enables one to reverse the bias 
to test for the diode's condition and to circumvent the problem of an 
incorrect mounting of the diode.











This latest version is the one used in the measurements
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APPENDIX 7 
TUNNEL DIODE I-V CURVE PROGRAMS
In this Appendix we report the computer program developed by John 
Bourg for the PDP-11 which enables us to automatically measure the 
tunnel diode's I-V curve.
To accomplish this a resistor box has been built with the following 
grounding Scheme.
D/ A  C O N V E R T E R
Fig. A7.1
The program allows the reading of two different voltages Vq and 
and takes their average over 200 readings and then refers back to the 
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Lead plating provides an inexpensive means of using the properties 
of superconductors. This makes lead an ideal material for testing new 
pieces of apparatus and new experiments without investing a large amount 
of funds on expensive materials. Although the above statement might not 
be true over a short period of time, in the long run, it is certainly 
very convenient to spend some time in setting up and refining the 
procedure for plating and to be able to use the flexibility of this 
approach.
The lead plating method described here makes use of copper (or of 
some copper alloys) as a substrate. This is the method developed by 
John Dick and collaborators at Cal Tech (see Dick, et al., 1977) (A8.1). 
Here the method is described in somewhat more detail than in the above 
mentioned paper and the attention will be focused on the parameters and 
procedures that are critical to the good outcome of the process.
Preparation of the Part
The parts to be lead plated should be made out of oxygen-free 
high-conductivity (OFHC) copper or other copper alloys like Beryllium- 
Copper or brass. The first one provides better thermal conductivity at 
low temperatures and has to be preferred in those applications in which 
thermal stability is important. On the other hand Beryllium-Copper (2% 
Beryllium) is a much harder material than copper, it is easier to 
machine, and it is possible to obtain a much better surface with an
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almost optical-like finish; also, it does not exhibit a crystallite 
structure that sometimes copper shows and which makes getting a good 
lead surface very difficult.
After machining, the parts should be lapped flat on a flat surface 
covered with sandpaper. The use of a lapping wheel is recommended due 
to the large amount of time required for this operation. Parts that 
cannot be lapped flat (like lateral surfaces of cylinders or of hollow 
cans) should be placed by suitable means into the la'the (do not apply 
pressure directly on them) and lapped by hand while turning. Sandpaper 
with decreasing grit size should be used: 220, 400, 600, and so on.
Much smaller grit sizes do not improve the surface of copper but improve 
the Beryllium-Copper ones since it is much harder. A final finish can 
be obtained by using a diamond-ammonia-based paste (A8.2) and by 
vigorously polishing with optical-quality paper wipes.
The part should then be cleaned with acetone, making sure that no 
dirt or polishing paste is trapped in screwholes or other interstices: 
this is of the utmost importance for the success of the plating process.
The pieces should then be placed in the vapor degreaser for about 
half an hour to completely remove residual dirt.
At this point the part is ready to undergo the electro-chemical and 
chemical treatment. One important thing to bear in mind is that 
provisions should be made to cover the screwholes before the plating 
procedure starts. One solution would be to use Teflon gaskets to cover 
the most sensitive side of the screwholes as described in Fig. A8.1.
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T E F L O N
G A S K E T S
C O P P E R
P A R T
Fig. A8.1
Baths: Their Composition and Preparation
The sequence of baths is the following:
1. Electropolishing bath








Polyethylene pails of 1.5-gal. capacity or Nalgene tanks of 5- and 
10-gal. capacity have been used (A8.3), and essentially no other 
material is suitable for the process. The tanks have to be thoroughly 
cleaned and rinsed with deionized water before and after each use. They 
should always be kept covered.
The composition and preparation procedure of the baths is given 
below.
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Electropolishing: A  10-gal. tank is used for this step. The
composition for the 10-gal. case is 7 gal. of 85% orthophosphoric acid 
(A8.4) and 2.1 gal. of the electropolishing concentrate "Electro-Glo 
200" (A8.5). A lead foil cathode is used, although copper would 
probably be better. The lead electrode should be cleaned with acetone, 
rinsed with deionized water, and chemically polished with the polishing 
solution (see below) before being used (A8.6).
Electroplating: This is the most delicate (and expensive) bath and
extreme care should be taken in order to avoid contamination from other 
baths, dust, and iron parts or flakes. The only things allowed in the 
bath are deionized water and the completely clean part. The composition 
of the bath, for the 10-gal. tank, is the following: 4.6 gal. of lead
fluoborate concentrate (A8.7), 5.2 gal. of deionized water (A8.8), 800 
ml of additive (A8.9) which prevents treeing and formation of whiskers. 
The anode is made out of the same lead foil as specified above. This
should contain no magnetic material at all. Perhaps better results
might be obtained with the more expensive high-purity lead, but this 
should be tried when all other conditions and procedures are fully under 
control.
Chelate: This bath stops the dissolving action of the lead
fluoborate and protects the lead surface. The composition for a 5-gal. 
tank consists of about 19 liters of deionized water and 1.25 liters of
saturated solution of disodium EDTA (ethylene diamine tetracetic acid)
(A8.10). The saturated solution is prepared by agitating 99 ±1 grams of
disodium EDTA per liter of water at n.21°C for two days.
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Ammonia bath: This rinsing bath consists of ammonium hydroxide
reagent grade (A8.ll) in the amount of 1.5 liters and ^19 liters of 
deionized water for the 5-gal. tank.
Acetone bath: The acetone used is of reagent grade (A8.12). Due
to the higher cost and to the fact that a dirty acetone bath would 
spread more contaminants than it would remove, it is preferable to use 
the 1.5-gal. pail as a container and to replace the acetone very often. 
If the acetone is not used, the container has to be airtight to prevent 
water from condensing in the bath, and care should be taken to prevent 
anything from falling into this bath (especially plastics or grease).
Polishing bath: In this bath, the plated lead is partially removed
in a way that smooths the surface. The components of this bath have to 
be carefully balanced and perhaps small (less than 10%) variations in 
the ingredients can be made to adjust for other factors (water 
temperature, aging of the components, etc.). This is the most important 
bath, besides the plating one, and several of them should be tried 
before using it on the final piece. Also, it should be changed very 
often due to the aging of the components and the lead saturation. The 
composition to fill a 1.5-gal. pail is: 75 cc acid mixture, 112 cc
saturated disodium EDTA solution, and 94 cc of 30% hydrogen peroxide. 
Dilute to 6 liters with deionized water. The components should be 
diluted one by one with water before mixing. A strong reaction might 
occur if this rule is not followed. The acid mixture can be prepared in 
advance and stored for an unlimited time. Its composition, for 6 
liters, is: 1000 cc glacial acetic acid, 2000 cc nitric acid (70% 
concentration), and 3000 cc deionized water. The hydrogen peroxide
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should be kept refrigerated when not being used because it is the most 
perishable component of the bath.
Baths 7, 8, and 9 are the same as 3, A, and 5; but perhaps better
results might be achieved by not using the same baths as have been used
so far, for practical and economic reasons.
Procedure
Once the piece has been thoroughly cleaned, it can be hung by a 
copper wire or copper holder and electropolished. The polishing voltage 
is maintained at 10 V. A high-current power supply is needed, since at
this voltage typical currents are AO A for a 5-inch diameter plate and
more than 90 A for the external cans of the three-cavity oscillator. To 
electropolish the cans, an electrode coaxial to the cylinder is needed. 
Otherwise only the external surface, of no importance for the plating, 
will be polished. The polishing time is around 20 sec, but it is better 
to visually inspect the process: small bubbles will form on the
polished surface and will slowly ('VlO sec) spread all over the piece.
If this falls to happen, at least on the surface of interest, the 
process should be repeated. The color of the piece should be almost
yellow and very bright as it comes out of the bath; darker orange spots
are an indication that the electropolishing has not been effective. The 
only problem with this part of the process is that it can expose 
underlying crystallites of the copper, especially on parts that have
been repeatedly plated and stripped of lead. These surface crystallites
prevent a uniform plating and therefore the achievement of the 
almost-optical finish on the lead surface.
1 j 7
Once the part has been electropolished, it should be washed with 
running deionized water, using extreme care in removing all the 
polishing solution from the holes of the piece, the holder, and the 
glove holding the piece; even a drop of the polishing solution in the 
lead fluoborate bath will react with it and poison the bath. When one 
is sure that only copper and water will end up in the plating bath, the 
part can be dipped into the lead fluoborate.
For plating, the power supply is adjusted so that the part
2(cathode) will receive a current density of .2 A/inch . This first, 
high-current density "flashing" assures that the part will receive a 
lead layer on which the slower plating will be built. The "flashing" is 
performed by applying current for 1 sec at a time, waiting for ^5 sec, 
and so on for about 10 times. This process prevents the excessive 
formation of whiskers, since the lead fluoborate itself tends to 
dissolve the lead, selectively attacking the "tree" structures.
Actually, this "flashing" can be applied only for 2 or 3 sec or until, 
by visual inspection, a uniform lead layer has been seen to form on the 
copper surface. The less the amount of high-current deposited lead, the 
better the final surface will be. If the lead has not completely 
covered the copper, it should be removed with some old lead polishing 
solution (always keep the old solution which can be used for stripping) 
and, after again washing the part in running deionized water, the 
"flashing" process can be repeated. If, again, the lead should not 
plate uniformly, the whole electropolishing process should be repeated.
After the "flashing", the plating current density is decreased to 
2about .010 A/inch and the part plated for three hours. Actually, 
better results are obtained by lowering the current density by a factor
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of 3-5 and proportionally increasing the plating time. Parts with holes 
should be plated longer by a factor of 2 because the following polish 
will almost instantly remove the lead from the edge of the hole, making 
it necessary to replate the part. Plating with the above parameters 
will give a lead thickness of about 10 pm. Thicker layers are perhaps 
advisable (15-20 pm) since they give more elasticity in the polishing 
process.
The polishing baths should be prepared one or- two days before use. 
As the piece comes out of the lead fluoborate bath, it is dipped into 
the chelating bath, gently agitated for 30 sec, then dipped into the 
ammonia bath for 10 sec and into the acetone for 10 sec. From this 
point on, no part of the surface should be touched. Also, nothing but 
the part should be dipped into the acetone. Although gloves should be 
worn all the time to avoid touching things and baths with hands, they 
cannot be in contact with the baths and in particular with the acetone.
At this point, timing is essential. As the part comes out of the 
acetone, it should be placed in front of a nitrogen flow (from a 
cylinder regulated at ^30 psi) so that the acetone will be totally blown 
away in a fraction of a second from the "good" surface. The part is now 
dipped into the polishing bath for a few (5-10) sec or until the surface 
clearly starts to be shiny as opposed to the dull look of freshly plated 
lead. The parts should be kept in this bath for about 10 sec holding 
them still.
After a satisfactory look is obtained, the part is dipped into the 
chelating bath to stop the action of the polishing. I recommend longer 
times than Dick, et al. (10 sec): at times, as soon as the part was
dipped into this bath, the surface developed a black film which would
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spontaneously disappear In about 30 sec. Removing the piece before the 
film disappeared caused it to be permanently fixed on the surface and it 
could not even be removed by a successive polishing application. After 
the chelating bath, the piece goes again into the ammonia bath (6 sec) 
and into the acetone (8 sec), and then it is again blown dry with 
nitrogen, care having been taken not to touch it.
The quality of the plated and polished lead surface can now be 
checked with a flashlight. Figure A8.2 illustrates the procedure. Set 
the flashlight and the eye close to a right angle to reflect the light 
into the eye. Then slowly move it out of direct reflection, checking at 
what angle one can still see the light spot on the surface (diffusion 
spot). The smaller the angle a (see Fig. A8.2), the better the surface 
is. For particularly good surfaces, the spot disappears at a ^ 2 0  deg 
or less. In any case, one should be able to see his own image reflected 
by the lead surface at a distance of about 1 ft.
If the surface is not satisfactory, the polishing process should be 
repeated until the desired reflectivity is obtained. The parts should 
be assembled in a glove box and the surfaces carrying the currents 
should never be touched in the process, especially if they carry 
high-density currents or are subject to high RF electric fields.
After the "quality check" has been made, the piece should be stored 
in a vacuum container or in a controlled atmosphere of nitrogen or 
helium to prevent oxidation.
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f l a s h l i g h t
P O L I S H E D  
L E A D  S U R F A C E
Fig. A8.2
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A8.2. Simichrome Polish; manufactured by Happich (West Germany);
imported by Competition Chemicals, Iowa Falls, IA 50126; Cost: 
^$2.00/tube.
A8.3. The large tanks have been obtained from Cole-Partner at the cost 
of $32.00 for 10 gal. and $21.00 for 5 gal.
A8.4. Cost: ^$8.00 for 5 pts.
A8.5. Manufactured by Electro-Glo Co., 621 S, Kolmar Ave., Chicago,
IL 60624; Ph. (312)638-0120. Cost: $4.25/gal.
A8.6. The lead foil is obtained from Crawford Foil Co., 3921 W. 139th 
St., Hawthorne, CA 90250; Ph. (714)956-2560. The foil used has 
military specifications - MIL QQL-201/D - and consists of 99.83% 
lead, .97% sb, .1% tin. Cost: $3.45/lb. Higher purity lead
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(99.999%) can be obtained at the lowest price from Metals Mart, 
P.O. Box 1267, Dept. T.R., Great Neck, NY 11023; Ph. 
(516)482-1624. Cost: ^$50.00/lb.
A8.7. The lead fluoborate concentrate is manufactured by Harstan 
Chemical Corp., 1247 38th St., Brooklyn, NY 11218; Ph. 
(212)435-8225, and distributed by W. A. Reynolds, P.O. Box 8561, 
Charlotte, NC 28208. Cost: ^$140.00/15-gal. drum.
A8.8. The deionized water is obtained by passing the tap water through 
two deionizing filters. These are the Sybron/Barnstead Types 
D8901 (high capacity) and D8902 (ultra pure), which provide a 
resistivity of at least a few milion fi*cm. Cost: ^$25.00 each.
A8.9. The additives Shinol LF-3 and LF-3R are manufactured by
Harstan (see Ref. A8.7). Cost: ^$20.00/gal.
A8.10, The disodium EDTA salt can be obtained from one of the main
chemical distributors such as Aldrich, Sigma, or Alfa.
Cost: ^$30.00-40.00/lb.
A8.ll. Cost: $4.42/4-lb bottle.
A8.12. Cost: ^<$10.00/gal.
A8.13. A 5-lb bottle of acetic acid costs ^<$7.00. A 7-lb bottle of 
nitric acid costs ^$8.00. The hydrogen peroxide costs 
^$8.50/pt.
APPENDIX 9
DIELECTRIC RESONATORS - DESIGN CONSIDERATIONS
As we discussed in Section 4.3, the use of dielectric resonators is 
recommended for frequency stabilization purposes. We have considered 
both silicon and sapphire as substrates, but we soon realized that it 
was not economically feasible to operate at a resonance frequency of 600 
MHz, since the typical cost of raw material for one cavity would have 
ranged in the $10,000 or more bracket.
A reasonable frequency to operate at is perhaps 8 GHz, and we have 
calculated the dimensions of silicon and sapphire cylindrical resonators 
for the modes. With the highest geometrical factors, and
Below we report these results.
The resonance frequency of the mode in a cylindrical cavity
is given by
v010 " 2.61 b/eq (A9.1)
where c is the speed of light in vacuo, b is the radius of the cylinder 
and e,[ is the relative dielectric constant of the material along the 
cylinder axis. The resonance frequency is Independent on the cylinder 
length, which is chosen, arbitrarily, to be approximately three times 
the diameter.
The dielectric constant in silicon is isotropic and equal to “
12.1, while in sapphire there are two dielectric constants, one along 
the crystallographic axis Cj| sapphire * t*ie other orthogonal to
it Ci , , * 9.39. We always considered arrangements in which thesapphire
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cylinder axis coincides with the c-axis of the crystal. For the 
mode we get the following results.
silicon diameter ■ .8257 cm length = 2 . 5  cm
sapphire diameter * .9378 cm length = 2.9 cm
The cost of high purity silicon is (A9.1) approximately $7.45/gram, so 
that a TM01q mode resonator would cost ^$23-25 in raw material. 
Sapphire is even cheaper and would cost ^$10-15 per resonator (A9.2). 
For mot*e t*ie resonance frequency is
v . «_./ _ n L  + m Iz oV011 2k V , B2 * .2
where is the cylinder length. Once again, for v ■ 8 GHz we obtain 
the following sizes.
silicon diameter = 1.4 cm length = 1.57 cm
sapphire diameter = 1.6 cm length = 1.55 cm.
The cost for silicon would be in this case ̂*$18.00 while the sapphire
would cost ̂$20.00. Since the cost of silicon and sapphire generally
scales as the weight, while the volume scales at the cube of the inverse 
frequency, it would be prohibitively costly to operate at 1 GHz or 
below.
The cost of machining the sapphire or silicon to the right shape 
would then become the major factor (A9.3) since It Involves a cost of 
^$500-600 per resonator.




A9.1. High purity single crystals of silicon can be purchased from 
Motorola, Inc., Semiconductor Group, 5005 East McDowell Rd . , 
Phoenix, AZ 85008; Ph. (602)244-4133.
A9.2. Sapphire single crystals in a variety of shapes can be purchased 
from Crystal Systems, Inc., Shetland Industrial Park, Congree 
St., Salem, MA 01970, Ph. (617)745-0088; Union Carbide Corp., 
Crystal Products Dept. (Lynde), P.O. Box 670, Bound Brook, NJ, 
Ph. (201)356-8000; TYCO, Saphikon Div., 51 Powers St., Milford, 
NH 03055, Ph. (603)673-5831; INSACO, P.O. Box 422, Quakertown, 
PA 18951, Ph. (215)536-3500.
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A9.3. Speedring Corp., 2000 Highway 157 W. , P.O. Box 1088, Cullman, AL 
35055, Ph. (205)739-1710, grinds and polishes crystals.
APPENDIX 10
DESIGN, CONSTRUCTION AND OPERATION OF A COLD-PLATE CRYOSTAT 
Introduction
In order to continuously operate our tunnel diode oscillator at 
temperatures below the superfluid helium transition point (T. = 2.17°K)
A
without an excessive consumption of helium we have built a cold-plate 
cryostat. In normal liquid helium transfer cryostats, temperatures 
below 4.2°K can be achieved by pumping on the whole helium bath, thus 
having to maintain the dewar, the vacuum container and the experiment 
simultaneously at the working temperature. A further disadvantage of 
this shceme is due to the fact that when the liquid helium has to be 
transferred again the thermodynamical equilibrium is disrupted and 
measurements cannot be carried out continuously at the working 
temperature. These problems can be circumvented by the use of a system 
(A10.1) in which a copper enclosure, thermally isolated from the vacuum 
can at 4.2°K, is continuously fed with helium through a length of 
capillary tube which allows a large thermal gradient along it. In the 
cold plate, helium is continuously pumped on down to very low pressures, 
maintaining a pressure-regulated temperature, almost independently of 
the main bath's level, which in turn can be replenished at any time 
without disrupting the thermal equilibrium.
Design of the Cold Plate
The following factors have been considered in the heat loss budget 
for the cold plate.
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1) Black body thermal radiation of the vacuum container at 4.2°K.
2) R-F. power dissipated in the cavities placed in the 
experimental space.
3) Heat leak along wires, cables and pipes coming from the room 
temperature environment.
4) Thermal conductivity of residual He^ vapor in the vacuum 
container at 4.2°K.
45) Heat carried by the He along the capillary tube.
6) Heat leak along the stainless steel support of the cold plate.
The heat budget has been computed as follows.
1) According to Stefan's Law, the power emitted by a surface area 
A, radiating a black body radiation at a temperature T is
P - o T^A.
3 2 *In our system the vacuum chamber's area is A ~ 3 x 10 cm ,
T * 4.2°K and a = 5.67 x 10 ^ erg cm ^sec ^°K Since the vacuum can
is not a black body but has a reflectivity of .4 (brass), only 60% of 
this radiation is transmitted inside the chamber. We estimate this term 
to contribute 'OpW to the heat-leak budget.
2) Under normal operating conditions, the tunnel diode oscillator
does not operate at power levels higher than a few pW, therefore an
upper limit of 50 pW is a safe one. Higher power loads are possible 
during measurements of quality factors or coupling coefficients with 
normal cavities. These loads are temporary and do not affect the long 
term operation in stability measurements.
3) An upper limit to the heat leaks from pipes and coaxial cables
is given by
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P - 4  ° AT = Y e n ™ ' 300°K = 4mWJL 150cm o„cm K
but this figure can be lowered by two orders of magnitude by thermally 
grounding the cables to the 4.2°K helium bath.
A) No good data are available on thermal conductivity of He vapor. 
For comparison argon has a thermal conductivity at 200°K of K * 1.65 x 
10 *W cm *°K \  Since for a perfect gas K(T) 'v T ^ ^  an estimate for 
this term is
K(4.2°K) % / K(300°K) &  lyW .
5) According to Delong, et al. (A10.1), half of the heat removed
4from the He by pumping is due to the heat coming from the He itself. 
This heat loss should be a few mW.
6) The thermal conductivity of stainless steel at 4.2°K is k =
2mW/cm°K. The cross sectional area of the support tubing is of the 
2order of ,1 cm (including the pumping line) and the length is ^7 cm.
Therefore,
P - K j  AT = 85 yW.
From the above heat budget we can deduce (see A10.1) that we have
-3 4to remove approximately 10 moles/sec of He vapor, with a capillary
11 -3impedance Z ^  10 cm .
oGiven that the enthalpy of copper at 4.2 K is (H-Hq) = 2 x 10 J/g 
and that the cold plate and the oscillator have a mass of approximately 
10 Kg, we needed to remove a total of 2 Joules. If this is done over a 
few minutes ('vSOO seconds) then the estimated 100 mW of power removal is 
more than enough for the system.
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Construction of the Cold Plate
The cold plate has been built out of oxygen-free, high-conductivity 
(OFHC) copper with an inner volume of about 200 cm . It is suspended on 
three stainless steel 1/4", .010" wall tubings, about 7 cm long and it 
is fastened to the vacuum can top by means of screws.
Fig. A10.1 Picture of the cold plate.
Provisions have been made to allow the cold plate to float on three 
springs in order to decrease high-frequency vibrations. The pumping 
line from the cold plate to the vacuum can top is made with bellows 
which are joined by a gland-nut Joint with indium seal (When tightening 
the gland-nut arrangement, care has to be taken not to twist and rip the
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thin bellows). A capillary tube (.010" I.D., ^ 1 m long) allows helium 
to be fed to the cold plate from the helium bath. This line is also 
joined by a gland-nut joint and any additional length of tubing can be 
inserted to change the line flow impedance. Fine adjustments in the 
impedance can be achieved by using ah inlet needle valve (NUPRO 
//B-2SA7) , equipped with a sintered brass filter (NUPRO 0B-2FT7-7) which 
also allows it to evacuate the cold plate prior to cooling. The valve 
is operated from room temperature by means o f ’a long shaft.
The Cryostat
The cryostat has been designed and built in order to allow great 
versatility.
Eight vacuum lines can be used to run coaxial cables down to the 
experimental space. They are equipped with 3/8" l.D. fittings which 
allow the removal of SMA connectors. The cables are enclosed in 
stainless steel tubing which can be removed whenever an experiment does 
not require their use. An additional line can be inserted through an 
air-lock, allowing measurements on small parts (tunnel diodes, 
thermometers, resistors, etc.) which can be changed while the cryostat 
is cold. The air-lock is built with a Vfhitey .516" orifice ball valve 
(//B63SW12T) and two Key bellows 0-ring valves (//BL50).
Fig. A10.2 Picture of the Cryostat
Operation
We have performed a number of runs with the cold plate and we have 
established that the following is the most effective procedure:
1) Pump down the cold plate at room temperature, also checking
that the capillary is not occluded, by slightly opening the inlet valve
and then reclosing it.
2) Allow some helium exchange gas in the vacuum can (^300 pmHg).
3) Transfer the into the dewar.
4) When thermal equilibrium is reached, transfer the liquid 
nitrogen out by pressurizing the dewar with helium gas.
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5) Before transferring liquid helium, slightly open the inlet 
valve to check again that the capillary tube is not plugged.
6) Transfer liquid helium and at the same time start pumping cold 
helium gas through the cold plate.
7) Evacuate the residual helium exchange gas from the vacuum can 
with a diffusion pump. This step might require several minutes.
8) Continue pumping on the cold plate. When liquid starts to be 
collected, a sudden increase in the pressure at the pump end is 
observed.
9) Adjust the flow impedance by means of the needle valve until a 
stable temperature is reached. This step is repeated until the 
temperature reaches a minimum.
With this procedure we have reached temperatures of 1.5°K in stable 
operation, but the cables to the cold plate were not properly heat sunk. 
For normal operation we plan to remove the unnecessary cables and to 
properly heat sink them to the 4.2°K bath.
REFERENCES
A10.1. L. E. DeLong, 0. G. Symko and J. C. Wheatley, Rev. Sci. Instr. 
42, No. 1, 147, 1971.
APPENDIX II 
SPECTRAL NOISE MEASUREMENTS DATA COLLECTION 
AND REDUCTION PROGRAMS
The two FORTRAN programs reported here were developed for the 
PDP-11 computer and allow the collection of sampled phase noise 
waveforms (PHASE1) and perform a Fast Fourier Transform and subsequent 
calculation of the frequency fluctuation spectral density (PHASE3).
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