Introduction
If A is an n x n matrix with entries a ij We shall use this same notation (in an obvious way) when more rows and colu~s are deleted.
If all entries of A are non-negative and for each row of A and for each column of A the sum of the entries is 1, then A is called a doubly ~ chastic matrix. The class of all such matrices is denoted by n ~ By n Birkhoff's theorem nn is a convex polyhedron with permutation matrices as vertices (cf. [4J, Theorem 3.3) . In the interior of n the simplest n matrix is the matrix for which every entry is n-1 • This matrix is denoted n by I n • Clearly per I n = n!/n • The following statement is known as the van der Waerden conjecture (cf. [4J,[6J) :
(1.3) If A E nn and A 1 I n then per A > per I n "
We shall call a matrix A E nn such that per A = min{per sIs € nn} a minimizing matrix.
Recently the conjecture (1.3) was proved by G.P. Egoritsjev (cf. [2J) . The proof is based on an inequality for permanents which follows from a result of A.D. Alexandroff on positive definite quadratic forms (cf. [lJ). The paper by Alexandroff is not eaSily accessible and it is quite difficult to read. Furthermore the result which he proves is much more general than what is needed for a proof of (1.3). It seems useful to present a direct proof of the special case. This is done in section 2. The proof resembles the proof given by Alexandroff but, following a suggestion by J.J. Seidel, we have chosen a presentation using the concept of a Lorentz space, which makes it easier to understand the inequality.
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The other main tool in Egoritsjev's proof is a theorem due to D. London (cf. [3J) . In section 3 we give the very short proof of this theorem which was given by H. Minc (cf. [5J) . The fact that it may take a while before Egoritsjev's paper is generally accessible and the arguments given above are the motivation for the publication of these notes.
Alexandroff's inequality
The following inequality for permanents can be obtained as a special claim about the consequence of equality cannot be made.
We shall prove Theorem 2.1 using the concept of a Lorentz space. In the following we consider ~ n with the standard basis.
(2.4) Definition: The space ~n is called a Lorentz space if a symmetric T inner product <~,X? = ~ Q~ has been defined such that Q has one positive eigenvalue and n -1 negative eigenvalues.
We call a vector ~ positive (resp. negative) if <~/~ is positive (resp. negative) and isotropic if <~,~> = O. By Sylvester's theorem there is no plane such that <~,~ is positive on this plane (~~ Q).
The following lemma is a consequence of this fact. where Q is given by (2.7) q-lJ' := per (a 1 ,a,." ••• ,a 2,e. ,e.)
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and apply the induction hypothesis and Lemma 2.5. Since a 2 has positive The proof of Theorem 2.1 is nothing but the observation that the theorem is a combination of Theorem 2.8 and Lemma 2.5.
Earlier results concerning van der Waerden's conjecture n
In this section we mention a number of theorems on minimizing matrices which lead to London's theorem, which is the second main tool in the proof of Section 4. Most of these results will be stated without proof since proofs are easily accessible, e.g. in [4J. (3.1) If A is an n x n matrix with non-negative entries then per A = 0 if and only if A contains an s x t zero submatrix such that s + t = n + 1. In the proof of (3.6) the fact that a hk is positive is exploited to define a set for which A is an interior point and then use Lagrange multipliers From (3.5) and (3.1) it follows that for every pair i,j there is a permutation o such that j := 0 (i) and a () > 0 for! :s; s ::;; n, s ,. 1. This implies s,cr s (using 3.6) that in (3.9) the terms on the LHS with s" i are equal to per A and the result follows. We remark that many of the ideas of this section, e.g. the important result (3.6), are due to M. Marcus and M. Newman.
Proof of the van der Waerden conjucture
This section is essentially a translation of the argument given by Egoritsjev in [2J. We first prove a theorem which is known to be sufficient to prove (1.3). (cf. Remark 3.10). that !:.n = n-1i. Since we had taken an arbitrary column of A the proof of (1.3) is now complete.
