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In what follows, we assume that
Boundary value problems for second- and fourth-
order ordinary differential operators with a spectral
parameter in the boundary conditions have been exten-
sively studied (see, e.g., [1–9]). In [3–5], such problems
were associated with particular physical processes.
The basis properties of the system of eigenfunctions
in the Sturm–Liouville problem with a spectral param-
eter in the boundary conditions were studied in various
function spaces in [7–9]. The existence of eigenvalues,
estimate for eigenvalues and eigenfunctions, and
expansion theorems for fourth-order operators with a
spectral parameter in the boundary condition were con-
sidered in [1, 6].
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 of the system of eigenfunctions of boundary
value problem (1), (2).
1. ASYMPTOTIC FORMULAS
FOR EIGENVALUES AND EIGENFUNCTIONS
OF BOUNDARY VALUE PROBLEM (1), (2)




and, along with problem (1), (2), consider boundary
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Theorem 2. It holds that
(3)
(4)
The proof of Theorem 2 is based on Theorem 1 and
formulas (45.a) and (45.b) in [11].
Theorem 3. The spectrum of boundary value prob-
lem (1), (2) consists of an infinite sequence of simple
eigenvalues λ1 < λ2 < … < λn < … such that λn > 0 for
n ≥ 3. For the eigenvalues λn and the corresponding
eigenfunctions yn(x), we have the asymptotic formulas
(5)
(6)
The existence of eigenvalues of boundary value
problem (1), (2) follows from Theorem 1 and the
lemma below.
Lemma 1. Let y(x, λ) be a nontrivial solution to
problem (1), (2a)–(2c).
Then, in each interval (µn – 1(0), µn(0)), where n ∈ 
and µ0(0) = –∞, the function  is continuous and
strictly increasing. Moreover,
The proofs of asymptotic formulas (5) and (6) are
based on Theorem 1 in [11], Theorem 2, and the follow-
ing lemma.
Lemma 2. For sufficiently large n ∈ ,
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2. BASIS PROPERTY IN Lp(0, l) (1 < p < ∞)
OF THE SYSTEM OF EIGENFUNCTIONS
OF BOUNDARY VALUE PROBLEM (1), (2)
Theorem 4. Let r be an arbitrary fixed positive
integer.
Then the system {yn(x)} (n = 1, 2, …; n ≠ r) is mini-
mal in Lp(0, l) (1 < p < ∞).
Proof sketch of Theorem 4. It is sufficient to prove
the existence of a system {un(x)} (n = 1, 2, …; n ≠ r) that
is biorthogonal adjoint to {yn(x)} (n = 1, 2, …; n ≠ r).
Let c = 0. The biorthogonal adjoint system is given
by the relation
(7)
where ||·||p denotes the norm in Lp(0, l).
Let c ≠ 0. The number N is determined by the ine-
quality µN – 1(0) < –  ≤ µN(0). When λN + 1 ≠ – , the
biorthogonal adjoint system is
(8)
When λN + 1 = – , the biorthogonal adjoint system is
given by
(9)
µn 2– 0( ) µn 1– π2--⎝ ⎠⎛ ⎞ λn µn 1– 0( ),< < <
if   c 0 Ë a
c
-- 0,≥≠
µn 2– 0( ) λn µn 1– π2--⎝ ⎠⎛ ⎞ µn 1– 0( ),< < <
if   c 0 Ë a
c
-- 0,<≠
µn 1– 0( ) λn µn π2--⎝ ⎠⎛ ⎞ µn 0( ), if c< < < 0.=
un x( ) yn x( )
yn l( )
yr l( )







un x( ) yn x( )
cλr d+( )yn l( )
cλn d+( )yr l( )














=  yn x( )
σyn l( )
c cλn d+( )T yN 1+ l( )









DOKLADY MATHEMATICS      Vol. 75      No. 1      2007
KERIMOV, ALIEV
for r = N + 1, by (8) for r ≠ N + 1 and n ≠ N + 1, and by
for r ≠ N + 1 and n = N + 1.
Theorem 4 is proved.
Taking into account (5) and (6), we find from (7)–
(9) the asymptotic formula
(10)
Below is the main result of this paper.
Theorem 5. Let r be an arbitrary fixed positive
integer.
Then the system {yn(x)} (n = 1, 2, …; n ≠ r) forms a
basis in Lp(0, l) (1 < p < ∞), and this basis is uncondi-
tional for p = 2.
Proof sketch of Theorem 5. The boundary condi-
tions (2a)–(2c), (2d') are strongly regular (see [11]).
Then, by Theorem 5.1 in [12], the system of eigenfunc-
tions { (x)  of problem (1), (2a)–(2c), (2d')
forms a basis in Lp(0, l) (1 < p < ∞) and this basis is
unconditional for p = 2.
Let c = 0. We compare the system {yn(x)} (n = 1, 2,
…; n ≠ r) with { (x) . By virtue of (4) and (6),
for sufficiently large n, it holds that
which implies the convergence of the series
(for r = 1, the first sum is absent). Consequently, {yn(x)}
(n = 1, 2, …; n ≠ r) is quadratically close to the system
{ (x) . By Theorem 4, the system {yn(x)} (n =
1, 2, …; n ≠ r) is minimal in Lp(0, l) (1 < p < ∞). Then,
by Theorem 9.9.8 in [13], the system {yn(x)} (n = 1,
2, …; n ≠ r) is an unconditional basis in L2(0, l).
The case c ≠ 0 is considered in a similar manner,
with the system {yn(x)} (n = 1, 2, …; n ≠ r) compared
with { (x) .
un x( )
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----------------------------------------------- yr x( )–
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v n
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Let (x) = (x)|| (x)  (n = 1, 2, …). Since
boundary value problem (1), (2a)–(2c), (2d") is self-
adjoint, it follows from (4) that the systems
{ (x)  = 1 and { (x)  are uniformly
bounded orthonormal bases in L2(0, l).
By using (4), (6), and (10), it is easy to see that
(11)
for n ∈  and n ≠ r. Here,
We now fix p ∈ (1, 2). Since {yn(x)} (n = 1, 2, …;
n ≠ r) is a basis in L2(0, l), this system is complete in
Lp(0, l). Using (11) and Theorem 2.3 in [14], we can
prove the estimate
for an arbitrary function f (x) in Lp(0, l), where Mp is a
positive constant. By Theorem 6 in [15], the system
{yn(x)} (n = 1, 2, …; n ≠ r) is a basis in Lp(0, l).
Let 2 < p < +∞. Following the above line of reason-
ing, we prove the basis property of {un(x)} (n = 1, 2, …;
n ≠ r) in Lq(0, l) q = , which is equivalent to the
basis property of {yn(x)} (n = 1, 2, …; n ≠ r) in Lp(0, l)
(see [15]). Theorem 5 is proved.
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