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1. 序論
株式投資において，適当な基準に基づき，資産
配分を決定する問題を，最適ポートフォリオ選択
問題という．本論文では，投資による損失が設定
した閾値を超える確率を最小化するという，POE
(Probability Of Exceedance)最小化ポートフォリ
オ選択問題に対する効率的な解法を考える．株価
収益率の分布が経験分布のように，有限個のシナ
リオで与えられる場合，この問題は 0-1混合整数
計画問題 (0-1Mixed Integer Programming) とし
て定式化されるが，変数や制約式の多い問題例に
対して，長い計算時間を要する．本論文では，最適
性の保証は無いが，より短い計算時間で尤もらし
い実行可能解を出力する，発見的解法を提案する．
具体的には，bPOE (Buered Probability Of
Exceedance)最小化を用いる．bPOEも，POEと
同じく，ある閾値を超える確率であるが，その閾値
は与えるパラメータがそれを上回る期待値である
ようなPOEになっている．一方，損失が決定変数
の線形関数で与えられる場合，対応するポートフ
ォリオ選択問題は線形計画問題 (Linear Program-
ming)として定式化される．このことを利用し，本
研究では，CUA (Constant Update Algorithm)，
BSUA (Binary Search Upadate Algrithm)を提案
する．また，数値実験を通して，0-1MIPと提案す
るCUA，BSUAの比較や，シナリオ数や資産数，
データの分布などの各種パラメータにより，結果
がどのように異なるかを分析する．
2. POE
POEは損失が閾値を超える確率である．以下で
POEを定義する [1] ．
定義 1 (POE) 損失を表す確率変数を ~Lとする
と，~Lが閾値 を超える確率を POEと呼ぶ．す
なわち
pV (~L) = P (~L > ) (1)
 ~L
f~L(l)
O
図 1: 密度 f~L(l)が与えられたときの斜線部分の面
積が POEを表す
2.1. POE最小化ポートフォリオ選択問題
ポートフォリオ選択問題とは，投資対象の株価の
収益率の分布が与えられたとき，投資の危険性を
表すリスク関数を最小化する問題である．収益率
の分布は資産数 n，シナリオ数 T のシナリオデー
タにより与えられるものとする．具体的には，資
産 jの収益率を表す確率変数Rj とすると
P f(R1; : : : ; Rn) = (rt1; : : : ; rtn)g = 1
T
のように分布が与えられたとする．ここで rtj は
シナリオ t，資産 jの収益率を表す．また，以下で
は表記の簡単化のため，まとめて
R =
264r11    r1n... ...
rT1    rTn
375
とおく．このとき，1  n資産に対する投資比率
x = (x1; x2; : : : ; xn)
>を用いて，シナリオ tのポー
トフォリオの収益率は以下のように表される．
rt(x) =
nX
j=1
rtjxj (2)
次に，POE最小化ポートフォリオ選択問題に
ついて解説する．ポートフォリオの文脈において
POE最小化とは，ポートフォリオの損失の確率変
数 ~Lが閾値 超える確率
minP (~L > ) (3)
を最小化することである [1] ．ポートフォリオの
損失を ( 1)収益率として定義すれば，POE最
小化ポートフォリオ選択問題は，0-1変数 zt; t =
1; : : : ; T と，以下の制約式を用いて表現すること
ができる．
min
x;z
1
T
1>z
s:t: Lx M  z  1
z 2 f0; 1gT
x 2 X
(4)
ここで，L =  R;1は全要素が 1のベクトル，M
はM > maxf rt(x)g   を満たす十分大きな定
数，Xはポートフォリオxに対する制約条件を表
す集合とする．
3. bPOE
V を所与の定数とする．このとき bPOEは，損
失 ~Lが V = E[ ~Lj~L > w]を満たすwに対して，w
超える確率である．以下で bPOEを定義する [1,
2] ．
定義 1. bPOE
~Lを E[j~Lj] <1であるような確率変数とする．
このとき
pV (
~L) =
8><>:
0 V  sup[~L]のとき
min
w
E[ ~L  w]+
V   w E[
~L] < V < sup[~L]のとき
1 その他
をパラメータを V とする ~Lの bPOEと呼ぶ．こ
こで，[]+ = maxf; 0g とする．
bPOEの定義より，以下の関係が成り立つ．
pV (~L)  pV (~L) (5)
3.1. bPOE最小化ポートフォリオ選択問題
bPOE最小化ポートフォリオ選択問題は，定義
1の bPOEの式を用いると以下のように定式化で
きる．
min
x;w
E[ ~L  w]+
V   w
s:t: x 2 X
(6)
ここで，x; wを変数, V をパラメータとする．損
失の分布が経験分布で与えられる場合，(6)式は
変数 zを導入すると，以下のように書き換えるこ
とができる．
min
x;z;w
1
T 1
>z
V   w
s:t: Lx  w1  z
z  0
x 2 X
(7)
Xが線形不等式・方程式系で与えられる場合，(7)
式は，線形分数計画問題 (Linear Fractional Pro-
gramming, 以下 LFP) となる．LFPは等価な LP
に変換することができるため，bPOE最小化ポー
トフォリオ選択問題は LPで定式化される．
4. bPOEを用いたPOE最小化の発見的解
法
CUA，BSUA 共通の方針は，bPOE の V =
E[LjL > w]の関係を用いて，元の問題であるPOE
最小化の閾値 をターゲットとし，V の値を変化
させ，bPOE最小化を繰り返し解き，出力のwを
ターゲットの にできるだけ近づけるものである．
4.1項では CUA，4.2項では BSUAを示す．
4.1. Constant Update Algorithm
入力 : ; 
1. (初期化)
(i) i = 1; V1 = 
2. (bPOE最小化)
(i) bPOE (Vi)の最小化
bPOE最小化を解き，出力されるポートフォ
リオの解を xiとする
(ii) xiを用いて，各シナリオの損失
lt(xi) =  rt(xi); t = 1; : : : ; T を計算．
これを大きさで昇順に並び替え，再ラベ
リングを行う．(l1(xi); : : : ; lT (xi))
3. (POEの計算)
(i) ki = minft : lt(xi) > ; t 2 f1; : : : ; Tgg,
p(xi) = 1  (ki   1)=T
4. (終了判定)
 < w(Vi) ならば終了．I = iとし，
p = minfp(x1);    ; p(xI)gを出力と
する
5. (更新)
(i) i = i+ 1
(ii) Vi = Vi 1 + 
(iii) 2へ戻る
4.2. Binary Search Update Algorithm
入力 : ; ; 
1. (初期化)
(i) i = 1; Vmin;1 = 
(ii) Vmax;1は以下の最適化問題を解き，
得られた目的関数値 f を用いて，
Vmax;1 = f    と設定する．
min
x;s
s
s:t: s 
nX
j
r1jxj
...
s 
nX
j
rTjxj
x 2 X
(ii) Vmid;1 = (Vmin;1 + Vmax;1)=2
2. (bPOE最小化)
(i) bPOE(Vmid;i)の最小化
CUAと同様
3. (POEの計算)
CUAと同様
4. (終了判定)
jw(Vmid;i)  j= <  ならば終了．
I = iとし
p = minfp(x1);    ; p(xI)g
を出力とする
5. (更新)
(i) i = i+ 1
(ii) if w(Vmid;i 1) < 
Vmin;i = Vmid;i 1
Vmax;i = Vmax;i 1
Vmid;i = (Vmin;i + Vmax;i)=2
else
Vmin;i = Vmin;i 1
Vmax;i = Vmid;i 1
Vmid;i = (Vmin;i + Vmax;i)=2
(iii) 2へ戻る
5. 数値実験
POE 最小化問題に対して，0-1MIP，CUA，
BSUAで求解し得られた結果から，相対誤差，計
算時間を比較する．
使用するシナリオデータは，多次元正規
分布 N (1;1) と，多次元混合正規分布
0:5・N (2;2) + 0:5・N (3;3) を使用し，
100データセット作成した．ここで 1 は，全要
素が 3の n次元平均ベクトル，1 は対角要素を
1とする n nの単位行列,2;3は，それぞれ全
要素が-1，7 の n 次元平均ベクトル，2;3 は，
それぞれ対角要素を 4，1とする n  nの単位行
列とする．
計算機実験は，シナリオデータの生成の分布，空
売り禁止制約の有無の組み合わせで，ケース 1.(正
規分布, 空売り禁止制約有)，ケース 2.(混合正規分
布，空売り禁止制約有)，ケース 3.(正規分布，空売
り禁止制約無)，ケース 4.(混合正規分布，空売り禁
止制約無)の 4種で行った．また，それぞれのケー
スにおいて，シナリオ数 T = 100; 200; : : : ; 1000，
資産数 n = 10; 50; 100 として計算を行った．0-
1MIPでの計算時間は 100秒で打ち切りとし，発
見的解法の反復回数上限は 50回とした．また，相
対誤差は，以下のとおり定義する．
相対誤差 = j0-1MIP の最適値 提案アルゴリズムで出力される値 j
0-1MIP の最適値
CUAのV の更新パラメータは = 0:05と設定し，
BSUAの Vmax;1におけるパラメータは  = 0:01，
終了条件におけるパラメータは  = 0:0001と設定
した．
5.1. CUA, BSUAにおける暫定解との相
対誤差
資産数 n = 10における，ケース 2の 0-1MIPと
の相対誤差の平均を図 2に示す．
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図 2: ケース 2, n=10 の相対誤差
シナリオ数の増加に伴い相対誤差が減少傾向で
あることがわかる．シナリオ数が更に増えれば，
より小さな相対誤差が得られると考えられる．特
に，CUAは，全ケースのシナリオ数 T = 1000に
おいて相対誤差が 10%未満であった．
5.2. CUA，BSUAの計算時間
資産数 n = 10 における，ケース 2 の CUA，
BSUAの計算時間の平均を図 3に示す．
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図 3: ケース 2, n=10 の計算時間
シナリオ数の増加に伴い，計算時間が増加傾向
であるが，1秒以内で求解できたことがわかる．
5.3. 考察
表 1: 各ケースにおける，平均相対誤差 (%)，平
均計算時間 (秒)，平均反復回数
シナリオ数
300 900
ケース 資産数 相対誤差 計算時間 反復回数 相対誤差 計算時間 反復回数
CUA 1 10 14.1 0.20 7.5 6.4 0.41 7.5
50 45.9 0.12 4.5 10.8 0.67 5.0
100 87.3 0.14 3.9 17.8 1.01 4.0
2 10 14.3 0.24 7.1 6.8 0.45 7.0
50 45.9 0.14 3.9 11.2 0.70 4.0
100 86.2 0.15 3.0 16.0 1.06 3.0
3 10 19.2 0.21 7.3 8.4 0.41 7.4
50 92.0 0.12 4.3 18.5 0.68 5.0
100 262.1 0.13 3.6 28.0 1.09 4.0
4 10 19.8 0.23 6.9 7.7 0.45 7.0
50 84.9 0.14 3.9 19.6 0.71 4.0
100 253.7 0.15 2.8 17.6 1.16 3.0
BSUA 1 10 19.6 0.33 9.1 10.4 0.53 10.2
50 42.2 0.22 9.0 13.5 1.21 9.1
100 73.3 0.35 8.2 17.0 2.39 8.4
2 10 19.6 0.12 9.4 10.7 0.58 10.5
50 43.7 0.28 9.0 13.9 1.48 9.5
100 71.6 0.39 8.5 14.9 2.94 8.7
3 10 29.2 0.22 9.2 14.3 0.53 10.3
50 101.9 0.32 8.6 29.9 1.48 9.5
100 222.7 0.75 8.1 37.2 3.45 8.4
4 10 29.0 0.12 9.5 14.1 0.59 10.5
50 94.8 0.29 9.0 29.7 1.47 9.5
100 222.4 0.52 8.1 24.8 2.94 8.4
CUA，BSUA共に，シナリオ数に対して，資産
数が小さいケースに有効であると考えられる．空
売り禁止制約を加える場合は、加えない場合より
も相対誤差が小さくなる傾向にある．空売り禁止
制約を加えた場合は，xがとり得る値が制限され
ているので，相対誤差が小さくなったと考えられ
る．また，シナリオデータ生成に使用する分布に
よる相対誤差の差異はとても小さく，優位な差異
は認められなかった．全体を通して，CUAの相
対誤差はBSUAの相対誤差よりも小さい傾向が得
られた．BSUAは，パラメータの更新方法に 2分
探索を用いているので，bPOE最小化の出力で得
られるw(V )が の付近に得られる傾向にあるが，
CUAは，パラメータの更新幅は は一定である
ので，の値によっては，w(V )が と遠い位置に
得られる可能性がある．この差異が，相対誤差の
差異に影響していると考えられる．
シナリオ数，資産数の増加に伴い計算時間は増
加傾向である．CUAはシナリオ数の増加に関係な
く，反復回数はほぼ一定であるが，BSUAは，シ
ナリオ数の増加に伴い，反復回数も増加する傾向
がある．この結果にもパラメータが影響しており，
，を大きくすると，反復回数は少なくなり，逆
に大きくすると反復回数は小さくなる関係がある．
CUA，BSUA共に，シナリオ数に対して，資産
数が小さいケースにおいて，小さな相対誤差が得ら
れ，1秒程度で求解できたことがわかる．特に，相
対誤差の小ささ，計算時間の短さにおいて，CUA
はBSUAよりも優位であることがわかる．しかし，
得られた結果は，パラメータ ，に依存してお
り，どのような基準，方法でパラメータを決定す
るのが最良であるかは、今後の課題である．
6. 結論
POE最小化ポートフォリオ選択問題に対する，
bPOE最小化を用いた発見的解法，CUA，BSUA
を提案し，共に，シナリオ数に対して資産数が小さ
いケースで，相対誤差を小さく抑えることができ，
かつ求解も 1秒程度で行うことができた．特に，相
対誤差，計算時間を総合的に判断し，0-1MIPに
対する発見的解法として，CUAが BSUAよりも
優位であることがわかった．また，シナリオデー
タの生成に使用する分布による相対誤差の差異は
認められないが，計算時間に関しては，正規分布
よりも混合正規分布のほうが時間がかかることが
わかった．空売り禁止制約に関しては，空売りを
禁止する場合のほうが相対誤差が小さくなったが，
計算時間に差異はほぼ認められなかった．
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