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Abstract
In our previous work we have shown how Bayesian networks can be used for adaptive testing of
student skills. Later, we have taken the advantage of monotonicity restrictions in order to learn
models fitting data better. This article provides a synergy between these two phases as it evaluates
Bayesian network models used for computerized adaptive testing and learned with a recently pro-
posed monotonicity gradient algorithm. This learning method is compared with another monotone
method, the isotonic regression EM algorithm. The quality of methods is empirically evaluated on
a large data set of the Czech National Mathematics Exam. Besides advantages of adaptive test-
ing approach we observed also advantageous behavior of monotonic methods, especially for small
learning data set sizes. Another novelty of this work is the use of the reliability interval of the score
distribution, which is used to predict student’s final score and grade. In the experiments we have
clearly shown we can shorten the test while keeping its reliability. We have also shown that the
monotonicity increases the prediction quality with limited training data sets. The monotone model
learned by the gradient method has a lower question prediction quality than unrestricted models
but it is better in the main target of this application, which is the student score prediction. It is an
important observation that a mere optimization of the model likelihood or the prediction accuracy
do not necessarily lead to a model that describes best the student.
Keywords: Monotonicity; Adaptive Testing, Bayesian Network; Gradient Method; Isotonic Re-
gression; Parent Divorcing.
1. Introduction
Computerized Adaptive Testing (CAT) is a concept of testing latent student abilities, which allows
creating shorter tests, asking fewer questions while obtaining the same level of information. This
task is performed by asking each individual student the most informative questions selected based
on a student model. In practice, experts often use the Item Response Theory models (IRT) (Rasch,
1960), which are well explored and have been in use for a long time. We work with Bayesian
Networks (BNs) to model students’ abilities instead. This approach can be also found, for example,
in (Almond and Mislevy, 1999; van der Linden and Glas, 2000).
Over the last few years we addressed different topics from the domain of CAT. We focused
mainly on two topics. The first one is the adaptive testing itself and the use of BN models to per-
form it, see e.g., Plajner and Vomlel (2016b). The second topic concerns the effect of monotonicity
restrictions while learning the model, e.g., Plajner and Vomlel (2020). The current article takes the
best from both topics and joins them together in a synergy. Here, we use monotone models to per-
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form simulated adaptive tests. For this purpose we use a data set of the Czech Nation Mathematics
Exam1. This exam serves as a high school evaluation exam and the final grade from this exam is
considered important. In this article we introduce an approach for inferring the final score and for
the prediction of the expected grade of a student. We also provide a method for establishing the
95% confidence interval of the score which does not require a specific distribution assumption. We
observe the evolution of the grade prediction quality during the test and the improvement of the con-
fidence interval. We apply monotone methods, namely our proposed restricted gradient Plajner and
Vomlel (2016b) and the isotonic regression EM by Masegosa et al. (2016), as well as the standard
(non monotone) EM, and the gradient methods to compare with.
IRT assumes that there is a hidden variable of a student’s skill. This approach motivated us to
use a structured Bayesian network to model student’s skills. In this article we show that the choice
of model evaluation criteria is critical in order to select the right model for the given task. It depends
whether we want to create a model which predicts the vector of student answers the best or a model
which model student’s skills the best. The discovery we uncover in this article is that this distinction
is also important in the model selection. Sometimes, the best option is to measure the accuracy of
answers prediction or the overall fit of data, i.e. likelihood. The reasonable expectation is that when
we are able to do this task the best the model would also model the student the best. Nevertheless,
as we discuss in the following sections it is not always the case. We can find models which have
worse answer prediction accuracy but they better indicate the student skills as it is reflected by the
final score/grade obtained in the test. In other words, the model is less certain about the individual’s
answers but despite that it models the student better.
The article is structured as follows. In Section 2 we go through the necessary notation and
describe the models used. Section 3 brings the methodology for student scoring and grading as
well as the formulas to evaluate the precision of models. In Section 4 we describe the experimental
settings used for the empirical evaluation and results of these experiments are summarized in Sec-
tion 5. Finally, Section 6 concludes the paper and recollect the main observations and benefits of
this paper.
2. BN Models and Monotonicity
2.1 Models and Adaptive Testing
In our work we focus on computerized adaptive testing and assessing student knowledge and abili-
ties, using Bayesian Networks with a specific structure. The structure is a bipartite network, which
consists of a layer of skills and a layer of questions. Skills are parents in our structure and cor-
respond to specific abilities a student may or may not have. Individual states of these skills are
interpreted as levels of knowledge. This interpretation is generally difficult as skills are unobserved
variables. Having monotonicity constraints in our models, we are able to introduce an ordering
of these levels and refer to them as increasing (or decreasing) qualities of skills. Children in the
bipartite structure are question nodes, which correspond to particular questions in a test. Levels of
these nodes correspond to the points obtained by solving the specific problem (the problem can be
divided into sub-problems with different scores). These models are described in further detail in
Plajner and Vomlel (2016a).
1. The test assignment and its solution are accessible in the Czech lan-
guage at: http://www.statnimaturita-matika.cz/wp-content/uploads/
matematika-test-zadani-maturita-2015-jaro.pdf
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Figure 1: A BN model for CAT
2.2 Notation
We use BNs to model students knowledge. Details about BNs can be found, for example, in Pearl
(1988); Nielsen and Jensen (2007). The model we use can be considered a special BN structure such
as Multi-dimensional Bayesian Network Classifier which is described, e.g., in Gaag and de Waal
(2006). We restrict ourselves to BNs that have two levels of nodes. In compliance with our previous
articles, variables in the parent level are skill variables S. The child level contains question variables
X . An example of a BN structure, which we also used in experiments, is shown in Figure 1.
• We use the symbolX to denote the multivariable (X1, . . . , Xn) taking statesx = (x1, . . . , xn).
The total number of question variables is n, the set of all indices of question variables is
N = {1, . . . , n}. Question variables’ individual states are xi,t, t ∈ {0, . . . , ni} and they
are observable. Each question can have a different number of states; the maximum number of
states over all variables is Nmax = max
i
(ni)+1. States are integers with the natural ordering.
• We use the symbolS to denote the multivariable (S1, . . . , Sm) taking states s = (s1, . . . , sm).
The set of all indices of skill variables is M = {1, . . . ,m}. Skill variables have a variable
number of states, the number of states of a variable Sj is mj , and the individual states are
sj,k, k ∈ {1, . . . ,mj}. The variable Si = Spa(i) stands for a multivariable containing the
parent variables of the question Xi. Indices of these variables are M i ⊆ M . The set of all
possible state configurations of Si is V al(Si). Skill variables are unobservable.
• We use the symbol O to denote the score node taking states ok, k ∈ {0, . . . ,
∑
i∈N xi,ni}. Its
state space is the set of all possible sums of question points and it is modeled as sum rule
with questions as parents as shown in Figure 1. The maximum number of points is refered to
as om =
∑
i∈N xi,ni .
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2.3 Monotonicity
The concept of monotonicity in BNs has been discussed in the literature since the 1990s, see Well-
man (1990); Druzdzel and Henrion (1993). Later, its benefits for BN parameter learning were
addressed, for example, by van der Gaag et al. (2004); Altendorf et al. (2005); Feelders and van der
Gaag (2005). This topic is still active, see, e.g., Restificar and Dietterich (2013); Masegosa et al.
(2016).
We consider only variables with states from N0 with their natural ordering, i.e., the ordering of
states of skill variable Sj for j ∈M is
sj,1 ≺ . . . ≺ sj,mj .
A variable Sj has an isotone effect on its childXi if for all k, l ∈ {1, . . . ,mj}, t′ ∈ {0, · · · , ni−
1} the following holds2:
sj,k  sj,l ⇒
t′∑
t=0
P (Xi = t|Sj = sj,k, s) ≥
t′∑
t=0
P (Xi = t|Sj = sj,l, s)
and antitone effect:
sj,k  sj,l ⇒
t′∑
t=0
P (Xi = t|Sj = sj,k, s) ≤
t′∑
t=0
P (Xi = t|Sj = sj,l, s) ,
where s is a configuration of the remaining parents of question i without Sj . For each question
Xi, i ∈M we denote by Si,+ the set of parents with an isotone effect and by Si,− the set of parents
with an antitone effect.
Next, we define a partial orderingi on all state configurations of parentsSi of the i-th question,
if for all si, ri ∈ V al(Si):
si i ri ⇔
(
sij  rij , j ∈ Si,+
)
and
(
rij  sij , j ∈ Si,−
)
.
The monotonicity condition requires that the probability of an incorrect answer is higher for
a lower order parent configuration (the chance of a correct answer increases for higher ordered
parents’ states), i.e., for all si, ri ∈ V al(Si), k ∈ {0, . . . , ni − 1}:
si i ri ⇒
k∑
t=0
P (Xi = t|Si = si) ≥
k∑
t=0
P (Xi = t|Si = ri) .
In our experimental part, we consider only the isotone effect of parents on their children. The
difference with antitone effects is only in the partial ordering.
2. Note that for ni this formula always holds since
∑ni
t=0 P (Xi = t|Sj = sj,k, s) = 1 ∀i,∀j, ∀k
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3. Score prediction and student grading
In testing it is important to associate a score and/or a grade to a particular student who is being
tested. In the adaptive test there are multiple possible options to receive these values. Some options
to obtain the student score are described in Plajner and Vomlel (2016a) where, for example, we used
estimated skills of the student to compute the score. Nevertheless, the most natural approach seems
to be to compute the expected value of the score using the probability distribution of questions’
answers in the current state of the student model. In our application we use two different ways
how to compute the final score. In both cases we first infer probability distributions of skills of the
particular student and then
A. obtain the expected score of remaining unanswered questions, or
B. obtain the expected score of all questions (i.e. also those that were already answered).
Each option is appropriate for a particular scenario. The first one is used in the case the student
is tested and we want to estimate his/her result. Questions which were answered define the part of
the total score known with certainty and only remaining questions add uncertainty to the total score.
This way the test can be evaluated in the just manner. The second approach is more suited for the
adaptive learning scenario where we estimate the student score to measure his/her abilities. In this
case each question node actually represents a set of similar questions in the test battery. In principal
a similar question can be asked again and the answer does not need to be necessary the same, albeit
it is most probable it would be.
It is also important to observe not only the expected value but also the distribution of the score.
We model the score distribution by an additional node in the Bayesian network, the score node
O. This node has as many states as there are possible points to be obtained in the test. The node
probability distribution is given by a simple sum rule of its parents (questions). The problem which
we have to address in this case is that the dimension of the CPT of this node is very large. We
work with 37 questions which have two or more states. Even if they were binary the full state space
would be of dimension of 237. This value is very large and it does not allow direct inference due
to the memory size limit. We use the parent divorcing method as described in Olesen et al. (1989).
Another option is to use the rank-one decomposition as it is described in Savicky and Vomlel (2007).
The reduction of the computational time is very significant as it is outlined it in Figure 2. We show
the increase of the time necessary to perform the inference based on the number of questions we
connect together. The computational time of the inference is computed only for smaller number of
questions as it is not feasible for the standard case in larger numbers.
In this way we obtain the distribution of student’s score over the point scale as shown, for exam-
ple, in Figure 6. Using this distribution we can estimate the expected score and its 95% confidence
interval as well. This confidence interval is obtained in the following manner. We sort the states of
the node O (points scale) in terms of the states’ probabilities in the descending manner. We select
all states until the total cumulative probability exceeds 0.95. The probability distribution over tends
to be similar to the Gaussian distribution but it is not a rule. The advantage of the proposed approach
is that it does not require a specific distribution assumption.
5
PLAJNER AND VOMLEL
5 10 15 20
0.1
1
10
100 standard
parent divorcing
No. questions (parents)
se
co
nd
s
Figure 2: Time of inference in the standard and parent divorcing approach (please note the vertical
log scale).
We establish two key performance measures to evaluate different methods in the adaptive testing
scenarios. We measure
the accuracy of answers prediction aQ =
∑
i∈N I(xi = x
∗
i )
n
(1)
the abs. error of the total score prediction eS = |o∗ −
om∑
j=1
j · P (O = j)| (2)
in each step of the adaptive test for each learning method used, where the function I(xi = x∗i )
returns one as the maximum likelihood state equals the observed state for the question i and o∗ is
the real obtained score.
From the perspective of a student the most important measure is the test grade; especially in our
special case of the National Exam. The problem of assigning a grade to a student can be viewed
as a classification problem which aims at placing a student into the correct grade category. We
assume there are G grades where each grade is given for the resulting score in a range of points
Gi, i ∈ 1, . . . , G. The expected grade g is then established from the score variable as
g = argmax
i∈1,...,G
(
∑
j∈Gi
P (O = j)) . (3)
The error of this classification is then computed as
eg =
∑
i∈1,...,G
|g∗ − i| ·
∑
j∈Gi
P (O = j) , (4)
where g∗ is the observed grade.
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4. Experimental setup
For experiments in this article we use the data set of the Czech National Mathematics Exam. This
exam is taken at the end of the high school and the same test is taken by each student in the same
term. Given the nature of this test these data set is valid in terms of student motivation to complete
the test as good as possible and data quality is high.
Our experiments were performed according to the following scheme. From all available tests
we first drew a random subset to serve as a training set. With each set we train BN models with
different learning methods, namely regular EM, regular gradient (grad), isotonic regression EM
(irEM), quick irEM (qirEM), and restricted gradient (rgrad). There are 10 random starting points,
same for each method to start the learning process at. From the resulting 10 learned models we select
the winning model based on the optimization criteria which is the log-likelihood value measured on
the training sample. In our previous article Plajner and Vomlel (2020) we compared individual
methods on the log-likelihood of the complete data set. In this article the main focus is on adaptive
testing usage and we simulate the adaptive testing scenario. The procedure above is performed 10
times with different data selected for learning for each learning set size of 10, 40, and 160 students
(i.e. test results). Final ten results for each learning set size are then averaged over the measured
metrics.
These learned models are further used in the adaptive testing scenario. We select 100 students
which did not figure in any previously selected sets. These students are tested in the simulated test.
Tests are performed in two different ways
• fixed and
• adaptive.
The first one is selected in order to provide better insight into comparison of methods. In the
adaptive version of testing different questions may be selected for each method in each step. This
fact makes the comparison harder in some aspects. On the other hand the ability of a model to be
used adaptively is a desired one and we provide comparison of both approaches as well.
5. Results
5.1 Student classification
The grading in the Czech National Mathematics Exam is given by the following scheme.
0-16 points: 5; 17-25 points: 4; 26-34 points: 3; 35-43 points: 2; 44-52 points: 1
In the experiments each student is assigned the expected final grade in every step and the error
eg of this assignment is measured as described in (4). Figure 3 shows the evolution of this error
during the adaptive test with models with the learning set of size 10. We show only the version B
of questions’ answers predictions based only on the inferred skill. Because of that it does not end
in zero as we never have the absolute certainty of a student score while knowing only his/her skills.
This corresponds to the real-life situation with the margin for errors and mistakes during taking the
test even by the best students. In this figure we can see that the restricted gradient method provides
the best results. In the end of the test it is on the same level as unrestricted EM and better than other
methods. Due to the limited space, we do not include the case A of questions’ answers where we
predict only remaining questions because it behave very similarly in the most important part of the
7
PLAJNER AND VOMLEL
10 20 30
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
10 20 30
em
grad
irem
qirem
rgrad
number of questions
e g
 
fixed adaptive
Figure 3: Evolution of the grade prediction error based on skills (B) for models of the learning set
size 10, fixed and adaptive question selection.
testing, i.e. aprox. the first half. In the second half it converges to zero as we already know all the
answers and thus also the final grade is known.
Special attention should be given to the comparison of the fixed and adaptive approach. Notice
the horizontal and vertical lines which mark the threshold of passing the error of 0.5 in all cases. This
error threshold is passed in the question 29 and 17 for the fixed and adaptive variants respectively.
This observation provides several outcomes. The first one is that using the adaptive version of test
significantly reduces the number of questions we have to ask in order to obtain the same level of
information. By inspecting the adaptive version of the skills variant further we can see that after
asking the first 17 adaptive questions we obtain almost as much information about student skills as
possible which gives an option of shortening the test.
5.2 Score and answers prediction
Figure 4 shows the measures of the grade prediction error eS and the answers prediction accuracy
aQ as they are defined in equations 1 and 2. By inspecting this figure we can see that the restricted
gradient method outperforms all other methods in the grade predictions. The only exception where
it is slightly worse is the middle part of test for the largest learning set. The highest difference
is in the smallest learning set where its benefit is visible the best. In the prediction of answers,
restricted gradient method is better in the early stages of testing. For larger learning sets together
with other monotone methods (irem and qirem). In the smallest set it is the best of all tested methods.
Nevertheless, the best method in the final parts of testing is unrestricted EM. This difference between
prediction quality of score and answers is very interesting and it is discussed further in Conclusions
section.
Figures 5 and 6 show the evolution of the score prediction as the states of the node O with its
confidence interval as it is described in Section 3. Results displayed are obtained from the adaptive
test simulation of an individual test with models learned from 10 observations with the rgrad method
and the irEM method. The first figure shows the expected value and its confidence interval during
the whole test for both methods. We can see that in this particular case both methods shift to the
8
MONOTONICITY IN PRACTICE
10 20 303
4
5
6
7
8
9
10
10 20 30
0.6
0.65
0.7
0.75
0.8
10 20 30
4
6
8
10
10 20 30
0.6
0.65
0.7
0.75
0.8
10 20 303
4
5
6
7
8
9
10
10 20 30
0.6
0.65
0.7
0.75
0.8
em grad irem qirem rgrad
e Q
  1
0
a S
  1
0
e Q
  4
0
a S
  4
0
e Q
  1
60
a S
  1
60
number of questions
Figure 4: Evolution of the abs. error of the total score prediction eS and the accuracy of answers
prediction aS for different learning set sizes.
better predictions quite quickly. In this case irEM is faster and at the fifth question its prediction
of the total score is better. Nevertheless, irEM stays at the same level for the rest of the test while
the rgrad method improves and its final assumption is only approximately one point of the real total
score. Another important fact to notice is the shrink of the confidence interval. For the rgrad method
it starts at the width of 17 points and it ends at the width of 7 points. This situation is further detailed
in Figure 6 where we show the probability distribution at the start and the end of the same test3.
3. For the sake of visualization simplicity we display the most probable score instead of the expected score in this case.
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Figure 5: Evolution of the of the total score prediction and its confidence interval for an individ-
ual test during the adaptive procedure for the restricted gradient and irem methods, 10
learning samples.
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Figure 6: The expected score and its confidence interval for an individual test at the start and the
end of testing. Restricted gradient method, 10 learning samples.
6. Conclusions
This article explored the impact of monotonicity restrictions in BN models used to model students
in the Czech National Mathematics Exam. It also showed the benefit of adaptivity in testing with
this specific data set. In experiments we used monotone and non monotone methods and performed
comparisons using different evaluation criteria.
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The first observation is the benefit of the adaptive approach to testing. As it can be clearly seen
in Figure 3 the number of questions we need to ask is reduced by one third. This creates the space
either reducing the length of the test, or using the extra time to increase the precision by asking
other questions better tailored for the particular student.
Another new aspect we discussed is the prediction of the total score of a student which is an
indicator of his/her skills. We proposed a methodology for measuring the score including the cor-
responding confidence interval. We compared results of monotone methods and we showed the
evolution of the score and the confidence interval during the testing.
Last but not least, we would like to emphasize that monotonicity improves the quality of the
grade, score, and question answers predictions. Especially, when the learning set is small and at the
first stages of testing. Our empirical results show that the restricted gradient method we propose
provides the best results of all tested methods at the first stages of the test. At the later stages of
the adaptive test, the regular EM algorithm learning method provided models which were the most
precise in terms of individual question answers. This is caused by its flexibility in learning. As
EM is not restricted by monotonicity it can learn dependencies monotone methods can not and that
allows it to model question answers more precisely in some cases. This result is interesting in the
context of the score prediction quality which is an observable indicator of the student skills. When
this metric is used for the model evaluation, the EM models were outperformed by the restricted
gradient models despite the restricted gradient models prediction of individual answers was worse.
The reason is that the monotone models are able to better model the student himself/herself. They
are not certain about individual questions but they better infer the score since it is based on their
skill model which better characterizes the tested student. This observation means that it is important
to keep in mind the purpose of a model while learning it. This is a general observation valid not
only for CAT but also for other applications.
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