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COMPOSITE DIFFERENTIABLE FUNCTIONS
Edward Bierstone, Pierre D. Milman and Wies law Paw lucki
1. INTRODUCTION
In the early 1940’s, Whitney proved that every C∞ even function f(x) can be
written f(x) = g(x2) , where g is C∞ [28]. About twenty years later, Glaeser
(answering a question posed by Thom in connection with the C∞ preparation the-
orem) showed that a C∞ function f(x) = f(x1, . . . , xm) which is invariant under
permutations of the coordinates can be expressed f(x) = g
(
σ1(x), . . . , σm(x)
)
,
where g is C∞ and the σi(x) are the elementary symmetric polynomials [10]. Of
course, not every C∞ function f(x) = f(x1, . . . , xm) which is constant on the fi-
bres of a (proper or semiproper) real analytic mapping y = ϕ(x) , y = (y1, . . . , yn) ,
can be expressed as a composite f = g◦ϕ , where g is C∞ . We will say that ϕ has
the C∞ composite function property if every C∞ function f(x) which is “formally
a composite with ϕ ” (see Definition 1.1 below) can be written f = g ◦ ϕ , where
g(y) is C∞ . The theorem of Glaeser asserts that a semiproper real analytic map-
ping ϕ which is generically a submersion has the C∞ composite function property.
The C∞ composite function property depends only on the image X of ϕ , which
is a closed subanalytic set [1] (cf. Corollary 1.5 below). Bierstone and Milman
have proved, more generally, that a closed “Nash subanalytic” set X has the C∞
composite function property [1] (cf. [19,23,26]); the class of Nash subanalytic sets
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includes all semianalytic sets. The C∞ composite function property is equivalent
to several other natural geometric and algebraic conditions on a closed subanalytic
set [6]; in particular, to a formal semicoherence property (a stratified real version
of the coherence theory of Oka and Cartan). Paw lucki has constructed an example
of a closed subanalytic set which is not semicoherent [20]. Thus the C∞ composite
function property does not hold in general, but distinguishes an important class of
subanalytic sets.
In this article, we introduce a new point of view towards Glaeser’s theorem, with
respect to which we can formulate a “ Ck composite function property” that is
satisfied by all semiproper real analytic mappings (Theorems 1.2 and 1.3 below). As
a consequence, we see that a closed subanalytic set X satisfies the C∞ composite
function property if and only if the ring C∞(X) of C∞ functions on X is the
intersection of all finite differentiability classes (Corollary 1.5).
Let k ∈ N ∪ {∞} , where N denotes the nonnegative integers. Suppose that A
is a locally closed subset of Rn and that B ⊂ A is closed (in the relative topology
of A ). We let Ck(A;B) denote the Fre´chet algebra of restrictions to A of Ck
real-valued functions that are defined on neighbourhoods of A and are k -flat on
B . (“ k -flat on B ” means “vanishing on B together with all partial derivatives
of orders ≤ k ”.) Ck(A) means Ck(A; ∅) .
Recall that a continuous mapping ϕ : M → N is called semiproper if, for each
compact subset K of N , there is a compact subset L of M such that ϕ(L) =
K ∩ ϕ(M) . Let ϕ : Ω → Rn denote a semiproper real analytic mapping defined
on an open subset Ω of Rm . Then X = ϕ(Ω) is a closed subanalytic subset of
R
n . (For the definitions and basic properties of subanalytic and Nash subanalytic
sets, see [1,5,7,8,9,14,16].) Let Z denote a closed subanalytic subset of X . The
mapping ϕ induces injective homomorphisms ϕ∗ : Ck(X ;Z) → Ck(Ω;ϕ−1(Z))
given by composition ϕ∗(g) = g ◦ ϕ .
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Definition 1.1. Let
(
ϕ∗Ck(X))∧ denote the subalgebra of all functions f ∈ Ck(Ω)
such that f is “formally a composite with ϕ ”; i.e., for each a ∈ X , there is
g ∈ Ck(X) such that f − ϕ∗(g) is k -flat on ϕ−1(a) . Set (ϕ∗Ck(X ;Z))∧ =
(
ϕ∗Ck(X))∧ ∩ Ck(Ω;ϕ−1(Z)) .
Theorem 1.2. Assume that X is compact. Then, for each k ∈ N , there is an
integer ℓk ≥ k such that
(
ϕ∗Cℓ(X ;Z))∧ ⊂ ϕ∗Ck(X ;Z) for all ℓ ≥ ℓk .
Glaeser’s theorem follows from Theorem 1.2: Assume that ϕ is generically a
submersion, so that the interior intX of X is dense in X . Suppose that f ∈
(
ϕ∗C∞(X))∧ . Let g ∈ C0(X) denote the unique function such that f = g ◦ ϕ .
Then g is C∞ in intX and, by Theorem 1.2, g is the restriction to X of a
Ck function, for all k ∈ N . Thus all partial derivatives of g | intX extend
continuously to X , and define a C∞ Whitney field on X (cf. §3 below). By
Whitney’s extension theorem, g is the restriction to X of a C∞ function.
In general, put C(∞)(X ;Z) = ⋂k∈N Ck(X ;Z) (and C(∞)(X) = C(∞)(X ; ∅) ).
The formula ϕ∗(g) = g ◦ϕ defines an injective homomorphism ϕ∗ : C(∞)(X ;Z)→
C∞(Ω;ϕ−1(Z)) . It is easy to see that ⋂ℓ∈N (ϕ∗Cℓ(X ;Z))∧ = (ϕ∗C∞(X ;Z))∧ , so
that Theorem 1.2 implies the following:
Theorem 1.3.
(
ϕ∗C∞(X ;Z))∧ = ϕ∗C(∞)(X ;Z) .
There is a continuous injection C∞(X ;Z) →֒ C(∞)(X ;Z) , where the latter has
a topology as the inverse limit of the Ck(X,Z) , k ∈ N ; it is easy to see that
C∞(X ;Z) is dense in C(∞)(X ;Z) (cf. [18, I.4.3]). Moreover, (ϕ∗C∞(X ;Z))∧ is
closed in C∞(Ω;ϕ−1(Z)) , so that Theorem 1.3 has the following corollaries:
Corollary 1.4. (cf. Tougeron [24]).
(
ϕ∗C∞(X ;Z))∧ = ϕ∗C∞(X ;Z) .
Corollary 1.5. The subalgebra ϕ∗C∞(X ;Z) is closed in C∞(Ω;ϕ−1(Z)) if and
only if C(∞)(X ;Z) = C∞(X ;Z) . In particular, closedness of ϕ∗C∞(X) in C∞(Ω)
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depends only on the image X of ϕ (cf. [1,6]).
Theorem 1.6. Let X be a closed subanalytic subset of Rn , and let Z ⊂ X
denote the points which admit no neighbourhood in which X is Nash. (By [21], Z
is a closed subanalytic set.) Then C(∞)(X ;Z) = C∞(X ;Z) .
Theorem 1.6 can be obtained by combining Corollary 1.5 with [6, Theorem 3]
and [22, Theorem 2]. In particular, if X is a closed Nash subanalytic subset of
R
n , then C(∞)(X) = C∞(X) . The same conclusion holds if dimX ≤ 2 or if X
has pure codimension 1 (by [22]). It follows that, for any closed subanalytic subset
X of R4 , C(∞)(X) = C∞(X) . The example of [20] is a closed 3-dimensional
subanalytic subset X of R5 for which C(∞)(X) 6= C∞(X) .
Remark 1.7. Theorems 1.2, 1.3 and their corollaries have more general module
versions; i.e., versions that apply not only to the solution of an equation of the
form f(x) = g
(
ϕ(x)
)
as above (where g is the unknown), but also more generally
to systems of equations of the form f(x) = A(x)·g(ϕ(x))+B(x)·h(x) , where A(x) ,
B(x) are given matrices of real analytic functions, f(x) is a given (vector-valued)
Ck function, and g(y) , h(x) are the unknowns (cf. [3,4]).
Remark 1.8. The results above can be stated, more generally, for a semiproper
mapping ϕ : M → N of real analytic manifolds: The reduction to N = Rn is
immediate. On the other hand, if X = ϕ(M) is compact, then there are finitely
many coordinate charts Ωj in M such that X = ∪ϕ(Ωj) and ϕ is semiproper
when regarded as a mapping from the disjoint union Ω of the Ωj . Therefore, we
can reduce the statement of Theorem 1.2 for ϕ : M → N to the theorem as stated
above.
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2. DIVISION IN RINGS OF FORMAL POWER SERIES
We will prove Theorem 1.2 by the method used in [3,4] based on the division
theorem of Grauert and Hironaka.
We totally order Nn using the lexicographic ordering of (n+1) -tuples (|α|, α1,
. . . , αn) , where α = (α1, . . . , αn) ∈ Nn and |α| = α1 + · · · + αn . For every
formal power series F =
∑
α fαy
α ∈ R[[y]] = R[[y1, . . . , yn]] , we define the support
suppF = {α ∈ Nn : fα 6= 0} , the initial exponent expF = min suppF ( expF =
∞ if F = 0 ), and the initial monomial monF = fαyα , where α = expF (when
F 6= 0 ).
Theorem 2.1. (cf. [11,15]). Let F1, . . . , Fs ∈ R[[y]]\{0} , and let αi = expFi
(i = 1, . . . , s) . Put ∆0 = ∅ , ∆i = (αi + Nn)\
(⋃
j<i∆j
)
for i = 1, . . . , s , and
∆ = Nn\(⋃si=0∆i) . Let G ∈ R[[y]] . Then there are unique Qi , R ∈ R[[y]]
(i = 1, . . . , s) such that αi + suppQi ⊂ ∆i (i = 1, . . . , s) , suppR ⊂ ∆ , and
G =
s∑
i=1
QiFi +R .
Moreover, expR ≥ expG and, for each i , αi + expQi ≥ expG .
See [4, p. 207] for the proof.
Let I be an ideal in R[[y]] . The diagram of initial exponents of I is defined as
N(I) =
{
expF : F ∈ I\{0}} . Clearly, N(I) +Nn = N(I) . This property implies
that there is a smallest finite set V(I) ⊂ N(I) such that V(I) +Nn = N(I) . The
elements of V(I) are called the vertices of N(I) .
Let V(I) = {α1, . . . , αs} , and let {∆i,∆} denote the decomposition of Nn
determined by the αi , as in Theorem 2.1.
Proposition 2.2. [4, Corollary 6.8]. Choose F1, . . . , Fs ∈ I such that expFi =
αi (i = 1, . . . , s) . Then F1, . . . , Fs generate I . Moreover there is a unique
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system {G1, . . . , Gs} of generators of I such that, for each i , supp(Gi − yαi) ⊂
∆ ; in particular, monGi = y
αi .
We call {G1, . . . , Gs} the standard basis of I . Using Theorem 2.1, we get:
Proposition 2.3. (cf. [4, Corollary 6.9]). Let (y) denote the maximal ideal of
R[[y]] . Let p ∈ N . Then the set {yβ : β ∈ ∆, |β| ≤ p} is a basis of an R -
linear complement of I + (y)p+1 in R[[y]] . In particular, if (y)p+1 ⊂ I , then
{yβ : β ∈ ∆} is a basis of an R -linear complement of I in R[[y]] .
Let D(n) = {N ⊂ Nn : N + Nn = N} . We totally order D(n) as follows: To
each N ∈ D(n) , associate the sequence v(N) obtained by listing the vertices of N
in ascending order and completing the list to an infinite sequence by using ∞ for
all the remaining terms. If N1,N2 ∈ D(n) , we say that N1 < N2 provided that
v(N1) < v(N2) with respect to the lexicographic ordering on the set of all such
sequences.
3. WHITNEY FIELDS
Let p ∈ N\{0} and let A be a locally closed subset of Rn . A Cp -Whitney field
on A is a polynomial F (a, y) =
∑
|α|≤p
1
α!Fα(a)y
α ∈ C0(A)[y] = C0(A)[y1, . . . , yn]
which fulfills the following conditions:
∣∣∣(∂|β|F/∂yβ) (a, 0)− (∂|β|F/∂yβ)(b, a− b)∣∣∣ /|a− b|p−|β| −→ 0 ,
when a→ c , b→ c , a 6= b , for each c ∈ A and β ∈ Nn such that |β| ≤ p .
For any polynomial F (a, y) =
∑
|α|≤p
1
α!Fα(a)y
α ∈ C0(A)[y] , we set F k(a, y) =
∑
|α|≤k
1
α!Fα(a)y
α , where k ≤ p , k ∈ N .
For any Cp -mapping ϕ = (ϕ1, . . . , ϕn) : D → Rn defined on an open subset
D of Rm , we denote by T pϕ its Taylor field
T pϕ(b, x) =
∑
|α|≤p
1
α!
Dαϕ(b)xα =

∑
|α|≤p
1
α!
Dαϕ1(b)x
α, . . . ,
∑
|α|≤p
1
α!
Dαϕn(b)x
α

 .
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Put T˜ pϕ(b, x) = T pϕ(b, x)−ϕ(b) (the field of Taylor polynomials without constant
terms).
Lemma 3.1. Let Λ be a C1 -submanifold of Rn . Let F (a, y) =
∑
|α|≤p
1
α!Fα(a)y
α ∈ C0(Λ)[y] , where F p−1(a, y) ∈ C1(Λ)[y] . Let ϕ : D → Rn be
a Cp -mapping as above, and let Γ be a C1 -submanifold of D such that ϕ(Γ) ⊂ Λ .
Define a polynomial G ∈ C0(Γ)[x] = C0(Γ)[x1, . . . , xm] of degree ≤ p , by the for-
mula
G(b, x) = F
(
ϕ(b), T˜ pϕ(b, x)
)
mod (x)p+1 .
Then Gp−1 ∈ C1(Γ)[x] and, for each b ∈ Γ and v ∈ TbΓ , we have
Db,vG
p−1(b, x)−Dx,vG(b, x)
= Da,uF
p−1
(
ϕ(b), T˜ pϕ(b, x)
)−Dy,uF (ϕ(b), T˜ pϕ(b, x)) mod (x)p,
where u = dbϕ(v) , and Db,v and Dx,v stand for the (directional) derivatives with
respect to b and x , respectively, along the tangent vector v .
This is a straightforward calculation.
Proposition 3.2. (cf. [4, §10]). Let Λ be a Cp -submanifold of Rn and let
F ∈ C0(Λ)[y] , degF ≤ p . Then F is a Cp -Whitney field on Λ if and only
if F p−1 ∈ C1(Λ)[y] and Da,uF p−1(a, y) = Dy,uF (a, y) , for every a ∈ Λ and
u ∈ TaΛ .
Proof. It is enough to consider the case Λ = Rk × 0 ; the proposition then follows
easily. 
Remark 3.3. [25, IV.2.5]. Let U denote an open subset of Rn . Let u, v ∈ U ,
and suppose that σ is a rectifiable curve in U joining u, v . Let g ∈ Ck(U) ,
k ≥ 1 . It follows from the Mean Value Theorem (using an approximation of σ by
piecewise-linear curves) that
|g(u)− g(v)| ≤ √n|σ| sup
a∈σ
1≤j≤n
∣∣∣∣ ∂g∂yj (a)
∣∣∣∣ ,
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where |σ| denotes the length of σ . If g is (k − 1) -flat at v , then (by iterating
the inequality above) we get
|g(u)| ≤ nk/2|σ|k sup
a∈σ
|α|=k
∣∣∣∣∂
|α|g
∂yα
(a)
∣∣∣∣ .
Now suppose that F is a Cℓ Whitney field on σ . Let α ∈ N , |α| < ℓ , and apply
the preceding inequality with k = ℓ − |α| and g(y) = ∂
|α|
∂yα
(
f(y) − F (v, y − v)) ,
where f ∈ Cℓ(U) is a Whitney extension of F . We obtain
∣∣∣∣∂
|α|F
∂yα
(u, 0)− ∂
|α|F
∂yα
(v, u− v)
∣∣∣∣ ≤ n ℓ−|α|2 |σ|ℓ−|α| sup
a∈σ
|β|=ℓ
|Fβ(a)− Fβ(v)| .
(This inequality holds trivially if |α| = ℓ ).
Let r ∈ N\{0} . A compact subset A of Rn is called r -regular if there is a
constant C > 0 such that any two points u, v ∈ A can be joined by a rectifiable
curve σ in A of length |σ| ≤ C|u− v|1/r . The following is a version of l’Hoˆpital’s
rule or Hestenes’s lemma for r -regular sets (generalizing [27]).
Proposition 3.4. Let A ⊃ B be compact subsets of Rn , where A is r -regular.
Let k ∈ N and let F (a, y) = ∑|α|≤kr 1α!Fα(a)yα ∈ C0(A)[y] , y = (y1, . . . , yn) .
Assume that F restricts to Ckr Whitney fields on B and on A\B . Then
F k(a, y) =
∑
|α|≤k
1
α!Fα(a)y
α is a Ck Whitney field on A .
Proof. For all u, v ∈ A and each α ∈ Nn , |α| ≤ k ,
∂|α|F k
∂yα
(u, 0)− ∂
|α|F k
∂yα
(v, u − v)
=
∂|α|F
∂yα
(u, 0)− ∂
|α|F
∂yα
(v, u− v) +
∑
k−|α|<|β|≤kr−|α|
1
β!
Fα+β(v)(u − v)β .
(3.5)
We can assume that F is kr -flat on B (by Whitney’s extension theorem). Let
u, v ∈ A , and let σ be a rectifiable curve in A of length ≤ C|u − v|1/r joining
u, v . Write
µF (σ) = sup
a,b∈σ
|β|=kr
|Fβ(a)− Fβ(b)| ,
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so that µF (σ)→ 0 as |u− v| → 0 .
Case 1. σ ∩B = ∅ . By Remark 3.3, for all |α| ≤ kr ,
∣∣∣∣∂
|α|F
∂yα
(u, 0)− ∂
|α|F
∂yα
(v, u− v)
∣∣∣∣ ≤ n kr−|α|2 |σ|kr−|α|µF (σ)
≤ c1|u − v|k−|α|µF (σ) ,
where c1 is independent of u, v . By (3.5), if |α| ≤ k , then
∣∣∣∣∂
|α|F k
∂yα
(u, 0)− ∂
|α|F k
∂yα
(v, u− v)
∣∣∣∣ ≤ c2|u− v|k−|α|(µF (σ) + |u− v|) .
Case 2. σ ∩ B 6= ∅ . If w ∈ σ , let σu,w denote the shortest part of σ joining
u,w . Then there exists w ∈ σ such that σu,w ∩B = {w} . Using the Mean Value
Theorem (as in Remark 3.3), we see that if |α| ≤ kr , then
(3.6)
|Fα(u)| ≤ n
kr−|α|
2 |σu,w |kr−|α| sup
a∈σu,w
|β|=kr
|Fβ(a)|
≤ n kr−|α|2 |σ|kr−|α|µF (σ)
≤ c1|u− v|k−|α|µF (σ) ,
and (applying (3.6) with v in place of u )
∣∣∣∣∣∣
∑
|β|≤kr−|α|
Fα+β(v)
β!
(u − v)β
∣∣∣∣∣∣ ≤ c3|u− v|
k−|α|µF (σ) .
Thus ∣∣∣∣∂
|α|F
∂yα
(u, 0)− ∂
|α|F
∂yα
(v, u− v)
∣∣∣∣ ≤ (c1 + c3)|u − v|k−|α|µF (σ) ,
and the required estimate again follows from (3.5). 
4. STRATIFICATION OF A SUBANALYTIC MAPPING
We will use a theorem of Hardt on stratification of mappings [12,13] in the version
of  Lojasiewicz [17].
A subanalytic leaf in Rm means a connected subanalytic subset of Rm which
is an analytic submanifold. Let E be a subanalytic subset of Rm . A subanalytic
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stratification of E (in Rm ) is a partition S of E into subanalytic leaves in
R
m , called strata, locally finite in Rm , such that, for each S ∈ S , the boundary
(S\S) ∩E is a union of strata of dimension < dimS . A mapping ϕ : E → Rn is
called subanalytic if its graph is subanalytic in Rm × Rn . A partition P of E is
called compatible with a family F of subsets of E if, for each P ∈ P and F ∈ F ,
either P ⊂ F or P ⊂ E\F .
Theorem 4.1. (cf. [17]). Let ϕ : E → Rn be a continuous subanalytic mapping
defined on a compact subanalytic subset E of Rm . Put X = ϕ(E) . Let F and
G be finite families of subsets of E and X which are subanalytic in Rm and Rn ,
respectively. Then there exist finite subanalytic stratifications S and T of E and
X , respectively, such that:
(1) For each S ∈ S , ϕ(S) ∈ T and there is a commutative diagram
S
h−→ T × P
ϕ|S ց ւ π
T
where T = ϕ(S) , P is a bounded subanalytic leaf in Rs for some s , h is an
analytic subanalytic isomorphism and π denotes the natural projection.
(2) S is compatible with F and T is compatible with G .
A pair (S, T ) of subanalytic stratifications as in (1) will be called a stratification
of ϕ . If we weaken this definition by allowing S to be any finite partition into
subanalytic leaves (but still requiring T to be a stratification), then the pair (S, T )
will be called a semistratification of ϕ .
Remark 4.2. Clearly, Theorem 4.1 is true for a subanalytic mapping ϕ : E →
R
n which is defined on a bounded subanalytic subset E of Rm and extends
continuously to E .
Remark 4.3. If (S, T ) is a semistratification of ϕ and Y is a subanalytic subset
of X such that T ′ = {T ∩ Y : T ∈ T } is a stratification of Y , then the pair
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(S ′, T ′) , where S ′ = {S ∩ ϕ−1(Y ) : S ∈ S} , is a semistratification of ϕ|ϕ−1(Y ) :
ϕ−1(Y )→ Y .
Remark 4.4. If (S, T ) is a semistratification of ϕ , S ∈ S , T ∈ T and ϕ(S) = T ,
then there exists a subanalytic leaf Γ ⊂ S such that ϕ|Γ : Γ → T is an analytic
isomorphism.
Let ϕ : E → Rn be a bounded subanalytic mapping defined on a bounded
subanalytic subset E of Rm . For each q ∈ N , q ≥ 1 , we define the q -fold fibre
product of E with respect to ϕ ,
Eqϕ = {b = (b1, . . . , bq) ∈ Eq : ϕ(b1) = · · · = ϕ(bq)} ;
Eqϕ is a subanalytic subset of (R
m)q . There is a natural mapping Φ : Eqϕ → Rn
defined by Φ(b1, . . . , bq) = ϕ(b1) . Suppose that (S, T ) is a semistratification of ϕ .
Let S(q) denote the family of all non-empty sets of the form (S1× · · · ×Sq)∩Eqϕ ,
where S1, . . . Sq ∈ S . It is easy to see (using Remark 4.3) that (S(q), T ) is a
semistratification of Φ .
5. IDEALS OF RELATIONS
Let E be a bounded open subanalytic subset of Rm , and let ϕ = (ϕ1, . . . , ϕn) :
E → Rn be a mapping which extends to be analytic in a neighbourhood of E .
Let p ∈ N , p ≥ 1 . Put X = ϕ(E) and q = (n+pp ) .
For each a ∈ X , we define the ideal of relations of order p among ϕ1, . . . , ϕn
over a as
Rp(a) = {W ∈ R[[y]] : W
(
T˜ pϕ(b, x)
)
= 0 mod (x)p+1, for each b ∈ ϕ−1(a)}
Clearly, (y)p+1 ⊂ Rp(a) . Put
Lαβ(b) = D
β
x
(
(T˜ pϕ(b, x))α
)
(0) ,
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where α ∈ Nn , β ∈ Nm , |α| ≤ p , |β| ≤ p , b ∈ E . (Dβx denotes the partial
derivative ∂|β|/∂xβ with respect to the variables x .) Then for every formal power
series W =
∑
αWαy
α ∈ R[[y]] , W ∈ Rp(a) if and only if {Wα}|α|≤p satisfies the
following system of linear equations:
(5.1)
∑
|α|≤p
Wα · Lαβ(b) = 0
(|β| ≤ p, b ∈ ϕ−1(a)) .
Let (S, T ) be a semistratification of ϕ . This induces a semistratification (S(q), T )
of the mapping Φ : Eqϕ → X . Let l ∈ N , 1 ≤ l ≤ p . Denote by πl : R[[y]] →
R[y] the projection πl (
∑
αWαy
α) =
∑
|α|≤lWαy
α . It is clear that πl(Rr(a)) ⊂
πl(Rp(a)) ⊂ R¸l(a) , when l ≤ p ≤ r and a ∈ X .
For each b = (b1, . . . , bq) ∈ Eqϕ , let ρ0(b) denote the rank of the matrix of the
system
(5.2)
∑
|α|≤p
WαL
α
β(bν) = 0 (|β| ≤ p, ν = 1, . . . , q) ,
and ρ1(b) the rank of the matrix of the system
(5.3)
∑
l<|α|≤p
WαL
α
β(bν) = 0 (|β| ≤ p, ν = 1, . . . , q) .
(Of course, ρ0(b) depends on p , and ρ1(b) on p and l .) For each T ∈ T , we
put
σ0T = max{ρ0(b) : b ∈ Φ−1(T )} ,
σ1T = max{ρ1(b) : b ∈ Φ−1(T )} .
Observe that if a ∈ T is a point such that
max{ρ0(b) : b ∈ Φ−1(a)} = σ0T ,
max{ρ1(b) : b ∈ Φ−1(a)} = σ1T ,
then dimπp(Rp(a)) = q − σ0T and dimπl(Rp(a)) = q − σ0T − (q −
(
l+n
n
) − σ1T ) =(
l+n
n
)
+ σ1T − σ0T .
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For each T ∈ T , let us take leaves S0T , S1T ∈ S(q) such that Φ(S0T ) = Φ(S1T ) = T
and
max{ρ0(b) : b ∈ S0T } = σ0T ,
max{ρ1(b) : b ∈ S1T } = σ1T .
Then there is a closed nowhere dense subset ZplT of T , subanalytic in R
n , such
that, for each a ∈ T \ZplT ,
max{ρ0(b) : b ∈ S0T ∩Φ−1(a)} = σ0T ,
max{ρ1(b) : b ∈ S1T ∩Φ−1(a)} = σ1T .
Put ωplT =
(
l+n
n
)
+ σ1T − σ0T . Then ωplT = dimπl(Rp(a)) , for a ∈ T \ZplT . We have
ωrlT ≤ ωplT , when l ≤ p ≤ r . Therefore, for every l , there exists pl ≥ l such that
ωplT is constant for p ≥ pl . Since T is finite, we can make pl independent of T .
This gives the following:
Lemma 5.4. For every positive l ∈ N , there exists pl ∈ N , pl ≥ l , such
that if p > pl and T ∈ T , then πl(Rp(a)) = πl(Rp−1(a)) , for each a ∈
T \
(
ZplT ∪ Z(p−1)lT
)
.
Now let us fix any p > pl . Take T ∈ T . The diagram of initial exponents
N(Rp(a)) , a ∈ T \ZplT , takes only finitely many values; choose a ∈ T \ZplT with the
minimum value (cf. §2). Set ∆(a) = Nn\N (Rp(a)) . There exists b ∈ S0T ∩Φ−1(a)
such that ρ0(b) = σ0T . By Proposition 2.3, for any such b , we have #∆(a) =
ρ0(b) = σ0T = rank{Lαβ(bν)} (where α ∈ ∆(a) , |β| ≤ p , ν = 1, . . . , q ). There
exists a nonzero determinant
MT (b) = det
({Lαβk(bνk)}) (α ∈ ∆(a), k = 1, . . . , σ0T ) .
Put ΘplT = {c ∈ S0T : MT (c) = 0} and ΣplT = T \Φ
(
S0T \ΘplT
)
. Clearly, ΘplT and
ΣplT are nowhere dense in S
0
T and in T , and are subanalytic in (R
m)q and in
R
n , respectively. Since MT (b) 6= 0 , it follows from Cramer’s rule that the system
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(5.2), and therefore the system (5.1), is equivalent to the system
(5.5) Wγ −
∑
α6∈∆(a)
Wα ·NαT,γ(b)/MT (b) = 0 (γ ∈ ∆(a)),
where NαT,γ(b) are appropriate minors of the matrix of the system (5.2). Let
{α1, . . . αs} = V(Rp(a)) , where α1 < . . . < αs , and let r = max{i : |αi| ≤ p} .
Since (y)p+1 ⊂ Rp(a) , |αi| = p+ 1 for i > r . Observe that the standard basis of
Rp(a) consists of yαi ( i = r + 1, . . . , s ) and
Gi(y) = y
αi +
∑
γ∈∆(a)
(
Nα
i
T,γ(b))/MT (b)
)
yγ (i = 1, . . . , r).
Moreover, we have
yα
i
+
∑
γ∈∆(a)
(
Nα
i
T,γ(b
′))/MT (b
′)
)
yγ ∈ Rp(Φ(b′)),
for any b′ ∈ S0T \ΘplT such that Φ(b′) 6∈ ZplT , and i = 1, . . . , r . Suppose that
a′ ∈ T \(ZplT ∪ ΣplT ) . Since N(Rp(a)) ≤ N(Rp(a′)) , it follows that αi = expGi ∈
N(Rp(a′)) for each i , so that N(Rp(a)) ⊂ N(Rp(a′)) and hence they are equal.
In other words, ∆(a′) is independent of a′ ∈ T \
(
ZplT ∪ΣplT
)
. Let us denote it by
∆T .
Now taking an appropriate semistratification of Φ and using Remark 4.4, we
can find a finite subanalytic stratification {Λj} ( j ∈ J ) of X , compatible with
the sets T , ZplT , Z
(p−1)l
T , Σ
pl
T , and a family {Γj} ( j ∈ J ) of subanalytic leaves
in Eqϕ such that, for each j ∈ J , Φ|Γj : Γj → Λj is an analytic isomorphism,
and Γj ⊂ S0T \ΘplT , whenever Λj ⊂ T \ΣplT .
Suppose that j ∈ J , T ∈ T , Λj ⊂ T and dimΛj = dimT . Then Λj is open
in T and Λj ⊂ T \
(
ZplT ∪ ΣplT
)
. We put Mj =MT and ∆j = ∆T in this case.
6. PROOF OF THEOREM 1.2
Since ϕ is semiproper and X = ϕ(Ω) is compact, there exists a bounded open
subanalytic subset E ⊂ Rm such that E ⊂ Ω , ϕ(E) = X and ϕ|E : E → Rn
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is semiproper. Theorem 1.2 reduces to the following proposition (by induction on
dimension).
Proposition 6.1. Let A be a closed subset of X , subanalytic in Rn , of dimension
d . Let k ∈ N . Then there exists a closed subset A′ of A and an integer t ≥ k
such that:
(1) A′ is subanalytic of dimension < d .
(2) If f ∈ Ct(Ω) is t -flat on ϕ−1(A′ ∪ Z) and, for each a ∈ A , there exists
a polynomial Wa ∈ R[y] such that T tf(b, x) = Wa(T˜ tϕ(b, x)) mod (x)t+1 , for all
b ∈ ϕ−1(a) ∩ E , then there exists g ∈ Ck(Rn;Z) such that f − g ◦ ϕ is k -flat on
ϕ−1(A) ∩ E .
Proof. Let r denote a positive integer such that every connected component of
A∪Z is r -regular [5, Th. 6.10]. Take any integer l ≥ kr . Let (S, T ) be a (semi)
stratification of ϕ|E such that T is compatible with A and Z . We will use the
results and notation of §5. Fix an integer p > pl and take the stratification {Λj}
( j ∈ J} of X and the family {Γj} ( j ∈ J ) of subanalytic leaves in Eqϕ as at
the end of Section 5. Observe that the mapping Φ : Eqϕ → X extends to Φ :
Ωq → X , and Eqϕ ⊂ Ωq . For each j ∈ J , Φ
(
Γj\Γj
)
= Λj\Λj , because Φ|Γj :
Γj → Λj is a homeomorphism.
Set J0 = {j ∈ J : Λj ⊂ A\Z, dimΛj = d} and A′ =
⋃{Λj : Λj ⊂ A, dimΛj <
d} . For each j ∈ J0 , Λj is contained in some T ∈ T of dimension d . Thus Mj
is nonzero on Γj and we have a  Lojasiewicz inequality
(6.2) |Mj(b)| ≥ C ·
(
dist(b,Γj\Γj)
)s
,
for b ∈ Γj , j ∈ J0 , where s is a positive integer.
Now take any integer t ≥ p+ s . Suppose that f ∈ Ct(Ω) is t -flat on ϕ−1(A′ ∪
Z) and that, for each a ∈ A , there exists a polynomial Wa ∈ R[y] such that
T tf(b, x) =Wa
(
T˜ tϕ(b, x)
)
mod (x)t+1 for each b ∈ ϕ−1(a) ∩E .
16 EDWARD BIERSTONE, PIERRE D. MILMAN AND WIES LAW PAW LUCKI
Let j ∈ J0 . For each a ∈ Λj , let Vj(a, y) ∈ R[y] be the unique polynomial (of
degree ≤ p ) such that Wa(y)− Vj(a, y) ∈ Rp(a) and suppyVj(a, y) ⊂ ∆j . Put
Vj(a, y) =
∑
α∈∆j
V αj (a)y
α ,
Fj(a, y) = πl(Vj(a, y)) =
∑
α∈∆j
|α|≤l
V αj (a)y
α .
Lemma 6.3. lim V αj (a) = 0 , when a→ Λj\Λj .
Proof. Since T pf(b, x) = Vj
(
a, T˜ pϕ(b, x)
)
mod (x)p+1 , for each b ∈ ϕ−1(a)∩E ,
we have
Dβf(bν) =
∑
α∈∆j
V αj (Φ(b))L
α
β(bν)
where b = (b1, . . . , bq) ∈ Γj , ν = 1, . . . , q , β ∈ Nm and |β| ≤ p . By Cramer’s
rule applied to this system,
(6.4) V αj (Φ(b)) = H
α
j (b)
/
Mj(b)
for b ∈ Γj , α ∈ ∆j , where the Hαj are Cs -functions on Ωq , s -flat on Γj\Γj ⊂
Φ−1
(
Λj\Λj
) ⊂ Φ−1(A′) . The lemma follows from (6.2). 
Lemma 6.5. Fj is a Cl -Whitney field on Λj .
Proof. Let Ψν : Ω
q → Rn and hν : Ωq → R ( ν = 1, . . . , q ) denote the mappings
Ψν(b) = Ψν(b1, . . . , bq) = ϕ(bν) and hν(b) = f(bν) . Then Ψν |Eqϕ = Φ and,
for each b ∈ Ωq , the polynomial T pΨν(b, x) can be identified with T pϕ(bν , x) .
Similarly, T phν(b, x) can be identified with T
pf(bν , x) . Fix a ∈ Λj . Choose
b ∈ Φ−1(a) ∩ Eqϕ such that, for any W ∈ R[y] , W ∈ Rp−1(a) if and only if
W
(
T˜ pϕ(bν , x)
)
= 0 mod (x)p , ν = 1, . . . , q . Take S ∈ S(q) such that b ∈ S .
Then Λj is open in T = Φ(S) . We have
(6.6) T phν(c, x) = Vj
(
Φ(c), T˜ pΨν(c, x)
)
mod (x)p+1
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for all c ∈ S ∩ Φ−1(Λj) , ν = 1, . . . , q . By (6.4), the V αj are C1 on Λj (in
fact, Cs ). Let u be any vector tangent to Λj at a . Since Φ|S : S → T is
a submersion, there is v ∈ TbS such that (db(Φ|S))(v) =
(
dbΨν
)
(v) = u . By
Lemma 3.1, Proposition 3.2 and (6.6),
Da,uV
p−1
j
(
a, T˜ pΨν(b, x)
)
−Dy,uVj
(
a, T˜ pΨν(b, x)
)
= 0 mod (x)p ;
hence
Da,uV
p−1
j
(
a, T˜ pϕ(bν , x)
)
−Dy,uVj
(
a, T˜ pϕ(bν , x)
)
= 0 mod (x)p .
It follows that Da,uV
p−1
j (a, y)−Dy,uVj (a, y) ∈ Rp−1(a) and, by Lemma 5.4,
Da,uF
l−1
j (a, y)−Dy,uFj (a, y) ∈ πl−1(Rp−1(a)) = πl−1(Rp(a)).
On the other hand, suppy
[
Da,uF
l−1
j (a, y)−Dy,uFj(a, y)
] ⊂ ∆j ; thus
Da,uF
l−1
j (a, y) = Dy,uFj(a, y) . In virtue of Proposition 3.2, this completes the
proof of Lemma 6.5. 
We can now finish the proof of Proposition 6.1. Define G ∈ C0(A ∪ Z)[y]
by setting G = Fj on Λj , for each j ∈ J0 , and G = 0 elsewhere. Then
T lf(b, x) = G(a, T˜ lϕ(b, x)) mod (x)l+1 , for each a ∈ A∪Z and b ∈ ϕ−1(a)∩E .
By Proposition 3.4, the truncation Gk(a, y) is a Ck Whitney field on A ∪ Z . 
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