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1. Letq,,q,,-*a, qn (n > 1) be positive numbers with XI=, qk = 1. For 
every sequence (x1, --A, ’ x,J with all xk > 0 and for all real t, the mean of 
order t, M, (x1, e-e, x,), is defined as (zz==, qkxkt)llt if t # 0, and as 
nz_, xkn, if t = 0. 
For given positive xi ,j = 1, a*., n and real Y and s, Y < s, it is well-known 
(see, e.g. [l, p. 171 or [2, p. 26]), that 
Equality in (I) holds if and only if x1 = x, = ... = x, . 
In [3], Cargo and Shisha established the following: 
THEOREM 1. Let Y, s, m, M be given real numbers (0 < m < M, r < s), set 
y = M/m and let I denote the n-dimensional cube 
i(Xl,%, ..-, x,) : m < xk < M; k = 1,2, **a, n}. 
Then 
throughout I, where A is 
i 
Y s/ (YS-1) 
> 
l/S 
e log ysl(Ys-1) 
( 
y~/w-l) 
> 
-1/r 
e log y*/(Y”-1) 
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[r/b’ - 1) - S/(y” -- l)],‘(s - r) if rs f 0. (6) 
1 1 
s 1% Y ys - 1 
if Y ==o. (7) 
1 1 - --- rlog?J s = y’ - 1 if 0. (8) 
Then 0 < 6’ < 1. Equality in (2) for a point (x1 , ..., x,) E I holds if and only 
ifthere exists a subsequence (k, , k, , ..., k,) of( 1,2, *.., n) such that CF=, qkj = 8, 
Xkj =M(j= 1,2, ***,p), and xk = m for every k distinct from all kj . 
The main purpose of this paper is to give a “matrix version” of Theorem 1. 
2. Let A be an n x n positive definite hermetian matrix and Y a real 
number. There exists [4] a unitary matrix U such that 
A = u*p, , A, , *a*, An] u (9) 
where [I, A, , ..I, A,] is the diag onal matrix (A&&), and where A, , A, , *.., A, 
(which are all positive) are the eigenvalues of A, each appearing as often as 
its multiplicity. U* means (o)t, the transposed conjugate of U. Powers of A 
are defined by (see, e.g., [5, p. 711) 
A’ = U*[X,‘, h2r, ..+, h,l;] G;. (10) 
A’, so defined depends only on A and r and is independent of the particular 
representation (9). 
We note that for the inner product (A7x, x) (here x = (x1 , .**, x,)“, 
xj complex), we have (Arx, x) = Cjtl 1 yj I2 A$‘, wherey = (yi , **.,yJr = Ux 
and so C%, / yj 12 = C%, ( xj ]a. If x is of unit norm, then 
and, therefore, by (AOx, .)i/O we shall mean nyz, hiyr’*. 
THEOREM 2. Let A be an n x n positive definite hermetian matrix with 
eigenvalues 
A1>A,>***>h,, 
X, > h, . Set y = h,/& and let r and s be real numbers, r < s. For any n-dimen- 
sional vector x of unit norm 
1 < (ASx, ~)l/~/(A’x, x)l’? < d (11) 
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where A is dejined by (3)) (4)) and (5). Let 9 be defined by (6)) (7)) and (8). 
Let y = Ux, U a unitary matrix such that 
and 
A’ = U*[X17, h2*, e-e, h,‘] U. (12) 
LetSbethesetofallk(k = 1, *a*, n) such that ylc # 0. Equality on the right in 
(11) holds if and only ;f there exists ap, 1 < p < n, such that CpXI 1 yk I2 = 0, 
,I, = h,(k = 1, ..+, p) and X, = h, for every k satisfyingp < k, k E S. Equality 
on the left in (11) holds if, and only if, all h, (k E S) are equal. 
PROOF. Assume IS f 0. Letting y = Ux where U is a unitary matrix 
satisfying (12), we have 
where 
(ASx, x)“* (x%1 1 Yk I2 hk?l'S 
(A% V = (& I yk I2 h;)l's 
Hence, if yk # 0 (k = I, *em, n), (1) and Theorem 1 apply. If some yk are zero, 
(A”x. x)“’ = (x:-l 1 Yk I2 AkS)l’S (cke.S 1 yk la bifs 
(A’x, x)ljr (c;sl 1 Yk 1’ ‘;)l” = (C&s 1 Yk I2 ‘;)l” 
and if S contains more than one element (i.e., more than one yk (k = 1, e-e, n) 
are nonzero), (1) and Theorem 1 apply. If only one yk (k = 1, ***, n) is non- 
zero, by a simple calculation one obtains (A”x, x)llS/(ATx, x)llr = 1 < A. In 
this case, the condition of the theorem for equality on the right side of (11) 
is not fulfilled since 0 < t9 < 1 and for any p, 1 < p < n, cE=, 1 yk I2 # 8. 
For r = 0 or s = 0, the corresponding results follow from (1) and Theo- 
rem 1 in a similar manner. 
3. We cite two special cases. Letting s = 1 and Y = - 1, Theorem 2 
yields 
(Ax, x) (A-lx, x) < 0, + hJ2/4M,2 , (13) 
the well-known [6] Kantorovich inequality. 
Letting s = 2 and Y = 1, we obtain, by squaring both sides of the right 
inequality of (1 I), 
(A2X, x)l(& 4” < (4 + hJ2/4~d, , 04) 
the inequality of Krasnoselskii and Krein [7]. Note that the right sides of (13) 
and (14) are the same. 
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