Abstract. This paper considers the problem of monomialization of morphisms of algebraic varieties. We survey our recent results on this problem.
Introduction
Suppose that X is a nonsingular variety, over an algebraically closed eld k of characteristic zero.
If V X is a nonsingular subvariety, the monoidal transform of X with center V is the blow up : Y = Proj( n 0 I n V ) ! X:
If p is a closed point of Y such that (p) = q, there exist regular parameters (x 1 ; : : : ; x n ) at q and regular parameters (y 1 ; : : : ; y n ) at p such that x 1 = x 2 = = x r = 0 (with r n) are local equations of V at q and x 1 = y 1 ; x 2 = y 1 y 2 ; ; x r = y 1 y r ; x r+1 = y r=1 ; : : : ; x n = y n : If V = q, so that r = n, is called a quadratic transform. gives a simple example of a mapping of curves which cannot be monomialized, since p p 1 + x is inseparable over k x].
The obstruction to monomialization in positive characteristic is thus wild rami cation.
In section 3, we discuss our positive answer ( 16] ) to a local analogue of the Question for generically nite morphisms.
In section 4, we outline proofs of the positive answer to the question in the previously known cases, a morphism to a curve and a morphism of surfaces.
In sections 5 and 6 we outline some aspects of our recent proof of monomialization of proper morphisms from 3 folds to surfaces ( 18] ). Theorem 1.3 (Theorem 18.21, 18] ) Suppose that : X ! S is a dominant morphism from a 3 fold X to a surface S (over an algebraically closed eld k of characteristic zero). Then there exist sequences of blow ups of nonsingular subvarieties X 1 ! X and S 1 ! S such that the induced map 1 : X 1 ! S 1 is a monomial morphism. >From this we deduce that it is possible to toroidalize ( 26] In general, p 1 will lie on a single exceptional component of , and p 1 will be disjoint from the strict transforms of codimension 1 subschemes of X determined by y i = 0, 1 i m, on a neighborhood of ?1 (q). In this case we will have a ij = 0 if j > 1, since the x i = 0 are either local equations of exceptional components of X 1 ! X or are local equations of the strict transforms of irreducible components of y i = 0. Thus (a ij ) will have rank 1.
There thus cannot exist regular parameters (x 1 ; : : : ; x n ) inÔ X 1 ;p 1 of the form of (1.4), we will have a factorization X 1 ! S 1 which is a morphism in a neighborhood of p 1 , and X 1 ! S 1 will be monomial at p 1 .
A strategy for monomializing a dominant morphism from a nonsingular variety X to a nonsingular surface S is thus to rst perform a sequence of blow ups of nonsingular subvarieties 1 : X 1 ! X so that for all points p of X 1 , appropriate regular parameters (u; v) in O S 1 ;q where q = 1 (p) will have simple forms which we will call prepared, which include the form of (1.5 Resolution of singularities in all dimensions and characteristic zero has been proven by Hironaka 21] . Resolution in dimension 3 and positive characteristic has been proven by Abhyankar 4] .
Some recent papers on local uniformization and resolutions of singularities are Heinzer, Rotthaus, Wiegand 20], Kuhlmann 27 ], Teissier 34] . Some other proofs of resolution are Hironaka 22 
If we can now patch V 1 ; : : : ; V m to obtain a separated algebraic variety V , then we will know (by the valuative criterion for properness) that V is proper. By construction, we will have a global solution to our problem.
There is an easy partial solution to the patching problem. We can always patch the V i along the open sets where they are isomorphic. This is a nite type k scheme, with ring of rational functions K. The only problem is that it will probably not be separated! The di culty is that the valuative criterion for separatedness could fail. However, the existence part of the valuative criterion for properness will hold, so it is quasi-complete.
Local Monomialization
Suppose that R S is a local homomorphism of local rings essentially of nite type over a eld k and that V is a valuation ring of the quotient eld K of S, such that V dominates S. Then . . .
x n = y a n1 1 : : : y a nn n n :
Thus (since char(k) = 0) there exists an etale extension S 0 ! S 00 where S 00 has regular parameters y 1 ; : : : ; y n such that x 1 ; : : : ; x n are pure monomials in y 1 ; : : : ; y n . The standard theorems on resolution of singularities allow one to easily nd R 0 and S 0 such that (3.2) holds, but, in general, we will not have the essential condition Det(a ij ) 6 = 0. The di culty of the problem is to achieve this condition.
It is an interesting open problem to prove Theorem 3.1 in positive characteristic, even in dimension 2. Theorem 3.1 implies simultaneous resolution from above 17], which is a key step in a program of Abhyankar's for proving resolution in positive characteristic. This method is completely worked out by Abhyankar in dimension 2 1] .
The construction of a monomialization by quasi-complete varieties follows from Theorem 3.1. 
Monomialization of Morphisms in Low Dimensions
We will outline proofs of monomialization in the previously known cases. Suppose that k is an algebraically closed eld of characteristic zero and : X ! Y is a dominant morphism of nonsingular k varieties.
Let sing( ) be the closed subset of X where is not smooth.
If is a dominant morphism from a variety to a curve, the existence of a global monomialization follows immediately from resolution of singularities. In fact, it is really a restatement of embedded resolution of hypersurface singularities. where K is a Galois closure of L(T) over L(S).
We will now outline a simple proof of monomialization for morphisms of surfaces (when k is algebraically closed of characteristic zero). Thus is monomial at a point p if and only if there exist regular parameters inÔ T;p such that one of the forms (4.1) or (4.2) hold.
We will say that is prepared at p 2 T if there exist regular parameters (u; v) in O S; (p) , regular parameters (x; y) inÔ T;p , and a power series P such that one of the following forms holds at p. u = x a v = P(x) + x c y where is a unit. After making a change of parameters, multiplying x by a unit, and multiplying y by a unit, we get the form (4.4).
It is now not di cult to construct a monomialization. We must blow up points q on S 1 over which the map is not monomial at some point over q, and blow up ( 1 ) at p.
We observed that if X and Y are surfaces, then 1 is prepared. Unfortunately, even for morphisms from a 3 fold to a surface, 1 may be quite complicated. We will give some examples later on in this section. A key step in the local proof of monomialization, Theorem 3.1, is to de ne a new invariant, which measures how far the situation is from a speci c form which is close to being monomial. In the local valuation theoretic proof we make use of special products of monoidal transforms de ned by Zariski called Perron transforms 37]. Under appropriate application of Perron transforms our invariant does not increase, and we can in fact make the invariant decrease, by an appropriate algorithm.
An essential di culty globally is that our invariant can increase after a permissible monoidal transform. This is a signi cant di erence from resolution of singularities, where a foundational result is that the multiplicity of an ideal does not go up under permissible blow ups.
We will give a brief overview of the proof of Theorem 1.3 on monomialization of morphisms from 3 folds to surfaces (Theorem 18.21 18]).
Step 1. Thus (q) = 1.
Step 2. This is the di cult step. We construct a commutative diagram We impose the further condition that 1. -4. are compatible with the reduced SNC divisors D S 0 and E X 00 = ( 00 ) ?1 (D S 0) red . u = 0 is a local equation of E X 00, u = 0 (or uv = 0) are local equations of D S 0 in the above forms. We will say that 00 is prepared.
We use induction on r = maxft j (p) = t for some p 2 Xg to achieve the conclusions of the theorem. A major di culty is that, unlike in the case of resolution of singularities, (p) can go up after blowing up a point or a nonsingular curve. We can construct an example as follows. However, (p) can go up by at most 1, and some other invariants get better, or at least no worse. For a local resolution, we reduce to two di cult cases (Sections 11 and 12 of 18]) which we settle by blowing up generic curves on E X 0 through a particular point, and use a generalization of Abhyankar's Good Point Algorithm ( 5], 28]) to achieve an improvement. This depends on arithmetic information which is captured in this algorithm.
Step 3. We construct a commutative diagram X 000 000 ! S 00 # # X 00 00 ! S 0 such that X 000 ! X 00 is a product of blow ups of nonsingular curves, S 00 ! S 0 is a product of blow ups of points and 000 is monomial. A similar argument holds in the other cases.
We have an essentially canonical procedure for achieving Step 3. We blow up on S 0 the ( nitely many) images of all non monomial points of X 00 , then blow up nonsingular curves on X 00 to eliminate the indeterminacy of the resulting rational map. An invariant improves. By induction we eventually construct 000 .
Resolution of Generically Finite Morphisms of Surfaces
In this section, a surface is a nonsingular 2-dimensional integral scheme, of nite type over an algebraically closed eld k of characteristic 0. We will say that p is a 2 point. If b = 0, there are power series P(t) and F(x; y) such that x does not divide F, F has no nonzero terms which are powers of x and inÔ X;p u = x a v = P(x) + x c F(x; y) (6.4) We will say that p is a 1 point.
For the rest of this section, we will assume that : X ! Z is a sequence of quadratic transforms, centered at points over S T. let f X = f . so that x c+r?t y d+t is a power of x a y b , a contradiction.
We must then have ? 6 2 N. But then the y r+1 1 coe cient of (y 1 + ) ? is non zero, a contradiction to (6.12) . Now suppose that p is a 2 point andÔ X 1 ;p 1 has regular parameters (x 1 ; y 1 ) such that x = x 1 ; y = x 1 y 1 . Write . We must show that F has no nonzero terms x 1 y 1 terms with = r + . But this is impossible since F has no nonzero x i terms, with i 0.
The leading form of F is and normalize with respect to the permissible parameters to get v = P 2 (x) + x c F 2 (x; y 2 ): Let d = ord (t(x)). We then see that if i + 1 j > r 1 , then all terms x y in the expansion of x i y j 1 = x i (y 2 + t(x)) j satisfy + 1 > r 1 . Since 2 < 1 , we see that Lemma 6.12 Suppose that g : X 1 ! X is a quadratic transform, centered at a point p of X, and p 1 2 X 1 is a closed point above p such that g(p 1 ) = p and (p 1 ) = (p).
Suppose that p and p 1 are both 2 points. Then (p 1 ) = (p) ? 1. Suppose that p and p 1 are both 1 points, (p) = 0 and (p) < 1. Then (p 1 ) = (p) ? 1. Proof Suppose that r = mult(F).
First suppose that p and p 1 are both 2 points. Then p has permissible parameters (x; y) andÔ X 1 ;p 1 has permissible parameters (x 1 ; y 1 ) such that x = x 1 ; y = x 1 y 1 . Since F 1 = F x r 1 , (p 1 ; x 1 ; y 1 ) = (p; x; y) ? 1. Since (p 1 ) = (p), we have F = P a ij x i y j with a ij = 0 if i+j r and j < r. Thus a 0r 6 = 0, so that (p; y; x) = 1 and (p; x; y) > 1. Thus (p) = (p; x; y). Since mult(F 1 ) = r and mult(F 1 (0; y 1 )) = r, (p 1 ; y 1 ; x 1 ) = 1 and (p 1 ; x 1 ; y 1 ) 1. Then (p 1 ) = (p 1 ; x 1 ; y 1 ) = (p) ? 1. Now suppose that p and p 1 are both 1 points, (p) = 0 and (p) < 1. We can suppose that we have permissible coordinates (x; y) at p such that = (p) = (F; x; y) and mult(F(0; y)) = mult(F). p 1 has permissible parameters (x 1 ; y 1 )
such that x = x 1 ; y = x 1 (y 1 + ) for some 2 k. First suppose that 6 = 0. Proof The Theorem follows from Theorem 6.6, and Lemmas 6.8, 6.9, 6.12.
The proof of Theorem 6.2 is immediate from Theorem 6.13.
