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Abstract—Fuzzy rule interpolation (FRI) is of particular sig-
nificance for reasoning in the presence of insufficient knowledge
or sparse rule bases. As one of the most popular FRI methods,
transformation-based fuzzy rule interpolation (TFRI) works by
constructing an intermediate fuzzy rule, followed by running
scale and move transformations. The process of intermediate rule
construction selects a user-defined number of rules closest to an
observation that does not match any existing rule, using a distance
metric. It relies upon heuristically computed weights to assess the
contribution of individual selected rules. This process requires
a move operation in an effort to force the intermediate rule
to overlap with an unmatched observation, regardless of what
rules are selected and how much contribution they may each
make. It is therefore, desirable to avoid this problem and also, to
improve the automation of rule interpolation without resorting to
the user’s intervention for fixing the number of the closest rules.
This paper proposes such a novel approach to selecting a subset of
rules from the sparse rule base with an embedded rule weighting
scheme for the automatic assembling of the intermediate rule.
Systematic comparative experimental results are provided on
a range of benchmark data sets, to demonstrate statistically
significant improvement in the performance achieved by the
proposed approach over that obtainable using conventional TFRI.
Keywords—Fuzzy rule interpolation, closest rule selection, active
set-based solution, ANFIS.
I. INTRODUCTION
Being one of the cornerstones of soft computing, fuzzy set
theory enables the tolerance of imprecision, uncertainty and
approximation in data and knowledge, which many problems
in real-life involve that conventional boolean representation
cannot handle. In particular, fuzzy rule-based systems [1],
[2], [3] have been very successful in a wide range of real-
world applications (e.g., [4], [5], [6], [7]). In order for such
systems to work, a dense fuzzy rule base is normally required
to cover the entire input space such that any incoming new
observations may at least partially overlap with certain existing
rules to derive appropriate consequents. However, there are
many problems where knowledge about the domain is rather
incomplete so that only a sparse rule base may be available. In
this case an input observation may not match and fire any of the
existing rules from the sparse rule base, thereby leading to no
conclusion. Fuzzy rule interpolation (FRI) explicitly addresses
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this common restriction in fuzzy systems, where the given rule
base is sparse and unable to fully cover the input space.
A number of important FRI approaches and their variations
have been proposed in the literature, which can be generally
categorised into two classes. The first performs interpolation
by directly manipulating the antecedents of those rules which
are deemed closest to (but do not match) the given observa-
tion. The consequent of the interpolated result may therefore
be viewed as the combined logical outcome of those rules
involved. Typical approaches in this group are based on the
exploitation of the concept of α-cuts [8], [9], [10], [11],
[12]. The approach works basically by propagating distance
measures between the α-cuts of the observed antecedent fuzzy
sets and their counterparts in those rules to compute the α-
cuts of the interpolated consequent, which are then assembled
through the use of the resolution principle [13] to construct
the final interpolated outcome.
The second category is based on the application of ana-
logical reasoning (that is, similar observations lead to sim-
ilar consequents) [14], [15]. Such an approach first creates
an intermediate rule with its antecedents constructed under
the guidance of the given observation. It then imposes the
similarity measure computed between the observation and the
intermediate rule antecedent over the consequent deduced by
firing the intermediate rule. A particular and popular example
of this category is the scale and move transformation-based
fuzzy rule interpolation (TFRI) [16], which has led to a number
of advanced theoretical developments and applications [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28],
[29], [11], [30], [31], [32]. A key concept used in TFRI
is the representative value of a fuzzy set, which captures
important geometric characteristics of the fuzzy set (e.g., shape
and location). This type of FRI works via exploiting the
information provided by such representative values to construct
the required intermediate rule. Further to the aforementioned
two categories, analytical and closed-form solutions to FRI
[22], [33] have been proposed.
TFRI is popular, but the interpolated results of running it
may be significantly affected by the way in which an interme-
diate rule is constructed. In the general framework of TFRI,
the construction of the intermediate rule typically starts by
selecting a user-defined number of closest rules with respect to
the unmatched observation. The fuzzy values of the antecedent
features within an intermediate rule are each obtained by taking
a weighted combination of those corresponding fuzzy sets
involved in the antecedents of the selected rules. However,
the selection of the closest rules is purely based on a distance
measure which may not be sufficiently indicative of the most
relevant rules for interpolation, especially when none of the
2existing rules is close enough to the observation. In addition,
the use of such heuristically generated weights may lead to the
implementation of undesirable move transformation, leading
to counter-intuitive interpolated outcomes. This is because no
matter which rules to select, the move transformation will
always force the resulting intermediate rule to overlap with
the unmatched observation. Note that, in the FRI literature,
there exist alternative methods that do not require the choice
of a certain number of nearest neighbouring rules to perform
interpolation, but work by simply taking all the rules of the
fuzzy rule base into consideration (e.g., [34], [35]). Nonethe-
less, all TFRI methods need the selection of certain nearest
rules in order to function.
Having taken notice of the above observation, this paper
presents an alternative approach by examining what subset of
rules should be selected and how much each of such selected
rules should contribute to constructing the intermediate rule,
thereby making the interpolation process more robust. In par-
ticular, the proposed method is able to select a subset of rules
that assemble the intermediate rule which overlaps with the ob-
servation without incurring further move transformation. This
is followed by a procedure which determines the weight that
each individual selected rule is expected to contribute towards
the intermediate rule, with the weighting scheme converted
into a system of simultaneous bounded linear equations. To
have a fair comparison over different methods for intermediate
rule construction, systematic experimental results of applying
these methods to support TSK fuzzy inference on a range
of benchmark data sets are provided. Statistical analyses of
the results are carried out, demonstrating the efficacy of the
proposed work.
The remainder of this paper is organised as follows. Section
II reviews the underlying algorithm of TFRI. Section III further
justifies the technical reasons for the present new approach.
Section IV describes the proposed methodology. Section V
discusses comparative experimental results. Section VI con-
cludes the paper and outlines ideas for further improvement.
II. BACKGROUND
This section briefly reviews the interpolation procedures
involved in the core of conventional TFRI. Without losing
generality, suppose that a sparse rule base R consisting of
a set of fuzzy rules rk, k = 1, 2, · · · , |R|, is given for an n-
dimensional problem, with the rule rk represented as follows:
If x1 is Ak1 and ... and xn is A
k
n,Then y
k (1)
where xi, i ∈ {1, 2, . . . , n}, is the i-th antecedent (or input)
feature, which is described by the fuzzy value Aki ; and y
k is
the consequent of the fuzzy rule.
A. Representation of Representative Values
For simplicity, triangular fuzzy membership functions are
adopted herein to represent fuzzy sets (although any piecewise
linear fuzzy representation may be used as an alternative if
preferred). Let Ai be a tuple denoting a triangular fuzzy
set Ai = (ai1, ai2, ai3), where ai1 and ai3 are the left and
right support vertexes, and ai2 is the normal point of the
fuzzy set. The representative value Rep(Ai) that denotes the
overall geometric shape and location of the fuzzy set Ai in its
corresponding domain is defined by the following:
Rep(Ai) =
ai1 + ai2 + ai3
3
(2)
Note that the point associated with the centre of gravity is typ-
ically used to define the representative value of a membership
function, but the above is used for computational simplicity.
B. Selection of Closest Rules
Given an observation o∗ = (A∗1, . . . , A
∗
k, . . . , A
∗
n) with A
∗
k
denoting the k-th feature value of the observation, the distance
between a rule rk and the observation is calculated as the
aggregated distance of all individual antecedent features:
d(rk, o∗) =
√√√√ n∑
i=1
d(Aki , A
∗
i )
2 (3)
where d(Aki , o
∗
k) is the normalised distance of the otherwise
absolute distance measure, ensuring compatibility across all
antecedent features, such that
d(Aki , A
∗
k) =
|Rep(Aki )−A∗i |
maxAi −minAi
(4)
where |Rep(Aki )−A∗i | is the absolute difference between the
observed feature value A∗i and the representative value of the
fuzzy set Aki for the corresponding attribute xi; and minAi
and maxAi denote the maximal and minimal value of xi,
respectively, jointly delimiting the domain bound of xi. Once
the distances between the given observation and all existing
rules in the sparse rule base are calculated, the l (l > 2) rules
which have the minimal distances are determined and selected
as the closest l rules to the observation. The number of rules
l to be selected is determined by the user.
C. Construction of Intermediate Rule
Let ωAki denote the weight of i-th antecedent fuzzy set A
k
i
of rk such that
ωAki =
ω′
Aki∑l
i=1 ω
′
Aki
(5)
and be termed the normalised displacement factor, where ω′
Aki
represents the similarity between the antecedent fuzzy set Aki
and the corresponding fuzzy value within the observation,
which is defined by
ω′Aki =
1
d(Aki , A
∗
i ) + 1
(6)
The intermediate fuzzy terms A′′i over i, i ∈ {1, . . . , n},
are constructed from the antecedents of the l closest rules.
These are then moved to A′i such that they have the same
representative values as those of A∗i :
A′i = A
′′
i + δAi(maxAi −minAi) (7)
where
A′′i =
l∑
k=1
ωAkiA
k
i (8)
3δAi = d(A
∗
i , A
′′
i ) (9)
From this, by analogy, the moved intermediate consequent y′
can be computed with the parameters ωyk and δy through
aggregation of the n corresponding values of A′i, such that
y′ =
l∑
k=1
ωyky
k + δy(max y −min y) (10)
where ωyk and δy are calculated by
ωyk =
1
n
n∑
i=1
ωAki (11)
δy =
1
n
n∑
i=1
δAi (12)
D. Scale and Move Transformations
The aim of carrying out scale and move transformations in
TFRI is to ensure that transformed antecedent feature values
of the intermediate rule will coincide with their corresponding
fuzzy values in the unmatched observation given. The trans-
formations are implemented in two stages:
I) Scale operation: transform from A′i to Aˆ
′
i termed
as the scaled intermediate fuzzy set, in an effort to
determine the scale rate sAi ; and
II) Move operation: transform from Aˆ′i to A
∗
i to obtain
a move ratio mAi .
Given a triangular intermediate fuzzy set A′i =
(a′i1, a
′
i2, a
′
i3), the scale rate sAi is calculated by
sA′i =
a∗i3 − a∗i1
a′i3 − a′i1
(13)
which essentially expands or contracts the support length
of A′i: a
′
i3 − a′i1 so that it becomes the same as that of
the observation A∗i . The scaled intermediate fuzzy set Aˆ
′
i is
obtained as follows:
aˆ′i1 =
(1+2sAi )a
′
i1+(1−sAi )a′i2+(1−sAi )a′i3
3
aˆ′i2 =
(1−sAi )a′i1+(1+2sAi )a′i2+(1−sAi )a′i3
3
aˆ′i3 =
(1−sAi )a′i1+(1−sAi )a′i2+(1+2sAi )a′i3
3
(14)
The move operation shifts the position of Aˆ′i to the same as
that of A∗i , with the move ratio mA′i determined by
mA′i =
{
3(a∗i1−aˆ′i1)
aˆ′i2−aˆ′i1 , if a
∗
i1 > aˆ
′
i1
3(a∗i1−aˆ′i1)
aˆ′i3−aˆ′i2 , otherwise
(15)
Once all scale and move parameters are computed over i,
the required factors for analogically modifying the intermedi-
ate consequent y′ are heuristically calculated by finding the
averages:
sy′ =
1
n
n∑
i=1
sA′i (16)
my′ =
1
n
n∑
i=1
mA′i (17)
The scaled result zˆ′ of the intermediate consequent y′ is then
calculated as follows:
yˆ′1 =
(1+2sy′ )y
′
1+(1−sy′ )y′2+(1−sy′ )y′3
3
yˆ′2 =
(1−sy′ )y′1+(1+2sy′ )y′2+(1−sy′ )y′3
3
yˆ′3 =
(1−sy′ )y′1+(1−sy′ )y′2+(1+2sy′ )y′3
3
(18)
Finally, the interpolated consequent is obtained by applying
the averaged move ratio such that
y∗1 = yˆ
′
1 +my′γ
y∗2 = yˆ
′
2 − 2my′γ
y∗3 = yˆ
′
3 +my′γ
(19)
γ =
{
yˆ′2−yˆ′1
3 , if my′ > 0
yˆ′3−yˆ′2
3 , otherwise
(20)
III. MOTIVATIONS AND OBJECTIVES
As can be seen from (7), in conventional TFRI, the interme-
diate term A′i is obtained by moving A
′′
i with a location shift
of δAi(maxAi −minAi), where A′′i is a linear combination
of those fuzzy sets Aki , k = 1, ..l, respectively selected from
the l closest rules, weighted by the normalised distance to the
unmatched observation. This move operation is devised in an
effort to ensure that the representative value of each antecedent
fuzzy set in the intermediate rule equals to that of its counter-
part in the observation. Whether the selected rules are used for
extrapolation or interpolation (although mathematically, both
take the same form as (7)), this requirement will in general
lead to a significant problem in performing TFRI, as discussed
below.
A. Case 1 - Extrapolation
Extrapolation deals with situations where the selected clos-
est fuzzy rules all geometrically lie on one side of the hyper-
graphical plot depicting the given observation. For illustration,
Figure 1 shows such a case in a single input problem space,
where A2 and A3 are the two antecedent fuzzy values taken
from the rules r2 and r3 which are the closest to the observa-
tion A∗, thereby being selected to construct the intermediate
rule. Obviously, A′′ will lie in between A2 and A3, given that
A′′ is simply a weighted combination of A2 and A3. Therefore,
A′′ is required to be moved left to make its representative value
equalling to that of the observation.
Fig. 1: Case 1 - Extrapolation.
Denote the value of a certain antecedent feature xi within
the unmatched observation o∗ as A∗i . Given a selected rule
subset R∗ of l rules, the following equation should hold if
the weighted linear combination of the antecedent values for
4xi is required to be of the same representative value as its
counterpart in the observation:
Rep(A∗i ) = w1Rep(A
1
i )+· · ·+w2Rep(Aki )+· · ·+wlRep(Ali)
(21)
For extrapolation, the representative values Rep(Aki ), k =
1, . . . , l, are all on one side of that of the observation Rep(A∗i ).
Thus, if ∀rk ∈ R∗, Rep(A∗i ) < Rep(rki ), while suppos-
ing that Rep(A1i ) < Rep(A
k
i ),∀k 6= 1, then Rep(A∗i ) =∑l
k=1 wkRep(A
k
i ) <
∑l
k=1 wkRep(A
1
i ) = Rep(A
1
i ), given
that
∑l
k wk = 1, wk ∈ [0, 1]. This means that the represen-
tative value of the corresponding interpolated term will be
greater than that of the observation no matter what weight
vector is used. Vice versa, if the representative values of all
selected fuzzy terms are smaller than that of the observation.
This analysis indicates that for extrapolation in conventional
TFRI, without performing the move operation, no solution can
be obtained if an intermediate rule is to be created whose
representative values are to be exactly the same as those of
the corresponding features in the observation.
B. Case 2 - Interpolation
Interpolation deals with situations where the selected fuzzy
rules flank (i.e., geometrically lie on both sides of) the obser-
vation, as illustrated in Figure 2 for a single input problem.
In this example, A1, A2 and A3 are the fuzzy sets taken from
the rules r1, r2 and r3 which are deemed to be the closest
to the observation, based on distance measures, and which are
selected to construct the intermediate rule. Although there is
a chance that the representative value of A′′ may happen to
be equal to that of the observation, it is generally difficult to
guarantee this, as the weights used for linear combination is
heuristically calculated. Therefore, as with Case 1, the move
operation is also necessary. This is readily shown given the
previously proven case for extrapolation, as mathematically
both rule interpolation and extrapolation are calculated in
exactly the same way.
Fig. 2: Case 2 - Interpolation.
C. Summary of Justifications
As discussed above, whether the existing TFRI is employed
for interpolation or extrapolation, the move operation is re-
quired to ensure the representative values of the intermediate
fuzzy rule to be the same as those of their counterparts
within the observation. The question is whether there exists
a mechanism that is able to construct the intermediate rule, by
combining a set of carefully selected rules with appropriate
weights, without involving the compulsory move operation.
That is, whether it is feasible to utilise just the information
available from the existing sparse rule base itself to create
the intermediate rule, in order to perform transformation-based
FRI. A positive answer to this also allows for automatic
determination of the number of closest rules without human
intervention, which is otherwise required by TFRI, be it for
interpolation or extrapolation.
Inspired by these observations, this paper proposes a novel
optimised transformation-based fuzzy rule interpolation (OT-
FRI) technique, improving upon the original TFRI method in
two folds:
1) To automatically select a set of useful rules such that its
antecedent fuzzy values lie on both sides of an unfired
observation, instead of using a user-defined number of
closest rules that are judged by a fixed distance measure.
2) To search for a weighting vector such that the resultant in-
terpolated fuzzy rule overlaps with the unmatched obser-
vation, instead of using heuristic weights that inevitably
requires an additional move operation.
IV. AUTOMATED SELECTION OF FUZZY RULES FOR
INTERPOLATION
In order to construct the intermediate rule without imple-
menting the undesirable move operation, this section shows
how a set of useful rules can be automatically selected from
the original sparse rule base.
A. Initial Analysis
For clarity, examine just one certain individual feature xi
first. In this case, the representative value of the intermediate
term A′i may equal to that of its counterpart A
∗
i given in
the observation o∗, only if one of the following scenarios is
satisfied, where R∗ stands for the set of selected rules:
(i) if ∃rk ∈ R∗, such that Rep(Aki ) > Rep(A∗i ), and
Rep(Ak
′
i ) < Rep(A
∗
i ), for all r
k′ ∈ R∗, k′ 6= k.
(ii) if ∃rk ∈ R∗, such that Rep(Aki ) < Rep(A∗i ), and
Rep(Ak
′
i ) > Rep(A
∗
i ), for all r
k′ ∈ R∗, k′ 6= k.
(iii) if ∃rk ∈ R∗, such that Rep(Aki ) = Rep(A∗i ).
The first and second scenario correspond to the situations
where the representative values of the fuzzy terms in the
selected rules flank that of their corresponding term in the
observation; and the third scenario describes the case where
one (or more) of the selected fuzzy terms whose representative
value happens to be exactly the same as that of its counterpart
within the observation.
Suppose the original sparse rule base is denoted by R. The
aim here is to devise a method that automatically searches for a
subset of fuzzy rules R∗ ⊂ R. This search is constrained such
that the representative values of the antecedent feature terms
of the intermediate rule being constructed using these rules
will equal or closely approximate those of the corresponding
terms in the unmatched observation. To aid in the illustration
of the underlying ideas of this work, suppose that there are
|R| = 7 existing rules in the sparse rule base for a 6-
dimension problem. Table I specifies the k-th closest rule for
i-th feature value given an unmatched observation o∗ based on
the distance measure between representative values, together
with a sign expressing the proximity relation between Rep(Aki )
and Rep(A∗i ), where “ + ” denotes Rep(A
k
i ) > Rep(A
∗
i );
5TABLE I: Example proximity table.
i-th feature in o∗ k-th closest rule for value of i-th feature in ascending order
A∗1 r
2+ r3− r4+ r5+ r1− r7+ r6−
A∗2 r
3+ r4− r5+ r1+ r7− r2+ r6+
A∗3 r
6− r7+ r1+ r3+ r2− r4+ r5−
A∗4 r
1− r3− r2+ r4+ r5+ r7− r6+
A∗5 r
3 = r2+ r5+ r1− r4− r7+ r6−
A∗6 r
2+ r3+ r6− r7− r1+ r4− r5+
“ = ” denotes Rep(Aki ) = Rep(A
∗
i ); and “ − ” denotes
Rep(Aki ) < Rep(A
∗
i ).
For this problem case, if the features are considered indi-
vidually one at a time, the use of the least number (i.e., 2)
of closest rules with regard to the value of the first feature
x1 will lead to the selection of the rules r2 and r3, forming
a flanking case for this feature. However, if r2 and r3 were
indeed selected, then they would result in the same sign for
the antecedent values of x2 and x6. Thus, in computing the
required weight vector, no matter what values are assigned
to w2 and w3, the interpolated antecedent feature values will
not lie within the area covered by the corresponding features
of r2 and r3. As such, the final interpolated result will not
be within the space bounded by the outcomes of r2 and r3,
making an incorrect interpolation. In order to generate valid
solutions it is therefore, necessary to simultaneously consider
all rule antecedent features, rather than one by one.
Reflecting on the above discussion, a method for automati-
cally selecting closest fuzzy rules out of the given sparse rule
base can be introduced as follows:
1) Generate a proximity table like Table I in the example,
where the first column lists the feature values (for the
features xi, i = 1, 2, ..., n) of the unmatched observation
o∗; each of the rest columns represents a fuzzy rule
rk, k = 1, . . . , |R|; and each cell specifies the order of
how close the value Aki of the i-th feature in the k-th
closest rule is to A∗i , based on the use of a certain distance
measured. The sign associated with the rk denotes the
relative position holding between Aki and A
∗
i , as indicated
previously.
2) Obtain a temporary rule base R∗i for each observed feature
value A∗i , by adding those rules in the table iteratively
from the leftmost rightwards, given that the rules in the
table have been ranked in ascending order based on the
distance measures. Once either of the scenarios (i), (ii)
and (iii) is found, stop adding rules. For the present il-
lustration, R∗1 = {r2, r3}, R∗2 = {r3, r4}, R∗3 = {r6, r7},
R∗4 = {r1, r3, r2}, R∗5 = {r3}, R∗6 = {r2, r3, r6}.
3) Assign R∗ to the temporary rule base R∗i of the largest
cardinality, i.e., R∗ = R∗i , ∀i ∈ {1, 2, ..., n}, |R∗i | >|R∗i′ | and i 6= i′. In the case where there are multiple
feature values that involve the same highest number of
selected rules, to ensure full coverage, find the union of
these multiple sets. For the present example, the rules
required to perform interpolation are R∗ = R∗4
⋃
R∗6 ={r1, r3, r2}⋃{r2, r3, r6} = {r1, r3, r2, r6}.
4) Remove a row if the A∗i of that row is consistent with the
currently selected rule subset R∗, namely if the scenario
(i), (ii) or (iii) is satisfied. For shorthand, denote the notion
of consistency checking between an observed feature
value A∗i and a corresponding rule set R
∗ by
R∗(A∗i ) =
{
True, if scenario (i), (ii) or (iii) is satisfied;
False, otherwise.
(22)
Back to the example, this deletes the rows starting with
A∗1, A
∗
3, A
∗
4, A
∗
5 and A
∗
6.
5) Perform the following for each of the remaining rows,
by looping from the leftmost (closest) rule until reaching
the rightmost (furthest) rule, skipping if rk ∈ R∗; else
updating R∗ = R∗
⋃{rk} if R∗⋃{rk}(A∗i ) is True,
otherwise doing nothing. For the illustrative example, the
first rule encountered for the (only remaining) row starting
with A∗2 that is not in R
∗ is r4, the union of {r4} and
R∗ results in a case satisfying scenario (ii), and so R∗ is
updated such that R∗ = {r1, r3, r2, r6, r4}. As no further
checking is possible, the loop terminates.
Note that the addition of new rules in running the above
procedure is done in order. As such, the aforementioned ‘sets’
of rules and the ‘union’ of a multi-element set R∗ with a
single element set {rk} do not follow the strict mathematical
definition of the corresponding concepts or operations. Instead,
the elements in such a set are ordered, and any union needs to
retain such ordering with the single element listed as the last
of the existing multi-element set that it is being merged into.
From this, a post pruning step can be proposed as follows:
1) Start from the rightmost (or the last) rule in R∗, update
R∗ = R∗/{rk} if the removal of the rule rk does not
violate the consistency across all observed feature values.
2) Iterate the above process until every rule in R∗ has been
checked.
For the running example, the removal of the last rule r4
would violate the opposite sign condition, therefore it should
be retained. The process goes on to check r6, the removal of
which does not violate the consistency relation for any of the
features involved. Hence, R∗ = R∗/{r6} = {r1, r3, r2, r4}.
Then r2 is checked, and its removal would cause inconsistence
for A3, given that r6 has already been removed and r2 is the
only rule that provides a negative sign. Thus, r2 should be
kept. The pruning procedure then checks r3, which is ok to be
deleted, resulting in the updated R∗ = {r1, r2, r4}. Eventually,
r1 is checked and required to be retained. The final result is
R∗ = {r1, r2, r4}. Such a post pruning ensures that the set of
rules required to perform interpolation for a certain observation
is minimal.
B. Rule Selection Algorithm
Generalising the above initial analysis and the associated
illustrative example leads to Algorithms 1 and 2. These algo-
rithms respectively formalise the procedures that are utilised in
this work to automatically determine, and then to prune to the
minimum, a number of rules that are required to compute the
intermediate rule for interpolation, given an observation that
does not match any of the existing rules in the sparse rule base.
No subsequent move operation is necessary. This is different
6from the original approach of TFRI that works by selecting a
subset of closest rules whose cardinality is manually set, while
requiring a subsequent move operation as per (7) before the
interpolation is implemented.
Algorithm 1 Selection-of-candidate-rules
1: % Step 1
2: Generate a proximity table
3: % Step 2
4: Set |R∗| = 0
5: for each observed feature value A∗i ∈ o∗, i = 1, . . . , n do
6: Set |R∗i | = 0
7: for each rule rk, k = 1, . . . , l in the i-th row of the
proximity table do
8: R∗i = R
∗
i
⋃{rk}
9: if R∗i (A∗i ) then
10: break;
11: end if
12: end for
13: end for
14: % Step 3
15: for each row starting with A∗i , i = 1, . . . , n do
16: if |R∗i | ≥ |R∗i′ |,∀i′ = 1, . . . , n, and, i 6= i′ then
17: R∗ = R∗ ∪R∗i
18: end if
19: end for
20: % Step 4 and 5
21: for each row starting with A∗i , i = 1, . . . , n do
22: if R∗i (Ai) then
23: Remove the i-th row from the table
24: else
25: for each rule rk ∈ R in i-th row do
26: if rk 6∈ R∗ ∧R∗⋃{rk}(A∗i ) then
27: R∗ = R∗
⋃{rk}
28: end if
29: end for
30: end if
31: end for
Algorithm 2 Post pruning
1: Input R∗ from Selection-of-candidate-rules
2: for each rule rk, k = |R∗|, . . . , 2, 1 do
3: isRemoved = True;
4: for each observed feature value A∗i ∈ o∗, i = 1, . . . , n
do
5: if ¬(R∗/{rk}(A∗i )) then
6: isRemoved = False;
7: continue;
8: end if
9: end for
10: if isRemoved then
11: R∗ = R∗/{rk};
12: end if
13: end for
An exceptional case is that the inclusion of all rules in
the sparse rule base still fails to simultaneously provide a
flanking scenario for all antecedent features. This implies
that the observation is not within the space bounded by any
subset of rules from the current rule base. In this event,
no matter what weight vector is to be assigned, a linearly
weighted combination of any existing rules cannot produce an
interpolated rule that exactly coincides with the observation.
However, an approximation solution may be sought for this,
as described next.
C. Fuzzy Rule Interpolation with Selected Fuzzy Rules
Given an observation o∗ with no match or insufficient
matching degrees against the rules in the sparse rule base, the
process of interpolation is invoked. This starts with a search for
its closest rule subset R∗ = {r1, r2, . . . , rl} as detailed in the
preceding section. The key to performing interpolation in TFRI
is to derive an intermediate fuzzy rule with the representative
values of the fuzzy sets describing its antecedent features
equalling to their counterparts in o∗. Formally, this can be
represented as a system of simultaneous linear equations as
follows: 
Rep(A∗1) =
∑l
k=1 wkRep(A
k
1)
...
Rep(A∗i ) =
∑l
k=1 wkRep(A
k
i )
...
Rep(A∗n) =
∑l
k=1 wkRep(A
k
n)
(23)
where Rep(A∗i ) is the representative value of the fuzzy set
denoting the input feature xi in o∗; Aki is the ith antecedent
value in the rule rk; and wk is the weight associated with rk.
This system of linear equations can be simplified in the form
of matrix representation such that
Aw = A∗, (24)
where w = [w1, . . . , wk, . . . , wl]T is the weighting vector;
A∗ = [Rep(A∗1), . . . , Rep(A
∗
i ), . . . , Rep(A
∗
n)]
T is the vector
of representative values for the observation o∗; and A is an
n × l matrix with its generic entry Aik (i ∈ {1, . . . , n}, k ∈
{1, . . . , l}) signifying the representative value Rep(Aki ) for the
i-th feature value of the rule rk:
A =
Rep(A
1
1) · · · Rep(Al1)
...
. . .
...
Rep(A1n) · · · Rep(Aln)
 (25)
That is to say, if a certain weight vector can be determined that
satisfies (24), an intermediate rule can then be constructed. The
resulting representative values of its antecedent feature terms
will be exactly the same as those for the corresponding feature
values A∗i as given in the unmatched observation, without
applying any further move operation. Following conventional
representation of a weighting system, without losing general-
ity, the bounding constraints below are introduced such that∑l
i=1 wi = 1, wi ∈ [0, 1].
The above constraints are introduced as with those imposed
over the weighting vector in the original T-FRI method, upon
which this work aims to improve. This is a common practice
7followed by other related work (e.g., [18], [19], [21], [23]).
Further to helping assess directly how much contribution each
selected fuzzy rule may make to the overall formulation of
the resulting intermediate rule, such constraints also make
the subsequent computation simpler in deriving the weighting
vector. This is in comparison with the possible alternatives that
typically use the Euclidean norm, requiring more complicated
computation.
In so doing, the task of constructing an intermediate rule
construction is converted into that of solving a system of
simultaneous linear equations:
Aw = A∗, s. t.
l∑
i=1
wi = 1, wi ∈ [0, 1] (26)
Without attempting to directly resolve this system of bounded
linear equations (which would otherwise require the considera-
tion of whether the system is underdetermined, overdetermined
or square), (26) can be transformed into an optimisation prob-
lem using the least squares method. This can be implemented
by minimising the sum of the squares of the residuals in the
results of every single equation as follows:
arg min
w
||Aw −A∗||2, s. t.
l∑
i=1
wi = 1, wi ∈ [0, 1] (27)
The minimisation of ||Aw − A∗||2 is equivalent to that of
its squared difference ||Aw − A∗||22, which can be further
decomposed such that
||Aw −A∗||22 = (Aw −A∗)T (Aw −A∗)
= (ATwT −A∗T )(Aw −A∗)
= 12w
T (2ATA)w + (−2ATA∗)Tw +A∗TA∗
(28)
This fits perfectly into the problem of quadratic programming
as being of the form:
arg min
v
1
2
vTHv + cT v (29)
where the vector v plays the role of w, H does that of (2ATA),
c corresponds to (−2ATA∗)T , and the constant term A∗TA∗
has no effect upon the minimum being sought and is therefore
omitted during the optimisation process.
D. Optimal Weights Computation
In order to solve the above transformed quadratic program-
ming problem, the popular active set method [36] is applied
herein. In general, the solution procedure involves two phases.
The first calculates an initial feasible start point, and the second
executes an iterative test and generation process regarding
the feasible points which eventually converge to the solution
sought. There are many versions of active set method that are
similar in structure, with the underlying method adopted in
this paper taken from the classical work of [37], [38] (which
has been modified for both linear and quadratic program-
ming [39]). For the present work, this algorithm is taken as a
tool to implement the proposed approach and is outlined below
for completeness. Note that alternative versions of the method
may be employed if preferred, but an investigation into their
use is beyond the scope of this paper.
In running the adopted algorithm, an active set matrix, Sk, is
maintained as an estimate of active constraints on the bound-
aries of the solution point. At each iteration k, Sk is updated
and used to form a basis upon which to determine the search
direction dk, which attempts to minimise a given optimisation
objective function. The potentially feasible subspace for dk is
constructed from a basis Zk whose columns are orthogonal to
the estimate of the active set Sk with SkZk = 0. Thus, the
resulting search direction dk is guaranteed to remain on the
boundaries of the active constraints.
Once Zk is found, the objective function is optimised along
the search direction at dk, with dk being a linear combination
of the columns of dk = Zkp for a certain vector p, within the
null space of the active constraints. The quadratic objective
function can be viewed as a function of p, by substituting for
dk as follows:
q(p) =
1
2
pTZTk HZkp+ c
TZkp (30)
This can be differentiated with respect to p yielding:
∇q(p) = ZTk HZkp+ ZTk c (31)
where ∇q(p) is referred to as the projected gradient of the
quadratic objective function. The minimum of the function
q(p) in the subspace defined by Zk occurs when ∇q(p) = 0,
which is the solution of the system of linear equations under
consideration, assuming that the matrix H is positive definite.
Whether such an active set method converges is generally
determined by the manner in which the parameter α (named
step length) in the following is updated at each iteration:
vk+1 = vk + αdk, dk = Zkp (32)
Given the quadratic nature of the objective function, there are
only two types of choice for α. The choice of a step of unity
along dk is the correct one to make, entailing the objective
to reach the minimum of the function that is restricted to the
null space of Sk. If such a step is taken without violating
the constraints, then the final solution is found. Otherwise, the
step along dk is less than unity and the process of modifying
the weights iterates according to (32). The distance to the
constraint boundaries in any direction dk is given by
α = min
i∈1,...,m
{−(Aivk − bi)
Aidk
} (33)
From this, Lagrange multipliers λk are calculated that satisfy
the nonsingular set of linear equations
STk λk = c (34)
If all λk over k are positive, the vector v composed of the
corresponding vk is the optimal solution for the original prob-
lem, i.e., the vector of weights, w required for interpolation.
However, if any λk is negative, and it does not correspond to
an equality constraint, then the element corresponding to it is
deleted from the active set and a new iteration is carried out.
Note that the active set method has been shown to be conver-
gent for strictly convex quadratic programming problems [40].
In the event that a problem is infeasible with overly stringent
constraints, the method is still able to produce a result that
minimises the constraint violation in the worst case. More
discussions on the convergence proof and properties of this
method can be found in [40], [41].
8V. EXPERIMENTAL ANALYSES
This section presents and discusses the results of system-
atic comparative experimental investigations, supported with
statistical analyses.
A. Experimental Setup
Experiments are performed on 10 real-valued benchmark
data sets taken from UCI [42] and KEEL [43] data repository,
with all feature values normalised to fall within [0, 1]. A
summary of the characteristics of these data sets is given in
Table II.
TABLE II: Summary of data sets used.
Data Set # of Features # of Instances
airfoil 6 1503
autoMPG6 5 392
CPU 6 209
delta ail 5 7129
diabetes 2 43
ele1 2 495
ele2 4 1056
friedman 5 1200
laser 4 993
plastic 2 1650
Stratified hold-out validation is employed for result analysis,
in order that there are potentially more unmatched instances
for testing as opposed to the use of conventional tenfold
cross-validation. In a hold-out validation, a given data set is
partitioned into two subsets. Of the two, one is used to perform
training to generate a fuzzy rule base, while the other subset is
retained as the testing data for assessing the performance of the
trained fuzzy systems. This validation process is then repeated
ten times in order to lessen the impact of random factors;
results of these 10 × hold-out validations are then averaged to
produce each final experimental outcome as reported below.
The experiments on comparisons between the optimised
TFRI (as proposed in this work and denoted by OTFRI
hereafter) and conventional TFRI are focussed on applications
to regression problems. To ensure fair comparison regarding
the use of the intermediate rules constructed in different ways,
they are verified through running the first order TSK systems
(which are of more representation power than Mamdani sys-
tems). In particular, weighted consequents propagated from the
rule antecedents are directly computed, purposefully avoiding
any subsequent move and scale transformation processes that
remain the same to both TFRI approaches. For presentational
simplicity, in the following, an intermediate rule built by the
use of a certain TFRI method is referred to as an interpolated
rule using that method.
The popular Adaptive Network-based Fuzzy Inference Sys-
tem (ANFIS) [44] is used to generate a sparse fuzzy rule base
for experimental verification. Also for fair comparison, each
ANFIS is initialised with a simple and common grid partition-
ing, with each specified by a given membership function. As
such, the dimensionality of a rule base is kn, where k is the
partition granularity for each of the n input features. ANFIS
is then trained using a hybrid learning method combining
gradient descent and least squares estimation, which involves
parameter optimisation in terms of both membership functions
(MFs) and coefficient parameters. To reduce the adverse impact
of the curse of dimensionality [45] as the number of input
features increases, and also to facilitate a wide range of exper-
imental computations, only two uniformly divided triangular
MFs are employed for datasets whose number of features is
greater than four, otherwise three as shown in Figure 3. More
details of ANFIS and the training method are beyond the scope
of this paper, but can be found in [44].
Fig. 3: Simple partitioning of feature spaces.
Once an original rule base is learned (by reading off from
a trained ANFIS), to emphasise on the potential of FRI, a
sparse rule base is created by randomly removing a certain
fixed number of rules from the original rule base (see more
below). Note that the removal of certain learned rules is
purely introduced for evaluation purposes. In real application,
especially for situations where training samples are limited,
no such rule removal is carried out, but the coverage of
learned ANFIS over the problem domain may be sparse in
the first place. The rule removal here is set to see whether
interpolation is indeed able to provide approximate inference
results, in comparison to cases where richer domain knowledge
is available.
Throughout the experimental investigations, a testing in-
stance o∗ is regarded unmatched if the matching degree∏n
i µAki (A
∗
i ) < 0.5
n, for all rules from the (sparse) rule
base, where Aki represents the fuzzy set for the ith feature
xi in rule k, and A∗i stands for the observed value of xi.
To quantitatively access the performance of each compared
approach, the measure of root mean squared errors is adopted
as the performance index, which is defined by
RMSE =
√∑I
i (yi − yˆi)2
I
(35)
where I is the number of unmatched testing instances, yi is the
underlying (or ground) true output value and yˆi is the value
predicted with the interpolated rule.
B. Illustrative Example
Before running systematical experiments for comparison,
this subsection illustrates the main working procedures of the
proposed OTFRI and its associated byproducts. The data set
utilised for this example is the Electric Length 1 data set,
i.e., ele1, with 495 instances and two numerical predictors
to facilitate graphical illustration. This illustration is based
on one single random run with the data partitioned into two
subsets. The first is the training set consisting of 253 instances
utilised to obtain a set of TSK fuzzy rules learned by ANFIS.
With equally spaced 3 triangular MFs predefined for each
feature and the first order representation assumed for the rule
consequent, the resulting full rule base is shown in Table III.
9This is followed by a random removal of 4 rules from the full
rule base (of a size of 9), leading to a rather sparse rule base,
consisting of rules 4, 6, 7, 8 and 9.
TABLE III: Full rule base used for illustration.
Rule First Rule Antecedent Second Rule Antecedent Rule Consequent
1 [-0.500,-0.005,0.505] [-0.402,0.005,0.453] [0.331,2.864,0.009]
2 [-0.500,-0.005,0.505] [-0.005,0.407,0.799] [2.348,2.622,-0.996]
3 [-0.500,-0.005,0.505] [0.477,0.816,1.209] [30.787,5.782,-4.440]
4 [0.040,0.495,1.000] [-0.402,0.005,0.453] [1.116,15.108,-0.243]
5 [0.040,0.495,1.000] [-0.005,0.407,0.799] [0.738,13.801,-6.371]
6 [0.040,0.495,1.000] [0.477,0.816,1.209] [36.998,12.958,-27.027]
7 [0.5000,1.000,1.500] [-0.402,0.005,0.453] [0.376,0.167,0.602]
8 [0.5000,1.000,1.500] [-0.005,0.407,0.799] [0.041,-0.021,0.436]
9 [0.5000,1.000,1.500] [0.477,0.816,1.209] [-0.076,-0.038,-0.076]
Figure 4 shows all testing instances in the 2-D plane. In this
figure, the horizontal and vertical axes represent the normalised
values of the first attribute x1 and those of the second attribute
x2 respectively, and the triangles refer to fired instances while
the circles are deemed unmatched as their partial matching
degrees with any given rule are less than 0.52. As such, in the
absence of approximately half of the all the rules required to
cover the problem space, a large number of instances (233 out
of 242) fail to directly find matching rules from the (sparse)
rule base. Fuzzy interpolation is therefore resorted to work on
these unmatched instances.
Fig. 4: Fired (triangular) instances and unfired (circles).
As an initial step of OTFRI (see Algorithms 1 and 2), a prox-
imity table is built for each of the unmatched instances. Take
the unmatched instance (0.577, 0.548, 0.850) as an example,
rules 6 and 7 are returned by the constructed proximity table
and heuristic search (see Table III for their semantics). Note
that the selected rule subset does not include rule 8, which
is the closest rule otherwise to be returned by the use of the
conventional distance metric as given in [16]. For shorthand
denote this rule subset as {rule 6, rule 7} (and similarly for
the other rules to be mentioned below). The construction of
the interpolated rule is then invoked by calculating a weighting
vector that minimises the distance between this unmatched
instance and the linear combination of the two fuzzy rules
selected above. The elements of the resultant weighting vector
(which is optimised by the active set method) are 0.706 and
0.294 for rule 6 and rule 7, respectively. The interpolated
rule is finally assembled by aggregating all corresponding
individual antecedent feature values of the selected fuzzy rules,
modified by their respective weights.
In contrast, if conventional TFRI is employed, with the
number of closest rules for selection manually set to 2, the rule
subset of {rule 6 and rule 8} is selected for the construction
of the interpolated rule. The construction process works purely
based on the exploitation of distance measures. For direct
comparison, the resultant interpolated fuzzy rule produced by
TFRI and that obtained using OTFRI as described above are
both shown in Table IV.
TABLE IV: Interpolated fuzzy rules.
Interpolated Rule First Antecedent Feature Second Antecedent Feature Rule Consequent
TFRI [0.093,0.567,1.070] [0.165,0.542,0.935] [19.220,6.649,-13.991]
OTFRI [0.175,0.643,1.147] [0.219,0.577,0.987] [26.240,9.201,-18.911]
The way of OTFRI constructing interpolated fuzzy rules
leads to a significantly different outcome from that of TFRI.
Figure 5 shows a simple comparison for the illustrative exam-
ple, over the whole set of 233 unfired instances. In particular,
the horizontal axis in the figure projects the values of the
first antecedent feature x1 and the vertical axis depicts the
consequent values yˆ, obtained by running different approaches
with the use of various rule bases. As demonstrated by this
figure, OTFRI running on the sparse rule base can excellently
approximate the ground truth for the middle range of the
domain and even outperform the result of using the full rule
base over the final part of the domain range. It also beats
the possible alternative approach by obtaining the estimated
consequent through simply firing the closest rule in the sparse
rule base, over most parts of the domain. Note that over the
full domain range, using just a sparse rule base is overall
underperformed as compared to the use of the full rule base
learned by ANFIS. This is of course expected given that a
large proportion of the rules are randomly removed from the
full rule base.
Fig. 5: Illustrative performance comparison.
As explicitly stated previously, the purpose of this work
is to show that when only a sparse rule base is available,
the proposed approach can improve upon the popular state-
of-the-art TFRI. Figure 5 clearly illustrate this, with OTFRI
beating TFRI over almost the whole range of the feature
domain. Instead of using just one particular example, in order
to demonstrate that such superior performance over TFRI is
systematic, results on a set of experiments across a variety of
setting and benchmark datasets are discussed below.
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C. Results and Discussion
1) With or without Fuzzy Rule Interpolation: Tables V and
VI show the RMSEs between the ground truth and the pre-
dicted values returned by the use of different sparse rule bases,
where “m% Missing” (m ∈ {10, 15, 20, 25, 30, 40, 50}) stands
for what percentage of rules are omitted from the original
learned rule base. Again, such an omission is intentional, to
reveal the potential effectiveness of rule interpolation. That the
proportion of missing rules is set over this range (from 10%
to 50%) also helps demonstrate the robustness of the proposed
approach under different settings. Numerical figures under
the headings of ANFIS, ANFIS TFRI and NFIS OTFRI in
these tables indicate the averaged RMSEs and their associated
standard deviations over the results, obtained by the use of
ANFIS, conventional TFRI and the proposed approach respec-
tively. Note that TFRI involves the selection of a user-defined
number of closest rules for interpolation, which is uniformly
set to 2 here. This is both for computational simplicity and
for reflecting the most recent discovery in that effective TFRI
techniques typically require the use of just two closest rule to
perform interpolation [18].
In these two tables, an entry of N/A indicates that all testing
instances have been fired with the rules given in the (sparse)
rule base, thereby leaving no unmatched instances requiring
fuzzy rule interpolation. For example, two or three data sets
have no instances that cannot be matched by the given rules for
firing when the proportion of of missing rules is 10% or 15%,
respectively. An interesting observation from these results is
that for the delta ail data set all testing instances are fired with
the original rules when the sparse rule base misses 15% rules,
but there are unmatched instances when the missing proportion
is lower at 10%. This is due to the randomness nature of the
experiments in that the particular 15% rules missed in one
case are completely independent of those 10% missing rules
in the other. However, in general, as the missing proportions
are getting larger, more data sets will have more instances
unmatchable by the given rules.
In both Tables V and VI, the lowest RMSEs are highlighted
in boldface, indicating the best performance for a date set
under the same experimental setting over different approaches.
When missing 10% rules, the original ANFIS only achieves
two lowest errors out of ten data sets, while incurring a
relatively larger standard deviation. The number of winning
cases for ANFIS is reduced to just one if the missing rule
proportion becomes 15% or 25%, and further to no winner at
all in the case of 20% missing rules. This demonstrates that
fuzzy rule interpolation significantly improves the performance
of the systems running on a sparse rule base, as most of the
lowest errors are achieved with interpolated rules (which are
equivalent to rules being added on to the original rule bases).
As the missing proportions become higher, however, the
original ANFIS starts to produce relatively more results that are
more accurate, e.g., there are 3 or 4 data sets for which a better
RMSE is obtained with the missing proportion being 30%,
40% or 50%. This decrease in performance is likely attributed
to the fact that a poor rule base with too many missing rules
is difficult for any rule interpolation method to function well.
This can be expected of course, since with more and more
rules missing from the given rule base, the sparse rule base
becomes even more incomplete (and may eventually become
completely empty), this will gradually deteriorate the effect of
interpolation as the closest rules found in such situations may
be very different from the underlying true relations holding
between the antecedent features and the consequent. Never-
theless, in terms of winning cases, running FRI methods still
outnumber using the original ANFIS without rule interpolation,
despite the reduction in the winning numbers. The question is
then whether the proposed OTFRI performs better than the
conventional TFRI, which is to be addressed next.
2) Comparison between TFRI and OTFRI: The main pur-
pose of the proposed approach is to improve upon existing
techniques for TFRI. This can also be demonstrated by exam-
ining the results of Tables V and VI. From the viewpoint of
overall performance, as reflected by the bottom row in each
of these two tables, other than the situation where the missing
rule proportion is 20% in which the average performance of
OTFRI (2.2200) is very slightly worse than that of TFRI
(2.1377), OTFRI achieves the best average results under all
other settings. Even in the 20% case, OTFRI has a much
less standard deviation (±1.0114 vs. ±1.5766). From the
viewpoint of individual winners per data set, OTFRI also
clearly outperforms TFRI with 33 vs. 13 wins across all
settings.
Note that TSK systems equivalently compute the final output
based on a weighted combination of firing all matched rules
in the rule base. Thus, it is interesting to examine the errors
of the unmatched instances using interpolated fuzzy rules
only, discounting the contributions made by firing those rules
from a given sparse rule base. This is in order to verify
whether the combination of the original reduced rule base
and interpolated fuzzy rules (by either method) happens to
work well. Tables VII and VIII list the differences between the
ground truth and the results of firing just the interpolated rules,
in terms of the resulting RMSEs, using the same experimental
settings as those used to obtained the results of Tables V and
VI.
The average errors of the interpolated results by OTFRI are
always lower than those achievable by TFRI under all settings,
beating TFRI systematically without a single loss. From the
viewpoint of winners over the individual data sets under
various missing rule settings, OTFRI achieves 43 wins against
18 wins obtained by TFRI. Both of these general outcomes
are consistent with those shown earlier in Tables V and VI
(which are obtained on the basis of the errors measured over
the entire rule base, including the interpolated rules). This is
not surprising, since the errors across the whole rule base are
more affected by the interpolated rules than by the rules that do
not fire the unmatched instances to sufficient degrees (smaller
than 0.5n). These results collectively demonstrate that OTFRI
improves upon the conventional TFRI method.
Figure 6 depicts the overall average errors for different ap-
proaches under various settings. In general, the error becomes
larger as the proportion of missing rules gets larger, but again
this is expected since the uncovered problem space becomes
larger. Occasional oscillations are due to the randomness in the
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TABLE V: Performance in terms of RMSE.
10% Missing 15% Missing 20% Missing 25% Missing
Data Sets ANFIS ANFIS OTFRI ANFIS TFRI ANFIS ANFIS OTFRI ANFIS TFRI ANFIS ANFIS OTFRI ANFIS TFRI ANFIS ANFIS OTFRI ANFIS TFRI
airfoil 5.395 ± 1.274 2.068 ± 1.139 2.645 ± 1.898 11.484 ± 1.717 7.244 ± 2.140 1.538 ± 0.576 10.587 ± 1.771 8.002 ± 2.348 3.378 ± 1.287 N/A N/A N/A
autoMPG6 N/A N/A N/A N/A N/A N/A 2.637 ± 3.164 2.248 ± 1.835 2.197 ± 1.692 4.798 ± 1.686 4.112 ± 2.175 4.990 ± 2.293
CPU 0.707 ± 0.407 0.362 ± 0.096 1.141 ± 0.640 0.702 ± 0.463 0.478 ± 0.311 1.187 ± 0.910 0.703 ± 0.462 0.478 ± 0.311 1.187 ± 0.910 1.022 ± 0.602 0.884 ± 0.513 1.778 ± 1.118
delta ail 0.011 ± 0.036 0.002 ± 0.008 0.109 ± 0.345 N/A N/A N/A 0.047 ± 0.149 0.018 ± 0.056 0.062 ± 0.197 0.111 ± 0.234 0.315 ± 0.596 0.513 ± 0.872
diabetes 1.392 ± 1.926 1.129 ± 1.489 1.628 ± 1.492 1.392 ± 1.926 1.129 ± 1.489 1.628 ± 1.492 3.483 ± 1.199 3.395 ± 1.036 1.947 ± 0.999 3.483 ± 1.199 3.395 ± 1.036 1.947 ± 0.999
ele1 1.930 ± 1.428 2.090 ± 1.244 2.563 ± 1.464 1.631 ± 1.334 1.920 ± 1.228 5.176 ± 6.385 2.135 ± 1.343 1.743 ± 2.030 5.411 ± 6.230 2.135 ± 1.343 1.743 ± 2.030 5.411 ± 6.230
ele2 0.373 ± 0.156 0.255 ± 0.073 0.163 ± 0.083 0.371 ± 0.120 0.255 ± 0.111 0.148 ± 0.030 0.336 ± 0.131 0.257 ± 0.115 0.148 ± 0.032 0.390 ± 0.125 0.377 ± 0.161 0.230 ± 0.067
friedman N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
laser 1.284 ± 1.220 0.651 ± 0.392 2.960 ± 2.188 0.667 ± 0.391 0.478 ± 0.281 1.653 ± 1.259 1.561 ± 0.920 1.220 ± 0.312 2.617 ± 2.000 1.374 ± 0.493 1.112 ± 0.337 2.661 ± 1.349
plastic 2.606 ± 1.879 2.683 ± 1.774 2.653 ± 0.709 2.316 ± 1.160 2.150 ± 0.879 3.203 ± 1.219 2.951 ± 1.551 2.618 ± 1.061 2.291 ± 0.842 2.951 ± 1.551 2.618 ± 1.061 2.291 ± 0.842
average 1.7123 ± 1.0406 1.1551 ± 0.7769 1.7328 ± 1.1023 2.6518 ± 1.0159 1.9506 ± 0.9200 2.0762 ± 1.6959 2.7156 ± 1.1879 2.2200 ± 1.0114 2.1377 ± 1.5766 2.0329 ± 0.9040 1.8194 ± 0.9885 2.4776 ± 1.7214
TABLE VI: Performance in terms of RMSE (cont’d).
30% Missing 40% Missing 50% Missing
Data Sets ANFIS ANFIS OTFRI ANFIS TFRI ANFIS ANFIS OTFRI ANFIS TFRI ANFIS ANFIS OTFRI ANFIS TFRI
airfoil 11.157 ± 1.796 4.912 ± 1.357 6.727 ± 1.518 10.778 ± 1.570 8.799 ± 2.005 4.328 ± 1.101 10.284 ± 3.101 7.160 ± 2.202 11.622 ± 3.190
autoMPG6 4.022 ± 2.638 3.727 ± 1.597 4.600 ± 4.269 4.859 ± 2.793 5.575 ± 3.232 5.448 ± 2.232 6.656 ± 1.977 7.323 ± 2.567 5.644 ± 1.671
CPU 0.262 ± 0.065 0.262 ± 0.065 1.336 ± 0.910 0.309 ± 0.051 0.303 ± 0.046 1.319 ± 0.934 1.246 ± 0.814 0.969 ± 0.609 1.463 ± 0.708
delta ail 0.062 ± 0.092 0.220 ± 0.314 0.292 ± 0.434 0.100 ± 0.226 0.097 ± 0.263 0.129 ± 0.347 0.802 ± 0.722 1.501 ± 1.060 2.152 ± 1.364
diabetes 3.532 ± 2.876 3.599 ± 1.714 5.568 ± 4.588 4.089 ± 1.349 4.085 ± 1.169 4.253 ± 1.368 4.089 ± 1.349 4.085 ± 1.169 4.253 ± 1.368
ele1 3.575 ± 1.705 3.832 ± 1.220 4.215 ± 2.408 6.174 ± 2.701 3.299 ± 1.649 5.170 ± 1.884 5.948 ± 2.902 2.716 ± 0.708 4.274 ± 1.662
ele2 N/A N/A N/A 0.344 ± 0.134 0.399 ± 0.185 0.853 ± 0.419 0.686 ± 0.276 0.393 ± 0.193 1.265 ± 0.600
friedman 2.159 ± 0.834 2.630 ± 1.229 2.029 ± 0.629 2.178 ± 1.528 2.170 ± 1.041 3.496 ± 1.639 2.971 ± 0.866 2.883 ± 0.906 4.334 ± 1.571
laser 1.758 ± 2.227 1.223 ± 0.602 1.278 ± 0.535 1.200 ± 0.177 1.624 ± 0.411 1.462 ± 0.685 0.755 ± 0.188 1.117 ± 0.246 0.900 ± 0.360
plastic 2.612 ± 1.203 2.308 ± 0.902 3.359 ± 1.140 2.501 ± 1.002 2.597 ± 0.938 3.249 ± 1.243 2.871 ± 1.986 2.914 ± 1.883 3.722 ± 2.586
average 3.2377 ± 1.4930 2.5238 ± 1.0000 3.2670 ± 1.8257 3.2532 ± 1.1530 2.8948 ± 1.0938 2.9706 ± 1.1853 3.6307 ± 1.4180 3.1061 ± 1.1542 3.9629 ± 1.5081
TABLE VII: Performance of interpolated fuzzy rules.
10% Missing 15% Missing 20% Missing 25% Missing 30% Missing
Data Sets OTFRI TFRI OTFRI TFRI OTFRI TFRI OTFRI TFRI OTFRI TFRI
airfoil 2.155 ± 1.117 2.625 ± 1.908 7.634 ± 1.806 1.630 ± 0.575 8.630 ± 2.217 3.586 ± 1.415 N/A N/A 4.719 ± 1.195 6.818 ± 1.595
autoMPG6 N/A N/A N/A N/A 2.190 ± 1.801 2.170 ± 1.694 4.972 ± 2.626 5.160 ± 2.292 3.976 ± 1.391 4.682 ± 4.340
CPU 0.777 ± 0.269 1.141 ± 0.640 0.800 ± 0.313 1.189 ± 0.919 0.798 ± 0.312 1.189 ± 0.919 1.226 ± 0.681 1.791 ± 1.126 0.865 ± 0.388 1.336 ± 0.910
delta ail 0.037 ± 0.116 0.209 ± 0.662 N/A N/A 0.153 ± 0.485 0.073 ± 0.230 0.547 ± 1.126 0.790 ± 1.369 0.467 ± 0.717 0.459 ± 0.688
diabetes 2.274 ± 1.754 8.427 ± 4.992 2.364 ± 1.991 8.427 ± 4.992 2.461 ± 2.000 11.022 ± 11.115 2.693 ± 2.577 9.234 ± 6.099 3.046 ± 2.907 10.956 ± 5.954
ele1 2.995 ± 1.699 2.603 ± 1.318 3.925 ± 2.576 5.627 ± 6.390 4.223 ± 3.212 6.018 ± 6.285 4.223 ± 3.212 6.018 ± 6.285 4.609 ± 1.052 4.686 ± 2.869
ele2 0.254 ± 0.069 0.172 ± 0.080 0.254 ± 0.108 0.157 ± 0.031 0.272 ± 0.111 0.156 ± 0.032 0.398 ± 0.168 0.247 ± 0.079 N/A N/A
friedman N/A N/A N/A N/A N/A N/A N/A N/A 3.134 ± 1.413 2.142 ± 0.656
laser 0.736 ± 0.646 3.193 ± 2.250 0.520 ± 0.291 1.705 ± 1.304 1.316 ± 0.351 2.668 ± 2.035 1.283 ± 0.492 2.908 ± 1.459 1.274 ± 0.652 1.366 ± 0.592
plastic 2.831 ± 1.738 3.491 ± 0.748 2.276 ± 0.906 4.345 ± 1.509 3.482 ± 1.441 3.163 ± 1.178 3.482 ± 1.441 3.163 ± 1.178 2.308 ± 0.924 4.224 ± 1.402
average 1.5074 ± 0.9260 2.7327 ± 1.5749 2.5391 ± 1.1416 3.2969 ± 2.2458 2.6141 ± 1.3255 3.3381 ± 2.7669 2.3531 ± 1.5407 3.6637 ± 2.4858 2.7110 ± 1.1820 4.0742 ± 2.1119
TABLE VIII: Performance of interpolated fuzzy rules (cont’d).
40% Missing 50% Missing
Data Sets OTFRI TFRI OTFRI TFRI
airfoil 8.943 ± 2.229 4.589 ± 1.195 7.476 ± 2.311 11.858 ± 3.230
autoMPG6 6.736 ± 3.117 5.678 ± 2.193 8.392 ± 2.728 5.740 ± 1.663
CPU 1.127 ± 1.034 1.319 ± 0.934 1.292 ± 0.562 1.478 ± 0.714
delta ail 0.103 ± 0.312 0.241 ± 0.583 1.965 ± 1.304 2.586 ± 1.592
diabetes 1.791 ± 2.101 11.177 ± 6.094 4.827 ± 2.134 12.692 ± 8.025
ele1 3.077 ± 1.356 5.289 ± 2.042 2.356 ± 0.846 4.274 ± 1.635
ele2 0.432 ± 0.217 1.048 ± 0.490 0.407 ± 0.196 1.286 ± 0.608
friedman 2.627 ± 1.490 3.742 ± 1.772 3.464 ± 1.257 4.554 ± 1.694
laser 1.767 ± 0.454 1.555 ± 0.736 1.722 ± 0.536 0.989 ± 0.396
plastic 2.978 ± 0.928 3.559 ± 1.301 3.337 ± 1.912 4.032 ± 2.677
average 2.9580 ± 1.3238 3.8197 ± 1.7341 3.5237 ± 1.3785 4.9491 ± 2.2235
removal of the original rules. However, what is important is
the general outcome in that the error rates of ANFIS OTFRI
and OTFRI are both below those of their counterparts (i.e.,
ANFIS TFRI and TFRI), showing that OTFRI significantly
improves over the existing TFRI approach. Such significance
in performance improvement is statistically verified below.
3) Statistical Tests: The performance enhancement of the
proposed OTFRI over TFRI is further supported with the
corresponding pair-wise t-test outcomes (p < 0.05) as shown
in Table IX. Regardless of the missing percentage of rules,
OTFRI always statistically achieves more or at least equal
number of winners as compared to TFRI, for each individual
setting without a single exception, be it evaluated using inter-
polated rules only or in conjunction with the sparse rule base.
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TABLE IX: Comparison between OTFRI and TFRI, where b, =, and w indicate OTFRI achieving statistically better, equivalent,
and worse performance, respectively.
Use interpolated rules with sparse rule base Use of interpolated rules only
Data Sets 10% 15% 20% 25% 30% 40% 50% 10% 15% 20% 25% 30% 40% 50%
airfoil = w w N/A b w b = w w N/A b w b
autoMPG6 N/A N/A = = b = w N/A N/A = = = = w
CPU b b b b b b = b = b b b b =
delta ail b N/A = b = b b b N/A b = = b b
diabetes = = w w = = = b b b b b b b
ele1 = b b w = b b = b = = = b b
ele2 w w w w N/A w b w w w w N/A b b
friedman N/A N/A N/A N/A = b b N/A N/A N/A N/A w b b
laser b b b b = = = b b b b = = w
plastic = b = = b b b w b = = b = =
Summary(b/=/w) (3/4/1) (4/1/2) (3/3/3) (3/2/3) (4/5/0) (5/3/2) (6/3/1) (4/2/2) (4/1/2) (4/3/2) (3/4/1) (4/4/1) (6/3/1) (6/2/2)
Fig. 6: Overall performance under various settings.
Overall, when considering the results obtained on the basis
of a given rule base plus the corresponding interpolated fuzzy
rules, OTFRI achieves 28 wins, 21 ties and 12 losses. When the
interpolated fuzzy rules are evaluated alone without counting
in any contribution of the existing sparse rule base, OTFRI
performs even better with 31 wins, 20 ties and 11 losses.
Once again, these results clearly show that OTFRI significantly
improves over the existing TFRI method.
To further validate the overall superior performance that
OTFRI possesses over its alternatives, non-parametric statis-
tical tests are also employed here. In particular, the Friedman
Aligned Ranks test [46] is applied to detect whether there is
indeed any statistically significant difference among the al-
gorithms (namely, ANFIS, ANFIS OTFRI and ANFIS TFRI)
as a group. Before conducting this test, the results across
all settings including 61 valid pairs are stacked together for
ANFIS, ANFIS OTFRI and ANFIS TFRI, with the corre-
sponding average RMSEs listed in Table X. From the above,
TABLE X: Average RMSE at rule base level.
Methods ANFIS ANFIS OTFRI ANFIS TFRI
Average RMSE 2.8024 2.2976 2.7245
the Friedman Aligned Ranks test is applied with the rankings
calculated as shown in Fig. 7, where the bars are proportional
to the average ranking obtained for each named algorithm.
The lowest bar (which corresponds to the best algorithm sta-
tistically) achieved by ANFIS OTFRI agrees with the smallest
error that is also obtained by it, as of Table X. To examine
whether significant differences indeed exist among the average
errors, parameters associated with the Friedman Aligned Ranks
test outputs are shown in Table XI, where the p value indicates
the probability to reject the null hypothesis that there is no
significant difference among the three average performances.
At the significance level of α = 0.05, the null hypothesis
is rejected, indicating that there exists significant statistical
differences amongst the results attainable by the members of
the group concerned.
Fig. 7: Rankings of ANFIS, ANFIS OTFRI and ANFIS TFRI.
TABLE XI: Friedman Aligned Ranks test result.
Comparison Hypothesis (α = 0.05) p value statistic
ANFIS, ANFIS OTFRI, ANFIS TFRI Reject 4.60e-04 15.3581
The Friedman Aligned Ranks test can detect significant dif-
ferences within a certain group. However, it is unable to estab-
lish explicit comparisons when considering a particular control
method and a set of possible alternatives. As ANFIS OTFRI
achieves the smallest error and is of the lowest ranking bar
among the three compared algorithms, it is of a natural appeal
to be used as the control method in comparison to ANFIS and
ANFIS TFRI. The standard Holm’s procedure [46] is applied
to run the test, computing the adjusted p values. The results
of this investigation are presented in Table XII. Since both p
values are smaller than the level of significance specified by
α = 0.05, the null hypothesis that there exists no significant
performance difference between ANFIS OTFRI and ANFIS or
between ANFIS OTFRI and ANFIS TFRI is rejected. Thus, it
can be concluded statistically that ANFIS OTFRI significantly
improves upon both ANFIS and ANFIS TFRI.
Further to comparing at the overall rule base level, it is
also interesting to investigate the performance when only
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TABLE XII: Outcome of Holm’s procedure with AN-
FIS OTFRI being the control method.
Comparison Hypothesis (α = 0.05) Adjusted p value statistic
ANFIS OTFRI v.s. ANFIS Reject 0.0335 2.1262
ANFIS OTFRI v.s. ANFIS TFRI Reject 1.00e-05 4.6600
interpolated rules are used. The Wilcoxon signed-rank [47]
test is employed to detect whether significant differences exist
between two sample means over the errors due to the use of
interpolated fuzzy rules introduced by TFRI or those by OT-
FRI. From the statistical point of view, this test may be more
reliable than t-test, as it does not assume normal distributions
of the samples while being more robust for situations where
exceptionally good or bad performances on a few data sets
may occur.
Similar to comparisons at rule base level, the results across
all settings including 61 valid pairs are stacked together for
OTFRI and TFRI, with the corresponding average RMSEs
presented in Table XIII. Applying the Wilcoxon signed-rank
test leads to the outcomes as given in Table XIV, where the p
value represents the probability that two pieces of information
under comparison are of statistically equal significance. As p is
much smaller than the predefined significance level (0.05), the
null hypothesis that there is no statistical difference between
running the two sets of interpolated rules is thus rejected. That
is to say, OTFRI significantly beats TFRI in producing quality
interpolated rules, reassuring the previous evaluation outcome.
TABLE XIII: Average RMSE of interpolated fuzzy rules.
Methods OTFRI TFRI
Average RMSE 2.6459 3.7483
TABLE XIV: Wilcoxon test on OTFRI and TFRI
Comparison Hypothesis (α = 0.05) p value signrank z value
OTFRI v.s. TFRI Reject 1.5129e-04 418 -3.7889
VI. CONCLUSION
Transformation-based fuzzy rule interpolation (TFRI) is a
popular approach to performing inference with sparse rule
bases. Existing techniques require the user to specify the
number of the rules that are selected, with the employment
of a distance metric, to build the intermediate fuzzy rules.
They also require a move operation that forces a generated
intermediate rule to overlap with an unmatched observation.
This paper has proposed an automatic rule selection procedure
and an associated mechanism to automatically assemble the
intermediate rules, without involving the move operation. In
particular, the required rule weighting scheme is computed
by interpreting the solution of a linear equation system as a
quadratic programming problem, which is then resolved using
the classical active set method. Systematic comparative exper-
imental results have demonstrated statistically the significant
performance improvement achieved by the proposed approach
over conventional TFRI.
The present research is focussed on the application to TSK
fuzzy systems. The transference of the underlying approach
to suit Mamdani inference systems forms an immediate next
piece of further work. Working with Mamdani rules, which
are of fuzzy consequents instead of crisp values directly
produced by the TSK-style rules, would allow for a more
general representation of the inferred output. This is facilitated
by the employment of fuzzy values to describe the vague
consequents in response to imprecise observations. Thus, an
extension of the present work to Mamdani systems would help
attain interpretability for situations where a linguistic inference
outcome is sought, as with other typical FRI methods in the
literature [48]. Also, the current approach presumes the use of a
fixed (sparse) rule base. It is very interesting to investigate how
such a static rule base may be enriched through an integration
with dynamic fuzzy rule interpolation [19]. Finally, the present
experimental studies are based on the use of a fixed, even
partition of the feature domains. Interpolation performance
may be further improved if a learning mechanism can be
built into the system to automatically construct the required
partitions, say using a fuzzy clustering method [49].
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