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Abstract
Let IðGÞ denote the independence complex of a graph G ¼ ðV ; EÞ: Some relations between
domination numbers of G and the homology of IðGÞ are given. As a consequence the following
Hall-type conjecture of Aharoni is proved: Let gs ðGÞ denote the fractional star-domination
number of G and let V ¼ Smi¼1 Vi be a partition of V into m classes.
If gs ðG½
S
iAI ViÞ4jI j  1 for all ICf1;y; mg then G contains an independent set which
intersects all m classes.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The Independence Complex IðGÞ of a graph G ¼ ðV ; EÞ is the simplicial complex
on the vertex set V whose simplices are all independent sets sCV : In this note we
study certain homological properties of IðGÞ; their connection with domination
numbers and their applications to Hall-type theorems for colored independent sets.
For a simplicial complex let H˜jðXÞ denote the jth reduced homology group of X
with rational coefﬁcients and let *bjðX Þ ¼ dim H˜jðXÞ be its jth reduced Betti number.
Let fjðX Þ denote the number of j-dimensional simplices of X :
Let X1;y; Xk be simplicial complexes on disjoint vertex sets V1;y; Vk: The join
X1 ?  Xk is the simplicial complex on
Sk
i¼1 Vi with simplices
Sk
i¼1 si where
s1AX1;y; skAXk: In Section 2 we discuss a relation between the homology and face
numbers of an independence complex.
Let Mkþ1 denote the graph consisting of k þ 1 disjoint edges aibi; 1pipk þ 1: Let
Xi denote the 2-point space fai; big; then IðMkþ1Þ is the octahedral k-sphere given by
the k þ 1-fold join X1 ?  Xkþ1CSk:
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Theorem 1.1. If a graph G satisfies H˜kðIðGÞÞa0 then for all jX0
fjðIðGÞÞXfjðIðMkþ1ÞÞ ¼ 2jþ1
k þ 1
j þ 1
 !
: ð1Þ
For a subset of vertices SCV let GðSÞ denote all vertices that are adjacent
to at least one vertex of S and let G0ðSÞ ¼ S,GðSÞ: S is a dominating set if G0ðSÞ ¼
V : The domination number gðGÞ is the minimum cardinality of a dominating set. S is
a strong dominating set of another subset ACV if GðSÞ*A: The minimum
cardinality of such S is denoted by g0ðG; AÞ: The strong domination number of G is
g0ðGÞ ¼ g0ðG; VÞ:
Parts (i), (ii) and (iii) of the following theorem are implicit in Aharoni and
Chudnovsky [6], Aharoni and Haxell [2] and Aharoni, Berger and Ziv [1],
respectively and were used to derive Hall-type theorems for hypergraphs. Their
works (which are not formulated in terms of homology) rely on the existence of
special triangulations of the simplex, on Sperner’s Lemma and on a subtle property
of chordal graphs.
Theorem 1.2. (i) (Aharoni and Chudnovsky [6]) If g0ðGÞ42k then H˜k1ðIðGÞÞ ¼ 0:
(ii) (Aharoni and Haxell [2]) If ACV is independent and g0ðG; AÞ4k then
H˜k1ðIðGÞÞ ¼ 0:
(iii) (Aharoni et al. [1]) If G is chordal and gðGÞ4k then H˜k1ðIðGÞÞ ¼ 0:
The induced matching number mðGÞ is the maximal number of edges in an induced
matching in G: For a subset ACV let G½A denote the induced graph on A: Parts (i)
and (ii) of Theorem 1.3 are special cases of the following:
Theorem 1.3 (Meshulam [7]). If ACV and g0ðG; AÞ4k þminfk; mðG½AÞg then
H˜k1ðIðGÞÞ ¼ 0:
Part (i) of Theorem 1.2 is obtained by taking A ¼ V : Part (ii) holds since A
independent implies mðG½AÞ ¼ 0:
The assumptions in Theorem 1.2 cannot be replaced by g0ðG; AÞXkþ
minfk; mðG½AÞg: Let G ¼ Mk and let A ¼ faigkti¼1,fai; bigki¼ktþ1: Then g0ðG; AÞ ¼
k þ t ¼ k þ mðG½AÞ but H˜k1ðIðGÞÞ ¼ H˜k1ðSk1Þa0:
The proof of Theorem 1.3 (see [7]) uses a version of the Nerve Lemma. In
this note we suggest a different inductive approach which is based on a
Mayer–Vietoris sequence for independence complexes. In Section 3 we give a
simple uniﬁed proof of Theorem 1.2. Sections 4 and 5 contain our main new
results. Let I0ðGÞ ¼ fsAIðGÞ : G0ðsÞaVg denote the complex of independent non-
dominating subsets of V : Let i : I0ðGÞ-IðGÞ denote the inclusion map. In Section 4
we prove an extension of Theorem 1.2(iii) which was conjectured by Aharoni and
Berger:
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Theorem 1.4. If G is chordal then the induced map i : H˜kðI0ðGÞÞ-H˜kðIðGÞÞ is zero for
all kX 1:
Theorem 1.2(iii) is indeed a consequence of Theorem 1.4: If gðGÞ4k then
ðI0ðGÞÞðk1Þ ¼ ðIðGÞÞðk1Þ: It follows that i : H˜jðI0ðGÞÞ-H˜jðIðGÞÞ is surjective for
jpk  1: Hence H˜jðIðGÞÞ ¼ 0 for all jpk  1:
Let stðvÞ ¼ feAE : vAeg denote the star of a vertex vAV : Let gsðGÞ denote the
minimal cardinality of a subset SCV such that for any uAV there exists an vAS such
that stðuÞ-stðvÞa|:
Clearly gsðGÞ ¼ gðGÞ if G has no isolated vertices, and gsðGÞ ¼N otherwise. The
fractional version of gs is deﬁned as follows. A non-negative function f : V-Rþ is a
star-domination function if for all uAV
wGð f ; uÞ ¼
X
eAstðuÞ
X
stðvÞ{e
f ðvÞ
0
@
1
A ¼ degðuÞf ðuÞ þ X
vAGðuÞ
f ðvÞX1:
The fractional star-domination number of G denoted by gs ðGÞ is the minimum ofP
vAV f ðvÞ over all star-domination functions.
In Section 5 we relate the fractional star-domination number to homological
connectivity:
Theorem 1.5. If gs ðGÞ4k then H˜k1ðIðGÞÞ ¼ 0:
Let V ¼ Smi¼1 Vi be a partition of the vertex set V of a ﬁnite simplicial complex X :
For V 0CV let X ½V 0 denote the subcomplex induced on V 0: A simplex sAX is
colorful if s-Via| for all 1pipm: Denote ½m ¼ f1;y; mg: In Section 6 we recall
the following homological condition for the existence of colorful simplices.
Proposition 1.6 (Meshulam [7]). Suppose H˜jðX ½
S
iAI ViÞ ¼ 0 for all |aIC½m and
for all 1pjpjI j  2: Then X contains a colorful simplex.
Let V ¼ Smi¼1 Vi be a partition of the vertex set V of a graph G: A set SCV is
colorful if S-Via| for all 1pipm: Combining Theorem 1.5 and Proposition 1.6 we
obtain a proof of the following conjecture of Aharoni:
Theorem 1.7. If gs ðG½
S
iAI ViÞ4jI j  1 for all IC½m then G contains a colorful
independent set.
The assumptions of Theorem 1.7 cannot be replaced by gs ðG½
S
iAI ViÞXjI j  1:
Let G ¼ Mm1; Vi ¼ faig for 1pipm  1 and Vm ¼ fb1;y; bm1g: Then
gs ðG½
S
iAI ViÞ ¼N for Ia½m and gs ðG½
Sm
i¼1 ViÞ ¼ gs ðGÞ ¼ m  1; but G does
not contain a colorful independent set.
R. Meshulam / Journal of Combinatorial Theory, Series A 102 (2003) 321–330 323
2. Homology and face numbers of IðGÞ
Proof of Theorem 1.1. By induction on k: The case k ¼ 0 is clear. Let kX1 and
suppose HkðIðGÞÞa0: We may assume that HkðIðG½V0ÞÞ ¼ 0 for all subsets V0aV :
Choose an edge v1v2 of G (G is not edgeless since IðGÞ is not contractible).
For i ¼ 1; 2 denote Xi ¼ IðG  viÞ; Gi6G  G0ðviÞ; Yi ¼ vi  IðGiÞ: Clearly IðGÞ ¼
Xi,Yi; HkðXiÞ ¼ HkðYiÞ ¼ 0 and Xi-Yi ¼ IðGiÞ: The Mayer–Vietoris sequence
-0 ¼ HkðXiÞ"HkðYiÞ-HkðIðGÞÞ-H˜k1ðIðGiÞÞ-
then implies that H˜k1ðIðGiÞÞa0: Fix jX0 and for i ¼ 1; 2 let
Si ¼ fsAIðGiÞ : dim s ¼ jg; Ti ¼ fsAvi  IðGiÞ : viAs; dim s ¼ jg:
Since fv1; v2g is an edge in G it follows that S1; T1; T2 are pairwise disjoint hence by
the induction hypothesis
fjðIðGÞÞXjS1j þ jT1j þ jT2j
¼ fjðIðG1ÞÞ þ fj1ðIðG1ÞÞ þ fj1ðIðG2ÞÞ
X2jþ1
k
j þ 1
 !
þ 2  2j k
j
 !
¼ 2jþ1 k þ 1
j þ 1
 !
: &
Remark. The case j ¼ 0 of Theorem 1 has the following alternative proof: Let DðGÞ
denote the simplicial complex whose vertices are the edges E and whose simplices are
all subsets of edges E0CE such that
S
eAE0 eaV : According to [5] DðGÞ is homotopy
equivalent to the Alexander dual of IðGÞ: It follows that if jV j ¼ n and H˜kðIðGÞÞa0
then H˜nk3ðDðGÞÞa0: Therefore the ðn  k  2Þ-skeleton of DðGÞ is not full, i.e.
there exists an E0CE; jE0j ¼ n  k  1 such that
S
eAE0 e ¼ V : Hence n2pjE0j ¼
n  k  1 and f0ðIðGÞÞ ¼ nX2ðk þ 1Þ:
3. Domination number
Let e ¼ uv be an edge of G and let V0 ¼ V  G0ðu; vÞ: Consider the graphs G  e ¼
ðV ; E  fegÞ and G0 ¼ G½V0: Let j : IðGÞ-IðG  eÞ denote the inclusion map. Let
CiðXÞ denote the group of rational i-chains of a simplicial complex X and let
@i : CiðX Þ-Ci1ðXÞ denote the boundary operator.
The suspension map s : Ci1ðIðG0ÞÞ-CiðIðGÞÞ is deﬁned on an oriented ði  1Þ-
simplex s ¼ ½v0;y; vi1ACi1ðIðG0ÞÞ by sðsÞ ¼ ½u; s  ½v; s where ½x; s ¼
½x; v0;y; vi1: Let j and s be the induced maps in homology.
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Claim 3.1. There is an exact sequence
-H˜i1ðIðG0ÞÞ!s H˜iðIðGÞÞ!j H˜iðIðG  eÞÞ-H˜i2ðIðG0ÞÞ-: ð2Þ
Proof. Let %e denote the 1-dimensional simplex on the vertices u; v then
IðG  eÞ ¼ IðGÞ,%e  IðG0Þ:
Let @ %e ¼ fu; vg denote the two-point boundary of %e; then
IðGÞ-%e  IðG0Þ ¼ fu; vg  IðG0Þ
is the suspension of IðG0Þ: It follows that
H˜iðIðGÞ-%e  IðG0ÞÞDH˜i1ðIðG0ÞÞ:
The sequence (2) is then obtained by applying the exact Mayer–Vietoris sequence
-H˜iðX-Y Þ-H˜iðX Þ"H˜iðYÞ-H˜iðX,YÞ-H˜i1ðX-YÞ-
with X ¼ IðGÞ and Y ¼ %e  IðG0Þ: &
Proof of Theorem 1.2. We prove all three parts by induction on k and the number of
edges jEj: The induction basis holds since the domination assumptions in (i)–(iii)
with k ¼ 0 imply that IðGÞa| hence H˜1ðIðGÞÞ ¼ 0; while jEj ¼ 0 implies that IðGÞ
is contractible.
(i) Let e ¼ uv be any edge of G: Clearly g0ðG  eÞXg0ðGÞ42k hence by induction
H˜k1ðIðG  eÞÞ ¼ 0: If SCV0 satisﬁes GðSÞ ¼ V0 then GðS,fu; vgÞ ¼ V : Therefore
g0ðG0ÞXg0ðGÞ  242ðk  1Þ hence by induction H˜k2ðIðG0ÞÞ ¼ 0:
Thus H˜k1ðIðGÞÞ ¼ 0 follows from (2) with i ¼ k  1:
(ii) If there are no edges between A and %A ¼ V  A then IðGÞ ¼ IðG½AÞ  IðG½ %AÞ
is contractible since IðG½AÞ is the simplex on A: Otherwise choose an edge e ¼ uv
such that uA %A; vAA: As in (i) g0ðG  e; AÞXg0ðG; AÞ4k hence by induction
H˜k1ðIðG  eÞÞ ¼ 0: Let A0 ¼ A  G0ðu; vÞ: If SCV0 satisﬁes GðSÞ*A0 then
GðS,fugÞ*A: It follows that g0ðG0; A0ÞXg0ðG; AÞ  14k  1 hence by induction
H˜k2ðIðG0ÞÞ ¼ 0 which completes the proof as in (i).
(iii) Let u be a simplicial vertex of G and let e ¼ uv be any edge incident with u:
Clearly G  e is chordal and gðG  eÞXgðGÞ4k hence by induction H˜k1ðIðG 
eÞÞ ¼ 0: If SCV0 is a dominating set of G0 then S,fvg is a dominating set of G
hence gðG0ÞXgðGÞ  14k  1 . G0 is an induced subgraph of a chordal graph, hence
chordal itself. It follows by induction that H˜k2ðIðG0ÞÞ ¼ 0: Thus H˜k1ðIðGÞÞ ¼ 0
follows from (2). &
Remark. 1. Let GrðFÞ denote the intersection graph of a hypergraphF: The vertices
of GrðFÞ are the edges ofF and the edges of GrðFÞ are the pairs fF ; F 0gCF such
that F-F 0a|: The matching complex MðFÞ ¼ IðGrðFÞÞ was introduced and
studied in detail for complete multipartite hypergraphs by Bjo¨rner et al. [3]. The
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connectivity of these complexes plays a role in the proof of the Colored Tverberg
Theorem of Zˇivaljevic´ and Vrec´ica [8].
In some applications to Matching Theory (see [7]), it is useful to relate the
homology of MðFÞ to certain combinatorial parameters ofF: A transversal ofF is
a set T such that T-Fa| for all FAF:
The minimal cardinality of a transversal is denoted by tðFÞ:
Proposition 3.2. If F is r-uniform then H˜jðMðFÞÞ ¼ 0 for 0pjpItðFÞ12r1 m 1:
Proof. Let T ¼ fF1;y; FtgCF be a strong dominating set of GrðFÞ of minimal
cardinality t ¼ g0ðGrðFÞÞ: Then T ¼
St
i¼1 Fi is a transversal of F and furthermore
for each 1pipt there exists a jai such that Fi-Fja|: It follows that the
intersection graph GrðTÞ has at most It
2
m connected components, therefore
tðFÞp
[t
i¼1
Fi

pX
t
i¼1
jFij  t
2
l m
pt r  1
2
 
:
Hence
tX
2tðFÞ
2r  142
tðFÞ  1
2r  1
 
so the Proposition follows from Theorem 1.2(i). &
Example. Let V ¼ ½r  ½r and let p : V-½r denote the projection on the ﬁrst
coordinate. Let Gr ¼ fFAðVr Þ : jpðFÞj ¼ 1 or rg: The set ðf1g  ½rÞ,ð½r  f1gÞ is a
ð2r  1Þ-point transversal of Gr: On the other hand, for any transversal T of Gr there
exists an i such that T*fig  ½r: Since in addition T intersects all sets of the form
fjg  ½r it follows that jT jX2r  1: Let Fr;k be a disjoint union of k copies of Gr:
Then tðFr;kÞ ¼ ktðGrÞ ¼ ð2r  1Þk: Since MðGrÞ is disconnected it follows that
*bk1ðMðFr;kÞÞ ¼ *bk1ðMðGrÞ ? MðGrÞ
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{k times
Þ ¼ *b0ðMðGrÞÞka0:
2. Claim 3.1 is sometimes useful in computing the homology of the independence
complex. Let Pn denote the path on the vertex set ½n and let Cn denote the n-cycle
on ½n:
Claim 3.3.
*biðIðPnÞÞ ¼
1 n ¼ 3i þ 2; 3i þ 3;
0 else;
(
ð3Þ
*biðIðCnÞÞ ¼
2 n ¼ 3i þ 3;
1 n ¼ 3i þ 2; 3i þ 4;
0 else:
8><
>: ð4Þ
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Proof. Let G ¼ Pn: The cases np3 of (3) can be checked directly. Let nX4 and let
e ¼ uv where u ¼ n  1; v ¼ n: Then G  e ¼ Pn1,fng and G0 ¼ G  G0ðn  1; nÞ ¼
Pn3: Since IðG  eÞ is contractible, it follows by (2) that
H˜iðIðPnÞÞDH˜i1ðIðPn3ÞÞ:
Hence (3) follows by induction on n: Similarly with G ¼ Cn; e ¼ fn; 1g we obtain
G  e ¼ Pn; G0 ¼ Pn4: Therefore by (2)
?-H˜iþ1ðIðPnÞÞ-H˜i1ðIðPn4ÞÞ-
-H˜iðIðCnÞÞ-H˜iðIðPnÞÞ-H˜i2ðIðPn4ÞÞ-?:
This together with (3) implies (4) (we omit the details). &
4. Chordal graphs
Recall that for an edge e ¼ uv we denote V0 ¼ V  G0ðu; vÞ and G0 ¼ G½V0: The
proof of Theorem 1.4 depends on the following result which is valid for general
graphs.
Claim 4.1. Let e ¼ uv be an edge such that G0ðvÞ*G0ðuÞ: Suppose yAH˜k1ðIðG0ÞÞ and
z0AH˜kðI0ðGÞÞ satisfy sðyÞ ¼ iðz0ÞAH˜kðIðGÞÞ: Then there exists a y0AH˜k1ðI0ðG0ÞÞ
such that iðy0Þ ¼ y:
Proof. Let bACk1ðIðG0ÞÞ be a ðk  1Þ-cycle which represents y and let cACkðI0ðGÞÞ
be a k-cycle which represents z0: Note that @kþ1ðCkþ1ðIðGÞÞCCkðI0ðGÞÞ: Therefore
sðyÞ ¼ iðz0Þ implies that
sðbÞAc þ @kþ1ðCkþ1ðIðGÞÞCCkðI0ðGÞÞ: ð5Þ
Write b ¼Pc acsc where the ac’s are non-zero rationals and the sc’s are distinct
ðk  1Þ-simplices in IðG0Þ: Then sðbÞ ¼
P
c acð½u; sc  ½v; scÞ: By (5) this implies
that ½v; scAI0ðGÞ for all c: Since G0ðvÞ*G0ðu; vÞ; it follows that G0ðscÞaV0; hence
scAI0ðG0Þ for all c: Let y0 denote the homology class of
P
c acsc in H˜k1ðI0ðG0ÞÞ
then iðy0Þ ¼ y: &
Proof of Theorem 1.4. We argue by induction on k and jEj: If k ¼ 1 or jEj ¼ 0 then
H˜kðIðGÞÞ ¼ 0: Assume that kX0 and jEjX1: Let u be a simplicial non-isolated vertex
of G and let e ¼ uv be any edge incident with u: Let z0AH˜kðI0ðGÞÞ and consider the
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commutative diagram
H˜kðI0ðGÞÞ !j H˜kðI0ðG  eÞÞ
ki ki
H˜k1ðIðG0ÞÞ !s H˜kðIðGÞÞ !j H˜kðIðG  eÞÞ
where all i’s and j’s are induced by inclusions. Since G  e is chordal, it follows by
induction that jðiðz0ÞÞ ¼ iðjðz0ÞÞ ¼ 0: By Claim 3.1 the bottom row is exact, hence
there exists a yAH˜k1ðIðG0ÞÞ such that sðyÞ ¼ iðz0Þ: Since G0ðvÞ*G0ðuÞ it follows by
Claim 4.1 that there exists a y0AH˜k1ðI0ðG0ÞÞ such that iðy0Þ ¼ y: Induction
hypothesis and the chordality of G0 imply that i : H˜k1ðI0ðG0ÞÞ-H˜k1ðIðG0ÞÞ is
zero, hence iðz0Þ ¼ sðyÞ ¼ sðiðy0ÞÞ ¼ 0: &
5. Fractional star-domination number
We prove Theorem 1.5 by induction on k and jEj: The induction basis holds as in
the proof of Theorem 1.2. Let e ¼ uv be any edge of G then gs ðG  eÞXgs ðGÞ4k
hence by induction H˜k1ðIðG  eÞÞ ¼ 0: If in addition gs ðG  G0ðu; vÞÞXgs ðGÞ  1
then by induction H˜k2ðIðG  G0ðu; vÞÞÞ ¼ 0 hence H˜k1ðIðGÞÞ ¼ 0 would follow
from (2). It therefore sufﬁces to show the following
Claim 5.1. There exists an edge e ¼ uvAEðGÞ such that gs ðG  G0ðu; vÞÞXgs ðGÞ  1:
Proof. Denote by d the minimal degree in G: Let u0 be a vertex of degree d and let
Gðu0Þ ¼ fu1;y; udg: Let Vi ¼ V  G0ðu0; uiÞ and let Gi ¼ G½Vi: Let fi :Vi-Rþ be a
star-domination function of Gi with
P
vAVi fiðvÞ ¼ gs ðGiÞ: Extend fi to the whole of V
by zeroes and deﬁne f : V-Rþ by
f ðvÞ ¼
1
d
vAGðu0Þ;
1
d
Pd
i¼1 fiðvÞ veGðu0Þ:
(
We show that f is a star-domination function of G:
If uAGðu0Þ then f ðuÞ ¼ 1d and degðuÞXd hence wGð f ; uÞXdegðuÞf ðuÞX1: Suppose
ueGðu0Þ and let I ¼ f1pipd : uAGðuiÞg; J ¼ ½d  I : Since uAVj for all jAJ it
follows that
wGð f ; uÞ ¼ jI j
d
þ 1
d
Xd
i¼1
wGð fi; uÞ
X
jI j
d
þ 1
d
X
jAJ
wGj ð fj; uÞX
jI j
d
þ jJj
d
¼ 1:
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Therefore
gs ðGÞp
X
vAV
f ðvÞ ¼ 1þ 1
d
Xd
i¼1
gs ðGiÞ
hence there exists an 1pipd such that
gs ðG  G0ðu0; uiÞÞ ¼ gs ðGiÞXgs ðGÞ  1: &
6. Colorful simplices
Let X be a ﬁnite simplicial complex and let U ¼ fUigmi¼1 be a family of
subcomplexes of X such that
Sm
i¼1 Ui ¼ X : For sC½m let Us ¼
T
iAs Ui: The nerve
of U is the simplicial complex N ¼ NðUÞ on the vertex set ½m whose simplices are all
sC½m such that Usa|: Let NðkÞ denote the k-dimensional skeleton of N: For a
discussion of the relations between the combinatorics of N and the topology of X see
Bjo¨rner’s survey [4]. We shall need the following homology variant of Leray’s Nerve
Theorem.
Theorem 6.1. If H˜jðUsÞ ¼ 0 for all sANðkÞ and 0pjpk  dim s; then
(i) H˜jðXÞDH˜jðNÞ for 0pjpk:
(ii) If H˜kþ1ðNÞa0 then H˜kþ1ðXÞa0:
Proof of Proposition 1.6. Suppose X does not contain a colorful simplex. Let Ui ¼
X ½Sjai Vj; thenU ¼ fUigmi¼1 is a cover of X : Let sC½m then Us ¼ X ½Sjes Vj hence
by assumption H˜jðUsÞ ¼ 0 for 1pjpm  jsj  2 ¼ m  dim s 3: Therefore U
meets the conditions of Theorem 6.1 with k ¼ m  3: Since H˜m2ðXÞ ¼ 0 it follows
by 6.1(ii) that H˜m2ðNðUÞÞ ¼ 0: But NðUÞ is clearly the ðm  2Þ-skeleton of the
ðm  1Þ-simplex on the vertex set ½m; hence H˜m2ðNðUÞÞa0; a contradiction. &
Remark. Proposition 1.6 was used in [7] in conjunction with Theorem 1.3 to obtain
an extension of the Aharoni–Haxell matching theorem [2]. Another application is the
following short topological proof of Rado–Hall Theorem for matroids. Let M be the
complex of independent sets of a matroid on a vertex set A: For a subset A0CA let
M½A0 denote the restriction of M to A0: It is well known (see [4]) that H˜jðM½A0Þ ¼ 0
for 0pjprkðA0Þ  2:
Theorem 6.2 (Rado). Let A1;y; AmCA: If rkð
S
iAI AiÞXjI j for all IC½m then there
exists an independent set s ¼ fa1;y; amgAM of cardinality m such that aiAAi for all
1pipm:
Proof. Let V ¼ Smi¼1 Vi where Vi ¼ Ai  fig and let p : V-A be the projection on
the ﬁrst coordinate. Let X denote the simplicial complex on the vertex set V whose
R. Meshulam / Journal of Combinatorial Theory, Series A 102 (2003) 321–330 329
simplices are all sCV such that pðsÞAM: For any IC½m the mapping p induces a
homotopy equivalence between X ½SiAI Vi and M½SiAI Ai: It follows that for
1pjpjI j  2
H˜j X
[
iAI
Vi
" # !
¼ H˜j M
[
iAI
Ai
" # !
¼ 0:
Combined with Proposition 1.6 this implies the existence of s with the required
properties. &
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