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ABSTRACT
The methodological objectives of this thesis centre around the application of 
multiplicative hazard model techniques to birth interval data. A second set of 
objectives, of a substantive nature, relate to birth spacing and fertility in Western Africa 
using WFS data from Benin, Cameroon, Cote d’Ivoire, Ghana and Nigeria.
The methodological study took on a largely supporting role as the means to the 
substantive ends. Grouped data models were adopted for their intuitive appeal, since 
the failure time data were heavily tied and suffered from considerable heaping. 
However, comparisons of results from grouped data and marginal and partial likelihood 
techniques showed similar parameter estimates and inference outcomes. Models 
involving births of several orders, with statistical control for birth order, were preferred 
over birth-interval-specific ones, because fewer final models needed to be fitted and 
statistics digested, without undue loss of information. Other issues considered included 
the calculation of summary measures based on ‘standardized’ birth functions to 
complement the estimated relative risks, and the relaxation of the proportionality 
assumption. It has also been demonstrated that given the availability of regression 
techniques such as hazard models, fertility surveys need not involve the kind of large 
samples which characterized the WFS program. The use of smaller samples will, other 
things being equal, lead to improvements in the quality of information collected.
The substantive side of the thesis is based on the fundamental proposition that distinct 
socio-economic and cultural sub-populations have different life styles and different 
outlooks on life, and that they face different choices with respect to reproduction. As a 
result, they follow different cultural models of fertility. Subgroups were defined 
according to ethnic grouping, religion, level of education, type of place of residence and 
occupation.
Breastfeeding and postpartum sexual abstinence were considered to be important 
elements of cultural models. As expected, ethnicity was found to be an important 
differentiating factor in these two variables, confirming that related traditional norms 
and practices are largely ethnicity-based. There is, however, a movement away from
vü
tradition, for the relatively more modem subgroups defined on the other ‘explanatory’ 
variables tended to observe shorter durations of breastfeeding and abstinence. 
Furthermore, ethnic differentials tended to narrow with modernization, and will 
probably disappear eventually. Within ethnic groupings, the longer the traditional 
practice and the greater the degree of social change, the wider the differentials. On the 
whole, durations of breastfeeding and abstinence exhibited little dependence on age, 
and no dependence on parity.
Apart from a few cases, birth interval lengths tended to vary in the same way as 
durations of breastfeeding and abstinence among sub-populations. But differentials in 
birth intervals were not as important as differentials in the two postpartum variables, 
and were clear-cut only among the Ghanaian respondents. The Ghanaian respondents 
were also different in that the increasing erosion of breastfeeding and abstinence 
durations associated with education and urban residence was accompanied by longer 
birth intervals and lower fertility. On the whole, the longer the birth interval the lower 
the quantum of fertility, although respondents with secondary or higher education who 
were not from Ghana tended to have shorter birth intervals but levels of fertility similar 
to or slightly lower than those with no education. Evidence of fertility change appears 
only in the Ghanaian and Cameroonian data sets, the first showing signs of incipient 
fertility decline, and the second, signs of increasing fertility.
The results imply the existence of only a few distinct cultural models of fertility. The 
most dominant of these do not appear to have numerical norms about family size, and 
nearly all are characterized by an overwhelming desire for a large number of children. 
Drawing an analogy with the erosion of postpartum sexual abstinence, it is argued that 
for fertility to decline substantially, individuals and couples must perceive high fertility 
as unnecessarily burdensome and lower fertility as legitimate; they must have 
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CHAPTER 1
A FRAMEWORK FOR DIFFERENTIAL FERTILITY ANALYSIS
1.1 Introduction
The large body of fertility and related data made available by the WFS program has 
increased the possibilities for comparative research in this field, possibilities that have 
previously been derived mainly from the earlier KAP studies. The WFS bibliography 
now contains a considerable number of analyses involving several population subgroups 
in different countries. However, most of these studies have not gone beyond mere 
descriptions of fertility levels, their proximate determinants, and their associations with 
socio-economic and other variables. Hence, although the objective of assessing the 
current state of fertility throughout the world has been achieved to some extent, far less 
progress has been made in accounting for differential fertility in the surveyed societies.
One of the reasons for this state of affairs lies in the slight attention paid by many 
researchers to the theoretical underpinnings of large-scale comparative work, as 
compared to the effort put into the accumulation of demographic facts. Thus, as 
Wunsch has observed,
[A] large part of the work done in demography remains remote from the canons of 
scientific inquiry: theoretical developments are most often scanty, ex post facto
explanations abound, hypotheses are rarely falsified, and replication of experiments [is] 
practically non-existent (Wunsch, 1984: 1; cf. Freedman, 1975: 10).
To a large extent the relationship between observation and analysis on the one hand and 
theorization on the other has been like, if I may rephrase Bachelard’s quip, putting the
2cart before the oxd Einstein says much the same thing. ‘Theory,’ he writes, ‘cannot be 
fabricated out of the results of observation; it can only be invented.’1 2 The point is that 
for an understanding of fertility, its differentials and its decline, theory must not be 
derived ex post. Rather, observation and analysis must be based on theory, and serve to 
refine or else refute it. Caldwell (1977: 59 - 60) notes in connection with the failure of 
family planning related research to contribute to our understanding of fertility decline 
that applied research cannot flourish unless it is based on fundamental research. 
Similarly, in Bierstedt’s presentation of Dürkheim’s The Division of Labor he forcefully 
argues the point that, in the final analysis, theoretical research contributes more to 
technological and other advancement than do purely mechanical or practical 
refinements (Bierstedt, 1966: 36 - 37).
What is lacking in the area of comparative fertility research, then, is a more systematic 
treatment of the latter’s theoretical underpinnings in such a way as to make observation 
and analysis serve theory. The present chapter constitutes an attempt to place this 
otherwise statistical study in a larger sociological context, and thereby not only aid the 
interpretation of the subsequent substantive results, but also create more avenues for 
comparison and continuity with previous and further research in the comparative study 
of West African fertility.
1.2 Comparative Research in Fertility
A large proportion of differential fertility studies take as their starting point the well 
known framework developed by Davis and Blake (1956), under which cultural factors
1 'll faul reflechir pour mesurer et non pas mesurer pour reßechir.’ Quoted by Duchene and Wunsch (1984: 1). The WPS 
planners were not entirely negligent about this point, as the document ‘Strategies for the Analysis of WFS Data’ (Basic 
Documentation, No. 9, WFS TECH.449) demonstrates.
2 Letter to Karl Popper, 11 Sept. 1935, quoted by Wunsch (1984: 1).
3affecting fertility do so through eleven variables relating to exposure to intercourse, 
conception, and gestation and parturition: age of entry into sexual unions, permanent 
celibacy, reproductive time lost in between unstable unions, voluntary abstinence, 
involuntary abstinence, coital frequency, involuntary sterility, contraception, voluntary 
infecundity, involuntary foetal mortality, and voluntary foetal mortality. Any factor 
that is associated with fertility in a causal manner, according to these two authors, must 
be so associated ‘in some way classifiable under one or another’ of the eleven variables; 
indeed, as Freedman (1975: 19) has argued, one test of a hypothesized connection 
between a given factor and fertility is to specify the intermediate variable through which 
the factor acts. Consequently, the intermediate variables have become known as the 
proximate determinants of fertility.
From the Davis and Blake framework comes the proposition that differences between 
population subgroups or between societies in one or more of the intermediate variables 
should result in differentials in fertility (Freedman, 1975: 19), although societies with 
essentially different cultures, even if they have more or less the same level of fertility, 
are expected to exhibit different patterns in the distribution of proximate determinants 
(Davis and Blake, 1956: 213).
Admittedly, the study of proximate determinants has made significant contributions to 
our understanding of the fertility mechanism in a number of societies. However, the 
main focus of the Davis-Blake model, namely, the cultural factors that operate through 
the intermediate variables to bring about fertility differentials, has often been neglected. 
In effect, Davis and Blake proposed a framework for the sociological explanation of 
fertility and why it varies from one society to another or indeed among different sub­
populations of the same society. Conceptual frameworks, as Jones (1977: 7, 37) has 
noted, help to systematize the study of particular phenomena, and are ‘broad enough to 
encompass many different theories’. Nevertheless conceptual frameworks are based on 
certain postulates and do generate hypotheses for testing. Thus, implicit in the Davis- 
Blake model is the hypothesis that, faced with high mortality, people in pre-industrial 
societies develop institutional organizations which maintain fertility high enough to
4assure their survivals The relevance of these matters to a study such as this derives 
from the fact that, among other things, hypotheses underlying the adopted framework 
determine, or at least influence, the manner in which the intermediate variables would 
be treated in the analysis.
As expected, further attempts to explain the existence of fertility differentials between 
different societies or between identifiable sub-populations of the same society have 
yielded other frameworks. Freedman (1975), for example, proposes a model based on 
the Davis-Blake framework, in which he stresses norms about family size rather than 
institutional mechanisms. Others are based on economic rather than sociological 
explanations for fertility. Among these are the micro-economic models proposed by 
Leibenstein (1975) and Easterlin (1975); see Jones (1977) for a comprehensive 
discussion of these models. Caldwell’s theory stressing the direction of
intergenerational wealth flows could be considered as partly economic in nature 
(Caldwell, 1976; 1977; 1982).
Although economic factors are important in the determination of fertility in practically 
all societies, in West Africa their role is probably only secondary {cf. Faulkingham, 
1977; Cleland, 1985). Several writers have stressed the importance of parenthood for 
individual fulfilment as well as for the fulfilment of the individual’s social and religious 
obligations in the subregion (cf. Oppong, 1977a; Orubuloye, 1977a; Caldwell, 1977; 
Fortes, 1978; Ferry, 1978; Bekombo-Priso, 1978; Bleek, 1978). Fortes (1978), for 
instance, argues that the desire to be a parent is universal, as evidenced by the 
widespread cross-cultural and cross-racial dread of sterility. However, he asserts that in 
the West African situation the mere attainment of parenthood is not sufficient, else a 
few children would suffice, for there is ‘the deeply ingrained idea that normal men and 
women should continue to beget and bear children throughout their fecund years’
3 It will be recognized that this hypothesis forms part of the classical demographic transition theory: for a discussion of the limits 
of this theory cf., for example, Caldwell (1977), or Tabutin (1984b). Tien (1968) discusses the Davis-Blake framework, pointing out 
the relative unimportance of several of the intermediate variables in most societies and the absence of links between many variables 
and institutional patterns, even under the Davis and Blake formulation. Bongaarts (1982) has shown that for most purposes the 
eleven intermediate variables may be reduced to only four proportions unmarried among females, contraceptive use and efficiency, 
prevalence of induced abortion, and the duration of postpartum infecundability.
5(Fortes, 1978: 45). In other words, not only is there a need to achieve parenthood as 
evidence of virility, there is also the need to demonstrate continued ‘virility, potency 
and fecundity’. This ‘ideal that maximum is optimum for number of offspring’, he 
states, is not ‘confined to the rural communities or the non-literate traditionalists, [but] 
is as common among westernized elites’ (Fortes, 1978: 44). Caldwell and Caldwell 
(1985) agree with this assessment. They write:
The central fact of African high fertility is a culture, molded by religion, that encourages 
repeated child-bearing and abhors sterility at any stage. It is powerfully supported by the 
unusually high value of children which arises from a continuing economic flow from the 
young to the old which is also grounded in a culture shaped by religion (p. 38).
This proposition probably overgeneralizes by ignoring the cultural diversity that has 
resulted in varying constraints on childbearing in African societies. Nevertheless the 
existence of a virtually universal desire for large families, and the central role played by 
culture in perpetuating it, can hardly be contested. It could be said, in fact, that high 
fertility is a cultural value with a life of its own, and that individuals, once they have 
internalized it, escape from its power only with great difficulty. Although individuals 
may bring to this value their own personal mark (Dürkheim, 1950: xxii - xxiii), on the 
whole they do not — or perhaps are unable to — deviate significantly from the general 
pattem of reproductive behaviour. Thus in many societies fertility differentials existing 
after controlling for such factors as involuntary subfecundity, age of entry into sexual 
unions, and various other practices and traditions specific to members of particular 
ethnic groups, may be considered as indicators of the extent to which individuals are 
able or willing to deviate from the dominant cultural values. If this proposition is valid, 
then it provides a basis for differential fertility analysis. These and related ideas are 
explored further in the next section.
1.3 An Hypothesis of Cultural Models of Fertility
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1.3.1 The collective conscience
The Durkheimian concept of collective (or common) conscience denotes the totality of 
beliefs and sentiments common to average members of the same society. These beliefs 
and sentiments, by definition, constitute a social fact, having a life of their own, and 
more importantly, the power to impose themselves on the individuals of the society 
(Bierstedt, 1966: 56).4 Bierstedt (1966: 45) remarks that this concept is largely similar 
to that of ‘culture’ as used in modem social science, and that both concepts perform the 
same function.
The idea of a collective conscience (or culture) with a life of its own which imposes 
itself on the members of society and limits their range of socially permissible deviation 
in any aspect of life is an attractive one indeed. For, if both illiterate rural folk and 
educated urban elites in West Africa demonstrate that they share more or less the same 
high fertility ideals, then that must be an indication of the existence of an efficient, 
powerful and dominant fertility model in these societies. This model, assimilated by 
individuals through the process of socialization but nonetheless external to them, may 
adapt itself to new cultural elements as they are introduced into the society, and yet 
remain largely unchanged. This may be the reason why, in spite of considerable socio­
economic and cultural change, fertility differentials observed between broad social 
classes in the subregion have tended to be rather narrow (cf. Caldwell, 1968: 52 - 95; 
Okediji et al., 1978; WFS First Country Repons for Benin, Cameroon, Cote d’Ivoire, 
Ghana and Nigeria). Yet changes are, without doubt, taking place among some sections
4 Dürkheim’s proposition that social facts —  ways of acting, thinking and feeling —  have the power to impose themselves on 
individuals generated much controversy in his day, and even today people brought up in societies characterized by considerable 
individualism tend to deny social determinism and the power of culture to mould individual behaviour. Yet the limits to 
individualism, which vary among societies in both time and space, may be taken as a characteristic of any particular culture. As 
Dürkheim explains in the preface to the second edition of Les regies de la methode sociologique, in the assimilation of social facts 
individuals personalize them, hence there is no social conformism that does not entail a whole range of individual shades. 
Nevertheless the degree of permissible variation is limited. Elsewhere in the same book he writes about the coercive nature of social 
facts: ‘Without doubt, when I willingly conform to them this coercion is hardly, if at all, felt, being unnecessary. But coercion is 
not, for this reason, any less an intrinsic character of these facts, the proof being that it asserts itself the moment I attempt to resist’ 
(Dürkheim, 1950: 4, my translation).
7of these societies with regard to the elements of the social conscience which relate to 
fertility, changes emanating from both internal evolutionary processes and outside 
influences, and which are largely responsible for even the limited differentials 
mentioned above.
1.3.2 The process of change
Dürkheim, perhaps with inspiration from Spencer (Bierstedt, 1966: 54), put forward in 
The Division of Labor the idea that in ‘primitive’ societies the collective conscience is 
strong and extensive and brings about a high degree of homogeneity. With time, he 
argued, the collective conscience becomes weaker as the division of labour in the 
society increases, and the society itself becomes more heterogeneous (Bierstedt, 1966: 
54). Whether this thesis is generally true as a sociological proposition is highly 
debatable (see Bierstedt, 1966: 50 - 56). In the specific area of fertility, it must be 
recognized that in recent decades homogeneity in reproductive behaviour, including 
behaviour relating to the intermediate variables, appears to have increased in Western 
society and indeed in societies which have already completed a fertility transition. This 
tendency towards homogeneity follows an initial increase in heterogeneity at the onset 
of transition. Arguably it is not the ‘primitive’ nature of a society, however this term is 
defined, that determines the force of imposition of the collective conscience. Rather, it 
is its degree of stability, and an initially stable society, should it be disturbed whether by 
internal processes or by external forces — assuming the latter are not resisted — will 
tend towards heterogeneity in the earlier phases of transition, moving back to greater 
conformism while post-transitional stability is being attained.5 Admittedly, the post-
5 M. Bracher (1981: 260), following his analysis of data from Melbourne in which he found rather few differentials in fertility 
among sub-populations defined on the basis of socio-economic variables, has argued similarly that substantial differentials in 
fertility between distinct social groups may exist only in transitional societies.
8transitional society will probably be less conformist than the initial society, since the 
collective conscience necessarily undergoes some change in the course of transition.
How does all this relate to differential fertility in West Africa? I have already 
mentioned the intensity of the cultural hold on individuals with respect to high fertility. 
In a situation of pretransitional cultural stability we would expect those elements of the 
collective conscience which concern fertility to constitute a sort of social logic about 
reproductive behaviour which pervades the whole society (or, to be specific, the ethnic 
group, since traditional norms and practices relating to reproduction vary between 
ethnic groups), a kind of quasi-universal social logic about reproductive behaviour. In 
time, however, changes in other aspects of life will, directly or indirectly, encourage 
certain categories of individuals to re-appraise their fertility values and modify their 
reproductive behaviour, the degree of modification being a function of the extent of 
change the group has undergone. The result is a multiplicity of fertility models, some 
quite consistent with the initial ‘unique’ model while others may constitute a major 
deviation from it.
West African societies have, evidently, undergone important changes in several aspects 
of life over the last few centuries. Busia (1956: 424), writing about rapid social 
transformation in the then Gold Coast, identified the main source of change as being 
‘the impact of European countries through trade, Christianity, education and British 
rule’. We could say much the same thing about other areas of the subregion, 
substituting only for religion and/or colonial power. In another paper Busia singles out 
the economic life as the one area in which the impact of the West upon West Africa is 
most obvious, noting that changes in occupations, life-styles and the physical 
environments have brought about ‘a redistribution of population and new social 
patterns’. He explains:
Workers who have acquired new skills play new roles. The traditional social structure is 
changed. No longer does the network of kinship encompass all the activities of social life, 
and relationships, obligations, and reciprocities are changed or are expressed in new ways 
(Busia, 1961: 178).
9.Around each of the resulting nascent social groupings may develop a more or less 
different social logic vis-ä-vis reproductive behaviour, and indeed vis-a-vis other 
aspects of life. In other words, membership of a social group or class, as Gerard points 
out, confers on the individual a particular lifestyle and outlook on life and on the world, 
and links him/her with particular ways of being, of thinking, of doing things (Gerard 
and Loriaux, 1983: 86 - 105). The systematic association of socio-economic and 
cultural factors with differentials in demographic phenomena may be the result of this 
in-group effect.
The hypothesis of cultural models has been proposed by Gerard to describe the role of 
social determinism in human behaviour with respect to demographic phenomena 
(fertility, mortality, migration). As indicated in the preceding paragraph, under this 
framework differentials in demographic phenomena between population subgroups are 
attributed to the development of group social logic or cultural models with respect to the 
particular phenomenon (Gerard and Loriaux, 1983: 90 - 91; Gerard, 1983). A cultural 
model is a social fact, and thus imposes itself on the individual through the process of 
socialization and through social control to the extent that it defines socially acceptable 
limits for individual behaviour. It consists of norms, images, habits, ideas, necessities, 
and daily practices, which have a bearing on the particular phenomenon, and provide 
the individual with a frame of reference for matters relating to the phenomenon. It 
forms the basis of the individual’s socio-cultural values, and gives to his or her personal 
characteristics their real cultural significance. Cultural models of fertility are, in a 
sense, ‘the crystallization and the interpretation of whatever influence the different 
elements of the socio-cultural system can have’ on fertility (Gerard and Loriaux, 1983: 
91, my translation).
In any society characterized by a degree of heterogeneity we might expect the existence 
of more than one cultural model for each demographic phenomenon. These models will 
be more or less divergent, some even irreconcilable. Gerard calls the latter deviant 
models, deviant, that is, with respect to the dominant model. In early transitional West
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Africa the dominant models are those followed by the most traditional members of each 
ethnic group, and the others will be characterized by various degrees of innovation.
If the hypothesis is valid, then its application in comparative fertility analysis is 
immediate: groups of individuals following different cultural models will tend to have 
different levels of fertility and/or different practices with respect to the intermediate 
variables. Although cultural models are themselves not palpable in the sense that they 
are intangible and unobservable, groups following different models may be identified 
by the more important socio-cultural elements that are associated with fertility 
differentials, elements referred to by Gerard as being crucial: family organization, 
women’s role, aggregates of individual characteristics such as level of education, 
religion and ethnic origin. The existence of models and the importance of particular 
variables to their elaboration are, of course, issues that can generate hypotheses for 
empirical verification.
Traditional fertility models probably came into existence as one of the products of the 
formation of nation-states, and their high-fertility ideals may have been motivated, at 
least in part, by political and economic considerations. Traditional models are thus 
likely to be specific to ethnic groups, whose ruling classes had considerable interest in 
their being adopted and observed.6 In many sub-Saharan societies the rulers performed 
dual political and religious roles, and laws of social organization certainly had some 
spiritual input; see, for instance, Rattray (1923) and Meyerowitz (1951; 1958), all of 
which deal with the Akans. Arguably, appeals to religion ensured a high degree of 
compliance, and also led to high-fertility ideals being deeply rooted in African cultures. 
Traditional religion plays an important role in traditional models of fertility.
How new systems of social logic or cultural models of fertility are formed is still a 
matter for open debate. Caldwell has stressed the role of the media and especially that
6 The Bono (Akan group of central Ghana) king Dwamena Kwame (1475 - 95), whose reign began nearly 200 years after the 
establishment of the Bono kingdom, for instance, made laws establishing the type of funeral rites according to the cause of death 
(Meyerowitz, 1958: 112). One category dealt with the death of a childless woman or man. Such a person was deemed to have 
‘failed to justify his or her life on earth: "the barren has no face in the other world (ascunan [i.e., the domain of spirits of the 
dead])’’
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of the new Western-oriented educational systems, factors largely responsible for the 
social westernization of the family.7 If this proposition is valid, then the more exposed 
a group is to ideas and values imported from the West, for instance by virtue of level of 
education or type of place of residence, the closer will be its fertility model to Western 
models. The pre-eminence of the role of social westernization in bringing about family 
change and hence fertility change is, however, disputed by other researchers. Oppong 
(1977a), for example, argues that individuals in new occupational and other 
environments are experiencing considerable stress, and that changes in family systems 
— changes which will ultimately have a bearing on fertility — arise from the responses 
and reactions of these individuals to the new economic and domestic circumstances in 
which they find themselves. Others have cited the changing economic environment as 
being responsible, pointing to such factors as monetization and changing modes of 
production (Faulkingham, 1977; Mendosa, 1977; Freedman, 1979).
All of these factors are almost certainly involved in the process of change from 
traditional to new models of fertility (Ohadike, 1967: 305 - 306). Their order of 
importance is yet to be established, and might even vary from one society to another 
although, as Ohadike (1967: 317) has pointed out, the ‘outstanding role’ of education in 
effecting change is not derived solely from the exposure to new ideals and values which 
it provides, but also from the fact that it places the educated in those situations (urban 
residence, modem occupation, improved living standards) where the other factors have 
significant effect. In any case, the process appears to be more a synthesis of new ways 
of life than the wholesale adoption of foreign values and practices, and it must be 
recognized that internal conflicts and stresses, as well as the knowledge of the existence 
of alternatives which are also legitimate for one’s social grouping, are vital. Also, once 
identification with a social group has taken place, social control makes the adoption of 
the emerging values and models of the group not only convenient, but also necessary.
7 Cf,  for instance, Caldwell (1977). Freedman (1979) also stresses the role of the media in the process of westernization, and 
includes factors such as education, health and the development of consumerism.
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With few exceptions, severance of ties with tradition probably develops very slowly, 
and may at first entail only minor aspects of reproductive behaviour, such as failing — 
or refusing — to observe a period of postpartum sexual abstinence, perhaps because 
knowledge and availability of modem contraception and the willingness to use it makes 
non-adherence rather expedient. To the extent that such an act is consistent with what is 
common practice in one’s environment, it may be considered as a shift in the direction 
of a new cultural model of fertility. It may be possible to classify cultural models in 
hierarchical order according to their proximity to the traditional model.8 It is also 
possible to envisage a situation where an individual moves through a series of models, 
particularly in circumstances of rapid social change and social mobility. However, to 
the extent that socialization during one’s childhood and adolescence is paramount in the 
formation or evolution of one’s socio-cultural values, aspirations and models, people 
are likely to adhere to the models with which they identified when young. Thus, for 
example, type of place of residence during adolescence may be more important as a 
fertility determinant than is current residence.
1.3.3 A framework for the comparative analysis of fertility
At the basis of Gerard’s analytical model is the assumption that fertility determinants 
exist at two levels of social reality: at the individual level, and at the collective level. 
Two categories of factors may be recognized at the individual level. The first concerns 
personal characteristics which are directly related to the person’s fertility: physiological 
variables such as fecundability, durations of postpartum amenorrhoea, and pregnancy 
loss; behavioural variables involving practices like the frequency of sexual relations,
8 Most probably, traditional models have evolved over time as new religious cults and new ideas and customs have been introduced 
into the society and/or new peoples added, for instance through military conquest. Moreover, social change through agents such as 
education, urbanization and new religions is likely to have some effect on the traditional values and institutions of the society. 
Consequently ‘traditional’ cultural models are only so in relative terms, that is, in comparison with contemporary models 
characterized by various degrees of ‘modernity’.
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breastfeeding, contraception and abortion, which affect, in one way or another, the 
physiological variables; and mental variables such as the value individuals attach to 
children and to motherhood, their knowledge of and attitudes towards contraception, 
their desired fertility, and, in general, their outlook on life and on fertility. Readers will 
recognize in this category the intermediate variables of Davis and Blake, to which have 
been added variables relating to the mind. Since variations in their distribution and in 
the nature of interrelationships between them (in space and in time) are directly 
responsible for fertility differentials, these variables are in fact the proximate 
determinants of fertility. The second set of variables consists of general characteristics 
by which individuals are socially identified, the so-called explanatory variables: sex, 
age, level of education, profession, religion, ethnic origin, income, to name but a few. 
As under the Davis and Blake framework, these variables are supposed to affect fertility 
through the enlarged set of intermediate variables.? However, under Gerard’s 
framework the effect of the explanatory variables on the latter is not always, nor even 
mainly, direct. Rather, their principal role, as variables serving to identify the social 
entities to which the individuals belong, is to link such individuals to the appropriate 
cultural model of fertility. Likewise, the intermediate variables are not mere channels 
through which the impact of the explanatory variables may be observed: they are
governed by the relevant cultural model which fixes their limits of variation; therefore 
they also serve to interpret the effect of the explanatory variables, and hence that of the 
cultural model. And they do so, not individually, but by their synergic effect on 
fertility.
At the collective level, reproduction is assumed to be determined by cultural models 
which have a bearing on both the set of intermediate variables and on the level of 
fertility. As already indicated, the cultural fertility models condition these variables, fix 
limits that are socially acceptable, and give them their real cultural significance.
Under the resulting analytical framework each cultural model is defined by the 
distribution of those explanatory variables that are identified as being crucial, the
? In the rest of this section the term ‘intermediate variables’ will refer to this enlarged set.
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distribution of intermediate variables, and the level (quantum and tempo) of fertility. 
The cultural model, in turn, determines the range of values of the intermediate variables 
for each individual, as well as her actual fertility.
Given the abstract or intangible nature of the concept of cultural model, empirical 
verification of its existence, at least in the field of fertility, may be obtained only 
indirectly, for instance in the form of tests of hypotheses and propositions that underlie 
the analytical model. However, a number of arguments can be advanced to motivate the 
assumption.
It is evident, from the foregoing, that ethnic origin is perhaps the most important factor 
in the identification of traditional cultural models, since the cultural norms, types and 
traits that constitute a model are likely to be specific to ethnic groups (cf‘ Gaisie, 1981). 
Likewise, factors such as education and urbanization will play crucial roles in the 
evolution of new models. Caldwell, in a book devoted to incipient change in domestic 
relations and in reproductive behaviour among the educated urban elites in Ghana, 
observes that antecedent traditions, those related to ethnic origin in particular, have, in 
general, little influence on the elites, and that similar experiences in education and 
employment are factors that are active in creating a tendency towards homogeneity. 10 
In contrast, he notes, among other sections of the society such traditions result in 
important differences in outlook and behaviour (Caldwell, 1968: 178). Busia (1956), 
also writing about the Ghanaian elites, argues that Western-type education creates a 
class of Africans who become somewhat alienated from the traditional culture, and 
whose goals and aspirations are determined by standards set by Europeans. He adds 
that the elites in turn set standards for the whole society (cf. also Caldwell, 1968: 1 - 8). 
Indeed it is probably the fact that being ‘elites’ they are imitable and command the 
deference of others (Nadel, 1956) that enables them to adopt non-traditional values and
The assertion that antecedent ethnic-based traditions have little influence on the elites may be valid only in the rare cases of 
highly educated people, particularly those who have lived overseas for some time. Among others within the elite groups it is likely 
that deviation from particular traditions will depend on the perceived burdens or inconveniences they impose on individuals, the 
direction and extent of change being dependent on the pre-existing traditional patterns and thus, necessarily, on ethnic origin.
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models without fierce opposition from the traditional sections of society. Caldwell’s 
remarks are very pertinent in this connection:
As traditional society becomes transidonal society and as educated people appear within it, 
those without schooling no longer expect the same adherence to traditional roles from the 
educated that they do from the illiterate. Those who have been to school, even for 
relatively short periods to village schools, assume that they have been given different 
models and have experienced a deep personal change. The authority of the school directly 
challenges the traditional authority structure, especially the authority of the old... 
Everywhere in West Africa, and beyond, the impact of schooling is so decisive because it 
changes not only the educated but the attitudes of others to them. (Caldwell, 1979: 411)
Lesthaeghe (1980) makes the same point in suggesting the possibility that individuals
employ factors such as education to claim their emancipation from traditional control.
To add an anecdote here, an illiterate relative of mine once remarked about an educated
cousin who was having several children in quick succession that she ‘was behaving as if
she never went to school’ (emphasis added). The expectations of the literate are often
equally clear. P. Caldwell and J. Caldwell (1987) report this answer from an Ibadan
woman who was asked if her use of contraception to shorten the period of postpartum
sexual abstinence was in any way a traumatic experience: ‘Only illiterates would feel
problems about resorting to family planning’, she said.
The role of urbanization in the process of change is similar to that of education. The 
town, like the school, separates the individual, especially the migrant, from the 
traditional setting. It provides a basis for the synthesis of new cultural values and traits, 
even of a new society, from antecedent traditions and new, partly imported, models 
(McCall, 1961). Its impact on structures, statuses and minds, as Ferry (1978) has 
argued apropos of family change in Dakar, is to change lives and to arouse non- 
traditional aspirations about conjugal relations and even about reproductive behaviour. 
And as in the case of education, the effect of urbanization on the values and behaviour 
of town residents is consolidated by the peer group effect, from which is also derived 
legitimation for the new behaviour (P. Caldwell and J. Caldwell, 1987).
Many other factors contribute to the process of change. The effect of foreign religions 
on postpartum sexual abstinence, for instance, has been documented by 
Schoenmaeckers et al. (1981). Similarly, new forms of occupation, as mentioned
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earlier (Oppong, 1977a), may place individuals in situations where they find deviation 
from tradition considerably attractive. Most of these factors are, of course, interrelated, 
and their effects may be mutually reinforcing. The urban centres, for example, tend to 
have most of the available educational institutions and the modem forms of occupation 
to which education provides access. Moreover, at least in the past, many of the 
educational institutions were set up and run by religious organizations.
It must be stressed, in conclusion, that with the possible exception of the relatively few 
highly educated persons, the direction of change is not expected to be uniformly 
towards homogeneity — at least not at this early stage of transition. Rather, as Clignet 
(1967: 289) has observed in connection with urbanization, the process of change often 
involves
the incorporation of new sets of norms and practices into the framework of traditional 
requirements, [and may lead] to the persistence or even the accentuation of the original 
contrasts between ethnic groups.
Elsewhere he writes with respect to the institution of plural marriages in Cote d’Ivoire 
that urbanization and modernization, rather than changing the norms and values of 
individuals, ‘increase their resources and enable them to multiply the choices that they 
can make with regard to styles of life’ (Clignet, quoted by Vellenga, 1971: 137). This 
conclusion contrasts with the observations made by Busia and Caldwell that the 
Western-oriented education provided in much of West Africa11 inspires a deep change 
in the educated individuals; the various agents of change obviously have different 
effects on the traditional system. In addition, it is reasonable to expect the extent of 
change to be a function of the degree of durability of traditions, and the level and 
proportions in which the agents or factors of change are available in the society.
11 For a discussion of the influence which Europe has had on the educational systems in Ghana and Cote d’Ivoire, see Clignet and 
Foster (1971).
1.4 Some Analytical Considerations
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The fundamental postulate of the conceptual framework is that differences in 
reproductive behaviour that are not the result of involuntary physiological factors12 are 
attributable to the existence of different cultural models of fertility. Accordingly, this 
study focuses mainly on differentials in reproductive behaviour between subgroups 
formed by categories of explanatory variables. If different subgroups show no 
differentials of a voluntary nature in fertility or in intermediate variables, they are 
regarded as sharing the same cultural model. Explanatory variables not associated with 
such differentials are considered as unimportant to any cultural model. However, it is 
considered that explanatory variables found to be associated with differentials are not 
necessarily crucial for any particular cultural model.
In line with the arguments of the preceding sections, however, particular explanatory 
variables may be posited as being important in the elaboration of new cultural models, 
even though they may not be crucial to those models. For instance, ethnicity is 
important in the identification of traditional cultural models, while factors such as 
foreign religions, education, urbanization and occupation facilitate the development of 
new models. Consequently, for lack of a better term, background variables other than 
ethnic origin are referred to as ‘modifying factors’.
Ethnic grouping is likely to interact with the modifying factors with respect to both the 
intermediate variables and fertility. In effect, changes in intermediate variables depend 
on which elements of the traditional cultural model have changed. Similarly, changes 
in the quantum and/or tempo of fertility depend on which intermediate variables have 
changed and how. Consequently, underlying the hypothesis of cultural models is the 
principle that associations between explanatory variables and fertility will not
12 The factors concerned include primary and secondary sterility and age-related decline in fecundability. The problem of primary 
sterility is circumvented by restricting the analysis to women who have had at least one live birth, and controls are introduced for 
age at confinement (relative age). The World Fertility Survey data upon which this study is based, however, provide insufficient 
information about secondary sterility, and it is assumed that differences in its incidence across sub-populations in the study area are 
not large enough to seriously affect the results.
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necessarily be the same in all societies.^ Explanatory variables for which information 
is available are presented in Chapter 3, Section 3.4, and consist of background 
information on the respondents of World Fertility Surveys conducted in five West 
African countries: Benin, Cameroon, Cote d’Ivoire, Ghana and Nigeria. The five
countries were selected for the simple reason that the data were available, providing an 
excellent opportunity for a comparative study of the subregion. Brief descriptions of 
the surveys are provided in Chapter 3.
Reproductive behaviour will be characterized by the quantum and tempo of fertility, 
and by two intermediate variables, namely, durations of breastfeeding and postpartum 
sexual abstinence. Prolonged breastfeeding and postpartum sexual abstinence are 
recognized as measures instituted with the main objective of ensuring the survival of as 
many children as possible, and may be considered, for that matter, as important to the 
traditional models of fertility (Lorimer 1954: 87 - 88; see also Caldwell and Caldwell, 
1977; Orubuloye, 1977b; Lesthaeghe, 1980; P. Caldwell and J. C. Caldwell, 1981; 
Lesthaeghe et al., 1981; Schoenmaeckers et al., 1981; and Lesthaeghe, 1984). 
Moreover, with the possible exception of areas with very high levels of sterility, the two 
variables and the long periods of postpartum amenorrhoea induced by prolonged 
breastfeeding, are the most important of the proximate determinants of fertility in the 
West African subregion, h The quantum and the tempo of fertility are considered in 
terms of measures based on the birth interval. Issues that are pertinent to this approach 
are discussed in the next chapter.
13 In this respect, Lesthaeghe (1980: 534) has argued that the process of modernization is often characterized by a ‘lack of 
synchronization in the evolution to greater sophistication of the economic, political, and cultural subsystems’.
14 Several of the contributions in Page and Lesthaeghe (1981) treat this subject. The impact of these three variables cm the fertility 
of the subregion has been studied by, among others, Caldwell and Caldwell (1977); Gaisie (1984); and Leridon and Ferry (1985). 
Although Gaisie’s (1984) analysis, involving an application of the Bongaarts model to data from the Ghana Fertility Survey, 
indicates that both proportions ever married and age at first marriage are also important, in the West African context their 
importance may be considered more as a function of educational level or of type of residence than as a cultural characteristic in its 
own right. This point, indeed, becomes evident when one considers the Bongaarts marriage indices by level of education, residence 
or ethnic group obtained by Gaisie (1984: 42). The indices for ethnic group, for instance, vary in the same way as education.
CHAPTER 2
HAZARD MODELS ANALYSIS OF BIRTH INTERVALS
2.1 Introduction
The study of birth intervals fits quite usefully into the analytical framework of cultural 
fertility models. For a given woman, the length of a particular interbirth interval and 
the number of intervals she will have in the course of her reproductive career are all 
functions of one or the other of the enlarged set of intermediate fertility variables which, 
as noted in Section 1.3.3 of Chapter 1, are governed by the relevant cultural model. 
This suggests, under my conceptual framework, two principal foci for birth interval 
analysis. The first concerns the study of those proximate determinants which are, in 
fact, direct mechanisms through which the cultural models bring about differentials in 
the quantum and/or tempo of fertility. Such a study could be undertaken with the 
objective of determining the contributions of individual intermediate variables to total 
fertility as, for instance, under the Bongaarts model. Alternatively, it could aim at 
clarifying issues associated with the intermediate variables themselves.
The usefulness of analysis based on the intermediate variables has been well 
demonstrated in the literature. Here, it will suffice to cite pioneering works by Henry 
(1956), Vincent (1961), and others, based on historical populations (see Henry, 1965, 
for an overview); studies of breastfeeding and postpartum infecundity by Tietze (1957; 
1963), Potter (1963) and several others, for instance those published as supplements to 
the Journal of Biosocial Science (e.g., Parkes et a i , 1977; Potts et al., 1985); studies 
of fecundity variations and the birth interval (Henry, 1958; Dandekar, 1959); 
contributions by Bongaarts (1978, 1982) on the inhibitory effects of intermediate
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variables on fertility; and several studies emerging from the World Fertility Survey 
program. Studies of intermediate variables from sub-Saharan Africa include those of 
Pool (1971) on rural-urban differentials in factors such as lactation and associated 
differentials in fertility in Ghana; Caldwell and Caldwell (1977) and Orubuloye (1981) 
on abstinence among the Yoruba of Western Nigeria; and die collaborative work on 
African birth-spacing edited by Page and Lesthaeghe (1981).
The second major focus of birth interval analysis under the framework of cultural 
models concerns the spacing intervals and the size of the completed family that are 
directly determined by the intermediate variables. The process of family formation is 
viewed, under this perspective, as a series of transitions, for example from marriage to 
first and subsequent births; the close association that exists between the time it takes for 
a woman to make one transition ( i.e., the length of the birth interval) and the tempo of 
fertility, as well as the correspondence between the proportions of the population 
making particular transitions (parity progression ratios) and the quantum of fertility, are 
stressed (Rodriguez and Hobcraft, 1980). This type of analysis seems well-suited to the 
study of recent changes in fertility, since such changes are expected to be reflected in 
the intermediate variables and in the distribution of birth intervals long before their 
effect on fertility rates becomes apparent (Ryder, 1965; Srinivasan, 1966, 1970; Sehgal, 
1973; Sheps and Menken, 1973: 321 - 322).
A large proportion of birth interval analyses involves the study of durations: the
duration spent in a particular state of an intermediate variable, for instance, or the time 
elapsing before the transition to a higher parity is made. Since these duration variables 
interact with factors ranging from age and fecundability to the nature of the observation 
technique and the time it was applied, birth interval analysts must contend with a 
number of methodological issues. This chapter is devoted to a brief presentation of 
some of these issues, and to the introduction of multiplicative hazard models as a 
potentially useful methodology for dealing with them. Since fertility data for this study 
come from birth histories obtained retrospectively through the World Fertility Survey 
program, only issues that are pertinent to this type of data are considered.
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2.2 Some Methodological Issues in Birth Interval Analysis 
2.2.1 Definitions
Two types of birth intervals are of interest in this study. The first, the closed birth 
interval, is defined as the interval between two successive live births. The second, the 
open birth interval, is the time elapsed since the most recent live birth. For ever- 
married women with no live birth, this interval is defined as the time elapsed since first 
marriage. The open interval is also known as the censored interval, censored, that is, by 
the interview or some other censoring event, such as death. The time between first 
marriage and first birth is often referred to as the first birth interval, and subsequent 
closed intervals are numbered according to the order of the confinement that terminates 
that interval.
Data relating to variables which measure the duration between an initial (or reference) 
event and the time at which some event of interest (the dependent event) occurs are 
referred to generally as survival, lifetime, or failure time data. Failure time variables of 
interest to this study include the lengths of birth intervals, and postpartum durations at 
which weaning occurs or those at which menstruation returns or regular sexual relations 
are resumed. Postpartum variables which are components of, or else otherwise 
associated with, particular birth intervals are referenced in terms of those intervals; thus, 
we refer to ‘breastfeeding durations in the open birth interval’, or to ‘durations of sexual 
abstinence in the last closed birth interval’. Most of the issues discussed in this chapter 
apply to failure time in general.
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2.2.2 Truncation in birth history data
Birth history data obtained from retrospective surveys are inevitably censored by the 
survey, so that observations on many of the women in the sample represent incomplete, 
differentially-censored, reproductive experiences. This differential censoring results in 
a number of what have become known as truncation effects (Sheps et al., 1967, 1970; 
Brass, 1981). Among these are the fact that births by women whose ages were above 
the survey age limit at the time of the interview (for example, age 49 in several of the 
WFS data sets), including births which occurred not very long before the survey, are 
excluded from the observations; that cohort fertility rates can be obtained only up to the 
time of the survey; that comparisons of parity-specific measures such as mean ages at 
confinement for a particular birth order, for instance, may be subject to biases due to 
unequal exposure to the risk of childbearing among the different categories of women; 
and that ever-decreasing mean birth interval lengths may be observed as parity 
increases, a phenomenon which may veil the effect of factors such as decreasing 
fecundability on birth interval distributions as parity and age increase (Henry, 1965; see 
also Potter et al., 1965).1 This last truncation effect is due to the fact that longer birth 
intervals tend to be progressively censored with increasing parity.
Traditionally, life table techniques have been used to handle truncation effects in failure 
time data. Although they do not overcome truncation itself because there is no way of 
knowing what will happen beyond the point where the observation was censored, these 
techniques provide event rates at particular durations of exposure to the risk under 
study, making it possible to utilize information about all subjects included in the risk set 
at each duration, so that censored cases are taken into account up to the point where 
censoring occurred. Life table techniques should, however, be used with caution, 
especially if the study population is heterogeneous in terms of risks relating to the 
phenomenon under study, since each life table population is assumed to be
1 Bracher (1981: 112 - 113) provides a very good demonstration of these two opposing effects. See also Appendix 5.2.1B in the 
present study for illustrations based on West African data.
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homogeneous with respect to the risks. In birth interval analysis, one problem concerns 
the inclusion of sterile women in the population considered at risk (Sheps, 1965). 
Since such women cannot be identified in a fertility survey, this problem is virtually 
insoluble. Equally problematic is the case of differential fecundability among fecund 
women. Sheps and Menken (1973: 327 - 32) have shown by computer simulations that 
truncation effects are accentuated in cohorts exhibiting heterogeneous fecundability, 
and that life table treatment of such cohorts is inadequate (see also Sheps et al., 1967; 
1970). Differential fecundability is, of course, one of several factors that result in the 
set of biases referred to as selection effects, to which we now turn.
2.2.3 Selection effects
Selection effects are biases arising from the under-representation of certain kinds of 
individuals (and the implied over-representation of others) in the sample or the analysis 
as a result of the criteria used in drawing the (sub-)sample. For instance, women with 
higher fecundability or those who married young are more likely to reach a high parity 
by the time of the survey, and may thus be over-represented in analyses involving high 
parities or those dealing with components of particular birth intervals or associated 
variables, such as postpartum variables related to closed birth intervals. Other factors 
that cause similar problems include age, contraceptive use, death and migration. For 
example, selection by death or migration may become a serious problem if attempts are 
made to go far back in time, especially where fertility trends are being analysed using 
data from a single retrospective survey. Where selection effects are present, life table 
results are valid only if controls are introduced for variables associated with, or those 
that are determinants of, heterogeneous fertility (Sheps and Menken, 1973: 327 - 332; 
Hobcraft and Rodriguez, 1980; Rodriguez and Hobcraft, 1980). In addition to age and 
contraceptive use, variables that may serve as useful controls include parity, marital 
duration, and culture-specific factors such as prolonged breastfeeding and postpartum
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sexual abstinence. The control procedure essentially involves subdividing the sample 
before the calculation of life tables. Thus, naturally, one will be limited in the number 
of control variables and categories in each variable that can be used, since subsamples 
may quickly become too small for the reliable estimation of the life table. Furthermore, 
in a large data set requiring a large number of controls, the comparison of life tables 
may become quite unwieldy.
Hazard models methodology overcomes many of these problems in two main ways. 
First, being essentially a life table technique, it provides adequate handling of censored 
observations. Second, subject to the verification of model assumptions, the 
incorporated regression model provides estimates of factor and covariate effects without 
any need for splitting the sample into a large number of small subsamples. A major 
potential advantage of this approach is that even where it is desired to compare a large 
number of sub-populations, resources need not be spread over a very large sample; the 
concentration of resources on a sample of medium size will, other things being equal, 
result in a data set of higher quality.
Numerous applications of hazard models abound in the recent demographic literature. 
The following is an understandably small sample: Applications to birth interval data 
include Gilks (1982) and Rodriguez et al. (1984), dealing with nine developing 
countries in Latin America, Africa and Asia; Schoenmaeckers (1984) based on data 
from Kenya; and Trussed et al. (1985) on the Philippines, Malaysia and Indonesia. 
Similar studies have also been undertaken for other variables closely related to the birth 
interval, for example, breastfeeding (Bracher and Santow, 1982) and the effect of child 
survival on birth intervals (Santow and Bracher, 1984). Rodriguez (1984) reports an 
extensive study of the application of proportional hazards models in birth interval 
analysis. Other areas in demography where the methodology has been applied include 
mortality (Trussed and Hammerslough, 1983; Martin et al., 1983) and nuptiality 
(Menken et al., 1981; Trussed and Bloom, 1983; Koo et al., 1984).
2.3 Hazard Models Methodology 
2.3.1 Introduction
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Let 7  be a variable representing the time to occurrence of a particular event, and denote 
by f(t) and F(t) the probability density function and the distribution function of T 
respectively. Then f(t) measures the unconditional probability that the event under 
study occurs at duration r, and F(t), the cumulative proportion of cases for which the 





If T measures the length of a birth interval, then F(t) represents the birth function 
(Rodriguez and Hobcraft, 1980: 10 - 12). Its complement, S(t) = 1 - F(t), is referred to 
as the survivor function, and represents the probability that the dependent event does not 
occur before duration t. The conditional probability of failure at t, given survival up to 
r, is known as the hazard function, X(t), defined as
Pr(r < T < t + At I T>t )




It is also referred to as the hazard rate, the force of mortality, or the age-specific failure 
or mortality rate. The following relationships between the various failure time 






exp - A (t)
ft




fit) X( t)exp X(u)du [2.3.2]
o
The form which S(t),f(t) or X(t) takes depends on the actual distribution of failure time. 
Many failure time variables do, in fact, have the form of well-known parametric 
distributions such as the exponential, the Weibull, the log-normal and the gamma. In 
demography, however, appropriate parametric distributions are often unavailable or 
unknown, and non-parametric techniques are preferred. In fact, the standard life table is 
essentially a non-parametric extension of the above formulations to grouped data.
The probability of failure at any given duration may vary according to certain 
characteristics of the individuals under study, in which case the failure time distribution 
can be modelled as a function of background variables. Since S(t), f(t) and X(t) are 
equivalent ways of expressing the same failure distribution, the regression model may 
be expressed in terms of any of them; equivalent expressions may be easily derived for 
the other functions through equations [2.3.1] and [2.3.2]. In practice, however, it is 
often easier to model on the hazard function, because it usually has a simpler parametric 
form than either the survivor or the density function, and may also be easier to estimate.
In broad terms, two types of hazard models have attracted attention in the literature: 
additive and multiplicative models. Additive hazard models have the general form
X(t;z) = Xq (0 + g{z \ß ) [2.3.3]
where z is a vector of explanatory variables defined for each individual, Xo( •) the 
underlying or baseline hazard function relating to a standard set of conditions, g( • . •)
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a function expressing the effects of the explanatory variables on the hazard rate, andß  
a vector of unknown regression parameters, to be estimated. The components of z may 
be factors related (causally or otherwise) to failure time, and may include variables 
representing interaction effects, as in multiple regression analysis (Cox and Oakes 1984: 
62; Santow and Bracher 1984). [2.3.3] can be used in situations where the effects of 
different explanatory variables on failure time can be considered as additive. Additive 
hazard models are not considered in this study; readers interested in this class of models 
are referred to Taulbee (1979); Elandt-Johnson and Johnson (1980: 353 - 356); 
Tibshirani and Ciampi (1983); and Cox and Oakes (1984: 73 - 74).
Under multiplicative models the effect of a given level of an explanatory variable on the 
hazard rate at duration t is to multiply the hazard by some factor. This factor may or 
may not be dependent on t. The general form of the multiplicative hazard model may 
be written as
X (t; z) = Xo(t)g(z \ß), [2.3.4]
where g( • . .) > 0 and, in particular, g(0 ; ß) = 1, z = 0 representing individuals in the 
baseline group. Here, g( • . •) is the proportionality factor and provides, evidently, the 
ratio of hazards between individuals with different characteristics. In particular, for any 
z * 0, the value of g ( . . .) represents the relative risk of individuals with characteristics 
z, relative, that is, to the baseline group.
If g( * . .) is time-invariant, then the hazard functions for different levels of z are in 
constant ratio or, equivalently, they are proportional throughout the range of t. This 
case is known as the (simple) proportional hazards (PH) model. Dependence on t 
may be allowed for by letting z vary with duration (time-varying explanatory variables) 
or, with fixed explanatory variables, by letting g( • . .) be a function of t. Much of this 
study will centre around the simple PH model and on generalizations permitting the 
relaxation of the time-invariance assumption.
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2.3.2 The simple proportional hazards model
One of the simplest, and certainly the most popular, form of the PH model is the one 
proposed by Cox (1972),
Although other functions may be used in place of exp(zß) as g( • . •), for instance 
(1 + zß)~l (Feigl and Zelen 1965; Breslow 1974) or (1 + zß) (Taulbee 1979), exp(zß) 
has the advantage of being simpler to handle in calculations, and is quite adequate 
whenever the simple proportionality assumption holds. Moreover, as we shall see 
presently, a common way of generalizing for more complex PH situations consists 
merely of taking the exponential of some other function involving z and ß. X0( .) may 
be given a fully parametric form if a suitable one is found, thereby reducing the amount 
of computation required and facilitating the interpretation of results. However, leaving 
it arbitrary and completely unspecified eliminates the need to make distributional 
assumptions about the data, and often results in estimates that are quite robust. 
Moreover, once the regression parameter ß  has been estimated, the corresponding 
estimates of Xq{ •) and the other failure distributions can be obtained quite easily. Note 
that under the simple PH model, the application of equations [2.3.1] and [2.3.2] results, 
respectively, in the following survivor and probability density functions:
X(t; z) = Xqit)exp{zß) . [2.3.5]




At ; z )  = /o(r) exp{zß) [So(0],
exp(zß) -1
[2.3.7]
where Sq( •) and/0( •) are, respectively, the baseline survivor and density functions.
2.3.3 Some generalizations of the PH model
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The time-invariance assumptions of the simple PH model may be relaxed in a number 
of ways. It is possible, for instance, to define separate proportionality factors for 
segments of the failure rime range, thus obtaining a step-function PH model (Gore et 
al., 1984). Alternatively, if only a few of the explanatory variables — say, one or two 
— violate the multiplicative assumptions, one may stratify the data on the levels of the 
variable(s) concerned and allow for a different baseline hazard function in each stratum 
(Kalbfleisch, 1974; Kay, 1977; Kalbfleisch and Prentice, 1980: 33, 89 - 98).
It may, however, be easier to generalize by choosing a proportionality factor 
g( • . •) which depends on failure time. Ofosu (1986), for instance, proposes a Weibull- 
based model involving a duration-specific multiplier for the log-linear relative risk, 
exp{zß), of [2.3.5]. The addition of an extra factor, however, complicates the estimation 
procedure, particularly for the corresponding non-parametric models. Moreover, further 
work is needed to justify the application of the Weibull function to birth interval 
distributions.
Simpler generalizations involving g(- . .) include the introduction of an additional 
variable to represent, at each duration, the occurrence or otherwise of an event which is 
ancillary to failure time (Kalbfleisch and Prentice, 1980: 123 - 124), and the 
introduction of terms representing interactions between failure time and explanatory 
variables. Santow and Bracher (1984), for instance, have modelled the survival status 
of the most recent child as an ancillary variable to the time to the next confinement. In 
both cases, tests of significance for the additional regression coefficients represent 
formal tests for the simple proportionality assumption (Anderson et al., 1980: 220 - 
221; Kalbfleisch and Prentice, 1980: 134 - 135; Cox and Oakes, 1984: 112 - 113). For a 
simple example, define, for the two sample problem,
[ 0 group 0,
1 1 group 1
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and zi* = zi(p(r), where cp(r) is a suitable function of t. The proportionality factor 
g( • . •) is given by exp(zJ3\ + z\*ßi) = exp[zß\ + zi9 (r)/y , which reverts to a fixed 
effects model if ^ 2  is not significantly different from zero. In Chapters 5 to 7 time- 
dependence is allowed for by defining 9(0 = t - C, where C, a constant close to the 
mean failure time, is included to facilitate convergence of the iteration and to improve 
the interpretation of the results. Note that, in the two sample example the ratio of 
hazards at C is equal to expiß0, and the ratio is increasing with t if ß^ > 0, and 
decreasing with t if ß 2 < 0 .
2.3.4 A grouped data PH model
The simple PH model [2.3.5] has been formulated for continuous failure time data, and 
may not be appropriate if the data is discrete, grouped, or heavily tied. A number of 
models have been suggested for such data. Cox (1972), for instance, proposes a linear 
logistic model which reduces to [2.3.5] if r is continuous, but which has the 
disadvantage of not retaining the relative risk interpretation of the factor involving the 
regression coefficients. Another extension, which appears to be quite popular among 
many demographers (for instance, Trussell and Hammerslough, 1983; Martin et al., 
1983; Rodriguez, 1984; Rodriguez et al., 1984; and Trussell et al., 1985), makes use of 
the equivalence between PH modelling and contingency table analysis (generalized 
linear models) for categorical data (Holford, 1976, 1980; Laird and Olivier, 1981; 
Menken et al., 1981; Doksum, 1982). While the approach seems to have much 
promise,2 a large number of regression parameters may be required in the model, 
especially if time-dependent explanatory variables are present, which may result in 
difficulties in both estimation and interpretation. A third approach, which will be used 
extensively in this study, assumes that the data have been grouped from an underlying
2 See, in particular, Rodriguez’s (1984) illustrative study based on birth interval data from the 1976 Colombian National Fertility 
Survey.
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continuous failure distribution (Kalbfleisch and Prentice, 1973; Prentice and Gloeckler, 
1978; Kalbfleisch and Prentice, 1980: 98 - 103). Let the time scale be partitioned into 
r+1 time intervals Ij = [af  i, aj), j  = 1, ..., r+1, such that 0 < a0 < a\ < ... < ar+\ < 
where the I /s  are not necessarily of equal length. Then if we define P/z) = S(a.j\z), 
equation [2.3.6] may be expressed as (Lawless, 1982: 372 - 380)
exp(zß)
Pj(z) = [Poj], [2.3.8]
where P0j = So(aj) is the baseline probability of survival beyond Ij. Consequently the 




which gives the grouped data version of model [2.3.5] as
exp(7ß)
q/z) = 1 - [1 - qoj] , [2.3.9]
where q/z) = 1 - p/z)  is the conditional probability of failure in interval Ij for
individuals with characteristics z, and q0j the corresponding probability for the baseline 
category. The use of a limited.number of time intervals makes it possible to introduce a 
separate parameter for each q0j and to maximize the full likelihood function over both ß  
and the q0j j  = 1,... , r, as shown in Section C of Appendix 2.3B.
2.3.5 Note on the estimation procedure
In many respects, the elegance of hazard models methodology lies not so much in the 
formulation of models as in the development of fairly simple but powerful techniques
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for the estimation of parameters. The vast majority of these techniques are based on the 
principle of maximum likelihood, and are, to some extent, extensions of ordinary life 
table techniques (Appendix 2.3A). Issues of estimation and model fitting are 
considered in Chapter 5; details of the techniques to be used are presented in Appendix 
2.3B. The next chapter, however, concerns the data which form the basis of this study.
CHAPTER 3
CHARACTERISTICS OF THE SAMPLES AND OF THE
RESPONDENTS
3.1 Introduction
Data for this study come from fertility surveys conducted between 1978 and 1982 in 
Benin, Cameroon, Cote d’Ivoire, Ghana and Nigeria under the World Fertility Survey 
(WFS) program. These surveys were targeted at women who were in their reproductive 
ages at the time of the interview, and those who had recently passed such ages. Brief 
descriptions of each survey and of the kind of information contained on the distributed 
data tapes are given in this chapter; further details may be found in the respective First 
Country Reports, referred to in this study according to their official titles as Rapport 
national for Benin, Rapport principal for Cameroon and Cote d’Ivoire, First Report for 
Ghana, and Principal Report for Nigeria. Also discussed in this chapter are the 
distributions of respondents in terms of socio-economic and cultural characteristics 
which may be used to subdivide the samples for comparative purposes, and correlations 
between these characteristics. Available background information includes type of place 
of residence, education, occupation and participation in the labour force, religion, ethnic 




WFS guidelines for participating countries were aimed at ensuring the selection of 
nationally-representadve samples, principally to provide information about fertility 
differences and patterns and to identify the factors affecting fertility (World Fertility 
Survey, 1975). In general each survey consisted of two main parts, one for households, 
and one for individual women. The main objective of the former was the identification 
of ‘eligible’ women to be included in the individual survey. In each of the five surveys 
age was the only criterion. The household survey could also be used, where desirable, 
to provide large-sample estimates of the age, sex and marital status distributions of the 
population, and possibly, to provide rough estimates of birth rates. In the individual 
survey respondents were subjected to in-depth interviewing whose principal objective 
was the establishment of their marital and birth histories.
Survey questionnaires were designed with the aim of ensuring, as far as possible, 
international comparability. Two versions of a standard questionnaire, known as the 
individual core questionnaire, were prepared, one for low-fertility countries with high 
rates of contraceptive prevalence, and the other for high-fertility, essentially non- 
contracepting countries such as the five under study here. The individual core 
questionnaire was intended to elicit detailed information on maternity and marriage 
histories (including child sup/ival), on knowledge and use of contraception, and on 
fertility regulation in general. The questionnaire was standardized, not in the exact 
form of the questions, but in the kind of information that was requested, so that the 
specific wording of questions would take into account the particular cultural contexts of 
each country.
To further increase country specificity while allowing for some international 
comparability, the WFS also developed supplementary questionnaires, or modules, on 
abortion, factors other than contraception affecting fertility (FOTCAF), family 
planning, fertility regulation, general mortality, community-level variables, and
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economic issues. As will be seen, each of the five countries in my study used modified 
versions of the core questionnaire as well as the whole or parts of some modules.
3.2.1 Benin, 1982
The Benin Fertility Survey (Enquete sur la Fecondite au Benin, EFB) formed part of a 
National Demographic and Fertility Survey conducted (NDFS) between November 
1981 and March 1983. The other part of the NDFS was a multi-round demographic 
survey (three rounds in all), whose first round served as a sampling frame for the EFB. 
Sampling for the multi-round survey was based on census enumeration areas (EAs) 
drawn up for the 1979 Benin Population and Housing Census. These EAs were 
stratified by administrative province (six, plus Cotonou, the largest city, as an additional 
stratum). The sample was selected in two stages within each stratum by probability 
proportional to size. One-fifth of the households in the selected EAs were drawn 
randomly to constitute the sample of the EFB. The target population comprised all 
women aged between 15 and 49 years, regardless of marital status. A sample size of 
about 5000 women was planned, but information is available on a total of 4018 women; 
the EFB Rapport national provides no information about actual coverage and response 
rates. The EFB questionnaire was made up of modified versions of the WFS core 
questionnaire and the FOTCAF module, and existed in seven languages: French, Fon, 




The Cameroon Fertility Survey (CFS) sample was selected in four stages after the 
stratification of the country by province (seven provinces, and an eighth stratum formed 
by the cities of Yaounde and Douala) and residence (rural, urban, major urban). The 
first stage, involving only rural areas, consisted of the selection of 60 arrondissements. 
At the second stage 246 EAs were chosen from the selected rural arrondissements and 
from the urban areas. After subdividing most of these EAs, 267 sub-areas were selected 
at the third stage. All households in these sub-areas, over 40,000 of them, w'ere covered 
in the household survey. In addition to the identification of eligible women for the 
individual survey, the household survey was aimed at providing basic demographic 
information for the whole population. At the fourth and final stage all women aged 
between 15 and 54 years in selected households were interviewed in the individual 
survey. The subsample of households was selected with a view to obtaining self­
weighting samples in each stratum. However, subsequent weighting of the data was 
required because of the use of unequal sampling rates, and also because of differential 
response rates. Estimated coverage rates, based on the 1976 census counts and 
hypotheses about population growth rates between 1976 and 1978 (5 per cent per 
annum for the large towns, 2.2 per cent for the rest of the country), range from about 68 
per cent for the East and the West to about 102 per cent for the Centre-South and the 
Littoral, with an overall rate of about 79 per cent for the whole country.
Modified versions of the WFS core questionnaire and the FOTCAF module, and 
questions relating to residence history, were used. Questionnaires were in English, 
French and twelve local languages: Bamoun, Bassa, Douala, Dschang, Ewondo,
Fulfulde, Ghomala, Kaka, Matakam, Mendumba, Pidgin A and Pidgin B. Spontaneous 
interpretation was required in at least 20 per cent of the interviews. Out of 9137 women 
selected, 8129 were successfully interviewed. Field-work was carried out between 
January and August 1978.
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3.2.3 Cote d’Ivoire, 1980-81
The Cote d’Ivoire survey (Enquete Ivoirienne sur la Fecondite, EIF) had four 
components:
(i) A household questionnaire with the principal aim of identifying eligible 
respondents (both wives and husbands, see below), but which was also used to 
obtain information about household characteristics and the possession of certain 
household items.
(ii) An individual questionnaire for women aged between 15 and 50 years 
irrespective of their marital status. The women had to be Ivorians, other West 
Africans, or else be married to an Ivorian or other West African.
(iii) An individual male questionnaire administered to husbands of a subsample of the 
women interviewed under (ii) above who were currently married. It was aimed 
mainly at determining the man’s role and his attitudes vis-ä-vis contraception and 
family size.
(iv) A survey on some community variables in rural areas.
This study is based entirely on the female individual questionnaire, from which the birth 
histories were constructed.
Five strata were created for this survey: Abidjan, Urban Savannah, Urban Forest, Rural 
Savannah, and Rural Forest. Different sampling designs were used in the different 
strata. Urban blocks were used as primary sampling units in Abidjan and the other 
urban strata, and were selected by probability proportional to size. A third of the 
households in each selected block was included in the sample. The rural subsample was 
selected from the primary sampling units of a multi-round survey conducted in 1978 
and 1979. Sampling probabilities were proportional to the size of the villages. Villages 
having more than 600 inhabitants were subdivided into segments of 300 inhabitants 
each, of which one was selected. Half of the plots in each segment were selected, and 
all women in plots containing fewer than 20 inhabitants were interviewed. For larger 
plots half of the women were interviewed. It was expected that a self-weighting sample 
of 6000 women would be drawn.
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The number of households selected was 4387, of which 86 per cent were interviewed. 
From these, 7517 eligible respondents were identified, and 6703 selected for the female 
individual interview. Again, 86 per cent of these, i.e., 5764 women, were successfully 
interviewed. Non-response was due mainly to empty dwellings or to the absence of 
persons capable of being interviewed. Field-work was carried out from August 1980 to 
March 1981.
The female individual questionnaire was drawn from the WFS core, and from the 
FOTCAF and family planning modules. Questionnaires were in French and in ten local 
languages: Attie, Baoule, Bete, Dioula, Gouro, Guere, Koulango, Morhe, Senoufo and 
Yacouba.
3.2.4 Ghana, 1979-80
The sample for the Ghana Fertility Survey (GFS) was selected by a two-stage self­
weighting design involving 300 EAs selected by probability proportional to size after 
stratification by region and type of place of residence, and was designed to yield at least 
5000 women. The rural stratum was made up of all EAs in localities whose populations 
were estimated to be below 5000 in 1978. EAs from localities with estimated 
populations between 5000 and 10,000 constituted the urban stratum. EAs from the 
regional capitals and those from other localities whose populations were estimated at 
upwards of 10,000 formed a ‘large urban’ stratum.! Sample households were chosen 
from the resulting EAs or sub-EAs by probability inversely proportional to size to give 
a self-weighting sample. The GFS household schedule was a shortened version of the
! Every regional capital had a population of at least 10,000 in 1970, and according to the preliminary results of the 1984 census 
each of them grew substantially in population size during the intercensal pericd. (Source: 1984 Population Census of Ghana: 
Preliminary Report, Central Bureau of Statistics, Accra, Dec. 1984).
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one recommended by the WFS, and was aimed mainly at identifying eligible 
respondents for the individual interview.
The survey questionnaire was in English and in nine local languages: Asante-Twi, 
Fante, Nzema, Ga, Dangbe, Ewe, Dagbani, Hausa and Kasem. Spontaneous 
interpretation into other languages was required in 11 to 18 per cent of the interviews in 
the Western, Northern and Upper regions, 7 per cent in the Eastern region, and 4 per 
cent or less in the five remaining regions.2
Of the 7208 households selected for the survey, only 6120 could be contacted, giving a 
household coverage rate of 84.9 per cent. The high rate of non-contact was due mainly 
to the absence of many single-person households, and to spatial mobility of households 
given the long duration (February 1979 to March 1980) of field-w'ork. Interviews were 
completed in 6001 households yielding a total of 6363 women of all marital statuses 
aged between 15 and 49 years, of whom 6125 were successfully interviewed.
3.2.5 Nigeria, 1981-82
The sample of the Nigeria Fertility Survey (NFS) was obtained by subsampling the EAs 
that were covered in the 1980 National Demographic Sample Survey. These were made 
up of 48 EAs from each of the 19 states. It was intended that the NFS sample be drawn 
by probability proportional to size but the one that was finally obtained, drawn from 
182 rural and 68 urban EAs, was not self-weighting. Weights are provided in the data 
set, although in the absence for a long time of official census information it is difficult 
to determine their validity.
2 Apparently, these figures refer only to cases where the interpretation was performed by someone other than the interviewer, for a 
different pattem is obtained when one considers cases where the interview was conducted in a different language than was the 
questionnaire. One-third of all interviews come under this category, with percentages in the most affected regions ranging from 9 in 
the Volta Region to 86 in the Upper Region; only the Ashanti and Brong Ahafo Regions were not seriously affected.
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As in the Ivorian survey, the NFS household questionnaire was aimed at both 
identifying eligible respondents for the individual survey and collecting information 
about the household and its possessions. Out of 9236 households selected, 8624 were 
successfully interviewed, yielding 10,134 women of all marital statuses, aged between 
15 and 49 years. Individual interviews were completed for 9727 women. Field-work 
was conducted between October 1981 and August 1982.
The individual questionnaire consisted of the WFS core and questions drawn from the 
FOTCAF and family planning modules. The FOTCAF module used in Nigeria and 
Benin differed from the one used in the other three countries in that it was based on 
births rather than pregnancies, and sought information about the last-but-one closed 
birth interval. Questionnaires were in English and in six local languages: Hausa, 
Yoruba, Ibo, Efik, Nupe and Kanuri.
3.3 The WFS Standard Recode Files
It was noted earlier that each country modified the WFS questionnaires to suit its 
specific sociocultural context, and that the format of the individual questionnaire varies 
from country to country. To facilitate the dissemination of the data collected in the 
surveys as well as cross-national analysis, the WFS provided for the construction of a 
recode file in which information from the individual surveys is standardized.
The standard recode files contain information on all the variables judged by the WFS as 
being the most likely to be used for analysis. The files consist of the following sections:
Identification and sample structure;
Reference dates and age (date of interview, respondent’s date of birth, and 
variables derived from these);
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Nuptiality (marriage history for up to eight marriages; marital status, age at first 
marriage, total time spent in marriage since first marriage);
Fertility (birth history, non-fertile pregnancies, cumulative fertility, information 
on living children, period fertility and recodes relating to the first five years of 
marriage and the five years preceding the survey, birth intervals — lengths of first 
birth interval, last closed birth interval and open birth interval, length of 
breastfeeding in the open and the last closed birth intervals);
Exposure status (whether currently married, whether pregnant, whether couple is 
fecund);
Fertility preferences (desire for a future birth or births; sex preference for the last 
pregnancy; total number of children desired);
Contraception (knowledge, ever use, current use, pattern of use, methods used in 
open and last closed intervals, past and intended future use);
Respondent’s background (region of residence, type of place of current and 
childhood residence, education, religion, ethnic group, occupation, work status 
before and since first marriage);
Husband’s background (type of place of childhood residence, education, 
occupation and work status);
Characteristics of the interview;
Recommended extra standard recode variables (original forms of dates before 
imputation of missing months, extra information on the interview, the type of 
marriage, and the couple’s background);
FOTCAF module recode variables (breastfeeding, abstinence , coital frequency 
and contraception during the open and last closed pregnancy intervals; for Benin 
and Nigeria, this information relates to birth rather than pregnancy intervals, and 
is available for the last-but-one closed birth interval as well);
Country-specific variables, additions to the various sections.
3.4 Socio-economic and Cultural Characteristics of the Respondents 
3.4.1 Ethnic origin, religion and family organization
Among the sociocultural characteristics through which individuals identify with social 
entities in a manner that has significant consequences for reproductive behaviour, 
perhaps the most important and the most pervasive is ethnicity. As noted in Chapter 1, 
the consciousness of belonging to an ethnic group is not only linked to particular social 
and cultural traits; it also imposes on the individual a number of traditions and
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regulations specific to the group. I have already mentioned practices relating to the 
postpartum variables. Others include ethnic-based sex preferences for children, norms 
relating to terminal sexual abstinence, and factors such as social structure, which have 
direct or indirect effects on fertility.
Each of the five countries is ethnically very diverse. In Benin, the smallest of the five, 
at least 46 different groups have been officially identified (Republique Fran9aise, 1962: 
35 - 37), and the EFB provided codes for more than 40 of them in the standard recode 
data set, although, rather unfortunately, the Benin data dictionary does not identify the 
groups represented by those codes so the information is of no value. In fact, the EFB 
Rapport national does not even provide results according to ethnic group! In 1961 Fons 
and other Southern groups affiliated to them constituted 26 per cent of the female 
population, Yorubas and affiliates (South) 14 percent, the Gouns, Settes and Torris (all 
South) 12 per cent, Baribas and affiliates (North) also about 12 per cent, and Adjas and 
Ouatchis (South) just under 12 per cent. The remaining quarter or so of the female 
population was made up of numerous smaller groups most of which were located in the 
north of the country. These groups were geographically localized (Republique 
Franpaise, 1962: 35 - 37), so it is quite possible to use province as a proxy for ethnic 
grouping.
Seven provinces are represented in the Benin data set, two in the north (Atacora, 
Borgou) and five in the south (Atlantic, Cotonou, Mono, Oueme and Zou). A north- 
south division puts 72.8 per cent of the sample in the ‘South’ grouping and leaves only 
27.2 per cent in the ‘North’ grouping. However, not only is such a partition the most 
practical one, it is also the most meaningful culturally, economically and politically 
(Republique Frangaise, 1962: 35 - 37; van de Walle, 1975). Consequently North and 
South, as defined here, will be used in place of ethnic grouping.
Separate codes were provided for 34 out of about 200 ethnic groups in the Cameroonian 
survey. The largest groups represented in the sample were Bamileke (17 per cent),
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Yaounde (11 per cent), and Bamenda (7 per cent). Four other groups, Fulani, Toupouri- 
Guiziga-Mou, Maka and Bafia, each formed about five per cent.
Cameroon presents an especially complex case when it comes to classifying the 200 or 
so ethnic groups into major groupings. According to the CFS Rapport principal, six 
major groups may be identified: Sudanese, Hamites and Semites in the north, and 
Bantu, Bantoids (or Semi Bantu) and Pygmies in the south. This classification has, 
however, not been followed in any of the literature consulted so far (Le Vine, 1964; 
Billard, 1968; Rubin, 1971; Ware, 1977; Akam, Personal communication, 1986) neither 
was it used in the data set itself. Moreover, some of these groupings, the Pygmies, for 
instance, are not represented in the sample in sufficient numbers to permit useful 
analysis of the data. For these reasons, I propose the following grouping of the 
ethnicities listed in the data dictionary on the basis of geographic location and cultural 
affiliations suggested in the literature:
Bantu: Bakosi-Mbo, Bakundu-Balundu, Douala, East and South Bafia, Bassa,
Batanga, Boulou, Fang, Maka, Sanaga and Yaounde.
Semi Bantu and Affiliates: Baya, Kaka, Bamenda, Bamileke, Bamoun, Mbembe and
Widekun.
Northerners: These consist of two main subgroupings: the northern groups among 
whom neither Islam nor Christianity has had much success, referred to by 
the Moslems as ‘Kirdi,’ meaning pagans: Toupouri-Guiziga-Mou, South 
Logone, and Fringe, North and South Mandara; and the heavily 
Islamized groups of the North: Adamawa, Arabs, Benue, Chari, Hausa, 
North Logone, Fulani and Wandala.
Others: Efik, Ekoi, Pygmy, ‘Not Applicable’ (largely in the South-west and in
Douala, with about 17 per cent in the North), and ‘Cannot Classify’ 
(generally dispersed, designated as such in the data dictionary).
These groupings account for 35.3, 36.1, 21.9 and 5.1 per cent respectively of the women 
interviewed. A further 1.7 per cent did not respond to the question on ethnic group.
Both the Ivorian and the Ghanaian data sets include two variables for ethnic origin, one 
listing the groups in fine detail, and the other grouping them more compactly on the 
basis of ‘major language groups,... common historical origin or fusion, or similarities of
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culture’ (GFS First Report, vol. 1, p. 4; cf. also EIF Rapport principal, vol. 1, pp. 11- 
13) The EIF Rapport principal indicates the existence of ‘several hundred’ ethnic 
groups in Cote d’Ivoire, classifiable under 69 groups. These have been recoded into 
five large groupings in the standard recode file: Akan, constituting 29 per cent of the 
sample; Krou, 13 percent; North Mande, 12 per cent; South Mande, 10 per cent; and 
Voltaic, 11 per cent. A little over 24 per cent of the women were of foreign origin 
(predominantly other West African). The Akan consist of matrilineal groups who 
occupy the south-east quarter of the country: Abron, Agni, Baoule, and the so-called 
Lake people of the south-eastern coastal region: Abe, Aboure and Attie (Roussel, 1975; 
EIF Rapport principal, vol. 1, pp. 11 - 13). The patrilineal Krou are settled in the south­
west of the country, and consist of several small groups: Bete, Dida, Godie, Guere and 
others. The North Mande are essentially Malinke, patrilineal and strongly Islamized. 
They are based in the north-west. In the centre-west of the country are the South 
Mande groups, also patrilineal, and some among them strongly Islamized: Dan, Gouro, 
Toura and Yacouba. The two Mande groupings are merged into one in this study. 
Finally, the Voltaic consist mainly of Senoufos, Lobis and Koulangos. They occupy the 
north-central and north-west parts of the country, and are somewhat related to the 
northern groups of Ghana and Benin. They are largely matrilineal. Given the large 
number of women from other African countries included in the sample, it would be 
unwise to exclude them from the analysis.3 The group ‘Other African’ will therefore be 
retained as a separate category.
More than 90 primary ethnic groups have been identified in Ghana; in the standard 
recode file these groups have been recoded into eight major groupings which may, in 
fact, be reduced further into six by merging the three Akan groups listed in the data 
dictionary: Fante, Twi and ‘Other Akan’. In 1960 the Akans constituted about 44 per 
cent of the Ghanaian population (both sexes). The other main groupings were: Mole- 
Dagbani (16 per cent), Ewe (13 per cent), Ga-Adangbe (8 per cent), and Guan (4 per
3 In the country as a whole, the proportion of foreigners in the total population is fairly high, nearly 20 per cent at last count during 
the 1975 census. Eighty four per cent o f these immigrants came from three countries: Burkina Faso, Mali and Guinea. (Source: 
EIF Rapport principal, voL 1, p. 7)
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cent). The remaining 15 per cent of the population was made up of smaller groups most 
of which are located in the northern half of the country. The Akans constituted 54 per 
cent of the women who were interviewed in the GFS, the Mole-Dagbanis 13 per cent, 
the Ewes 12 per cent, the Ga-Adangbes 8 per cent, the Guans 3 per cent and the 
‘Others’ 10 per cent.4
This grouping is not necessarily the best that could be made. The group referred to as 
Guan, for example, consists of two entirely different categories with respect to 
breastfeeding and postpartum sexual abstinence: the Guans of the North, like other 
northern groups, tend to have longer durations than their southern counterparts. In fact, 
reported durations of these two postpartum variables vary from the South to the North 
along ethnic lines: the Akans, Ga-Adangbes and Southern Guans have relatively
shorter durations, the northern groups (Grusi, Northern Guans, Gurma, Lobi, Mole- 
Dagbani, and Tern) tend to have much longer durations, and the groups based in the 
Volta region (Avatime, Buem, Ewe, Likpe and Ntrubu) are intermediate.5 Cultural 
interactions between neighbouring groups as well as geographic factors may partly 
explain this relative regional homogeneity. I have made use of this perceived relative 
homogeneity in reducing the number of ethnic groupings to four: Akan and Southern 
Guan; Ga-Adangbe; Volta groups; and Northern groups. These four groupings, referred 
to subsequently as Akan, Ga-Adangbe, Ewe and Northern, make up 55.9, 7.5, 13.3 and 
19.3 per cent respectively of the GFS sample. The remaining 4.0 per cent belong to a 
residual category coded in the data set as ‘other’ or ‘not stated’ (Total N = 6125).
Finally, more than 200 different ethnic groups have been identified in Nigeria, most of 
them rather small. According to the 1963 Nigerian population census (NFS Principal 
Report, vol. 1, pp. 6 - 7) the Hausas were the largest group, constituting about 21 per 
cent of the total population (both sexes), followed by the Yorubas (20 per cent), the Ibos
4 The over-representation of the Akans is also reflected in the proportion of respondents living in the various regions, compared to 
the corresponding proportions for the total female population obtained from both the 1970 and the 1984 censuses. Since the Akans 
have relatively higher fertility, their over-representation means national fertility rates estimated under the assumption of a self­
weighting sample were slightly too high, perhaps to the tune of about 0.3 of a child in the TFRs.
5 Ethnic differentials in these variables are discussed in Chapter 7.
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(17 per cent), the Fulanis (9 per cent), the Kanuris (4 per cent), and the Ibibios (also 4 
per cent). Smaller ethnic groups made up about 25 per cent of the population. The 
ethnic groups are, in general, geographically localized: Hausas, Fulanis and Kanuris are 
found mostly in the North, Yorubas in the South-west, and Ibos in the South-east. The 
Nigerian authorities have asked that the information on ethnicity not be used, but 
localization means that region of residence can, to a certain degree, be used as a proxy 
for ethnic origin. Four very broad regions are defined in the NFS data set: North-east, 
North-west, South-east and South-west. They account for 21.3, 23.5, 28.8 and 26.3 per 
cent respectively of the respondents in the sample.
Certain other sociocultural characteristics which have a bearing on group-level fertility 
are, in general, ethnic-based. One such variable, as suggested in Chapter 1, is religion. 
The effect of religion on reproductive and other behaviour may vary among the 
different ethnic groups depending on historical circumstances and on the nature of the 
competition between the traditional religions and the others. To some extent, traditional 
beliefs continue to have an effect on many of those who profess non-traditional 
religions such as Islam and Christianity, and the interactions between the traditional and 
one or the other of the ‘new’ religions have given birth to new cults (Raulin, 1967). As 
a result, the effect of religion on reproductive behaviour cannot be easily measured 
without an indication of the extent to which individuals have been transformed by their 
professed affiliations. Thus it is, without doubt, legitimate to question the usefulness of 
WFS information on religion for measuring its effect on fertility. However, if 
traditional religion is deeply rooted in ethnic tradition and both affect the reproductive 
behaviour of individuals who profess other religions, then ethnic origin may well be a 
better predictor of the effect of religion than survey responses about religious affiliation. 
Moreover, at least a good part of any residual effect of religion not explained by ethnic 
origin may, in fact, be explained by factors such as education. The close relationship 
existing between ethnic origin (or region) and religion is borne out by Table 3.4.1.1
below.
Table 3.4.1.1: Percentage of respondents professing adherence to particular religions,








South 35.1 7.2 52.2 4.2 1.3 72.8
North 8.5 41.0 15.1 35.1 0.2 27.2
Total 27.9 16.4 42.1 12.6 1.0 100.0
Note: N = 4010, 8 cases with religion not stated have been excluded
B. Cameroon
Ethnic
grouping Catholic Protestant Moslem Other Total*
Bantu 65.1 33.6 0.7 0.7 37.9
Semi Bantu 40.0 43.8 9.3 6.9 38.7
Northern 10.0 8.9 56.3 24.8 23.4
Total* 42.5 31.8 17.0 8.7 100.0
* Excludes Efik, Ekoi, Pygmy and ‘not stated’ cases for both religion and ethnic grouping (N = 7641 out of a total sample of 8219)
C. Cote d’Ivoire
Ethnic grouping Christian Moslem Other Total*
Akan 49.6 3.6 46.8 29.2
Krou 54.2 1.3 44.5 13.3
Mande 4.5 58.6 36.9 21.8
Voltaic 15.0 37.6 47.3 11.1
Other African 24.4 68.0 7.5 24.5
Total* 30.4 34.8 34.8 100.0












Akan 21.0 63.2 3.4 3.9 8.4 58.2
Ga-Adangbe 6.5 72.8 3.9 10.2 6.5 7.8
Ewe 32.9 36.2 1.0 21.3 8.6 13.9
Northern 9.7 2.2 30.9 49.8 7.5 20.1
Total* 19.3 48.0 8.6 16.0 8.1 100.0









N-east 11.7 7.6 13.9 57.2 5.6 3.7 0.3 21.3
N-West 1.7 0.2 0.8 94.2 2 J 0.4 0.2 23.5
S-East 33.7 21.7 26.4 0.2 11.6 4.9 1.5 28.8
S-West 15.1 22.1 18.7 34.2 5.2 4.8 0.1 26.3
Total 16.6 13.7 15.7 43.4 6.5 3.5 0.6 100.0
Note: Included under ‘Other Christian’ are Fundamentalists, members of African churches, and a small number of
Adventists and Jehovah’s Witnesses
Another characteristic which could be closely associated with ethnic origin is the 
traditional mode of family organization, although this is more readily affected by new 
influences than is traditional religion, and thus both variation at the individual level and 
correlation with other explanatory variables (education, for instance) may be more 
significant. Family organization may be represented by several variables: type of 
lineage structure (patri-, matri-), the extent of gerontocratic authority, the relative 
strengths of bonds within the immediate (i.e., conjugal) family as opposed to ties 
between members of the immediate family and other kin, the type of family locality 
(neo-, patri-, matri-, separate houses), the extent of polygyny, perhaps even the 
distribution of consumption within the family {cf. Oppong, 1977b). It is obvious that
49
many of these variables cannot be accurately measured in a large-scale survey of the 
WFS type. Data are, in fact, available in the standard recode files for only a few of 
these variables: polygyny status, and whether the couple stays in the same house. Note 
that these two variables are not necessarily ethnic based, being, to some extent, 
universal in the region. Polygyny, for example, depends strongly on the age and the 
fecundity of the woman. Consequently, use of family organization variables is not 
envisaged for this study.
3.4.2 Education
The role of education in the development of new, less traditional models of fertility was 
underlined in Section 1.3 of Chapter 1. Without excluding direct causal effects between 
education and fertility such as the inevitable postponement of marriage by the more 
educated, it was posited that the main role of education (as a fertility determinant) is to 
change people’s lives and make them move away from traditional values and practices 
as a matter of necessity or convenience. Education’s effect, then, may be largely 
viewed as a peer-group effect. For this reason, the highest type of school attended is 
probably more important than the number of years of schooling received. Table 3.4.2.1 
gives the proportions of respondents who received different types of education 
according to their age at the interview.
Table 3.4.2.1: Per cent distribution of respondents according to highest level of school attended 
and age at interview, by region or ethnic grouping
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A. Benin
Region Education 1 5 - 2 4
Age Group 
2 5 - 3 4  35  - 4 9 1 5 - 4 9
South: None 68.7 84.1 91.0 80.3
Primary 15.2 11.1 6.5 11.3
Secondary + 16.1 4.8 1 5 3.3
North: None 82.5 88.9 95.6 88.6
Primary 10.3 9.5 2.8 7 .9
Secondary + 7 .2 1.5 1.6 3.5
Totai: None 72.3 88.5 92.3 82.6
Primary 14.0 10.7 5.5 10.4
Secondary + 13.8 3.9 1 2 7 .0
B. Cameroon
Ethnic
grouping Education 1 5 - 2 4
Age Group 
2 5 - 3 4  35 - 4 4 4 5 - 5 4 1 5 - 5 4
Bantu: None 5.3 24.6 65 .0 87.4 35.0
Primary 58.0 57.0 31.4 12.4 45.3
Secondary + 36.7 18.4 3 .6 0 .2 19.7
Semi Bantu: None 21 .0 59.9 93.1 98.7 55 .0
Primary 60.6 32.9 6.4 1.3 35.3
Secondary + 18.4 7.3 0.5 0 .0 9 .6
Northern: None 78 .9 93.7 98 .0 100.0 90.1
Primary 18.2 5.8 2 .0 0 .0 8.7
Secondary + 1 9 0.5 0 .0 0 .0 1.2
Total:* None 28.1 58.3 83.3 92.5 56.1
Primary 50.6 32.7 14.3 6 .6 32.5
Secondary + 21.3 9 .0 2.3 0.9 11.3




E th n ic
g ro u p in g E d u ca tio n 15-24
A ge G roup  
25 -34 35 -50 15-50
A kan: N o n e 52.0 74.4 96.5 70.6
P rim ary 30.2 17.8 1.8 18.8
S eco n d ary  + 17.9 7.7 1.6 10.6
K rou : N o n e 33.2 66.4 93.2 60.1
P rim ary 42.3 23.6 5.4 26.5
S eco n d ary  + 24.0 10.0 1.4 13.4
M ande: N o n e 76.6 90.4 98.6 86.9
P rim ary 14.6 5.2 1.4 8.1
S eco n d ary  + 8.9 4.4 0.0 5.0
V o lta ic : N o n e 85.5 93.0 98.3 91.5
P rim ary 9.2 5.6 1.1 5.8
S eco n d ary  + 5.2 1.4 0.6 2.7
O th e r A frican : N o n e 83.2 88.8 98.3 87.6
P rim ary 11.7 7.3 1.3 8.5
S eco n d ary  + 5.1 4.0 0.4 3.9
T otal:* N o n e 66.4 83.1 97.0 79.2
P rim ary 21.5 11.4 2.1 13.5
S eco n d ary  + 12.1 5.5 0.9 7.2




Region Education 1 5 -2 4
Age Group 
25 -3 4  35 -4 9 1 5 -4 9
Akan: None 17.7 43.8 78.9 41.4
Primary 12.4 13.4 9.3 11.9
Middle 62.5 35.0 9.7 40.7
Secondary + 7.3 7.8 2.1 6.0
Ga-Adangbe: None 21.4 33.8 66.4 37.8
Primary 16.0 14.5 9.4 13.7
Middle 48.7 34.5 17.2 35.4
Secondary + 13.9 17.2 7.0 13.0
Ewe: None 27.2 41.7 70.1 43.9
Primary 13.5 13.8 15.8 14.2
Middle 54.8 38.5 12.4 37.7
Secondary + 4.5 6.1 1.7 4.2
Northern: None 74.0 91.6 97.1 87.1
Primary 6.3 4.1 1.3 4.0
Middle 18.3 2.3 1.6 7.7
Secondary + 1.4 2.0 0.0 1.2
Total:* None 29.7 54.6 81.0 51.5
Primary 11.8 11.2 8.2 10.6
Middle 52.1 27.3 8.8 32.6
Secondary + 6.4 6.9 2.0 5.3




Region Education 1 5 - 2 4
Age Group 
25  - 3 4  3 5 - 4 9 1 5 - 4 9
N-east: None 67.1 82.6 90.9 78 .8
Koranic 6.0 8.4 6.1 6.9
Primary 23.1 7 .2 3 .0
Secondary + 3.8 1.8 0 .0 2.1
N-west: None 60.1 68.4 71.8 66.3
Koranic 32.9 27.5 26.1 29.1
Primary 5.6 3.1 1.5 3.6
Secondary + 1.3 0.9 0.5 1.0
S-east: None 16.6 54.3 81.3 45.5
Koranic 0.2 0 .2 0 .4 0 .2
Primary 50.7 39.6 17.0 3 8 .2
Secondary + 32.6 5.9 1.3 16.0
S-wesc None 19.3 55 .2 75.8 46.7
Koranic 0.8 1.1 1.4 1.1
Primary 35 .6 33.0 18.7 29.9
Secondary + 44.4 10.6 4.1 22.3
Total: None 37.0 64.9 79.5 57.8
Koranic 8.6 9 .6 7 .7 8.7
Primary 31.2 20.7 11.2 22.3
Secondary + 23.1 4.8 1.7 11.2
Obviously, an approach that is based on the type of schooling rather than the number of 
years of schooling poses problems to cross-national comparisons. For instance, unlike 
the other four, the Ivorian data set has information on years of formal schooling only, so 
it is necessary to assume that primary school normally takes six years and that 
repetitions at that level are infrequent. Although important departures from these 
assumptions could seriously affect results involving education, the problem of 
comparability still remains if level of education is replaced by years of schooling. 
Comparability is equally hampered by the definition of additional educational
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categories for Ghana and Nigeria. For Nigeria it might be safe to merge the ‘Koranic’ 
education category with the no education category, since it is doubtful that the former 
will have the kind of modernizing influence posited for education. In the case of Ghana 
we have supposed that differences in reproductive behaviour between middle school 
leavers and respondents with ‘secondary’ or further education (at least 11 years of 
formal schooling) are significant enough to justify the distinction, although many 
respondents of the other surveys whose educational levels are equivalent to the 
Ghanaian middle school are classified under ‘Secondary +’ in those data sets.
On the whole the younger women are better educated, as expected, although the figures 
for Ghanaians in the ‘Secondary +’ category are somewhat odd across all ethnic groups, 
the percentages for the 25 to 34 years group being higher than those for the 15 to 24 
years group.6 *10 The higher levels of education observed among Southerners than among 
Northerners in each of the five surveys is, however, in line with our expectations.
It is difficult to interpret the percentages in Table 3.4.2.1 in terms of the general level of 
education in the different countries, largely because external information referring to 
the same period is hard to come by. For Cameroon the CFS Rapport principal (vol. 1, 
p. 5) reports 66.9 per cent of women aged 10 years or more to be illiterate, and states 
that literacy rates in rural areas are only half those of urban areas. In Cote d’Ivoire the 
1975 census showed that 84.2 per cent of Ivorian women (no age range given) had had 
no formal education, 13.3 per cent had been to primary school, and 2.6 per cent had 
received secondary education or higher, the proportion of women who had never been 
to school was 88.8 per cent in the rural areas, and 68.5 per cent in the urban centres 
(EIF Rapport principal, vol. 1, p. 11). Similarly, in Ghana the 1970 census indicated
6 Some possible explanations: (i) in absolute terms the number of secondary school (or higher) graduates in the younger age group
is higher given the rapid deterioration of the economic and socio-political situation in the 1970s, it may be that in recent years post­
middle school education has not expanded as fast as population; (ii) age misreporting may have resulted in some 25-34 year olds
with little or no education being transferred to the younger age group; (iii) since the ‘Secondary +’ category includes women who
attended technical, commercial, vocational and teacher training colleges, we may be looking at a truncation effect, especially since
10 years of elementary (that is, primary and middle school) education is a pre-requisite for most of these colleges; (iv) outright 
misreporting of educational level among the older age-group for reasons related to prestige (a similar prestige-related misreporting is 
noted in the next section with respect to type of place of childhood residence); and (v) young women belonging to the Secondary + 
category may be under-represented in the sample, since many of them may have been away at boarding school or university at the 
time of the interview. Of these reasons, (i), (iii) and (v) are the most probable.
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that 54.5 per cent of women aged 15 to 24 years and 88.3 per cent of those aged 25 or 
more had never been to school (GFS First Report, vol. 1, Table 1.14). Marginal 
distributions of education and other background variables are treated as reflecting 
characteristics of individuals included in the samples, rather than as characteristics of 
the sampled populations.
3.4.3 Type of place of residence
3.4.3.1 A few problems associated with the use of data on residence
If differences in fertility levels and in child-spacing can be explained in terms of the 
existence of different cultural models of fertility, then observed urban-rural differentials 
may be attributed to the concurrent effects of the urban environment and other factors 
on traditional behaviour, assuming that tradition identifies more strongly with the rural 
environment, and change with the urban (McCall, 1961; Ferry, 1978). Cross-national 
comparisons of localities in terms of an urban-rural dichotomy and their effect on 
fertility are, however, hampered by problems of definition. Tabutin (1984a: 54 - 57) 
has assembled from around the world several operational definitions of what constitutes 
an urban area, showing the arbitrariness of the urban-rural demarcation. This problem 
is complicated by the fact that often data collectors neglect to provide information about 
how the types of residence were defined in the survey. Furthermore, even within the 
same country the term ‘urban’ may cover a whole range of social contexts. African 
localities that have become urbanized only relatively recently, for instance, tend to 
provide more favourable environments for sociocultural change than do older towns and 
cities (McCall, 1961). Moreover, the same aspect of variable conduciveness to change 
may be observed among the various districts of some of the larger cities, so ‘urban’ 
residence may not mean the same thing for people living in different parts of the same
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city.7 This last problem may be partly solved by simultaneously controlling for 
residence and factors such as education and profession.
One reason tradition may be expected to be stronger in rural than in urban areas is the 
likelihood of a greater degree of ethnic homogeneity, and the possible presence of 
stronger lineage ties and conformism associated with the compact village environment. 
Yet an urban area may consist largely of clusters of ethnic districts which are little more 
than extensions of that village environment. Certainly the tendency for migrants from 
the same rural province (not just ethnic groups, but perhaps villages or even lineages) 
to settle in the same neighbourhood in many West African towns (and indeed elsewhere 
in the world) provides support for this argument. In Ghana, Caldwell (1969: 54) has 
observed that after migrating to the towns people from the different ethnic groups ‘try to 
stick together’. Similarly, in predominantly Yoruba Ibadan, Le Vine et al. (1967) report 
the existence of ‘enclaves of Hausa, Ibo, Bini and other Nigerian ethnic groups’. Also, 
the degree of ethnic homogeneity in rural areas is not necessarily always high. Indeed 
important colonies of immigrant ethnic groups may be found in some areas of rural 
South-eastern Cote d’Ivoire and, to a lesser extent, rural Southern Ghana.
Another reason is that educational levels in the urban areas of developing countries, 
particularly levels among females, tend to be higher than those of the rural areas. The 
urban-rural comparison, however, seldom takes regional or provincial differences into 
account. Within the same country, for instance, educational levels existing in some 
rural areas may be higher than those of some urban areas. Indeed, in all five countries 
educational levels in the rural areas of the south are probably higher than those of the 
urban areas of the north.
7 The city of Ibadan offen an interesting and well-documented example. Data from the first survey of the Changing African 
Family Project, Nigerian Segment (CAFN1, conducted in 1973 by the Department of Sociology, University of Ibadan, and the 
Department of Demography, The Australian National University), for instance, indicate substantial differentials in several 
demographic and socio-economic characteristics between Old Ibadan, New Ibadan, and the intermediate district between these two 
parts of the city (Sembajwe, 1981; Santow and Bracher, 1981). Similar differences in family structure and in intrafamilial 
relationships between the Yoruba of Old Ibadan and those of New Ibadan have been reported by Le Vine et al. (1967).
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3.4.3.2 Current versus childhood residence
From a theoretical standpoint, the type of place of childhood residence may be 
considered a more important determinant of reproductive behaviour than type of place 
of current residence. In practical terms, and particularly with the WFS data sets, 
however, in addition to the definitional and conceptual difficulties noted above there are 
problems of observation which may be more intractable for childhood residence than 
for current residence. One such problem concerns the manner in which the questions 
were put to respondents during the interview. For current residence records of sample 
localities were kept, so determination of type of residence was straightforward. In the 
case of childhood residence, however, with the exception of Cameroon the information 
collected was subjective. The respondent was asked to decide whether the locality was 
urban or rural at the time she was growing up and ‘up to, say, age 12’, and only the 
reported type of residence was recorded.8 Whether all respondents interpreted ‘urban’ 
and ‘rural’ (or ‘town’ and ‘village’) uniformly is anybody’s guess.
Another problem which apparently affected the Ghanaian data as seen from Table 
3.4.3.1 D below, and perhaps Southern Nigeria and Northern Benin to a lesser extent 
(Tables 3.4.3.1 A and E), is a tendency to raise one’s social status by claiming that one 
(or one’s spouse) grew up in an urban area. In addition, the Ghanaian residence data, 
particularly the information on childhood residence, may have been affected by coding 
problems. For respondents who grew up in localities other than where they were 
interviewed, codes provided for childhood residence in the questionnaire were for 
‘village’, ‘town’, and ‘Accra-Tema, Kumasi, Sekondi/Takoradi’, the last one 
representing the ‘large urban’ category. Apparently it was after the completion of field 
operations that the decision was taken to enlarge the last category to include other large 
towns, although the questionnaire made no provision for recording their names.
8 To avoid subjective responses about childhood residence, Cameroon followed a different approach: the name of the locality was 
noted, together with that of the district, and it was determined whether the former was urban or rural at the time the respondent was 
growing up.
Table 3.4.3.1: Per cent distribution of respondents according to type of place of 










South 63.6 9.2 27.1 67.1 10.8 21.3
North 78.1 14.6 7.3 76.1 17.3 6.6
Total 67.6 10.7 21.7 70.1 12.6 17.3
* D e ju re  residence
B. Cameroon
Ethnic Current Residence Childhood Residence
grouping Rural Urban Rural Urban
Bantu 68.4 31.6 80.4 19.6
Semi Bantu 66.5 33.5 76.9 23.1
Northern 89.4 10.6 87.8 12.2
Total* 72.6 7.4 80.8 19.2
* Includes respondents who did not belong to any of the ethnic groupings listed here
C. Cote d’Ivoire
Current Residence* Childhood Residence
Ethnic Small Large Small Large
grouping Rural urban urban Rural urban urban
Akan 64.8 16.2 19.0 71.2 16.4 113
Krou 60.0 21.4 18.6 67.9 18.0 14.2
Mande 67.7 20.4 11.9 71.5 19.1 9.5
Voltaic 73.7 20.5 5.8 76.4 16.7 6.9
Other African 40.8 28.1 31.2 51.8 26.1 22.2
Total* 59.9 21.2 18.9 66.6 19.6 13.8
* Includes respondents who did not belong to any of the ethnic groupings listed here














Akan 64.3 19.7 15.9 55.0 37.4 7.6
Ga-Adangbe 47.8 17.8 34.3 42.9 30.5 26.6
Ewe 74.1 10.0 15.9 615 31.4 6.1
Northern 76.8 11.7 11.5 70.8 21.7 7.5
Total* 66.9 16.6 16.5 58.2 319 8.9







N-east 78.5 15.4 6.1 79.3 20.7
N-west 76.5 15.3 8.3 79.3 20.7
S-east 84.7 10.7 4.7 83.3 16.7
S-west 44.3 35.5 20.2 40.2 59.8
Total 70.8 19.3 9.9 70.1 29.9
It is difficult to determine the definitions of ‘urban’ and ‘rural’ used in the surveys. In 
the documentation, an explicit definition is available only for Benin and Ghana.9 
Nevertheless it is possible to make comparisons between the sample distributions for 
current residence presented in Table 3.4.3.1 (totals only) and the estimates obtained 
from censuses and from earlier surveys.
9 In Benin the eight largest towns were designated as ‘large urban,’ and all other district capitals were classified as ‘small urban’ 
(EFB Rapport national, vol. 1, p. 21). In Ghana, numerical criteria were used to classify residence types: localities with less than 
5000 inhabitants, ‘rural’; those with between 5000 and 9999, ‘small urban’; and those with 10,000 or more, ‘large urban.’
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For Benin, the United Nations Demographic Yearbook 1983 lists five towns which are 
recognized as urban, without stating how the five were selected: Cotonou, Porto-Novo, 
Ouidah, Parakou and Djougo. The percentage urban among the female population was 
estimated for 1979 as 39.3.
In Cameroon both quantitative and qualitative criteria were used in defining urban areas 
in the census of 1976. An urban area was defined as a locality with a population of at 
least 5000 inhabitants and possessing a ‘minimum of community infrastructure’(CFS 
Rapport principal, vol. 1, p. 4). However, in the CFS the quantitative criterion was 
dropped, and it is thus impossible to compare the figures obtained from the CFS 
individual survey with those obtained from the census. According to the latter, 28.5 per 
cent of the population (both sexes) lived in urban areas. The corresponding figure 
obtained from the CFS household survey was 33 per cent.
In Ghana localities with 5000 or more inhabitants are designated as urban in censuses 
and surveys. However, as stated above, the urban category was split into two in the 
GFS. Urban areas (‘large’ and ‘small’) contained, respectively, 28.9 and 31.3 per cent 
of the total population (both sexes) at the 1970 and 1984 population censuses.
For Cote d’Ivoire 68 per cent of the total (de jure) population lived in rural localities at 
the time of the 1975 census; at the 1978 multi-round survey the same percentage was 
estimated at 63.6, and that of Abidjan, at 16.9 per cent (EIF Rapport principal, Table 
3.8). As noted earlier, the term ‘urban’ is not defined in the documentation.
Similarly, no definition is given for Nigeria, except a differentiation between ‘Town’ 
and ‘City’ in terms of ‘the availability or otherwise of certain indicators of 
modernization’ (NFS Principal Report, vol. 1, p. 56). It must be noted that figures 
given in Table 3.4.3.1 are unweighted percentages, and that, for Nigeria and Cameroon, 
they should not be read as national figures. Weighting is, however, not required at this 
stage, for only the characteristics of those individuals included in the various samples
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are of interest hereto Like most of the other measures of ‘modernization’, the 
proportions urban are higher among respondents from the southern parts of the 
countries than those from the north, with the notable exception of South-east Nigeria.
3.4.4 Occupation/labour force participation
The WFS collected information on a number of variables related to the participation of 
the respondent and, where applicable, that of her partner, in the labour force. For 
respondents, the data sets contain information about their current or most recent 
occupation (all women, except in the Cameroonian data, where this information was 
obtained from ever-married women alone), and about their occupation before first 
marriage (ever-married women). Similar information is available for work status (i.e., 
who they work(ed) for), nature of remuneration, pattem of work, and place of work 
since marriage. Data collected on partners relate to occupation and work status. Data 
are available on the standard recode tapes in very fine occupational groupings and in a 
reduced number of categories which must be further reduced because of small 
frequencies for some categories, and in order to enhance comparisons with external 
employment information. Thus in Tables 3.4.4.1 and 3.4.4.2, which relate to the most 
recent occupation for respondents and partners respectively, broad categories have been 
used.
10 As an indication of the effect of weighting on these figures, the 70.8, 19.3 and 9.9 per cent obtained for ‘Village,’ ‘Town’ and 
‘City’ respectively from the Nigerian data set (Table 3.4.3.1 E) become 77.4, 14.6 and 8.0 per cent
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Benin: South 26.8 1.3 36.7 31.7 3.5
North 25.6 0.8 56.3 10.6 6.7
Total 26.5 1.2 42.0 25.9 4.4
Cameroon: Bantu 18.5 3.5 3.2 69.5 5.4
Semi Bantu 24.4 1.8 5.6 65.2 3.0
Northern 53.3 0.3 5.3 37.9 3.3
Total** 29.9 2.0 4.7 59.5 3.9
Cote d’Ivoire: Akan 28.5 2.6 12.9 50.3 5.7
Krou 36.2 3.8 10.8 46.2 3.0
Mande 19.7 0.9 26.1 51.6 1.8
Voltaic 15.0 0.9 18.5 61.3 4.2
Other African 34.4 1.2 31.3 26.1 7.0
Total** 27.6 1.9 20.6 45.3 4.6
Ghana: Akan 21.6 5.1 23.3 39.9 10.1
Ga-Adangbe 16.1 8.0 47.0 18.5 10.4
Ewe 16.2 3.7 32.7 34.5 13.0
Northern 20.4 1.2 29.7 39.6 9.2
Total** 20.2 4.3 27.7 37.4 10.3
Nigeria: N-east 36.6 1.7 17.3 41.3 3.0
N-west 43.0 1.1 34.3 13.0 8.5
S-east 26.9 4.5 15.2 49.0 4.5
S-west 26.6 8.7 34.8 21.8 8.1
Total 32.7 4.2 25.3 31.8 6.1
* All respondents, except for Cameroon, where the figures relate to women ever-in-union
** Including respondents who did not belong to any of the ethnic groupings listed
Note: The ‘Prof/Admin’ category includes professionals, management personnel and clerical/administrative employees.
‘Other’ combines the WFS categories ‘Private household worker,’ ‘Other service worker,’ ‘Skilled production 
worker’ and ‘Unskilled production worker’. Similar definitions apply in Table 3.4.4.2
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Benin: South 10.3 4.5 60.2 24.9
North 4.8 4.7 77.9 12.6
Total 8.7 4.6 65.3 21.4
Cameroon: Bantu 18.4 3.2 48.0 30.5
Semi Bantu 10.9 7.9 54.3 27.0
Northern 7.0 7.3 65.5 20.2
Total 12.5 6.1 55.0 26.4
Cote d’Ivoire: Akan 15.5 2.7 50.7 31.1
Krou 15.5 2.5 50.9 31.1
Mande 5.7 7.0 60.1 27.2
Voltaic 5.1 5.1 64.4 25.4
Other African 4.3 17.9 37.1 40.4
Total 9.2 7.9 50.8 32.1
Ghana: Akan 19.1 6.1 47.0 27.7
Ga-Adangbe 23.9 6.0 37.9 32.2
Ewe 18.1 5.0 40.5 36.3
Northern 3.1 4.9 73.4 18.6
Total 15.7 5.7 51.4 27.2
Nigeria: N-east 10.7 10.8 65.6 12.9
N-west 11.7 16.5 54.1 17.7
S-east 13.8 13.2 50.9 22.0
S-west 20.6 11.5 41.5 26.5
Total 14.2 13.1 52.9 19.8
Note: As in Table 3.4.4.1, the totals for Cameroon, Cote d’Ivoire and Ghana include respondents who did net belong to
any of the ethnic groupings listed.
The comparison of these figures with external information, mainly census figures, is 
hampered by the lack of recent information for some countries, and by apparent 
differences in the definitions of professional categories used between censuses and the 
surveys. Available census figures are presented in Table 3.4.4.S below. The 
differences between the two sets of tables may be due to both definitional and other
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observational problems. For example, the ‘no occupation’ category in the survey data, 
which should, perhaps, be interpreted as ‘home-maker’ in the case of the respondents, 
may have been covered in the censuses by the three non-white-collar categories. Real 
changes in occupational distribution may also have taken place, especially for countries 
like Ghana and Nigeria where the time difference between census and survey is 
significant.
Table 3.4.4.3: Per cent distribution of male and female populations according to occupation,
most recent census figures available
Cote d’Ivoire Ghana Nigeria
1975 1970 1963
Occupation Male Female Male Female Male Female
Prof-Admin-Clerical 5.4 2.2 10.2 2.9 4 .6 2.2
Sales 4.4 9.9 2.9 25 .7 8.2 38.9
Agriculture 65.8 81.0 59.8 54.5 67.7 22.5
Other 24.4 6.8 27.1 16.9 19.5 36 .4
Source: First Country Reports.
How these and similar work activity variables influence fertility is still the subject of 
considerable controversy. A negative relationship between fertility and female labour 
force participation is widely recognized in developed countries, although the causes and 
directions of the relationship are not clear (cf. Simmons, 1985; Arowolo, 1978). In 
most developing countries, however, the relationship appears rather ambiguous, which 
has led some authors to speculate about the existence or otherwise of role conflicts 
between motherhood and participation in the labour force, the opportunity costs of 
childbearing, and the nature of the sector of the economy in which one is employed: 
‘traditional’ or ‘modem,’ ‘rural’ or ‘urban’ (Oppong, 1983; Standing, 1983; Simmons, 
1985; Singh and Casterline, 1985).
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A thorough examination of the fertility-labour-force-participation relationship calls for 
far more detailed information on employment (details of past employment, reasons and 
motivations for changes, paralleled with reproductive history) than is available in the 
WFS data sets, and will, moreover, require a fuller treatment than is envisaged here.
3.5 Relationships Between Background Variables 
3.5.1 Introduction
It was evident from the tables presented in the preceding sections that significant 
associations exist between ethnic origin (or region) and several of the other background 
variables. Ethnic groupings having relatively high levels of education tend to have 
higher levels of urbanization and higher percentages of respondents in urban-related 
white-collar jobs, and to be more Christianized. These associations have, in fact, been 
carried over from the individual level, for fairly strong correlations exist between 
factors such as education, urbanization, and occupation. While some of these 
associations may not be of much substantive interest, it is nonetheless necessary to take 
note of all statistically significant correlations, since they will have a bearing on the 
results of subsequent regression analyses. This section attempts to assess the strengths 
of inter-factor correlations within ethnic groupings.
Most of the statistics for measuring associations between nominal variables such as the 
background characteristics presented above are based on chi-square. However, the fact 
that the chi-square statistic is proportional to sample size means that statistical 
significance may be attained quite easily, even in cases where the relationship is not 
strong. Indeed chi-square values from pair-wise cross-classifications of background 
characteristics within ethnic groupings are significant at 0.001 in nearly all cases, and at 
0.05 in all cases. Although chi-square based measures such as Cramer’s V statistic or
66
Pearson’s contingency coefficient take sample size into account, they are still dependent 
on the number of rows or columns in the cross-classification, and are thus extremely 
difficult to interpret. A comprehensive presentation of these and other chi-square-based 
statistics may be found in Blalock (1981: 299 - 315). Although variables such as level 
of education and type of place of residence are ordinal in nature, I am not taking 
advantage of their superior level of measurement because of the desirability of using the 
same indice for all the associations.
For a more easily interpretable statistic, I have opted for Goodman and Kruskal’s tau, 
which measures the proportional reduction in the probability of error in predicting the 
category to which a case belongs when information on the second variable is made 
available, or, equivalently, the proportion of qualitative variation in a dependent 
variable accounted for by its association with the independent variable (Goodman and 
Kruskal, 1954; 1959; 1963; and 1972; Watson and McGaw, 1980: 211 - 214; Blalock, 
1981: 307 - 310). Tau has a value of zero if the two variables are statistically 
independent, and unity if all the cases within any one category of the independent 
variable are located in only one category of the dependent variable.! i Rather than 
speculate about dependence, I use a symmetric variant of tau given by the formula
0.5 L  X, {(fij -Mj) 2 (fi +/,) / if if, ) } •
x = _____________________________
1 - 0.5 l i f .2  - 0.5 I j f j 2
where f j  is the relative frequency for cell ij, f .  the relative marginal frequency for row z, 
and f j  the relative marginal frequency for column j.  This variant assumes that ‘one 
predicts [the i variable] half of the time, and [the j  variable] the other half, always using 
proportional prediction’ (Goodman and Kruskal, 1959: 125). Tau values given below 
show the relative decrease in the proportion of incorrect predictions under such an 
assumption. I have assumed that values of around 0.20 or higher are indicative of fairly
This property, known as strong monotonicity, makes tau an analogue of the correlation ratio (Watson and McGaw (1980: 211 - 
212), which is used, ordinarily, to measure the variation in a quantitative variable that is accounted for by the categories of a 
dependent variable.
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strong predictive associations, but that values below 0.10 represent weak associations. 
For convenience, values of tau between pairs of variables are presented under three 
subsections: (a) current and childhood residence; (b) respondent’s own characteristics, 
including current residence but not childhood residence; and (c) for ever-married 
respondents, two variables relating to spouses, namely, education and occupation.
3.5.2 Childhood and current residence
As expected, fairly strong associations are indicated between these two variables at the 
national level and in nearly all the subgroups. For national samples the proportion of 
variation in the one variable symmetrically explained by the other as measured by the 
tau statistic is 0.36 for Benin, 0.32 for Cameroon, 0.17 for Cote d’Ivoire, 0.30 for 
Ghana, and 0.41 for Nigeria. The low figure for Cote d’Ivoire may be explained in 
terms of a rapid rate of urbanization in recent years, particularly among migrants (Table 
3.4.3.1 C). Among subgroups relatively low values of tau are obtained for the ‘Other 
African’ group of Cote d’Ivoire (0.06) and for South-west Nigeria, which has equally 
been affected by rapid urbanization (0.22). Tau values for other subgroups do not 
deviate much from the national figures given above.
These values should be considered only as indicative of associations between childhood 
and current residence: without doubt, they have been affected by the problems noted in 
Section 3.4.3.2 concerning the information on childhood residence. Confidence may be 
placed only in the figure obtained for Cameroon.
3.5.3 Associations between background variables of the respondent
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Predictive associations among the four variables (Table 3.5.3.1) are much weaker than 
those observed for the two residence variables. Between current residence and 
education only two subgroups show associations of any importance: South Benin and, 
to a lesser degree, the Ga-Adangbe of Ghana. Residence differentials in education are 
thus greater in the two subgroups. Elsewhere the lower values of tau arise for two 
different reasons: in relative terms, educational levels among residence categories, or 
types of residence among educational categories, tend to be uniformly high among 
southern groups, and uniformly low among northern groups.
Association between current residence and occupation is fairly strong among all 
subgroups in Cote d’Ivoire, and among the Bantu and Semi Bantu in Cameroon; 
elsewhere tau values are quite low. The strong associations in the Cameroonian and 
Ivorian data sets result from the large proportions of women reporting agricultural 
occupations (Table 3.4.4.1). This characteristic also explains the relatively high degree 
of association between spouses’ occupations (Table 3.5.4.1 below). North-south 
differentials in the strength of the association are important only for Cameroon and 
Benin. For Nigeria, although tau is fairly low for all regions an important differential is 
found between the North-west region and the other three.
For respondent’s education and her occupation the association is not as high as might 
have been expected, being weaker than that between education and current residence in 
the Benin data set, and only a little stronger in the others. However, north-south 
differentials are evident; they reflect the lower proportions of white-collar occupations 
and the lower levels of education within northern groups.
Finally, associations between religion and the other ‘modifying factors’ are generally 
weak, except in isolated cases such as with residence among respondents from Northern 
Ghana and South Benin, with education among Ghanaian Ewes and South Beninois,
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and with occupation among respondents from Northern Cameroon and North-east 
Nigeria.















Benin: South .20 .08 .12 .14 .06 .08
North .10 .02 .10 .03 .02 .03
Total .18 .05 .09 .09 .05 .06
Cameroon: Bantu .09 .26 .02 .01 .01 .09
Semi Bantu .08 .21 .01 .01 .02 .11
Northern .01 .04 .03 .03 .16 .01
Total .09 .13 .02 .07 .07 .04
Cote d’Ivoire: AJkan .07 .26 .02 .10 .05 .18
Krou .11 .32 .03 .05 .04 .18
Mande .03 .29 .04 .02 .06 .09
Voltaic .06 .18 .04 .03 .05 .08
Other African .03 .21 .00 .04 .04 .04
Total .04 .26 .03 .07 .05 .11
Ghana: Akan .04 .11 .01 .03 .01 .12
Ga-Adangbe .13 .10 .05 .06 .03 .14
Ewe .04 .09 .03 .14 .02 .09
Northern .01 .09 .20 .07 .08 .06
Total .05 .10 .04 .10 .02 .10
Nigeria: N-east .03 .09 .04 .05 .14 .04
N-west .05 .02 .01 .02 .02 .02
S-east .02 .06 .01 .05 .03 .15
S-west .04 .08 .01 .04 .03 .16
Total .04 .07 .01 .11 .06 .07
Note: 1. ‘Res.’ refers to current residence, ‘Educ.’ respondent’s level of education, and ‘Occup.’ her current or most
recent occupation.
2. For Cameroon, relationships involving occupation are based on ever-married women alone; the other
relationships, and all figures for the other four surveys, involve all women.
3. For Cameroon, Cote d’Ivoire and Ghana, figures appearing against ‘Total’ are based on all respondents,
including those who did not belong to any of the ethnic groupings listed.
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3.5.4 Associations between respondents’ background variables and those of 
partners, ever-married women
Only two variables pertaining to the partners of ever-married respondents are 
considered here: educational level and occupation. The association between them
(Table 3.5.4.1) tends to be stronger than the one between respondent’s education and 
her occupation. With the exception of Cameroon, figures for respondents concern all 
women whilst those for partners involve a possibly more homogeneous group of 
currently-married men. However, Table 3.5.4.1 shows only a slight relationship 
between proportions of women ever-married and the relationship between partner’s 
occupation and his educational level. In contrast, the results for Cameroon, where all 
the respondents whose data are used here were also ever-married, indicate the existence 
of a higher degree of association among the men.
Table 3.5.4.1 also contains information about the relationship between respondent’s 
educational level and that of her partner, and similarly for occupation. The former is 
fairly strong in all subgroups except North Benin. With the exception of Benin, north- 
south differentials in the strength of association are not important. Tau values for 
spouses’ occupation are weaker than corresponding values for education, except for 
Cote d’Ivoire, where they are indeed fairly strong among all subgroups, and particularly 
so among the Krou and Mande.
Table 3.5.4.1: Values of tau (symmetric) for partner’s education and occupation, 

















N % of (sub-)sample
Benin: South .16 .08 .26 2538 86.7
North .07 .02 .14 1039 95.2
Total .14 .04 .24 4018 89.0
Cameroon: Bantu .20 .15 .15 2293 79.0
Semi Bantu .20 .15 .16 2564 86.5
Northern .14 .08 .14 1722 95.9
Total .26 .10 .15 6579 85.9
Ghana: Akan .13 .13 .19 2665 77.9
Ga-Adangbe .19 .14 .31 354 77.0
Ewe .15 .12 .18 642 78.6
Northern .15 .10 .12 1068 90.4
Total .19 .11 .21 4729 80.4
Cote d’Ivoire: Akan .16 .26 .25 1349 80.3
Krou .22 .35 .23 648 84.5
Mande .12 .35 .15 1106 88.4
Voltaic .16 .26 .12 570 89.2
Other African .10 .20 .08 1301 92.4
Total .18 .28 .17 4974 86.6
Nigeria: N-east .17 .10 .14 1921 918
N-west .18 .04 .05 2206 96.3
S-east .19 .10 .20 2089 74.4
S-west .20 .12 .18 1972 77.0
Total .23 .08 .14 8188 84.2




The need for forming broad categories for each of the explanatory variables has 
undoubtedly resulted in a loss of part of the richness of the information about the socio­
economic backgrounds of respondents. Whether this richness could have been put to 
profitable use without a reduction in the number of categories is, however, debatable: 
even after recoding, the sizes of some sub-populations remain small indeed. This is so, 
for instance, for respondents with secondary or higher education, or those in white- 
collar occupations, among some ethnic and residence categories, a fact which limits the 
study of interactions involving education and occupation. It is equally true about 
religious categories within certain groupings: Islam in all southern groupings except 
South-west Nigeria, and traditional religion among Bantus and Semi Bantus, Akans of 
Ghana, Ga-Adangbes, ‘Other Africans’ of Cote d’Ivoire, and all the Nigerian groupings 
except the South-east. Subgroups will be even smaller if defined on the basis of three 
or more variables simultaneously. This problem provides part of the motivation for 
adopting regression-based techniques which reduce the need for subdividing the data 
sets, and most of the justification for not seeking finer categorizations of the 
background variables.
There is an extent to which any amalgamation of subcategories is arbitrary; in this 
respect the categories defined in the preceding sections may not represent the most 
homogeneous ones with respect to reproductive behaviour. Moreover, the relationships 
observed above between the variables depend, to a large extent, on the categorizations. 
The issue of homogeneity is considered in Chapter 7 with respect to breastfeeding and 
postpartum sexual abstinence. In the meantime, we turn our attention, in the next 
chapter, to the quality of some of the demographic information contained in the 
standard recode riles.
CHAPTER 4
SOME ASPECTS OF DATA QUALITY
4.1 Introduction
Two main types of errors need to be taken care of in retrospective surveys of the WFS 
kind. The first, and usually the least worrisome, is due to sampling: the fact that the 
survey is restricted to only a subset of the target population introduces an element of 
chance variation in what could be observed among each of the very large number of 
samples that could have been selected, and the set of data which is actually collected 
represents only one realization among what is, for all practical purposes, an infinite set. 
For probability samples involving reasonably large numbers of respondents (as was the 
case in the WFS surveys), however, sampling errors tend to be small and relatively 
unimportant. Moreover, it is possible to calculate probabilities of sampling error for 
particular measures obtained from the data.
The situation is quite different for the second type of error, that due to shortcomings in 
the observation process. Such errors may arise as a result of an improperly designed 
questionnaire, because of communication problems between interviewer and 
respondent, because the respondent does not know, has forgotten, or wishes to withhold 
the information being sought, or even because of shortcomings in the process of 
recording and coding. Whatever the source of an error of observation, the result is 
essentially a misreporting of the real situation. The WFS made efforts to limit these 
types of errors, particularly those that do not arise from the interview itself, 1 as well as
1 I.e., errors attributable to the form and/or content of the questionnaire, or to coding and key-punching.
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those made by the interviewers. Reporting errors of most concern to this thesis — i.e., 
those that may significantly affect the results of my analysis — relate to the omission 
and/or misdating of events such as unions, live births, deaths of children, and durations 
of postpartum variables. Also important is the misreporting of background variables, 
which may result in the incorrect classification of respondents into sub-populations.
Country-specific evaluations of WFS data with respect to errors of observation have 
been carried out for most of the data sets (Santow and Bioumla, 1984; Owusu, 1984; 
Sombo, 1985; Morah, 1985); the WFS evaluation report for the Benin data set is still 
not available. There are also a number of cross-country evaluations whose coverage 
includes some of the five countries, such as that of Goldman (1984). In this chapter, 
information from the published reports is used to supplement my own evaluation 
exercise in an attempt to assess the quality of the data. Particular attention is paid to 
information relating to the age of respondents, exposure to the ‘risk’ of childbearing, 
fertility, and postpartum variables; for reasons of convenience, discussion of the quality 
of reported postpartum information is presented in Chapter 7. Before proceeding to the 
data evaluation it may be worthwhile to consider a few aspects of the WFS 
methodology that have direct bearing on the information contained in the Standard 
Recode Files, namely, the development of the local questionnaires and editing.
4.2 Questionnaire Planning and Data Editing
The WFS survey methodology included a number of steps taken with the aim of 
limiting errors of observation to a level where they would not have significant effects on 
survey results. Much effort was put into the development of the questionnaires and the 
‘cleaning’ of the raw data. These are, of course, matters that are of primary importance 
here, since all we have is the final product of each survey, the ‘cleaned’ and recoded 
data file. Also important is the training given to field and other staff, although it is
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difficult to determine the effect of the training programs on the quality of the data 
collected. In general, training covered a period of two to five weeks. Details of survey 
methodology for each of the five surveys have been provided in the respective First 
Country Reports. The following presentation of the planning of the questionnaires and 
the editing of the data has been gleaned from the First Reports, and is given here to 
serve as further background information for assessment of the quality of the data used in 
this study.
4.2.1 Questionnaire planning
As mentioned in Chapter 3, Section 3.2, survey questionnaires prepared in English or 
French were translated beforehand into the main local languages with a view to limiting 
errors introduced by incorrect on-the-spot interpretation. The fact that such errors could 
affect the results substantially was well appreciated by the planners, and in at least a few 
cases much attention was paid to the resolution of the problem. In Ghana a pilot survey 
was conducted in 1975 to find out, among other things, problems that were likely to be 
encountered if local languages were used in the main survey (GFS First Report, vol. 1, 
p. 12). A similar study in Cameroon determined the extent to which questionnaires 
could be translated and the languages to be used (Ware, 1977). In Benin six local 
languages were selected from a list of ‘the most spoken languages’ established on the 
basis of information from the 1979 census (EFB Rapport national, vol. 1, pp. 10 - 11). 
In Cote d’Ivoire information on which languages to use was obtained from the 
supervisors of the multi-round survey (see Chapter 3, Section 3.2.3). And in Nigeria, 
the six languages which were used were selected on the basis of ‘a linguistic 
distribution of the sample [enumeration areas]’ (NFS Principal Report, vol. 1, p. 20). 
The six languages are, reportedly, spoken in about 90 per cent of the sample EAs.
76
In general, to ensure the retention of the original meaning and intention of questions, 
translated questionnaires were retranslated back into the international language by 
another team of translators, and the two versions compared. Each of the surveys also 
provided for the pretesdng of the questionnaires prior to the main surveys, in order to 
evaluate such points as the efficiency of the translation, interviewing deficiencies, and 
the reactions of respondents to questions which, in a large measure, related to aspects of 
their private lives. In Cote d’Ivoire pretesting was carried out for only 5 of the 10 local 
languages used in the survey: Dioula, Baoule, Gouro, Yacouba and Attie; 12.5 per cent 
of the interviews involved questionnaires that were not pretested.
In spite of the efforts to provide questionnaires in the first languages of the respondents, 
however, spontaneous interpretation was necessary in a considerable number of cases: 
20.7 per cent in Benin, 5.4 per cent in Ghana, 13.8 per cent in Cote d’Ivoire, and 14.4 
per cent in Nigeria. This information is not available in the Cameroon data set. 
However, it is reported (World Fertility Survey, 1983: 2) that the 14 questionnaires 
(including English and French) covered 80 per cent of the sample. Figures given here 
for the other four surveys may refer only to cases where interpretation was done by 
someone other than the interviewer, although this is not clear in the documentation. In 
the case of Ghana, for instance, only 67.6 per cent of the interviews were conducted in 
the same language as the questionnaire, so that the figure of 5.4 per cent grossly 
understates the frequency of spontaneous interpretations.
4.2.2 Field and office editing of the data
The editing of questionnaires took place in three stages in each of the surveys. The first 
stage was carried out on the field by supervisors and/or team editors, and included spot 
checks to ensure that only eligible households and individuals were being interviewed, 
reinterviews of parts of the questionnaires to assess quality of reporting by the 
interviewers, and consistency checks. Where necessary, respondents were interviewed 
again to retrieve missing information judged to be crucial, such as dates of events and
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intervals between births, or to correct obvious inconsistencies. The second stage, office 
editing, involved the checking of the questionnaires to ensure that key information — 
identification, birth history, date and age information — was complete, correct and 
consistent. Decisions on what to do about errors were usually taken after case-wise 
discussions between editors and field supervisors. In some cases, particularly in 
Abidjan and Bouake in Cote d’Ivoire, it was necessary to return to the field (EIF 
Rapport principal, vol. 1, p. 34). This stage preceded coding and data entry, after 
which the data were machine edited and recoded into the form of the standard recode 
file. The machine editing stage is described below.
4.2.3 Machine editing
The WFS document, ‘Data Processing Guidelines’(World Fertility Survey, 1980: vol. 1) 
describes two principal stages of machine editing:
(i) format and structure checks concerning the validity and proper sequencing 
of all required records, and also ensuring, for instance, that columns that 
should be blank were left blank during key-punching;
(ii) range and consistency checks verifying that codes are within specified 
ranges, skips properly executed, codes for questions summarizing 
previously obtained information (i.e.f ‘filters’) agree with that information, 
as well as general checks for internal consistency and the proper sequencing 
of dates.
Checks for the consistency of dates in the union and birth histories were made with the 
aid of the Date Editing, Imputation and Recoding (DEIR) package provided by the 
WFS, which was also used to impute values for missing calendar months. Where 
information on the year in which the event occurred was not available, however, a year 
had to be imputed manually. Similarly, reconciliation of inconsistencies was performed 
manually, using available information. This, at times, took the form of an ‘intelligent
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guess’. However, in some cases such a guess could not be made, and codes for ‘not 
stated’ or ‘no response’ were entered.
Imputation of missing months was carried out as an alternative to entering no-response 
codes which would have resulted in the partial loss of cases and, most probably, in more 
biased samples. To impute a missing month, DEIR first establishes a logical range 
(lower and upper limits for the date) using available information, constrains the range 
where possible, using additional information, and, finally, either chooses a point 
randomly within it or takes its midpoint.
The effect of imputation on information such as the ages of respondents or their 
children is likely to be small if calendar years were accurately reported or, for 
respondents reporting dates in terms of ‘years ago,’ if the latter were interpreted 
uniformly as age in completed years as intended by the WFS. On the other hand, if age 
had been reported in rounded years, an imputation program that assumes otherwise 
could introduce a significant bias, as Chidambaram and Pullum (1981) have 
demonstrated in the case of fertility levels and trends. Imputed bias could also be 
important in the study of infant and child mortality, since, presumably, time will be 
reckoned in months rather than years. Standard recode variables of potential interest in 
this study that contain machine-imputed components are the dates of birth of 
respondents and their children, dates of death of deceased children, dates of termination 
of wasted pregnancies, and reference dates of marital unions, all of which are given in 
century month code, defined as the number of months elapsed since December 1899. 
Other time-related information, such as age at menarche and durations of postpartum 
variables, were presented as ‘years (or months) ago’, with the exception of the 
provision, in the Ivorian data set, of a century month date of first sexual intercourse 
instead of the respondent’s age at that event as was done in the other data sets. It must 
be noted that the extent of imputation on the field by interviewers or supervisors, which 
could have affected other variables, is unknown.
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Machine editing was time consuming, and resulted generally in long delays in releasing 
the results of the WFS surveys. In addition to the format and structure checks, its main 
contribution lies in the reduction of the number of cases partly lost through no-response 
entries, and the detection of inconsistencies. Beyond this, machine editing probably 
confers a false sense of accuracy to the data, as Pullum and colleagues have pointed out 
(Pullum et al., 1984), for it goes nowhere near actually correcting erroneous responses, 
most of which cannot even be detected by the editing program. Erroneous responses 
can, for instance, be consistent with the other information provided, which, in turn, may 
or may not be erroneous.
4.3 Quality of Age Data
Errors in age data from maternity histories veil the true age structure of the population, 
and thereby distort estimates of levels and trends of fertility. Two types of errors may 
be cited: those relating to coverage, and those relating to the misreporting of age.
Since each respondent had to be interviewed in person in the WFS individual surveys, 
coverage errors in the surveys consist basically of omissions and the inclusion of 
individuals who do not, in fact, belong to the target population; in other situations 
(censuses, for instance) double counting is possible. Most coverage errors in the WFS 
individual surveys result either from age misreporting in the household surveys, or from 
sampling problems and low response rates in either survey. In the first case, since only 
women of certain ages (15 to 54 for Cameroon, 15 to 50 for Cote d’Ivoire, and 15 to 49 
for the others) were to be interviewed, age misreporting near either age limit could 
result in a wrong decision to include or exclude a particular woman. It is even possible, 
as San tow and Bioumla suggest in the case of the Cameroonian survey, and Morah for 
the Nigerian survey, for interviewers to deliberately shift women across either boundary 
in order to reduce the number of individual interviews they have to conduct. In the
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second case, omissions and non-response are likely to affect women of particular 
characteristics: young women living in single person households, for instance, as
suggested in Section 3.2.4 (Chapter 3). Coverage errors may be detected mainly by 
comparing data from the surveys with external data sources such as censuses and other 
surveys. However, age data from censuses and the few previous surveys in the five 
countries are probably of much poorer quality than those of the WFS individual surveys 
(c/. van de Walle, 1968; Caldwell and Igun, 1971; Nagi et a l 1973), so few external 
data are available for making such comparisons.
4.3.1 Digit preference in the age data
Age misreporting consists mainly of excessive rounding or preference for ages ending 
in certain digits and avoidance of others, and outright mis-statements that result in the 
systematic over- or under-estimation of age among certain classes of women. Among 
females, examples of age groups usually affected by the latter are mothers aged under 
20, and those in their forties and fifties (van de Walle, 1968; Gubry, 1975). Rounding 
may, however, affect respondents of all ages although it tends to be especially serious 
among the old. Figure 4.3.1.1 shows plots of the age distributions of respondents in 
single years, and suggests the existence of considerable rounding. The extent to which 
digits were preferred or otherwise avoided is also indicated by the deviations between
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Figure 4.3.1.1: Percent distribution of age in single completed years
A- Benin B. Cameroon









expected and observed frequencies of terminal digits, and the overall degree of 
rounding, by a variant of Myer’s blended index,2 as shown in Table 4.3.1.1.
Table 4.3.1.1: Myer’s indices and deviations between expected and observed percentages 





5 14 1.2 0.3 10 9.2
6 -1.9 -0.8 -0.6 -1.6 -3.2
7 -17 -3.5 -1.4 -3.8 -5.3
8 -0.6 3.2 -1.4 -0.4 -1.6
9 -18 -2.0 -2.8 -1.1 -5.1
0 4.5 7.3 1.6 5.9 17.1
1 -0.9 -2.5 0.7 -1.1 -2.3
2 1.2 -1.1 2.2 1.1 -11
3 0.4 -0.6 0.1 -1.6 -3.6
4 0.4 -1.2 1.2 0.7 -3.2
Myer’s Index 8.9 11.8 6.2 9.6 26.3
Figure 4.3.1.1 and Table 4.3.1.1 indicate considerable heaping on ages ending in zero, 
and to a slightly lesser extent, on those ending in 5. The heaping patterns are not unlike 
those usually observed from defective census data on age; cf. Stockwell (1966) for a 
discussion based on data from 31 censuses from around the world, and Nagi et al. 
(1973) for another based on census data from several African countries. There is 
heaping on terminal digit 2 in all cases except Nigeria and Cameroon where there is, 
instead, considerable avoidance. Preference for terminal digit 2 is, in fact, more 
important than for any other digit in the case of Cote d’Ivoire. The Ivorian age data also 
show no heaping on digit 5, the expected heaping having apparently been transferred to 
digit 4. Contrary to expectations, there is no indication of heaping on digit 8 except in
2 Weighting coefficients 1, 2, ..., 10 were applied to numbers of women aged 15 or more years, and 9, 8, ..., 0 to those aged 25 or 
more, in each case starting on terminal digit 5 through 9 and then 0 through 4. While this procedure might produce deviations 
slightly different from those obtained by conventional Myer’s indices, on the whole the results will be quite similar. Besides, the 
application of the same procedure to all the data sets and subgroups ensures comparability of the results presented below.
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the case of Cameroon. One and 9 are the most avoided terminal digits, although, again, 
the Ivorian data are exceptional in that they show some heaping on digit 1.
On the basis of the results shown in Figure 4.3.1.1 the Ivorian data set shows the least 
heaping, and the Nigerian data the most heaping by far. In fact in the case of the latter, 
heaping consists of a massive preference for digits ending in zero or five; all other digits 
were avoided to a considerable extent, and Myer’s blended index shows that age may 
have been misreported for over a quarter of the respondents.
One possible reason for the lower degree of heaping for Benin and Cote d’Ivoire may 
be the more widespread use of citizenship identity cards in the Francophone countries, 
which probably implies not only a greater availability of documents to support age 
declarations, but also more awareness of age among respondents. However, it is 
evident from the proportions of respondents who knew their month of birth (see below) 
that most of the documents contained only an approximation of the true age of 
respondents. Furthermore, errors contained in those documents are simply passed on at 
subsequent age declarations; see, in this connection, Caldwell and Igun (1971) for an 
assessment based on an experiment in Nigeria. Moreover, as the respective United 
Nations age accuracy indices in Table 4.3.2.3 below indicate, the lower degree of 
heaping in the two data sets does not imply any degree of accurate reporting. It may 
well be that normally-preferred terminal digits have been deliberately avoided: van de 
Walle (1968: 34) reports the practice of cautioning interviewers against accepting age 
figures ending in 0 in Francophone Africa.
Considerable effort was put into the collection and editing of age data. In general, 
respondents were asked their age and also their date of birth (month and year) if the date 
was known. Where neither age nor date of birth was known estimates were obtained 
through the use of historical calendars of local or national events, or at worst, by 
inspection of the respondent’s physical and nuptiality/fertility characteristics. Several 
questions were also asked relating to the age at which events such as menarche, first 
marriage, and first confinement occurred, and the responses were checked for
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consistency. Interviewers were required to note how the age data were obtained. 
Although information of this kind may help us understand heaping patterns and other 
aspects of age reporting, unfortunately the data available for the five surveys are, 
apparently, of little use. In the case of Nigeria, for instance, variable S923, on the 
source of age estimation, puts a massive 84.6 per cent of respondents in an unexplained 
‘not applicable’ category3, although as many as 57.5 per cent of the respondents were 
reported as not knowing their date of birth. In the Ghanaian data set 85.7 per cent of 
respondents reportedly had their ages estimated through the use of historical calendars, 
and a further 8.2 per cent, on the basis of personal events or of physical characteristics, 
although 52.1 per cent knew both the month and the year in which they were bom!4 In 
Benin 22.1 per cent of respondents had their dates of birth recorded directly from 
documents, 54.4 per cent were declared by the respondents, and 23.5 per cent estimated 
by the interviewers (excluding 4 per cent of the total sample for whom the source was 
not stated). Yet in 91 per cent of the cases the month of birth was not known, and this 
led the organizers to believe that the data on age were more reliable than the data on 
date of birth (Rattenbury, 1983: 21). Subsequently, all birth dates were imputed using 
age in completed years. A similar situation might have occurred in Cote d’Ivoire: 
month of birth was not stated for 79.7 per cent of the cases, and year of birth, for 23 per 
cent. In this case the first age-related question enquired about the availability of a birth 
certificate or some other document showing age; 6.4 per cent of the women had birth 
certificates, and a further 43.2 per cent had other documents (citizenship and voter 
identification cards, marriage and baptismal certificates). Finally, in the case of 
Cameroon 50.2 per cent of the respondents stated they had a document showing birth 
date (variable S917), although only 17.8 per cent of respondent’s birth dates were 
recorded from document sources.
3 The rest of the distribution (per cent): 0.3 from certificate sources, 1.0 from historical calendars, 5.1 estimated by other household 
members or others, and 8.8 estimated by the interviewer on the basis of physical appearance, or of known or estimated dates on 
which certain events occurred in the life of the respondent. Only 0.1 per cent of the cases were entered as ‘not stated’.
4 This discrepancy was probably the result of a logical error in the coding. Question Q107 asked for age in completed years. Q109 
asked respondents answering ‘yes’ to Q108, ‘Do you know your date of birth?’ for the month and year of birth. The next question, 
Q110 [2 parts, (a) whether age or year of birth was estimated, and, if it was, (b) how it was obtained], was to be answered by the 
interviewer. It is apparent that this last question did not concern respondents who did know their date of birth. However, in coding 
variable S925, ‘Mode of age estimation,’ a code of 1 (‘Historical events’) was entered for all those for whom there was no need to 
estimate age or year of birth as well as for those for whom the age or year of birth was estimated with the aid of a historical calendar.
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Another way by which we may judge the quality of the data on age is through a 
consideration of the form in which age was recorded. The proportions of respondents 
whose dates of birth were recorded in the form of a month and a year are nil for Benin 
and Cote d’Ivoire, 27.1 per cent for Cameroon, 52.1 for Ghana, and 16.7 for Nigeria. 
Those whose birth dates were recorded in the form of only a calendar year constitute 
72.7 per cent of the sample for Cameroon, 27.2 per cent for Ghana, and 24.8 per cent 
for Nigeria. The rest, including all respondents from Benin and Cote d’Ivoire where the 
reported birth dates were discarded, had their birth dates recorded as ‘years ago’. If 
respondents who could supply both the year and the month of birth are more likely to 
give accurate results, then these percentages inspire little confidence in the data. 5
Digital preference may have occurred among even some of the respondents who 
provided apparently better information about their age. For example, for Ghana a 
comparison of preferred digits among respondents reporting both the month and the 
year with preferred digits among those reporting ‘years ago’ suggests that many among 
the former might have estimated their age and then subtracted it from the year of 
interview to obtain a year of birth. Similar derivations of year of birth from rounded 
ages are found in the Cameroonian data set (Santow and Bioumla, 1984: 12). Also, 
Ghanaian respondents who reported only a year of birth exhibit preferences for terminal 
digits 9 and 4, largely due to heaping on calendar years ending in zero and 5 
respectively; 97.6 per cent of the Ghanaian interviews were held in 1979, and the rest in 
1980. Similarly, in the Nigerian data set, considerable heaping on calendar years 
ending in zero is indicated by the strong preferences shown for terminal digit 1 among 
respondents who ‘knew’ the year in which they were bom. The Nigerian interviews 
were conducted between October 1981 and October 1982.
5 Indeed, even though month imputation has nothing to do with the heaping described above because we made use of age in 
completed years, respondents reporting both the month and the year of birth show the least degree o f heaping, and those reporting 
the date of birth as ‘years ago’, the greatest degree of heaping. Myer’s blended index for the various categories are as follows: for 
Cameroon, 4.0 for respondents reporting both month and year (N = 2224), and 14.2 for those reporting only the year (N = 5972; 
only 23 respondents are in the ‘years ago’ category); for Ghana, 6.0 for respondents reporting both the month and the year (N = 
3191), 11.4 for those reporting only the year (N = 1665), and 17.2 for those reporting ‘years ago’ (N = 1269); the corresponding 
figures for Nigeria are 11.8 (N = 1628), 17.1 (N = 2416) and 35.7 (N = 5683).
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Where respondent’s age was reported in terms of ‘years ago’ heaping was very heavy, 
with a pattem very similar to those observed in defective census data: in Ghana,
preference for terminal digits 0, 5, and 2, and avoidance of digits 7, 3, 1,6 and 9; and in 
Nigeria, very strong preference for terminal digits 0 and 5 and avoidance of all other 
digits, those on either side of the two preferred digits being the most avoided. 
Strangely, however, the age data from Benin and Cote d’Ivoire, although of the same 
format as those discussed here, do not follow this pattern. Table 4.3.1.1 shows that in 
these two data sets terminal digits 6 to 9 were systematically avoided as in the case of 
Nigeria, although to a lesser extent, whereas, in contrast, digits 0 to 5 were all preferred, 
apart from the small exception of digit 1 for Benin, slightly avoided in favour of digit 0. 
All the interviews in Benin were held in 1982 (January to September), and the fact that 
digit 1 was avoided suggests little contribution, if any at all, from rounding of year of 
birth, although it is possible that such rounding contributed to the fairly strong 
preference for digit 2. In all likelihood, age in ‘years ago’ was not estimated with 
calendar year in mind, a situation which would agree with the ‘years ago’ estimates 
from Nigeria and Ghana. The relatively low value of Myer’s index for Benin, relative, 
that is, to the other data sets, is suspicious indeed. In Cote d’Ivoire, however, the 
interviews were conducted over two calendar years, from August 1980 to March 1981. 
There, analysis of the age data according to year of interview shows some preferences 
for digits 0, 2 and 4 and avoidance of digits 6, 7 and 9 for interviews conducted in 1980, 
and a preference for digit 2 and avoidance of digits 8 and 9 for those conducted in 1981. 
Thus whereas classic heaping patterns are indicated in the 1980 data, the 1981 data 
appear to show preference only for calendar years ending in 9. More surprisingly, ages 
ending in 0 and 5 were marginally avoided in the 1981 data. On the whole, the values 
of Myer’s index indicate less heaping in the age data obtained from 1981 interviews, 
conducted largely in rural areas, than in data from interviews conducted in 1980, 
including those held in the two main cities, Abidjan and Bouake.6
6 After the completion of field work in the two largest cities, the field staff were taken through a brief refresher training program to 
familiarize them with the sampling plan used for the rest o f the country, and also to correct shortcomings observed during the earlier 
field work (EIF Rapport principal, vol. 1, p. 30). It is possible that the further reductions in heaping are the result of this refresher
course.
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On the whole, heaping is less severe among respondents from urban areas than among 
those from rural areas, the greatest differences being found in the Cameroonian and 
Ghanaian data sets. However, there are virtually no urban-rural differences in the Benin 
data, and slightly less heaping is found among rural respondents than among urban 
respondents in the Ivorian data.
Differences in heaping between educational categories are also in the expected 
directions in the Cameroonian, Ghanaian and Nigerian data sets. In the Benin data, 
Myer’s blended index equals 9.0 for respondents with no formal education (N = 3318), 
14.8 for those who reached only primary school (N = 418) and 11.4 for those who had 
secondary education or higher (N = 281), but small numbers in the ‘educated’ 
categories and the fact that younger women whose ages probably fall within a narrow 
range are more likely to have received some education may have affected these results. 
In the Ivorian data set the same reversed relationship is found between heaping and 
level of education as was found between heaping and current residence.
Finally, ethnic or regional differences in the digits which are preferred or else avoided 
are not very important; heaping patterns tend, as might have been expected, to be like 
the national patterns discussed earlier. In general, the degree of heaping is lower among 
the relatively better-educated southern groups, but north-south differentials are not 
important, except for Cameroon and Ghana.
4.3.2 Grouping of age data
One way of dealing with heaping in age data is by putting respondents in five-year age 
groups. Grouping, however, must be done in such a way that few respondents end up in 
age groups other than where they really belong. Transfers from age groups can often be 
detected simply by inspecting the relative frequency distribution. If there have not been
88
dramatic variations in either fertility or mortality in the past, nor important waves of 
age-selective migration, then group relative frequencies are expected to decrease 
smoothly and monotonically with age.
Table 4.3.2.1: Per cent distribution of respondents in conventional 




15 -19 15.1 18.7 22.9 21 4 21.4
2 0 -2 4 21.2 19.5 21.8 19.9 18.1
2 5 -2 9 20.7 15.7 16.7 16.5 18.1
3 0 -3 4 14.8 12.9 13.0 13.1 15.7
3 5 -3 9 11.6 11.2 10.2 11.5 10.9
4 0 -4 4 9.5 10.2 8.6 9.5 9.7
4 5 -4 9 7.0 7.1 6.9* 7.2 6.1
5 0 -5 4 4.6
TOTAL 100.0 100.0 100.0 100.0 100.0
* Age group 45 - 50
Note: The figures are not comparable horizontally ( i . e ., across rows) except between Benin, Ghana and Nigeria.
Table 4.3.2.1 shows the age distributions of respondents in conventional five-year 
groups. Transfers to other age groups are evident in the case of Benin (from the 15 - 19 
group to the 20 - 24 group and possibly to the 25 - 29 group) and in that of Cameroon 
(from the 15 - 19 group to the 20 - 24 group). It also appears that not a few women 
aged between 25 and 29 were declared younger in Cameroon, Ghana and Cote d’Ivoire, 
and that some women aged 45 - 49 might have been transferred to adjacent age groups, 
especially in Cote d’Ivoire and Nigeria. Sombo (1985: 20 - 21) reports that a higher 
proportion of respondents were declared to be aged under 25 in the EIF than in the 
Ivorian multi-round survey of 1978 - 79. Age-group transfers are especially bad in the 
Benin data set, a fact that is also borne out by Figure 4.3.1.1.
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One type of transfer results from age-heaping. It is seen from Table 4.3.1.1, for 
instance, that heaping on ages ending in 0 is largely the result of rounding from ages 
ending in 9 or 1, and heaping on ages ending in 5 rounding from ages ending in 4 and 6. 
Thus substantial numbers of respondents may have been transferred from their true age 
groups to the next highest group, especially in the data sets exhibiting very severe 
heaping. If so, then transfers from age groups could be minimized by using 
quinquennial groupings other than the conventional 0 to 4 and 5 to 9 groups.
Several tests for selecting the five-year grouping which minimizes heaping errors have 
been proposed. One of them, by Myer, consists of summing the percentages obtained 
for terminal digits in the calculation of his ‘blended’ index to correspond to the various 
quinquennial groupings (Spiegelman, 1968: 75 - 76; Shryock and Siegel 1971: 211). 
The best grouping is the one for which the sum of the reported percentages is closest to 
the sum of the expected percentages. Note that for WFS individual data the sum of 
expected percentages depends on the frequency of each terminal digit within the 
eligible age range; in census data, where all terminal digits are equally likely, the sum 
of expected percentages is 50. Table 4.3.2.2 shows, for each survey, the deviations 
between sums of observed and expected percentages for each of the five possible 
quinquennial groupings. By this criterion the conventional 5 - 9  grouping will not be 
considered optimal in any of the five data sets, although it comes a close second in the 
Cameroon data. Neither does any of the other groupings yield the least (or nearly least) 
deviation uniformly in all the data sets although, for comparative purposes, it is desired 
to select one grouping for all data sets. It is worth noting that in the data sets where 0 
and 5 were the most preferred digits (in general, all except Cote d’Ivoire), groupings 
that place these digits at or near the midpoint of the age group result in lower deviations 
than the conventional age grouping. However, a grouping criterion which has as its 
basis the pattern of digital preferences does not necessarily yield a smooth age 
distribution, although this is a desirable criterion in the absence of big fluctuations in 
fertility or mortality, or of massive age-selective migration.
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In order to identify the grouping which results in the smoothest age distribution, I have 
calculated United Nations age accuracy indices for each of the five possible 
quinquennial groupings. The results, shown in Table 4 .3 2 .3, suggest that, contrary to 
expectations, the conventional age groupings provide, in practically all the data sets, the 
most plausible age pyramid. They are thus retained for the subsequent analyses.
Table 4.3.2.2: Deviations between reported and expected percentages of respondents 
in various quinquennial age groupings
Digit
grouping Reported % Expected % Deviation
Benin: 5 - 9 51.52 57.14 - 5.63
6 - 0 50.75 54.29 - 3.53
7 - 1 48.95 51.43 - 2.47
8 - 2 50.01 48.57 1.44
9 - 3 48.11 45.71 2.39
Cameroon: 5 - 9 48.12 50.00 - 1.88
6 - 0 54.23 50.00 4.23
7 - 1 52.50 50.00 2.50
8 - 2 54.93 50.00 4.93
9 - 3 51.08 50.00 1.08
Cote d’Ivoire: 5 - 9 49.71 55.56 - 5.85
6 - 0 51.02 55.56 -4.53
7 - 1 49.51 52.78 - 3.27
8 - 2 50.35 50.00 0.35
9 - 3 49.07 47.22 1.85
Ghana: 5 - 9 52.18 57.14 -4.96
6 - 0 53.25 54.29 - 1.03
7 - 1 50.84 51.43 -0.59
8 - 2 52.87 48.57 4.30
9 - 3 48.88 45.71 3.17
Nigeria: 5 - 9 51.22 57.14 - 5.92
6 - 0 56.23 54.29 1.95
7 - 1 54.24 51.43 2.81
8 - 2 54.64 48.57 6.07
9 - 3 49.78 45.71 4.07
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5 - 9 6.2 4.2 4.0 1.6 6.9
6 - 0 7.6 12.9 5.0 8.0 18.4
7 - 1 6.0 8.9 5.2 3.8 13.8
8 - 2 9.8 13.5 6.1 10.2 16.8
9 - 3 8.2 4.3 5.3 3.8 9.9
* Arithmetic means of the deviations from 100 per cent of age ratios for the corresponding digit groupings. The age ratio for age 
group i was obtained as 300*N(0/[N(M)+N(i)+N(/+1)], where N(t) is the number of respondents in group i.
4.4 Quality of Data on Exposure to the Risk of Childbearing
The start of first marriage has often been used to mark the beginning of exposure to the 
risk of childbearing in fertility analyses. In societies where virtually all reproduction 
talces place within well-defined forms of marriage and where premarital sexual activity 
is infrequent, first marriage does, indeed, mark the beginning of exposure. In the case 
of our five data sets, however, there are several reasons why the information relating to 
the start of first marriage may not be particularly useful. They are outlined below.
The first reason concerns the definition of marriage used in the questionnaires. In each 
of the five countries marriages are formally sanctioned through the performance of 
customary, religious or legal rites, or a combination of these. Sexual relationships prior 
to the performance of such rites or those that are not intended as a lasting union are, 
however, not uncommon; they probably provided the motivation for marriage being 
defined liberally, in each of the five surveys, as a more or less stable sexual relationship 
between a man and a woman irrespective of whether formal rites had been performed or 
not. Although this liberal definition has the advantage of permitting the collection of 
information on as many of the potentially fertile relationships as possible, it is also a 
potential source of considerable bias arising from non-uniform interpretation among
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respondents. The respondents may, after all, have different perceptions as to what 
constitutes a stable relationship. In the Ghanaian data set, for example, in spite of the 
wide definition of marriage, as many as 8 per cent of ever married respondents reported 
having had one or more live births prior to the first union. In Cote d’Ivoire a similar 
percentage cohabited for at least six months before the marriage, and 4 per cent, for 
more than one year. Also, results from the Cameroonian survey indicate that, among 
respondents who had been married for at least five years, 28 per cent of first births had 
been premaritally conceived (Santow and Bioumla, 1984: 23). That age at first sexual 
intercourse, when the women begin to be exposed to the risk of childbearing,7 is 
generally different from the age at first union as declared in the data sets, as shown 
below, may be partly the result of such a non-uniform interpretation of marriage (or 
‘union’). If this were so, then the data on the start of first union could be used only if it 
could be ascertained that possible variations in definition occurred randomly. 
Evidently, such an exercise is not possible, and might not even be useful.
One consequence of an absence among respondents of uniformity in the definition of 
‘union’ is that the dates or ages at which first union was reportedly initiated do not 
represent the same event among respondents, for the information would mark the start 
of formal marriage for some, and that of prenuptial relationships for others. But even if 
this likelihood were ignored, the resulting information would not represent the 
beginning of exposure to the risk of childbearing. In the Benin data, for example, 46 
per cent of respondents reportedly experienced their first sexual intercourse at least one 
year before the ‘beginning’ of first union, and 20 per cent of them, at least a year after 
the event.8 Corresponding percentages for the other surveys are 42 and 18 respectively 
for Cameroon; 19 and 1 respectively for Cote d’Ivoire; and 32 and 23 respectively for 
Nigeria; the Ghanaian data set does not contain information about the age at first sexual 
intercourse, but there is no reason to believe the situation there would be any different 
from those observed in the other four surveys.
7 That is, if we ignore cases where first intercourse precedes menarche.
8 18 per cent of all respondents had never married, or were classified as not having experienced their first intercourse, or were not 
asked the question about age at first intercourse, or did not provide an answer, and so are not included in this calculation.
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A third argument against the use of the nuptiality data in this study is that the decision 
to interview only women aged 15 and above resulted in a sample that is biased against 
women who marry before age 15, as married women aged under 15 at the time of the 
survey were not interviewed; the number of such women may be quite high, especially 
among Moslem communities. It is also possible that some married women whose real 
ages were below 15 at the interview, especially those for whom age had to be estimated, 
were given ages exceeding 15 by virtue of being married. Table 4.4.1 gives the 
percentages of ‘ever-married’ women reportedly married before age 15 according to 
their age at the interview.
Table 4.4.1: Percentage of ‘ever-married’ women reportedly married before 
age 15, according to age at interview
Country 1 5 -2 4
Age at Interview 
25 -  34 3 5 + All ages
Benin 11.5 13.2 9.3 11.5
Cameroon 24.5 23.4 20.0 22.4
Cote d’Ivoire 25.5 18.8 13.0 19.6
Ghana 13.3 12.3 11.6 12.3
Nigeria 43.2 37.0 28.6 36.2
These figures should not be taken to be indicative of trends in age at marriage, for while 
they suggest recent increases in the proportions of women marrying before age 15, it is 
likely that these increases are spurious, largely through misreporting of age at first 
union, particularly among the older women. They may also be due to the problem of 
non-uniform interpretation raised above: the younger women were more likely to be in 
non-formal relationships — perhaps prenuptial unions — at the time of the interview, 
and might be reporting the age at which such unions started. In contrast, the older 
women were more likely to omit sexual relationships occurring before formal union. 
Anyhow, if at least some of the women gave their correct ages at first union, then these
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figures suggest that large proportions of ‘married women’ may have been excluded 
from the various samples. Consequently, irrespective of the validity or otherwise of the 
data on unions, marital fertility measures obtained from them will probably be biased.
In the light of the above discussion, age at first sexual intercourse would be a better 
alternative to age at first marriage for measuring the start of exposure to the risk of 
childbearing. This information was sought in all of the surveys except that of Ghana. 
Figures 4.4.1a to 4.4.Id show the reported distributions of age at first intercourse for 
broad age groups. It is difficult to judge the quality of these data by a mere comparison 
of the shape of distributions among different age groups, since genuine evolutions in 
sexual behaviour are very likely. Indeed, among the four data sets Cameroon is the 
only one which does not suggest a slight lowering of the age at first intercourse over 
time. Nevertheless, the minimum reported ages at first intercourse, ranging from seven 
years for Cote d’Ivoire to 10 for Benin, are so low that they are unlikely to be correct. 
Besides, since first intercourse preceded menarche for some respondents, it would be 
necessary to define a new variable, age at first exposure,9 as the indicator of the start of 
exposure to the risk of childbearing. Apart from being unavailable for Ghana, however, 
this approach is hardly indispensable in a birth interval analysis, since it is required only 
for the analysis of first births. A probably better alternative would be to restrict the 
analysis to women who have had at least one live birth, that is, to those who do actually 
possess birth intervals. Such a position is not too unreasonable since, already, the 
analysis of many intermediate variables, for instance, is necessarily limited to these 
women. Moreover, it leads to the exclusion of cases of primary sterility from the 
analysis, a result which I consider quite desirable (Chapter 1, Section 1.4; Chapter 2, 
Section 2.2.2).
9 That is, age at first sexual intercourse or age at menarche, whichever occurred later.
Figure 4.4.1: Per cent distribution of reported age at First sexual intercourse by broad age group
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4.5 Quality of Fertility Data
Errors in birth history data obtained retrospectively are of two main types: omission of 
births, and misdating of births. These, together with age misreporting among mothers, 
will create distortions in estimates of fertility levels and trends. This section attempts to 
determine the extent to which omission and misdating may have affected the five data 
sets. In the absence of adequate external fertility data of comparable quality,1*) much of 
the evaluation takes the form of a search for results which indicate the presence of 
substantial misreporting, beginning with the possible misdating of events.
It makes sense to suppose that the nature of dating errors in birth history data depends, 
at least to some extent, on the sequence in which events were recorded during the birth 
history interview. In each of the surveys live births were recorded from the first 
onwards. Since the first birth is also chronologically the most distant from the date of 
interview, it may be subject to more recall lapses than subsequent births. Also, for older 
non-literate women at least, first births are less likely to have occurred at a time when 
educated relatives were available to provide some form of recording. If the first birth is 
mislocated, subsequent confinements may be dated in such a way that correct interbirth 
intervals are maintained, in which case all births will be moved systematically in one 
direction either towards the interview or away from it, or the intervals will be adjusted 
in a compensatory manner so that the most recent births, particularly the last one, would 
be accurately located in time. Not only are combinations of these two scenarios 
possible, they are also the most likely situation in any set of defective birth history data. 
Given these possibilities, it may be worthwhile to begin this evaluation with the timing 
of first births.
Results from two comparable fertility surveys are available: the Cote d’Ivoire multi-round survey of 1978-79 (EPR), and the 
Ghana Supplementary Enquiry of 1971 (SE). Sombo (1984: 49) suggests, after comparing data from the EIF with results from the 
EPR, that displacement of births towards the interview may have occurred in the former. In contrast, Owusu concludes from his 
comparison of the GFS data with fertility data obtained from the 1971 SE (Owusu, 1984: 23 - 30) that a higher coverage of births 
was obtained in the GFS.
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4.5.1 Data on the first live birth
As in the case of respondent’s age, it is reasonable to expect respondents who could 
report both the year and the month of their first confinement to provide more reliable 
data on that event than those who could report only the year of confinement or their age 
at the time. The percentage of dates of first confinement given in the form of both a 
month and the year ranges from 14.9 for Benin to 64.8 for Ghana, the latter being the 
only one to exceed 50 per cent. Most of the remainder were reported as calendar year 
only, although in the Nigerian data as many as 38.6 per cent of the dates were reported 
as ‘years ago’. As expected, the percentage knowing both the month and the year of the 
event is, for each of the data sets, higher for first confinement than for the respondent’s 
own birth. Nevertheless, these proportions are still very low, and may reflect on the 
overall quality of the data. Figures 4.5.1.1A to 4.5.1. IE show the distributions of age at 
first live birth within broad age groups. Obvious heaping is indicated among the oldest 
age groups in the Cameroonian and Nigerian data sets, and, to a lesser extent, among 
the intermediate age group (25 - 34) in the Ivorian data set. Reporting appears to be 
superior among the 15 to 24 year-olds in each of the data sets, and overall, fairly 
consistent in the Beninois and Ghanaian data sets. Note that the narrower range and 
greater concentration of age at first confinement among this age group is the result of 
the earlier truncation of their experience. Although heaping in age at first confinement 
is not necessarily an indication of the presence of misreporting, the range of values 
(Table 4.5.1.1), particularly those at the lower tails of the distributions, present some 
problems. Potter (1977b), among others, has argued that if the birth history record is 
obtained by first asking about the last live birth during the interview, misplacements of 
the last birth away from the date of interview may result in impossibly low ages at first 
birth. In the present study it appears that, for a substantial number of respondents in 
each survey, the same effect has been obtained even though information on the first 
birth was, supposedly, sought first. In the Benin survey, for instance, the minimum 
reported value for age at first confinement, age in completed years, was nine11, and as
11 Incidentally, the minimum reported age at first sexual intercourse was 10 years!
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many as 6 per cent of the mothers were reportedly confined for the first time before age 
15. Even if we suppose that age at first confinement had been reported in rounded years 
the proportion of mothers reporting first confinement before rounded age 15 remains, at 
over 4 per cent, quite substantial, particularly in view of the fact that only women aged 
15 or more were interviewed. Table 4.5.1.1 shows similarly startling figures for the 
other data sets, minimum completed ages at first confinement being 10 for Cameroon, 
and 11 for Cote d’Ivoire, Ghana and Nigeria, and considerable proportions of 
respondents claiming to have become mothers before reaching age 15.
Table 4.5.1.1: Reported minimum and maximum ages at first confinement 
and percentage of mothers reportedly confined for the 









Benin 9 43 6.1 3292
Cameroon 10 46 7.8 6140
Cote d’Ivoire 11 40 7.5 4684
Ghana 11 39 5.4 4603
Nigeria 11 45 15.0 7372
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The first indication that these incredibly low ages may be largely the result of 
misreporting has been obtained by comparing them with the reported ages at menarche. 
In Table 4.5.1.2 the reported age at menarche has been subtracted from the age at first 
confinement for those respondents reporting confinement before age 15, age in both 
rounded and completed years; WFS age data in single years were, in fact, intended to be 
considered as completed years (Chidambaram et a l 1980: 26), and the results for 
rounded years presented in Table 4.5.1.2 have been provided to show that the problem 
is not merely one of definition. While a result of 0 may be accepted as plausible, a 
negative one is certainly erroneous: although it is quite conceivable for a respondent to 
become pregnant in her very first menstrual cycle so that the first menstrual flow she 
becomes aware of is a postpartum one, first menses are often anovulatory, and it is 
doubtful that so many cases could be thus explained.
Further evidence of error may be obtained by considering age at first confinement 
according to the format in which the date of the event was reported. While the same 
minimum values are obtained (for national samples) as in Table 4.5.1.1, percentages 
reportedly confined before age 15 are considerably lower for respondents who reported 
both the month and the year than for those who could report only the year: respectively, 
2.2 and 5.4 for Benin; 4.4 and 10.6 for Cameroon; 5.6 and 8.4 for Cote d’Ivoire; 4.4 and 
7.1 for Ghana; 10.2 and 14.9 for Nigeria. Corresponding percentages for ‘Years ago’ 
responses are even higher. Moreover, similar differences are obtained if the format in 
which mother’s date of birth was reported is used as control. Between ethnic or 
regional groupings there is a strong association between the proportion of fertile 
respondents reportedly becoming mothers before age 15 and that of respondents 
reportedly marrying before the same age, although the former proportions are, as 
expected, lower than the latter. Since marital history records were obtained in more or 
less the same way as birth history records, we may in fact be looking at a fairly 
systematic displacement of events in the two histories. These and earlier results all 
point to misreporting.
Table 4.5.1.2: Per cent distribution of the difference between the 
reported ages at menarche and at first confinement, respondents 
reportedly becoming mothers before age 15
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A ge at 
m enarche 
not stated N
N  as a per 
cent o f  all 
mothers
Benin:
C om pleted 19.0 6.5 10.0 25.0 23.5 16.0 200 6.1
R ounded 21.7 6.9 7.6 20.8 23.6 19.4 144 4.4
Cameroon:
C om pleted 11.1 12.2 28.3 30.2 17.9 0.4 477 7.8
R ounded 12.4 8.1 27.3 32.0 19.9 0.3 322 5.2
C ote d ’Ivoire:
C om pleted 0.9 7.7 26.4 38.6 26.4 - 352 7.5
R ounded 0.4 4.9 15.6 43.1 35.9 - 225 4.8
Ghana:
C om pleted 13.8 15.8 29.6 18.2 7.3 15.4 247 5.4
R ounded 15.8 9.5 19.6 29.1 9.4 16.5 158 3.4
Nigeria:
C om pleted 8.9 14.4 28.5 27.6 20.2 0.5 1108 15.0
R ounded 7.4 10.0 24.3 32.4 25.6 0.5 791 10.7
Further attempts have been made to identify those women who reportedly became 
mothers before age 15. In Benin and Nigeria they were likely to be Moslems and to be 
living in the North. In Cameroon they were likely to be Northerners and to be Moslems 
or to adhere to a traditional religion. Similarly, in Ghana they tended to be Northerners 
and Traditionais. However, in Ghana and Cote d’Ivoire Moslems were no more likely 
than Christians to report such a precocious first confinement. Also, in Cote d’Ivoire the 
women concerned were not likely to be Northerners, but rather to belong to the coastal 
Krou grouping or the central Mande grouping. In all five data sets proportions 
reporting first confinement before age 15 were higher in the rural areas than in the 
urban centres.
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The tendency to report a precocious confinement was, however, not confined to any 
particular subgroup defined on the basis of province, ethnic grouping, religion or type 
of residence. If the reported ages at confinement are real, then the practice is, on the 
whole, more or less universal, and the small differences described above may be 
explained in terms of factors that compete with motherhood in or shortly before the 
early teens, the most important of which is schooling. Indeed percentages of fertile 
respondents reporting first confinement before age 15 vary inversely with education in 
four of the five data sets. In Benin these percentages are 6.3 among respondents with 
no education, 6.0 among those with primary schooling, and 0.9 among respondents in 
the ‘Secondary +’ category. Corresponding figures for Cameroon are 9.3, 5.8 and 3.0 
respectively, and for Nigeria, 14.7, 12.1 and 3.1 respectively. In this last data set a 
massive 29.0 per cent of those mothers who had been to only a Koranic school report 
being confined before age 15. Nigerian respondents in this educational category also 
exhibit by far the highest degree of age heaping in any subgroup. In Ghana 6.9 per cent 
of mothers with no formal education, and 4.2, 2.8 and 0.6 per cent respectively of those 
in the ‘Primary’, ‘Middle’ and ‘Secondary +’ categories were affected. The contrasting 
result comes from the Ivorian data set: 7.0 per cent of mothers with no education, 11.4 
per cent of those with primary schooling, and 7.3 per cent of those in the ‘Secondary +’ 
category were affected. 12 Neither of these two kinds of results, however, is contrary to 
the hypothesis of error, since less-educated women (including school dropouts from 
Cote d’Ivoire and elsewhere) are more likely to misreport either their own dates of birth 
or that of their first child. By and large, the ethnic and socio-economic subgroups 
identified above are also the ones among whom age and date misreporting are highest.
12 We can only speculate on these results. Among respondents who had ever been to school (one-fifth of the total) 33.6 per cent 
had at most five years of schooling, and thus did not complete primary school; 31.5 per cent had exactly six years of schooling; and 
22.6 per cent had between 7 and 9 years of schooling. Conceivably, the high dropout rate may be partly the result of adolescent 
pregnancies occurring in or shortly after primary school. It is equally conceivable that primary education is being used to some 
extent as a program for preparing girls for marriage. The high dropout rates could also explain the similarly large percentage 
obtained for the ‘Secondary + ’ category. In addition, we may have misclassified a significant number of respondents as belonging 
to the higher educational category when they, in fact, spent more than six years in primary school and did not go any further. Note 
that if misclassification did occur to a considerable degree, then it could partly explain why digit preference in the age data was 
higher in this category than in the others. Unfortunately it is impossible to identify respondents who may have been wrongly 
classified. This problem, of course, does not arise in the other data sets.
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We have already seen that rather low ages at first confinement were reported for all 
broad age groups. Appendix 4.5.1 A presents age-period first confinement rates 
calculated on the basis of the reported ages at first confinement. These rates, which are 
based on confinements rather than on births so that multiple births are counted as one, 
indicate that all five-year periods prior to the interview were affected. Similarly, cohort 
age-specific first confinement rates (Appendix 4.5. IB) show that all five-year age 
groups were affected, although not to the same degree, the youngest and oldest cohorts 
appearing to be least affected. In addition, it appears from Appendix 4.5.1 A that while 
precocious first confinements are common in all five-year periods, some displacements 
of first births towards the interview may have also occurred. Given the sequence in 
which birth histories were established, such displacements could have resulted, in some 
cases, in the placement of subsequent births in the future, although errors of this kind 
would have been ‘corrected’ during editing. Evidence for such displacements exists in 
the Cameroonian data set which contains information on respondents aged 50 years or 
above: as many as eight live births reportedly took place at or after age 50. Five of 
these occurred at age 50, and one each at ages 51, 52 and 53. One of these women, with 
three children, reported first confinement at age 45. Two others had six children each, 
and were first confined at ages 14 and 36 respectively. A further two with seven 
children each were mothers by ages 14 and 37 respectively, and another two, each with 
eight children, reported first confinement at ages 18 and 28. The eighth woman had 
nine children, and reported first confinement at age 29. Similarly, for Cote d’Ivoire, 
comparison of results from the EIF with those obtained from the multi-round survey 
suggests a slight shift of births towards the interview in the former (Sombo, 1985: 49 - 
50).
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4.5.2 Exploratory study of the effects of displacements of first confinements on the 
dating of subsequent births
In this section a tentative study is made of the possibility that spacings between births 
have been reported to a reasonable degree of accuracy, and that the main effect of the 
type of first confinement displacements noted above has been the systematic 
displacement of subsequent confinements either away from the interview or towards it, 
as the case may be. This is, obviously, a difficult exercise, especially since 
displacements away from the interview have been seen to have occurred among all age 
cohorts, and also since displacements in the opposite direction have also occurred. The 
study focuses on the distributions of the open birth interval, that is, the time interval 
between the most recent confinement and the interview. If the hypothesis of fairly 
accurate reporting of interbirth intervals is valid, then among women of the same age 
and parity at the time of the interview, those reporting earlier motherhood would also 
tend to have longer open birth intervals. Appendix 4.5.2 shows the results of a multiple 
classification analysis of the length of the open birth interval according to the age at 
first confinement, adjusting for both age and parity.
As expected, the adjusted mean open birth intervals increase monotonically by values 
exceeding one year as age at first confinement increases. This is, of course, quite 
normal. The interesting result from Appendix 4.5.2, though, is the fact that women 
reporting motherhood before age 15 also report an open interval which averages at least 
one year longer than those reporting motherhood at age 15 or 16. Displacements of first 
confinements have been shown to be largely the reason for the reported first 
confinements below age 15, and may have occurred at other ages. Consequently, the 
results of the multiple classification analysis show some support for the hypothesis of a 
systematic displacement of subsequent births in the direction of the displaced first 
confinement. Further evidence to this effect is examined below.
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4.5.3 Omission of births: all birth orders
As in the preceding sections, the tests employed below are useful only in detecting 
problems which affect the results rather severely. One such technique involves the sex 
ratio of live births occurring within particular periods of time. In societies with 
preferences for children of a particular sex, omissions of births of the other sex may 
result in sex ratios that deviate considerably from what is considered normal. Another 
technique consists of a comparison of the proportion of children reported dead 
according to the age of the mother. In the absence of a recent, substantial increase in 
mortality these proportions are expected to rise with mother’s age; deviations from this 
expected trend may signal selective omissions of children who died very young. Such 
omissions may be especially important among older women.
It is generally believed that sex ratios at birth in sub-Saharan Africa — and indeed 
among peoples of sub-Saharan descent — are below the world average of around 105 
boys per 100 girls (van de Walle, 1968: 38 - 44, 63 - 64), and probably average around 
103 or 104 for national populations (Owusu, 1984; Sombo, 1985). Although sex ratios 
calculated for the various five-year periods preceding the interview fluctuate widely 
(Table 4.5.3.1), with the exception of Nigeria no systematic pattern is evident: 
fluctuations may be due simply to sampling variation, rather than to omissions on the 
basis of sex. In the Nigerian data set, however, the clear trend observed in the ratios 
suggests increasing omissions of female births as we move further back in time. 
Morah’s analysis based on an earlier version of the same data set (Morah, 1985: 38) has 
produced similarly high ratios among practically all age cohorts. Morah also found 
greater selective omissions in the Moslem north.
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Table 4.5.3.1: Male births per 100 female births by period of birth
Live births Years before interview
by  sex 0 - 4 5 - 9 10-14  15-19  20-24 25-29 30-39
Benin:
Males 2298 1786 1293 863 481 200 30
Females 2156 1682 1270 886 504 176 25
Sex ratio 106.6 106.2 101.8 97 .4 95.4 113.6 120.0
Cameroon:
Males 3752 3210 2316 1627 1027 550 228
Females 3577 2982 2179 1615 1028 522 218
Sex ratio 104.9 107.6 106.3 100.7 99.9 105.4 104.6
Cote d’Ivoire:
Males 3156 2522 1807 1242 705 313 83
Females 3070 2477 1693 1162 673 315 89
Sex ratio 102.8 101.8 106.7 106.9 104.7 99.4 93.3
Ghana:
Males 2825 2326 1758 1286 728 306 73
Females 2629 2321 1745 1153 727 272 60
Sex ratio 107.5 100.2 100.7 111.5 100.1 112.5 121.7
Nigeria:
Males 4892 4483 2997 1910 1056 387 127
Females 4704 3931 2601 1708 830 289 74
Sex ratio 104.0 114.0 115.2 111.8 127.2 133.9 171.6
Table 4.5.3.2 shows the proportion of children reported deceased according to the 
mother’s age group. These percentages do rise with mother’s age, and thus exhibit little 
conspicuous evidence of omissions of dead children; the higher proportions of children 
reported dead among 15-19 year olds as compared to proportions among 20 - 24 year 
olds in the Ivorian data set and, to a lesser extent, the Cameroonian one may be 
explained in terms of a generally recognized higher risk of child death among teenage 
mothers (cf., for instance, Goldman, 1984). A third procedure for detecting omissions 
consists of plotting mean numbers of children ever bom against age at interview. 
Figures 4.5.3.1 A to E contain graphs plotted by region or ethnic grouping. To reduce 
the effects of age misreporting, quinquennial age-groups have been used instead of age 
in single years. The resulting plots for Benin and Ghana look fairly good, so do the 
ones for Cote d’Ivoire with the exception of Other African, and for Nigeria with the
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Table 4.53.2: Per cent of children deceased, by mother’s age group
15-19 20-24 25-29
Age group 
30-34 35-39 40-44 45 +
Benin 12.1 17.4 17.9 22 .2 24 .5 29.3 29.8
(1 7 4 ) (1289) (2571) (2779) (2635) (2265) (1731)
Cameroon 14.7 14.2 17.5 19.2 22 .4 25 .2 29.5
(5 5 7 ) (2522) (3823) (4434) (4490) (4439) (4570)
Cote d’Ivoire 17.5 16.4 19.3 21.1 23.8 27.1 32.3
(6 6 9 ) (2397) (3211) (3542) (3443) (3316) (2729)
Ghana 10.3 11.7 11.3 12.9 13.1 15.7 18.8
(3 3 0 ) (1662) (2703) (3232) (3743) (3502) (2902)
Nigeria 12.6 13.9 14.7 15.9 17.7 22.1 25.7
(7 4 6 ) (3174) (5664) (6601) (5460) (4949) (3395)
Note: Figures in parentheses are total numbers of live births to age group, excluding births for which the survival at the time of the
interview was not stated.
exception of the Northern regions, particularly the North-west. The results obtained for 
the Other African subgrouping of Cote d’Ivoire may well be correct, since the older 
women among them, many of whom may have migrated much earlier than the younger 
women, might have had lower fertility. In addition, the more fertile immigrants may 
also have a greater tendency to return to their country of origin as they grow older. For 
Nigeria, omissions of births and transfers from correct age groups among respondents 
aged 40 or more may have affected the results obtained for the North-west. Finally, for 
Cameroon it is difficult to say if substantial omissions did occur among women aged 45 
or more in all three groupings, because of the likelihood of recent declines in the 
incidence of primary and secondary sterility and of pregnancy wastage (Santow and 
Bioumla, 1984: 36 - 40).
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4.5.4 Distribution of births over time
I conclude the assessment of the quality of the data on fertility by looking at cumulative 
fertility by period and by cohort to see the extent to which the deficiencies noted above 
(and still others not discovered) may have affected estimates of fertility. Fertility rates 
used here were computed without regard to sampling weights, since my main interest 
here is the detection of inconsistencies in the data sets rather than the measurement of 
national fertility; for measures of national fertility, weighting would be necessary for 
Cameroon and Nigeria. Age-period cumulative fertility is shown in Table 4.5.4.1, and 
cohort age fertility, in Table 4.5.4.2.
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Table 4.5.4.1: Estimates of age-period cumulative fertility
Age at 
confmement
4 5 - 4 9 7.086
4 0 - 4 4 6.837 6.770
3 5 - 3 9 6.342 6.034 6.157
3 0 - 3 4 5.381 5.013 5.098 5.254
2 5 - 2 9 3.989 3.811 3.823 3.848 3.653
2 0 - 2 4 2.344 2.220 2.342 2.361 2.271 2.072
15 -  19 .780 .747 .846 .917 .872 .616 .378
1 0 -1 4 .034 .037 .069 .074 .069 .062 .039 .008





5 0 - 5 4 6.331
4 5 - 4 9 6.268 6.503
4 0 - 4 4 6.078 6.215 5.571
3 5 - 3 9 5.569 5.701 5.166 4.754
3 0 - 3 4 4.789 4.792 4.508 4.130 3.758
2 5 - 2 9 3.716 3.734 3.432 3.266 2.861 2.640
2 0 - 2 4 2.349 2.363 2.222 2.144 1.960 1.649 1.304
1 5 -1 9 .925 .905 .882 .912 .806 .743 .493 .563
1 0 -1 4 .061 .063 .052 .090 .084 .077 .048 .048 .031









35-39 6.523 6.821 6.607
30-34 5.485 5.655 5.454
25-29 4.251 4.223 4.121
20-24 2.753 2.690 2.586
15-19 1.191 1.060 1.027
10-14 .112 .077 .062




1.020 .880 .873 .726
.083 .050 .049 .032









20 -24 1.961 2.071
15 -19 .693 .731
10-14 .012 .035





2.058 2.152 2.123 2.025
.711 .817 .846 .673
.035 .074 .095 .066










35-39 5.889 6.313 5.822
30-34 5.100 5.336 4.811 4.817
25-29 3.896 4.152 3.638 3.554 3.353
20 -24 2.476 2.659 2.379 2.247 1.957 1.711
15-19 1.014 1.156 1.059 1.058 .828 .630 .675
10-14 .120 .164 .151 .171 .121 .093 .076









In Table 4.5.4.1 the results for Nigeria and, to a lesser degree, Cameroon and Cote 
d’Ivoire, show evidence of so-called Totter effects’ (Potter, 1977a; 1977b): a fictitious 
increase in fertility in the period 5 - 9 years before the survey, followed by an equally 
fictitious decline in the 0 - 4 years period, arising from differential displacements of 
births in the different five-year periods and among the different five-year age groups. 
Potter effects can be seen more clearly among the older cohorts. Among the younger 
women it is difficult to separate the effects of misreporting from those of real changes 
in the fertility schedule. For example, in the case of Nigeria Morah (1985: 49) suggests, 
after examining Brass P/F ratios, that part of the decline at ages under 20 years 
suggested in Table 4.5.4.IE may be genuine. For Cameroon, an increase in fertility is 
also perceptible, indicated by the fact that cumulative fertility for the 0 - 4 period tends 
to be higher than that for the 10 - 14 period. Similarly, the increasing cumulative 
fertility below age 30 shown by the Ivorian data (Table 4.5.4.1C) may be real and 
indicative of ongoing changes in the age schedule of fertility, or of future trends in total 
fertility. Sombo (1985: 49) has suggested, however, that the EIF may have 
overestimated the fertility of the five-year period preceding the interview.
For Benin, Table 4.5.4.1A suggests either a small increase in fertility or, what is more 
likely, a displacement of recent births towards the interview, and of distant births away 
from the interview; these results may be considered as the ‘mirror image’ of Potter 
effects (Brass, 1977). The probable existence in some of the data sets of this type of 
displacement as well as the type which results in Potter effects implies that a significant 
number of reported interbirth intervals may be inaccurate, even though the majority of 
the intervals may have been correctly reported. In contrast to the other tables, Potter 
effects and other evidence of perceptible misreporting are not suggested in the figures 
for Ghana.
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30 -34 3.021 3.648
25-29 2.200 2.700
20-24 1.332 1.689







2.406 2.476 2.339 2.316*
.955 .958 .842 .723
.073 .091 .079 .032












2.038 2.101 2.408 2.359 2.401*
.818 .844 1.005 .888 .954
.077 .080 .111 .054 .065













4 5 -4 9 7 .032*
4 0 - 4 4 6.732 7 . 126*
3 5 -3 9 6.046 6.412 6 .465*
3 0 - 3 4 4.967 5.294 5.337 5 .502*
2 5 - 2 9 3.647 3.935 4.020 4.154 4 .258 *
2 0 - 2 4 2.219 2.367 2.487 2.677 2.656 2 .723 *
1 5 -1 9 .872 .897 .945 1.078 1.075 1.143 .941*
1 0 -  14 .039 .047 .053 .079 .079 .082 .0638





4 5 - 4 9 6 . 897*
40  - 44 6.579 6 .589*
3 5 - 3 9 5.879 5.836 5 .909*
3 0 - 3 4 4.765 4.857 4.920 4 .849*
2 5 - 2 9 3.435 3.494 3.661 3-506 3 .490*
2 0 - 2 4 2.011 2.045 2.208 2.157 2.041 2 .072*
1 5 -1 9 .715 .755 .863 .816 .742 .766 .504 *
1 0 -  14 .052 .053 .095 .083 .051 .036 .010





4 5 - 4 9 5 . 879*
4 0 - 4 4 5.599 5 .636*
3 5 - 3 9 5.045 5.102 5 .755 *
3 0 - 3 4 4.136 4.263 4.842 5 .349*
2 5 - 2 9 2.986 3.095 3.663 3.972 4 .249*
2 0 - 2 4 1.702 1.857 2.273 2.541 2.658 2 .680*
1 5 -1 9 .655 .705 .997 1.105 1.125 1.233 .704 *
1 0 -1 4 .082 .088 .121 .178 .157 .190 .088
45-49 40-44 35-39 30-34 25-29 20-24 15-19
Age at interview
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Results shown in Table 4.5.4.2 for Cote d’Ivoire and Nigeria would suggest, if taken at 
face value, that cohort cumulative fertility by age at confinement has been increasing. 
However, a comparison with the corresponding period cumulative fertility makes such 
increases improbable. It is more likely that the apparent increases are artifacts resulting 
from omissions and age transfers among older respondents. A similar comment can be 
made with regard to the Cameroonian data, although in this case there may have been 
some genuine increases as well, as suggested earlier. The table for Benin also reflects 
the pattern described for Cote d’Ivoire and Nigeria. However, in this case the 
consistency of the increases in age-period fertility noted earlier will tend to suggest that 
at least part of the increase might be real. Similarly, the table for Ghana supports the 
previous impression that the fertility data here are relatively better reported. Although 
the instability of figures for older cohorts indicates some omissions and/or misreporting, 
on the whole the results are consistent with the hypothesis of a small decline in fertility 
in recent years (Shah and Singh, 1985).
4.6 Conclusion
It is evident from the results of the preceding analyses that the quality of the data did 
not match the substantial effort and expense put into the five surveys. Considerable 
heaping is indicated in all the age data, and even though grouping into quinquennial age 
groups reduces the effect of heaping, problems remain because severe age mis­
statements result, in some cases, in transfers to the wrong age groups. Apart from the 
birth history data, dated information appears, on the whole, to have been poorly 
reported. The information on nuptiality is particularly inadequate for my purposes, 
perhaps largely because the question was not properly focused to the measurement of 
fertility. Moreover, it seems very strange that a blanket minimum age of 15 years was 
applied in all the surveys when younger ages at first marriage are known to exist, 
particularly among Islamized communities (Ohadike, 1967: 126; 1979).
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With respect to the birth history data, displacements of births may have occurred to 
some degree, but the spacing between births may have been, in general, fairly well 
captured. On the whole, in spite of the problems outlined in the preceding sections, the 
quality of the WFS data sets is probably among the best of any existing for the five 
countries.
Before closing this chapter on data evaluation a few remarks are in order about the 
quality of the information available for some of the other variables. Little attempt was 
made in Chapter 3 to evaluate the quality of the information covering the background 
characteristics of respondents. In a few instances it was possible to determine the utility 
of data on the basis of information concerning the manner in which they were collected 
or coded, and inconsistencies observed between related variables. This was the case, 
for instance, for childhood residence. In a few other instances the WFS distributions 
could be compared with information obtained from censuses or other surveys. As in the 
case of the age and fertility data, however, the quality of external information on some 
of the background characteristics may not have been as well reported as in the WFS. 
Moreover, some of the available data date so far back in time that, in the midst of rapid 
social change, comparisons were of little use. Few opportunities thus exist, for 
instance, for interpreting the sample distributions of background variables in terms of 
compositions of the target populations. Such inferences are, however, not essential for 
the kind of objectives embodied in my analytical framework, since I am more interested 
in socio-economic and cultural categories than in population compositions.
CHAPTER 5
EXPLORATORY DATA ANALYSIS FOR HAZARD MODELS
5.1 Introduction
Several estimation procedures have been suggested for hazard models, and the 
suitability or otherwise of any particular method usually depends on the nature of the 
data to be analysed. To set the scene for the selection of estimation techniques, a brief 
look is taken at the birth interval data in Section 5.2, and cursory comparisons are made 
of results obtained with various methods of estimation. Matters for consideration 
include the presence and extent of ties in the birth interval data and the related issue of 
heaping, and whether to analyse each woman’s entire birth history or to select only a 
segment of it for the study. Once a method and a set of birth orders have been chosen, a 
series of exploratory analyses are performed to clarify certain methodological issues. 
These include the verification of model assumptions, the identification of pertinent 
explanatory variables and their ‘best’ categorizations (based on parsimony and 
statistical explanatory power), model building, and the consideration of summary 
measures for making comparisons between subgroups. The main objective of the 
model building exercise is to obtain parsimonious models which provide good estimates 
of fertility differentials to form the basis of the analysis of birth interval differentials in 
Chapter 6. Section 5.3 reports on the procedures adopted in addressing these issues. 
Finally, Section 5.4 explores the possibilities for sample size reduction in fertility 
surveys given the availability of regression techniques such as hazard models.
Of the several explanatory variables that are available, attention is focused on ethnic 
grouping, religion, type of place of childhood residence (for Cameroon only), type of
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place of current residence, and level of education, to which are added age at reference 
event (‘relative age’), in completed years, and period of reference event, also in 
completed years, measured backwards from the month of interview. Although current 
or most recent occupation is also available, the information is not used in the present 
analysis because of its current status nature, especially since the birth histories go far 
back in time. Similar arguments could be advanced against the use of current residence 
and religion but these two variables have been retained under the argument that changes 
over the period of the birth histories may be relatively few. In the present context 
childhood residence may, in fact, be more satisfying as an explanatory variable than 
current residence. However, as argued in Section 3.4.3 of Chapter 3, its largely 
subjective nature makes its use tenuous except for the Cameroonian data. In any case, 
the fact that the two variables are highly correlated (Section 3.5.2) means there may be 
little to choose between them, apart from the above-mentioned shortcoming in the 
information on childhood residence. Other variables which could be of interest are 
contraceptive use and durations of breastfeeding and of postpartum sexual abstinence, 
but these are available only for the more recent confinements.
5.2 The Birth Interval Data
Data for the birth interval analysis come from the birth history records and, of course, 
from background information on respondents. In line with the conclusions of Chapter 
4, Section 4.4, the interval between first marriage and the first live birth is not used, so 
the reference event in each analysis consists of a live birth, with failure time defined as 
the time to the next live confinement. Multiple births count as one confinement except 
that, where birth order is of interest, previous multiple births are taken into account (c/. 
Rodriguez, 1984). The main censoring event is, of course, the interview. A second 
possible censor arises from the fact that the death of a reference child could affect the 
timing of the next confinement. Ideally, this second censor should be applied only to
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cases where the death occurred before the next conception, but because information on 
dates of conception is not available, the censor has been applied whenever the death 
occurred before the next confinement. The alternative of imputing conception dates on 
the basis of the date of the next confinement requires making additional assumptions 
about the data, which is less satisfactory. Where more than one death occurred (i.e., 
among multiple reference births) censoring is applied at the earliest death date. For 
reasons of convenience and also because few interbirth intervals exceed five years in 
length, a maximum duration of exposure of 60 months is defined as a third censor.
5.2.1 Choice of birth orders for analysis
High-order confinements pose problems of selectivity, as noted in Chapter 2, Section
2.2. For instance, women with high parities at the time of the interview are likely to be 
relatively old, so the limitation of the surveys to age groups 15 to 49 (or 15 to 54) 
implies that only high-order confinements in the period leading up to the interview were 
covered. Furthermore, a large proportion of these high-parity women consists of 
respondents who started childbearing at a rather early age, and there is a strong 
association between high parities and short birth intervals (Appendices 5.2.1 A and
5.2. IB). Consequently, women with high parities are not representative of all women in 
the population, and in the context of a general birth interval analysis, little will be 
gained from analysing interbirth intervals associated with high-order confinements. In 
fact, birth-interval-specific exploratory analyses indicate that even at the seventh 
confinement, explanatory variables showing significant associations with failure time 
are largely those variables involved with the selectivity issues raised here, namely age at 
reference event and period. Analysis is therefore restricted to the first seven 
confinements.
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5.2.2 Consideration of ties
Given the large sample sizes and the fact that dated information is recorded to the 
month, it is inevitable that the data are heavily tied. For the birth orders to be 
considered here the most ties are naturally encountered with the second confinement, 
and the least with the seventh. Table 5.2.2.1 shows the observed numbers of failed and 
censored observations at monthly durations for these two confinements in the smallest 
and the largest of the data sets (Benin and Nigeria). Note the degree of heaping, 
particularly in censoring times. The heaping patterns are in agreement with the 
observation made in Section 4.5 (Chapter 4) that dates of first confinements (or perhaps 
those of last confinements) may have been misreported to a considerable extent while 
the reporting of interbirth intervals appears fairly reasonable. Although the birth 
histories were supposedly constituted from the first birth to the last, it is likely that in 
some cases the date of the last confinement was estimated first. This would explain 
both the heaping in censoring times as shown here, and the irregular distributions of age 
at first confinement discussed in Section 4.5.
Table 5.2.2.1: Distribution of birth intervals, second 
and seventh confinements, Benin and Nigeria
Benin Nigeria
2nd 7th 2nd 7th
D u r a t io n c F c F c F c F
<6 435 0 143 0 749 0 270 0
7 38 0 13 8 56 10 24 3
8 36 6 9 1 48 16 13 6
9 35 10 16 6 27 24 13 6
10 27 6 7 3 26 41 15 13
11 15 11 7 1 34 38 10 14
12 69 7 29 1 136 47 50 15
13 15 4 5 3 32 82 23 22
14 15 10 4 4 37 91 15 20
15 14 26 4 5 35 89 18 19
16 13 26 2 5 37 109 14 25







Duration C F C F C F C F
17 15 31 4 11 18 105 17 22
18 30 40 6 8 39 153 23 37
19 12 46 8 9 18 137 13 30
20 13 41 5 9 21 157 12 28
21 8 61 3 16 30 199 6 30
22 5 82 1 16 15 197 8 37
23 10 74 2 25 21 222 11 51
24 57 76 10 24 71 231 24 38
25 14 67 8 15 23 231 12 43
26 9 75 2 13 21 209 6 56
27 10 80 4 13 27 159 14 36
28 7 70 6 10 24 158 16 28
29 4 80 2 13 14 157 7 34
30 16 79 3 13 13 123 9 24
31 12 58 2 9 12 109 11 22
32 6 68 3 19 9 147 4 28
33 4 86 1 18 12 117 3 19
34 7 79 2 19 11 113 4 22
35 3 73 3 13 20 102 6 18
36 35 83 7 17 27 108 8 11
37 5 83 3 17 10 107 3 21
38 2 67 5 15 11 82 6 19
39 2 67 1 17 7 102 7 11
40 6 56 2 6 14 73 9 10
41 2 50 0 9 8 60 4 13
42 3 35 2 7 8 69 6 13
43 2 35 0 6 8 55 2 9
44 1 41 5 11 11 45 10 7
45 1 21 2 5 9 53 2 7
46 3 25 1 3 6 51 1 5
47 1 14 0 6 10 47 3 5
48 6 17 2 7 10 39 4 9
49 0 11 1 3 8 47 2 7
50 0 20 2 2 2 40 3 9
51 2 11 1 2 7 30 4 3
52 1 11 1 3 4 29 2 4
53 3 9 1 3 1 39 3 2
54 2 13 1 2 6 34 2 3
55 0 11 2 1 2 26 1 6
56 4 5 3 0 2 18 2 5
57 0 8 2 1 3 29 2 2
58 1 4 1 2 6 27 2 2
59 1 3 0 1 5 23 3 1
60 2 6 2 1 6 19 1 1
61+ 47 116 60 27 235 485 109 36
TOTAL 1086 2194 421 484 2062 5310 872 967
C: censored F: failed
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With the data so heavily tied the most obvious approach to analysis seems to be the 
adoption of a discrete model. The grouped data PH model (Chapter 2, Section 2.3.4) 
has been adopted for this purpose. In the remainder of this section I compare results 
obtained from the grouped data formulation with those obtained from the marginal 
likelihood and from the partial likelihood using Oakes’s (1981) approximation for the 
treatment of ties. Details of the estimation and inference techniques are provided in 
Appendix 2.3B. The comparisons are based on the Ghanaian data set, with the second 
confinement used as dependent event, and ethnic grouping as explanatory variable. The 
main interest in this exercise lies in parameter estimates (regression coefficients and life 
table functions), and in the extent to which the different methods lead to similar or to 
different conclusions with regard to inference about the regression parameter, ß. 
Comparisons of life table estimates are limited to the baseline survivor functions of the 
‘best’ models for ethnic grouping. Three sets of grouping intervals are considered 
under the grouped data PH model: the monthly interval data as reported by WFS, 
which provide the baseline for making comparisons if the quality of the reported failure 
times is assumed to be good; three-monthly intervals (< 10, 11 - 13, 14 - 16,..., 53 - 55, 
56 - 59); and six-monthly intervals (< 14, 15 - 20, 21 - 26, ..., 45 - 50, 51 - 59). These 
grouping intervals are, of course, not necessarily the best. Moreover, different grouping 
patterns are expected to yield different estimates of model parameters. Note, however, 
that the groupings used here are such that preferred durations (multiples of three, six 
and twelve months) are placed at or near the midpoints of the intervals. Moreover, for 
grouping intervals of three or more months it has been assumed that censorings are 
uniformly distributed over the interval. As already indicated (Section 5.2.1), exposures 
are truncated at duration 60 months to reduce or eliminate the effects of the right tails of 
the distributions on the results.
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5.2.2.1 Inference aboutß
Inferences may be made about the estimated regression parameters ß  either through
likelihood ratio tests or through score tests. In addition, tests for individual components 
/\
of ß  may be obtained if the large sample properties of the maximum likelihood
A,
estimators can be assumed, for then ß  is asymptotically normally distributed with mean 
ß  and variance l-l(ß), the inverse of the Fisher information matrix. In the partial and 
marginal likelihood situations discussed below use is made of likelihood ratio tests. In 
the case of the grouped data PH model, however, the log likelihood depends also on the 
estimates of the survival probabilities, so analysis based on a partial score test (Prentice 
and Gloeckler, 1978) seems more appropriate. These two tests and the large sample
A
chi-square test for components ofß  yield very similar results.
Starting with the four ethnic groupings defined for Ghana in Chapter 3 (Akan, Ga- 
Adangbe, Ewe and Northern), let us assume that the objective of the following exercise 
is to discover the best possible combination of groupings with a view to reducing then- 
number, if possible, and to test the appropriateness of using a model consisting of only 
fixed covariate effects. The first step is to define three regressor variables* representing 
Ga-Adangbes, Ewes and Northerners in a fixed effects model under which Akans form 
the baseline group. Next, three more regressor variables for testing the hypothesis of 
fixed effects are added. These are defined as follows: let zi be equal to 1 if the 
respondent is a Ga-Adangbe, and zero otherwise. Then zi* is set equal to zi(T - C), 
where T is the observed failure (or censoring) time for the individual, and C the mean 
failure time (Cox and Oakes, 1984: sec. 8.2); z2* and Z3* are defined in a similar 
manner. Censored observations are not included in the calculation of the mean failure 
time. In defining time-dependence for the grouped data PH model, use is made of the 
initial assumption that the data have been grouped from an underlying continuous 
distribution, so that a simple extension of the above treatment suffices. T is taken as the 
midpoint of the interval in which the individual’s failure or censoring time falls, and C
* In this study the term ‘regressor variable’ refers to a dummy variable generated as a category of an explanatory variable.
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the midpoint of the interval containing the mean failure time. This allows the same 
contribution to the likelihood function from respondents whose failure (or censoring) 
times fall in the same time interval. Tables 5.2.2.2a - e show estimates of regression 
parameters and of chi-square test statistics for five methods.
Table 5.2.2.2a: Time to second confmement among ethnic groupings, Ghana, 
method: Grouped data PH, 1-month intervals
Fixed effects Time-dependent effects
Model Zl Z2 Z3 z i * Z2* Z3*
Global
c h i- s q . d .f .
l -.279+ -,146t -.211$ -.004 .004 .016$ 41.96$ 6
2 -.283$ -.143t -.211$ .016$ 40.93$ 4
3 -.107 -.176$ .016$ 25.98$ 3
4 -.156$ .016$ 22.22$ 2
5 -.287$ -. 145t -.191$ 28.23$ 3
6 (z2 = Ewe + -.282$ -.185$ .012$ 37.96$ 3
Northern)
miiir~~ -.200$ ,009t 31.81$ 2
groupings)
Note: The chi-square test statistics for individual parameters were obtained as the square of the ratio of the estimated coefficient to
its standard error. In this and the following tables, $ implies significance at 0.005, t  significance at 0.01, and * (after 
parameter estimates) significance at 0.05.
Table 5.2.2.2b: Time to second confinement among ethnic groupings, Ghana, 
method: Grouped data PH, 3-month intervals
Fixed effects Time-dependent effects
Model z i Z2 Z3 Z l* Z2* Z3*
Global
chi-sq. d.f.
l -.270$ -.147$ -.226$ -.004 .004 .016$ 41.21$ 6
2 -.278$ -.140$ -.225$ .016$ 40.27$ 4
3 -.105 -.191$ .016$ 25.82$ 3
4 -.172$ .016$ 22.21$ 2
5 -.283$ -.142$ -.189$ 27.47$ 3
6 (z2 = Ewe + -.277$ -.194$ .012$ 36.87$ 3
Northern)
7 (z2 = all 3 -.211$ .009$ 31.21$ 2
groupings)
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Table 5.2.2.2c: Time to second confinement among ethnic groupings, Ghana, 
method: Grouped data PH, 6-month intervals
Model
Fixed effects Time-dependent effects
Global
chi-sq. d.f.zi Z2 Z3 zi* Z2* Z3*
l -.280$ -. 1511 -.229$ -.002 .005 .015$ 39.66$ 6
2 -.284$ -.141$ -.228$ .015$ 38.70$ 4
3 -.105 -.193$ .015$ 23.64$ 3
4 -.174$ .015$ 20.05$ 2
5 -.289$ -.143$ -.187$ 27.59$ 3
6 (z2 = Ewe + -.283$ -.198$ .011$ 36.43$ 3
Nonhem)
3iis?t-" -.211$ .009$ 31.21$ 2
groupings)
Table 5.2.2.2d: Time to second confinement among ethnic groupings, Ghana, 
method: Partial likelihood (Oakes)
Model
Fixed effects Time-dependent effects
Global
chi-sq. d.f.zi Z2 Z3 zi* Z2* Z3*
l -.281$ -.143$ -.201$ -.004 .004 .016$ 41.73$ 6
2 -.282$ -.143$ -.202$ .016$ 40.63$ 4
3 -.107 -.166$ .016$ 26.04$ 3
4 -.147$ .016$ 22.46$ 2
5 -.287$ -.145$ -.191$ 27.49$ 3
6 (z2 = Ewe + -.281$ -.177$ .012$ 37.31$ 3
Northern)
7 (z2 = all 3 -.195$ .009$ 30.92$ 2
groupings)
P implies significance at 0.005, t  significance at 0.01, and * (after parameter estimates) significance at 0.05.




Fixed effects Time-dependent effects
Global
chi-sq. d.f.z i Z2 Z3 zi* Z2* Z3*
l -.276+ -.139+ -.198+ -.004 .004 ,016t 41 .95t 6
2 -.2771: -.139+ -.211+ .016+ 40.83+ 4
3 -.104* -.163+ ,016t 26.20+ 3
4 -,144t .016t 22.66+ 2
5 -.282* -.141 + -.187+ 27.52+ 3
6 (z2 = Ewe + -.2761: -.174t .012t 37.45+ 3
Northern)
7 (z2 = all 3 -.191+ .009+ 30.99+ 2
groupings)
+ implies significance at 0.005, t  significance at 0.01, and * (after parameter estimates) significance at 0.05.
A comparison of the three grouped data PH methods indicates some small differences in 
the parameter estimates and in the values of the test statistics, particularly between 
models with one-month grouping intervals and those with coarser groupings. On the 
whole, however, the methods yield fairly similar results and, encouragingly, lead to 
very similar conclusions. This should, perhaps, be expected, since they are 
asymptotically equivalent. Most of the differences in parameter estimates are due to the 
nature of heaping in the data, and to the grouping intervals adopted. Thus, although in 
the context of this section the grouped data PH model with one-month intervals may be 
considered as the baseline for comparisons between methods, coarser grouping intervals 
may be more desirable in the presence of heaping. In fact, the kind of heaping 
suggested by Table 5.2.2.1, even though it affects mainly censoring times, has 
considerable effect on underlying failure distributions because of abrupt declines in the 
size of the risk set after preferred durations. Consequently, results obtained after further 
grouping of the data, for instance from three- and six-month intervals in which preferred 
durations are placed at or near the midpoints of the intervals, may be closer to reality 
than those from the grouped data PH single-month and the partial and marginal 
likelihood models.
5.2.2.2 Comparison of estimated baseline survivor functions
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Under the grouped data PH model the full likelihood function must be maximized 
simultaneously for both the regression parameters and the baseline functions. In 
contrast, under the partial and marginal likelihood approaches it is more convenient to 
estimate baseline functions after estimates of the regression parameters have been 
obtained (Appendix 2.3B). In this way, estimates of life table functions for the 
marginal and partial likelihood methods essentially become functions of the 
corresponding regression coefficients. For purposes of comparison I have calculated
Table 5.2.2.3: Estimates of baseline survival probabilities 
at selected durations of exposure
Duration GPH1 GPH3 GPH6
Method
OAKES MARGINAL K-M
10 .992 .992 .992 .992 .994
13 .979 .979 .979 .979 .979
14 .972 .973 .972 .973 .973
16 .949 .949 .949 .950 .956
19 .895 .895 .895 .896 .902
20 .874 .874 .874 .874 .881
22 .824 .824 .824 .825 .832
25 .727 .726 .727 .728 .729
26 .688 .688 .688 .689 .685
28 .613 .612 .613 .614 .605
31 .528 .527 .528 .529 .524
32 .502 .502 .502 .503 .501
34 .449 .449 .449 .450 .452
37 .376 .375 .376 .378 .384
38 .356 .355 .356 .357 .361
40 .308 .307 .308 .309 .309
43 .260 .259 .260 .261 .258
44 .245 .244 .245 .246 .245
46 .220 .220 .220 .222 .226
49 .194 .194 .194 .196 .199
50 .184 .184 .185 .186 .191
52 .169 .168 .169 .170 .176
55 .152 .152 .152 .154 .159
59 .131 .131 .131 .132 .133 .133
Note: Methods GPH1, GPH3 and GPH6 represent the grouped data PH model with one-, three-, and six.-month grouping intervals 
respectively, OAKES represents the partial likelihood method with Oakes’s approximation for ties, and MARGINAL the 
marginal likelihood method. The corresponding Kaplan-Meier estimates are shown under ‘K-M\
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the baseline survivor functions corresponding to the best model (Model 6) of Tables 
5.2.2.2a-e. The estimates are so similar that it is very difficult to distinguish between 
them graphically. Consequently, for illustrative purposes Table 5.2.2.3 presents the 
various estimates of baseline survival probabilities, along with those of the Kaplan- 
Meier life table (see Appendix 2.3A), at selected durations corresponding to the 
endpoints of the three- and six-month grouping intervals.
5.3 Further Methodological Considerations 
5.3.1 The proportionality assumption
If the simple proportionality assumption holds, then a log-minus-log transformation of 
the model [2.3.8] yields
log [- logiPjiz)]] = zß + log [- log[P0j] ] ,
where P0j = So(dj) is the baseline probability of survival beyond time interval Ij = [dj. 
!, dj), and Pj(z) the corresponding probability for individuals with explanatory variable 
z. It follows, therefore, that approximately constant differences should be obtained 
between plots of log-minus-log survivor functions against time if the assumption holds. 
As an illustration, Figure 5.3.1.1 A contains plots based on product-limit estimates of 
the survivor functions for ethnic grouping (Ghana, second confinement). Following the 
results of Section 5.2.2.1, ethnic grouping has been categorized as Akan (baseline), Ga- 
Adangbe and Ewe/Northem. Proportional risks are indicated between Akan and Ga- 
Adangbe, but obviously the assumption does not hold between these two categories and 
Ewe/Northem. If the simple PH model had been adequate, the results would have been 
as in Figure 5.3.1.1 B which, in fact, comes from survivor function estimates for the 
same subgroups obtained from a grouped data PH model (three-month groupings)
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containing only fixed regressors. Note that the addition of a time-dependent component 
to the model for Ewe/Northem improves the fit (Figure 5.3.1.1 C), yielding plots not 
very different from those of the product-limit life table.
Apart from log-minus-log survivor function plots, the proportionality assumption may 
be verified by calculating ‘crude’ residuals based on the estimated cumulative hazard 
function (Cox and Snell, 1968; Kay, 1977; Elandt-Johnson and Johnson, 1980: 66 - 67, 
366 - 367; Kalbfleisch and Prentice, 1980: 89 - 98). Since the cumulative hazard 
function has a unit exponential distribution, a plot of the log of the survivor function 
arising from residuals against the residuals themselves should yield a straight line with a 
slope close to minus one if the model is adequate. It must be stressed, however, that 
these two verification approaches suffer from the subjectivity associated with all 
graphical techniques. In addition, the residual plots are difficult to interpret, for little is 
known about what to expect.
A third approach which, in fact, constitutes a formal test for the proportionality 
assumption, is based on the time-dependent components included in the model as a 
simple generalization of the PH model (Anderson et al., 1980: 220 - 221; Kalbfleisch 
and Prentice, 1980: 98; Cox and Oakes, 1984: 112 - 113). Using either the large-sample 
properties of the regression estimators or the log likelihood or partial score statistics, 
one may easily determine whether the coefficients of the time-dependent components 
are significantly different from zero. The proportionality assumption does not hold if 
the null hypothesis is rejected, in which case the issue of model adequacy (in terms of 
the PH assumption) is reduced to one of how general is the treatment of time- 
dependence. It must be noted that acceptance of the null hypothesis does not 
necessarily mean fixed regressors apply, since the correct hazard ratios may not be 
monotone. Nevertheless, this simple generalization provides for quite a large range of 
shapes for relative risks, of which the constant relative risk of the simple PH model is a 
special case; see Section 5.3.5, and Sections 6.3 and 6.4 of Chapter 6 for examples. It is 
possible that in some instances the (unknown) relative risks may be neither constant nor 
monotone. Rodriguez et al., (1984), for instance, present several relative risks for birth
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Figure 5.3.1.1: Plots o f log-minus-log survivor function for ethnic grouping, birth order 2
A. Kaplan-Meier estimates
Log[-log[S(t)]]
B. Grouped PH model with fixed regressors
Log[-log[S(t)]] -2 -
C. Grouped PH model with time-dependent regressors
Log[-log[S(t)E -2 -
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intervals some of which are polynomials of degree two or even higher in shape. Their 
results were obtained, apparently, by fitting separate interaction terms for each time 
interval (five time intervals in all), an approach which may not only result in a rather 
large number of parameters, but which also requires strong assumptions of uniformity if 
long intervals are used. Although it is possible to model more sophisticated functions 
under the approach adopted here, the resulting increase in required computing resources 
is probably not worth the improvement in fit, particularly since the simple extension 
adequately captures underlying trends in the ratio of hazards in nearly all cases.
As an example, consider the models used in the plots of Figure 5.3.1.1. The estimated 
coefficient of the time-dependent regressor variable fitted for the Ewe/Northem 
category was 0.012, with a standard error of 0.004, so that the large sample chi-square 
was equal to 10.29 (with 1 degree of freedom). Alternatively, the model with the time- 
dependent component had a partial score chi-square of 36.87 with 3 degrees of freedom, 
compared to 26.99 with 2 degrees of freedom for the model with only fixed effects. 
The difference in the two chi-squares of 9.88 with 1 degree of freedom indicates a 
substantial improvement in fit.
5.3.2 Initial identification of ‘best’ categories
A tentative list of explanatory variables for the birth interval analysis was given in 
Section 5.1, namely, ethnic grouping, type of place of current and childhood residence, 
level of education, religion, age at reference event, and period of reference event. The 
implicit assumption was, of course, that these variables are associated in one way or 
another with birth interval differentials. At the initial stages of exploratory analysis this 
assumption may be tested by fitting PH models to the data taking one background 
variable at a time, and using the chi-square test statistic to test for the significance of the 
estimated regression parameters. For categorical explanatory variables several models
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may be fitted to determine the ‘best’ categorization and identify which categories 
violate the proportionality assumption, as was done with the data on the second 
confinement for ethnic grouping in Section 5.2.2.1.2 ‘Best’ categorizations and the 
fixed/time-dependent status of regressor variables may, naturally, change once other 
background variables have been included in the model; nevertheless the exercise 
provides a useful starting point, particularly where several background variables are of 
potential interest or where there are several possible categories some of which may not 
be different at all or where a continuous variable such as age or period is to be 
categorized.3 In view of the finding in Chapter 4, Section 4.3, that the traditional five- 
year groupings are the most suitable for the age data, however, relative age has not been 
partitioned according to the ‘best’ categorization criteria in the definitive models of this 
study.
5.3.3 Birth order as an explanatory variable
The selection of the first seven live confinements for analysis may require the fitting of 
six different ‘final’ models to each data set, that is, one for each confinement 
considered. This, in turn, requires, for each of the six confinements, the specification of 
a separate parameter for each relevant regressor variable, and permits different 
categorizations and even different sets of background variables at each confinement. 
Although this approach produces models of good fit by virtue of the flexibility in 
category definitions and of the large number of parameters contained in the combined 
set of ‘final’ models, it results in a multitude of statistics which are difficult to digest. A
2 A further example is given in Section 5.3.5 where age at the third confinement in the Ghanaian data set is partitioned as (i) 25 
years or under, (ii) 26 - 29 and (iii) 30 and above. This split was chosen from among several different partitions.
3 Such an exercise was performed, at the initial stages of analysis, on all five data sets for each of birth orders two to seven, using 
the marginal likelihood method. The marginal likelihood program, written by Dr. M. Bracher, incorporates features that make it 
very efficient and most convenient for model building. As the results of Section 5.2.2 indicate, although estimates of the regression 
parameters and test statistics may differ slightly, conclusions about time-dependence of regressor variables and about optimum 
definitions of subgroups are essentially the same for this method as for the grouped data method.
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second approach consists of introducing birth order into the model, making it possible 
to consider all six confinements in a single final model.4 Under this ‘integrated’ 
approach, each background variable having an overall significant relationship with 
birth-spacing (i.e., across all six confinements) is included in the model, even though 
the relationship may not be important for some confmements. Furthermore, the same 
categorization must be maintained across all confinements for each relevant background 
variable. However, the total number of parameters fitted to each data set is likely to be 
far fewer under this option than under the first, and the interpretation of results much 
easier. Moreover, the number of models fitted before arriving at a ‘final’ one will 
usually be considerably smaller than under the first option, which means savings in 
computing time. An illustration of the kind of results expected under the two 
approaches is provided below.
For illustrative purposes, I fitted two sets of models involving ethnic grouping to the 
Ghanaian data set, the first under the birth-interval-specific option, and the second as an 
‘integrated’ analysis. The ‘best’ partitions of ethnic grouping were used in each case; 
for the birth-interval-specific analysis the partitions were as follows:
Second confinement: (i) Akan; (ii) Ga-Adangbe; (iii) Ewe/Northem;
(iii)* Ewe/Northem
Third and fourth confinements: (i) Akan/Ga-Adangbe/Ewe; (ii) Northern;
(ii)* Northern
Fifth and sixth confinements: (i) Akan/Ga-Adangbe; (ii)* Ewe; (iii) Northern
(iii)* Nonhem
Seventh confinement: no significant relationship with birth intervals (a  = .05)
where an asterisk (*) indicates a time-dependent regressor variable. The first category 
in each case was used as baseline, so 13 regression parameters — that is, excluding 
parameters for the baseline survivor functions, were fitted for the second to the sixth
4 The two approaches are slightly different in one respect: as indicated in Section 5.2, multiple births were counted as one 
confinement although previous multiple births were taken into account in the calculation of birth order, so that the nth confinement 
does not always correspond to the nth birth order. The effect of this difference on the results presented in this section is, however, 
likely to be minimal, for multiple births form a very small proportion of total births (e . g ., for Ghana, around 2.8 per cent for the sixth 
and seventh confmements, 2.3 per cent for the fourth, less than two per cent for the second, third and fifth confinements, and less 
than one per cent for the first; the number of triplets and higher multiples among these was negligible).
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confinements. Note that separate models were fitted for each confinement but the 
resulting categorizations for the third and the fourth confinements were similar, as were 
the categorizations for the fifth and the sixth confinements. The ‘integrated’ analysis 
also involved birth orders two to six, and birth order was added to the model to act as a 
statistical control. After exploratory analyses to determine which regressor variables to 
include in the model, including regressors for interaction terms, an eight-parameter 
model involving the following regressors was fitted: birth order 6, birth order 6*, Ga- 
Adangbe, Ewe, Ewe*, Northern, Northern*, and Ewe and birth order 6*, the last 
representing the only interaction term required in the model. The most important of the 
omitted interaction terms was significant at 0.063. Figures 5.3.3.1 A and B contain 
plots of the most similar (sixth birth order) and the most different (second birth order) 
of birth function estimates for the Northern ethnic grouping. Note that the retention of 
an interaction term involving the sixth confinement in the ‘integrated’ analysis led to a 
better fit. The results for the ‘integrated’ analysis are quite promising, given that it had 
five fewer regression coefficients than the birth-interval-specific models, not to mention 
the fact that while 17 parameters were fitted to the former for the baseline survivor 
function, a total of 17 times five were fitted to the latter. In view of these ‘savings’, I 
have based the models from which birth interval differentials and trends are estimated 
on the ‘integrated’ approach.
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Figure 5.3.3.1: Estimated birth functions for Northern ethnic grouping, birth-interval-specific (B.I.S.)
and ‘integrated’ models
A. Birth order 6
b. i. s.
'Integrated'
Months since reference event
B. Birth order 2
Months since reference event
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5.3.4 Model selection
So far we have considered mostly models which involve only one explanatory variable. 
Even if only one explanatory variable is of interest, it is often desirable to control other 
factors, and all relevant concomitant factors ought to be considered for inclusion in the 
model. Once various models have been tried involving all possible combinations of the 
available explanatory variables the model which combines a maximum of explanatory 
power with a minimum of degrees of freedom is selected as ‘best’ fit after possible 
multicollinearity has been checked and remedied, and subject to verification of the 
adequacy of the fit The partial score statistic is used to measure explanatory power, 
and the inverse of the observed information matrix provides an estimate of the variance- 
covariance matrix for use in checking multicollinearity. As noted earlier, in the course 
of this exercise modifications to the initial ‘best’ category definitions may become 
necessary, as are modifications to the fixed/time-dependence status of regressor 
variables. Most of the changes required consisted of the collapsing of categories, 
particularly with respect to birth order, ethnic grouping and type of current residence. 
The analysis is based on the grouped data PH model with failure times grouped into 
three-month intervals, with preferred durations placed at or near interval midpoints, and 
with the assumption of uniform distribution of censored observations. Discrimination 
between models is made through the use of the partial score chi-square. With the help 
of the large sample properties of the regression estimates the choice of models for 
comparison may be made after a few initial runs. Partial score tests are used to handle 
three aspects of goodness of fit (Elandt-Johnson and Johnson, 1980: 365 - 374): the 
adequacy of the model, the choice of explanatory variables to be included in the model, 
and the possible existence of important interaction effects between explanatory 
variables.
The appropriateness of the proportionality assumption is the major consideration of 
model adequacy. As discussed in Section 5.3.1, the addition of time-dependent 
regressor variables to the model not only represents a generalization of the simple PH 
model, but also provides a simple formal test for proportionality.
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The question of which background variables to include in a model is handled by 
forward stepwise procedures involving all the available explanatory variables. If any of 
the available variables does not exhibit a significant relationship with failure time, this 
will be reflected in the chi-square test statistic although, unlike simple linear regression, 
no statistic showing the proportion of variance explained by the model is available. 
Since all the selected birth orders are considered in one model, each analysis involves a 
very large number of cases, the sum of the risk sets at each origin across the six 
reference events being equal to 10,353 for Benin, 17,386 for Cameroon, 13,802 for Cote 
d’Ivoire, 13,852 for Ghana, and 23,538 for Nigeria. Consequently, the 0.01 
significance level is used as benchmark in the various score tests although less 
conservative tests are applied where it is desired that a particular regressor variable be 
retained in the model.
Similar tests are used to identify interaction terms to be included in the model. 
Interaction terms are formed as the products of non-baseline categories (Blalock, 1981: 
537 - 538). Although interactions of order two or higher may be statistically significant, 
they have the effect of adding considerably to the number of parameters to be fitted, and 
thus to the cost of fitting the models, hence only two-factor interactions were 
considered.
Typically, about four dozen or more regressions were needed in order to arrive at a final 
or ‘best’ model. Tests of interaction effects were performed after all main effects had 
been fitted, and in some cases the introduction of interaction terms, while improving the 
fit in terms of gains in global chi-square, suggested that some main effect terms be left 
out. Final models selected for each data set are given in Appendix 5.3.4. The estimates 
of birth interval differentials and trends arising from these models are presented and 
discussed in Chapter 6.
5.3.5 Summary measures
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In models involving only fixed covariate effects the relative risk provides a simple and 
convenient statistic for comparing the failure experiences of different subgroups. If 
time-dependent components are included in the model, however, relative risks must be 
computed for each failure duration, and the simplicity is lost although plots of duration- 
specific relative risks still provide a good indication of subgroup differentials. As in 
ordinary multiple regression, if the model involves more than one explanatory variable 
and the additivity assumption holds, then estimates of relative risks for a particular 
explanatory variable indicate the extent of subgroup differentials when the other factors 
in the model are controlled. Where there are interaction terms relative risks can be 
computed for combinations of categories of interacting variables, adjusting for the other 
variables.
The form of time-dependence adopted in this study permits a very large range of fixed 
and monotone increasing or decreasing relative risks. The plotted relative risks shown 
for the sake of illustration in Figure 5.3.5.1 are those estimated for selected categories 
of combinations of ethnic grouping, religion and current residence from the Ivorian data 
set for birth orders two to seven. The three background variables were combined 
because of strong first order interactions. There are three categories for ethnic grouping 
(Akan/Other African, Krou, and Mande/Voltaic), two for religion (Christian, non- 
Christian), and three for current residence (rural, towns other than Abidjan, and 
Abidjan). Akan/Other African, Christian and rural were designated as the respective 
baseline categories. Other variables in the model are birth order, age at reference event 
and education; the results presented below are, therefore, estimates adjusted for these 
three variables. The estimated regression coefficients used in calculating these relative 
risks are (an asterisk indicates time-dependence): Krou, - 0.134; Abidjan, -0.09;
Abidjan*, -0.012; non-Christian*, 0.012; interaction term for Krou and non-Christian, - 
0.14. Coefficients for time-dependent regressors were multiplied by t - 30.5, where t is 
the midpoint of the interval containing the failure or censoring time, and 30.5 the 
midpoint of the interval containing the mean of reported failure times.
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Figure 5.3.5.1: Estimated relative risks for birth orders 2 to 7, selected subgroups, Cote d’Ivoire
In addition to relative risks, one may also obtain estimates of distributions such as 
hazard and birth functions. For models involving time-dependent regressors, one or two 
summary measures calculated from, for example, the birth function may constitute a 
simpler indicator of subgroup differentials than the curve representing relative risks. It 
must be noted, however, that where a model involves more than one explanatory 
variable each unique combination of explanatory variables has a different birth (or 
hazard) function, and several such functions will be associated with each category of a 
particular explanatory variable, one corresponding to each of the unique combinations 
of the other variables. This over-abundance of distinct birth functions makes 
interpretation difficult, so it is desirable to construct composite birth functions which, 
like the relative risks, provide estimates of differentials between the categories of a 
given variable or variables adjusted for the effects of the other variables in the model, 
and which preserve the subgroup differences suggested by the relative risks. In effect, I 
want to determine the birth function corresponding to a given category of variable A 
(the variable of interest) when a ‘standard’ distribution of the control factors is applied
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to each category of A. My approach is to calculate, for each category of A, a weighted 
mean of all the birth functions corresponding to that particular category, using the 
marginal joint distribution of the control factors in each failure time interval as 
‘standard’ distribution.5 An illustration of the method is provided below.
An alternative approach which might be intuitively more appealing is to recognize 
explicitly that the categories of the explanatory variable(s) of interest may have 
different compositions with respect to the control factors by weighting the birth 
functions with the corresponding risk sets. However, this may result in the loss of the 
simple correspondence between relative risks and birth functions ensured by the use of 
marginals, and thus does not give rise to simple complementary statistics to the relative 
risk as intended here.
Figure 5.3.5.2: Comparison of estimated birth functions by relative age and estimated birth function 
adjusted for relative age, fourth confinement, Middle School education or higher (Ghana)
0.6 - -
0.4 -
Age 25 or under
2 6 -2 9
Adjusted for age
Months since reference event
5 This approach differs from the one reported in Rodriguez (1984; see also Rodriguez et al., 1984), in which fixed weights (the 
marginal joint distribution of the control factors at duration zero) are used for the entire exposure range. Since subgroups with 
relatively short birth intervals contribute little or nothing to the birth functions at higher durations, fixing the weights at the origin 
will often result in upwardly-biased ‘adjusted’ birth functions.
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Where the factor of interest interacts with other factors, ‘standardized’ birth functions 
are calculated for combinations of the variables concerned, as was done for relative 
risks. As an illustration of the procedure, Figure 5.3.5.2 presents estimated birth 
functions for the fourth confinement for respondents with at least middle school 
education in the Ghanaian data set. The only other variable in the model is age at third 
confinement, consisting of three categories:6 under 26, 26 - 29, and 30 or higher. There 
are, therefore, three birth functions for the lower educational category, and three for the 
higher category. For the latter, let B2i(j), # 22(7) and B-n(j),j = 1, ..., k be the respective 
values of these three birth functions at the end of the y'th time interval, the second 
subscript representing, in each case, the relative age category, and k being the number 
of time intervals. Also, let n.\(j), n.2(j) and /2.3 (A) represent the total number of 
respondents from each relative age category who are at risk in the y'th interval, and n..(j) 
their sum. If by B2.(j) is denoted the ‘adjusted’ birth function for the middle school or 
higher category, then
B2.(J) = [B2i(j)*n.i(J) + B22(j)*n.2(j) + B23(j)*n.3(j)} / n..(j) .
Summary measures calculated from these birth functions are the median, the cumulative 
proportion having a subsequent birth within five years of the reference event (B(60)),7 
and the trimean. The median, as a life-table measure, only partly reflects the average 
length of interbirth intervals, since many among the one half of the respondents who 
have not had another birth by the median may, conceivably, remain indefinitely in an 
open birth interval.
A clearer idea of fertility levels and differentials is provided by considering the median 
and B(60) together. In general, the combination of a relatively small median and a low 
B(60) may be taken to indicate some degree of fertility limitation, but a large median
6 The analysis also involved respondents with primary school education or lower. The categorizations for both relative age and 
education are the ‘best’ partitions, best in the usage of Section 5.3.2, obtained for the fourth confinement. Interactions between 
education and relative age are highly insignificant: the partial score chi-square associated with the four possible fixed and time- 
dependent interaction terms equals only 0.68.
7 That is, the value of the birth function at duration 60 months. The designation *B(60)’ is used in this and the next chapter for 
reasons of conciseness. B(60) is at times referred to in the literature as the ’quintum’ (Hobcraft and Rodriguez, 1980).
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coupled with a high B(60) implies that long spacing intervals do not necessarily lead to 
lower fertility. In contrast, a small median and a high B(60) suggest higher fertility, but 
a large median and a small B(60) may imply either lower fertility or that a non- 
negligible proportion of respondents have a next birth after more than five years. In the 
particular context of this study, because as many as seven successive confinements are 
being used in the same model, B(60)s from birth functions which have been adjusted for 
birth order provide reasonable indications of the overall levels of subgroup fertility, and 
are so interpreted.
Unlike the median, standardized trimeans may be considered as being fairly close to the 
true average birth intervals8, since they are based on what is, approximately, the set of 
respondents who have another birth within five years of the reference event.9 Trimeans 
may therefore be used to compare the interbirth intervals of different subgroups. In 
addition to these summary measures and the estimated relative risks, graphical plots of 
the ‘adjusted’ birth functions are presented in many instances (Chapter 6) to provide a 
clearer picture of differentials.
Differences between adjusted and unadjusted differentials will, naturally, depend on the 
degree of heterogeneity within a given factor category. For the birth-spacing data the 
greatest consistent differences appear, not surprisingly, between relative age categories. 
Since relative age is, in turn, often related to level of education, I illustrate the effect of 
statistical control by providing estimates of birth interval differentials before and after 
adjusting for the relative age. Table 5.3.5.1 contains estimated medians and B(60)s of 
birth functions for educational categories in all five data sets. The analysis was based 
on births of order two to seven, and the estimates have all been adjusted for birth order. 
The ‘raw’ estimates are from models involving education and birth order only, and the
8 For models involving more than one birth from each woman, trimeans are averages per birth rather than per woman.
9 The trimean is given by (Ql + 2Q2 + Q3)/4, where Q l, Q2 and Q3 are the first, second and third quartiles respectively. Since 
some respondents may not go on to have a subsequent birth, quartiles used in calculating the trimeans are the durations by which 
0.25*B(60), 0.50*B(60) and 0.75*B(60) respectively of all respondents (who experienced the reference event) have had a 
subsequent birth, and pertain approximately to respondents who have a subsequent birth within five years (Rodriguez and Hobcraft, 
1980). Figures reported here and elsewhere as medians or quartiles have, however, not been so standardized. For further 
information, see the cited reference.
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‘adjusted’ estimates, from models involving these two variables as well as relative age. 
For simplicity, only main effect models were considered, even though interactions 
between relative age and birth order may be strong. On the whole, the adjustment 
resulted in little change in the estimated medians. Nevertheless, with the exception of 
the Nigerian and Ivorian data sets, education differentials in B(60)s became narrowed 
after adjustment: this suggests that, if we ignore interaction effects, part of the lower 
fertility estimated for respondents in the higher educational categories (Chapter 6) may 
be explained by relative age. Note that birth order is itself strongly related to age, so 
differences between ‘raw’ and ‘adjusted’ estimates would have been greater if birth 
order had not been controlled.
Table 5.3.5.1: Estimates of birth interval differentials for educational categories 





Benin: No schooling 34.1 34.3 .882 .867
Primary 32.7 32.9 .838 .821
Secondary + 35.6 35.2 .720 .720
Cameroon: No schooling 31.3 31 .2 .839 .836
Primary 30.8 31.1 .874 .859
Secondary + 30 .0 30.4 .837 .817
Cote d’Ivoire: Primary or lower 32.8 32.9 .874 .863
Secondary + 30 .0 30.1 .823 .812
Ghana: Primary or lower 34.2 34.3 .838 .832
Middle 37 .2 37.5 .793 .782
Secondary + 40.1 39.5 .708 .717
Nigeria: No schooling 31.2 31.3 .816 .808
Primary 28.7 28.8 .888 .878
Secondary + 29 .0 29.2 .861 .853
Note: ‘raw’: adjusted for birth order but not for relative age; ‘adj.’: adjusted for both birth order and relative age.
Medians are in months since reference event.
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5.4 Hazard Models Methodology and Sample Size in Fertility Surveys
Nationally-representative fertility surveys usually cover large samples, and are thus 
expensive in that they require large inputs of both personnel and materials. They may 
also be time-consuming. For instance, the large sample sizes involved in the WFS 
surveys may have been partly responsible for the long delays in releasing the data. 
Furthermore, it is fair to say that data quality was sacrificed to some extent in order to 
obtain samples deemed large enough for the usual kinds of analysis, particularly for the 
calculation of fertility rates. Likewise, depth of information was sacrificed. For 
example, postpartum information was collected for only a few short segments of 
respondents’ experiences rather than for all live births, partly because of the sheer scale 
of the work that would have otherwise been required. Consequently, the information 
collected has, in many cases, very limited utility (Page et al., 1980; Rindfuss et al., 
1987; John et al., 1988).
The benefits to be derived from smaller but nationally-representative samples can, 
therefore, hardly be overstated. One major problem concerns the replacement of 
traditional fertility rates analysis with techniques that do not require very large samples. 
Hazard models methodology holds considerable promise in this respect, as it enables us 
to take advantage of any structure that is present in the data and, consequently, reduces 
the need for a large number of respondents. Moreover, for studies of recent fertility, a 
birth-interval-based analysis provides additional advantages over the synthetic cohort 
approach of the total fertility rate (Ryder, 1965; Wunsch and Termote, 1978: 60 - 65, 
144 - 151; Brass, 1981; Verma, 1980: 34).
This section determines the extent to which a smaller sample could have provided 
results similar to those obtained from a birth interval analysis involving a full data set, 
using the Ghanaian data set as universe. The exercise consists of comparing results 
obtained from the full data set with those obtained after subsampling, and focuses on 
two aspects of analysis: estimates of regression parameters and baseline functions, and 
discrimination between models. The ‘best’ model obtained for the second confinement
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(see below) is used for the first part of the exercise; the second part consists of searches 
for the ‘best’ partition of ethnic grouping for the second confinement as was done in 
Section 5.2.2.1. The partial likelihood method with Oakes’s approximation for ties is 
used for this purpose.
The Ghana standard recode file contains information on 6125 respondents, of whom 
5878 have valid values for the four main background variables used in the analysis: 
ethnic grouping, current residence, level of education, and religion.10 The information 
on the 5878 respondents constituted the full data set. I drew independent random 
subsamples forming, respectively, .50 (N = 2939), .30 (N = 1763), .25 (N = 1470), .20 
(N = 1176) and .10 (N = 588) of this total. Each sample includes respondents who had 
not experienced the reference event, a first live confinement, at the time of the 
interview.
5.4.1 Sample size and parameter estimates
The ‘best’ model for the second confinement involves seven regressor variables 
representing, respectively,
1. Middle school education or higher
2. Urban residence
3. Ewe or Northerner with primary school education or lower
4. Rural Ga-Adangbe
5. Period 0 - 6  completed years before the interview and relative age 20 or lower
6. Time-dependent component of variable 3
7. Time-dependent component of variable 5.
Four hundred random subsamples of the sizes indicated above were drawn using 
computer-generated pseudo-random numbers, and the regression analysis was
10 Most of the missing cases are respondents who did not fall in any of the four categories retained for ethnic grouping ( c f  pp. 44 
45).
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performed for each subsample. Table 5.4.1.1 shows the estimated regression 
coefficients and their standard errors for the full data set, and the means of the 
coefficients, 95 per cent confidence intervals for the means, and the smallest and largest 
values of the standard errors (i . e . their ranges) across the 400 subsamples. Figure 
5.4.1.1 shows, for illustrative purposes, the frequency distribution of the subsample 
estimates of the regression coefficient for the third regressor variable
Table 5.4.1.1: Comparison of estimated regression coefficients and standard errors for the full data set 
with means of coefficients, their 95 per cent confidence intervals, and ranges of standard errors of 400
random samples per given size
Regressor variables
Zl Z2 Z3 Z4 Z5 Z 3 * Z 5 *
FULL DATA SET (N = 5878)
ß -.223 -.130 -.274 -.453 -.316 .012 .018
s.e. .049 .043 .045 .107 .054 .004 .005
N = 2939
Mean(/J) -.222 -.129 -.277 -.454 -.319 .012 .018
95%  c. i. for the mean ±.005 ±.004 ± 0 0 4 ± 0 1 1 ±.005 ±.0004 ±.0004
sm allest s.e. .067 .059 .062 .130 .073 .005 .007
largest s.e. .074 .064 .066 .172 .083 .006 .008
N = 1763
Mean(/7) -.220 -.127 -.277 -.454 -.319 .012 .018
95%  c.i. fo r the m ean ±.007 ±.007 ± 0 0 7 ± 0 1 6 ± 0 0 8 ± 0 0 1 ± 001
smallest s.e. .085 .075 .079 .160 .090 .007 .008
largest s.e. .097 .084 .087 .249 .108 .008 .010
N = 1470
Mean(/3) -.221 -.126 -.278 -.443 -.316 .012 .018
95%  c.i. fo r the m ean ±.008 ±.008 ± 0 0 8 ± 0 1 8 ± 0 1 0 ± 0 0 1 ± 001
sm allest s.e. .094 .082 .087 .174 .098 .007 .009
largest s.e. .107 .092 .0% .284 .128 .008 .011
N  = 1176
Mean(/J) -.226 -.124 -.282 -.440 -.317 .012 .018
95%  c.i. fo r the m ean ±.010 ± 0 0 9 ± 0 0 9 ± 0 2 1 ± 0 1 1 ± 0 0 1 ±.001
sm allest s.e. .103 .091 .096 .190 .111 .008 .010
largest s.e. .122 .104 .109 .340 .138 .010 .013
N = 588
Mean(/?) -.232 -.124 -.286 -.433 -.323 .012 .018
95%  c.i. for the m ean ±.015 ± 0 1 3 ± 0 1 4 ± 0 3 5 ± 0 1 7 ± 001 ± 001
sm allest s.e. .142 .123 .132 .227 .149 .011 .013
largest s.e. .181 .156 .164 .715 .218 .014 .021










N = 5 8 8
-0.274
Estimate
The means of the subsample estimates for the individual regression coefficients are 
quite close to the estimates from the full data set even for the smallest sample size (N = 
588). Variation in the values of the estimates is, however, important, particularly for 
the two smallest sample sizes. Moreover, the standard errors of the coefficients become 
so large as sample size decreases that it may be extremely difficult to discover 
relationships that are statistically significant in the population; on the other hand, 
reducing sample size will attenuate the usual exaggeration of statistical significance in 
large samples when chi-square-based test statistics are used. On the basis of these 
results a sample size of, say, between 1500 and 2000 is probably large enough to ensure 
stable estimates of population parameters and yet small enough to be free of the 
disadvantages of large samples.
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Although the above exercise involved only the second confinement and one may want 
the sample to be large enough to permit birth-interval-specific analyses at both low and 
high birth orders, a sample of the size suggested here still provides adequate numbers 
for analysis. For example, among the 5878 cases selected for analysis from the 
Ghanaian data set, 4412 had had a first birth and were thus eligible for the analysis of 
time to the second birth. The corresponding number for time to the seventh birth (sixth 
birth as reference event) is 1120 respondents, or approximately 19 per cent of the total. 
Assuming a comparable percentage in the reduced samples, this means that the number 
of respondents available for analysis of time to the seventh confinement would be, 
respectively, about 558 for N = 2939, 335 for N = 1763, 279 for N = 1470, 223 for N = 
1176, and 112 for N = 588. It should be noted from the results of Section 5.3.3, 
moreover, that a birth-interval-specific analysis is not indispensable.
The values of individual regression coefficients are, of course, interdependent, and it is 
desirable to find out the extent to which the subsample regressions reproduce the 
parameter vector of the full data set. This may be done by testing the global null 
hypothesis that, for each subsample, ß equals the estimates from the full data set. Table 
5.4.1.2 shows the results of tests based on the likelihood ratio chi-square. Again, 400 
random subsamples were drawn for each sample size N. The model fitted was the same 
as in the preceding paragraph. While not many null hypotheses were rejected even at 
the 10 per cent significance level, it must be realized that, for the two smallest sample 
sizes in particular, this may be due more to high standard errors than to a good 
reproduction of the full data estimates.
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Table 5.4.1.2: Per cent of null hypotheses (ß = model) rejected in 4 0 0  random samples using the
likelihood ratio chi-square as test statistic
Sample size (N) 0.10
Significance level 
0.05 0.01 0.001
2939 - - - -
1763 2.00 0.25 - -
1470 2.25 0.75 0.25 -
1176 3.00 1.25 0.25 -
588 8.00 5.50 1.00 -
A similar assessment of the effects of reductions in sample sizes on (baseline) 
distributions was undertaken by taking means and 95 per cent confidence intervals of 
the conditional probabilities of ‘surviving’ any particular one-month time interval since 
the reference event across each set of 400 subsamples, and then computing baseline 
survivor functions as products of the resulting conditional probabilities. Table 5.4.1.3 
presents summary statistics based on the corresponding baseline birth functions, 
namely, B(60); the first, second and third quartiles of the distribution; and the trimean. 
As indicated in Section 5.3.5, quartiles used in calculating the trimean were 
‘standardized’ (Rodriguez and Hobcraft, 1980: 12) to correspond to respondents having 
a second confinement by duration 60 months. Figures appearing under Ql, Q2 and Q3 
in Table 5.4.1.3 have, however, not been so standardized.
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Table 5.4.1.3: Comparison of the baseline birth function for the full data set with those obtained from
400 random samples per given size
Sample size Qi Q2 Q3 B(60) Trimean
FULL DATA SET (N = 5878) 24.09 30.75 40.79 0.907 29.90
N = 2939 Mean 24.09 30.75 40.75 0.908 29.91
Lower 95% 23.97 30.59 40.55 0.911 29.77
Upper 95% 24.18 30.88 41.00 0.907 30.06
N = 1763 Mean 24.09 30.78 40.79 0.908 29.93
Lower 95% 23.97 30.59 40.47 0.912 29.74
Upper 95% 24.24 30.97 41.14 0.903 30.12
N = 1470 Mean 24.09 30.78 40.80 0.908 29.94
Lower 95% 23.95 30.56 40.45 0.914 29.72
Upper 95% 24.25 31.00 41.21 0.903 30.16
N = 1176 Mean 24.06 30.75 40.75 0.909 29.91
Lower 95% 23.89 30.50 40.37 0.915 29.65
Upper 95% 24.24 31.00 41.21 0.902 30.16
N = 588 Mean 23.86 30.71 41.00 0.912 29.93
Lower 95% 23.65 30.35 40.42 0.920 29.57
Upper 95% 24.13 31.11 41.79 0.903 30.32
Note: Figures against means and 95 per cent confidence bounds were obtained from birth functions based respectively on
the means and 95 per cent bounds of conditional ‘survival’ probabilities calculated across the 400 subsamples in 
each case.
Although the results show considerable stability across sample sizes, this may be partly 
due to the fact that I have averaged across 400 subsamples. Variation in estimates of 
baseline distributions is not expected to be as pronounced for small samples as was the 
case for the regression estimates, but non-baseline distributions will be more sensitive 
to sample size since they depend on estimates of the regression parameters.
5.4.2 Sample size and discrimination between models
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To estimate how often we may expect to pick the ‘right’ model at the various reduced 
sample sizes, I drew 1000 random subsamples in each case and fitted four of the ethnic 
grouping models discussed in Section 5.2.2.1: Model 1, with a global (likelihood ratio) 
chi-square of 41.73 on 6 degrees of freedom; Model 2, with a chi-square of 40.63 on 4 
degrees of freedom; Model 5, with a chi-square of 27.49 on 3 degrees of freedom; and 
Model 6, with a chi-square of 37.31 on 3 degrees of freedom. The simpler models were 
used here to cut down on the time required for each regression, and this made it possible 
to draw many more subsamples; it is doubtful that more complex models would have 
yielded results different from those presented in this section. In terms of explanatory 
power and parsimony, the rankings of these models at the 0.05 significance level among 
the seven presented in Section 5.2.2.1 are, respectively, third, second, fifth, and first. 
Table 5.4.2.1 shows how often each of the models was picked as ‘best’ model at the 
various sample sizes.




full data set* 2939 1763
Sample size (N) 
1470 1176 588
l 3rd 0.1 0.3 - 0.5 1.9
2 2nd 27.1 18.9 16.2 14.5 8.6
5 4th 1.7 9.4 13.0 17.5 31.0
6 1st 71.1 71.4 70.8 67.5 58.5
* The ‘best model’ among the four is ranked ‘1st’, second ‘best’ one ‘2nd’, etc.
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Since model 2 is nearly as good as model 6 in the full data set, it is reassuring to realize 
that the correct model is selected in a majority of cases even at the smaller sample sizes. 
It is noteworthy that as sample size decreases, model 5, which involves only fixed 
regressor variables, becomes important at the expense of models 2 and 6. This may be 
due to the fact that the generalization for time-dependent regressor variables which is 
used here consists of a simple test for proportionality, so that as sample size decreases 
the resulting increase in standard errors reduces the importance of time-dependent 
relationships.
5.4.3 Conclusion
These results provide some support for the earlier proposition that, given the availability 
of regression methods such as hazard models, important opportunities exist for the use 
of smaller samples in large-scale fertility surveys. Very small samples are, of course, 
subject to considerable sampling variability, and are thus undesirable. On the other 
hand, where one is prepared to abandon traditional methods of analysis the usual large 
sample may not be indispensable either. Indeed, sample sizes of between 1500 and 
2000 appear to be quite adequate both for the estimation of population parameters and 
for the identification of statistically significant relationships. The advantages to be 
derived from the implied reductions in sample size are quite evident. Although hazard 
models may not be applicable to several problem areas in demography, the widespread 




Ethnic grouping (or region of residence), religion, level of education and type of place 
of current residence, together with birth order and with age and period of reference 
event, were identified in the exploratory analysis of Chapter 5 as having statistically 
significant relationships with the time to the next birth. In the present chapter my main 
objective is to measure differentials in the tempo and, to the extent that this is possible 
from cross-sectional surveys, the quantum of fertility between subgroups formed by 
categories of these variables. The analysis is undertaken in two main stages. At the 
first stage, subgroup differentials are calculated without introducing period into the 
models, so that differentials have not been adjusted for period trends. This is in 
recognition of the fact that differentials are not really time-invariant, but apply only to 
the time periods covered by the birth histories. Models used at this stage are very 
similar to those presented in Appendix 5.3.4 except that they do not include period. 
Also, a few of these models include terms which became insignificant after the addition 
of period, and which were thus excluded from the models presented in Appendix 5.3.4. 
The second stage consists of an attempt to measure fertility trends over time, so the 
models include period, and are as presented in Appendix 5.3.4. Unless significant 
interactions are found between period and other factors, estimated period differentials 
apply more or less uniformly across subgroups. Special attention is paid to statistically 
significant interactions which suggest the existence of differences in the evolution of 
traditional cultural models (regression models excluding period) as well as point to
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specific trends in fertility that may be unique to particular sub-populations (regression 
models including period). To minimize computational difficulties relating to computing 
time and computer memory, only first order interactions are considered.
Estimated differentials are expressed in terms of relative risks and summary measures 
obtained from birth functions. Because of the presence of many time-dependent 
regressor variables in the models, most relative risks are presented as the ratios of 
hazard rates at durations 12, 24, 36, 48 and 60 months, rather than as a single ratio 
applicable to the whole 60-month exposure range.
Several birth functions may be associated with each factor category of interest, one for 
each unique combination of the factors being controlled (Chapter 5, Section 5.3.5). A 
‘standardized’ birth function has been calculated for each category of interest in the 
manner described in Chapter 5, Section 5.3.5. Where a factor of interest interacts with 
other factors, relative risks and ‘standardized’ birth functions have been computed for 
combinations of interacting factors. Birth functions are presented either in graphical 
form or in the form of summary measures, namely, the median, B(60) and the trimean; 
see Chapter 5, Section 5.3.5 for a brief discussion of these measures.
Although patterns across birth orders are illustrated, both birth order and relative age are 
treated largely as nuisance factors, and unless interactions between them and the socio­
economic and cultural variables show particularly strong patterns, such interactions 
have been ignored. Statistical significance was fixed at around one per cent. Birth 
order and relative age differentials are presented in Section 6.2, and sub-population 
differentials estimated from models which do not include period of reference event, in 
Section 6.3. Section 6.4 deals with fertility trends. Since the five data sets show 
different patterns of interactions between socio-economic factors, the treatment of one 
factor at a time (i . e ., across all data sets), though desirable, is quite impracticable. 
Consequently, the presentations in Sections 6.3 and 6.4 are made for one country at a 
time. Similarities and differences found across countries for both socio­
economic/demographic and period differentials are discussed in Section 6.5.
6.2 Differentials by Age at Reference Event and by Birth Order
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True socio-economic and cultural differentials in fertility can be assessed only after one 
has controlled for demographic and other factors that are also associated with fertility 
differentials. In the context of a predominantly natural fertility regime, age at the start 
of exposure to the risk of childbearing is perhaps the most important of these 
determinants. In general, time to next birth (and the probability of having such a next 
birth) is expected to depend considerably on age at reference event. Also, once relative 
age has been controlled the probability and timing of a next birth is expected to depend 
very little on the number of previous live confinements unless a conscious and serious 
attempt at fertility limitation is an aspect of the cultural fertility model, although small 
birth order differentials may remain for physiological and other reasons. Note that the 
converse of this proposition, namely, that the absence of dependence implies no 
limitation, is not necessarily true, since fertility control may take the form of a general 
slow-down in the speed of reproduction (that is, quite apart from age- or duration- 
related declines in fecundability), more or less uniformly across all birth orders. This, 
indeed, appears to be happening to a small degree among the Ghanaian respondents as 
the results presented later in this chapter indicate, and may well be one of the 
characteristics of the early stages of a generalized fertility decline.
The purpose of this section is to provide a brief overview of results obtained in relation 
to birth order and relative age. Two questions are of interest here. The first concerns 
spacing and transition patterns for births of different orders, adjusting, where possible, 
for the effects of age at the start of each birth interval. The second also involves 
spacing and transition patterns, but this time for categories of relative age, adjusting, if 
possible, for the effects of birth order. The two issues are intertwined to some extent 
because of the presence, in all the data sets except that of Nigeria, of considerable 
interactions between birth order and relative age. Whereas interactions between birth 
order and any of the socio-economic or cultural variables would indicate, for instance, 
sub-populations which practise a strong degree of deliberate fertility limitation, very 
few such interactions were observed, and these tended to involve only a lower birth
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order, and thus did not, in the context of the prevailing levels of fertility, suggest 
limitation related to the number of children one already had. Relative age interactions 
with socio-economic/cultural factors have also been ignored unless they represented a 
systematic pattern across at least two age categories.
Estimates of differentials by birth order and by relative age are largely in line with our 
expectations. On the whole, small birth order differentials are observed once age at 
reference event (and the socio-economic/cultural factors) have been controlled, which 
suggests that any subgroup differentials in birth interval lengths and in proportions 
going on to a higher parity are determined not so much by the number of children 
already borne as by other factors. In contrast, differentials between relative age 
categories are very important indeed: steady increases in birth interval lengths and 
decreases in B(60)s are observed as age at reference event increases. This reflects the 
simple fact that at any particular birth order younger women are more likely to go on to 
have more children than older women. Table 6.2.1, which provides a summary of 
results obtained from the Ghanaian data set, illustrates these results very well. Note that
Table 6.2.1: Estimated birth interval differentials by birth 




Birth function  
B(60) Trimean
1. Age £24: a) births 2, 3, 4, 6, 7 1.74 34.2 .847 31.8
b) birth 5 2.00 32.5 .884 31.0
2. Age 25 - 29: births 2 to 7 1.59 35.3 .821 32.3
3. Age 30 - 34: births 2 to 7 1.42 37.0 .785 32.9
4. Age 35+: births 2 to 7 1.00 43.0 .662 34.4
Note: Estimates have been adjusted for the effects of ethnic grouping, religion, education and current residence. Birth
function medians and trimeans are in months since reference event.
1 6 0
the large values obtained for estimates of B(60) even for higher birth orders reflect the 
rather high level of fertility. Further illustration of relative age effects are also provided 
in Figure 6.2.1, representing plots of estimated birth functions by relative age for the 
Nigerian data set. In general, interactions between birth order and relative age reflect 
one point already raised in Chapter 2, Section 2.2.2, and in Chapter 5, Section 5.2.1, 
namely, that women moving to high parities at relatively low ages often do so through 
shorter birth intervals.
Figure 6.2.1: Estimated birth functions* by relative age, Nigeria
Under 25
---------- 2 5 -2 9
3 0 -3 4
—  35 +
Months since reference event
‘Adjusted for the effects of birth order, region, religion, current residence and education
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6.3 Socio-economic and Cultural Differentials 
6.3.1 Benin
This section deals with birth interval differentials between categories of religion, level 
of education and type of place of current residence. The fourth socio-economic 
variable, region of residence, which, it will be recalled, is being used as a proxy for 
ethnic grouping, was not found to be an important factor. Statistically significant 
interactions were found between religion and education, so the results are presented 
under two subsections, one for these two variables, and the other for residence.
6.3.1.1 Religion and level of education
All five religious categories adopted in Chapter 3, namely, Traditional, Christian, 
Moslem, ‘No religion’ and ‘Other’, were initially retained for this analysis but, 
following the exploratory analysis, only two categories, Christian and non-Christian, 
were found to be necessary. These combine with the three educational categories (No 
formal education, Primary school, and Secondary +) to yield six distinct subgroups. 
Estimated birth functions adjusted for the effects of birth order, age at reference event 
and type of current residence are presented in Figure 6.3.1.1.
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Figure 6.3.1.1: Estimated birth functions* by religion and education, Benin
---------  Non-Christian, Primary or lower
-------- Christian, No schooling
--------Christian, Primary sch.
— . — Non-Christian, Sec +
---------Christian, Sec +
Months since reference event
'Adjusted for the effects of birth order, age at reference event and current residence
Christians tended to have slightly shorter birth intervals than non-Christians, with the 
difference in medians ranging from a little under one month among respondents with no 
formal education to about two and a half months among respondents with secondary 
school education or higher. Significant religious effects are, however, indicated only 
among respondents with secondary school education or higher: at lower durations
Christians have much higher risks than non-Christians, but this relationship is reversed 
shortly before the fourth year after the reference event, and the B(60)s of the former are 
about six per cent lower than those of the latter. On the whole education is a more 
important factor than religion, with respondents in the Secondary + category exhibiting 
both longer birth intervals and lower B(60)s. Differentials between respondents in 
lower educational categories are very narrow, especially among non-Christians. Non- 
Christians are predominantly Traditional in the No Schooling category, predominantly 
Moslem in the Secondary + category, and about equally divided between Traditionais, 
Moslems and ‘No religion’/ ‘Other’ in the Primary school category; the three religious
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categories were merged on the basis of their similar birth spacing characteristics. A 
summary of the differentials is provided in Table 6.3.1.1.
Table 6.3.1.1: Estimated birth interval differentials by religion 
and by level of education, Benin
Relative risk at duration Birth function
Subgroup 12 24 36 48 60 Median B(60) Trimean
1. Non-Christian, Primary or lower 1.0 34.5 .859 32.1
2. Non-Christian, Secondary + — — 0.73 — — 37.8 .767 33.6
3. Christian, no schooling — — 1.09 — — 33.6 .881 31.6
4. Christian, Primary school 1.50 1.22 0.99 0.81 0.66 32.6 .850 30.1
5. Christian, Secondary + 1.61 1.02 0.65 0.41 0.26 35.3 .721 29.5
Note: Estimates have been adjusted for the effects of birth order, age at reference event and type of place of current residence.
Durations are in months since reference event.
6.3.1.2 Type of place of current residence.
Three residence types were used: rural, small urban and large urban. Estimates of birth 
functions for residence categories adjusted for the effects of the other variables in the 
model are shown in Figure 6.3.1.2. Relative to rural respondents, those from small 
urban areas show slightly reduced but proportional risks, longer birth intervals, and a 
slightly lower B(60). Respondents from large urban areas, however, show higher risks 
at early durations than do respondents from the other two categories, and a steady 
decline in relative risks with increasing duration so that by duration 60 months a smaller 
proportion among them have had a next birth. Overall, they have shorter birth intervals 
which, considering their slightly lower B(60), suggests a small degree of (non- 
traditional) fertility control.
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Figure 6.3.1.2: Estimated birth functions* by current residence, Benin
— Rural
—  Small urban
— - Large urban
Months since reference event
‘Adjusted for the effects of birth order, age at reference event, religion and education
6.3.2 Cameroon
Five background variables from the Cameroonian data set were considered during the 
exploratory data analysis: ethnic grouping, religion, level of education, type of place of 
current residence, and type of place of childhood residence. The last variable was, 
however, found to have no significant relationship with the birth interval. Among the 
remaining four, statistically significant first order interactions were found between 
ethnic grouping and religion, ethnic grouping and current residence, ethnic grouping 
and education, and current residence and education. Although these two-factor cross- 
interactions make the inclusion of higher order interactions in the model desirable, it is 
doubtful that the resulting improvement in the fit would justify the additional cost in 
computations. Because of the interactions, all four variables are considered together.
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As in previous chapters, three ethnic groupings were defined: Bantu, Semi Bantu and 
Northern. However, once religion was controlled no difference was found between 
Bantus and Northerners, not even in terms of interaction patterns, and these two 
categories were merged for the final regression model. Religion itself consisted of two 
categories (Moslems and non-Moslems), down from four initially; non-Moslems were 
made up of Catholics, Protestants, and the largely Traditional ‘Others’. Current 
residence was defined as an urban-rural dichotomy, as was done in earlier chapters, and 
three educational categories — No formal education (No schooling), Primary School, 
and Secondary + — were used. The results of the regression analysis are summarized 
in Table 63.2.1. Estimates of differentials are those obtained after adjusting for the 
effects of birth order and age at reference event.
Relative to rural non-Moslem Bantus or Northerners with no formal education, 
Moslems, on the whole, tend to have higher risks than non-Moslems at early durations. 
Their relative risks, however, usually decline with duration, and they tend to have both 
shorter birth intervals and lower B(60)s at each level of the residence-education 
combination. This combination of decreasing relative risks and shorter birth intervals 
means Moslem B(60)s provide reasonable approximations to parity progression ratios. 
In contrast, estimated B(60)s for non-Moslems could be substantially lower than the 
corresponding parity progression ratios. Consequently, lower B(60)s imply that 
Moslems have, on the whole, lower fertility than non-Moslems. Among Moslems, there 
are no ethnic differentials in rural areas, but urban Semi Bantus tend to have slightly 
longer birth intervals and a slightly higher B(60) than urban Bantus and urban 
Northerners.
Among non-Moslems, and again using rural non-Moslem respondents with no formal 
education who are either Bantus or Northerners as reference category, most of the other 
Bantu/Northem categories have decreasing relative risks (exceptions: Rural
respondents with primary education, increasing relative risks; and rural respondents in 
the Secondary + category, proportional risks) whilst most Semi Bantu categories have 
increasing relative risks (exceptions: respondents in the Secondary + category, both
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rural and urban, decreasing relative risks). Plots of estimated birth functions, not shown 
here, indicate that subgroups with increasing relative risks as indicated above, 
particularly non-Moslem Semi Bantus with primary school education or lower, have 
much lower cumulative proportions having a next birth at early durations, hence the 
longer birth intervals, and it is the rapid increases in their relative risks that result in 
their having much higher B(60)s than the other subgroups.
For a given ethnic grouping and level of education, urban Bantu and urban Northern 
respondents have slightly shorter birth intervals and slightly higher B(60)s than their 
rural counterparts. In contrast, differentials are fairly negligible among Semi Bantus 
when the levels of religion and education are fixed. In particular, interbirth intervals 
differ very little, and with the exception of respondents with Primary school education, 
urban B(60)s tend to be either equal to or slightly higher than rural B(60)s.
Educational differentials also vary along ethnic and residence lines. For rural 
respondents and across all ethnic groupings a curvilinear relationship appears to exist 
between fertility and education, with respondents in the Primary school category 
showing slightly longer birth intervals and, at the same time, a higher B(60) than those 
in the No schooling category. Rural non-Moslems in the Secondary + category have 
just about the same spacing and transition patterns as rural respondents from the No 
education categories among Bantus and Northerners, but lower fertility (shorter birth 
intervals with lower B(60)) is indicated for the higher educational category among Semi 
Bantus. Whilst this last observation is true for both non-Moslems and Moslems, the 
results for the latter are only a prediction based on the structure existing in the data, for 
very few Moslems in the sample had secondary school education or higher. Among 
urban respondents there are hardly any educational differentials once religion and ethnic 
grouping are controlled, although lower fertility is indicated for non-Moslem Semi 
Bantus in the Secondary + category.
Table 6.3.2.1: Estimated birth interval differentials by ethnic grouping, 
religion, current residence and education, Cameroon
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Subgroup 12
Relative risk at duration 
24 36 48 60
Birth function 
Median B(60) Trimean
1 . Bantu non-Moslem, Northern non-Moslem:
a. Rural, No sch. — — 1.0 — — 31.0 .817 28.5
b. Rural, Primary sch. 0.81 0.95 1.12 1.31 1.54 31.4 .849 29.6
c. Rural, Secondary + — — 1.03 — — 30.6 .827 28.4
d. Urban, Primary sch. or lower 1.17 1.04 0.92 0.81 0.72 30.5 .796 27.7
e. Urban, Secondary + 1.21 1.07 0.94 0.83 0.74 30.1 .806 27.5
2. Bantu Moslem, Northern Moslem:
a. Rural, No sch. 1.20 1.04 0.90 0.78 0.68 30.4 .793 27.5
b. Rural, Primary sch. 0.98 1.00 1.01 1.03 1.04 31.0 .820 28.6
c. Rural Secondary +* 1.24 1.08 0.93 0.81 0.70 30.0 .803 27.4
d. Urban, Primary sch. or lower 1.41 1.08 0.83 0.64 0.49 29.8 .775 26.6
e. Urban, Secondary +* 1.46 1.12 0.85 0.65 0.50 29.4 .785 26.4
3. Semi Bantu non-Moslem:
a. RuralNTo sch. 0.70 0.92 1.22 1.61 2.12 31.7 .874 30.3
b. Rural, Primary sch. 0.57 0.88 1.36 2.11 3.26 32.0 .908 31.1
c. Rural, Secondary + 1.15 1.06 0.97 0.90 0.83 30.3 .813 27.8
d. Urban, Primary sch. or lower 0.66 0.91 1.26 1.74 2.41 31.8 .884 30.6
e. Urban, Secondary + 1.08 1.04 1.00 0.97 0.93 30.5 .820 28.1
4. Semi Bantu Moslem:
a. Rural, No sch. 1.19 1.04 0.91 0.80 0.70 30.4 .794 27.6
b. Rural, Primary sch. 0.97 0.99 1.02 1.05 1.07 31.0 .822 28.7
c. Rural, Secondary +* 1.95 1.19 0.73 0.45 0.27 28.1 .776 24.9
d. Urban, Primary sch. or lower 1.12 1.03 0.94 0.86 0.79 30.5 .814 28.0
e. Urban, Secondary +* 1.84 1.18 0.75 0.48 0.31 28.4 .767 25.1
* Fewer than 30 cases across births two to seven.
Note: Estimates have been adjusted for the effects of birth order and age at reference event Durations are in months since
reference event.
6.3.3 Cote d’Ivoire
In the Ivorian data set all four background variables (ethnic grouping, religion, current 
residence and education) were found to show statistically significant associations with 
the birth interval. ‘Optimal’ partitions for these variables were as follows: for ethnic 
grouping, (i) Akan and Other African, (ii) Krou, and (iii) Mande and Voltaic; for
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religion, (i) Christian and (ii) non-Christian (Moslem, ‘Other’); for residence, (i) rural, 
(ii) towns other than Abidjan (S. urban), and (iii) Abidjan; and for education, (i) 
Primary school or lower, and (ii) Secondary +. First order interactions were found to 
be significant, at about 0.01, between ethnic grouping and religion, between ethnic 
grouping and residence, and between residence and education. The results of the 
regression analysis are presented in two parts, one dealing with ethnicity, religion and 
residence taken together, and the other, education and residence.
6.3.3.1 Ethnic grouping, religion and current residence
Table 6.3.3.1 shows estimates of birth interval differentials for combinations of ethnic 
grouping, religion and residence, adjusted for birth order, age at reference event and 
level of education. Among Akans and Other Africans, for each residence category and 
using rural Christians as baseline, relative risks of urban Christians, which are about 
equal to those of rural Christians at early durations, decline with increasing duration. 
Non-Christians, however, exhibit constant or slightly increasing relative risks. 
Christians also tend to have slightly shorter birth intervals and B(60)s that are a little 
lower than those of non-Christians. Religious differentials among Akans and Other 
Africans are, on the whole, almost negligible, as are residence differentials. Within 
each religious category there are virtually no residence differentials in the lengths of 
birth intervals. However, respondents from Abidjan have a slightly lower B(60) than 
those from the other two residence categories.
The most palpable differentials are obtained for Krous. Relative to rural Christians 
from the Akan/Other African category, hazard ratios of Krous are lower and more or 
less constant. Within each residence category, B(60)s for Christians are only slightly 
higher than those of non-Christians. However, Christians tend to have shorter birth 
intervals than non-Christians, trimeans of their birth intervals being about two months
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shorter than those of the latter. A curvilinear relationship is found between residence 
and fertility: within each religious category small urban areas have trimeans that are 
also about two months shorter than those of rural respondents. They also have higher 
B(60)s. In contrast, Krou respondents from Abidjan have slightly longer birth intervals 
and lower B(60)s than their rural counterparts.
Table 6.3.3.1: Estimated birth interval differentials by ethnic grouping, religion 
and current residence, Cote d’Ivoire
Relative risk at duration Birth function
Subgroup 12 24 36 48 60 Median B(60) Trimean
1. Akan and Other African:
a. Rural, Christian — — 1.0 — — 31.0 .870 29.2
b. Rural, non-Christian 0.81 0.93 1.07 1.23 1.41 31.8 .889 30.3
c. S. urban, Christian 1.17 1.06 0.95 0.86 0.78 30.3 .858 28.5
d. S. urban, non-Christian 0.94 0.98 1.02 1.06 1.10 31.2 .875 29.5
e. Abidjan, Christian 1.14 0.99 0.86 0.74 0.65 31.0 .828 28.5
f. Abidjan, non-Christian — — 0.91 — — 32.0 .845 29.6
2. Krou:
a. Rural, Christian — — 0.87 — — 32.6 .834 30.0
b. Rural, non-Christian 0.61 0.70 0.81 0.93 1.07 35.1 .815 31.8
c. S. urban, Christian 1.28 1.15 1.04 0.94 0.85 29.2 .880 28.0
d. S. urban, non-Christian 0.89 0.93 0.96 1.00 1.04 31.9 .861 29.8
e. Abidjan, Christian 0.99 0.86 0.75 0.65 0.57 32.9 .786 29.1
f. Abidjan, non-Christian — — 0.69 — — 35.6 .760 31.0
3. Mande and Voltaic:
a. Rural, Christian 0.58 0.72 0.90 1.12 1.40 34.5 .851 32.1
b. Rural, non-Christian 0.47 0.67 0.96 1.38 1.98 35.0 .878 33.0
c. S. urban, Christian 0.88 0.84 0.80 0.76 0.72 33.3 .806 29.9
d. S. urban, non-Christian 0.71 0.78 0.85 0.93 1.02 34.0 .828 31.1
e. Abidjan, Christian 0.66 0.71 0.77 0.84 0.91 35.0 .796 31.3
f. Abidjan, non-Christian 0.53 0.66 0.82 1.03 1.28 35.5 .822 32.4
Note: Estimates have been adjusted for the effects of birth order, age at reference event and education. Durations are in
months since reference event.
Relative, once again, to rural Christians from the Akan/Other African group Mandes 
and Voltaics generally exhibit lower but increasing relative risks. Here, within each
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residence category non-Christians tend to be associated with longer birth intervals and 
higher B(60)s, but religious differentials are very narrow indeed. Residence 
differentials, for fixed religion, are also very narrow7. In particular, birth interval lengths 
are more or less equal. However, rural categories have slightly higher B(60)s than 
urban categories. There are no differentials between Abidjan and the other towns in this 
group.
Overall, fertility is slightly higher (shorter birth intervals, higher B(60)s) among 
Akans/Other Africans than among the other two groups. Krous tend to be intermediate 
between the Akan/Other African and the Mande/Voltaic who, outside of Abidjan, 
exhibit the longest birth intervals and the lowest B(60)s. Krous resident in Abidjan, 
whilst being associated with shorter birth intervals than their Mande/Voltaic 
counterparts, show lower B(60)s than the latter.
6.3.3.2 Level of education
Consideration of education differentials cannot be made usefully without bringing 
current residence into the picture, since the two variables interact. As indicated earlier, 
two categories were retained for education in the final model: Primary school or lower, 
and Secondary +. Residence, on the other hand, comprises three categories: rural, 
small urban (i.e., towns other than Abidjan), and Abidjan. The results (Figure 6.3.3.1) 
indicate no difference between educational categories among rural and small urban 
respondents, but lower fertility (shorter birth intervals coupled with a lower B(60)) for 
the Secondary + category among Abidjan respondents. This differential is associated 
with very high relative risks (relative to rural respondents) at early durations which 
decline very rapidly as duration increases. As Figure 6.3.3.1 indicates, up to about 
duration 36 months the cumulative proportion having a next birth is higher for Abidjan
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Figure 6.3.3.1: Estimated birth functions* by education and current residence, Cote d’Ivoire
Abidjan, Primary or lower 
Abidjan, S ec  +
Small urban, all educ. categories 
Rural, all educ. categories
Months since reference event
"Adjusted for the effects of birth order, age at reference event, ethnic grouping and religion
respondents from the Secondary + category than it is for the other subgroups. Abidjan 
respondents in the lower educational category also have declining relative risks, as do 
all small urban respondents, but their risks are not much higher than rural relative risks 
at the early durations, and the declines across the 60-month period are not very 
substantial. Nevertheless the above relationships between hazard functions translate 
into slightly shorter birth intervals and lower B(60)s for small urban respondents 
relative to rural respondents, whereas Abidjan respondents in the Primary school or 
lower category have birth intervals similar in length to those of the rural respondents, 
together with a lower B(60). Consideration of education-residence differentials within 
ethnic groupings indicates that the residence-ethnic grouping interaction discussed 
above does not affect these results.
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6.3.4 Ghana
As in the case of Cameroon and Cote d’Ivoire, the four background variables, ethnic 
grouping, religion, current residence and education were all found to be related in a 
statistically significant way with the birth interval. However, none of the two-factor 
interactions was found to be statistically significant. This means, among other things, 
that differentials for any of the four factors apply more or less uniformly across 
categories of the others.
6.3.4.1 Ethnic grouping and religion
The four ethnic groupings introduced in Chapter 3, Section 3.4.1, were adopted initially 
for the regression analysis. However, the exploratory analysis showed no differentials 
between Akans and Ga-Adangbes, and the three ethnic categories retained for analysis 
were (i) Akan/Ga-Adangbe, (ii) Ewe, and (iii) Northern. A similar merging of 
categories was found to be possible with respect to religion, and the six original 
categories — Catholic, Other Christian, Moslem, Traditional, No religion, and Other 
religion — were reduced to two: (i) non-traditional religion, including respondents 
professing ‘No religion’, and (ii) traditional religion. Plots of estimated birth functions 
for ethnic grouping and religion are shown in Figures 6.3.4.1 and 6.3.4.2 respectively.
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Months since reference event
‘Adjusted for the effects of birth order, age at reference event, religion, current residence and education
Figure 6.3.4.2: Estimated birth functions* by religion, Ghana
Non-tradition al 
Traditional
Months since reference event
‘Adjusted for the effects of birth order, age at reference event, ethnic grouping, current residence and education
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For ethnic grouping, the results indicate little difference between Akans/Ga-Adangbes 
and Ewes, particularly in terms of cumulative proportions having a next birth, except 
perhaps towards the cut-off point of 60 months. In effect, the hazard rates for Ewe 
respondents are only slightly lower than those of Akans/Ga-Adangbes (baseline 
category) at early durations, and increase slowly with duration in relative terms to 
become a little higher at longer durations. In contrast, estimated hazard rates for the 
Nonhem subgroup are much lower than the rates for the other two categories at early 
durations, increase much faster in relative terms, and are much higher at longer 
durations although the corresponding cumulative proportions having a next birth are 
considerably lower than those of the other two subgroups for most of the 60-month 
exposure period. The birth intervals associated with these relationships are very much 
in agreement with results presented in Chapter 7 for durations of breastfeeding and of 
postpartum sexual abstinence: Akans and Ga-Adangbes have relatively shorter
intervals (median 34.1 months, trimean 31.1), Northerners longer ones (median 38.0 
months, trimean 34.7), and Ewes are somewhere in between the two (median 34.5, 
trimean 32.0). However, rapidly increasing relative risks among Northerners and the 
implied relative decline among Akans/Ga-Adangbes result in very similar B(60)s (0.817 
for the latter, and 0.814 for the former) and possibly similar levels of fertility. The 
estimated B(60) (0.838) for the Ewe subgroup is slightly higher, as is probably the level 
of fertility.
For religion, respondents professing traditional religion appear to have lower risks 
(fixed relative risk of 0.89) and thus lower cumulative proportions having a next birth, 
and consequently longer birth intervals. The estimated median for Traditionais is 36.5 
months, the trimean 32.5 months, and the B(60) 0.790; the corresponding estimates for 
non-Traditionals are, respectively, 34.8 months, 31.9 months, and 0.827. While there is 
no particular reason for doubting this result, it should be pointed out that Traditionais 
tend to have very low levels of education, and are more likely to under-report their 
fertility (Shah and Singh, 1985: 68 - 69). For a similar reason, it is quite possible that 
omissions have contributed to the finding of no significant differential between 
Christians and Moslems.
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6.3.4.2 Type of place of current residence
Exploratory analysis suggests little difference between rural respondents and those from 
small urban areas, so only two residence categories are needed: rural or small urban, 
and large urban. The latter has hazard rates that are about ten per cent lower (fixed 
relative risk estimated as 0.90) than those of the rural/small urban category across the 
five-year exposure duration, longer birth intervals (median: 36.4 versus 34.9 for the 
baseline; trimean: 32.5 versus 32.0), and a slightly lower B(60) (0.792 versus 0.824). 
The differences between the estimated birth functions of the two categories are very 
similar to those presented in Figure 6.3.4.2 for religion.
6.3.4.3 Level of education
Three educational categories were used: (i) Primary school or lower, (ii) Middle school, 
and (iii) Secondary +. The results, illustrated in Figure 6.3.4.3, indicate a 
straightforward inverse relationship between level of education and cumulative 
proportions having a next birth, and a more or less positive relationship between 
education and median birth intervals. However, differences in birth intervals between 
respondents from the Middle and Secondary + categories are not very important, and 
differences in estimated birth functions are important only at higher durations. The 
results are summarized in Table 6.3.4.1.
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Figure 6.3.43: Estimated birth functions* by education, Ghana
Primary or lower 
Middle sch. 
Secondary +
Months since reference event
'Adjusted for the effects of birth order, age at reference event, ethnic grouping, religion and current residence
Table 6.3.4.1: Estimated birth interval differentials by 
level o f education, Ghana
Subgroup 12
Relative risk at duration 
24 36 48 60
Birth function 
Median B(60) Trimean
1. Primary school or lower — — 1.0 — — 34.3 .833 31.6
2. Middle school 0.61 0.71 0.81 0.94 1.08 38.4 .779 34.1
3. Secondary + _____ _____ 0.69 _____ _____ 39.8 .712 33.4
Note: Estimates have been adjusted for the effects of birth order, age at reference event, ethnic grouping, religion and current
residence. Durations are in months since reference event.
6.3.5 Nigeria
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The Nigerian data show very strong interactions between region and religion, and little 
either between these and the two remaining factors (residence and education) or 
between residence and education. The results of the regression analysis are, therefore, 
presented in three subsections, one for religion and region, and one each for the other 
two factors.
6.3.5.1 Region of residence and religion
It will be recalled that the four regions used in the data set are North-east, North-west, 
South-east and South-west. The exploratory analysis suggested retaining this partition. 
In contrast, the seven broad religious categories originally adopted in Chapter 3, 
namely, Catholic, Protestant, Other Christian, Moslem, Traditional, No religion, and 
Other, could be reduced to three as follows: (i) Christian, (ii) Moslem, No religion or 
‘Other religion’, and (iii) Traditional. Table 6.3.5.1 shows estimates of region-religion 
differentials. For each region, the shortest birth intervals are associated with 
Christianity, the longest with traditional religion, and the Moslem/No religion/Other 
category has intermediate values. However, among respondents from the South-west 
the trimean for the Moslem/No religion/Other category is a little longer than that of the 
Traditional category, largely because the B(60) of the latter is fairly low relative to that 
of the former. Christians also tend to have the highest B(60)s among respondents from 
the two northern regions, although B(60) differentials in the North-east are rather small. 
In fact, religious differentials in both birth intervals and cumulative proportions having 
a next birth are important in the North-west and the South-east but not in the other two 
regional categories. In the North-west category fertility is probably highest among 
Christians, and lowest among Moslems and the groups affiliated to them in the above 
partition. For southern groups adherents of traditional religion have the highest B(60)
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and perhaps the highest fertility among respondents from the South-east, and the lowest 
B(60) and possibly the lowest fertility among those from the South-west.
In general, relative to Christians from the North-east, respondents from the South-west 
tend to have risks that increase significantly with duration, a reflection of the rather long 
durations of breastfeeding and postpartum sexual abstinence observed by the latter 
(Chapter 7). Respondents from the South-west, together with adherents of traditional 
religion from the North-west and the South-east who have similarly increasing relative 
risks, tend to have the longest birth intervals, although plots of birth functions suggest 
that the fertility of the South-west subgroup is among the lowest, and that of the 
Traditionais from the South-east perhaps the highest. The absence of systematic 
regional patterns of B(60)s and, to a lesser extent, of medians and trimeans, is indicative 
of the strength of region-religion interactions.
Table 6.3.5.1: Estimated birth interval differentials by region of residence 
and by religion, Nigeria
Relative risk at duration Birth function
Subgroup 12 24 36 48 60 Median B(60) Trimean
1. North-east:
a. Christian












b. Moslem/No religion/* Other’
c. Traditional
— — 1.0 —
— — 0.95 —
— — 0.87 —
1.22
— — 0.77 —
0.41 0.59 0.84 1.19
1.07
— — 0.85 —
0.54 0.83 1.28 1.97
0.61 0.74 0.89 1.08
0 5 0 0.68 0.92 1.25
0.53 0.64 0.78 0.94
— 28.7 .842 26.9
— 29.3 .828 27.1
— 30.6 .802 27.6
— 26.7 .893 25.8
— 32.7 .759 28.2
1.69 36.4 .793 32.3
— 27.9 .861 26.5
— 31.0 .794 27.7
3.04 31.5 .911 30.6
1.31 33.3 .806 29.9
1.69 34.4 .820 31.2
1.14 35.5 .762 30.6
Note: Estimates have been adjusted for the effects of birth order, age at reference event, type of current residence and level of
education. Durations are in months since reference event
6.3.5.2 Type of place of current residence
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The three original residence categories were ‘Village’, ‘Town’ and ‘City’. However, 
differentials between the first two were found to be negligible, and I opted for two 
categories in a way similar to the results obtained from the Ghanaian data, that is, (i) 
Village or Town, and (ii) City. Relative to the Village/Town category the City group 
shows higher risks at early durations (hazard ratio at month 12 = 1.24), but the relative 
risk declines slowly with duration (hazard ratio at month 60 = 0.77), so that the median 
and the trimean for the City category are, at 29.6 and 26.9 months respectively, 1.7 and 
1.4 months shorter than those of the other category. Estimated B(60)s are, however, 
equal (0.807 for City, 0.811 for Village/Town), and there is probably no fertility 
differential by type of current residence. These estimated differentials are illustrated by 
the birth function plots of Figure 6.3.5.1. In view of the result that City respondents 
have shorter birth intervals this conclusion suggests the presence of some fertility 
limitation within this category.






0 12 24 36 48 60
Months since reference event
‘Adjusted for the effects of birth order, age at reference event, region, religion and education
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6.3.5.3 Level of education
As for current residence, respondents fall essentially into two educational categories: 
(i) No schooling or Koranic education (No schooling), and (ii) Primary school or 
higher. The adjusted estimates indicate higher risks among respondents from the 
‘educated’ category (fixed hazard ratio of 1.15), as illustrated by the birth functions of 
Figure 6.3.5.2. The median and trimean for the ‘educated’ category are 29.4 and 27.6 
months respectively, compared to 31.5 and 28.4 for the No schooling category. With 
estimated B(60)s of 0.846 for the ‘educated’ category as against 0.804 for the other, it 
thus appears that the former has higher fertility than the No schooling category. If the 
‘educated’ category is split into two (Primary school; Secondary +), the results indicate 
that the intermediate category has the highest fertility, but the fertility of the highest 
education category appears to be higher than that of the category with no formal 
education. This unexpected result is not explained by the fact that the results have been 
adjusted for the effects of factors such as relative age: estimated B(60)s from a
regression model involving only education are 0.817 for the No schooling/Koranic 
education category, 0.889 for the Primary school category, and 0.863 for the Secondary 
+ category. Rather, further investigation indicates that this is so because analysis has 
been restricted to the first seven live confinements. Reported mean numbers of children 
ever bom among respondents aged 45 to 49 at the time of the interview are 5.65 for the 
No schooling category, 6.78 for the Primary school category, and 4.25 for the 
Secondary + category. However, if this analysis is restricted to women with at least one 
and at most eight live births, the corresponding means are, respectively, 4.89, 6.0 and 
5.67. Although these figures may have been affected by age mis-statements and, for the
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Figure 6.3.5.2: Estimated birth functions* by education, Nigeria
Months since reference event
"Adjusted for the effects of birth order, age at reference event, region, religion and current residence
highest education category, small numbers, they show nonetheless that the majority of 
fertile ‘educated’ women are not compensating for the erosion of prolonged 
breastfeeding and abstinence (Chapter 7, Section 7.3), and thus have higher fertility 
than most of the ‘uneducated’ women.
6.4 Period Differentials: Recent Trends in Birth Spacing
So far we have looked at birth interval differentials without taking possible sub­
population differences in trends into account. The results presented in the preceding 
sections, therefore, represent a general picture of subgroup differentials applicable to 
the period covered by the survey, that is, within about 40 years of the Cameroonian 
survey, 36 years of the Ivorian one, and within 35 years of the others; most of the 
confinements actually occurred within about 20 years of each survey. This general 
picture would be especially valid in the absence of interactions between period and the
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background variables, in which case any period differentials apply more or less 
uniformly across all sub-populations. It is possible, however, that different patterns of 
change have occurred or are occurring within the various subgroups, in which case it 
should be possible to observe statistically significant interactions, depending on the 
degree of change. This section seeks evidence for such interactions, attempts to 
measure period trends across each sample, and, depending on the importance of the 
overall trends, explores trends within particular subgroups.
Period of reference event, in completed years before the interview, was initially 
partitioned into three categories: 0 - 6, 7 - 11, and 12 or more (12 +). Underlying the 
choice of these period categories is the assumption of stability in both spacing and 
parity progression ratios within each period. It is difficult to validate this assumption, 
partly because periods must have a minimum width, and it would be unwise to use a 
width of less than five years. During the exploratory analysis attempts were made to 
determine the optimal length of the period immediately preceding the survey and in 
most cases five or six years was identified. Six years was, however, the preferred width 
for this period, in view of the 60-month maximum exposure time set for the life tables. 
This way, not all long birth intervals are forced by the analysis to close in the same year 
as the interview. A five-year width for the second period was adopted because it was 
not thought that the extra constraints imposed on the first period by the interview were 
applicable for that period. In contrast, the 12 + period could have been broken down 
into smaller units if this was needed. However, it is doubtful that the assumption of 
stability could be violated to any considerable degree in any of the five countries for 
this period. In many cases no differences were found between the 7 - 11 and the 12 + 
periods, and the three periods were reduced to two. Once again, the results are 
presented on a country by country basis.
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6.4.1 Benin
The Benin data set was one of those for which little difference was found between the 7 
- 11 years period and the 12 + period; the two periods to be compared are, therefore, 0 - 
6 years and 7 + years before the interview. These periods correspond, approximately, to 
1975/76 - 1981 and from the 1950s up to about 1975/76 respectively. The only 
significant interaction was found to be between period and religion ( Period 0 - 6 by 
Christian, significant at 0.002), representing an apparent, albeit negligible, increase in 
both birth interval lengths and B(60) among Christians. No period differentials were 
found among non-Christians, and overall, religious differentials over the two periods 
evolved only a little. Christian birth intervals were slightly shorter than those of non- 
Christians during the earlier period. However, the apparent increases in both birth 
intervals and B(60) among Christians meant the disappearance of this differential 
during the more recent period. In contrast, the rather small difference in B(60)s 
between the two religious categories in the earlier period increased slightly in the more 
recent period. Estimates of period differentials by religious category, adjusted for the 
effects of birth order, age at reference event, current residence and education, are given 
in Table 6.4.1.1.
Table 6.4.1.1: Estimated birth interval differentials by 






1. Non-Christian, both periods 1.00 34.5 .853 32.0
2. Christian, Period 7 + 1.09 33.4 .870 31.3
3. Christian, Period 0 - 6 0.98 -1.48* 34.2 .901 32.5
* Estimated relative risks at durations 24 and 48 months in that order.
Note: Estimates have been adjusted for the effects of birth order, age at reference event, current residence, and level of
education. Region of residence was not found to be an important factor. Durations are in months since reference event.
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On the whole, it is probably safe to assume that fertility has changed very little among 
the Benin respondents. In fact, the small changes described above may well be 
artifactual, given the not-so-good quality of the data (Chapter 4, Section 4.5). Birth- 
interval-specific analyses conducted at the exploratory stage suggest no significant 
relationship (a  = 0.05) between period and the time to the fourth, fifth, sixth and 
seventh confinements, a sort of Potter effect (increase in both birth interval lengths and 
in B(60) from the 12 + period to the 7 - 11 period and a return to earlier levels in the 0 - 
6 period) among large urban respondents for the third confinement, and slight increases 
in birth intervals and in B(60) between the 7 + period and the 0 - 6 period for the second 
confinement. Fertility rates reported in the First Country Report lead to a similar 
conclusion.
6.4.2 Cameroon
As was the case for Benin, only the 0 - 6 and 7 + period categorization (approximately, 
1971/72 - 1977, and from the 1940s to around 1971/72 respectively) was needed in the 
Cameroonian data set. An interaction term representing Period 0 - 6  and Primary 
school education was found to be highly significant. Estimates of period differentials 
by level of education, adjusted for birth order, age at reference event, ethnic grouping, 
religion and current residence, are given in Table 6.4.2.1.
It would seem that in the earlier period (7 +) the Secondary + category had slightly 
higher risks (shorter birth intervals, same B(60) ) than the two lower educational 
categories, there being no differential between these two, and that in the more recent 
period an increase of about one month in median birth intervals, accompanied by a 
negligible decline in B(60)s, has occurred in the lowest and the highest educational 
categories, whilst a small increase in birth intervals among respondents from the 
Primary school category has been accompanied by an increase of about six per cent in
Table 6.4.2.1: Estimated birth interval differentials by period of reference 







1. No schooling, Period 7 + 1.00 30.9 .834 28.3
2. No schooling. Period 0 - 6 0.89 32.3 .801 29.4
3. Primary school, Period 7 + 1.00 30.9 .834 28.8
4. Primary school, Period 0 - 6 0.93 - 1.54* 31.4 .900 30.4
5. Secondary +, Period 7 + 1.07 29.6 .834 27.6
6. Secondary + Period 0 - 6 0.96 30.9 .800 28.1
* Estimated relative risks at durations 24 and 48 months, in that order.
Note: Estimates have been adjusted for the effects of birth order, age at reference event, ethnic grouping, religion and current
residence. Durations are in months since reference event
B(60) over the same period. Indeed, the curvilinear relationship between B(60)s and 
education observed in Section 6.3.2 appears to be a phenomenon of the 0 - 6 period, a 
fact which points to the possibility of misreporting. In that case, the nature of the 
hazard ratios suggests a shifting of births towards the date of interview. However, there 
is no reason to expect misreporting to be more serious among respondents from the 
Primary school category than among those from the No schooling category', therefore 
these results may well be indicative of actual trends. In fact, results from a regression 
model in which only birth order and age at reference event are controlled suggest an 
increase of about one month in median birth intervals, and a small rise in the B(60), in 
the more recent period. The results shown in Table 6.4.2.1, then, suggest that most of 
this apparent rise in fertility may have occurred among respondents from the Primary 
school category.
Exploratory birth-interval-specific analyses do point to small overall increases in 
fertility, with birth-order-specific B(60)s rising typically by five or six per cent between 
the two time periods. These apparent increases, of course, apply only to fertile women. 
Results from the First Country Report (CFS Rapport principal, vol. II-2, pp. 851 - 862) 
suggest a general rise in fertility which further analysis (Santow and Bioumla, 1984: 27
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- 40) has shown to be largely attributable to declines in the incidence of primary sterility 
and foetal wastage.
6.4.3 Cote d’Ivoire
As in the case of Benin and Cameroon, it was not found necessary to separate the 7 - 11 
years period from the 12 + years period. However, unlike the two earlier cases, no 
significant interactions involving period were found. The two period categories 
correspond, approximately, to 1973/74 - 1980 for the ‘0 - 6’ period, and from the late 
1940s to around 1973/74 for the ‘7 +’ period.
Estimated relative risks for the 0 - 6 period (adjusted for the effects of birth order, age at 
reference event, ethnic grouping, religion, current residence and education) increase 
from 0.8 at duration 12 months to 1.1 at duration 60 months, relative to the 7 + period. 
Birth function summaries for the earlier period are 32.4 months for the median, 30.3 
months for the trimean, and 0.862 for B(60), whilst the corresponding figures for the 
more recent period are, respectively, 34.1 months, 31.5 months, and 0.846. Thus 
although interbirth intervals appear to have become a little longer, the level of fertility 
has probably remained unchanged, a result which agrees with fertility rates presented in 
the EIF Rapport principal (vol.l, p. 95). In spite of the absence of statistically 
significant interactions involving period, however, further analysis suggests small 
reductions in B(60)s, together with corresponding increases in birth intervals, among 
urban respondents with secondary school education or higher: about 6 per cent for 
Abidjan, and about 4 per cent for the other towns.
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6.4.4 Ghana
Overall differences between the 7 - 11 years period (approximately, 1967/68 - 1972/73) 
and the 12 + years period (from the late 1940s to around 1967/68), as well as 
interactions between the former and some of the background variables, particularly 
ethnic grouping, are statistically significant at 0.01, so all three period categories were 
retained for the present analysis.* Period interactions involving age at reference event
Table 6.4.4.1: Estimated relative risks by birth order, age at reference event, 
* and period of reference event, Ghana
Relative Age Birth Order Period 12+ Period 7 - 1 1 Period 0 - 6*
S24 2 1.54 1.61 1.19-1.53
3 1.54 1.49 1.18-1.51
4 1.54 1.39 1.10-1.41
5 1.84 1.65 1.31-1.68
6 1.54 1.41 1.11 -1.42
7 1.54 1.52(9) 1.08 - 1.38(9)
25-29 2 1.42 1.48 1.36
3 1.42 1.37 1.34
4 1.42 1.28 1.26
5 1.42 1.27 1.26
6 1.42 1.30 1.26
7 1.42 1.40 1.23
30-34 2 1.36 1.41(15) 1.12(15)
3 1.36 1.31 1.10
4 1.36 1.22 1.03
5 1.36 1.21 1.03
6 1.36 1.24 1.04
7 1.36 1.33 1.01
35 + 2 1.00 1.04(5) 0.83(6)
3 1.00 0.96(7) 0.81(20)
4 1.00 0.90 0.76
5 1.00 0.90 0.76
6 1.00 0.91 0.77
7 1.00 0.98 0.75
*  Because of time-dependency, relative risks shown for relative age 24 or under are those estimated for durations 24 and 48 
months in that order.
Note: The number of cases have been listed (in parentheses) if fewer than 30 cases were present Note that birth order 
differentials within relative age categories were largely unimportant in the earliest period.
* Period 0 - 6  corresponds approximately to 1972/73 - 1979.
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were also found to be significant. Table 6.4.4.1 contains estimated relative risks by 
period and birth order for each of the four relative age categories. These estimates 
provide further evidence of a small reduction in fertility among the Ghanaian 
respondents. Fertility declines have, apparently, taken place by way of increasing birth 
interval lengths, and are greatest at relative ages 30 and above. Estimated reductions in 
B(60)s between the third and the most recent periods for birth orders four and above are 
of the order of about 5 per cent below relative age 30, nearly 11 per cent at ages 30 - 34, 
and nearly 13 per cent at relative ages 35 and above. Note that the presence of 
significant interactions (i.e., time-dependence) between failure time and relative age 24 
or below (baseline age-group = 35 years or above) is indicative of apparent, on-going 
changes in the age-schedule of fertility. An illustration of changes in birth spacing is 
provided in Figure 6.4.4.1, which shows estimated birth functions for birth order six at 
the youngest and the oldest relative ages.
Figure 6.4.4.1: Estimated birth functions* for birth order 6 by period of reference event, relative ages 24
or under and 35 or above, Ghana
Age 24 or under
' ' Age 35 +
Period 0 - 6 yrs 
Period 7 -11  yrs 
Period 12 + yrs
Months since reference event
‘Adjusted for the effects of ethnic grouping, religion, education and current residence
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If these changes are real, then the obvious question concerns the extent to which 
differences in fertility trends may exist among the various subgroups. Table 6AA.2 
contains estimates of period differentials for categories of ethnic grouping, religion, 
current residence and education. Trends within subgroups were obtained by including 
first order interaction terms for period and the four background variables. Not all of 
these interactions were statistically significant. However, as Table 6AA.2 suggests, the 
resulting differentials may be substantively significant. Because period and age at 
reference event interact, period-age interaction terms were also included in the model. 
Estimates shown for each background variable have been adjusted for the effects of 
birth order, age at reference event, and the other three background variables. Note that 
identical period differentials have been obtained for baseline categories across 
background variables, since no regression parameters are normally assigned to baseline 
categories.
The results for ethnic grouping suggest that fertility declines among the Akan/Ga- 
Adangbe category may have begun somewhere within the 7- 11  years period before the 
interview, and to have accelerated somewhat during the most recent period. Among the 
Ewe and the Northern categories, however, there appear to have been increases in 
fertility during the 7 - 11 years period, followed by fairly big declines in the more recent 
period. Some of the apparent increases of the intermediate period may be real, 
particularly among Northern respondents, but some may also be due to birth 
displacements. Consequently, while some real decline may have occurred among all 
ethnic categories, estimated declines for Ewes and Northerners probably exaggerate the 
true situation.
Among religious categories, non-Traditionals appear to have experienced a slightly 
greater decline than the Traditionais. Declines among the former also appear to have 
started a little earlier. The difference in estimated trends, however, led to only a slight 
narrowing of estimated differentials in the most recent period, and the fertility of 
Traditionais was apparently still below that of non-Traditionals.
Table 6.4.4.2: Estimated birth interval differentials by period of reference 
event and by socio-economic subgroup, Ghana
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S u b g ro u p 12
R e la tiv e  risk  a t du ra tion  
24 36 48 60
B irth  function
Median B(60) Trimean
1. E th n ic  g roup ing :
a. Akan/Ga-Adangbe, Period 12 + — — 1.0 — — 32.8 .837 30.4
Period 7-11 — — 0.92 — — 34.2 .812 31.1
Period 0 -6 — — 0.80 — — 35.5 .795 31.9
b. Ewe, Period 12 + 0.90 0.97 1.03 1.10 1.17 33.1 .847 30.9
Period 7-11 0.60 0.78 1.01 1.31 1.69 35.5 .855 33.2
Period 0 -6 0.65 0.70 0.76 0.81 0.88 37.0 .781 32.9
c. Northern, Period 12 + 0.48 0.64 0.87 1.17 1.59 37.6 .815 34.3
Period 7-11 0.62 0.78 0.99 1.26 1.60 35.6 .849 33.1
Period 0 - 6 0.32 0.47 0.70 1.04 1.55 40.3 .794 36.5
2. R e lig ion :
a. Non-Traditional, Period 12 + — — 1.0 — — 33.6 .844 31.2
Period 7-11 — — 0.92 — — 34.5 .835 31.8
Period 0 -6 — — 0.80 — — 37.0 .799 33.3
b. Traditional, Period 12 + — — 0.86 — — 35.7 .797 32.0
Period 7- 11 0.90 0.85 0.81 0.77 0.73 35.7 .792 32.0
Period 0 -6 0.90 0.82 0.74 0.67 0.61 37.2 .768 32.6
3. Current residence:
a. Rural/small urban. Period 12 + — — 1.0 — — 33.9 .837 31.3
Period 7-11 — — 0.92 — — 34.3 .833 31.7
Period 0 - 6 — — 0.80 — — 36.9 .798 33.1
b. Large urban. Period 12 + — — 0.92 — — 34.9 .814 31.7
Period 7- 11 0.68 0.73 0.79 0.85 0.91 37.2 .789 33.2
Period 0 -6 0.77 0.74 0.72 0.69 0.67 38.1 .759 33.3
4. Education:
a. Primary or lower Period 12 + — — 1.0 — — 33.5 .846 31.2
Period 7-11 — — 0.92 — — 34.1 .837 31.5
Period 0 -6 — — 0.80 — — 36.3 .801 32.7
b. Middle school. Period 12 + 0.89 0.86 0.83 0.81 0.79 35.7 .790 31.8
Period 7- 11 0.61 0.69 0.79 0.90 1.02 37.4 .799 33.7
Period 0 - 6 0.49 0.58 0.69 0.82 0.97 39.7 .769 35.2
c. Secondary +, Period 12 + — — 0.74 — — 37.8 .752 32.7
Period 7-11 0.86 0.73 0.62 0.53 0.45 38.3 .702 31.7
Period 0 - 6 0.64 0.60 0.57 0.54 0.51 41.2 .682 33.6
Note: Estimates have been adjusted for the effects of birth order, age at reference event and, for each panel, the other 
background variables. Durations are in months since reference event.
Greater declines also appear to have occurred among respondents from large urban 
areas, relative to those from rural and small urban areas. Moreover, the apparent timing 
of the beginning of decline is, in a sense, similar to that obtained for religion: declines
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seem to have started in the intermediate period among respondents from the large urban 
areas, and in the most recent period among those from the more traditional rural and 
small urban areas.
Finally, between educational categories little or no change appears to have occurred 
among respondents from the lowest two categories (Primary school or lower, Middle 
school) during the intermediate period, followed by fairly important declines in B(60)s 
in the most recent period. In fact, for respondents in the Middle school category there 
seems to have been a negligible rise in B(60) in the second period. In contrast, among 
respondents from the Secondary + category, a fairly important decline in the second 
period was followed by a slow-down in the rate of reduction during the most recent 
period. In all, estimated reductions in B(60)s between the earliest and the most recent 
periods are about 5 per cent among respondents from the lowest educational category, 
nearly 3 per cent among those from the Middle school category, and about 9 per cent 
among those from the highest category.
6.4.5 Nigeria
The three period categories (0 - 6, 7 - 11, 12 +) were retained. These correspond 
respectively to approximately 1974/75 - 1981; 1969/70 - 1974/75; and the late 1940s to 
1969/70. Significant period interactions were found with religion and with current 
residence. The results, taken at face value, suggest B(60)s of 0.773, 0.840 and 0.790 for 
the third, the second and the most recent periods respectively for ‘Village’/ ‘Town’ 
respondents in the second religious category (Moslem, No religion, or ‘Other’) and 
smaller purported ‘rises-followed-by-declines’ for the other ‘Village’/ ‘Town’ 
categories. Among ‘City’ religious categories the results suggest no change for 
Moslems and affiliates, but B(60)s of 0.807, 0.774 and 0.824 for Traditionais for the 
third, the intermediate, and the most recent periods respectively, and 0.855, 0.821 and
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0.866 for Christians. These estimated rises and declines in B(60)s are associated with 
corresponding decreases and increases, respectively, in birth intervals. Much of these 
purported changes in fertility over the three periods may be due to displacements of 
births in the birth histories and to omissions of births as discussed in Section 4.5 of 
Chapter 4, although comparisons between B(60) estimates for the third and the most 
recent periods suggest that a negligible increase in fertility may also have taken place.
6.5 Summary and Discussion
The existence of so many significant interactions between explanatory variables makes 
it difficult to talk about differentials associated with particular variables. No clear 
patterns emerge across all five data sets either with respect to the length of interbirth 
intervals or to cumulative proportions having a next birth. The following is a broad 
approximation of the pattern of differentials.
Ethnic groupings (or regions) are not comparable across countries, except between Cote 
d’Ivoire and Ghana to a very small degree. In both countries average birth intervals 
increase as one moves northward away from the coast but, even so, clear differences 
exist only among Ghanaian respondents. The Ivorian data also exhibit no clear ethnic 
differences in B(60)s, and thus probably no ethnic differentials in the level of fertility. 
In the Ghanaian data, Ewe respondents appear to have the highest fertility, but there are 
no differences between the other Southerners and the Northerners, perhaps because 
Akan and Ga-Adangbe fertility has declined to a slightly greater degree than that of 
Northerners. Elsewhere, no regional differentials in fertility are indicated in the Benin 
data, and among Cameroonian respondents the central Semi Bantus appear to have both 
slightly longer birth intervals and slightly higher B(60)s. In the Nigerian data the 
longest birth intervals are associated with the largely Yoruba South-west region, which 
also appears to have the lowest B(60)s. Among respondents from the other regions
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religion seems to play a very important role in determining birth spacing and actual 
fertility. In general, distinct ethnic or regional differences are apparent with respect to 
birth intervals but not with respect to the quantum of fertility.
The picture is slightly clearer for religion. Generally, Christians have the shortest birth 
intervals, Traditionais the longest, and Moslems fall into an intermediate category. 
However, shorter birth intervals among Christians does not always mean higher fertility 
unless non-Christian birth intervals are considerably longer. Moreover, Moslems and 
Traditionais may well have higher fertility than is suggested by the results, since they 
have less education and are more likely to misreport.
Clear residence differentials are found only in the Ghanaian data, which show longer 
birth intervals and lower B(60)s for large urban areas but no significant differences 
between small urban and rural areas. Large urban birth intervals tend to be shorter than 
or equal to rural and small urban ones in the other data sets, although small urban areas 
in Benin and Cote d’Ivoire have slightly shorter intervals. Large urban areas are also 
associated with the lowest B(60)s in the data sets from Benin and Cote d’Ivoire, but 
there appear to be no residence fertility differentials in the Nigerian data set or among 
Semi Bantus from Cameroon. Higher fertility among rural respondents is indicated for 
Benin, Bantus and Northerners from Cameroon, and non-Krous from Cote d’Ivoire. 
Among Krou respondents, small urban areas appear to have the highest fertility.
The most distinct educational differentials are also found in the Ghanaian data set, 
which shows a positive relationship with respect to birth interval lengths, and a negative 
one with respect to B(60)s. In terms of overall fertility, respondents in the Secondary + 
category have the lowest fertility in all five data sets although a large proportion of 
fertile respondents from Nigeria who belong to this category do attain relatively high 
parities. The Secondary + category also tends to be associated with the shortest birth 
intervals in the Cameroonian, Ivorian and Nigerian data sets, and the longest among 
respondents from Benin. Respondents with Primary school education seem to have the 
highest fertility in Cameroon and Nigeria, and possibly in the other three countries.
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With the exception of the Cameroonian and Ghanaian data sets little fertility change is 
evident. Fertility increases appear to have taken place in Cameroon particularly among 
respondents from the intermediate educational category. In contrast, in Ghana small 
fertility declines appear to have occurred among all socio-economic categories, with the 
most modem ones tending to be associated with the greatest declines. A similar remark 
may be made with respect to the Ivorian data set, where Abidjan respondents with 
secondary school education appear to have experienced some fertility decline although 
the overall fertility of the country has remained more or less stable.
It is important to note that these estimated trends and differentials do not take primary 
sterility into account, nor do they account for the effect of increasing ages at first birth. 
Nevertheless these results agree with the approximate trends and differentials in fertility 
rates reported in the various First Country Reports, the only major exception being for 
ethnic groupings in the Cameroonian data set. There, higher levels of primary sterility 
mean that the fertility of Northerners is probably lower than that of the other two 
groupings, and the finding that Northerners and Bantus have similar levels is valid only 
among fertile women. Moreover, reductions in the incidence of primary sterility among 
Northerners and among respondents resident in, for instance, the Centre-South and East 
provinces (Santow and Bioumla, 1984: 36) imply overall fertility increases higher than 
those reported here.
It should also be noted that the socio-economic differentials presented above may differ 
from those obtained without making adjustments for relative age and the other variables 
in the model. Differences between raw differentials and adjusted ones may be 
particularly important in the case of education. For instance, the actual fertility of 
respondents from the secondary school or higher category may be lower than is 
suggested by our results, since factors such as age at reference event have been 
controlled. These expectations are largely supported in the data sets in which clear 
educational differentials are apparent and in the usual direction, namely, those of Benin 
and Ghana, as shown in Chapter 5, Section 5.3.5.
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It is natural to question the reliability of the estimated trends and differentials. In terms 
of the appropriateness of the regression models it would seem from the general 
agreements with trends and differentials in fertility rates reported elsewhere that the 
results are fairly good. Furthermore, although use of modem contraceptives is generally 
low in all five data sets (Appendix 6.5), it would seem to be no coincidence that sub­
populations identified in this chapter as having lower fertility and/or having experienced 
some, however small, decline in fertility also tend to report higher percentages of use. 
Complementary evidence relating to breastfeeding, postpartum amenorrhoea and 
postpartum sexual abstinence is provided in Chapter 7. In terms of the reliability of the 
data the results of the evaluation exercise of Chapter 4 suggest that the above results, 
together with the qualifications made in the relevant sections, provide a fairly sound 
basis for discussion, the only major problem lying with Nigerian respondents with no 
formal education. The theoretical significance of these estimated trends and 
differentials constitutes the subject of discussion in Chapter 8. Since analysis of 
relationships and differences relating to postpartum variables will be beneficial to the 
theoretical discussion, the next chapter deals with durations of breastfeeding and 
postpartum sexual abstinence.
CHAPTER 7
BREASTFEEDING AND POSTPARTUM SEXUAL ABSTINENCE
7.1 Introduction
The central role played by breastfeeding and postpartum sexual abstinence in traditional 
child-spacing was mentioned in Chapter 1, Section 1.4. Abstinence, it was noted, is 
largely a cultural practice serving to improve the survival chances of the child by 
postponing further conception until weaning can take place safely (Lorimer, 1954: 86 - 
88; Caldwell and Caldwell, 1977). The same justification has been suggested for 
similar practices in Central Java and in many Islamic societies (Bracher and Santow, 
1982). Among other functions of prolonged abstinence, P. Caldwell and J. Caldwell 
(1981) suggest that it serves as a mechanism for maintaining the status quo within the 
extended family structure, at the expense of stronger emotional ties between spouses. 
Similarly, Lesthaeghe (1980) has argued that abstinence is an important element in the 
maintenance of ‘male gerontocratic control’ because the older men, by virtue of often 
having access to more than one wife, do not have to observe long periods of abstinence 
themselves. The function of preserving existing social structures is, however, likely to 
be secondary to that of safeguarding maternal and child health. Prolonged 
breastfeeding has been a traditional feature of infant and child nutrition in much of 
tropical Africa, and the dangers of weaning a child too soon are well known. In fact, 
African postpartum abstinence has often been regarded as a lactation taboo required to 
be observed by the mother during at least the period of breastfeeding (Lorimer, 1954: 
86 - 88; Schoenmaeckers et al.y 1981); among the Yoruba of South-west Nigeria, 
abstinence is known to have been observed until at least six months after weaning 
(Caldwell and Caldwell, 1977). Thus the two postpartum variables are culturally
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related, as Tables 7.1.1 and 7.3.4.1 indicate, although for several West African societies 
there is little indication that postpartum abstinence is observed as a lactation taboo.
Associated with the function of improving the survival chances of children is the fact 
that both breastfeeding and abstinence have contraceptive effects, and are thus 
important proximate determinants of fertility differentials. Given the rather low 
prevalence rates of modem contraception in the five surveyed populations (Appendix 
6.5), durations of breastfeeding and abstinence are, in fact, by far the most important 
determinants of marital fertility. The contraceptive function of protracted breastfeeding 
is derived, of course, from its effect in delaying the return of full ovulatory activity in 
the mother, indicated by the correlation between the duration of breastfeeding and that 
of postpartum amenorrhoea (Tietze, 1961; Perez et al., 1971; 1972). Lactational 
infecundity may, in fact, extend beyond the time of the first postpartum menses, 
because some ‘abnormal and probably infertile’ cycles may precede the resumption of 
full ovulation if breastfeeding is continued (Brown et al., 1985). However, it is 
possible, as discovered in about seven per cent of cases in separate studies in India, 
Bangladesh and Chile (van Ginneken, 1977: 44 - 45; see also Tietze, 1961), for 
conception — and, a fortiori, ovulation — to occur during amenorrhoea. Table 7.1.1 
indicates the existence of a positive, albeit not very strong, relationship between these 
two variables. This relationship is, however, not a simple one, for while the length of 
anovulation depends on the duration of breastfeeding and especially the intensity and 
frequency of suckling (Perez et al., 1971; 1972; Brown et al., 1985), the duration of 
breastfeeding may, in turn, depend on both the return of menstruation and the 
resumption of normal sexual relations (Hull and Simpson, 1985: 9; Santow, 1987). 
Reasons for the fairly weak association between breastfeeding and amenorrhoea 
durations in Table 7.1.1 may, in addition to possible differences in the quality of 
reporting of the two variables, include the fact that factors such as intensity of 
breastfeeding, particularly at higher durations, and nutritional status of mothers have not 
been controlled. Nevertheless, the fact that median durations of abstinence are lower 
than those of breastfeeding in most of the subgroups foreshadows the possibility that in 
some cases weaning was occasioned by the start of a new pregnancy. For
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Table 7.1.1: Medians of the distributions of breastfeeding, amenorrhoea and sexual abstinence
in the open and the last closed birth intervals, by region or ethnic grouping
Country and
Breastfeeding Amenorrhoea Abstinence
subgroup Open Closed Open Closed Open Closed
Benin 24.6 21.0 12.6 12.0 20.3 15.0
South 24.4 18.0 12.5 12.0 16.3 12.0
North 30.5 24.0 15.9 12.0 24.8 24.0
Cameroon* 19.5 18.0 12.0 10.0 15.1 13.0
Bantu 18.0 17.0 8.7 8.0 13.2 12.0
Semi Bantu 23.0 20.0 12.2 12.0 19.7 18.0
Northern 24.3 24.0 12.5 12.0 12.4 12.0
Cote d’Ivoire* 19.4 15.0 10.2 8.0 12.7 12.0
Akan 18.2 14.0 9.8 8.0 10.1 9.0
Krou 18.5 14.0 9.6 8.0 13.7 12.0
Mande 24.0 18.0 10.3 8.0 16.9 12.5
Voltaic 24.4 14.0 10.9 9.0 13.2 110
Other African 21.4 15.0 10.0 9.0 12.5 11.0
Ghana* 15.7 12.0 12.3 12.0 7.2 6.0
Akan 12.9 12.0 12.2 11.0 6.4 6.0
Ga-Adangbe 12.7 12.0 11.0 10.0 6.5 6.0
Ewe 18.2 14.0 12.5 12.0 12.0 10.0
Northern 24.4 20.0 12.7 12.0 20.4 15.0
Nigeria 19.2 17.0 10.9 9.0 15.3 110
N-east 18.5 17.0 10.1 8.0 14.7 12.0
N-west 24.2 22.0 13.9 12.0 18.5 14.0
S-east 15.3 14.0 9.8 9.0 12.4 11.0
S-west 24.7 14.0 9.6 8.0 24.0 16.0
* including respondents who did not belong to any of the ethnic groupings listed
Notes: 1. Medians are in months since confinement. Figures for the open interval were obtained by life-table techniques,
and for the closed interval, by simple ordering of observations. Figures for breastfeeding relate only to cases 
where the child survived until after weaning.
2. For Cameroon, Cote d’Ivoire, and Ghana, country figures include respondents who did not belong to any of the 
ethnic groupings listed.
example, in Central Java where it is common for both breastfeeding and abstinence to 
last for some two years, Bracher and Santow (1982) (see also Hull, 1985) report that as 
many as two-fifths of mothers wean because they become pregnant, A similar 
proportion is given by Cosminsky (1985) for the Luo of Western Kenya. Among 
reasons for weaning in the Javanese study, pregnancy was, in fact, the most important. 
There is thus, once again, a close but complex relationship between breastfeeding and
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abstinence, this time in their roles as proximate determinants of fertility: where
abstinence typically extends beyond the duration of breastfeeding, as, apparently, in 
most of South-west Nigeria, lactational amenorrhoea may make no direct contribution 
to fertility differentials; where regular sexual relations are resumed before weaning 
takes place, abstinence will have little contribution if the resumption also preceded the 
return of the menses. This may be the situation for much of southern Ghana. In 
between these two extremes the effect of abstinence depends on how soon full ovulation 
is resumed, and thus to a considerable extent, on the duration of breastfeeding. And, in 
any case, whenever breastfeeding durations exceed those of abstinence the resumption 
of regular sexual relations may play a role in the timing of weaning.
Two sets of information relating to the duration of breastfeeding for the last two live 
births are available in the Standard Recode Files, one on the duration of full 
breastfeeding, and the other on the total duration of (full and supplemented) 
breastfeeding. The second variable is arguably the most interesting of the two, for it 
probably reflects group-based practices better than the first. Also, because it tends to be 
short, not much can be learnt from distributions of full breastfeeding. Therefore the 
information considered here relates to only the total breastfeeding duration. Note that 
the large differences between median durations in the two birth intervals for some 
ethnic groupings are mainly the result of the selection of women with short durations by 
the closed interval (see Section 7.2.3). Medians from the open birth interval probably 
reflect more accurately average durations in the population.
The median values presented above say nothing about how much durations vary within 
subgroups. Also, given the complex nature of the relationship between postpartum 
variables as highlighted above, it is likely that the effects of background characteristics 
other than ethnic grouping! (i . e the modifying factors) on the postpartum variables will 
differ among the various subgroups, as it is dependent on, for instance, the length of the
1 Here and throughout the chapter, the term ‘ethnic grouping’ should be read as ‘region’ when applied to the data sets from Benin 
and Nigeria.
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traditionally-prescribed duration of breastfeeding or abstinence, and nutritional 
practices associated with the supplementation of breastfeeding. In fact, the interactions 
between background variables observed with respect to birth intervals (Chapter 6) may 
be largely due to similar interactions with respect to the postpartum variables. In this 
chapter, an attempt is made to explore the nature of relationships existing between 
breastfeeding, abstinence, background characteristics, and demographic variables such 
as age of the mother at confinement and birth order of the baby. The analysis is based 
largely on the Automatic Interaction Detector (AID) technique, of which a brief 
description is provided below. Since AID makes no provision for handling censored 
observations this part of the analysis is based on completed durations reported for the 
last-but-one live birth. However, additional results based on information relating to the 
last live birth are also provided for purposes of making comparisons, and of exploring 
trends in durations of breastfeeding and abstinence. The grouped data PH model 
(Chapters 2 and 5) is employed for this purpose. Complete analysis is based on the 
Ghanaian data in illustration but exploratory analyses are also performed on the other 
data sets. A brief review of the quality of the data on postpartum variables is presented 
in the next section.
7.2 The Data on the Postpartum Variables
7.2.1 Some preliminary methodological considerations
Information about durations of breastfeeding, amenorrhoea and sexual abstinence 
relates to the last two pregnancies in the Cameroonian, Ivorian and Ghanaian data sets, 
and is thus not directly usable for a birth interval analysis, for two main reasons. First, 
where pregnancies were lost, information about amenorrhoea and abstinence was still 
included in the data sets, even though these durations are not truly postpartum in nature. 
Second, in the case of respondents who were pregnant at the time of the interview, the
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open birth interval was treated by the WFS as if it were closed. These disadvantages 
are not present in the data sets from Benin and Nigeria, where a modified version of the 
FOTCAF module which sought information on the last three live births was used. For 
our purposes, it is necessary to transform the pregnancy intervals into birth intervals. 
This has been done through the interval-wise exclusion of postpartum information 
relating to reported wasted pregnancies and, for pregnant women, the transfer of 
information originally attributed to the closed pregnancy interval to the open birth 
interval. Where the last pregnancy was wasted the last closed pregnancy interval, if 
there was one, has been considered as part of the open birth interval, and its postpartum 
data reattributed to the latter. In such cases, and in cases where the last-but-one 
pregnancy but not the last pregnancy was lost, postpartum information relating to the 
last closed birth interval has been considered missing. If both pregnancies had been 
lost, then for the purposes of the postpartum variables the respondent is considered as 
having no birth interval, open or closed. Whereas the WFS considered pregnant women 
as having no open pregnancy interval, I have regarded them as having no closed birth 
interval.
The original use of pregnancy intervals in the three surveys and the associated decision 
to close artificially the open intervals of pregnant women, and the treatment adopted 
above, could result in some selection effects. The main problem concerns the exclusion 
of data for pregnant women relating to the last closed birth interval: women with short 
birth intervals, who were more likely to be pregnant at the time of the survey, may be 
under-represented in the sample. This selection effect may not be completely removed 
even after controlling for factors closely associated with fecundity. Similarly, selection 
may affect the data on the last closed birth interval if a systematic association exists 
between fecundity and loss of the last-but-one pregnancy.
In addition to these potential problems all five data sets are subject to selection effects 
arising from the use of data pertaining to only the two most recent live births (Page et 
al., 1982). Some result from the truncation of observations in any retrospective survey, 
as discussed in Chapter 2, Section 2.2, and may be largely reduced by controlling for
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demographic variables such as age and parity. Besides this, restricting analysis to the 
last two births means excluding information relating to the earlier part of the fertility 
experiences of the older women. Since birth interval lengths and postpartum durations 
of the same woman may vary according to birth order, the results may thus be biased by 
intra-woman variation. In addition, the information relates to different times, and thus, 
possibly, to different historical influences. One way of dealing with differing historical 
influences is to restrict the analysis to births which occurred within a fixed period of 
time (Page et al., 1982). In general, however, such an approach creates other problems, 
such as excluding women who ceased childbearing a long while ago, which may mean 
most of the older women, and further reductions in sample size. Consequently, in much 
of the analysis in this chapter the approach adopted is one of adjusting results for the 
effects of age at reference event and birth order.
7.2.2 Reported durations of breastfeeding, amenorrhoea and sexual abstinence
Graphs of the distributions of durations of breastfeeding, amenorrhoea and sexual 
abstinence associated with the open and the last closed birth intervals are shown in 
Figures 7.2.2.1 to 12.2.3. They indicate a high degree of heaping, and also striking 
similarities between distributions from the two birth intervals. The first observation is 
discussed below, and the second, in the next section.
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Figure 1.2 .2 3 : Per cent distribution of reported durations of postpartum sexual abstinence in the open
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To obtain a more concise idea of the level of heaping, a variant of Myer’s blended index 
has been computed for each data set This index has been calculated in exactly the 
same way as for age data, but with a base of 12 rather than 10, and in place of 
deviations showing the tendency to report terminal digits we have deviations which 
indicate the tendency to report particular durations in months, modulus 12. The 
maximum duration used in calculating the index was 59 months. This allows for 
coverage of virtually all reported durations, as the plots above indicate. The summary 
index is one-half the sum of the absolute deviations from 100/12. Note, in comparison 
with Myer’s original index for age, that the index used here has a theoretical minimum 
of zero, and a maximum of (11*100/12 + 100 - 100/12)/2, that is, 91.67.
Table 7.2.2.1: Myer’s blended index for the reported durations of breastfeeding, amenorrhoea 






Open 65.3 37.8 41 .2 45 .4 40.6
Last closed 65.3 38.8 38 .8 45 .7 42.1
Amenorrhoea:
Open 42.1 26.8 21.8 36.9 26.3
Last closed 45.9 29 .6 21.0 34 .6 28.9
Abstinence:
Open 47.5 30.5 28 .4 34.7 31.3
Last closed 51.7 29.8 27 .2 34 .2 34.6
Table 7.2.2.1 shows that the degree of overall heaping, measured by the blended index, 
is indeed quite high for each of the three variables and in each of the five data sets, 
although with the exception of Ghana the indices for amenorrhoea are lower than those 
for the other two, as expected. From Figures 7.2.2.1 to 7.2.2.3 it is seen that durations 
that are multiples of six months are preferred to the exclusion of all others, although 
duration six months itself was not preferred in the breastfeeding data. The most 
significant deviation from this pattem comes from the Ghana abstinence data, where
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months four and eight were very much preferred in addition to multiples of six. Other, 
less important, deviations include preference for month 10 in the Ghanaian 
breastfeeding data, and for even numbered months below 12 in most of the 
amenorrhoea data.
The existence of multiple peaks in the distributions is partly the result of respondents 
with different backgrounds being clustered around different means. Multimodal 
distributions could, in fact, be obtained even though all respondents report their 
durations accurately and each subgroup has a smooth, unimodal distribution, simply 
because several different statistical populations have been placed on the same horizontal 
axis. As an illustration of the extent to which such clustering may have contributed to 
heaping, Figure 7.2.2.4 shows, for the Akan and Northern ethnic groupings of Ghana, 
distributions of abstinence durations in the last closed birth interval for rural 
respondents with no formal education. Similar plots for all the data sets and for the 
breastfeeding data suggest that although the multiple peaks are partly the result of 
clustering, they are, in fact, mostly due to simple heaping.
Figure 7.2.2.4: Per cent distribution of reported durations of sexual abstinence in the last closed birth 







Massive heaping in postpartum variables is, however, not necessarily the result of 
misreporting, since postpartum durations are culturally-prescribed to a large extent 
(Santow and Bracher, 1981). Heaping in all three variables may be an indication that 
respondents are reporting what they believe to be the norm, rather than actual practice 
(Santow, 1976: 272; Orubuloye, 1977b: 183 - 193). Clignet (1967: footnote 31) has 
argued, in this respect, that ‘verbal behaviour does not necessarily reflect actual 
behaviour, yet verbal behaviour is certainly indicative of the respondent’s norms’. 
Nevertheless, misreporting may be partly responsible for the high degree of heaping in 
the data, as can be inferred from the distributions of durations of amenorrhoea. It is 
seen from Figure 1222 and Table 7.2.2.1 that heaping in the amenorrhoea data, though 
less pronounced than heaping in the data on breastfeeding or sexual abstinence except 
in the Ghanaian data set, is nonetheless considerable. Yet, to the extent that it is less 
dependent on culture or on personal volition than the other two, duration of 
amenorrhoea, if correctly reported, should suffer from a much lower degree of heaping 
than we have here. Also, in spite of the fact that genuine heaping in breastfeeding 
durations may induce some heaping in amenorrhoea, it would normally be expected that 
the peaks in the latter would occur at earlier durations than those of breastfeeding, and 
be less sharp. This is not the picture portrayed by the graphs, the Ghana and Benin data 
being particularly defective in this respect. Also, for the other two variables, the same 
argument about the degree of dependence on cultural norms and practices would require 
greater heaping in abstinence than in breastfeeding, yet this did not happen in any of the 
data sets. However, in this case people may be adhering more strictly to the culturally- 
sanctioned norms relating to breastfeeding than to those relating to abstinence, as 
suggested by results presented in Section 7.3.4.
2 1 2
7.2.3 Comparison of distributions from the open birth interval to those from the 
last closed birth interval
Both Figures 7.2.2.1 to 7.2.2.3 and the values of Myer’s blended index (Table 7.2.2.1) 
show similarities between reported durations in the open birth interval and the 
corresponding distributions for the last closed birth interval. In the open interval all 
three variables are heavily censored by the interview. Censored cases account for 
between 25.6 per cent (Ghana) and 45.6 per cent (Benin) of observations relating to 
sexual abstinence, and between 24.7 per cent (Cameroon) and 33.8 per cent (Benin) of 
those relating to amenorrhoea; for breastfeeding, the range, based only on women 
whose children survived at least until weaning or until interview, is from 41.0 per cent 
(Cameroon) to 54.8 per cent (Benin). It is thus interesting, though perhaps expected, 
that the two distributions should be so close in each case. Under what is largely a 
natural fertility regime, it should not be surprising that respondents report, for each 
postpartum variable, more or less the same durations irrespective of birth order. 2 In 
order to include censored observations in the evaluation, I have drawn graphs of the 
proportions of mothers still breastfeeding or abstaining at monthly durations since 
confinement for the open and the last closed birth intervals. These are presented as 
Figures 7.2.3.1 (breastfeeding) and 7.2.3.2 (abstinence); graphs for the open birth 
interval are life table survivor functions.
Again, these graphs indicate that the distributions in the two intervals are somewhat 
similar, although reported durations from the closed birth interval tend to suffer 
increasingly from selection bias as duration increases, and also some reported durations
2 Indeed, for respondents with at least two live confinements, the coefficient of correlation between reported durations in the open 
and the last closed birth intervals is, in all cases, fairly high, as shown in the following table:
Country Breastfeeding Amenorrhoea Abstinence
Benin .62 .62 .57
Cameroon .71 .63 .63
Cote d’Ivoire .53 .57 .52
Ghana .72 .70 .68
Nigeria .71 .64 .73
Each of these coefficients is significant at 0.0005.
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Figures 7.2.3.1: Proportions still breastfeeding in the open and the last closed birth intervals, by duration
since confinement















Figure 7.2.3.2: Proportions still abstaining in the open and the last closed birth intervals, by duration
since confinement
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in the open birth interval, especially those associated with very long open intervals, 
exhibit correlation with the length of the birth interval (cf. Brass, 1981). Given the 
similar patterns of reporting, the two sets of data should yield fairly similar results in 
terms of underlying relationships, although less so in terms of the magnitude of 
estimated averages and differentials. In Section 7.3 I have taken advantage of the 
absence of censored observations from the data relating to the closed birth interval to 
study the structure of relationships between background variables with respect to 
breastfeeding and sexual abstinence. Additional results based on the open birth interval 
are provided in Section 7.4. Owing to the fact that amenorrhoea is less directly 
dependent on cultural factors than are breastfeeding and abstinence, and because of the 
doubts expressed above about the reported durations of amenorrhoea, no further use is 
made of the amenorrhoea data in the rest of this study.
7.3 Data Relating to the Last-but-one Live Birth
This section explores the relative importance of the five background characteristics, 
current residence, level of education, religion, region or ethnic grouping and 
occupation, on the durations of breastfeeding and sexual abstinence in the last closed 
birth interval. The analysis, which consists mainly of partitioning the national samples 
into subgroups that are more or less homogeneous on the basis of the five background 
variables, uses the Automatic Interaction Detector (AID) technique (Sonquist and 
Morgan, 1964; Sonquist, 1970; Sonquist, Baker and Morgan, 1973; Blalock, 1981: 538 
- 540), a largely exploratory tool which is based on analysis of variance techniques. 
The AID algorithm performs a series of binary splits on the data such that, after each 
partition, differences between subgroup means are maximized relative to within-group 
variation. At each stage of the partitioning process the subgroup which has the largest 
total sum of squares around its own mean is selected for splitting. After comparing all 
possible binary splits on all background variables and the splits that would be
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performed on each of the possible subgroups one step down that branch of the tree — a 
technique known as a ‘look-ahead’, designed to handle possible ‘negative, offsetting 
interactions’ between background variables so as to enhance the chances of each of the 
latter being used for splitting — the one resulting in the largest reduction in the error 
sum of squares is selected for the actual partition. The process comes to an end when 
splits can no longer be performed usefully because there is little variation within 
existing subgroups, subgroup numbers are too small, there are no ‘useful’ background 
variables for splitting, or when the number of currently unsplit subgroups exceeds a 
specified value. In the present study splitting was considered ‘useful’ if and only if, in 
addition to meeting the above criteria, the resulting split accounted for at least 0.8 per 
cent of the original total variation and, at the same time, splits performed at the look­
ahead step accounted for at least one per cent of total variation. The technique does not 
work satisfactorily if the response variable is highly skewed on any predictor variable, 
or if predictor variables are highly correlated. For this study, AID runs were made on 
square root transformations of the response variables to verify that skewness would not 
be a serious problem. Age at last-but-one confinement, in quinquennial groupings, was 
used as covariate.
7.3.1 Variation explained in the national samples
Tables 7.3.1.1 and 7.3.1.2 show, respectively, the proportions of variation in durations 
of breastfeeding and abstinence accounted for by each background variable. R2 values 
denote the sum of these proportions. This total is moderate for breastfeeding in all 
cases except Cote d’Ivoire, and fairly low for abstinence in all cases except Ghana. The 
total variation in each of the two response variables which is explained by the model is, 
in fact, high in the Ghanaian data, although only two variables, ethnic grouping and 
religion, account for virtually all of it.
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The amounts of variation explained are, however, not as important in themselves as are 
the indications they give of the relative importance of individual background variables 
as ‘explanatory’ factors. Thus, for breastfeeding, ethnic grouping is by far the most 
important factor in the Ghanaian and Beninois data sets, and comes a close second to 
religion in the Nigerian data, and a weak second to education in the Cameroonian data. 
It is only in the Ivorian data that ethnic grouping is relatively unimportant, ranking only 
fourth after religion, education and occupation; even there, and for Nigeria as well, 
ethnic grouping may be more important than it appears from these results, since it is 
highly correlated with religion. With the exception of Cameroon and, to a lesser 
degree, Nigeria and Cote d’Ivoire, education does not appear to be a particularly strong 
factor, and neither does type of current residence, except perhaps in the Beninois data. 
Occupation is, on the whole, relatively unimportant.
Table 7.3.1.1: Percentage of variation in breastfeeding data accounted 
for by each background variable
Ethnic Occu-
Country Residence Education Religion grouping pation R 2
Benin 5.7 3.7 1.1 10.6 0.2 21.3
Cameroon 2.2 14.5 3 .2 3.7 2.2 25.8
Cote d’Ivoire 0.8 2.0 5.1 1.2 1.6 10.7
Ghana 5.4 4.9 12.9 22.5 1.8 47.5
Nigeria 2.6 5.8 12.7 8.0 2.8 31.9
Note: In this and the next table figures for Benin and Nigeria under ‘Ethnic grouping’ actually refer to ‘region’.
Table 7.3.1.2: Percentage of variation in postpartum sexual abstinence 
accounted for by each background variable





Benin 1.0 1.5 0.8 3 .0 0 .6 6.9
Cameroon 0.2 1.9 0.3 9.8 0 .8 13.0
Cote d’Ivoire 0.4 1.0 1.8 5 .0 0 .7 8.9
Ghana 0.7 2.5 12.6 32 .4 1.4 49.6
Nigeria 0.8 1.4 0 .6 6 .2 0.5 9.5
The dominant position of ethnic grouping among the five background variables is even 
more evident in the data on sexual abstinence: it accounts for well over half of the total 
explained variation in each of the data sets except that of Benin. In fact, with the 
exception of religion in the Ghanaian data, no other variable can be considered as 
having associations of any importance.
Proportions of total variation explained do not, however, reflect the manner in which 
the background variables are associated with subsets of the sample: a variable may not 
be important over the whole sample and yet have substantial importance in certain 
subgroups. Trees drawn from the results of the splitting process performed by AID give 
an idea of how important each variable is in the various subgroups. These are discussed 
below.
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7.3.2 Structure of relationships in breastfeeding data
Figure 7.3.2.1 shows AID trees obtained from the splitting process for the data on 
durations of breastfeeding. Group mean durations have been presented in their raw 
form, with no adjustments made for age at confinement, so that the actual magnitudes of 
durations and of group differentials are preserved; elsewhere in this and the next 
sections such adjustments were made, and were found to be minimal in nearly all cases. 
This point is borne out further by the very low correlations found between age and the 
two dependent variables (Table 7.3.4.1). Figures provided against ‘proportions 
explained’ are based on a one-way analysis of covariance in which the final subgroups 
shown in the tree diagrams constitute factor categories. Note that these are not the same 
as the results presented in Tables 7.3.1.1 and 7.3.1.2. The proportions of total variation 
explained by the final subgroups are, with the exception of the Ghanaian and perhaps 
the Nigerian data sets, insubstantial. However, the price paid for the resulting
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simplification of the classification of respondents is hardly too high in any of the cases, 
since well over half of the explained variation in the national samples are accounted for.
As in the case of birth intervals (Chapter 6), none of the background variables has a 
consistent pattern of relationships across the five samples. In the Benin data, where 
urbanization is associated with some reductions in the duration of breastfeeding among 
both Northerners and Southerners, other factors, in this case Christianity, have similar 
associations only among respondents from small localities in the South. Note that 
although small urban areas combined with rural areas among Southerners and with large 
urban areas among Northerners, the apparent regional difference may simply be an 
artifact of the definition of ‘urban’ used (see Chapter 3, Section 3.4.3). In spite of a 
high degree of heterogeneity among Northern respondents as indicated by the large 
standard deviations, no variable other than residence was ‘useful’ for splitting. That 
education did not enter the model largely reflects its high association with residence 
among both Northerners and Southerners, and with religion among Southerners (see 
Sonquist, 1970: 78 - 79; strong correlations between these variables are indicated in 
Table 3.5.3.1, p. 69). In fact, education was the second most important factor in groups 
2 and 3, and would have been used to partition group 4 if the splitting process had been 
carried a step further. For the South (group 3), mean durations of breastfeeding for the 
various educational categories, adjusted for age at confinement, are 20.9 months for 
respondents with no formal education (N = 1373), 17.2 for those with primary 
schooling (N = 147), and 12.2 for those in the Secondary + category (N = 48). 
Corresponding figures for the North are 26.5 (N = 531), 20.7 (N = 43) and 19.8 (N = 
10) respectively.
In the Cameroonian data strong associations with ethnicity are indicated only among 
respondents with no formal education. If we assume that such respondents adhere more 
closely to traditional norms, then the results suggest, for breastfeeding, that education is 
strongly associated with considerable declines in the influence of traditional practices. 
Whereas Bantus with no formal education constituted one, somewhat homogeneous, 
subgroup within which none of the other background variables available showed
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Figure 7.3.2.1: Relationships between background variables and the reported durations of breastfeeding
in the last closed birth interval
a) Benin
Variation explained = 121 %
Note: y is the mean duration of breastfeeding,
y 1hA mpnn an« at iast-hi it-nr>A mrtinpmAnt
Non-Chrtslan 
N - 909 
y-21.9 
s.d^y) -  9.0 






N -  364 
y -  16.9 
s.d.(y) ■ 7.3 
X -  24.4
N -534
s.d.(y) -  9.5
x .  23.8
N -  2152 
y -  21.9 men »is 
s.d.(y) -  8.7 
x -  24.2 m ortis
Urban (smai and large) 
N .  127 
y -  22.5 
s.d.(y)-  8.7 
x -  23.1
Rural, Small urban 
N •  1204 
y - 21.4 
s.d.(y) -  8.8 
x •  24.3
b) Cameroon
largely traditional reSgionVariation explained = 17.0%
Other religion' 
N -  281 
y •  23.1 
s.d.(y) -  8.2 
x -  24.6
N a 729




y -  20.6 
s.d.(y) -  6.5 
x -  25.7
Secondary
y -13.2
s.d.(y) -  5.3
Semi Bantu, Northern 
N -1428 
y-21 .5  
S-d.(y).  6.6 




s.d.(y) -  6.1 
x -  25.1
N -2720 
y -19.3 months 
s.d4y) 6.3 




N -  2232 
y » 16.2 months 
s.d.(y)-  6.3 
x *  24.0 years
* largely raditional religion
Variation exDlained = 6.9%
Modem 
N -833  
y - 17.5 
s.d.(y)» 62  
x •  23.6
Non-agia iliral 
N -231 
y -14.9  
s.d.(y) -  5.5 
x -  22.1
Krcxj, Mancie, Voltaic 
N -3 3 4  
y -1 5 1  
s-d.(y)« 7.0 
X -2 5 4
Akan, Other African 
N -  222 
y - 150 
s.d4y) -5 .8  
x -  26.5
Christian 
N -  612 
y -  14.0 
s.d.(y) -  5.6 
x -  23.4
Otter relgion" 
N -  787 
y - 165 
s.d.(y) -  54  
x -  24.7
d) Ghana
Norvwhite-coäar occup. 
N -  262 
y -  23.8
Non-tradtional religion 
N -  288 
y -1 8 2  
s.d.(y) -  6.8 
X -24.1 No occupation 
N -  49 
y -18.7 
s.dJy) -  8.5 
x -2 5 0
N -  294
s.dry) -  6.0
x -  24.7
N-2722 
y -  151 montis 
s.d.(y) -  6.6 
x -  24.8 years
Northern 
N -5 9 9  
y -20 .7  
s.dry) -7 .9  
X  -  24.5
Akan, Ga-Adangbe, Ewe 
N -  2123 
y -13 .6  
s.d.(y) -  52 
x -  24.9
Trationa l religion 
N -  311 
y - 23.0 
s.d.(y) -  82  
x -  24.9
Akan, Ga-Adangbe 
N - 1165 
y -13 .8  
s.d.(y) -  5.0 
X -  252
N »664
x -  24.4
y -14.4
N -  1459
s.d.(y) •  7.9 
X -  24.8




Variation explained = 22.0%
* l.e., non-Christian, non-Mosiem, and non-radibona/ 
(19 cases)
y -  18.7
N -2975
x -  22.7
y -  14.0
x -  24 6
y -  13.1
x -2 2  5
No educator). Korane 
N -  1412 
y -  1S.S 
s.d^y) -  5.5 
x -  24.5
N-«aW. N-wav. S-west
y -  16.9
Ntosram, iraoilonal religion 
N -  671 
y -  18.8 
».d.(y) -  7.9 
x .  24.8
Secondary *
y -  9.6
x -  22 .1
y -  17.2
Pnmary or lower 
N -  2258 
y -  14.7 
»-d.(y) 6.1 
x -  23.7
Chns« an 
N -  2405 
y -  14.4 
s.d.(y) -  6.1
y -  21.0
x -  21.7
N -  1211
y -  18.0
No educaton. Korane
No religion, Other’ 
N -137 
y -  14.1 
s.d.(y) -  5.0
y .  17.0
x -  24 3
Pnmary or higher 
N .  182 
y -12.8 
s.d.(y) -  6.6 
x -  222
significant differentials, among Semi Bantus and Northerners from the same 
educational category religion appears to be an important factor, with adherence to a 
non-traditional religion being associated with shorter durations of breastfeeding. This 
point is noteworthy, for breastfeeding durations are shorter among Bantus than among 
the other two ethnic groupings.
Two main groupings are indicated in the Ivorian breastfeeding data. Moslems, 
whatever their ethnic background, ended up in one not-too-heterogeneous subgroup 
with the following adjusted mean durations of breastfeeding: 19.1 months for Akan (N 
= 31), 14.3 for Krou (N = 6), 18.0 for Mande (N = 314), 17.0 for Voltaic (N = 97), and 
17.0 for ‘Other Africans’ (N = 385). Since these ethnicity differentials are not 
important, we are not looking at important deviations from what may be regarded as
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antecedent influences. Although non-Moslems (largely Christians and Traditionais) 
tended to have shorter durations, profession of Christianity was associated with even 
shorter durations, whereas a respondent adhering to a traditional religion had to be in a 
non-agricultural occupation to become associated with similarly ‘short’ durations. 
Again, the relationship between education and breastfeeding does not appear to be 
strong, although the former was the most important variable among Christians (group 
4). As with ethnic grouping, differentials between educational categories, though in the 
expected direction, are not important. It is also interesting that, as in Cameroon (and in 
southern Ghana, see below), ethnic factors remain important within the most traditional 
subgroup (group 7).
Two principal groupings are also indicated in the Ghanaian breastfeeding data: the 
three southern ethnic groupings, with generally shorter durations, and the longer- 
duration Northern grouping. Among the southern groupings urban residence is 
associated with untraditionally short durations of breastfeeding, whilst the persistence 
of traditional practices in the rural areas is indicated by the partition of group 5 along 
ethnic lines, a result similar to the one obtained for Cameroonian respondents with no 
formal education. This relatively powerful differentiation by residence was not 
reproduced in the Northern grouping, partly because religion substituted for type of 
residence, the correlation between these two variables among Northern respondents 
(Table 3.5.3.1, p. 69) being fairly high. A similar substitution may have occurred in the 
case of education, which was partly-replaced by ethnic grouping in the national sample. 
Although education accounted for 4.9 per cent of the total variation in the national 
sample, this percentage dropped to only 1.2 in group 2, and nil in group 3. Education 
was, however, the most important variable in the southern urban group (group 4). The 
adjusted mean durations for educational categories in group 4 are as follows: No
education 12.8 months (N = 291), Primary 12.0 (N = 79), Middle 11.1 (N = 234), and 
Secondary or higher (Sec +) 9.1 (N = 60). In comparison, the corresponding means for 
group 3 (Northern) are 21.0 (N = 560), 16.8 (N = 15), 18.2 (N = 20; the unadjusted 
mean for this category is 15.6), and 12.2 (N = 4) months respectively. The explanatory
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power of occupation was even lower than that of education, and its use in splitting 
group 8 may have been largely the result of the substitutions mentioned earlier.
In the Nigerian data Christians and non-Christians show different factor associations. 
Among Christians, formal education is associated with fairly homogeneous subgroups 
having shorter mean durations of breastfeeding. For respondents with no formal 
education, however, region of residence, our proxy for ethnicity, remains an important 
factor. Among non-Christians the results indicate greater sophistication in the 
economically more modernized south than in the north. With respect to the remaining 
variables, type of residence was the second most important factor in groups 2 and 5 but 
was otherwise generally unimportant. Occupation was second in group 3, but was 
partly substituted for by education.
The absence of symmetry in the tree diagrams is indicative of the strength of 
interactions between background variables (Sonquist and Morgan, 1964; Sonquist, 
1970; Blalock, 1981: 538 - 540). Much of the above discussion, of course, concerns 
these interaction effects, since an interaction is another way of saying that associations 
between breastfeeding practices and the various background variables differ among 
subgroups within each national sample. Interactions among background variables are 
equally strong with respect to sexual abstinence.
7.3.3 Structure of relationships in the data on postpartum sexual abstinence
AID trees for the abstinence data are shown in Figure 7.3.3.1. The picture is, on the 
whole, much simpler than for breastfeeding. Among ethnic groupings with mean 
durations of no more than 12 months (Bantu and Northerners of Cameroon, the three 
southern groupings of Ghana, Akan and Other Africans of Cote d’Ivoire) no modifying 
factor was useful enough for splitting, and, in fact, differentials between subgroups
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Figure 7.3.3.1: Relationships between background variables and the reported durations of postpartum
sexual abstinence in the last closed birth interval
a) Benin
Variation explained = 3.0%
All
N -  2641 
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y -  14.2 
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x -  24. 2
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N -  787 
y -  11.6 
s.d.(y) -  8.6 
x -  24.3South 
N - 1879 
y -  13.1 
s.d.(y) -  9.6 
x -  24.4
Note: y is the mean duration of sexual abstinence, 
x the mean age at last-but-one confinement
b) Cameroon
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defined on modifying factors tended to be small. For example, adjusted mean durations 
for educational categories are, for the Bantu and Northerners of Cameroon: No
education 12.2 months (N = 1226), Primary 11.6 (N = 470), Secondary + 8.7 (N = 107); 
for the Akan and Ga-Adangbe of Ghana: No education 6.5 (N = 1108), Primary 6.4 (N 
= 223), Middle 5.9 (N = 483), and Secondary + 5.4 (N = 73); the corresponding figures 
for Ghana’s Ewe are 11.6 (N = 216), 10.4 (N = 65), 10.7 (N = 117), and 6.9 (N = 9) 
months respectively; and for the Akan and Other Africans of Cote d’Ivoire: No
education 10.6 months (N = 1148), Primary 8.8 (N = 154), and Secondary + 7.9 (N = 
53). Differentials between residence categories were much smaller, and so were 
occupational differentials which, to some extent, reflected those of education.
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Similarly, no significant correlates were identified for North Benin although, with a 
mean of over 16 months, it does not quite resemble the groupings described above.
The relative simplicity of the structure of relationships in the abstinence data is reflected 
further by the fact that in the groupings in Benin, Cameroon and Ghana where splitting 
did take place it was done on only one variable in each case. The only complex 
structures were from Cote d’Ivoire where significant three-factor interactions involving 
ethnic grouping, religion and occupation are observed, and from Nigeria where the 
same order of interactions is observed between region, religion and residence, and 
between region, education and religion. Significant two-factor interactions also exist in 
all five data sets. Note that in the largely Yoruba South-west region of Nigeria, 
Catholics, Traditionais, and respondents professing no religion have mean durations that 
are well below those of Moslems and non-Catholic Christians. This rather unexpected 
result contrasts with results obtained elsewhere showing longer durations for adherents 
of traditional religion, and is probably due to a severe selection bias involving 
Traditionais, Catholics and those professing no religion.
In general, a positive relationship exists between group means and their standard 
deviations for both breastfeeding and abstinence. For subgroups defined on ethnicity, 
greater relative homogeneity implies there is little incentive for deviation. This might 
be the case, for instance, with abstinence among the Akans and Ga-Adangbes of Ghana. 
For subgroups defined on factors such as education, relative homogeneity may imply 
the existence of substantial peer group effects. This appears to be particularly so with 
breastfeeding in Cameroon (education), southern Ghana (urbanization), Cote d’Ivoire 
(Christianity) and among Nigerian Christians (education).
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7.3.4 Correlations between breastfeeding, sexual abstinence, birth order and age 
at confinement
Additional insights into the nature of the postpartum practices among respondents may 
be gained by looking at relationships between breastfeeding and abstinence in each of 
the ethnic groupings, and the extent to which each variable depends on the order of the 
confinement which initiated the last closed birth interval, and on age at that 
confinement. Pearson’s product-moment correlation coefficient is used for this 
purpose.
Table 7.3.4.1 shows that, on the whole, women who breastfeed for long durations are 
also likely to abstain sexually over a long period. Subgroups deviating from this 
general pattem have one thing in common: their members tend to abstain for periods 
that are considerably shorter than the durations of breastfeeding. Included in this 
category of subgroups are Akan and Ga-Adangbe of Ghana in particular, but also the 
Northern Cameroon grouping and the Akan of Cote d’Ivoire. These are groupings 
among whom postpartum sexual abstinence could hardly be described as a lactation 
taboo, although, as Schoenmaeckers et al. (1981) have suggested, longer durations of 
abstinence may have been the norm at some time in the past. In contrast, the statistical 
evidence does suggest a strong cultural relationship between the two postpartum 
variables among most of the subgroups.
The correlations between birth order and the postpartum variables are weak in all cases. 
Note that even in those cases where the coefficients are comparatively more significant, 
as, for example, among Semi Bantus, the fact that similar correlations exist with age 
suggests the possibility of an age effect. Although the coefficients are based on only 
one interval per woman, the lack of significant association is not the result of different 
patterns of intra-woman variation cancelling out at the subgroup level. This can be 
inferred from the strong correlations observed for reported durations of each variable 
for the last and the last-but-one live births (footnote 2, p. 212). The lack of dependence
Table 7.3.4.1: Coefficients of correlation between breastfeeding (BFED) and abstinence 
durations, birth order, and age at confinement: last-but-one births 














Benin .46** .04 .08* .05 .10**
South .48** .05 .08* .05 .08*
North .37** .04 .03 .08 .10
Cameroon .50** .09** .05 .10** .04
Bantu .47** .09 .05 .04 .0007
Semi Bantu .69** .16** .13** .14** .10**
Northern .23** .06 .04 .06 .01
Cote d’Ivoire .48** .09** .05 .11** .04
Akan .28** .10 .08 .07 .03
Krou .65** .17* .14 .23** .12
Mande .59** .10 .06 .13* .05
Voltaic .54** .17 .04 .21** .11
Other African .38** .03 .04 -.008 .003
Ghana .58** .05 .03 .03 -.04
Akan .10** .03 .09* -.06 -.05
Ga-Adangbe .12 .14 .12 -.06 -.02
Ewe .35** .04 .04 .05 .04
Northern .73** .13* .06 .11 .02
Nigeria .50** .02 -.02 .06** -.05*
N-east .49** -.03 .04 -.01 -.01
N-west .33** 03 -.02 -.03 -.10*
S-east .61** .10** .02 .07 .03
S-west .60** .14** .07 .15** -.002
Note: * is significant at .01, ** is significant at .001.
implies, among other things, that parity-related fertility control is not an objective of 
prolonged breastfeeding or abstinence.
The correlations between the two postpartum variables and age at confinement are 
equally low. It is quite possible for the last-but-one confinement to have occurred at 
similar ages for a large number of respondents, since these births span a long period of 
dme. To facilitate the interpretation of relationships involving age at confinement — in 
terms of generational trends in postpartum practices — all the correlation coefficients 
presented in Table 7.3.4.1 have been calculated over only last-but-one live births which
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occurred in the ten years preceding the interview. The percentage of last-but-one births 
falling in this category ranges from 74.8 among the Bantus of Cameroon to 91.7 among 
Other Africans of Cote d’Ivoire; no such restriction was imposed on the data for the 
preceding analyses. The results indicate little change, except among Semi Bantus and 
respondents from Southern Nigeria for breastfeeding, and among Semi Bantus, Krous, 
Voltaics and respondents from South-west Nigeria for abstinence. It will be realized 
that Semi Bantus and South-west Nigerians have long durations of both breastfeeding 
and abstinence, a situation which, in the light of earlier results, could be considered 
quite conducive to generational change. However, several other subgroups with 
similarly long durations exhibit virtually no indication of change in postpartum 
variables; this is especially the case with groupings from the northern parts of the 
various countries, among whom, arguably, not many of the social changes caused by 
factors such as education and urbanization have occurred. On the whole, more change 
seems to be taking place with respect to abstinence than with respect to breastfeeding.
7.4 Further Insights from Data Relating to the Last Live Birth
The low correlations between birth order and reported durations of breastfeeding and 
sexual abstinence imply that the estimated structure of relationships between the two 
postpartum variables and background variables may not differ much whether one uses 
data relating to the open birth interval or data relating to the last closed birth interval. 
Nevertheless, estimates of actual durations obtained from the open interval may be 
more accurate than those obtained from the closed interval, partly as a consequence of 
selection effects, and partly because misreporting may be less serious with respect to 
information relating to the open interval than to the closed interval, since the former is 
more recent. Thus estimates of trends in durations of breastfeeding and abstinence 
based on the open birth interval are likely to be more reliable. This section presents 
estimates of trends based on exploratory grouped data PH analyses. In addition, to
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provide for some form of comparison to results given in Section 7.3 for the last closed 
birth interval, there are also results of extensive grouped data PH analyses based on the 
Ghanaian data. Grouping intervals used for both breastfeeding and sexual abstinence 
are 0 : 4 months, 5 - 7, 8 - 10, 11 - 13, 14 - 16, 17 - 19, 20 - 28, 29 - 40 and 41 - 60. 
Time-dependence was defined as outlined in Section 5.2 of Chapter 5, that is, with 
respect to the midpoints of each interval. Adjustments for the effects of ‘nuisance’ 
factors were made in the manner described in Chapter 5, Section 5.3.5. For 
breastfeeding, the date of death of the child, where applicable, was used as an additional 
censor. The choice of the Ghanaian data set for complete analysis was largely 
motivated by the fact that it showed the most changes in birth spacing (Chapter 6).
7.4.1 Estimated differentials in durations of breastfeeding and postpartum sexual 
abstinence, Ghana
The ‘final’ PH model for breastfeeding involves ethnic grouping (Akan/Ga-Adangbe, 
Ewe, Northern), religion (traditional, non-traditional), current residence (rural, small 
urban, large urban) education (Primary or lower, Middle and Secondary +), occupation 
(None or agricultural, sales, and Other, including white-collar and ‘skilled’ and 
‘unskilled production’) and age at last live birth (34 years or under, and 35 or above). 
The order of the last child (multiple last births counted as one) was not found to be an 
important factor. Period of last live birth, in completed years before the interview, was 
included in the model at a second stage, and is discussed in Section 7.4.2. The only 
significant interactions (a = 0.05) were found between ethnic grouping and religion, 
Northern respondents with traditional religion being associated with particularly long 
breastfeeding durations, as shown in Table 7.4.1.1.
On the whole, estimates of ethnic differentials do not differ very much from those 
shown in Table 7.1.1 even after adjustments have been made for the effects of
residence, education, occupation and relative age. Estimated differences in medians 
between religious categories are about two months for Akans/Ga-Adangbes, nearly 
three months for Ewes, and over six months for Northerners. Table 7.4.1.1 also shows 
that estimated differentials by categories of current residence, education and occupation 
are very much in the expected directions. There were virtually no differences between 
the two relative age categories, estimated medians being, for instance, 17.7 months for 
relative age 34 years or under, and 17.9 months for 35 or over.
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Table 7.4.1.1: Estimated differentials in duration last child was breastfed 
by categories of background variables, Ghana
Variable and 
Subgroup
Relative risk at duration 
6 12 18 24 30
Survivor function 
q(l) Median q(3)
Ethnic grouping and religion:
l. Akan/Ga-Adangbe, non-traditional — — 1.00 — — ll.l 13.6 19.5
traditional — — 0.77 — — 12.2 17.0 23.5
2. Ewe, non-traditional — — 0.69 — — 11.9 16.7 23.8
traditional — — 0.52 — — 13.1 19.4 30.2
3. Northern non-traditional 0.21 0.31 0.45 0.66 0.97 15.3 20.8 28.1
traditional 0.20 0.24 0.29 0.34 0.41 18.6 27.2 40.1
Current residence:
l. Rural — — 1.00 — — 12.4 18.6 29.9
2. Small urban — — 1.36 — — 11.1 13.6 20.3
3. Large urban — — 1.78 — — 9.9 12.8 19.7
Education:
l. Primary or lower — — 1.00 — — 12.4 18.6 28.9
2. Middle school — — 1.20 — — 10.9 13.3 19.3
3. Secondary + 2.48 1.64 1.09 0.73 0.48 6.3 10.4 13.1
Current or most recent occupation:
l. No occupation, agricultural — — 1.00 — — 12.4 18.5 29.7
2. Sales — — 1.13 — — 11.6 17.1 26.3
3. Other — — 1.56 — — 10.0 13.1 22.0
Note: q(l) and q(3) are, respectively, the first and third quartiles (in months since confinement) of the survivor functions. 
Estimates under each variable or combination of variables have been adjusted for the effects of the others, and for age at 
last confinement.
Estimated differentials in durations of postpartum sexual abstinence are shown in Table 
7.4.1.2. If abstinence is not necessarily a lactation taboo, then it may not be terminated
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as soon as the child dies. Consequently, unlike in the case of breastfeeding, the death of 
the child has not been used as an additional censor. The approach adopted here, in fact, 
conforms with that used by the WFS: for duration of breastfeeding, the Standard
Recode File has a non-numerical category, ‘breastfed until died’; no such category was 
defined for abstinence. For respondents breastfeeding until the death of the child, 
survival times used for the additional censor were calculated directly from the birth 
histories. Occupation was excluded from the model for lack of substantive interest, 
although it appeared to be important among respondents from the North. Again, birth 
order was not found to be significantly related with abstinence, especially after age at 
last confinement had been controlled.
Only two age categories were found to be necessary, as was the case with breastfeeding. 
However, this time the relevant categories were 24 years or under, and 25 or above. 
The younger mothers had slightly lower risks at the shorter durations at which a 
majority of respondents resumed sexual relations, and higher relative risks at longer 
durations, although differences were very small, estimated medians (adjusted for ethnic 
grouping, religion, residence and education) being 9.0 months for the younger mothers, 
and 8.8 for the older ones.
Significant interactions (a  = 0.05) were found between ethnic grouping and religion, 
and between ethnic grouping and residence, so these three variables are grouped 
together in the table, and the results have been adjusted for education and age at last 
confinement. In fact, as the results show, the only important residence differences are 
found among Ewes, and the only important religion differences, among Northerners.
Table 7.4.1.2: Estimated differentials in duration of sexual abstinence after 
the birth of the last child by categories of background variables, Ghana
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Variable and Relative risk at duration Survivor function
Subgroup 6 12 18 24 30 q(i) Median q(3)
Ethnic grouping, religion and current residence: 
l. Akan/Ga-Adangbe, rural or small urban, 
all religions — 1.00 4.3 6.7 10.0
Large urban, all religions — — 1.26 — — 3.4 6.1 8.1
2. Ewe, rural or small urban,
all religions 0.38 0.50 0.66 0.86 1.12 6.9 11.5 12.8
Large urban, all religions 0.92 1.21 1.58 2.07 2.70 5.0 7.0 10.3
3. Northern, rural or small urban,
non-traditional 0.22 0.33 0.50 0.75 1.13 9.4 15.6 27.5
rural or small urban, traditional 0.12 0.17 0.26 0.40 0.60 12.9 26.2 55.3
Large urban, non-traditional 0.27 0.41 0.62 0.94 1.42 8.1 13.1 23.6
Large urban, traditional* 0.15 0.22 0.33 0.50 0.76 11.7 22.4 39.0
Education:
l. Middle school or lower — — 1.00 — — 5.4 9.3 31.4
2. Secondary + 1.15 0.90 0.71 0.55 0.43 3.3 6.1 8.9
* Fewer than 30 cases
Note: q(l) and q(3) are, respectively, the first and third quartiles (in months since confinement) of the survivor functions.
Estimates under each variable or combination of variables have been adjusted for the effects of the others, and for age at 
last confinement.
Significant interaction terms included in the models are indicative of the structure of 
relationships involving the explanatory variables. In this respect, some differences 
between the results presented in this section and those presented in Section 7.3 for the 
last-but-one live birth are apparent. For breastfeeding, the PH analysis on more recent 
data suggests that religion may be only a little less important among Akans/Ga- 
Adangbes and among Ewes than it is among Northerners, and that occupation and 
current residence are more or less equally important in all ethnic groupings. 
Furthermore, educational differentials in durations of breastfeeding are indicated, 
although education did not appear to be important in the earlier analysis (Figure 7.3.2.1 
D). Educational differentials are likely to be wider among Northern respondents than 
among respondents from the other groupings, since the traditionally-long durations 
practised by Northerners provide greater incentive for deviating. In the AID analysis, 
education was not used in splitting the Northern category because there were very few
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educated respondents. For abstinence, residence differentials appear to be important 
among Ewes and Northerners, although residence was not retained in the AID model 
(Table 7.3.3.1 D). Among Northern respondents this was largely because of the strong 
correlation between residence and religion (Table 3.5.3.1, p. 69). Notwithstanding 
these differences, the results from the PH analysis of data from the open birth interval 
essentially agree with those from the AID analysis of data from the last closed birth 
interval.
7.4.2 Exploratory analysis of recent trends
Evidence of recent changes in durations of breastfeeding and postpartum sexual 
abstinence was sought through the use of grouped data PH models with the same 
grouping intervals as above. For Ghana, period of last confinement was added to the 
models whose results were discussed in the preceding section, so period measures have 
been adjusted for ethnic grouping, religion, current residence, education, age at last 
confinement, and, in the case of breastfeeding, current or most recent occupation. For 
the other data sets simple models involving period and one each of ethnic grouping or 
region, residence and education, together with their interactions, were used, so no 
adjustments for other factors were made. Period categories were the same as in Chapter 
6, that is, 0 - 6, 7 - 11 and 12 or more years, although in most cases differences between 
the last two categories were not important so they could be merged.
The results show few marked differences that indicate real changes, especially when 
viewed in the context of the quality of the data. For Benin, no change in breastfeeding 
is perceptible, and only slight reductions in durations of abstinence are apparent, 
illustrated by an overall decline in estimated medians from about 24 months to about 22 
between the 12 + period and the 0 - 6 period.
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Durations of breastfeeding among the Cameroonian respondents appear to have 
remained unchanged, although negligible changes, perhaps the result of stochastic 
variation, are indicated among urban respondents: estimated medians of 18.7, 16.4 and 
17.8 months for the 12 +, 7 - 11 and 0 - 6 year periods respectively. Similarly, little 
change in durations of abstinence is perceptible except among respondents with no 
formal education: relative risk of 0.79 and median of 17.8 months for the 0 - 6 years 
period, compared to 1.00 and 14.9 months respectively for the 7 + years period. These 
apparent changes may well be due to misreporting. Whereas the fertility increases 
reported in Chapter 6 led me to expect significant declines in durations of breastfeeding 
and abstinence, the results reported here, assuming the absence of excessive 
misreporting, suggest that changes in traditional postpartum behaviour may have played 
no role.
The Ivorian data set also shows no recent changes although, for respondents with 
primary school education, estimated medians are about three and a half months longer 
for breastfeeding, and about two months shorter for abstinence, for the 0 - 6 period as 
compared to the 7 + period.
Among the Ghanaian respondents no changes are evident for sexual abstinence, but for 
breastfeeding, overall changes, adjusting for the other factors listed earlier in this 
section, are rather substantial. The estimated relative risk for the 0 - 6 period is 0.64 but 
1.0 for the 7 + period, and the corresponding medians are 18.4 and 13.6 months 
respectively. Further analysis indicates that virtually all the purported increase in 
breastfeeding durations occurred in the three years preceding the interview. More than 
three-fifths of the last confinements concerned took place during this period. Once 
adjustments have been made for other factors, estimated increases are important only 
among Northerners and Ewes for ethnic grouping; for residence, among respondents 
from rural areas; and for education, among respondents from the lowest (Primary school 
or lower) and the highest (Secondary +) categories. Identical results were obtained 
from ordinary product-limit life tables. Estimates of period differences have not been 
affected by the use of child’s death as an additional censor. Although severe
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misreporting cannot be ruled out, it must be noted that respondents with Secondary 
education, who are expected to yield relatively accurate data, are associated with an 
increase of about 4 months between the two periods. Although it would be interesting 
to link these apparent increases in durations of breastfeeding to the lengthening of birth 
intervals (Chapter 6, Section 6.4.4), the increases appear to have been accompanied by 
only a negligible increase in reported durations of amenorrhoea.3 Longer durations of 
supplemented breastfeeding may, of course, have little effect on amenorrhoea. In the 
present case it is probable that longer breastfeeding durations also contributed little to 
the longer birth intervals estimated in the last chapter. Further work, including 
additional data, will be required to ascertain the extent and reasons for these unexpected 
trends in breastfeeding.
Finally, among the Nigerian respondents, results for breastfeeding suggest fairly large 
increases, with estimated medians rising from 18 months in the 7 + period to 22 months 
in the 0 - 6 period. The estimated increases in medians appear particularly high for 
respondents with primary school education, from about 12.5 months to about 18.8 
months, and for ‘city’ respondents, from about 15 months to about 20. Like the results 
for Ghana, these are unexpected findings which call for a deeper investigation. 
Although misreporting is not excluded, it must be noted that the information was 
solicited in the form of duration of breastfeeding, so the ‘Potter effects’ observed in the 
Nigerian fertility data (Chapter 4, Section 4.5) would have contributed little, if any, to 
the reported changes. In contrast to breastfeeding, the data on abstinence show very 
small reductions in durations overall, and larger ones among respondents from the 
South-west. In fact, in the case of the South-west subgroup the nature of the results 
(estimated medians are 19.1 for the 12 + period, 25.4 for the 7 - 11 period, and 21.4 for 
the 0 - 6 period) suggests no clear patterns, and raises the likelihood of misreporting, 
particularly for the earliest period.
3 For amenorrhoea, once ethnic grouping, current residence and education have been controlled, the estimated relative risk for the 0 
- 6 yean period is 0.87, versus 1.0 for the 7 + years period. The corresponding quartile estimates of the adjusted survivor functions 
(in months) are: first quartile, 8.2 versus 7.5; median, 12.4 versus 11.8; and third quartile, 18.8 versus 16.5. It should be recalled 
(Section 7.2) that the quality of the Ghanaian amenorrhoea data may not be good.
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7.5 Conclusion
The results presented above suggest ethnicity as an important determinant of both 
breastfeeding and postpartum sexual abstinence. Since these two postpartum variables 
play a crucial role in West African reproduction, ethnic boundaries4 may be considered 
as coinciding with the boundaries of the more dominant cultural fertility models in the 
region. Such a conclusion has clear implications for research into the determinants of 
high fertility in the region, and for the design of action programmes aimed at fertility' 
control.
It is undeniable that the various ethnic groupings have followed different cultural 
models in the past and continue to do so even today. That this is so is supported not 
only by the existence of important ethnic differentials, but also by the fact that most of 
the statistical interactions observed above involve ethnic grouping. These interactions, 
and differentials between categories of modifying factors, also point to the evolution of 
new cultural models mostly associated with reductions in postpartum durations. These 
reductions in the influences of antecedent traditions are associated with the major agents 
of social change: education, urbanization, and religion. It is significant that the most 
palpable changes seem to have occurred with respect to traditionally long durations and 
among those groupings that have undergone the most social change, and that where the 
durations have traditionally been short, little change has occurred and indeed 
differentials between subgroups defined on the modifying factors are not very 
important. That there is an interaction between the length of the original durations and 
the extent of social change — as measured by distributions of the modifying factors — 
is borne out by the existence of groupings with traditionally long durations but little 
overall change in postpartum behaviour. Since subgroup differentials in these 
groupings tend to be of the same order and direction as among the other originally long- 
duration groupings, it is probable that ethnic differentials will eventually disappear.
4 Here is meant abstract socio-cultural boundaries, not geographic ones.
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The results of the PH analysis suggest that, apart from a few cases such as breastfeeding 
in Ghana and Nigeria, changes in postpartum practices are not rapid enough to be 
striking. For the exceptional cases, additional information is required before one can 
arrive at any conclusion. In the case of Ghana, for instance, the fact that similar 
changes are not evident for sexual abstinence raises the possibility that changing 
economic circumstances played a role in the increases in durations of breastfeeding.
In spite of the apparent stability, the association between the agents of socio-economic 
and cultural change and the shortening of breastfeeding and abstinence durations 
implies that, overall, durations are being reduced as more women become educated, 
move into urban centres, or abandon traditional religion. Apart from a few cases related 
to residence and education in the Ghanaian data set and, to a lesser degree, the Beninois 
one, these reductions in postpartum durations are reflected to some extent in interbirth 
intervals (Chapter 6). Among the Ghanaian respondents, the inverse relationship 
between postpartum variables and birth intervals may be explained by increasing 
recourse to modem contraceptives. Whether such a substitution takes place in all the 
populations under study, and to a sufficient degree to do more than keep fertility at its 
very high levels, depends on what happens to the cultural models of fertility. This and 
similar issues are discussed in the concluding chapter.
CHAPTER 8
CONCLUSION
In line with the aims set out in Section 1.4 of Chapter 1, this study has been primarily 
concerned with the estimation of differentials in breastfeeding, postpartum sexual 
abstinence, and the quantum and tempo of fertility between categories (or combinations 
of categories) of a few ‘explanatory’ variables: ethnic grouping, religion, type of place 
of current residence, level of education and, for the two postpartum variables, current or 
most recent occupation. Hazard models methodology has served well in this work, 
enabling not only the measurement of subgroup differences, but also the recognition of 
statistically significant interactions between these variables. It seems thus appropriate 
to begin this chapter with a few remarks about the technique.
The results presented in Chapter 5 illustrate the flexibility of the methodology for 
various types of failure time data. For instance, where failure time has been recorded 
more or less exactly and there are few ties, one can obtain fast and precise estimates by 
using the partial or marginal likelihood methods, or where ties are moderately heavy, by 
using an approximative formulation such as that of Oakes. For grouped or heavily-tied 
data the grouped data formulation of Appendix 2.3B or some other discrete method may 
be used. Grouped data models are particularly useful when the quality of reporting of 
failure time is not very good, since they do not make unreasonable demands on the data. 
While the method selected must be suitable for the data at hand, it must be noted that 
most PH methods are asymptotically equivalent and so the results of analysis do not 
depend unduly on the method if one pays proper attention to methodological issues such 
as the validity of the model. The three methods used in this study, for instance, yielded 
similar results.
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Perhaps the most important outcome of the methodological study is the demonstration 
(Chapter 5, Section 5.4) that hazard models provide robust estimates for moderately- 
sized samples, even where several population subgroups are to be compared. Other 
regression-based approaches would have, of course, yielded similar results. Since life 
table techniques are used in many areas of demography, this means that demographic 
surveys need not always involve the kind of large samples that characterized the World 
Fertility Survey. In addition to increasing the possibilities for depth of investigations 
and cost-effectiveness, it must be recognized that, other things being equal, the 
concentration of resources on smaller samples will result in improvements in data 
quality.
The application of hazard models (or other life table procedures) in the area of fertility 
requires changes in the way we assess fertility levels and differentials, since one must 
resort to summary measures that are quite different from those used traditionally. 
Fertility need not always be expressed in terms of rates. For instance, where the 
proportionality assumption holds, relative risks are a simple but convenient measure for 
comparing the birth-spacing patterns of different subgroups. Also, it should be 
considered an advantage to be able to estimate from the same model, measures 
representing the tempo of fertility, such as the median birth interval, and measures 
representing the quantum of fertility, such as B(60). The absence of familiar summary 
measures should not discourage the widespread application of such useful techniques. 
Moreover, with widespread use, ways may be found to relate the PH measures to 
traditional fertility rates.
This brings us to the discussion of the estimated differentials in the light of the 
hypothesis of cultural models. The arguments of Section 1.4 may be summed up as 
follows: (i) differentials in birth-spacing and in the level of fertility, apart from those 
caused by involuntary physiological factors, primarily arise because the corresponding 
sub-populations follow different models of fertility; (ii) where virtually no differentials 
exist, the defined subgroups can be considered as sharing a common cultural model, or, 
equivalently, the explanatory variable concerned can be considered as not being
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important in any cultural model; and (iii) the magnitude and direction of differentials 
associated with particular ‘modifying factors’ — explanatory variables other than ethnic 
grouping — may differ from one ethnic grouping to another, because the nature and 
direction of change in cultural models associated with a given modifying factor is 
expected to depend, among other things, on antecedent institutions and traditions. Thus, 
given the ethnic diversity, one would expect to find not one, but several traditional 
models, together with a possibly large number of models at various stages of modernity. 
Note that the estimated differentials are differences between estimates of sub-population 
averages, for in addition to stochastic variation in factors such as fecundability, the 
exercise of choice by each individual within socially recognized limits results in intra­
group variation.
While estimated differentials could be regarded as effects directly associated with 
particular explanatory variables, my preferred approach is to see them as representing 
differences between subgroups defined by those variables. In this respect, it is 
interesting that so many factor interactions were found to be statistically significant, for 
the existence of interactions precludes the assumption of straightforward relationships 
between particular factors and the dependent variable, and reflects the need to consider 
groups of individuals, rather than variables, as the important entities for analysis. Thus 
the ‘best’ factor categorizations obtained from the PH models and the AID analysis, and 
the pattem of statistical interactions observed, provide a basis for classifying the WFS 
respondents, and by extension the target populations, into subgroups which may be 
considered as following different cultural models of fertility. Differentials between the 
subgroups should, of course, be sufficiently distinct to justify the classification. Indeed, 
under the propositions recalled above, the critical empirical test of the assumption of a 
multiplicity of cultural models concerns the existence or otherwise of clear-cut 
differentials.
Although my results show the existence of some differentials in the tempo and quantum 
of fertility, these are, with the exception of the Ghanaian data set, quite narrow. 
Consequently it is reasonable to conclude, in spite of the wider differentials found with
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respect to breastfeeding and abstinence, that most of the ‘newer’ cultural models are, for 
the moment, not very different from the traditional ones, and that there may be only a 
small number of distinct models.
No attempt has been made to test directly for the existence of cultural models, but the 
fact that individuals from different socio-economic and cultural backgrounds tend to 
behave differently in at least some aspects of reproduction suggest that they are 
following different models. Individuals who choose to breastfeed and/or abstain for 
shorter durations than those prescribed by tradition are undoubtedly claiming new 
models of behaviour. Moreover, the existence of interactions between background 
variables emphasizes that change is taking place within different sociocultural contexts, 
and that antecedent institutions and traditions play a considerable role in the process of 
change.
No attempt has been made, either, to explain why individuals in different categories of 
some explanatory variables may follow different cultural models, beyond the initial 
argument that they have different outlooks on life and consider themselves different, 
and that they live within different socio-economic and cultural contexts and face 
different problems and choices. In this respect, and as argued in Chapter 1, ethnic 
grouping may be regarded as an important characteristic for the identification of 
dominant cultural models of the pretransitional and the transitional eras. Likewise, the 
modifying factors may be viewed as elements which have played major roles in the 
elaboration of new cultural models. In fact, as expected, differentiation by ethnic 
grouping remains important even though ethnic differentials tend to narrow under 
modernization, and will probably disappear altogether by the time fertility transition is 
achieved. That this is so is especially clear for the postpartum variables, respondents 
from the highest education categories exhibiting a tendency towards convergence 
irrespective of their ethnic backgrounds. There is also evidence, especially from the 
Ghanaian data set, that this convergence will eventually be carried over to the quantum 
and tempo of fertility as couples choose to limit their fertility.
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The hypothesis of cultural models is perhaps on its strongest ground with respect to 
breastfeeding and postpartum sexual abstinence, for two reasons. First, although ethnic 
differentials in these two variables are disappearing (as, for instance, between the Akans 
of Ghana and smaller groups around them such as the Ga-Adangbes and the southern 
Guans), considerable evidence still supports the view that the norms and traditions 
applying to these practices are largely ethnicity-based. The two postpartum variables 
may, in fact, be considered as the most important characteristics for differentiating 
between traditional cultural models. Second, these postpartum practices are among the 
first elements of traditional models to be affected by socio-economic and cultural 
change, and appear, in any case, to be the elements most easily affected by the forces of 
change. Chapter 7 provides ample evidence in support of these two observations.
In respect of the second point raised above, it must be noted that all the modifying 
factors used in the analyses are associated with substantial differentials, the more 
traditional categories (for example, rural respondents, those with no formal education, 
those in agriculture or petty commerce, and adherents of traditional religion) observing 
the longest durations, and the more modem ones, the shortest durations. Also, the 
widest differentials are found among respondents from ethnic groupings with 
traditionally long durations. In view of this interaction between the extent of social 
change and the length of the traditional duration, one can presume that change in 
postpartum behaviour occurs when the traditional durations are perceived as being 
unnecessarily long.
Why breastfeeding and postpartum sexual abstinence seem to be the only elements of 
the dominant cultural fertility models that have undergone change may be because they 
play a largely functional role, that of maximizing the survival chances of both mother 
and child, thereby ensuring the survival of as large a number of children as possible. 
Thus reductions in durations of breastfeeding or abstinence do not conflict with 
internalized high fertility ideals so long as neither the health of the child nor that of the
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mother is in danger (Lesthaeghe, 1988).i Consequently, changes in the two postpartum 
variables, when they are not accompanied by conscious, mental changes in fertility 
desires, do not represent important changes in traditional fertility models. In fact, the 
over-riding characteristic of traditional fertility models, and one that is common to most 
sub-Saharan societies, seems to be an overwhelming desire for what Fortes has referred 
to as ‘a numerous progeny’ (Fortes, 1978: 45). That this overpowering desire for a 
large number of children is shared by even most of the individuals who, under my 
conceptual framework, were originally regarded as following less traditional cultural 
models is indicated by the narrowness of the observed fertility differentials. These 
‘newer’ models of fertility are, therefore, in essence not yet very different from the 
dominant, traditional models.
Reductions in durations of breastfeeding and sexual abstinence within the context of 
high fertility require specific responses from each individual with respect to 
reproduction. One response, which can be described as laissez-aller, involves no 
compensatory actions with respect to fertility. As a consequence birth intervals get 
shorter while completed fertility remains solely the outcome of birth-spacing behaviour. 
This response is nurtured by regimes of natural fertility; other things being equal, it 
results in an increase in fertility. A second response involves attempts made to 
compensate for the loss of the contraceptive effects of prolonged breastfeeding and 
abstinence in such a way that little change in interbirth intervals occurs, and completed 
fertility remains largely unchanged unless changes occur in factors such as the age at 
which women begin their reproductive careers. Under a third response, a conscious 
effort is made to reduce fertility, either through longer birth intervals, or through parity- 
dependent fertility control, or both. Although change in traditional behaviour with 
respect to breastfeeding or postpartum abstinence is neither sufficient nor even
1 A slightly different argument is offered by McNicoll (1980), who suggests that these practices ‘may be linked to beliefs about 
ritual purity or about quality of infant feeding, with no connection to their large demographic consequences’ (p. 454). It is, however, 
unlikely that in the populations being studied here women who observe long durations of breastfeeding or abstinence are totally 
ignorant of the contraceptive effects of these practices.
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necessary for fertility to decline2, these three responses may be regarded as representing 
stages of fertility transition, in which case my analyses indicate that the third stage may 
have been initiated at the national level only among the Ghanaian respondents, and even 
there the evidence is far from conclusive. While some sub-populations in all five 
countries may have reached this third stage, on the whole the predominant situations 
involve a mixture of the first and second stages, together with cases where little change 
has occurred in even the postpartum variables.
This last state is typical of rural respondents with no formal education, and especially of 
respondents professing adherence to traditional religion. Little change in postpartum 
behaviour appears to have occurred among these subgroups over the two decades or so 
preceding the surveys, although a slow erosion of prolonged breastfeeding and 
abstinence may have been taking place. Since these are the subgroups least likely to 
resort to modem forms of contraception, their birth-spacing patterns and their overall 
fertility would not have changed much.
Erosion of the traditional durations of breastfeeding and abstinence have occurred in all 
the other subgroups, and they have reacted according to one or another of the three 
responses described above. In general, respondents with primary school education 
adopted the first response: they have not resorted to measures aimed at compensating 
for reductions in durations of breastfeeding and abstinence. Thus, with the exception of 
Cote d’Ivoire and Ghana where differences between the No schooling and Primary 
school categories were not found to be significant, most subgroups with primary school 
education appear to have experienced increases in fertility. In contrast, respondents 
with secondary school education or higher, with the notable exception of those from 
Nigeria, have tended to adopt some compensatory measures, and exhibit levels of 
fertility similar to or slightly lower than those of the most traditional categories. Some 
respondents with lower levels of education but who are resident in large cities, 
especially those from Ghana, also appear to be moving towards similar fertility control.
2 A marked reduction in durations o f abstinence may, in fact, help to bring about changes in conjugal relations which will promote 
fertility control: as J. Caldwell and P. Caldwell (1981) have argued, prolonged postpartum abstinence is inimical to the development 
of companionate marriage which, according to Caldwell (1977), is a prerequisite for substantial declines in fertility.
248
Since their abandonment of traditional postpartum behaviour has not led to higher 
fertility than among the more traditional subgroups, these sub-populations may, in fact, 
be considered as innovative. Note that this lower than expected fertility is not derived 
from the probable postponement of childbearing by these ‘innovators’ arising, for 
instance, from their having spent more years at school, since the fertility measures are 
based on birth intervals and, moreover, adjustments have been made for age at 
confinement One must not overlook, either, the fact that fertility levels among them 
are still high.
It is not surprising that adherents of traditional religion tend to be the most dedicated 
observers of traditional birth-spacing norms, since among religious categories they 
identify best with traditional culture. This faithfulness to tradition, as noted earlier, 
results in their having longer birth intervals and slightly lower fertility. One implication 
of this result is that profession of non-traditional religion is not necessarily accompanied 
by change in outlook on reproduction; for, as has been already stated, the major 
characteristic of traditional cultural models is the maximization of the number of 
offspring, and non-Traditionals have certainly not abandoned this ideal. Moreover, 
change in postpartum behaviour does not necessarily affect the belief systems which are 
at the core of traditional fertility models, as J. Caldwell and P. Caldwell (1987) have 
pointed out with respect to Nigeria. Thus although traditional religion seems to have 
played a very prominent role in the elaboration of traditional cultural models of fertility, 
it does not appear that the imported religions are playing any significant role in the 
elaboration of new models.
It should be noted here that deeper experiences of the newer religions appear to be 
leading to a transformation of aspects of the dominant cultural models. Assimeng 
(1980: 89), using data from Accra, observes that members of African ‘Pentecostal’ 
movements and of sects such as the ‘Jehovah’s Witnesses’ may be considered, in terms 
of their attitude towards fertility and other population questions, as
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pace-setter[s] in the transition of traditional peoples from a primordial style of life and 
behaviour oriented in myths, gods and ancestors, to a new rational and modernizing ethos 
in which the realities of the social and economic structure are very much taken into account 
in day-to-day life and conduct.
However, whether these attitudinal changes are occurring among members of 
mainstream Christian churches is not known, since the study was limited to fringe 
groups. Moreover, it is not clear whether education and/or the urban setting contributed 
to these changes.
If traditional fertility models are characterized by the desire for a very large number of 
children and yet the most traditional subgroups — those professing traditional religion 
— do not have the highest fertility, then one may infer that traditional models do not set 
any numerical targets for number of children, except perhaps the target of maximizing 
the number of surviving children. Further support for this view is provided by the large 
proportion of respondents in the five surveys who gave non-numerical answers (e.g., 
‘Up to God’, ‘As many as possible’) to questions concerning desired number of 
children: 31 per cent for Benin, 32 for Cameroon, 25 for Cote d’Ivoire, 10 for Ghana, 
and 35 for Nigeria. Note that even in those cases where numerical answers were given, 
it is not clear what the numbers represent. For instance, some may have been given 
simply because a numerical response was expected. Thus under traditional fertility 
regimes completed fertility is largely a function of age at first confinement and 
fecundability (including periods of postpartum non-susceptibility), and any fertility 
differentials are largely unintended. Consequently, the real distinction between a 
traditional model and one that can be regarded as modem to any degree is not change in 
postpartum behaviour per se, but the adoption of numerical norms about family size. 
This means that a very large proportion of the respondents, namely, subgroups which 
have experienced little or no change in the postpartum variables as well as those whose 
fertility has increased as a result of reductions in durations of breastfeeding and 
abstinence, are subject to traditional models of fertility.
What makes the ‘innovative’ subgroups choose to abandon, even in the small measure 
observed in this study, the tradition of seeking the maximum number of children that
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results from the interplay of age at first confinement and natural fecundability? I have 
argued, in relation to postpartum sexual abstinence, that the more modernized sub­
populations abstain for shorter periods because they perceive the traditional durations as 
being unnecessarily long and shorter durations as being legitimate for their social 
groupings; because they have knowledge of and access to alternatives to prolonged 
abstinence; and because they are willing to use these alternatives. In effect, similar 
perceptions and considerations are necessary for fertility to decline. The sub­
populations which have advanced furthest in the fertility transition are in a situation 
where these conditions are increasingly being met.
Although these ‘innovative’ subgroups have been characterized by education and, to a 
lesser degree, urbanization, it must be noted that these two factors are not always 
associated with lower fertility; neither are residence and education differentials nearly 
significant in all cases. Of the five surveys, the Ghanaian respondents, who exhibit the 
clearest differentials, were, on average, better educated (Chapter 3, Section 3.4.2). But 
they had also been exposed to a national family planning programme for a number of 
years whereas such a programme did not exist in any of the other countries, and they 
had been going through a period of continued economic decline at a time when the 
other countries had economic growth or at least economic stagnation. Further research 
is required to determine the extent to which these factors may have contributed to the 
Ghanaian respondents exhibiting more fertility change — both in the magnitude of 
differentials and in the apparent initiation of generalized fertility decline — than 
respondents from the other countries.3 Nevertheless, it can be inferred from the fact that 
education and residence differentials in Benin appear to be more important than those of
3 One must not discount the possibility that even the small fertility decline that has, apparently, occurred in Ghana represents a 
temporary response to deteriorating economic conditions. Although greater declines appear to have occurred at high parities, at 
relative ages 35 or above, and among more modernized subgroups, the results of Section 6.4.4 (Chapter 6) indicate that all the 
defined subgroups report some decline, a situation which is suggestive of a temporary reaction. In fact, preliminary results from the 
1988 Ghana Demographic and Health Survey (Ghana Statistical Service and Institute for Resource Development/Westinghouse, 
1988: Table 2) provide a TFR estimate of 6.43 for the five years preceding the latest survey, whereas the estimated TFR for the five 
years preceding the GFS was 6.47 (GFS First Report, vol. 1, Table 5.16), and age-specific fertility rates for the two periods are quite 
similar. Thus while any conclusion should await detailed examination of the new data set and a more sensitive analysis of trends 
such as one based on birth intervals, it may well be that fertility has not changed since the late 1970s.
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both Cameroon and Nigeria in spite of lower levels of education and urbanization, that 
these two factors are not, in themselves, sufficient for fertility change.
A number of observations relating to intervention programmes aimed at fertility 
reduction follow from the points raised above. First, although factors such as female 
education and the urban economy are usually associated with conditions that are 
conducive to fertility decline, they are not sufficient and may not always yield the 
desired effects. Moreover, if a programme relies solely on such ‘development’ 
variables, the process of change is likely to be slow. Secondly, conditions must be 
created such that high fertility will be perceived as unnecessarily burdensome and 
avoidable, and low fertility as legitimate. Such conditions would include, for instance, 
improvements in the accessibility of birth control methods, specific measures aimed at 
making high fertility expensive, and the encouragement of parental responsibility, 
particularly that of fathers. Above all, numerical norms about family size and the 
concept of conscious and deliberate fertility limitation must be integrated into the 
dominant cultural models of fertility. Ways may perhaps be found — through open 
national debates, community-level discussions, school curricula, etc. — to challenge 
individuals and couples to examine their high-fertility ideals in the light of the 
increasing economic difficulties and of their responsibilities, and to make them aware of 
the potential benefits of the small family.
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APPENDIX 2.3 A
Censoring and the Estimation Procedure
Let Xi represent the failure time of the ith individual in a retrospective survey. It is 
evident that xt will be observed only if failure occurred before the interview, that is, 
only if Xi < c-, where ct is the duration between the reference event and the interview, 
i.e., the duration at which censoring would occur.i Thus the observation made on the 
zth individual consists of fz- = min(;ct-, ct), to which may be added a censoring indicator 
variable
For simplicity, suppose we are dealing with a homogeneous population (i.e., there are 
no background characteristics which are associated with differences in failure 
probabilities). Then it is necessary to calculate only one failure distribution, say the 
hazard or survivor function, which we shall estimate by the method of maximum 
likelihood. The likelihood function represents the probability of making the recorded 
observations of failures and censorings, and its form depends considerably on the 
relationship between the failure and censoring mechanisms.
Several types of censoring schemes may be identified. For example, if an experiment is 
mn such that failure is observed only if it occurs within some prespecified period, the 
data are said to be Type I or time- censored. On the other hand, if the experiment is 
conducted until a predetermined proportion din of the cases has failed, n being the total 
number of cases in the experiment, the data are said to be Type II censored. Under
1 ifjct- < ci (failure)
0 if*. > ci (censoring).
[A2.1]
1 Note that this formulation implies right censorship, a scheme under which the reference event precedes censoring in 
chronological order.
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Type I censoring the censoring time is fixed, but the number of failures is random; 
under Type n, the censoring time is random, and it is the number of failures which is 
fixed. For failure time data arising from a retrospective fertility survey of the WFS 
kind, the relevant censoring scheme may be referred to as ‘Random’: the reference 
event for each individual occurs at different times in a more or less random manner, and 
the study is terminated, in a sense, at some pre-arranged survey date, so that censoring 
times are more or less random (David and Moeschberger, 1978: 10 - 12; Kalbfleisch 
and Prentice, 1980: 39 - 41; Lawless, 1982: 31 - 44; Miller, 1981: 3 ft; Cox and Oakes, 
1984: 4 - 5). Denote the censoring time by C . Then under this scheme, and also 
under the simpler Type I model, if X  and C are independent, it can be shown that for n 
individuals the likelihood function for the estimation of life table distributions is given 
by
n 5; 1-5;
L = n m  S(ti) . [A2.2]
i - l
Where X  and C are not independent, conditional probabilities involving f ( .) and S( *) 
will be required in equation [A2.2]. Note that in the context of birth interval analysis 
the question of independence is closely related to that of heterogeneous fecundability 
and the associated selection effects discussed in Section 2.2.3. Hence it seems 
reasonable to assume an independent random censoring scheme once the appropriate 
controls have been made (Cox and Oakes, 1984: 5).
Most estimation techniques for failure distributions involve equation [A2.2] in one form 
or another. Note, for instance, that the /(♦) and S( •) could be made to correspond to 
particular values of a set of explanatory variables. They could also be replaced, as is 
done in Appendix 2.3B, with equivalent terms arising under the proportional hazards 
model.
Two life table estimators that are based on the independence assumption will be used 
extensively in this study: the product-limit (PL) life table, and the so-called ‘standard’ 
life table. Brief outlines are provided below.
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A. The Product-limit Estimate of the Survivor Function
The product-limit (or Kaplan-Meier) estimate of the survivor function is defined as 
follows (Lawless, 1982: 71 - 79): For the n observations suppose failures occur at k 
{k < n,) distinct times x x < x2 < • • • < xk, and let dj and rij represent, respectively, 
the number of failures and the size of the risk set at Xj. rij represents the number of 
cases that have survived and have not yet been censored just prior to Xj. For the sake of 
determining np if ties exist between censoring and failure times, it seems conceptually 
reasonable to assume, as indeed the definitions of failure and censoring times given in 
[A2.1] imply, that an individual who is censored at duration c has survived up to at least 
c and should thus be included in nr  The PL estimate of S(t) is then defined as
S(t) = n  (ri: - dj) / rij [A2.3]
j:t<l
One desirable property of [A2.3] is that it is a consistent estimate of S(;r) ‘under quite 
broad conditions’ (Lawless, 1982: 76). Further discussions of the PL estimator may be 
found in most statistical texts on survival data; comparisons with the ‘standard’ and 
other estimates, and the derivation of the PL estimate as a maximum likelihood 
estimator, together with some sampling distributions, are provided in Kaplan and Meier 
(1958). Breslow and Crowley (1974) provide further theoretical work on both the 
‘standard’ and PL estimators, and consider large-sample properties under a random 
censorship scheme.
B. The ‘Standard’ Life Table Estimate of the Survivor Function
Suppose, as in Section 2.3.4, that the time scale has been partitioned into r+1 time 
intervals Ij = [a-_i, aj)J  = 1,..., r+1, and let
Nj = number of individuals at risk at the start of interval Ij ;
dj = number of failures occurring in I j ;
Cj = number of observations censored in I j ; and 
n =  N0, total at risk at the origin.
In addition to the assumption of independence between the censoring and failure 
mechanisms, consideration must be given to the manner in which censored observations 
are distributed within each time interval Ij, since this determines the size of the risk set 
for I/, this, of course, equals Nj if all the q  censored times are assumed to have occurred 
at the end of Ij, and Nj - q  if they are assumed to have occurred at the start of Ij. The 
standard procedure, however, is to assume that censorings are uniformly distributed 
within Ij so that, on average, individuals censored in that interval were at risk for half of 
the interval. In this case, the size of the risk set equals Nj - 0.5q, and the maximum 







The m.l.e. of qj is found to be equal to dJ(Nj - q)  if censoring is assumed to have 
occurred at the start of Ij, and dj/Nj if it is assumed to have occurred at the end of /.. 
The corresponding estimates for the survivor function are obtained, as in equation 
[A2.3], as products of the qj. Note that since cases which failed in Ij were not at risk 
throughout the interval, it would seem more reasonable to assume that both failures and 
censorings occur uniformly in the interval. In this case, the denominator of [A2.4] will 
be equal to Nj - 0.5(d- + cy) (Cox and Oakes, 1984: 55).
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APPENDIX 2.3B
Estimation and Inference Procedures for the PH Models
A. Partial Likelihood with Oakes’s Approximation for Ties
Let t(i), i = 1, k be the k distinct failure times, and adopt the usual convention that 
failures precede censorings. Also, let di be the number of failures observed at fy;, and 
assume the ties are due to grouping from a continuous model. Then Peto’s (1972) 
approximation for the partial likelihood function (Cox, 1972; 1975) in the presence of 
ties is given by
L = Et exp{Sß) / [X exp(zß)] /  [A2.5]
i=I leRi
where S, = X Zy is the sum of the regressor variables! for individuals failing at fy;, and 
Ri = R(ti), is the risk set just prior to fy;. This approximation, however, results in 
considerable bias when ties are heavy (Kalbfleisch and Prentice, 1980: 75; Farewell and 
Prentice, 1980; Oakes, 1981; Cox and Oakes, 1984: 103). If di is small relative to /?;, 
Oakes (1981) suggests the following likelihood to deal with the situation^
L  = 11 exp(Sß) / [  X exp{zß) -  u 'Lexpizß) ] [A2.6]
i=I leRi leDi
where u = (di - 1 )/2^, and Di is the set of individuals failing at fy;. The maximum 
partial likelihood estimates of ß  = (ß\, ...,ßpY  arising from [A2.6] are obtained as the 
solution to
1 The term ‘regressor variable’ is used here to represent a dummy variable generated as a category of an explanatory variable. See 
Chapter 5, Section 5.2.2.1 for examples.
2 See Efron (1977) for another approximation.
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dlogL
= t  (Sir - dt[ X zlrexp(zß) - V) X zlrexp(zß)\/ r |)
i=l l e R i  l e D tdßr
r = 1,
where rj = X exp{zß) - x> X expizfi).
/g R. l e D :
The matrix of second partial derivatives is given by
32 logL k [
-  --------- = 'Ldi j [ X  zlrzisexp(zß) -  v  X zlrz[sexp(zß)\ / r[
a ^ A  I  teRi Z e D , -
-  [ X zlrexp(zß) - v  X z/r£xp(zj?)][ X zbexp(zß) - d X zbexp(zß)] / rj2 f 
/g /?, /g D (- /g /?,- / e D -  J
r,s = 1, . . . ,p.
ß  = 0 may be used as initial value for the Newton-Raphson iteration. Inference on the 
overall fit of a given model (or on the global null hypothesis) may be carried out using 
the likelihood ratio statistic. For individual components of ß, use is made of the large 
sample property that the statistic X2 = ßP/vaiißr) is asymptotically y} with 1 degree 
of freedom, var(/?r) being obtained from the observed information matrix.
Once the maximum partial likelihood estimates of ß  have been calculated, the baseline 
survivor function may be obtained from the likelihood function
k [ exp(zß) exp(ziß)
L ( a) = n  1 n  [1 - a, ] ITcCi \  [A2.7]
{ leDi leRrDi J
where 1 - a,- is the baseline hazard rate at Details may be found in, for example, 
Kalbfleisch and Prentice (1980: 84 - 86) and Lawless (1982: 360 - 362). In the 
presence of heavy ties, estimates of the a„ i = 1 ,..., p, must be obtained iteratively. 
The baseline survivor function is given by
S0(t) = IT a/.
If ties are not very heavy, however, Breslow (1974) suggests using
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SM IT [ 1 -  dj /  I  exp(zß) ] ,
which requires no iteration. In the subsampling exercise of Section 5.4 (Chapter 5) the 
iteration procedure could not be used for the smallest sample size (N = 588), and 
Breslow’s method was used instead. However, even for the heavily-tied full data set I 
obtained very similar results from the two methods.
B. Marginal Likelihood
In addition to the notations of Section A above, define Qi as the set of permutations of 
the di individuals observed to fail at fy;, and let P -  (Pi, ..., Pdd be an element in Qi. 
The marginal likelihood forß  is given by (Kalbfleisch and Prentice, 1980: 71 - 76)
where R(i,Pr) represents the set difference Ri - {Pi, ..., Pr-i}> The maximum 
marginal likelihood estimates for ß  and the maximum likelihood estimate (m.l.e.) for 
the baseline survivor function may be obtained in a manner analogous to that of Section 
A above; see Kalbfleisch and Prentice (1973; 1980: 71 - 76) for more details.
C. Grouped Data PH Model
The estimation and inference procedures used here for the grouped data PH model 
[2.3.9] follow closely the presentation in Kalbfleisch and Prentice (1980: 98 - 103). It 
will be recalled that the model [2.3.9] has the form
X If [ I  exp{zß) ] 
P eß ; w  leR(iPr)
[A2.8]
Qjiz) 1 -  [1  -  qoj] ,
exp(zß)
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and the conditional probabilities, of course, lie between 0 and 1. To simplify the 
maximum likelihood calculations and improve the convergence of the Newton-Raphson 
iteration, Prentice and Gloeckler (1978) suggest the removal of these range restrictions 
by using yt = log[-log(l - qoi)], i =  1, . . . ,  k. This results in the log likelihood
LogU  Iß )  = i t  I log[l - exp(-hu)] -  l h u ) [A2.9]
l e D /€/?,•
where D, is the set of individuals failing in the zth interval, Ri the set of individuals 
censored in the zth interval or else surviving past it (i.e., /?,• is the risk set minus Di), and 
ha =  exp(ji  +  zß).
Let bu = huexp(- hu)/[ 1 - exp{- ha)] and du -  bu[ 1 - hu - exp(-hu)]/[ 1 - exp{- hu)]. 
Then the first and second partial derivatives are given by
dlog  L  
SY;




i =  1 , &
dlog L  
dßj
= i (  s  Zjßu -
i=l /gD-
S  z J i u )  
/€/?,•
j = i , . . . , p
d2log L
d l,2
=  I  du -
lsD i leRj




~  X ( S  Z.jZmldil
i=i leDi
Xi ZßZmihu ) 
leRi
m , j -  1,





II X Zßhil 
leRi
z = 1 k
j -  1,
The m.l.e. of y andß  are obtained as the solution to c' = (dlog L/dy, dlog L/dß) = 0. 
The observed information matrix has the form
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V fydy dßdß j
which may be inverted more accurately and efficiently by taking advantage of the fact 
that d2log L/dydy is diagonal (see Prentice and Gloeckler, 1978; Kalbfleisch and 
Prentice, 1980: 100). For Newton-Raphson iteration, one may use as initial values ß  = 
0 and y evaluated atß  = 0. In view of the presence of heaping in the birth interval data 
(see pp. 123 - 125), I adopt the ‘standard’ life table assumption of uniform distribution 
of censorings (see equation [A2.4], p. 255). This is done very easily by assigning a 
value of 0.5 to individuals censored in the zth interval, in the calculation of After 
convergence, the partial score statistic for testing the global null hypothesis ß  = 0 is 
calculated as X2 = u'V-iu, where u = (dlog L/dß) and V = (- d2log L/dßdß) - 
(■-d2log L/dßdy)(-d2log L/dydy)(-d2log L/dydß) are evaluated at ß 0 and y0; X2 has, 
approximately, a %2 distribution with p degrees of freedom. Finally, the m.l.e. of the 
survivor function is given by
In view of the fact that all the explanatory variables are either categorical or made to be 
so, important savings in computing time and in computer memory can be made by 
grouping respondents who share the same values on all explanatory variables. I am 
grateful to Drs M. D. Bracher and M. G. Santow for showing me an ingenious technique 
for determining the unique subgroups arising from a given set of explanatory variables.
a  i-l









000* 45 - 49
.018* .022 40-44
.017* .039 .038 35-39
.029* .045 .053 .028 30-34
.038* .060 .055 .064 .058 25-29
.050* .072 .075 .069 .069 .076 20-24
.034* .068 .081 .079 .076 .079 .090 15-19
.007 .009 .011 .012 .012 .006 .007* 10-14
30-34 25-29 20-24 15-19 10-14 5 -9 0 - 4






.016 .025 .015 35-39
.027 .029 .032 .019 30-34
.037 .043 .052 .055 .051 25-29
.051 .059 .067 .075 .074 .071 20 -24
.045 .065 .067 .078 .079 .082 .090 15-19
.008 .009 .013 .014 .014 .009 .012 .004* 10-14









Appendix 4.5.1 A (continued)
C. Cote d ’Ivoire




.000* .013 .023 35-39
.062* .036 .047 .030 30-34
.044* .055 .056 .049 .046 25-29
.051* .065 .072 .074 .075 .070 20-24
.057* .074 .078 .084 .087 .087 .092 15-19
.006 .009 .009 .014 .011 .013 .021* 10-14
30-34 25-29 20-24 15-19 10-14 5 -9 0 -4
Years before interview
D. Ghana
A ge at 
confinem ent
.000* 45-49
.000* .000 40 -44
.024* .032 .046 35-39
.035* .048 .053 .041 30-34
.039* .063 .067 .064 .056 25-29
.049* .072 .072 .073 .074 .074 20-24
.044* .067 .075 .075 .071 .076 .080 15-19
.007 .010 .016 .020 .006 .006 .002 10-14
30-34 25-29 20-24 15-19 10-14 5 -9 0 - 4
Years before interview
E. Nigeria




.026* .030 .041 35-39
.028* .048 .058 .063 30-34
.037* .052 .077 .068 .064 25-29
.043* .061 .064 .077 .082 .085 20 -24
.044* .052 .067 .074 .084 .085 .079 15-19
.013 .016 .021 .028 .025 .026 .022* 10-14
30-34 25-29 20-24 15-19 10-14 5 -9 0 - 4
Years before interview
Rates based on only one cohort.
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Interview 10-14 15-19 20-24
45-49 .006 .094 .228
40-44 .008 .120 .238
35-39 .012 .147 .220
30-34 .016 .140 .246
25-29 .014 .132 .276
20-24 .005 .123 .399*
15-19 .005 . 100*
Age at first confinement
25-29 30-34 35-39 40-44
.154 .089 .052 .034








interview 10-14 15-19 20-24
50-54 .010 .069 .079
45-49 .009 .085 .119
40-44 .014 .108 .148
35-39 .014 .121 .158
30-34 .018 .146 .194
25-29 .009 .149 .242
20-24 .012 .166 .284*
15-19 .008 . 126*
Age at first confinement
25-29 30-34 35-39 40-44
.066 .028 .014 .010
.070 .053 .040 .004






Appendix 4.5. IB (continued)
C. Cote d’Ivoire
Age at 
interview 10-14 15-19 20-24
Age at first confinement
25-29 30-34 35-39 40-44 45-49
4 5 - 4 9 .008 .135 .175 .193 .072 .000 .000 .000*
4 0 - 4 4 .009 .141 .253 .141 .078 .041 .028*
3 5 - 3 9 .009 .156 .264 .189 .081 .000*
3 0 - 3 4 .014 .182 .264 .100 .022*
2 5 - 2 9 .014 .182 .299 .164*
2 0 - 2 4 .015 .204 .396*
1 5 -1 9 .012 . 185*
D. Ghana
Age at 
interview 10-14 15-19 20-24
Age at first confinement
25-29 30-34 35-39 40-44 45-49
4 5 - 4 9 .009 .106 .207 .193 .180 .069 .000 .000*
4 0 - 4 4 .008 .117 .183 .221 .124 .092 .000*
3 5 - 3 9 .015 .130 .223 .263 .153 . 129*
3 0 - 3 4 .014 .122 .247 .208 .105*
2 5 - 2 9 .009 .123 .268 .263*
2 0 - 2 4 .007 .140 .304*
1 5 -1 9 .002 .099*
E. Nigeria
Age at Age at first confinement
interview 10-14 15-19 20-24 25-29 30-34 35-39 40-44
4 5 - 4 9 .014 .079 .123 .119 .084 .067 .020
4 0 - 4 4 .016 .088 .129 .162 .103 .054 .000*
3 5 - 3 9 .022 .123 .165 .163 .119 .060*
3 0 - 3 4 .030 .142 .211 .201 .101*
2 5 - 2 9 .027 .145 .250 .234*
2 0 - 2 4 .032 .157 .234*




Multiple Classification Analysis of the Length of the Open Birth 
Interval according to the Reported Age at First Confinement, 
Adjusting for the Effects of Age at Interview (AGE) and Parity
A. Benin
GRAND MEAN 39.33 months
ADJUSTED FOR
UNADJUSTED AGE & PARITY
VARIABLE + CATEGORY N DEV'N ETA DEV'N BETA
AGE AT CONFINEMENT (years):
1 <15 200 9.27 36.15
2 15-16 468 1.76 24.65
3 17-18 820 0.97 12.61
4 19-20 860 -0.52 -0.24
5 21-22 472 -3.02 -15.49
6 23-24 227 -7.30 -30.76
7 25 + 245 0.23 -59.60
0.06 0.46







GRAND MEAN 58.79 months
AGE
ADJUSTED FOR
UNADJUSTED AGE & PARITY
ABLE + CATEGORY N DEV'N ETA DEV'N BETA
AT CONFINEMENT (years):
1 <15 477 26.91 49.20
2 15-16 1267 4.32 30.95
3 17-18 1590 -9.32 12.82
4 19-20 1218 -8.13 -5.91
5 21-22 686 -2.52 -23.41
6 23-24 376 8.71 -37.49
7 25 + 526 9.28 -86.91
0.14 0.46







GRAND MEAN = 4 0 . 5 6  months
VARIABLE + CATEGORY N
ADJUSTED FOR 
UNADJUSTED AGE & PARITY 
DEV'N ETA DEV'N BETA
AGE AT CONFINEMENT (years):
1 <15
2 1 5 - 1 6
3 1 7 - 1 8
4 1 9 - 2 0
5 2 1 - 2 2
6 2 3 - 2 4
7 25 +
352 3 . 8 5 3 4 . 5 3
1150 - 0 . 9 2 1 9 . 2 9
1307 - 2 . 6 8 5 . 4 4
949 - 3 . 6 3 - 9 . 7 2
474 2 . 6 1 - 2 1 . 7 9
243 5 . 1 6 - 3 7 . 4 0
209 1 9 . 9 3 - 6 1 . 3 0
0 . 1 0 0 . 4 2
MULTIPLE R SQUARED 
MULTIPLE R
. 0 0 9  . 6 6 3
. 0 9 7  . 8 1 4
D. Ghana
GRAND MEAN = 4 2 . 2 3  m o n t h s
VARIABLE + CATEGORY N
ADJUSTED FOR 
UNADJUSTED AGE & PARITY 
DEV'N ETA DEV'N BETA
AGE AT CONFINEMENT (years):
1 <15
2 1 5 - 1 6
3 1 7 - 1 8
4 1 9 - 2 0
5 2 1 - 2 2
6 2 3 - 2 4
7 25+
247 1 7 . 3 4 4 1 . 6 4
719 6 . 3 5 2 7 . 5 1
1253 - 3 . 8 6 1 2 . 2 4
1027 - 1 . 6 7 - 0 . 6 8
588 - 0 . 6 1 - 1 4 . 6 3
366 - 5 . 2 7 - 3 2 . 0 6
403 - 0 . 0 3 - 6 0 . 4 6
0 . 1 1 0 . 5 2
MULTIPLE R SQUARED 
MULTIPLE R
. 0 1 2  . 6 5 3




GRAND MEAN = 45.30 months
VARIABLE + CATEGORY N
ADJUSTED FOR 
UNADJUSTED AGE & PARITY 
DEV'N ETA DEV'N BETA
AGE AT CONFINEMENT(years):
1 <15 1108 5.55 38.39
2 15-16 1541 -0.27 21.11
3 17-18 1410 -3.86 9.34
4 19-20 1277 0.87 -5.98
5 21-22 766 -3.81 -19.38
6 23-24 499 -0.63 -33.62
7 25 + 771 2.38 -63.51






Mean Age at First Confinement by Age at Interview 
and by Number of Live Confinements
1. Benin
A ge at 
Interview 1 2 3
L ive confinem ents  
4 5 6 7 8
1 5 -1 9 17.5 15.4 12.3
(N) (133) ( 19) (1)
2 0 - 2 4 20.4 19.0 17.3 16.1 14.1 15.9
(N) (291) (252) ( 105) (36) (6 ) (1)
2 5 - 2 9 23.7 21.6 19.5 18.1 16.9 16.7 15.3 14.4
(N) (7 6 ) ( 183) (205) (172) (99 ) (30) ( 14) (4)
3 0 - 3 4 25.9 22.7 21.9 20.5 19.3 18.0 16.8 15.2
(N) (24 ) (41) (7 0 ) (120) ( 116) ( 100) (68) (37)
3 5 - 3 9 23.2 23.3 22.1 22.0 20.0 19.7 18.6 17.1
(N) ( 10) (24 ) (34) (51) (7 2 ) (94) (60) ( 102)
4 0 - 4 4 23.4 25.8 23.6 21.7 20.8 19.4 20.5 18.8
(N) (ID (19) (25) (47) (41) (62) (54) ( 111)
4 5 - 4 9 28.5 25.4 23.5 23.0 20.7 20.6 20.6 19.7
(N) (8) (22) (20) (27) (21 ) (28 ) (42 ) (104)
2. Cameroon 269
A ge at 
Interview 1 2 3
Live confinements 
4 5 6 7 8
15 -1 9 16.9 15.4 14.2 14.5
(N ) (346) (84) (9 ) (4)
2 0 - 2 4 19.4 18.0 17.0 15.8 15.0 10.6
(N ) (469) (431) (270) (7D (12) ( 1)
2 5 - 2 9 21.0 20.5 19.4 18.1 17.2 16.9 15.6 14.4
(N) ( 171) (214) (256) (259 ) (139) (7 6 ) (25 ) (5)
3 0 - 3 4 22.5 21.1 20.1 19.9 18.8 17.9 16.6 15.9
(N ) (110) (77) (98) ( 165) (187) ( 146) (97) (78 )
3 5 - 3 9 22.6 21.7 21.4 20.8 21.5 20.4 18.8 17.5
(N) (89) (63) (68 ) (80) (93 ) ( 125) ( 116) (188)
4 0 - 4 4 23.3 22.5 21.1 22.3 21.3 21.1 19.9 18.3
(N) CD (69) (60 ) (54) (69 ) (76) ( 101) (241)
4 5 - 4 9 22.8 24.9 23.3 23.0 24.1 21.7 20.9 19.7
(N) (57) (32) (49) (42) (42 ) (57) (48) ( 169)
5 0 - 5 4 24.0 21.6 24.0 21.2 22.5 24.4 22.4 20.3
(N) (42 ) (37) (26) (18) (19) (22) (29 ) (88)
3. Cote d’Ivoire
A ge at 
Interview 1 2 3
Live confinements 
4 5 6 7 8
1 5 -1 9 16.8 15.5 13.9 13.8
(N ) (430) (107) (4) (2)
2 0 - 2 4 19.5 18.2 16.7 15.9 14.8 13.9
(N ) (336) (413) (224) (99) (28 ) (1)
2 5 - 2 9 21.4 20.5 19.2 17.9 17.0 16.3 15.6 14.9
(N) (94 ) (157) (221) (222 ) ( 127) (55) (20) ( I D
3 0 - 3 4 22.2 20.7 20.5 19.5 19.1 17.9 17.1 16.1
(N) (33 ) (50 ) (88) (107) ( 162) ( 117) (91 ) (60)
3 5 - 3 9 22.9 22.5 21.7 21.7 19.9 19.9 18.7 17.5
(N) (29 ) (31 ) (45) (45) (72) (97) (93 ) ( 157)
4 0 - 4 4 23.6 23.2 23.3 21.2 20.4 20.3 20.4 18.6
(N ) (30 ) ( 18) (23 ) (35) (28 ) (55) (70 ) (218)
4 5 - 5 0 23.5 23.6 23.7 21.6 21.8 21.2 20.4 19.2




In te r v ie w 1 2 4 5 6 7 8
15 -1 9 17.4 15.9 13.8
(N) (257) (34) ( 1)
2 0 - 2 4 19.7 18.3 16.8 15.8 15.6
(N) (425) (327) ( 127) (41) (6)
2 5 - 2 9 23.2 20.6 19.4 18.1 16.7 16.3 14.6 14.4
(N) (141) (264) (263) ( 146) (86) (26) (4) (3 )
3 0 - 3 4 23.0 23.2 21.3 19.9 19.0 17.8 16.3 15.8
(N) (47) (82) ( 161) (175) (126) (93) (62) (21)
3 5 - 3 9 23.5 23.1 23.2 21.2 20.3 19.8 18.5 17.2
(N) (16) (47 ) (71 ) (119) (121) (111) (97) ( 110)
4 0 - 4 4 26.5 25.3 25.0 23.0 21.1 21.1 20.0 18.5
(N) ( 13) (33 ) (42 ) (57) (78 ) (79 ) (86) ( 176)
4 5 - 4 9 22.3 22.8 23.1 23.6 23.5 21.7 20.2 19.6




Interview 1 2 3 4 5 6 7 8
1 5 -1 9 16.4 15.0 14.1 12.5 14.3
(N) (377) (HO) (39) (6) ( 1)
2 0 - 2 4 19.5 17.5 16.1 15.0 14.6 13.3 13.6 12.6
(N) (401) (423) (284) ( 140) (63) ( 16) (4) (4)
2 5 - 2 9 22.8 20.8 18.8 17.5 16.6 15.5 14.9 13.6
(N) 0 9 5 ) (320) (379) (324) (205) ( 120) (42) (29)
3 0 - 3 4 23.6 21.6 20.8 19.4 18.0 17.8 16.5 15.2
(N) (98 ) ( 156) (235) (288) (230) (193) ( 144) ( 104)
3 5 - 3 9 25.9 24.4 21.8 21.2 20.0 19.5 18.4 17.1
(N) (66) (81) (107) ( 138) ( 156) (148) ( 117) ( 197)
4 0 - 4 4 26.1 25.4 23.9 22.2 22.4 21.4 20.0 18.1
(N) (55 ) (7 3 ) (103) ( 118) ( 123) (113) (89) (210)
4 5 - 4 9 26.4 26.9 25.8 23.1 22.2 22.8 21.6 19.4
(N) (28 ) (46) (46) (54) (65) (76) (63) ( 170)
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Mean and Median Lengths of Interbirth Intervals 
(in Months) by Number of Confinements, Respondents Aged 
40 Years and Above at the Time of the Interview
1. Benin
Birth Order 2 3 4
N o. o f  confinements 
5 6 7 8+
2 M ean 56 .2 47 .6 39.4 36.5 38 .4 31.3 31 .0
M edian 38 .0 39.0 36 .0 33.0 35 .5 30 .0 30.0
3 M ean 52 .6 41.7 41.7 32 .9 33.8 28.3
M edian 39.0 38.0 35.5 3 1 J 32 .0 27 .0
4 M ean 50.5 36 .6 38.3 31 .6 31.1
M edian 39.5 33.5 36 .0 32 .5 30.0
5 M ean 45 .4 41 .6 33 .7 30 .4
M edian 40.0 36 .0 32 .5 30.0
6 M ean 4 4 .0 36.1 30.4
M edian 38 .0 35 .0 30 .0
7 M ean 40.1 31.7
M edian 36.5 32.0
8 M ean 34.8
M edian 32.0
N 41 45 74 62 90 96 215
2 Cameroon 272
Birth Order 2 3
N o. o f  confinements 
4 5 6 7 8 +
2 M ean 52.0 43.4 37.2 39.5 36.9 31.3 28.2
M edian 35.5 33.0 27.5 31.0 29.0 29.0 26.0
3 M ean 47.0 40.8 34.1 34.4 32.5 29.5
M edian 33.0 34.0 29.0 30.0 28.0 26.0
4 Mean 46.1 35.6 36.8 32.3 28.9
M edian 35.5 30.0 31.0 28.0 26.0
5 M ean 40.5 36.5 34.5 29.0
Median 31.5 33.0 30.0 26.0
6 M ean 46.4 35.6 28.7
Median 37.0 29.0 26.0
7 M ean 42.6 30.1
M edian 35.5 27.0
8 M ean 32.2
M edian 28.0
N 138 135 114 130 155 178 498
3 Cote d’Ivoire
Birth Order 2 3
No. o f  confinements 
4 5 6 7 8+
2 M ean 58.9 38.4 46.7 39.1 37.5 33.8 29.3
M edian 43.0 34.0 35.5 33.0 35.0 30.0 27.0
3 M ean 48.0 43.4 41.5 35.5 33.0 29.7
M edian 41.0 37.5 38.0 34.0 30.0 28.0
4 M ean 60.1 45.7 35.8 3 1 9 29.2
M edian 44.5 37.0 32.0 29.0 27.0
5 M ean 52.2 36.5 35.1 30.6
M edian 48.0 33.0 3 1 0 28.0
6 M ean 44.7 34.9 29.9
M edian 36.0 34.0 27.0
7 M ean 40.0 30.7
M edian 36.0 28.0
8 M ean 32.4
M edian 29.0
N 37 41 58 69 93 105 405
4. Ghana 273
Birth Order 2 3 4
No. o f confinements 
5 6 7 8 +
2 M ean 58.3 43.8 40.7 40.5 37.1 32.2 29.5
Median 43.0 39.0 37.0 35.5 34.0 30.0 27.0
3 M ean 54.7 49.9 39.3 38.1 37.9 30.5
M edian 40.0 41.0 35.0 33.0 33.0 28.0
4 M ean 56.3 44.6 39.7 32.6 31.3
M edian 45.0 38.5 34.0 29.0 28.0
5 M ean 45.5 38.8 35.9 31.2
M edian 38.5 35.0 32.0 28.0
6 M ean 45.3 35.6 31.6
M edian 38.0 32.0 29.0
7 M ean 43.8 31.6
Median 37.0 28.0
8 M ean 33.9
M edian 31.0
N 53 71 97 108 139 147 356
5 . N ig e r ia
Birth Order 2 3 4
N o. o f confinements 
5 6 7 8+
2 M ean 61.0 47.4 48.5 41.4 37.2 33.3 29.1
M edian 45.0 39.0 36.0 31.0 31.0 29.0 26.0
3 M ean 50.7 42.3 36.6 32.7 30.8 27.5
M edian 39.0 32.5 31.5 29.0 26.0 25.0
4 M ean 53.1 38.5 36.3 32.9 27.0
M edian 38.5 30.5 30.0 27.5 24.0
5 M ean 42.6 36.0 32.9 28.5
M edian 35.0 30.0 29.0 25.0
6 M ean 40.0 36.6 27.9
M edian 32.0 30.0 24.0
7 M ean 37.8 28.8
M edian 32.0 26.0
8 M ean 31.6
Median 27.0
N 119 149 172 188 189 152 380
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APPENDIX 5.3.4
Estimates of Regression Coefficients for Final Models
The models shown below are based on available explanatory variables found to be 
significantly related with the time to next birth: ethnic grouping or region of residence, 
religion, education, current residence, age at reference event (age), and period of 
reference event (period). Unless otherwise indicated (by figures in parentheses after 
regressor variables, * indicates time-dependent regressor variable), all regression 
coefficients are significant at 0.005. Coefficients that are not statistically significant 
have been included either because they were considered to be of substantive 
importance, or because their contribution to the partial score was considered significant. 
The chi-square statistics for testing the global null hypotheses were obtained from the 
partial scores. Periods and ages are in completed years, and t is the midpoint of the 
failure (or censored) time interval. Categories that are not shown form the baseline 
subgroups.
1. BENIN
- .093zi - .312z3 + .088z4 + .773z5 + .669z6 + .353z7 + .158z9 + .234zn + (r - 30.5)(- .026z2 - 
.OlOzg - .031zio - .057zii - .028zi2 - .022zi3 - .043zi4 + .017zis)
chi-square = 407.3 (.000); z \  (.02); zg*, Z9 (.01)
where z \  = small urban, Z2 = large urban, Z3 = secondary education or higher, Z4 = Christian, 
Z5 = age 24 or under, Z6 = age 25 - 29, zq = age 30 - 34, zg = birth order 4 and age 24 or 
under, Z9 = birth order 5 and age 24 or under, zio = birth order 6 and age 24 or under, z\ \ = 
birth order 7 and age 24 or under, Z12 = birth order 7 and age 25 -2 9 , Z13 = primary school 
education and Christian, Z14 = secondary education and Christian, and z\$ -  Christian and 
period 0 - 6.
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2. CAMEROON
.080z i + .239z2 + .072z5 + .360z7 + ,130zs - .112zio + .209zn + .188zi2 + .280zi3 + .228zu - 
.370zi6 + .212zi7 - . 116z2i + (/ - 27.5)( .022z3 - .014z4 - .013z6 + .014z7 + .014zs + .014z9 - 
,017zi5 + .014zi8 - .028zi9 - .021z2o + .021z2i)
chi-square = 556.8 (.00); (.11); zis* (.01)
where z\ = birth order 3, Z2 = birth order 6, Z3 = Semi Bantu, Z4 = urban residence, Z5 = 
secondary education or higher, Z6 = Moslem, Z7 = age 24 or under, zs = age 25 - 29, Z9 = age 
30 - 34, zio = period 0 - 6, z\\ = birth order 4 and age 25 - 29, Z12 = birth order 5 and age 24 or 
under, Z13 = birth order 5 and age 25 - 29, zh = birth order 5 and age 30 - 34, Z15 = birth 
order 6 and age 24 or under, zi6 = birth order 7 and age 25-29, zn  = birth order 7 and age 30 
-34, zis = Semi Bantu and urban, Z19 = Semi Bantu and secondary education or higher, Z2o = 
Semi Bantu and Moslem, and Z21 = Primary school education and period 0 - 6.
3. COTE D’IVOIRE
.103zi + .097z2 - .144z3 - .209z4 - .083zs + .608zs + .501z9 + .362zio - .105zn + ,083zi2 + 
.249zi3 + .230zi4 - .140zi6 + (t - 30.5)( .OI8Z4 - .012zs - .010z6 + .012z7 + .012zs + .OIIZ9 + 
.007zn - .013zi5 - .036zn)
chi-square = 477.5 (.000); Z2 (.03); Z12, zi6 (.01); Z15* (.02)
where z\ = birth order 5, Z2 = birth order 7, Z3 = Krou, Z4 = Mande/Voltaic, Z5 = Abidjan, Z6 
= towns other than Abidjan, Z7 = non-Christian, zs = age 24 or under, Z9 = age 25 - 29, zio = 
age 30 - 34, z\ 1 = period 0 -6 ,  Z12 = birth order 4 and age 24 or under, Z13 = birth order 6 and 
age 24 or under, Z14 = Krou and towns other than Abidjan, Z15 = Mande/Voltaic and towns 
other than Abidjan, z\e = Krou and non-Christian, and zn  = Abidjan and secondary education 
or higher.
4. GHANA
- .270z2 - .210z3 - .328z4 - .109zs - .124z6 + .474z7 + .369zs + .314z9 - .229zio - .096zn + 
,141zi2 + .225zi4 + .133zi7 + (/ - 30.5)( .005zi - .024z2 + .OO8Z3 + .015zi3 + ,012zi5 + 
.005ziö)
chi-square = 499.3 (.000); z\* (.13); Z12, Z13*, zn  (.01); z i6* (.12)
where z\ = Ewe, Z2 = Northern, Z3 = middle school education, Z4 = secondary education or 
higher, Z5 = large urban residence, ze = Traditional religion, zj = age 24 or under, zs = age 25 
- 29, Z9 = age 30 - 34, zio = period 0-6,  zn = period 7 -11, Z12 = birth order 5 and age 24 or 
under, Z13 = Ewe and period 7 - 11, Z14 = Northern and period 7-11 ,  Z15 = Age 24 or under 
and period 0 -6 ,  zi6 = Age 24 or under and period 7-11,  and zn  = Age 25 - 29 and period 0 
- 6.
5. NIGERIA
.198z$ + .074z7 - ,248zg + .126z9 + .141zio - .079zn - .136zi2 + .555zi3 + .420zi4 + .294zi5 
+ .066zn - .416zi8 - .492zi9 - .184z2o - .221z23 + .108z24 + (/ - 27.5)(- .006zi - .010z2 - 
.012z3 - .016z4 - .015z5 + .016zs - .OIOZ9 + .006zi6 + .006zn + .028zi9 + .037z2i + .009z22)
chi-square = 1061.4 (.000); z<s (.02); Z7, z 17 (.01)
where z\ = birth order 3, Z2 = birth order 4, Z3 = birth order 5, Z4 = birth order 6, Z5 = birth 
order 7, Z6 = Northwest, zj = Southeast, zs = Southwest, zg = residence in a ‘city’, zio = 
primary school education or higher, zn  = Moslem or ‘no religion’ or other non-Christian/non- 
Traditional (Moslem +), Z12 = Traditional religion, Z13 = age 24 or under, Z14 = age 25 - 29, 
zi5 = age 30 - 34, zi6 = period 0 - 6 ,  z 17 = period 7 - 11, zis = Northwest and Moslem +, Z19 = 
Northwest and Traditional, Z20 = Southeast and Moslem +, Z21 = Southeast and Traditional, 












Region: South 20.8 3.7 17.8 0.9
North 56.1 1.1 46.6 0.6
Religion: Non-Christian 34.6 1.3 29.1 0.4
Christian 19.5 7.3 16.5 23
Current Residence: Rural 30.4 1.1 25.6 0.2
Small urban 46.2 1.9 33.8 1.1
Large urban 22.5 9.0 22.3 3.5
Education: No schooling 31.7 1.1 25.6 0.2
Primary 26.6 7.2 29.3 3.9
Secondary + 20.3 19.2 27.0 9.5
Benin 30.4 3.0 26.0 0.8
Note: ‘Efficient’ methods are the pill, condoms, intra-utenne devices, male and female sterilization, injection and a category
referred to as ‘other female scientific’. Methods such as abstinence, withdrawal, douche and rhythm were characterized 
by the WFS as ‘inefficient’, although the ‘efficient’ methods are not necessarily more efficient, nor are they necessarily 
used in an efficient manner (c/. van de Walle and van de Walle, 1988). Figures for ‘Current use’ apply to fecund, non­
pregnant women currently in a union, excluding those who had not yet resumed sexual relations after the last pregnancy, 








Ethnic Grouping: Bantu 18.5 5.3 6.1 1.3
Sem i Bantu 9.2 2.6 3.3 1.0
Northern 0.9 0.3 0.2 -
Religion: M oslem 2.1 0.4 0.5 0.1
Non-M oslem 12.4 3.9 4.0 1.2
Current Residence: Rural 10.1 1.8 3.0 0.4
Urban 12.1 7.5 4.8 3.0
Education: No schooling 5.7 0.8 1.6 0.2
Primary 15.1 4.1 4.6 0.8
Secondary + 22.6 13.9 12.5 8.4
Cameroon 10.6 3.3 3.4 1.0
Table A6.5.3: Cote d’Ivoire
Ever use Current use
Variable and category Inefficient Efficient Inefficient Efficient
Ethnic Grouping: Akan/Other African 59.1 3.3 3.3 0.6
Krou 67.8 5.9 3.1 0.5
MandeA^oltaic 65.7 1.3 2.8 0.3
Religion: Non-Christian 64.6 1.5 2.6 0.3
Christian 57.5 6.3 5.0 1.6
Current Residence: Abidjan 49.8 6.4 4.5 1.9
O ther towns 58.2 5.3 4.1 1.0
Rural 67.9 1.1 2.5 0.1
Education: Primary or low er 63.9 1.5 2.7 0.3
Secondary + 42.9 21.3 14.1 7.4




Ever use Current use
Inefficient Efficient Inefficient Efficient
Ethnic Grouping: Akan/Ga-Adangbe 15.9 22.7 5.5 9.7
Ewe 53.0 17.1 10.1 7.5
Northern 12.7 3.1 1.5 1 J
Religion: Non-Traditional 19.7 20.6 5.2 8.9
Traditional 23.4 2.9 5.1 0.5
Current Residence: Rural/Small urban 21.8 15.8 5.3 5.7
Large urban 13.1 26.8 4.9 15.2
Education: Primary or lower 21.5 9.3 5.3 3.5
Middle 19.0 28.0 4.3 13.0
Secondary + 13.8 53.4 9.1 34.3
Ghana 20.3 17.7 5.2 7.2
Note: Preliminary results from the Ghana Demographic and Health Survey 1988 (Ghana Statistical Service and Institute for
Resource Development/Westinghouse, 1988) give figures for current use of modem methods (same methods as under 
‘Efficient’ in this table) which are much lower than those presented here: for residence, 3.9 and 8.0 per cent respectively for 
rural and urban areas; for education, 3.2 per cent for no education, 6.1 Primary School education, 6.6 for Middle School, and 
10.1 per cent for the Secondary + category. The overall percentage (all women) was 4.7. The percentage for ever-use was, 
however, comparable: 20.5, compared to 17.7 from the WFS data.
Table A6.5.5: Nigeria
Ever use Current use
Variable and category Inefficient Efficient Inefficient Efficient
Region: Northeast 3.0 1.0 0.8 0.1
Northwest 5.2 0.8 4.1 0.6
Southeast 27.0 4.6 12.5 1.6
Southwest 16.8 6.3 7.0 1.3
Religion: Christian 19.5 5.5 8.1 1.7
Moslem, No religion. Other 6.1 1.5 3.2 0.4
Traditional 28.4 1.8 13.7 -
Current Residence: Village/Town 13.3 2.5 5.8 0.7
City 14.3 9.2 6.7 2.8
Education: No schooling/Koranic 10.2 0.7 4.5 0.3
Primary 22.1 5.6 9.8 2.2
Secondary + 23.6 24.7 13.7 5.4
Nigeria 13.4 3.2 5.9 0.9
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