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1. INTRODUCTION 
1 
In adaptive control one is faced with the problem of regulating a plant of which not all the charac-
teristics are known. 
One way of attacking this problem is the following: Assume that the plant is described by a member 
of a set of models, for each element of which one knows exactly how to control the corresponding 
system in order to achieve a certain desired behaviour. Then based on the observed data (coming 
from the plant) one tries to choose an element from the model set which explains the observed data 
"best". Then one acts as if this element represents the plant. 
This procedure is meant to be done "on line", and could be considered as a continuing alternation of 
estimation and control. 
Now the question arises whether this procedure does what it is supposed to do, namely forcing the 
plant to behave as desired. What one means by desired depends upon the particular situation, but one 
can think of parameter identification, optimal closed-loop behaviour, identification of some control 
law, behaviour according to some reference model etc. All this one may wish to achieve in finite time 
or asymptotically, with probability one, in expectation or in whatever sense one might think of. 
In all these situations two subsets of the model set show up in a natural way. 
The first set, we call it H, is the set of all models that are equivalent with the real system (which is 
supposed to be a member of the model set) in the sense that they all lead to the same (controlled) 
behaviour as the desired behaviour of the real system. 
The second set, G, consists of those models that on the basis of the behaviour of the plant cannot be 
distinguished from each other, due to the experimental circumstances (for instance identification in 
closed-loop). 
Now it could happen that an adaptive control scheme as described above converges to an element in 
G which does not correspond to desired behaviour (i.e. does not belong to H). This problem has been 
observed for instance in a paper by Borkar and Varaiya [2]. 
It may also happen that G is contained in H in which case this problem cannot occur; an example of 
this situation is studied in a paper by Becker, Kumar and Wei [l]. 
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In a paper by Lin, Kumar and Seidman a study is made of the situation where the state space is one 
dimensional, the cost criterion is quadratic and a specific identification algorithm is used [7]. The pos-
sible limit points of this algorithm are investigated using the "ordinary differential equation method" 
as developed by L. Ljung. 
In this note we will study the two sets in the following situation. The model class will be a generic 
subset of the set of all linear time-invariant n-dimensional systems with m inputs and p outputs. The 
integers m, n and p, as well as the output matrix are supposed to be known. The desired behaviour 
will be dictated by a quadratic cost criterion. We emphasize that the definition and the relevance of 
these two sets are independent of how at each time instant a particular model is selected from the 
model set, and therefore we will not refer to any estimation algorithm. 
In [8] the intersection of the two sets is studied; here we restrict our attention to the geometric, alge-
braic and topological structure of G and H separately. We will treat both the continuous and the 
discrete time case. The results for these two cases are identical geometrically, but algebraically and 
topologically, they are different. 
The organization of the paper is as follows. First we recall some preliminaries which we will need, 
secondly we will give the problem statement. We will then state and prove a geometric result. Next we 
· will give some algebraic and topological properties of the set H in the continuous time case and 
finally we will give some simple but illustrative examples. 
2. PRELIMINARIES 
We recall one of the equivalent definitions that could be given of an m-dimensional Ck-manifold in 
Rn. See [9]. 
DEFINITION 2.1 Let X~Rn. X is an m-dimensional Ck-manifold, if'VxeX, 3U~Rn, open, with xeU 
and a Ck-function L:U-?Rn-m such that: 
i) L(x)=O 
ii) L - 1({0})=Xn U 
iii) The derivative of L with respect to x, evaluated in x, has full rank. 
LEMMA 2.1 Let M,NERpxq, define [M,N]:=Tr(MNr). This defines an inner product. (Tr denotes the 
trace of a matrix) 
LEMMA 2.2 Let (X, [.,.]x) and (Y, [.,.]y) be finite-dimensional inner product spaces, and F:X-?Y a linear 
map. 
i) There exists one and only one linear map F*: Y -?X such that for all x EX and 
for ally E Y [Fx,y ]y =[x,F*y ]x . F* is called the adjoint operator of F with respect 
to [.,.]x and [.,.]y. 
ii) F is surjective if! F* is injective. 
PROOF See [4]. 
LEMMA 2.3 Let M,NeRPxP, let AI>A2 : Rpxp -?Rpxp be defined by: A 1(X)=X-MTXN, and 
A2(X)=MrX+XN, then: 
i) o(Ai)= 1-o(M)Xo(N) = { 1-Aµ I AEo(M), µ.eo(N) } 
ii) o(A2)=o(M)+o(N) = {A+µ I AEo(M), p.Eo(N)} 
( o denotes spectrum) 
PROOF See [6]. 
3. A GEOMETRIC RESULT 
Let n,m,peN, n~m, eeRpxn, fixed. 
Define E cRnXn xRnXm by: 
E:={(A,B)jA ERnxn,BERnxm, (A,B,C) minimal, A invertible, B of full rank} 
and 
P :={KERnxnjK=KT>O}. 
P is obviously a %n (n + l) dimensional e"'- manifold in Rn xn. 
REMARK The invertibility of the A-matrix is used in the discrete time case only. 
Consider the linear systems: 
x =Ax, + Bu,, x 0 eRn, (continuous time case), 
xk+I = Axk +Bub xoERn, (discrete time case), 
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where (A,B)eE, and suppose we want to choose u, and uk such that the following expressions are 
minimized: 
00 
Jd * = ~ (xf Q xk + u[ R uk) 
k=O 
where Q =ere and R = RT>O. 
The solutions of these problems are well known (see [5]), and are given by: 
u, =Fc(A,B)x,, uk =Fd(A,B)xk> 
where: 
Fc(A,B)= -R- 1 BT Kc, 
Fd(A,B)=-(BTKdB +R)- 1BTKdA, 
and Kc and Kd are the unique solutions within P of: 
ATK+KA-KBR-IBTK+Q=O, 
K-ATKA +ATKB(BTKB+R)-IBTKA-Q=O, 
respectively. 
(CARE) 
(DARE) 
Suppose the plant is represented by a fixed pair (A 0 ,B0)eE. Define the following subsets of E: 
Ge:= {(A,B)eEjA + BFc(A,B) = Ao+ BoFc(A,B)} 
Hc:={(A,B)eEIFc(A,B)=Fc(Ao,Bo)} 
and Gd and Hd similarly. 
The interpretation of these sets is the following: 
The set G can be considered as the invariant region of the parameter space under the use of an adap-
tive control scheme in the sense that if for some reason one believes that the system parameter is 
* subscripts c and d refer to continuous and discrete time respectively. 
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(A,B) and this pair happens to belong to G, then on the basis of the input-output behaviour of the 
plant one would never change one's mind, because what one observes is the closed-loop behaviour of 
the real system with feedback F(A,B) (i.e. A 0 + B 0F(A,B) ), and this is in perfect harmony with what 
one thinks to observe, namely A + BF(A,B), because (A,B) satisfies the relation which defines G. 
G can also be seen as the set of possible limit points of an adaptive control scheme. 
His the set of all pairs (A,B) for which the optimal control law is exactly the control law one is look-
ing for (i.e. the optimal control law belonging to the plant). If the goal is to identify only this control 
law rather than (A 0 ,B0 ), H could be seen as the set of desirable limit points of the adaptive control 
scheme. 
The main result we have is: 
THEOREM 3.1 
i) He and Hd are (n Xn)- dimensional C"'-manifolds. 
ii) Ge and Gd are (m X n )- dimensional C"' -manifolds. 
In order to prove this theorem we will first derive a result that is interesting in its own right. Rather 
than giving detailed proofs for both the continuous and the discrete time case, we restrict our atten-
tion to one of these two cases as far as full proofs are concerned, and we will only point out the 
major steps in the other case. In discrete time calculations are somewhat more complicated because of 
the denominator (BTKdB + R) in the equations for Fd and Kd. 
LEMMA 3.2 There are C"'functions Kc and Kd:E~P such that Kc(A,B) and Kd(A,B) satisfy CARE and 
DARE respectively, for all (A,B)EE. 
PROOF (discrete time) A proof for the continuous time case can be found in [3], we give the proof for 
the discrete time case for the sake of completeness. 
The implicit function theorem will be used to get the result. Define Ld : EXP~ IR*n(n+I) by: 
Ld(A,B,K) := K-ATKA +ATKB(BTKB+R)-IBTKA-Q 
Since R >0 Ld is C"'. Note that 't/ (A,B) E E Ld(A,B,K)=O where K is the solution within P of 
I!A~. We will now calculate the derivative of Ld with respect to K, evaluated in such a triple 
(A,B,K). This will be a linear map Ad: IR*n(n+I) ~ IR*n(n+I) of which the action on ME IR*n(n+I) 
can be found by the following calculation: 
Ad(!U() = 1 • Ld(A,B,K +tu() 
=
1 K +llK-AT(K +.M()A. +AT(K +!U()B(BT(K +!U()B+R)- 1 BT(K +.M(}A-Q 
= 1 !U(-AT MCA +AT(K+M<)B(BTKB+R)- 1 
(~(- l)i[BT W(BTKB+R)- 1]i)BT(K +.M()A. 
j=O 
= 1 !U(-AT MCA +AT W(BTKB+R)- 1BTKA +ATKB(BTKB+R)-1BT MCA 
* We will use the private notation = 1 to denote equality as far as linear terms in the "I!!. variable(s)" are concerned. 
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Since A + BFd(A,B) is strictly stable, (see [5]), it follows by LEMMA 2.3.i that 0 <$.a(Ad), hence Ad is 
non-singular. 
Jl{o'Y the impli£it_ function theorem yields the existence of the function Kd in a neighbourhood of 
(A,B). Since (A,B) was arbitrary and the solution of DARE is unique (within P), Kd is well defined 
on E. 
COROLLARY 3.3 Fe and Fd are C"' - functions on E. 
PROOF This is immediate from the facts that Fe and Fd are C"'-functions of (A,B,K) and the previous 
lemma. 
PRooF of THEOREM 3.1.i (discrete time case) 
Hd : = {(A,B,K)l(A,B)eHd, K = Kd(A,B)eP }. 
Define L :EXP"'Rmxn XRl1n(n+I) by: 
L (A,B,K) =(L 1 (A,B,K),L2(A,B,K)), 
where: 
L 1(A,B,K)=(BTKB +R)-IBTKA +Fd(A 0,B0) 
L2(A,B,K)=K-ATKA +KB(BTKB +R)-IBTKA -Q 
Note that (A,!J,[0_eH if and only if L(A,B,K)=(O,O) and that Lis C"'. 
Fjx_a !riple (A,B,K)eHd. We will calculate the derivative of L with respect to (A,B,K), evaluated in 
(A,B,K): 
A1(!>.A.,MJ,/)J():=' Li(A +!>.A,B+MJ,K +M<.) 
= 1 (BrKB+R)- 1BrK!>.A 
+((B +MJl(K +M<.)(B +M<.)+ R)- 1(B +MJl(K +M<.)A 
=
1 (BrKB+R)- 1{BrK!>.A+ 
~(-l)i[(MJTKB+BT MB+BTKMJ)(BTKB+R)- 1]i)(B+MJl(K+M<.)A} 
j=O 
= 1 (BrKB+R)- 1 {BrK!>.A +MJrKA +Br W 
Similar calculations yield: 
A2(!>.A.,MJ, /)J(): =' L2(A + l>.A,B + MJ,K + /)J() 
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=
1 
-[aA TK,4 +ATKaA +aATKBFd(A,B)-i-Fd(A,B)TiVkM] 
-[Fd(A,BfMlrKA+ArKMlFiA,B)+Fd(A,Bf(BrKMl+MlrKB)Fd(A,B)] 
- - -- - - --+ M -(A+ BFd(A,B)M(A + BFd(A,B)). 
- - - -Introduce C:=A +BFd(A,B),the optimal closed loop matrix, and Fd:=Fd(A,B) to get more compact 
notation: 
A1(aA,MJ,/li()=(BTKB+R)- 1{BTKaA +MJTKC+BTKMJFd+BT MC} 
A2(M,MJ,fli()= -[aA rK-c+cT KaA +F~ABTKC+CT KMJFd]+M-CT MC. 
We will now show that A is surjective. Define 
- -r- - - -A=((B KB+ R)Ai.A2)=(Ai.A2), 
the surjectiven~s of A is equivalent with the surjectiveness of A, so we proceed with A. 
To show that A is surjective (or equivalently its matrix has full rank), it is by lemma 2.2.ii enough to 
. show that its ad joint map (with respect to some inner product) is injective. The inner pr~pct. given 
by 2.1 happens to be convenient for this purpose. In the computation of the adjoint map A , we will 
gratefulll, use the basic facts that for any two matrices M,N of the same dimensions 
Tr(MN )=Tr(NTM), and for any square matrix O:Tr(O)=Tr(Or). 
Let (U, V)EIRnxm XIR!7n(n+l): 
- - T - T [A(aA,MJ,fli(),(U, V)]=Tr(A1(aA,MJ,fli()U )+ Tr(A2(aA,aB,fli()V ) 
Hence by lemma 2.2.i: 
= Tr(Br KaAUr)+ Tr(Mlrkcur)+ Tr(Br KMJFdur) 
+Tr(BT MCUT)-Tr(aATKcVT) 
-Tr(CTKaAVT)-Tr(F:;MJTKcVT)-Tr(CTKMJFdVT) 
+ Tr(MVT)-Tr(Cr MCVT) 
=Tr(aAur_BTk)+Tr(MlUCrk)+Tr(MJFdUrBrk) 
+ Tr(McurBr)-Tr(aA vcr k}-Tr(aA vr cr k) 
- -r- - -r-
-Tr(MJFdVC K)-Tr(MJFdvrc K) 
+ Tr(MVr)-Tr(MCVr c\ 
= Tr(aA(ur_BT K - vcr K - vr cr k}) 
+Tr(Ml(UCrK+Fdur.BrK-FdVCrK-Fdvrcrk)) 
+Tr(M(CUTB+ vr -CVrCT)). 
X\u, V)=( k.Bu-kcvr -kcv, kcur +k.BuJ~ -kcvrJ~ -kcvF':; • .Br ucr + v-cvc\ 
-* -* To show that A is injective, we just put A (U, V)=(0,0,0), this gives the following equations: 
E1 iiu-kcvr-kcv=o 
E2 : kcur +iiuF:;-kcvrJ~-kcvF~=o 
E3: BTUCT+V-CTVC=O 
E2 - E 1F:; gives: kcur =O, 
- - - -In [8] it is proved that in the discrete time case ker(A) = kerC. Since A is invertible, so is C, moreover 
K >0 from which we can conclude that U =O. 
Then E 3 becomes: 
V-CTVC=O, 
- ~ 
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since C is strictly stable it follows from lemma 2.3.i that V=O, showing that A is injective and thus 
that A is surjective and hence A is surjective. _ 
Now all the conditions of definition 2.1 are fulfilled, hence Hd is an n X n-dimensional C"' -manifold in 
RnXn xRnXm XR%n(n +•>. 
Since K depends C"' on (A,B), it is easy to see that Hd is an n Xn- dimensional C"'-manifold in 
Rn xn X Rn xm. This completes the proof of part i. 
The proof for the continuous time case is completely analogous. 
PRooF of THEOREM 3.1.ii (continuous time case) 
The proof goes along the same lines as the proof of part i. We will give the proof for the continuous 
time case only. The discrete time case is completely analogous, but technically more involved .. 
Ge : = {(A,B,K)l(A,B)EGe,K =Ke(A,B)}. 
Define L :EXP-'>Rnxn XR%n(n+I) by: 
L(A,B,K)= (L 1 (A,B,K),L2(A,B,K)), 
where: 
L 1(A,B,K)=A-BBTR- 1K-A 0 +B0BTR- 1K 
Li(A,B,K)=ATK +KA -KBR-1 BTK +Q 
Note that (A,p,!QeGe_if and only if L(A,B,K)=(O,O), and that Lis C"'. 
Fix a triple (A,B,K)eGe. 
The derivative of L with respect to (A,B,K), evaluated in (A,B,K) is: 
A(AA,AB,llK)=(A1(AA,AB,tli()),A2(AA,AB,tli()) 
=(AA-ABBT R- 1K-BABTR- 1K-BBT R- 1M+B0ABTR- 1K+B0BT R- 1ax., 
AA Tk +AT ax. +w +kAA-MBR- 1 BTk-kABR- 1 BTk-kBR- 1ABTk 
-KBR- 1 BT tli(). 
Now using. the same method as in part i, one can show that the adjoint of A, is given by: 
- -T - - - - -T A'"(U,V)=(U+2KV, -UFc -KUTBR- 1+KUTBoR- 1 -2KVFc, 
-BR-l BTU+ BR-l B'[U +(A+ BFc)V + V(A + BFc)T). 
It is easy to see that A• is injective, hence A is surjective, showing that Ge is an n X m-dimensional 
C"'-manifold in RnXnxRnxmxR%n(n+I>, as in part i it follows that Ge is an nXm-dimensional mani-
fold in RnXn xRnXm. 
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4. FURTHER CHARACTERIZATION OF He 
Due to the absence of a denominator in CARE, we can give a complete parametrization of He. 
THEOREM 4.1 
He= {(K- 1K 0A 0 + K- 1M ,K-1K0B0 )I KEP, M+Mr=O }nE 
PROOF It is a matter of verification ·that for every K EP, and antisymmetric matrix M, the pair 
(A,B)=(K- 1K0A 0 + K- 1M, K- 1K0B0 ) satisfies: 
ATK+KA-KBR- 1BrK+Q=O 
-R-IBTK=-R-1B6Ko (=Fo) 
Suppose on the other hand that (A,B)EHe, and let K EP be the solution of CARE. Since 
F(A,B)= -R- 1 BTK=F(A 0 ,B0 )= -R- 1 B'ijK0 , 
it follows that 
B = K- 1KoBo 
Now consider CARE, for both (A,B) and (A 0 ,B0): 
hence: 
ATK+KA-KBR- 1BrK+Q=ATK+KA-F'ijRFo+Q=O 
AfiKo+KoAo-KoBoR- 1B'fiKo+Q =A'fiKo+KoAo-F'fiRFo+Q =O 
ATK+KA = A'fiKo+KoAo 
A particular solution of * is given by: 
A =K- 1KoAo 
The solutions of the homogeneous equation, xr K + KX = 0, are given by 
X=K- 1M where M+MT=o, 
so A = K- 1K 0A 0 + x- 1 M, for some antisymmetric matrix M. 
The proof is finished. 
(*) 
REMARK The proof of Theorem 4.1 is much simpler than that of Theorem 3.1, moreover it gives better 
insight into the structure of He. 
One might conjecture that (K- 1K0A 0 +K- 1M, K- 1K0B0 )EE for all KEP and antisymmetric 
matrix M. This would then be a false conjecture, as will be shown in example 3. However, we have 
the following: 
COROLLARY 4.2 The closure of He is connected. 
PROOF The set of (K,M) for which (K- 1K0A 0 +K- 1M,K- 1K0 B0 ) is in E, is open and dense in the 
product space of P and the vector space of antisymmetric matrices because of the genericity of 
minimality. Hence He is the image of a connected set under a continuous map. 
REMARK For the discrete time case an analogous result has not been found, and in fact a counterex-
ample to the connectedness of Hd will be given in the next section (example I). 
5. EXAMPLES 
EXAMPLE 1. (Discrete time) 
n=m=p=l, r=l, q=%, E={(a,b)eR2 1a,b=#)},P={keRlk>O}. 
a 0 =1 b0 =1 
For this specific example / 0 = fd(a 0 ,b0), appears to be - 1h . 
Hence 
Hd={(a,b)lb=f=O, fd(a,b)=-%} 
One may check that: 
Hd={(a,b)la>O, b>O, b2 -ab-2a2 +2=0} U {(a,b)la<O, b<O, b2 -ab-2a2 +2=0 }. 
For a picture see Figure 1. 
I' ' 
I ' ' I ', ' 
I ' \ 
I ' ' I ' ' 
I '\ 
' ' I '' I ,,, 
I '' 
I '~' I ~ 
I ' 
I ' I ', 
Figure l.Hdfora0 =bo=l; r=l, q=%. 
EXAMPLE 2. (Continuous time) 
In the one dimensional state space case, He can easily be determined: 
From section 4 it follows that for (ao,bo)EE, He is given by: 
a 
-
He={(k- 1ko,k- 1kobo)lk >0 }. 
b 
This implies that b =a_Q_, where a ranges over all values that have the same sign as a0 • 
ao 
EXAMPLE 3. (Continuous time) 
There exist pairs (K,M) such that (K- 1 K 0A 0 + K- 1 M,K- 1 K 0B0)£iE. 
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Let F2, m =p=r=I, Q = [~ ~l 
[ 0 lJ [-%J Ao = -3 0 'ho = 0 . 
[
3 OJ . Calculations show that: K 0 = 0 1 , and fo = [-2 o]. 
[o -3J Take K=K0 , and M = 3 O • 
[0 OJ [-%J Then: A = 0 0 , and b = 0 , which is obviously not in E. 
COMMENT The remarkable difference between discrete and continuous time is illustrated by the exam-
ples 1 and 2. Hd is part of a second degree algebraic curve, where He is part of a linear curve. Furth-
ermore example 1 shows that Hd nor its closure is connected. 
Example 3 shows that a parametrization of Hd in terms of almost all pairs (K,M) rather then all pairs, 
is the best we can achieve. However this does not imply that He is not connected. 
6. CONCLUSIONS 
In this paper we have investigated the structure of two subsets of a specific model class. For G and 
Hd we have derived a geometric result. For He we have also given a parametrization which gives more 
insight into the topological and algebraic structure. 
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