The use of biometrics in the field of enhancing security and authentication in sensitive systems is a rapidly evolving technology. The increasing attacks and decreasing security in unimodal systems have resulted in designing multimodal systems combining different biometric traits. A lot of research has already been done in designing multimodal systems with fusion at rank and match-score level using different classifiers such as Bayesian classifiers, LDA, ANNs and SVMs. In this research work, a multimodal system is designed by integrating face, fingerprint and palmprint based on feature level fusion. Each of the feature vectors are extracted independently using PCA and then fused together to perform classification using a multiclass SVM. The classification is performed on a set of test images taken from both the standard databases and live images captured in biometric lab.
INTRODUCTION
Biometrics, as the term suggests, is a measurement or identification of human beings based on their characteristics or biological traits. In the field of computer science, biometrics can be defined as the study of automating the authentication of an individual based on his physiological traits (i.e., face, fingerprint, iris, palm, etc.) or behavioral traits (typing rhythm, gait, voice, signature etc.) [2] [10] .
Biometric authentication came into existence when the security provided by the traditional methods of establishing a person"s identity was found to be limited [1] . The traditional methods include either the knowledge-based identification systems such as passwords, personal identification number or token-based identification systems such as passport, driving license. These systems are not considered secured as they can be easily stolen, lost or shared. So the biometrics features which are unique for an individual are considered more reliable and natural in identifying the identity of an individual. Now designing a biometric system using a single trait sometimes fails to provide accurate results because of its probabilistic nature. That is, if we collect multiple samples of the same biometric trait, every time it might not be same, e.g., no two photographs of a person"s face are the same [2] . Also the unimodal biometric systems suffers from a variety of problems like noisy sensor data, non-universality, restricted degree of freedom, intra-class variations, spoof attacks and unacceptable error rates [3] [4] .
These problems of single trait biometric systems can be overcome by designing multimodal biometric systems which provides multiple evidence of the same feature. As described in [7] , the multimodal biometrics systems provide a more secure environment with higher authentication accuracy by overcoming the limitations of individual biometric. A multibiometric system uses multiple sensors for acquiring data which further allows capturing of either multiple samples of the same biometric trait or multiple samples of more than one biometric trait [1] . There can be four scenarios of fusion in designing such systems [5] The type of fusion scheme to be chosen highly depends on the type of application, the biometric traits and the level of fusion. The above described fusion schemes can be divided further into two distinct categories based on the level of fusion [9] . The sensor level and the feature level fusion come under prior to matching fusion and the rest three are part of after matching fusion category. It is believed that the biometric systems that perform fusion at an early stage are more effective than those which perform fusion at the later stage [5] [9] .
A lot of research has been done in this field of computer science. In 1995, Brunelli et al. [11] describes a multimodal biometric system based on acoustic and visual features where the classifier of both the traits have been integrated at rank level using HyperBF networks. The performance of this integrated system is shown to be superior to that of the acoustic and visual subsystems. Bigun et al. [12] developed a statistical model based on Bayesian statistics to integrate the information collected in form of speech (text-dependent) and face data of a user. Hong et al. [13] combined face recognition and fingerprint verification technique for developing automatic person identification system which operates in the identification mode with an admissible response time. The system overcomes the limitation offered by solely face recognition system or fingerprint verification system. Also, the proposed decision fusion scheme enables performance improvement by integrating multiple cues with different confidence measures.
In 2000, Dialog Communication Systems (DCS AG) developed a commercial multimodal product called BioID [14] that uses a model-based face classifier, a VQ-based voice classifier, and an optical-flowbased lip movement classifier for verifying persons. This integrated system outperforms the single-feature systems. Jain and Ross [15] improved the performance of a multimodal biometric system by learning user-specific parameters. User specific parameters include both the user specific thresholds and user specific weights. In their research the user-specific thresholds increased the system performance by 2% and the user-specific weights increased it by around 3%.
In 1998, J. Kittler, M. Hatef, R. P. W. Duin, and J. Matas [16] developed a theoretical framework for combining classifiers that uses distinct representations of patterns. Here a comparison of various classifier combination schemes have been done experimentally and the sum-rule scheme outperforms the other combination schemes. Prabhakar and Jain [17] described a decision level fusion strategy which combines four different fingerprint matching algorithms and improved the system performance by 3%. Also they showed that a combination of multiple impressions or multiple fingers improves the system performance by more than 4% and 5% respectively.
In 1997, U. Dieckmann, P. Plankensteiner, and T. Wagner [18] described a person authentication system SESAM which combines three different cues using sensor level fusion among which two of them are dynamic (sound of the voice and the lip motion) and the third one is static (it is the face image). Each feature is classified separately and then the results are combined to result a robust and reliable person authentication system. S. Ben-Yacoub, Y. Abdeljaoued, and E. Mayoraz [19] uses a combination face and speech to build a person identity authentication system. Here many binary classifiers (SVM, MLP, C4.5, LDA and Bayesian classifier) are compared on a large database. Among all the classifers, SVM and Bayesian showed better result than the rest.
In 2003, Fierrez-Aguilar and Ortega-Garcia [20] proposed a multibiometric system using score level fusion of a face , fingerprint and signature. The face verification system was based on a global appearance representation scheme, the fingerprint system based on minutiae, and the online signature verification system based on HMM modeling of temporal functions. In the same year, A. Kumar, D. C. M. Wong, H. C.Shen1, and A. K. Jain [21] presented a multimodal approach using palmprint and hand geometry, with fusion done at feature level by combining the feature vectors of both using concatenation operation, and the matching score level by using max rule.
Wang et al. [22] proposed a multimodal approach for a PCAbased face verification system and a key local variation-based iris verification system, with fusion at the match score level by using unweighted and weighted sum rules, LDA and the neural networks. In 2004, K. A. Toh, X. D. Jiang, and W. Y. Yau [23] developed a multimodal system using hand geometry, fingerprint, and voice biometric with weightedsumrule-based match-score-level fusion. A reduced multivariate polynomial model was introduced to overcome the tedious recursive learning problem.
In 2005, Snelick et al. [24] developed a multimodal using fusion of face and fingerprint, applying the fusion methods at the score level. Seven score normalization techniques (minmax, z-score, tanh, adaptive, two quadrics, logistic, and quadric-line-quadric) and five fusion techniques on the normalized scores (simple sum, min score, max score, matcher weighting, and user weighting) were used in this study for testing. All the normalization techniques with fusion combinations outperformed any monomodal systems tested in this study except for the min-score fusion approach. In the same year, Jain et al. [25] proposed a multimodal approach using face, fingerprint, and hand geometry, where the fusion done at match score level. Various score normalization techniques and fusion rules are discussed and compared. The experiments were conducted on a database of 100 users which indicates that the use of min-max, z-score, and tanh normalization schemes followed by a simple sum of scores fusion method results in better recognition performance compared to other methods.
PROPOSED METHOD
As mentioned in the literature review above, the unimodal biometric models possess various limitations which are overcome by using a multimodal biometric system. This paper presents a multimodal system using the most frequently used biometric traits, i.e., face, fingerprint and palmprint. As all these three traits have different domain, the proposed criterion makes use of Principal Component Analysis (PCA) algorithm to extract important features from the input images of all these three features and resulting them into a common domain. Also, PCA acts as the dimensionality reduction algorithm which in turn reduces the search space for the classifier.
The result of PCA algorithm consists of three feature matrices, i.e. each of face, fingerprint and palmprint which are further fused together using feature level fusion to result in a single resultant matrix. This resultant matrix is then fed as an input to the Support Vector Machine (SVM) classifier which uses it for both training and testing. The result of SVM gives the accuracy with which the test images are classified. If the test image is a genuine image present in the database, SVM gives the output as 1, else 0.
The design of the proposed system is shown below:
Figure1. Work Flow

Feature Extraction and Dimensionality Reduction using PCA
PCA is a useful statistical technique that has its application in various fields of face recognition and image compression [44] . It is a common technique used for dimensionality reduction in data of high dimension [35] . It is a way of identifying patterns in data, and expressing the data in such a way that highlights their similarities and difference. Basically PCA algorithm is used only for face recognition systems, but now it has also been used in fingerprint verification and palmprint recognition [45] [46] . In the research work, it has been applied to all the three traits used in the fusion (face, fingerprint and palmprint). In PCA, the following are the steps which are needed to perform feature extraction and dimensionality reduction on all the input images (both training and testing images) [ 
Feature Level Fusion
Fusion at the feature level involves the integration of feature sets corresponding to multiple modalities. As the feature set contains richer information about the raw biometric data than the match score or the final decision level, fusion at feature level is considered better than the other fusion strategies. First of all, the features are extracted from multiple biometric traits. Before extracting features some preprocessing steps to be done for the image enhancement. Features from the biometric traits are represented in the form of vectors.
Feature level fusion has some limitations also and these are given below: In this research work features from all three biometric traits are extracted using the same PCA algorithm which resulted in the feature sets of same domain. Thus all the three feature sets are compatible with each other and hence fused easily using simple concatenation function of matlab.
Support Vector Machine (SVM) Classifier
SVM is a pattern classification algorithm developed by Vapnik and Cortes [27] based on statistical learning theory. SVM has many advantages in solving small classification samples which are nonlinear and also high dimensional problems in pattern recognition. Unlike traditional neural network which are based on Empirical Risk Minimization (ERM) principle, SVM are based on Structural Risk Minimization (SRM) principle, which has been shown to be superior to ERM by Steve R. Gunn and Martin Brown in 1997. SRM minimizes an upper bound on the expected risk in contrast to ERM which minimizes the error on the training data [29] . It is the property which equips SVM with a greater ability to generalize itself to solve various classification problems, which is the basic goal in statistical learning. Initially SVM was developed only for classification problems but later on, it has extended to regression also [28] . In comparison to the other classifiers, SVM has provided better performance [30] [31] [32] [33] [34] . In this paper, the classification is being performed using SVM.
Basics of SVM
The basic SVM is a two class SVM which can separate the data into two classes by finding a hyperplane between them. There can be multiple hyper planes present but the goal of SVM is to find the optimal separating hyperplane which error-freely separate the data into two classes and also maximizes the margin between the two classes (maximizes the distance between it and the nearest data point of each class called support vectors) [29] [35] [37] . To find an optimal hyperplane, SVM has kernel functions that act as a separating function. The kernel functions are an integral part of SVM which separates the input data into two classes involving minimum number of support vectors [38] .
There are four types of kernel functions which are as follows [39] :
Here all these parameters, i.e., , r and d are the kernel parameters.
The selection of kernel function depends on the type of classification problem. Mostly RBF is a reasonable choice because of the following reasons [39] :
 RBF non-linearly maps the samples to a high dimensional space, i.e., it can handle the cases where the relation between class labels and its attributes is nonlinear.

The number of hyperparameters which affect the complexity of model are less for RBF kernel. During model selection, only value of cost (C) and gamma ( ) have to be predicted and chosen.
In this research paper, RBF is chosen as the kernel function because of the increase in accuracy that this kernel provides over the other kernels (as shown using the following graphs). The process of finding the best values of C and for RBF kernel is formally known as cross-validation. To perform cross-validation, grid search is recommended [39] .
Multiclass Classification
Basically SVM is a used for binary class problem. But now it can be extended to support multi-class problems. To convert a binary class SVM to multi-class SVM, there are two strategies: one-against-one strategy to classify between each pair and one-against-rest strategy to classify between each class and all the remaining. Both the schemes can be used to make a multiclass SVM. To build a k-class classifier, oneagainst-one scheme requires k(k-1)/2 binary SVMs while a one-against-rest strategy needs k SVMs. Although both the strategies helps in making a multi-class classifier, oneagainst-one is preferred [40] [41] [42] .
There are various software"s present which helps in implementation of multi-class SVM among which LIBSVM [36] [39]is used in this paper because this software provides interface for multiple languages including matlab. Also it supports multiclass SVM"s implementation with graphic interface [43] .
In this research work, the following steps have been performed for classification of data into 10 different classes: 

After training is performed, testing is done using the test data.
In a biometric system, the performance is usually evaluated in two different cases: verification and identification. In the "verification" mode, the system is expected to check the user claimed identity providing a binary answer in the form of "accepted" or "rejected". In the "identification" mode, the system is expected to identify the genuine user from a collection of templates stored in a database [26] .
In this research work, the performance of multimodal biometric system is computed verification in mode. In this, the system provides the output as accepted or rejected. It gives accuracy as 100 % for accepted test image if it is present in our database and 0% if it is not present in the database.
The test set consists of 100 different images. The result of SVM classification results in an accuracy ~= 95% while the sensitivity(True positive rate) ~=94% and the specificity(True negative rate) is ~=96% for the static images of the standard databases (frontal face images collected by Markus Weber at California Institute of Technology, fingerprint taken from DB3_(UPEK)and palm images taken from CASIA palmprint database). In this case, FAR ~= 4% and FRR~= 6% where FAR is False acceptance rate and FRR is False rejection rate.
The SVM multiclass implementation is also tested on the live images collected at our site using Cross match"s Verifier 300 LC scanner and an integrated face recognition camera in Apple Macintosh machine. The test set for live database is taken of 50 images. Its accuracy comes out to be ~= 92% with sensitivity ~=88% and specificity ~=96%. Here the FAR~= 4% and FRR~=12 %.
Some snapshots of the GUI for this research work are follows:
 GUI with test input from static standard database  GUI taking test input from live database (taking fusion of only face and fingerprint
CONCLUSION
Providing authentication and security using multimodal systems is a promising technique which combines the features of multiple modalities and is proved better than using single traits. This research paper presents a multimodal system using face, fingerprint and palmprint. The combined feature vector is experimentally tested and compared with individual trait feature vector and the classification results are better for combined vector. Also classification using SVM is compared with classification using simple feed forward neural network and the results of SVM are much better than NN. Also this research paper discusses feature level fusion with SVM classifier which is a newly discussed technique in designing multimodal systems.
