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ABSTRAKT
Tato práce se zabývá technologií Multiprotocol Label Switching a to zejména moderními
metodami, které je možné použít v rámci této technolologie. Jako příklad lze uvést
využití podpory kvality služeb při směrování. V práci jsou navrhnuty a simulovány různé
topologie a scénáře, které ověřují možnosti využití MPLS v podpoře kvality služeb.
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ABSTRACT
This work is considered to evaluate the needs of MPLS implementation in current IP
networks with respect to Quality of Service guarantees. It shows many aspects and
evaluations of the influence of different traffic classes. The best solutions are evaluated
with simulations and can be implemented with respect to Quality of Service guarantees.
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INTRODUCTION
Since the Internet was opened to commercial traffic in 1992, it has grown rapidly
from an experimental research network to a wide public data network. This has con-
siderably increased traffic volume, and made it more difficult to support Quality of
Service (QoS) on the Internet. For the purpose of solving such problem, two research
areas were addressed in particular - traffic engineering and high-speed packet forwar-
ding. First, traffic engineering is used to transport traffic through a given network
in the most efficient, reliable, and expeditious manner as possible. However, it is im-
possible to apply traffic engineering to today’s Internet because of its conventional
hop-by-hop and packet-by-packet routing scheme. Most recent network routing pro-
tocols are based on the shortest path algorithm, which implies that there is only one
path between a given source and destination end system. However, the shortest path
is not always the fastest path or the most lightly loaded. In the most non-traffic-
engeneering network, you can find links which are overloaded and at the other side
links which are very lightly loaded. Thus Traffic Engineering plays an important
role and economic necessity. Second, High-speed packet forwarding is used to let a
router’s packet forwarding with high speed. Several techniques have been proposed
to support that, a Giga-bit router, lookup of IP routing table in high speed with
longest prefix matching, and L2 packet switching. L2 packet switching was propo-
sed as Ipsilon’s IP switching, Cisco’s Tag switching, IBM’s Aggregate Routed-Based
IP switching (ARIS), and Toshiba’s Cell Switch Router (CSR). The working group
of the Internet Engineering Task Force (IETF) defined MPLS by merging those
approaches in 1997.
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1 MULTIPROTOCOL LABEL SWITCHING
Main benefits of MPLS are:
• Decoupling routing and forwarding,
• Better integration of the Internet Protocol (IP) and ATM worlds,
• Traffic Engineering (TE),
• Basis for building next-generation network applications and services.
Decoupling Routing and Forwaring
IP routing is a hop-by-hop forwarding paradigm. When an IP packet arrives at a
router, the router looks at the destination address, that is carried in the IP header,
makes a route lookup, and forwards the packet to the corresponding next hop. If
no route exists, the packet is dropped. This procedure is repeated until the packet
reaches its destination.
In an MPLS network, nodes also forward packets hop-by-hop, but this forwarding
is based on the identifier with short, fixed length called label. The labels are assigned
to the packets at the ingress node of an MPLS domain. Inside the MPLS domain,
the labels attached to packets are used to make forwarding decisions. Thus, MPLS
uses some type of indexing instead of a longest address match as in conventional
IP routing. The labels are finally popped out from the packets when they leave
the MPLS domain at the egress node. By this method, the efficiency of the packet
forwarding is greatly improved. Router which support MPLS is known as Label
Switching Router (LSR).
RFC 3031 [10] defines the MPLS architeture. The points where MPLS forwarding
deviates from IP forwarding are the followings:
• IP forwarding is based on the destination IP address and the Forwarding
Information Base (FIB).
• MPLS forwarding is based on the MPLS label and the Label Forwarding In-
formation Base (LFIB).
• Both MPLS and IP forwarding are done hop-by-hop. The difference is in the
classification of the packet. IP forwarding involves packet classification at every
hop, whereas in MPLS forwarding, the classification is done only by the ingress
LSR.
15
Fig. 1.1: MPLS over ATM
Better integration of the IP and ATM worlds
MPLS brigdes the gap between IP and ATM. ATM switches dynamically assign
to the cells Virtual Path Identifier (VPI) and Virtual Channel Identifier (VCI) va-
lues, that are used as labels. This way solves the overlay-scaling problem without a
need for centralized ATM-IP resolution servers. Figure 1.1 shows, how MPLS label
is implemented in an ATM header.
Traffic Engineering with MPLS
MPLS Traffic Engineering (MPLS-TE) combines IP flexibility and Class of Service
(CoS) differentiation with ATM’s TE capabilities. MPLS-TE allows to build Label
Switched Path (LSP) accross the network that is then used to forward traffic.
Building Services with MPLS
With MPLS it’s possible also to build services across the network. There are
three basic applications of MPLS as a service:
• MPLS Virtual Private Network (VPN),
• MPLS QoS,
• Any Transport over MPLS (AToM).
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1.1 Label
RFC 3031 [10], „Multiprotocol Label Switching Architectureÿ, defines a label as
„a short fixed length physically contiguous identifier which is used to identify a
Forwarding Equivalence Class (FEC), usually of local significance.ÿ
The label allows the decoupling of routing from forwarding paradigm, as used
in classical IP networks. The label is a value prepended to a packet that tells the
network where the packet should be sent. It contains 20 bits, which means that there
are 220 possible label values. Label values 0 to 15 are reserved. This means that the
lowest label that can be used is 16. The label is present in a header called the Shim
Header. The Shim header is 32 bits in length (see figure 1.2). It resides between the
layer 2 header and the layer 3 header. The shim header also contains the Exp field,
S-bit field and Time to Live (TTL) field.
The 3-bit Exp field is initially reserved for experimental use, but nowadays in
most MPLS applications it is used to hold a QoS indicator. Often the copy of the
IP precedence bits of an underlaying IP packet is stored here.
The S-bit is the indicator of the bottom of the stack. It’s common to have more
than one label in a label stack, therefore the bottommost label in a stack has the
S-bit set to 1.
The TTL field is often a direct copy of the IP TTL bits. The value is decremented
at every hop to prevent routing loops. It is also possible to set the TTL field to a
value different from the TTL of the IP packet. This strategy is often used when a
network operator wants to hide the underlaying network topology [1].
1.1.1 Label space
LSR can generate labels that have either global space (per-platform space) or in-
terface space (per-interface label space) character. Global label space means that
the label is unique to particular FEC and it is not associated with any particular
interface. Labels from per-interface label space are unique only to the interface or
port used to send label binding to the upstream node.
1.1.2 Label Switched Path
A LSP is a routing path in an MPLS network that starts from an ingress LSR and
ends in an egress LSR, that means it traverses through the MPLS cloud. By the
ingress LSR is inserted a label in the label stack of the packet. This means that it
is possible to use more than one label in the label stack, but handled by a LSR is
always only the top most label. In figure 1.3 is shown the usage of the label stack
with two labels, but the processing is based always on the top labels, that are in
17
Fig. 1.2: Shim Header over IP
this example 17 and 21 in the MPLS core network. In this example is also shown
label aggregation. Label aggregation is the procedure of binding a single label to
a bundle of FECs, which is itself a FEC. It is useful if a set of separate addresses
has the same exit router. For example in figure 1.3 we can see that there are two
flows directed to two distinct edge LSRs. They have the same exit router (LSR E),
thus it is possible and desirable to aggregate the flows in a single label (17 at the
ingress LSR, and 21 at the second LSR), till the aggregated flows reach the LSR E
where it is disaggregated into two flows again. This characteristic has a fundamental
importance, because it allows reducing considerably the total amount of labels used
in the network, and thus also reducing the amount of the label distribution control
traffic and memory used in the routers.
1.1.3 Label switching
The label switching consists of a set of different steps to forward a packet to the
destination:
• An unlabelled packet arrives at the boundary to the MPLS network on the
Ingress LSR called Label Edge Router (LER). The LER analyzes the Network
layer header in order to establish the FEC. Using the information in the Next
Hop Label Forwarding Entry (NHLFE), it determines where to forward the
18
Fig. 1.3: Label Aggregation
packet, and assigns a label to the packet. This operation is often called Label
push. Labeled packet is then forwarded towards the subsequent LSR.
• The subsequent LSR receives the labelled packet, and in order to forward it,
the LSR examines the topmost label of the label stack. If there is only one
label in the label stack is naturally examined this one. Using the information
in the NHLFE, it determines where to forward the packet, and if the LSR is
not the last LSR in the MPLS domain, it performs an operation called label
swap. Label swap means that the topmost label is changed to other value used
to forward the packet to the next LSR.
• When the packet arrives at the last LSR, looking at the label, it is noticed that
it is the last MPLS router, thus the label is removed without being replaced.
This operation is called label pop. The forwarding is than made by looking
at the IP routing table. MPLS allows also the penultimate hop popping. This
means that the penultimate LSR removes the label before forwarding, so that
the last LSR directly operates using the IP routing. The penultimate hop
popping is useful because it permits to the last LSR to avoid the operation of
looking at the last label. It is noticeable that when the Label switching is in
use, the next-hop is always taken by the NHLFE. In some cases the next-hop
can be different from the one that should be if MPLS was not used.
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1.2 Label distribution concept
When labels are distributed, what is actually distributed is a label, an IP prefix,
and a mask length. Generally, this entire proces is called label distribution rather
than label, prefix, and mask distribution [1]. Except for MPLS edge applications,
labels are generated only for Interior Gateway Protocol (IGP) learned prefixes by
the routing. After LSRs have generated labels that are associated with IP prefixes,
two ways exist to distribute them [10]:
Ordered LSP control mode is built upon that the LSR waits to receive bindings
from its downstream neighbors before sending the self generated labels to its
upstream router.
Independent LSP control mode is built upon that the LSRs are free to dis-
tribute the label bindings to all their neighbors (downstream and upstream)
without waiting to receive bindings from their downstream neighbors.
Other two approaches, that are used together with Ordered LSP control mode
and Independent LSP control mode are the followings:
Unosolicited Downstream Label Distribution is built upon that a router ad-
vertises labels for all prefixes in it’s IGP routing database to all neighbors,
whether or not they ask for them. There is no problem with loops, because
Label Distribution Protocol (LDP) is not a routing protocol. It depends on
the routing protocol to make loop-free routing decisions (although there are
some loop detection and loop prevention measures in LDP) [11].
Downstream-on-Demand Label Distribution is built upon that an LSR de-
termines if it needs to obtain a label for a prefix. Then the LSR asks its down-
stream neighbor for a label. The downstream neighbor, even though it already
might have generated a label for the prefix in question, abstains from sending
its label bindings until it has received such a binding from its downstream
router. This process continuous until the penultimate-hop LSR requests the
LER (the egress LSR for this LSP) for a label binding. After this happens,
label bindings flow from downstream to upstream LSR.
If LSRs receive label bindings from neighbors that are not used to forwarding,
they can choose to keep the bindings for future use (liberal retention mode) or to
discard them (conservative label retention mode).
Table 1.1 summarizes informations and usage of above mentioned modes.
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Label Distribution Method Control Distribution Retention Label Space
Frame Mode LDP Unordered Downstream unsolicited Liberal Per platform
Cell Mode Label-controlled ATM (LC-ATM) LDP Ordered Downstream-on-Demand Conservative Per interface
Resource Reservation Protocol-Traffic Engineering (RSVP-TE) (Frame mode only) Ordered Downstream-on-Demand Conservative Per interface
Tab. 1.1: Label Distribution Scheme
1.3 Route Selection and Explicit Routing
Route selection is a method used to select the LSP for a particular FEC. There are
two ways to implement an LSP:
• Hop-by-hop routing,
• Explicitly Routed Label Switched Path (ER-LSP).
The Hop-by-hop routing is the routing paradigm normally used in an IP network.
Using the Hop-by-hop routing, each node can establish the next hop for a FEC. In
the Explicit Routing the LSP is explicitly selected. The selection is made by a
single LSR (usually the ingress LSR). The path can be selected only partially or the
entire path can be selected. The use of the MPLS architecture permits to employ the
explicit routing running under the IP protocol. The Explicit Routing is fundamental
in order to speak about the TE.
1.4 Label Distribution Protocol
From RFC 3036 [11], we know that the LDP exchanges labels for IGP and static
routes. It is necessary reliable and in sequence transmission of a label distribution
information pertaining to the particular FEC. The main LDP characteristics are:
• The discovery mechanism that allows the LDP peer automatic discovery.
• The reliability, obtained by using the Transmission Control Protocol (TCP)
protocol.
• The extendibility, used in the messages object codified by the Type Length
Value coding.
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In the MPLS standards is not specified, what protocol should be used for the
label binding distribution. There are therefore more possibilities, that can substitute
LDP:
• Constraint Based Routing Label Distribution Protocol (CR-LDP),
• RSVP-TE,
• Multiprotocol Border Gateway Protocol (MP-BGP).
The choice of one of these protocols should be made on the basis of what is
requested by the network. LDP was created only for use in MPLS, but it cannot
satisfy requirements of QoS. The CR-LDP is an extension of LDP in order to enable
constraint based routing of LSPs [13].
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2 QUALITY OF SERVICE
QoS has become popular during the past few years. Only a very few networks have
unlimited bandwidth, so congestion is always a threat in the network. The QoS is
a mean to prioritize important traffic over less important traffics and guarantee the
delivery of the prioritized traffic [8].
In the case of IP, the service that the IP traffic receives is measured using quality
metrics. The most important metrics for defining IP service performance are [2]:
• delay,
• delay variation or delay-jitter,
• packet loss,
• throughput,
• service availability,
• per flow sequence preservation.
The QoS implies also providing a contractual commitment - Service Level Agreement
(SLA) for these quality metrics.
2.1 Network Delay
Network delay is generally defined in terms of one-way delay for non-adaptive traffic
(inelastic) time-critical applications such as Voice over Internet Protocol (VoIP) and
video transmission, and in terms of round-trip delay and Round-trip Time (RTT)
for adaptive (elastic) applications, such as those which use the TCP [2].
The Network delay consists of several parts like propagation delay, switching
delay, scheduling delay and serialization delay.
2.1.1 Propagation delay
The propagation delay depends upon the speed of transmitted signal in the media,
that can be achieved through it. The most common transport media used in today’s
networks are based on the optical transmission through the optical fiber. Thus the
propagation delay is constrained by the speed of light in the fiber and its value is
relatively low compared to the other delay contributors.
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2.1.2 Switching Delay
The switching delay is caused by the network nodes. Every network node, meaning
router or switch, will add some delay due to the packet’s processing. The switching
delay is measured as a time difference between receiving a packet on an incoming
router interface and its enqueuing in the scheduler of its outbound interface. Nowa-
days most core routers use the harware switching, thus the switching delay is no
more the issue in core networks. The problem can arise with the software based
switches, where the switching delay is a little bit greater. As a whole, we can say,
that the switching delay is also not the main contributor for the delay.
2.1.3 Scheduling Delay
As the name suggests, the scheduling delay is caused by the scheduler implemented
in the network node. It is exactly the time difference between the enqueuing of the
packet in the scheduler of its outbound interface and its clocking on the outbound
link. The main reason of usage the scheduler is to enable packet prioritization of
different traffic types. There are a lot of scheduling and queuing mechanisms, that
can be used to achieve that.
2.1.4 Serialization Delay
Serialization delay is caused by the physical constraints of the media. It is the time,
that is needed to clock a packet on the link and is dependend only on the link
bandwidth and the packet size. It is proportional to the packet size and inversely
proportional to the link speed. It is obvious, that the importance of serialization
delay is considered especially for low bandwidth links.
2.2 Delay-jitter
The delay-jiter is the time difference between one-way delays of two consecutive
packets. It is caused by the variation of the particular network delay components.
Its value is considered very important for real time application, such as VoIP or
video streaming, that use the de-jitter buffers to cope with it. In de-jitter buffers of
the end devices is the delay-jitter transformed to constant delay.
2.3 Packet loss
A packet is considered lost if it doesn’t arrive at the egress node in the defined
time interval. There are a lot of factors, that can cause the packet loss. The main
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important are followings:
• congestion,
• lower layer errors,
• network element failures,
• loss in aplication end-systems.
There are a lot of techniques that can be employed in order to minimize packet
loss. Depending upon the transport protocol, we can distinguish reliable protocols
such as TCP or unreliable protocols such as User Datagram Protocol (UDP). With
usage of unreliable transport protocol we have to employ some mechanism against
packet loss directly in the application.
2.4 Application Service Level Agreement Requi-
rements
Different apllications have different SLA requirements. There are a lot of applications
but the most common and important can be thought the following categories:
• VoIP,
• video streaming,
• video conferencing,
• throughput-focused TCP applications,
• interactive data applications,
• on-line gaming,
• standard best-effort traffic,
• scavenger traffic.
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Fig. 2.1: VoIP ear-to-mouth delay budget
2.4.1 Voice over Internet Protocol
There are a lot of factors that can influence a quality of a call. The most impor-
tant factor is the impact of delay on VoIP. For VoIP the important delay metric
is the one-way end-to-end (i.e. from mouth-to-ear) delay [2]. The main impact that
end-to-end delay has on VoIP is the interactivity of conversational speech. Recom-
mendation G.114 [3] says that the 150 ms of end-to-end one-way delay is sufficient
to ensure that users will be very satisfied for most applications of telephony. Thus
with consideration of this maximum acceptable ear-to-mouth delay for a particular
VoIP service it can be taken this budget for the appropriate QoS network design.
Figure 2.1 shows an example of delay budget. The codec delay depends upon the
type of codec used. One-way network delays of 35-100 ms are typically targeted for
high quality VoIP services, in order to ensure that an ear-to-mouth delay of 150 ms
can be achieved.
As discussed earlier, the impact of delay-jitter is really important for this type
of applications. The delay-jitter can considerably influence the quality of the call.
It is necessary to use de-jitter buffer to compensate jitter in arriving packets. The
de-jitter buffer converts asynchronous flow of voice packets from the network, to the
synchronous flow with the constant rate, that can be than decoded at the end device
without any problems.
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The third important factor is the impact of packet loss. There are some tech-
niques that can be used to mask the effects of packet loss. For example Packet Loss
Concealment (PLC) can conceal one lost packet with the selected packetization in-
terval, without noticeable voice quality degradation. On the other hand, more than
one consecutive packet loss may result in bad voice quality. Therefore, in practice
are networks with VoIP traffic designed to have packet loss of voice traffic nearly
equal to zero. This issue is achieved with appropriate capacity planning techniqueus
and also with admission control.
The impact of throughput needs to be considered also. VoIP codecs produce
constant bit rate streams, with different bandwidth requirements, based on the type
of codec used. As discussed earlier, the network should be planned to nearly to
zero loss of voice packets, that means, that the capacity planning needs reflect and
consider the peak of traffic load. But because not every user will converse at the same
time, the network may be also statistically oversubscribed with use of admission
control mechanism.
2.4.2 Video streaming
With video streaming applications, a client requests to receive a video that is stored
on a server. The server streams the video to the client, which starts to play out
the video before all of the video stream data has been received. The term video
streaming is used both for broadcasting video channels, which is often delivered as
IP multicast, and for Video on Demand (VOD), which is delivered as IP unicast [2].
As for voice data, for video streaming is also important one-way end-to-end delay
metric. In this case the delay budget is defined with finger-to-eye delay value. This
value is constraint with user interactivity. Sometimes it is also called „channel change
timeÿ or „channel-zapping timeÿ. Figure 2.2 shows the budget for the finger-to-eye
delay for broadcast video services.
The budget for this channel change time is often considered about 1-2 s. The
overall channel change time is composed of a number of components [2]:
Remote control and set-top-box processing includes two different parts. In
the first part the remote control sends the channel change signal to the Set-
top-box (STB). In the second part, the STB after receiving the channel change
signal, processes the command and issues to leave and join an Internet Group
Management Protocol (IGMP) group and sends the request to the network.
Network transmission delay is the delay that is taken by the message from the
STB to the first multicast aware network device. This includes the delays due
to serialization, switching, propagation and queuing on the network nodes.
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Fig. 2.2: Broadcast video finger-to-eye delay budget
There is mostly implemented some QoS mechanism to control queuing delays
and ensure IGMP messages to not beeing dropped.
Multicast processing is the delay taken within the process, when the first multi-
cast aware device receives the IGMP group leave, it stops sending the multicast
stream from the previous channel. When the IGMP group join is received, as-
suming that the mutlicast stream already exists on the router, the traffic is
copied to the egress port. If the multicast stream is not present on the router,
additional signaling is required, that is tied with additional delay.
Network transmission delay is the network transmission delay that is taken by
the mutlicast traffic stream to reach the STB. This includes the delays due to
serialization, switching, propagation and queuing on the network nodes. There
is mostly also implemented some QoS mechanism to control queuing delays.
Set-top-box buffering and processing is the main contributor to the channel
change time amount. Before the video can be played out, there are some ne-
cessary steps depending on the STB implementation. The most important part
is the de-jitter buffer. It is used as in VoIP systems to convert variable network
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delays into constant delays at the receiving device. If the STB supports imple-
mentation of some Forward Error Correction or packet retransmission functi-
ons, it could yield some additional delays. Other additional delay contributors
are decryption delay, Moving Pictures Experts Group (MPEG) decoder buffer
delay against underflowing of the video stream, and an IBB frame delay, which
depends on the Group of Pictures (GOP) used with MPEG.
In the figure 2.2 can be seen the whole delay budget. It is considered the delay
budget about 1000 ms.
The impact of of delay-jitter is considered even more important with video stre-
aming, because of the digital video decoders used in streaming video receivers need
to receive a synchronous stream, typically with jitter tolerances of only a ±500 ns, in
order to decode without visible impairments. Such jitter tolerances are not achieva-
ble natively in IP networks, hence as for VoIP broadcast video services use de-jitter
buffers (also known as play-out buffers) in receivers to remove delay variation caused
by the network and turn variable network delays into constant constant delays such
that the tolerances required by the decoder can be met [2]. A STB de-jitter buffer
should be set at least to the maximal network delay-jitter value. If it is set too short,
it can cause the underflow and impairness of video signal, if it is set to long it would
add additional unnecessary delay.
About the impact of loss on video streaming applications, it is necessary to
employ some loss concealment techniques. In different parts of networks can be im-
plemented different concealment techniques. For example, in the core of the network,
where is a lot of bandwidth available and where diverse paths exist to the same dis-
tribution point, we can setup the same video stream twice for redundancy issues.
This technique would provide protection against both lower layer errors and against
network element failures. Other techniques such as Forward Error Correction could
then be used on the segment between the video redistribution point and the end
video receivers, which will help to protect against lower layer errors in the access
networks.
2.4.3 Video Conferencing
The Video conferencing service is less stringent to QoS requirements than the broad-
cast video streaming applications. As a signalling protocol is nowadays used very
common Session Initiation Protocol (SIP), other possibility is usage of the ITU re-
commendation H.323. The streams of video and voice are typically carried separately
like two distinct streams. The requirements on voice remains the same as for VoIP
service, depending on the the audio codes used. For video service it is possible to
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have less stringent requirements on delay than for voice, thus there can be noti-
ceable time lag between audible words and lip movements. In terms of the human
perception it can be tolerated up to 80 ms time shift between voice and associated
video stream. Hence, extrapolating from the G.114 [3] targets for voice services,
end-to-end delay (i.e. camera to eye) delay targets of ∼ 250 ms are targeted for the
video stream of video conferencing applications [2].
2.4.4 Data Applications
In today’s networks exist hundreds of thousands of data applications on the Internet.
In 2003, one Wall Street financial company did an extensive study to identify and
categorize the number of different applications on its networks. It found more than
3000 discrete applications traversing its infrastructure. Further research has shown
that this is not uncommon for larger enterprises [14]. But generally from the QoS
perspective we can distinguish applications into two groups. The first group are
interactive applications and the second are applications focused on data transfer
with no requirements on interactivity.
Throughput Focused TCP Applications
Reliable data transfers are nowadays tranferred using TCP transimission layer pro-
tocol. The impact of delay on TCP applications is based on the important delay
metric RTT between TCP end systems. This RTT together with Maximum Segment
Size (MSS) and window size determine the maximum possible session throughput.
The maximum theoretical attainable TCP throughput for a single session varies as
a function of RTT and packet loss using the following relationship, where p is the
probability of packet loss [2]:
TCPthroughput = MSS
RTT∗√p (2.1)
On the other side delay-jitter has no implicit impact on TCP application. The
value of delay-jitter is only a part of delay. From the equation 2.1 we see that
the maximum TCP throughput decreases as an inverse of the square root of the
probablity of packet loss.
Interactive Data Applications
The main purpose of interactive data applications is to offer to the user the real
time responses. Most of the interactive applications are built on client/server archi-
tecture. During transactions between client and server arises the delay budget, that
is composed of the followings:
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Client-side processing delays are delays that could be caused by the client transacti-
ons that should be done before starting the network transaction.
Server-side processing delays are caused by the processing before the server can
send the response to the client.
Network delays are caused by the exchange of informations during the transacti-
ons between client and the server. Some applications may need also more than
one network transaction in order to satisfy one user transaction.
Thus, a badly designed application may add bigger RTT values to the delay
value, hence there can be a huge increase in the value of the total delay, which can
lead to unsatisfactory application service. For example there is the „8 second ruleÿ
for the web site design to provide satisfactory interactive application [2].
2.4.5 On-line Gaming
There are different types of on-line games, but we can distinguish basically two types
like First Person Shooter (FPS) and Real-time Strategy (RTS). Both ot them are
a client/server applications and use mostly UDP as transport protocol. Most on-
line gaming application require the bandwidth only up to 64 kbit/s and an in-built
mechanisms to deal with with packet loss. It is obvious, that RTT and delay are very
important issues in these types of applications. In terms of setting a bound on the
acceptable RTT for on-line gaming, research into FPS games suggest that with delays
above 100-250 ms gamers are deterred from playing and their playing performance is
inhibited, altough different types of games can have different requirements . Research
into RTS games suggest that RTT of up to 500 ms have minimal effect on the end-
users [2].
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3 MPLS AND QUALITY OF SERVICE
The IETF has designated two ways to implement QoS in an IP network:
Integrated Services (IntServ) use the signaling protocol Resource Reservation Protocol
(RSVP). The hosts signal to the network via RSVP what the QoS needs are
for the flows of traffic that they send.
Differentiated Services (DiffServ) use the DiffServ bits in the IP header to qualify
the IP packet to be of a certain QoS. The routers look at these bits to mark,
queue, shape, and set the drop precedence of the packet.
The big advantage of DiffServ over IntServ is that the DiffServ model needs no
signaling protocol. The IntServ model uses a signaling protocol that must run on
the hosts and routers. If the network has many thousands of flows, the routers must
keep state information for each flow passing through it. This is a serious scalability
issue, which is why IntServ has not proven to be popular [8].
3.1 Differentiated Services with MPLS
Figure 1.2 shows the structure of the MPLS label containing the three bit long EXP
field, called experimental bits. These bits are usually used to support QoS. If they
are used to support QoS, than the LSP is called E-LSP indicating that the LSR
will use this bits to schedule the packet and decide on the drop precedence. Other
option how to implement QoS in MPLS is to use one label per class for each flow of
traffic between two endpoints of the LSP. Therefore, the signaling protocol has to
be able to signal a different label for the same LSP or prefix. Such a LSP is called L-
LSP, indicating that the label implicitly holds a part of the QoS information. With
a L-LSP, the experimental bits still hold part of QoS requirements, but only the
drop precedence, whereas the label indicates the traffic class. With an E-LSP, the
experimental bits hold both the traffic class and the drop precedence information
[8].
3.1.1 DiffServ Tunneling Models
By default, the MPLS network preserves the IP precedence or Differentiated Ser-
vices Code Point (DSCP) bits of the IP packet. The advantage of this is that the
MPLS network can have different QoS scheme than the customer. The IETF defi-
nes three models to tunnel the DiffServ information through MPLS network. These
three models are Pipe model, Short Pipe Model and Uniform Model. The Tunneled
32
DiffServ information is the QoS requirement of the labeled packets, in the case of
MPLS VPN, or the precedence/DSCP of the IP packets arriving into the ingress
LSR of the MPLS network. The LSP DiffServ information is the QoS requirement
of the MPLS packets transported on the LSP from the ingress LSR to the egress
LSR. The Tunneled DiffServ information is the QoS information that needs to get
across the MPLS network transparently, whereas the LSP DiffServ information is
the QoS information that all LSRs in this MPLS network use when forwarding the
labeled packet [8].
Pipe model
There are some important rules for the Pipe model:
• The LSP DiffServ information on the ingress LSR is not necessarily (but can
be) derived from the Tunneled DiffServ information.
• The provider’s core routers act only like LSP DiffServ information repeaters.
• The classification of packets for scheduling or discarding at the egress LSR
output interface is made based on the LSP DiffServ information, and the LSP
DiffServ information is not propagated to the Tunneled DiffServ information.
Short Pipe model
In the Short pipe model, there are some differences to the Pipe model. On the egress
LSR the classification of packets for scheduling or discarding at the output interface
is based on the Tunneled DiffServ QoS information. LSP DiffServ information is also
propagated to the Tunneled DiffServ information field. The forwarding treatment at
the end of the tunnel is therefore based on the IP Per-Hop Behaviour (PHB). Thus
the name Short pipe model.
Uniform model
There are some differencies between the Uniform model and the two previous me-
thods. The following rules apply:
• The LSP DiffServ information on the ingress LSR must be derived from the
Tunneled DiffServ information.
• The provider’s core routers act only like LSP DiffServ information repeaters.
• On the egress LSR, the LSP DiffServ information must be propagated to the
Tunneled DiffServ information field.
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Fig. 3.1: Pipe Model
Fig. 3.2: Short Pipe Model
34
Fig. 3.3: Uniform Model
The following rules mean that the packet belongs to the same QoS class at any
time. The MPLS network does not have any impact on the QoS information field,
but it naturally switches the packets through the MPLS network.
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3.1.2 DiffServ-Aware MPLS Traffic Engineering
The essential goal of DiffServ-aware MPLS traffic engineering (DS-TE) is to guaran-
tee bandwidth separately for each class of traffic in order to improve and optimize
its compliance with QoS requirements [4]. In the DS-TE model, the class of service-
based bandwidth guarantee is achieved by two network functions:
• Separate bandwidth reservations for each set of traffic classes,
• Admission-control procedures applied on a per-class basis.
To accomplish these two functions DS-TE introduces two new concepts:
• Class-type (CT) is a group of traffic trunks based on their class of service values
so that they share the same bandwidth reservation, and a single class-type can
represent one or more classes. CT is used for bandwidth allocation, constraint
routing and admission control. According to IETF there are maximal 8 CTs
(CT0 - CT7), and the best-effort service is mapped to CT0.
• Bandwidth Constraint (BC) is a limit on the percentage of a links bandwidth
that a particular class-type can use.
The relationship between CTs and BCs are defined in the bandwidth constraint
models (BC Models). There are defined two main models:
• Maximum Allocation Model (MAM) - assigns a bandwidth constraint to each
class-type, see figure 3.4.
• Russian Dolls Model (RDM) - assigns bandwidth constraint to the groups of
class-types in such a way that a class-type with the strictest QoS requirement
(e.g., CT7 for VoIP) receives its own bandwidth reservation - BC7. The class
type with the less QoS requirements, CT6, shares its bandwidth reservation
BC6 with CT7 and so on, up to CT0 (e.g., best effort traffic) which shares
BC0 (the entire line bandwidth) with all other types of traffic as illustrated in
figure 3.5.
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Fig. 3.4: Maximum allocation model
Fig. 3.5: Russian Dolls model
3.2 Evaluation of Bandwidth Constraint models
This chapter analyzes BC models from the point of view of QoS quarantees. The
topology of the test scenario is shown in figure 3.6. This topology consists of three
MPLS capable routers connected with links of capacity l Mbit/s. Other links have
enough capacity to avoid congestion. That means, that the bottleneck in the network
is located in the MPLS domain. Thus it can be shown the differences of the distinct
BC models. There are three types of traffic, the first one is voice traffic, second video
traffic and the last one data traffic. These traffic types have different demands on
QoS. The voice traffic has most strict demand on QoS, so that it has the highest
priority in this test scenario. On the other hand the data traffic has the lowest
priority. There are Class-Based Queueing (CBQ) queues with DropTail used in the
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Fig. 3.6: Bandwidth Constraint model test topology
Traffic type Traffic rate [kbit/s] Packet size [Byte] Type of source
Data 800 512 EXP
Video 256 from trace file from trace file
Voice 400 200 CBR
Tab. 3.1: Traffic sources for Bandwidth Constraint model test scenario
MPLS domain, and simple DropTail queues on other nodes. Table 3.1 shows traffic
parameters for these three traffic flows. The rates were choosen with the aim of
overloading the ingress MPLS node, so that QoS implementation can take place. The
voice traffic source is a model of four bundled VoIP flows. Each flow uses a G.711
codec with default packetization rate 50 pps. The video traffic source is generated
with use of the trace file. It models the video stream coded using the H.263 codec.
The data traffic source is modelled as an exponential traffic source with idle and
burst periods. The duration of the simulation was 40 s with 5 s pauses for each traffic
type. In the 10th second there was a pause for voice traffic, in the 20th second for
video traffic and in the 30th second for data traffic. Characterics of throughput, one-
way delay and delay-jitter for MAM and RDM models were measured and compared
with the reference values obtained without the usage of any BC model.
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3.2.1 Throughput evaluation
Figure 3.7 shows the throughput of traffic classes without implementation of a Ban-
dwidth Constraint model. Its obvious, that the data traffic consumes the majority
of the link’s bandwidth. Other classes are starvated from data traffic and neither
of classes can receive their full bandwidth requirement. As a consequence there is a
considerably packet loss for each traffic class, what can be seen from table 3.2. This
is not desirable especially for real time apllications like voice and video transfer.
Thus it is obvious, that we have to implement some QoS mechanism to improve the
handling of real time traffic.
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Fig. 3.7: Traffic Throughput without Bandwidth Constraint model implemented
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Fig. 3.8: Traffic Throughput with MAM model implemented
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Fig. 3.9: Traffic Throughput with RDM model implemented
For the MAM model, a reservation was made for both real time traffic flows. That
means that a bandwidth of 400 kbit/s was reserved for voice traffic, and 300 kbit/s
for video traffic. The data traffic was allowed to use only the remaining bandwidth
according to principles of the MAM model. From the picture 3.8 it can be seen,
that the MAM model can reserve the necessary capacity for the prioritized traffic
classes. The disadvantage of the MAM model is that there is impossible to share
the unused bandwidth reserved for another class. For example in the 10th second of
the simulation the link utilization is only about the half of the link capacity, which
means that the MAM model is not very efficient. This leads to the high packet losses
in the MAM model.
Some improvements are made with RDM, where the traffic classes with lower
priority can utilize the unused bandwidth of classes with higher priorities. The throu-
ghput of RDM model implementation is shown in figure 3.9. It can be seen, that
when the higher priority classes do not use up their allocated bandwidth, it can be
occupied by data traffic. For example in the 20th second of the simulation time,
when the video traffic is turned off, the data traffic can use up to 600 kbit/s, in spite
of the MAM model, where it was only 350 kbit/s. It can also be seen from table 3.2
that the packet loss for data traffic is lower than in case of MAM model.
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Traffic type Packet loss [%]
without BC MAM model RDM model
Data 12,84 44,58 27,89
Video 17,40 0 0
Voice 12,85 0 0
Tab. 3.2: Packet loss for Bandwidth Constraint models
3.2.2 One-way delay and delay-jitter evaluation
From the tables 3.3 and 3.4 it is evident that without the implementation of any
Bandwidth Constraint model we obtain relatively similar values for one-way delay
for all traffic classes. But with consideration, that the real-time traffic is delay sensi-
tive we have to choose another approach with a BC model implemented. After the
implementation of the MAM or the RDM model, it can be seen, that the delay and
the jitter for data traffic increased, but the impact on the real time traffic is posi-
tive. When we compare the MAM and the RDM model it is obvious, that the RDM
model is better solution in this scenario. In the case of the RDM both the one-way
delay and delay-jitter are nearly the same for real-time traffic as in the case of the
MAM model. But there is a big improvement in terms of data traffic.
Traffic type Average delay [ms] Maximal delay [ms]
without BC MAM model RDM model without BC MAM model RDM model
Data 60,20 240,83 112,22 101,51 444,19 267,49
Video 70,26 72,94 73,48 101,92 153,53 152,67
Voice 56,11 38,77 39,44 104,41 48,61 48,94
Tab. 3.3: One-way delay for Bandwidth Constraint models
Traffic type Average jitter [ms] Maximal jitter [ms]
without BC MAM model RDM model without BC MAM model RDM model
Data 11,31 45,16 46,07 59,78 300,48 159,79
Video 12,77 20,14 20,29 55,12 106,73 105,90
Voice 12,50 4,16 3,83 69,61 13,65 13,63
Tab. 3.4: Delay-jitter for Bandwidth Constraint models
3.2.3 Conclusion
This chapter shows the evalution of the BC models in term of Quality of Service gu-
arantees. The best results were achieved by the RDM model, where the low priority
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traffic classes can share the bandwidth of the higher priority traffic classes when it is
unused by them. Therefore the following simulation scenarios will use this approach
only.
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3.3 Simulation scenarios
The following MPLS simulation scenarios were built in Network Simulator version 2
(NS-2) environment extended with MPLS capable MPLS Network Simulator (MNS)
and with modules for label switching, CR-LDP routing and CBQ scheduling.
3.3.1 Simulation scenario 1
Network Topology
The topology of the network is shown in figure 3.10. It consists of 5 nodes. Three
of them are MPLS capable nodes and the the remaining two nodes are standard IP
nodes. LSR1 is an edge router of the MPLS domain. The MPLS domain ends at
LSR3. On the left side are traffic sources, on the right side traffic sinks. Traffic is
thus injected into Node0 and terminated at Node4. The link between Node0 and
LSR1 is of the capacity of 2 Mbit/s to avoid congestion before packets arrive to the
MPLS domain. The remaining links are of the capacity of 1 Mbit/s.
Fig. 3.10: Network Topology - scenario 1
Performance study
There are four types of sources attached to the agents. Each of them generates
different type of traffic. The most important traffic in this scenario are real-time
43
 0
 200000
 400000
 600000
 800000
 1e+06
 0  20  40  60  80  100
B a
n d
w i
d t
h  
[ b i
t / s
]
Time [s]
Throughput
Real-time traffic 1
Fig. 3.11: Throughput of Real-time traffic 1 - scenario 1
services, which are sensitive for one-way delay and delay-jitter variations. The High-
best-effort class of service has better priority than the Simple-best-effort class. Four
LSPs were configured, from the ingress router LSR1 to the egress router LSR3, for
each traffic class. There are two ER-LSP for Simple-best-effort Traffic (SBT) and
High-best-effort Traffic (HBT) and two Constraint-Based Routing Label Switched
Path (CR-LSP) for Real-time traffic 1 and Real-time traffic 2. Using constraint-based
routing the LER dynamically starts LSP computation. After the path computation
process, the explicit route is passed to the signalling protocol. As a signalling protocol
the CR-LDP was used, which establishes the LSP through the LSR along the path,
reserves network resources and distributes labels to support packet forwarding along
the LSPs [4].
A LSP with a bandwidth of 450 kbit/s was defined for the Real-time traffic 1
and a LSP with 350 kbit/s of the link bandwidth for Real-time traffic 2. As the
traffic sources were used sources with different traffic rates and packet lengths an
also different traffic distributions. Figures 3.11 and 3.12 show the throughput of
Real-time traffic and figures 3.13 and 3.14 show the throughput of the HBT and the
SBT traffic.
Real-time traffic 1 models VoIP traffic. VoIP-connections are based on UDP-
agents. They offer a constant flow of packets and are not affected by loss of packets
in terms of traffic generation, i.e. there are no retransmissions and no adjustment
of packet sending rate. Traffic generation is an ON-OFF-process which means that
packets are either sent at full rate or not at all.
Parameters describing the VoIP-traffic are as follows:
• Burst time (seconds),
• Idle time (seconds),
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Fig. 3.12: Throughput of Real-time traffic 2 - scenario 1
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Fig. 3.13: Throughput of High-best-effort traffic - scenario 1
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Fig. 3.14: Throughput of Simple-best-effort traffic - scenario 1
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• Burst send rate (bps),
• Packet size (bytes).
The specifications [5], [6] ITU-T P.50 and P.59 are related to the usage of arti-
ficial voice. In recommendation P.50, artificial voice is defined as „a signal that is
mathematically defined and that reproduces the time and spectral characteristics of
speech which significantly affect the performances of telecommunication systems.ÿ
The temporal behavior of human conversation, which includes pauses, mutual si-
lence, etc, is described by recommendation P.59. This is important for the testing
of the speech processing systems present in for example speaker phones [4].
Thus the source of Real-time traffic 1 was is modelled as an exponential on/off
distribution with burst time 1,004 s and idle time 1,587 s, with a bit rate of 6,3
kbit/s per one connection. The same configuration was used for each of the 100
connection of this type. The throughput of Real-time traffic 1 is shown in the figure
3.11. As it can be seen it remains constant over the time.
Real-time traffic 2 models audio streaming coded with G723.1 codec. This type
of connections are based on UDP-agents too. Traffic parameters of audio streaming
were modelled as an exponential on/off distribution with burst time 0,00005 s and
idle time 1,8 s. The packet size of 240 Bytes was used for this type of connection.
The traffic intensity of Real-time traffic was increased with time. The maximum
number of sources were set to 200 and they will be all active at the time of 60
s. The throughput of Real-time traffic 2 is shown in figure 3.12. It is obvious, that
traffic increases during the interval from 0 to 60 seconds linearly, after 60 seconds all
sources are active and the throughput then remains almost constant. Both of these
Real-time traffic flows were serviced with priority queuing, thus their throughput is
not mainly influenced by other lower priority flows.
The sources of HBT traffic simulates random FTP source. It consists of five
different FTP agents, each of them randomly generates TCP packets of the 1500
Bytes in length over links with random delay. The SBT traffic source is the expo-
nential traffic source and is considered as a type of background traffic with packets
of the length of 512 Bytes. It generates 200 kbit/s of traffic. From the topology of
the scenario shown in figure 3.10 it can be seen, that there is a bottleneck between
LSR1 and LSR2 represented by a link with a bandwidth of 1 Mbit/s. It is thus
obvious, that with the increasing amount of Real-time traffic, other types of low
priority traffic are influenced in their throughput. From figure 3.13 we can see the
decrease in the throughput of the HBT traffic and in figure 3.14 the decrease in
the throughput of SBT. Since the High-best-effort traffic has higher priority than
the Simple-best-effort traffic thus the decrease in the latter type of traffic is more
significant than for the former.
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Fig. 3.15: Packet loss - scenario 1
At all MPLS nodes are implemented class based queues. The scheduler is imple-
mented as follows. The scheduler uses priorities, first scheduling packets from the
highest priority level, what helpes to serve delay sensitive applications. The Wei-
ghted Round Robin (WRR) scheduling is used to arbitrate between traffic classes
within the same priority level. The WRR scheduler uses weights proportional to the
bandwidth allocated to traffic classes. The weight determines the number of packets
that a traffic class is allowed to send during a round of the scheduler. When a traffic
class is overlimited and unable to borrow from parent classes, the scheduler activates
the overlimit action handler for that class. In this case the DropTail policy was cho-
sen for all traffic classes. DropTail queues are smaller for Real-time traffic, because
of additional delay introduced by queuing. At all MPLS nodes 80 percent of the ban-
dwidth is allocated for the Real-time service, 5 percent for High-best-effort traffic,
10 percent for Simple-best-effort traffic and 5 percent for Signalling traffic. All the
classes except of the Real-time traffic classes are permitted to borrow bandwidth
from their parent class.
Figure 3.15 showns the packet loss measured at the egress node of the MPLS
domain. The value of the SBT packet loss increases with time, with the increasing
amount of traffic that traverses through the MPLS domain. This increasing amount
of traffic is produced by the Real-time traffic 2 source. It is obvious, that the SBT
traffic class has the highest packet loss, because of the priority queue on all MPLS
nodes. The HBT packet loss is around 10 percent after the stabilization of the TCP
connections. The Real-time traffic 2 packet loss is under 1 percent and for Real-
time traffic 1 it is near to zero. Thus it is obvious, that when there are more traffic
flows, than the link can handle, it is very important to have some QoS mechanism
implemented. In this case CBQ mechanism prefer packets of Real-time traffic to
other types of traffic.
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Fig. 3.16: One-way delay and jitter of Real-time traffic 1 - scenario 1
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Fig. 3.17: One-way delay and jitter of Real-time traffic 2 - scenario 1
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Packet loss [%] average delay [ms] maximal delay [ms] average jitter [ms] maximal jitter [ms]
Real-time traffic 1 0,01 62,45 80,41 6,31 26,68
Real-time traffic 2 1,39 63,21 84,90 7,07 39,33
High-best-effort 10,01 252,52 491,95 76,67 295,81
Simple-best-effort 83,40 789,63 1968,14 145,91 1846,60
Tab. 3.5: Measured statistics for scenario 1
Other parameters that has to be investigated are one-way delay and delay-jitter
of packets from different traffic classes. The link delay for all links in the network
is set to 10ms. One-way delay from the source to the destination is the time dT,
meaning that the source sends the first bit of a packet to destination at a time T,
and the destination receives the last bit of that packet at T+dT [7]. As discussed
earlier, this parameter is very important for real-time traffic, especially for VoIP
services, where the ITU G.114 [3] recommendation limits the maximum value of
delay to 150 ms. Figures 3.16 and 3.17 show the one-way delay for Real-time traffic
1 and Real-time traffic 2. Both types of Real-time traffic have the average delay
value below 65 ms, as it is shown in the table 3.5. The maximal delay values for
both Real-time traffics are below 85 ms. This value is very satisfying for this type
of traffic. There is a small increase of the delay values after the 60th second of
simulation time, because of the increasing traffic in the network. The delay-jitter of
the Real-time traffic 1 is under 30 ms, that is again very satisfying. This value can
be compensated in the de-jitter buffer and added to the one-way delay. Thus it is
important to hold this value low. There are some peaks in the jitter values. That
is caused by the differences in queuing times between two consecutive packets. The
queue lengths were set to three for each Real-time traffic on all MPLS nodes. There
is a considerably impact on delay and jitter when the queues for Real-time traffic
are set too long. In the case of remaining types of traffic, the HBT traffic is serviced
better than the SBT traffic, thus the one-way delay for the better served traffic
is lower. From figure 3.18 is evident that after the 60th second of the simulation
time the delay value increases. The maximal value is about 500 ms, which is still
sufficient for this type of service. With the increase of one-way delay we can also see
the increase of delay-jitter, but still in an acceptable range. On the other side, the
one-way delay of the SBT traffic is very high. The packets with such a high delay
are considered lost in real network. This huge delay value is the consequence of the
starvation of the Simple-best-effort traffic, because of its small priority.
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Fig. 3.18: One-way delay and jitter of High-best-effort traffic - scenario 1
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Fig. 3.19: One-way delay and jitter of Simple-best-effort traffic - scenario 1
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3.3.2 Simulation scenario 2
In this scenario the QoS behaviour together with Traffic Engineering in MPLS ne-
twork is examined. In classical IP networks the traffic is often routed through one
path, although there can be other alternative unutilized paths to the same desti-
nation. Such situation is depicted in figure 3.20. In standard situation when only
IP routing protocols is used the whole traffic is routed through the shortest path.
If we assumed, that all links in this MPLS domain has the same capacity, the path
through LSR1, LSR2, LSR3 and LSR7 will be overutilized, but the path LSR1,
LSR4, LSR5, LSR6 and LSR7 won’t be used at all. The following scenario shows
how MPLS Traffic Enginnering can deal with this problem.
All the links in the MPLS domain have a capacity of 2 Mbit/s, except the links
between LSR1 and LSR2 and also between LSR1 and LSR4. These two links have a
bandwidth of 1 Mbit/s and are considered to be the bottleneck in the MPLS network.
The links outside the MPLS domain have the capacity of 10 Mbit/s, so that do not
influence the measurement. There are 4 types of traffic defined. The traffic parame-
ters are shown in table 3.6. The Voice traffic source is a model of the bundle of traffic
sources, each coded using G729a codec. The FTP traffic is generated as random with
uniform distribution from five nodes added to the node0 with random delays on that
links. The Random Early Detection (RED) mechanism is also implemented at the
queues, where the TCP traffic is present. This congestion avoidance mechanism is
basically aimed to improve the throughput of TCP-based applications, by preven-
ting global synchronization between TCP sessions. The source behaves according
to the New Reno TCP implementation. This source has some benefits compared
to e.g. Tahoe. The congestion window in TCP dropped to value of 1 only if the
loss is detected by ewceeding time-out. When a loss is detected by repeated ACKs,
then the congestion window is dropped by a half. Slow start is not initiated and the
sender remains in the congestion avoidance state [9]. The Simple data traffic source
models background traffic with CBR of 250 kbit/s.
The duration of the simulation is 100 s. There is one important moment in the
simulation. In the 50th the video traffic is rerouted by the constraint-based routing
Traffic type Traffic rate [kbit/s] Packet size [Byte] Type of source
Simple Data 250 250 EXP
FTP Random 1040 Random
Video 300 256 CBR
Voice 400 98 CBR
Tab. 3.6: Traffic sources for MPLS-TE scenario
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Fig. 3.20: MPLS-TE topology
of the MPLS Traffic Engineering from the path LSR1, LSR2, LSR3, LSR7 to the
longer path LSR1, LSR4, LSR5, LSR6, LSR7. It can be seen, that this path, which
is unused by the 5Oth second of the simulation time, is optimal for the video traffic.
It is longer by one hop than the old route, but still meets the requirement for delay
and throughput bounds.
There were examined four cases altogether and then compared with the fifth case
that used CR-LDP. In the first case, no BC model was implemented, thus all the
applications had to compete for the available bandwidth. In the next scenario, the
Voice traffic was served in a priority queue with low latency queuing. In the next
scenario, the Voice and Video traffic were served with a common priority queue. In
the fourth scenario the influence of FTP traffic is shown if it is handled better than
the background traffic. The results from the scenario without any BC model can be
seen in figure 3.3.2. None of the traffic sources can obtain the required bandwidth,
and thus every traffic class has some packet loss. Figure 3.22 shows, that rerouting
the video traffic reduces the one-way delay for all traffic classes. There is now more
available bandwidth and thus the congestion on the overloaded links is reduced.
The next scenarios implemented the RDM model as the most efficient model
for these types of scenarios, as it was demonstrated in the previous chapter. In the
first implementation, there was just one priority queue on all MPLS nodes for Voice
traffic. It was served with low latency. The throughput in this scenario is shown
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Fig. 3.21: Throughput in the MPLS-TE scenario
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Fig. 3.22: One-way delay and delay-jitter with no BC model implemented in the
MPLS-TE scenario
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in figure 3.3.2. The voice traffic can reach its bandwidth requirement of about 400
kbit/s. The remaining traffic classes must share the rest of the available bandwidth.
Till the 50th second the FTP traffic is starvated by other traffic types, because
it uses the TCP as transport protocol. But after the 50th second, when the video
traffic is routed through another path in the MPLS network, there is a big increase
in the throughput of the FTP traffic. The throughput of the FTP traffic is around
300 kbit/s. It is shown that other types of traffic are influenced by the FTP, because
of the length of FTP packets, that can add some delay for other packets, that flow
through the network. There is obviously no impact on the video traffic. It can be
seen from the table 3.7 that in this case the packet loss for voice traffic is reduced
to zero.
Figure 3.23 shows, that after the rerouting the video traffic there is a decrease
in the delay of FTP traffic. The delay of the voice traffic remains almost the same,
because of the present of FTP. On the other hand video traffic delay, as it flows
through the links without any congestion, has been reduced and the jitter is also
minimal.
In the next scenario the Voice and Video traffics were served with one common
priority queue, as it is implemented in recent routers. From figure 3.3.2 it is obvious,
that the video traffic can obtain the full required bandwith from the beginning of
the simulation. This is true for voice traffic too. From the table 3.7 it can be seen,
that the packet loss of the Video traffic is reduced to the value close to zero. As
long as the link is overutilized by two high priority traffic flows - voice and video
traffic, other traffic can use only the rest of the bandwith. For the FTP traffic this
means, that it is again starvated until the video traffic is rerouted. After video traffic
reroute FTP can obtain enough flow capacity, which has an impact on remaining
traffic flows, except the video flow. Figure 3.24 shows the delay and jitter for FTP,
video and voice traffic for the scenario with prioritized voice and video. From figure
3.24 it is obvious, that the one-way delay of the FTP traffic is reduced after the video
traffic is rerouted. At the same time it can be seen, that the number of transmitted
packets has significantly increased. This is the so called elastic feature of the TCP
protocol.
In the next scenario the voice and video traffic is also served better than the
remaining traffic classes, but the FTP traffic was assured to be served better than
the background traffic. The throughput of this scenario can be seen in figure 3.3.2.
The FTP traffic is no longer starvated at the begin of the simulation. It can use
more than 200 kbit/s of the link bandwidth, which is a significant improvement
against the previous scenario. The voice and video traffic can achieve the needed
bandwidth. After the 50th second of the simulation, there is a big increase in the
speed of FTP traffic, which is now able to use more than 500 kbit/s. Table 3.7
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Traffic type Packet loss [%]
without priority Voice priority Video + Voice priority FTP assured CR-LDP
FTP 14,67 13,24 11,81 8,09 7,15
Video 9,93 8,83 0,03 0,22 0,00
Voice 16,42 0,00 0,00 0,77 0,00
Tab. 3.7: Packet loss for MPLS-TE scenario
Traffic type Average delay [ms]
without priority Voice priority Video + Voice priority FTP assured CR-LDP
FTP 69,62 102,73 114,19 216,48 74,52
Video 56,95 67,09 52,10 56,96 44,14
Voice 58,41 47,39 47,49 55,59 42,48
Tab. 3.8: Average delay for MPLS-TE scenario
shows that this scenario has the lowest packet loss for the FTP traffic. On the other
hand the packet loss for other traffic classes is more significant, which is caused by
the queue-length for this traffic class. When it would be set to a longer value this
loss could be reduced. From figure 3.25 it can be seen that the value of the delay
for the FTP traffic is lower after the reroute. Its only about 150 ms which is very
satisfactory for this type of traffic.
Traffic type Average jitter [ms]
without priority Voice priority Video + Voice priority FTP assured CR-LDP
FTP 6,93 18,08 25,76 87,49 3,31
Video 3,90 14,99 4,16 3,89 0,21
Voice 7,84 4,63 4,41 6,54 1,05
Tab. 3.9: Average jitter for MPLS-TE scenario
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Fig. 3.23: One-way delay and delay-jitter with Voice priority implemented MPLS-
TE
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Fig. 3.24: One-way delay and delay-jitter with Voice and Video priority implemented
MPLS-TE
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Fig. 3.25: One-way delay and delay-jitter with FTP assured MPLS-TE
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Fig. 3.26: Traffic throughput with CR-LDP MPLS-TE
The last simulation scenario has the same topology as the previous one and
the same traffic matrix. The difference between these scenarios is in the usage of
the CR-LDP to setup all the LSPs. This means that the path setup is based on
some constraints and can automatically choose different paths than the IP routing
protocol would select. This path from the view of the IP protocol need not be
optimal but in sense of QoS service requirement it is better. The traffic sources are
in the scenario two real time traffic sources for video and voice traffic, FTP source
and a BE traffic source. At the beginning of the simulation four LSPs with different
constraints on bandwidth were created. The order of the setup was the following:
voice, video, FTP and BE traffic. Thus the video and voice traffic takes the shortest
path through the network and the rest of the traffic flows uses the longer path. From
figure 3.26 it can be seen, that all the traffic types can get the available bandwidth
from the beginning of the simulation. Only the FTP service does not have constant
throughput as a consequence of the random generator.
Figure 3.27 shows the jitter and delay if CR-LDP is used. It is obvious that all
the traffic has constant one-way delay and delay-jitter behaviour. Table 3.7 shows
that with CR-LDP there is no packet loss. The only exception is with FTP traffic,
where the packet loss is caused by setting the constraints of bandwidth to only 300
kbit/s. In table 3.8 the one-way delay values for all the scenarios are compared. It
can be seen that the best results are for this last senario with CR-LDP, because
there is no congestion on the links. The same bahaviour can be seen from table 3.9
for delay-jitter comparison.
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Fig. 3.27: One-way delay and delay-jitter with CR-LDP MPLS-TE
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4 PERFORMANCE STUDY
This section deals with the scenario of real MPLS network. Experimental network
consisting of several routers was set up and configured with equipment from Cisco.
This scenario was first simulated on the software based emulator of Cisco IOS soft-
ware, called GNS3, because of the Cisco hardware used. After thoroughly testing
of the configuration files, the real network was set up in the lab. Like hardware
units were used Cisco 1841 Integrated Services routers with support of MPLS. The
correctness of the settings was then again tested using Catalyst Switched Port Ana-
lyzer (SPAN) and Wireshark software to ensure, that the traffic in the MPLS cloud
flows with appropriate MPLS labels set.
The figure 4.1 shows the topology of this scenario from GNS3. There were used
four MPLS enabled routers with support of QoS and MPLS-TE.
Fig. 4.1: Topology of the real MPLS network scenario
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The routers R1 and R4 are LERs and are the boundaries between the DiffServ
and MPLS QoS domain. Routers R3 and R2 are considered LSRs of the MPLS
domain.
First of all was setup the IGP routing protocol based on OSPF with the extension
for TE, called OSPF-TE. The next step was to enable MPLS using the LDP protocol,
after that was enabled RVSP protocol with extension for TE, called RSVP-TE. At
the end were setup MPLS-TE tunnels based on constraint-based routing.
In this scenario were evaluated three different cases. In the first case, there was
the solely MPLS network enabled without any QoS implementations and TE ex-
tensions. This network is still more efficient than the classical IP routing approach.
The next step was to introduce QoS in this network. There were two domains of QoS
in this scenario. The first domain was the DiffServ domain, and the other one was
the core MPLS QoS domain. In the DiffServ domain were distinguished five types of
traffic classes, one for real-time traffic, one for critical data traffic, one for streaming
video data traffic, one for bulk data and the last one for best-effort data traffic. In
the MPLS QoS domain were set up only three classes, as the most common imple-
mentation in the provider network. One traffic class was called real-time, the second
one critical data and the last one served the best-effort traffic. Thus it was used the
five-to-three mapping model, that provides enough scalability in the DiffServ and
MPLS domain. The ingress links heading the MPLS domain were set up with the
bandwidth of 100 Mbit/s, to avoid the bottleneck on this network segment. In the
MPLS domain were the links limited to 10 Mbit/s to invoke the congestion and QoS
behaviour. This setting is accurate for MPLS-VPN model, where each customer has
a limited amount of provider’s bandwidth, that can be used and where the QoS
should take place when congestion occurs. The bandwidth provisioning was setup
in the conventional way for service provider networks, this means 35% for real-time
traffic, 30% for critical data and the rest for best-effort traffic. This setting can avoid
the starvation of low priority best-effort traffic, what is desirable with the increasing
amount of real-time and priority traffic. On the ingress LER R4 and R1 are the
packets classified based on their DSCP values and their QoS values are than inser-
ted into the MPLS label EXP field. In the MPLS domain are the packets classified
based on this values and sent to the appropriate queues. On the egress nodes will
the reclassification not occur, because of the MPLS Pipe model used. The packets
in the DiffServ egress domain have the same DSCP values as in the ingress DiffServ
domain.
In this scenario were set up multiple sources of traffic. For real-time traffic was
setup like the pair of VoIP traffic generating 64 kbit/s per stream. In these streams
was set up the DSCP value to ef. The video streaming source was generated using
MPEG2 and the average bit rate was 1.5 Mbit/s. The DSCP value of this stream
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Pair number Type of traffic Protocol DSCP Codec
Pair 1 Voice forth RTP ef G711.u
Pair 2 Voice back RTP ef G711.u
Pair 3 Critical Data TCP af31 -
Pair 4 Bulk Data TCP af11 -
Pair 5 Video RTP af21 MPEG2
Pair 6 FTP TCP default -
Tab. 4.1: Traffic sources parameters
Fig. 4.2: One-way delay of the real MPLS network scenario - without QoS
was set to af21. There was also generated type of priority traffic based on TCP
protocol with DSCP value of af31 and bulk data with af11. The best effort traffic
used the default zero value of DSCP.
The traffic sources naming shows the table 4.1
In the MPLS domain was the real-time traffic handled with EXP field set to 5, as
the highest priority from the mentioned flows. The low priority flow was best-effort
traffic.
Figure 4.2 shows the one-way delay in the cause, where no QoS was implemented
in the MPLS domain.
As we can see, the one-way delay is about 40 ms for voice pair and for video
traffic also, we can than see, that after some time, there is a decrease of the one-way
delay value because of the staravation of TCP flows under UDP and the better
handling of UDP flows. But this value is still relatively high for the voice service
implementation, thus some other mechanism is needed.
The figure 4.3 shows the one-way delay values after the implementaion of QoS
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Fig. 4.3: One-way delay of the real MPLS network scenario - with QoS
Fig. 4.4: One-way delay of the real MPLS network scenario - with TE and QoS
in the MPLS network.
As expected, the one-way delay of the voice traffic was notably decreased. The
delay value is less than 10 ms, that is very satisfying. In the third example, the
video traffic is rerouted with help of TE through the other way, from router R4-R3-
R2-R1. The links between R3 and R2, R2 and R1 were not used before, because of
the IGP routing decisions based on the SPF calculation. The video traffic is now
routed using Tunnel500 with 2500kbit/s of reserved bandwidth. Figure 4.4 shows
the one-way delay of these types of traffic after the TE was used.
Its noticable the improvement in the delay values also for video.
Figures 4.5 and 4.4 show the Mean Opinion Score (MOS) of the voice conver-
sation. As you can see the value without QoS implemented is worse than with QoS.
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Fig. 4.5: Mean Opinion Score of the real MPLS network scenario - without Qos
Fig. 4.6: Mean Opinion Score of the real MPLS network scenario - with QoS
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Fig. 4.7: Jitter of the real MPLS network scenario - without Qos
Fig. 4.8: Jitter of the real MPLS network scenario - with QoS
The jitter values are depicted on figures 4.7 and 4.8.
The peaks of the values are caused because of the queues are overloaded for a
short time by TCP packets. In the figure 4.7, where Qos was not implemented we
can see, that the jitter of voice traffic is relative high, the maximum value should be
only below 30ms but lower values are preferable, because of the setting of de-jittered
buffer. When the jitter is low, we can set the de-jittered buffer to lower value and
thus restrict the amount of the total delay. The figure 4.8 shows, that jitter values
decreased with the QoS implementation. Values under 5 ms are very satisfying.
Another important factor for video traffic is the delay factor. As we know, stre-
aming video is sensible to this factor. To high values can cause the dissatisfaction
with the offered service. From figures 4.9 and 4.10 we can see the improvement of
this delay factor with the QoS implementation and without it.
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Fig. 4.9: Delay factor of video traffic in the real MPLS network scenario - without
QoS
Fig. 4.10: Delay factor of video traffic in the real MPLS network scenario - with QoS
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The part of this thesis was to show the configuration and comment the confi-
guration file for Cisco routers. These commented configuration files, responding to
the topology 4.1 can be found in Appendix. These configuration files can be directly
loaded to the routers and can serve as the teaching materials in the lab.
This chapter showed the real configuration example of MPLS network with the
use of techniques to assure the priority traffic handling. There were compared mul-
tiple cases and traffic types and their influence on each other.
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5 CONCLUSION
In this thesis were examined advanced features of MPLS technology. As the traffic
amount will still increase in the future, some mechanism to overcome this issue
were created. Some of them is MPLS technology. The main emphasis in this paper
were to evaluate and ensure the QoS in the MPLS network. There were evaluated
the most important QoS parameters like one-way delay and delay-jitter in various
MPLS enabled topologies. In the first part of this paper, it was demonstrated the
efficiency of different Bandwidth Constraint models. This topic is nowadays still
under investigation and new schemes are now in the draft states. The best results of
the simulated Bandwidth Constraint models in NS2 were achieved for the Russian
Dolls model.
In the next scenarios were therefore used this model. It was also shown the
efficiency of the MPLS Traffic Engineering and it’s benefits compared to classical IP
routing were presented. It was also shown the benefits of usage of Contraint-based
routing through the MPLS network, what is the main aspect for Traffic Engineering.
The simulation results clearly demonstrated the impact of link overutilization
on reliable transport protocols like TCP. The impact of the priority queuing on real
time traffic and other traffic types has also been examinated in details.
Simulation scenarios provided a strong base for investigating real hardware im-
plementation. For the hardware routers were used Cisco 1841 Integrated Services
routers, these support MPLS capabilities and were available in the laboratory. The
first step in the simulation was to prepare the configuration files in the GSN3 soft-
ware. This tool was the base for troubleshooting the network. The next step was the
measurement provided on real routers. Scenarios with MPLS QoS mechanism imple-
mented along with the Traffic Engineering extensions for Interior Gateway Protocol
and Resource Reservation Protocol were compared to the network without these
mechanism implemented. The resuls showed that there is really need to implement
this mechanism especially in networks, where is the lack of bandwidth and the QoS
should be assured.
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LIST OF ABBREVIATIONS
ARIS IBM’s Aggregate Routed-Based IP switching
ATM Asynchronous Transfer Mode
AToM Any Transport over MPLS
BC Bandwidth Constraint
CBQ Class-Based Queueing
CBR Constant Bit Rate
CoS Class of Service
CR-LDP Constraint Based Routing Label Distribution Protocol
CR-LSP Constraint-Based Routing Label Switched Path
CSR Toshiba’s Cell Switch Router
CT Class-type
DiffServ Differentiated Services
DSCP Differentiated Services Code Point
DS-TE DiffServ-aware MPLS traffic engineering
ER-LSP Explicitly Routed Label Switched Path
FEC Forwarding Equivalence Class
FIB Forwarding Information Base
FPS First Person Shooter
FTP File Transfer Protocol
GOP Group of Pictures
HBT High-best-effort Traffic
IETF Internet Engineering Task Force
IGMP Internet Group Management Protocol
IGP Interior Gateway Protocol
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IntServ Integrated Services
IP Internet Protocol
IPTV Internet Protocol Television
LC-ATM Label-controlled ATM
LDP Label Distribution Protocol
LER Label Edge Router
LFIB Label Forwarding Information Base
LSP Label Switched Path
LSR Label Switching Router
MAM Maximum Allocation Model
MNS MPLS Network Simulator
MP-BGP Multiprotocol Border Gateway Protocol
MPEG Moving Pictures Experts Group
MPLS Multiprotocol Label Switching
MPLS-TE MPLS Traffic Engineering
MSS Maximum Segment Size
NHLFE Next Hop Label Forwarding Entry
PHB Per-Hop Behaviour
PLC Packet Loss Concealment
QoS Quality of Service
RDM Russian Dolls Model
RED Random Early Detection
RSVP Resource Reservation Protocol
RSVP-TE Resource Reservation Protocol-Traffic Engineering
RTS Real-time Strategy
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RTT Round-trip Time
SBT Simple-best-effort Traffic
SIP Session Initiation Protocol
SLA Service Level Agreement
STB Set-top-box
TCP Transmission Control Protocol
TE Traffic Engineering
TTL Time to Live
UDP User Datagram Protocol
VAD Voice Activation Detection
VCI Virtual Channel Identifier
VOD Video on Demand
VoIP Voice over Internet Protocol
VPI Virtual Path Identifier
VPN Virtual Private Network
WRR Weighted Round Robin
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6 APPENDIX A
6.1 Configuration files of MPLS routers
Router R1
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname R1 ! hostname of device
!
boot-start-marker
boot-end-marker
!
enable password cisco ! enable password need to be
! set for telnet access
!
no aaa new-model
memory-size iomem 5
ip cef ! cisco express forwarding
! needed for MPLS functionality
!
!
!
!
!
mpls ldp explicit-null ! disable PHP default behaviour
mpls traffic-eng tunnels ! enable MPLS-TE
!
!
class-map match-any CORE-CRITICAL-DATA ! class-map for core MPLS
! ! network
match mpls experimental topmost 3 ! matching criteria based on
match mpls experimental topmost 7 ! topmost label in the stack
match mpls experimental topmost 2
match mpls experimental topmost 1
75
match mpls experimental topmost 6
class-map match-any REALTIME ! class-map for DiffServ network
match ip dscp ef ! matching criteria based od DSCP
match ip dscp cs5 ! field in IP packet
class-map match-any BULK-DATA ! class-map for DiffServ network
match ip dscp af11
match ip dscp cs1
class-map match-any CRITICAL-DATA ! class-map for DiffServ network
match ip dscp cs6
match ip dscp af31
match ip dscp cs3
class-map match-any CORE-REALTIME ! class-map for core MPLS network
match mpls experimental topmost 5
class-map match-any VIDEO ! class-map for DiffServ network
match ip dscp af21
match ip dscp cs2
!
!
policy-map CORE-THREE-CLASS-SP-MODEL ! policy-map for QoS on MPLS
! ! network
class CORE-REALTIME
priority percent 35 ! set up the LLQ
set mpls experimental topmost 5
class CORE-CRITICAL-DATA
bandwidth percent 30 ! set up CBWFQ
class class-default
fair-queue
policy-map PE-FIVE-CLASS-SHORT-PIPE-MARKING ! policy-map for DSCP/MPLS
! ! boundery
class REALTIME
police cir 3500000 ! policer in Kbit/s
conform-action set-mpls-exp-topmost-transmit 5 ! action to be performed
exceed-action drop
class CRITICAL-DATA
police cir 1000000
conform-action set-mpls-exp-topmost-transmit 3
exceed-action set-mpls-exp-topmost-transmit 7
class VIDEO
police cir 2500000
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conform-action set-mpls-exp-topmost-transmit 2
exceed-action drop
class BULK-DATA
police cir 500000
conform-action set-mpls-exp-topmost-transmit 1
exceed-action set-mpls-exp-topmost-transmit 6
class class-default
police cir 5000000
conform-action set-mpls-exp-topmost-transmit 0
exceed-action set-mpls-exp-topmost-transmit 4
!
!
!
!
!
!
interface Loopback0 ! steady IP address for OSPF-TE,
! ! LDP protocols
ip address 10.10.10.4 255.255.255.255
!
interface FastEthernet0/0
ip address 10.1.1.1 255.255.255.252
duplex full
speed 10 ! speed limitation for
! ! QoS to take place
mpls ip ! turn on MPLS handling
! ! on interface
mpls traffic-eng tunnels ! turn on MPLS-TE on interface
service-policy output CORE-THREE-CLASS-SP-MODEL ! policy-map activation
ip rsvp bandwidth 512 512 ! turn on RSVP-TE on interface
ip rsvp resource-provider none
no shutdown ! activation of an interface
!
interface FastEthernet0/1
ip address 10.1.1.14 255.255.255.252
duplex full
speed 10
mpls ip
mpls traffic-eng tunnels
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service-policy output CORE-THREE-CLASS-SP-MODEL
ip rsvp bandwidth 2500 2500
ip rsvp resource-provider none
no shutdown
!
interface FastEthernet0/0/0
ip address 192.168.1.1 255.255.255.0
speed 100
full-duplex
service-policy input PE-FIVE-CLASS-SHORT-PIPE-MARKING
no shutdown
!
!
router ospf 1 ! activating of OSPF
! ! process
mpls traffic-eng router-id Loopback0 ! router ID for OSPF-TE
mpls traffic-eng area 0 ! enabling TE in specific
! ! area
log-adjacency-changes
network 10.0.0.0 0.255.255.255 area 0
network 192.168.1.0 0.0.0.255 area 0
!
!
!
ip http server
no ip http secure-server
!
!
!
!
!
control-plane
!
!
!
line con 0
line aux 0
line vty 0 4
password cisco
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login
!
!
end
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Router R2
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname R2
!
boot-start-marker
boot-end-marker
!
enable password cisco
!
no aaa new-model
memory-size iomem 5
ip cef
!
!
mpls traffic-eng tunnels
!
!
class-map match-any CORE-CRITICAL-DATA
match mpls experimental topmost 3
match mpls experimental topmost 7
match mpls experimental topmost 2
match mpls experimental topmost 1
match mpls experimental topmost 6
class-map match-all CORE-REALTIME
match mpls experimental topmost 5
!
!
policy-map CORE-THREE-CLASS-SP-MODEL
class CORE-REALTIME
priority percent 35
set mpls experimental topmost 5
class CORE-CRITICAL-DATA
bandwidth percent 30
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class class-default
fair-queue
!
interface Loopback0
ip address 10.10.10.1 255.255.255.255
!
interface FastEthernet0/0
ip address 10.1.1.5 255.255.255.252
speed 10
duplex full
mpls ip
mpls traffic-eng tunnels
service-policy output CORE-THREE-CLASS-SP-MODEL
ip rsvp bandwidth 2500 2500
no shutdown
!
interface FastEthernet0/1
ip address 10.1.1.13 255.255.255.252
duplex full
speed 10
mpls ip
mpls traffic-eng tunnels
service-policy output CORE-THREE-CLASS-SP-MODEL
ip rsvp bandwidth 2500 2500
no shutdown
!
!
router ospf 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng area 0
log-adjacency-changes
network 10.0.0.0 0.255.255.255 area 0
!
!
!
ip http server
no ip http secure-server
!
!
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control-plane
!
!
line con 0
line aux 0
line vty 0 4
password cisco
login
!
!
end
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Router R3
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname R3
!
boot-start-marker
boot-end-marker
!
enable password cisco
!
no aaa new-model
memory-size iomem 5
ip cef
!
!
mpls traffic-eng tunnels
!
!
class-map match-any CORE-CRITICAL-DATA
match mpls experimental topmost 3
match mpls experimental topmost 7
match mpls experimental topmost 2
match mpls experimental topmost 1
match mpls experimental topmost 6
class-map match-all CORE-REALTIME
match mpls experimental topmost 5
!
!
policy-map CORE-THREE-CLASS-SP-MODEL
class CORE-REALTIME
priority percent 35
class CORE-CRITICAL-DATA
bandwidth percent 30
class class-default
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fair-queue
!
!
interface Loopback0
ip address 10.10.10.3 255.255.255.255
!
interface FastEthernet0/0
ip address 10.1.1.2 255.255.255.252
duplex full
speed 10
mpls ip
mpls traffic-eng tunnels
service-policy output CORE-THREE-CLASS-SP-MODEL
ip rsvp bandwidth 512 512
no shutdown
!
interface FastEthernet0/1
ip address 10.1.1.21 255.255.255.252
duplex full
speed 10
mpls ip
mpls traffic-eng tunnels
service-policy output CORE-THREE-CLASS-SP-MODEL
ip rsvp bandwidth 2500 2500
no shutdown
!
interface FastEthernet0/0/0
ip address 10.1.1.6 255.255.255.252
speed 10
full-duplex
mpls ip
mpls traffic-eng tunnels
service-policy output CORE-THREE-CLASS-SP-MODEL
ip rsvp bandwidth 2500 2500
no shutdown
!
!
router ospf 1
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mpls traffic-eng router-id Loopback0
mpls traffic-eng area 0
log-adjacency-changes
network 10.1.1.4 0.0.0.3 area 0
network 10.1.1.20 0.0.0.3 area 0
network 10.10.10.3 0.0.0.0 area 0
network 10.0.0.0 0.255.255.255 area 0
!
!
!
ip http server
no ip http secure-server
!
!
control-plane
!
!
line con 0
line aux 0
line vty 0 4
password cisco
login
!
!
end
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Router R4
!
version 12.4
service timestamps debug datetime msec
service timestamps log datetime msec
no service password-encryption
!
hostname R4
!
boot-start-marker
boot-end-marker
!
enable password cisco
!
no aaa new-model
memory-size iomem 5
ip cef
!
no ip domain lookup
!
mpls ldp explicit-null
mpls traffic-eng tunnels
!
!
class-map match-any CORE-CRITICAL-DATA
match mpls experimental topmost 3
match mpls experimental topmost 7
match mpls experimental topmost 2
match mpls experimental topmost 1
match mpls experimental topmost 6
class-map match-any REALTIME
match ip dscp ef
match ip dscp cs5
class-map match-any BULK-DATA
match ip dscp af11
match ip dscp cs1
class-map match-any CRITICAL-DATA
match ip dscp cs6
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match ip dscp af31
match ip dscp cs3
class-map match-any CORE-REALTIME
match mpls experimental topmost 5
class-map match-any VIDEO
match ip dscp af21
match ip dscp cs2
!
!
policy-map CORE-THREE-CLASS-SP-MODEL
class CORE-REALTIME
priority percent 35
set mpls experimental topmost 5
class CORE-CRITICAL-DATA
bandwidth percent 30
class class-default
fair-queue
policy-map PE-FIVE-CLASS-SHORT-PIPE-MARKING
class REALTIME
police cir 3500000
conform-action set-mpls-exp-topmost-transmit 5
exceed-action drop
class CRITICAL-DATA
police cir 1000000
conform-action set-mpls-exp-topmost-transmit 3
exceed-action set-mpls-exp-topmost-transmit 7
class VIDEO
police cir 2500000
conform-action set-mpls-exp-topmost-transmit 2
exceed-action drop
class BULK-DATA
police cir 500000
conform-action set-mpls-exp-topmost-transmit 1
exceed-action set-mpls-exp-topmost-transmit 6
class class-default
police cir 5000000
conform-action set-mpls-exp-topmost-transmit 0
exceed-action set-mpls-exp-topmost-transmit 4
!
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!interface Loopback0
ip address 10.10.10.6 255.255.255.255
!
interface Tunnel400
description TUNNEL_FOR_VIDEO_TRAFFIC
ip unnumbered Loopback0
mpls traffic-eng tunnels
tunnel destination 10.10.10.4
tunnel mode mpls traffic-eng
tunnel mpls traffic-eng priority 7 7
tunnel mpls traffic-eng bandwidth 2000
tunnel mpls traffic-eng path-option 10 explicit name VIDEO_TUNNEL
no routing dynamic
!
interface Tunnel500
description TUNNEL_FOR_ALL_TRAFFIC
ip unnumbered Loopback0
tunnel destination 10.10.10.4
tunnel mode mpls traffic-eng
tunnel mpls traffic-eng path-option 10 dynamic
no routing dynamic
!
interface FastEthernet0/0
ip address 192.168.2.1 255.255.255.0
duplex full
speed 100
service-policy input PE-FIVE-CLASS-SHORT-PIPE-MARKING
no shutdown
!
interface FastEthernet0/1
ip address 10.1.1.22 255.255.255.252
duplex full
speed 10
mpls ip
mpls traffic-eng tunnels
service-policy output CORE-THREE-CLASS-SP-MODEL
ip rsvp bandwidth 2500 2500
no shutdown
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!!
router ospf 1
mpls traffic-eng router-id Loopback0
mpls traffic-eng area 0
log-adjacency-changes
network 10.1.1.20 0.0.0.3 area 0
network 10.10.10.6 0.0.0.0 area 0
network 10.0.0.0 0.255.255.255 area 0
network 192.168.2.0 0.0.0.255 area 0
!
ip route 192.168.1.3 255.255.255.255 Tunnel400
!
!
ip http server
no ip http secure-server
!
ip explicit-path name VIDEO_TUNNEL enable
next-address 10.1.1.21
next-address 10.1.1.6
next-address 10.1.1.5
next-address 10.1.1.13
next-address 10.1.1.14
!
!
control-plane
!
line con 0
line aux 0
line vty 0 4
password cisco
login
!
!
end
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