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Abstract
In this paper we obtain some possibilistic variants of the probabilistic
laws of large numbers, different from those obtained by other authors, but
very natural extensions of the corresponding ones in probability theory.
Our results are based on the possibility measure and on the ”maxitive”
definitions for possibility expectation and possibility variance. Also, we
show that in this frame, the weak form of the law of large numbers, implies
the strong law of large numbers.
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1 Introduction
It is well known the fact that possibility theory is an alternative theory to the
probability theory, dealing with certain types of uncertainty and treatment of
incomplete information (see, e.g., [9] or [5]). In the possibilistic models, all the
probabilistic indicators (like expected value, variance, probability measure, etc)
are replaced with suitable possibilistic indicators.
Variants of the classical laws of large numbers in probability theory, were
studied in the general setting of some non-additive set functions in a large
number of papers, see, e.g., [2], [11], [14], [13], [19], [20], [6], [3]. . They are,
in essence, based on arithmetic means of the variables (fuzzy numbers), on
some non-additive set valued functions including upper and lower probabilities,
on very special concepts of possibilistic mean value, including those based on
Choquet integrals.
In this paper, we consider a completely different approach. Thus, we use
the ”maxitive” concepts of possibilistic expectation and possibilistic variance as
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defined in [9] (see also [5]) and instead of the sum of a finite number of real
functions, we consider the maximum of them.
It is worth noting that the idea of replacing for real functions the sum op-
erator with the maximum operator, has been also proved very fruitful in con-
structing the so-called possibilistic (or max-product) approximation operators,
see [12], [4], [1]. Among others, this approach allowed in the above mentioned
works to introduce a possibilistic Feller’s scheme, analogue to the probabilistic
Feller’s scheme used in approximation by linear and positive operators.
Section 2 contains some preliminaries in the possibility theory, while in Sec-
tion 3 we obtain some possibilistic variants of strong laws of large numbers.
2 Preliminaries in Possibility Theory
Firstly, in this section we present some known concepts and results in possibility
theory, which will be useful in the next section. As it is easily seen, in fact they
are the corresponding concepts for those in probability theory, like random
variable, probability distribution, mean value, probability, so on. For details,
see, e.g., [9] or [5].
Definition 2.1. Let Ω be a non-empty set.
(i) An application X : Ω→ R will be called (random) variable.
(ii) A possibility distribution (on Ω), is a function λ : Ω → [0, 1], such that
sup{λ(s); s ∈ Ω} = 1.
(iii) The possibility expectation of a variable X (on Ω), with the possibil-
ity distribution λ, is defined by Esup(X) = sups∈ΩX(s)λ(s). The possibility
variance of X is defined by V arsup(X) = sup{(X(s)− Esup(X))2λ(s); s ∈ Ω}.
(iv) A possibility measure is a mapping P : P(Ω) → [0, 1], satisfying the
axioms P (∅) = 0, P (Ω) = 1 and P (
⋃
i∈I Ai) = sup{P (Ai); i ∈ I} for all Ai ∈ Ω,
and any I, an arbitrary family of indices (if Ω is finite then obviously I must be
finite too). Note that if A,B ⊂ Ω, satisfy A ⊂ B, then by the last property it
easily follows that P (A) ≤ P (B) and that P (A
⋃
B) ≤ P (A) + P (B).
It is well-known (see, e.g., [9]) that any possibility distribution λ on Ω,
induces a possibility measure Pλ : P(Ω)→ [0, 1], given by the formula Pλ(A) =
sup{λ(s); s ∈ A}, for all A ⊂ Ω.
A key tool in our proofs is the following simple possibilistic analogue of the
Chebyshev’s inequality in probability theory.
Theorem 2.2. (see, e.g., [12]) Let Ω be a non-empty set, λ : Ω→ [0, 1] and
consider X : Ω→ R be with the possibility distribution λ. Then, for any r > 0,
we have
Pλ({s ∈ Ω; |X(s)− Esup(X)| ≥ r}) ≤
V arsup(X)
r2
,
where Pλ is the possibilistic measure induced by λ.
This result was proved by Theorem 2.2 in [12] for Ω discrete set, but ana-
lyzing its proof it is obvious that it remains valid for arbitrary non-empty sets
too.
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We also need the following concepts, known in fact for the more general case
of non-additive set functions (see, e.g., [7], [8], [21]).
Definition 2.3. Let Xn, X : Ω→ R, n ∈ N and Pλ be a possibility measure
on Ω.
(i) We say that Xn converges to X in the possibility measure Pλ, if for any
ε > 0, we have
lim
n→∞
Pλ({ω ∈ Ω; |Xn(ω)−X(ω)| ≥ ε}) = 0.
(ii) We say that Xn converges to X , almost everywhere with respect to the
possibility measure Pλ, if
Pλ({ω ∈ Ω;Xn(ω) 6→ X(ω)}) = 0,
where the notation Xn(ω) 6→ X(ω) includes the both cases when (Xn(ω))n has
not limit and when (Xn(ω))n has a limit but it is different from X(ω).
Remark. If Xn converges to X , almost everywhere with respect to the
possibility measure Pλ, then we have
Pλ({ω ∈ Ω; lim
n→∞
Xn(ω) = X(ω)}) = 1.
Indeed, denoting by A = {ω ∈ Ω;Xn(ω) 6→ X(ω)}, since any possibility measure
is obviously subadditive we get
1 = Pλ(Ω) = Pλ(A
⋃
(Ω \A)) ≤ Pλ(A) + Pλ(Ω \A) = Pλ(Ω \A),
which obviously implies that Pλ(Ω \A) = 1.
Also, we need the following auxiliary results.
Lemma 2.4. Let Pλ be a possibility measure on Ω and Bn ⊂ Ω, n ∈ N. If
limn→∞ Pλ(Bn) = 0, then limm→∞ sup{Pλ(Bn);n ≥ m} = 0, for all n ∈ N.
Proof. Denoting Am = sup{Pλ(Bn);n ≥ m}, n ∈ N, it is immediate that
the sequence of positive numbers (Am)m∈N is non-increasing.
Let ε > 0. By hypothesis, there exists m0 ∈ N, such that Pλ(Bn) < ε, for all
n ≥ m0. This implies that Am0 = sup{Pλ(Bn);n ≥ m0} < ε and since (Am)m
is non-increasing, it follows 0 ≤ Am ≤ Am0 < ε, for all m ≥ m0.
In other words, limm→∞Am = 0, which proves the lemma. 
Lemma 2.5. (Possibilistic Borel-Cantelli lemma) Let Pλ be a possibility
measure on Ω. Denoting B∞ =
⋂
∞
m=1
⋃
∞
n=mBn, if limm→∞ sup{Pλ(Bn);n ≥
m} = 0, then Pλ(B∞) = 0.
Proof. Indeed, from the properties of the possibility measure Pλ in Defini-
tion 2.1, (iv), it follows
Pλ(B∞) ≤ Pλ(
∞⋃
n=m
Bn) = sup{Pλ(Bn);n ≥ m}, for all m ∈ N.
Passing with m→∞, it follows Pλ(B∞) = 0.
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It is useful to note here that in fact we can write
B∞ = {ω ∈ Ω; such that ω ∈ Bn for infinitely many n}.

Corollary 2.6. Let Xn, X : Ω→ R, n ∈ N and Pλ be a possibility measure
on Ω.
If Xn converges to X in the possibility measure Pλ, then Xn converges to
X, almost everywhere with respect to the possibility measure Pλ.
Proof. Let ε > 0 be arbitrary. Denoting Bn(ε) = {ω ∈ Ω; |Xn(ω) −
X(ω)| ≥ ε}, since by hypothesis we have limn→∞ Pλ(Bn(ε)) = 0, Lemma 2.4
implies limm→∞ sup{Pλ(Bn(ε));n ≥ m} = 0, which by Lemma 2.5 implies
Pλ(B∞(ε)) = 0, where
B∞(ε) = {ω ∈ Ω; such that ω ∈ Bn(ε) for infinitely many n}.
This means that for any ε > 0 and ω ∈ B∞(ε), we have that Xn(ω) 6→ X(ω).
Now, let (εk)k be a sequence with εk ց 0. It is clear that
{ω ∈ Ω;Xn(ω) 6→ X(ω)} =
∞⋃
k=1
B∞(εk),
which implies
Pλ({ω ∈ Ω;Xn(ω) 6→ X(ω)}) = sup{Pλ(B∞(εk)); k ∈ N} = 0.
Also, by the Remark after Definition 2.3, it follows that Pλ({ω ∈ Ω;Xn(ω) →
X(ω)}) = 1, which ends the proof of corollary. 
Remarks. 1) It is worth noting that different from what is happening in
probability theory, in general, the almost everywhere convergence in Defini-
tion 2.3, (ii), does not imply the convergence in possibility measure. A simple
counterexample in this sense could be Example 7.6, p. 163 in [21]. This is
happening because of the following reasons. Indeed, it is known that in prob-
ability theory, the validity of ”a.e. convergence implies convergence in mea-
sure” is based on the continuity from above of a probability measure. But
it is easy to show that while any possibility measure is continuous from be-
low (that is if A1 ⊂ ... ⊂ An ⊂ An+1 ⊂ ... ⊂ Ω and A =
⋃
∞
n=1An, then
Pλ(A) = limn→∞ Pλ(An)), in general it is not continuous from above (that is
by decreasing sequences of sets).
2) Corollary 2.6 will have as a consequence the fact that in this frame, the
weak form of the law of large numbers, will always imply the strong law of large
numbers.
3 Laws of Large Numbers in Possibility Theory
The following classical result in probability theory is well known.
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Theorem 3.1. (Kolmogorov, [16]) Let (Xk)k∈N be a sequence of independent
random variables with finite variances V ar(Xk) and denote Sn =
∑n
k=1Xk. If∑
∞
k=1
V ar(Xk)
k2
< +∞, then Sn−E(Sn)
n
→ 0, almost sure in probability. Here
E(Sn) denotes the probability expectation of Sn and V ar(Xk) denotes the prob-
abilistic variance.
In the same spirit of ideas, Petrov in [18], proved the following result.
Theorem 3.2. Let (Xk)k∈N be a sequence of independent random variables
with finite variances V ar(XK) and denote Sn =
∑n
k=1Xk. If V ar(Xn) =
O
(
n2
Ψ(n)
)
, with a Ψ positive, nondecreasing function satisfying
∑
∞
n=1
1
nΨ(n) <
+∞, then Sn−E(Sn)
n
→ 0, almost sure in probability.
Remark. Korchevsky proved in [17] that Theorem 3.2 is in fact a conse-
quence of Theorem 3.1.
In this section, among others, we will obtain possibilistic variants of the
above two results.
Thus, let Ω be a nonempty set and Pλ : P(Ω) → [0, 1] be a possibility
measure generated by the possibility distribution λ.
Let (Xk)k∈N be a sequence of fuzzy variables. The main idea is to replace in
the above probabilistic laws of large numbers, the sum
∑n
k=1Xk(s) by the max-
imum max{X1(s), ..., Xn(s)}, s ∈ Ω, the probabilistic variance and expectation
with the their possibilistic variants in Definition 2.1, (iii) and the probability
measure with the possibility measure in Definition 2.1, (iv).
The first possibilistic strong law of large numbers is the following.
Theorem 3.3. Let Ψ(n), n ∈ N, be such that Ψ(n) > 0 for all n ∈ N, and
Ψ(n)→∞. If the sequence Xk : Ω→ R, k ∈ N, satisfies
max{V arsup(X1), ..., V arsup(Xn)} ≤ C ·
(
n2
Ψ(n)
)
, for all n ∈ N,
with C > 0 a constant independent of n, then denoting
Mn(ω) = max{X1(ω), ..., Xn(ω)},
for n → ∞ we have that Mn−Esup(Mn)
n
→ 0, almost everywhere with respect to
the measure of possibility Pλ. Also, it follows
Pλ
({
ω ∈ Ω;
Mn(ω)− Esup(Mn)
n
6→ 0
})
= 0
and
Pλ
({
ω ∈ Ω; lim
n→∞
Mn(ω)− Esup(Mn)
n
= 0
})
= 1.
Proof. Firstly, we have
Esup(Mn)
= sup{Mn(ω) · λ(ω);ω ∈ Ω} = sup{max{X1(ω)λ(ω), ..., Xn(ω)λ(ω)};ω ∈ Ω}
= max{sup{Xk(ω) · λ(ω);ω ∈ Ω}; k = 1, ..., n}
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= max{Esup(Xk); k = 1, ..., n}.
Denoting An(ω) =
Mn(ω)
n
, the above calculation immediately implies
Esup(An) =
max{Esup(Xk); k = 1, ..., n}
n
=
Esup(Mn)
n
.
In what follows we will use the inequality (see Lemma 11.3.1 in [1], p. 4.4.3)
|max{ai; i = 1, ..., n} −max{bi; i = 1, ..., n}|
≤ max{|ai − bi|; i = 1, ..., n}, ai, bi ∈ R, i = 1, ..., n.
Then, we get
V arsup(An) =
sup
{(
max{X1(ω), ..., Xn(ω)}
n
−
max{Esup(Xk); k = 1, ..., n}
n
)2
λ(ω);ω ∈ Ω
}
=
1
n2
· sup
{
|max{X1(ω), ..., Xn(ω)} −max{Esup(Xk); k = 1, ..., n}|
2
λ(ω);ω ∈ Ω
}
≤
1
n2
sup
{
(max{|Xk(ω)− Esup(Xk)|; k = 1, ..., n})
2
λ(ω);ω ∈ Ω
}
=
1
n2
sup
{
max{|Xk(ω)− Esup(Xk)|
2; k = 1, ..., n}λ(ω);ω ∈ Ω
}
=
1
n2
sup
{
max{|Xk(ω)− Esup(Xk)|
2λ(ω); k = 1, ..., n};ω ∈ Ω
}
=
1
n2
·max{V arsup(X1), ..., V arsup(Xn)} ≤
1
n2
· C ·
n2
Ψ(n)
=
C
Ψ(n)
.
Applying now the Chebyshev’s inequality in Theorem 2.2, for any ε > 0 we
immediately get
Pλ({ω ∈ Ω; |An(ω)− Esup(An)| ≥ ε}) ≤
V arsup(An)
ε2
≤
C
Ψ(n)ε2
.
This means that the sequence Yn(ω) =
Mn(ω)−Esup(Mn)
n
, n ∈ N, converges to 0
in the possibilistic measure Pλ.
Applying now Corollary 2.6 and the Remark after Definition 2.3, it immedi-
ately follows the conclusion of the theorem. 
Remarks. 1) If Ψ(n), n ∈ N, is such that Ψ(n) > 0 for all n ∈ N,
Ψ(n) ր ∞, the sequence
(
n2
Ψ(n)
)
n
is non-decreasing in n and (Xk)k∈N satis-
fies V arsup(Xk) ≤ C ·
(
k2
Ψ(k)
)
, for all k ∈ N, then it is immediate that
max{V arsup(X1), ..., V arsup(Xn)} ≤ C ·
(
n2
Ψ(n)
)
, for all n ∈ N,
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which transform Theorem 3.3 into a kind of possibilistic analogue to Theorem
3.2.
2) Simple examples for the sequences Ψ(n) in Theorem 3.3 and in the above
Remark 1 are Ψ(n) = nδ with 0 < δ ≤ 2, or Ψ(n) = [ln(n+1)]δ with 0 < δ ≤ 1.
The second possibilistic strong law of large numbers is the following.
Theorem 3.4. Let δ ∈ (0, 2). If the sequence Xk : Ω→ R, k ∈ N, satisfies
sup
n∈N
1
nδ
·max{V arsup(X1), ..., V arsup(Xn)} = C < +∞, (1)
then denoting
Mn(ω) = max{X1(ω), ..., Xn(ω)},
we have that Yn(ω) :=
Mn(ω)−Esup(Mn)
n
converges to 0, almost everywhere with
respect to Pλ. Also, it follows
Pλ
({
ω ∈ Ω;
Mn(ω)− Esup(Mn)
n
6→ 0
})
= 0,
and
Pλ
({
ω ∈ Ω; lim
n→∞
Mn(ω)− Esup(Mn)
n
= 0
})
= 1.
Proof. Denote An =
Mn
n
. By the proof of Theorem 3.3 and by hypothesis,
we easily get
V arsup(An) ≤
max{V arsup(X1), ..., V arsup(Xn)}
n2
≤
1
n2−δ
(
1
nδ
max {V arsup(X1), ..., V arsup(Xn)}
)
≤
1
n2−δ
· C, for all n ∈ N.
Applying now the Chebyshev’s inequality in Theorem 2.2, for any ε > 0 we
immediately obtain
Pλ
({
ω ∈ Ω;
∣∣∣∣Mn(ω)− Esup(Mn)n
∣∣∣∣ ≥ ε
})
≤
V arsup(An)
ε2
≤
C
n2−δε2
.
This means that Yn(ω) :=
Mn(ω)−Esup(Mn)
n
converges to 0 in the possibility
measure Pλ, which by Corollary 2.6 and the Remark after Definition 2.3, it
immediately implies the conclusion of the theorem. 
Remark. Theorem 3.4 could be considered as a possibilistic analogue of
Theorem 2.6.1, p. 51 in the book [15], by replacing the condition (1), by the
stronger one
sup
n∈N
1
nδ
·
n∑
k=1
V arsup(Xk) ≤ C < +∞.
The third possibilistic strong law of large numbers can be considered as a
kind of possibilistic analogue to the Kolmogorov’s result in Theorem 3.1.
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Theorem 3.5. Let δ ∈ (0, 2). If the sequence Xk : Ω→ R, k ∈ N, satisfies
∞∑
k=1
V arsup(Xk)
kδ
< +∞, (2)
then denoting
Mn(ω) = max{X1(ω), ..., Xn(ω)},
we have that Yn(ω) :=
Mn(ω)−Esup(Mn)
n
converges to 0, almost everywhere with
respect to Pλ. Also, it follows
Pλ
({
ω ∈ Ω;
Mn(ω)− Esup(Mn)
n
6→ 0
})
= 0,
and
Pλ
({
ω ∈ Ω; lim
n→∞
Mn(ω)− Esup(Mn)
n
= 0
})
= 1.
Proof. Denoting ak =
V arsup(Xk)
kδ
, by hypothesis (2) it follows that ak → 0
as k →∞ and therefore there exists C > 0 such that 0 ≤ ak ≤ C, for all k ∈ N.
By the proof of Theorem 3.4 and keeping the notations there, we get
V arsup(An) ≤
max{V arsup(X1), ..., V arsup(Xn)}
n2
=
1
n2−δ
·max
{
akk
δ
nδ
; 1 ≤ k ≤ n
}
≤
1
n2−δ
·max {ak; 1 ≤ k ≤ n} ≤
C
n2−δ
.
From this point, the reasonings are identical with those in the proof of Theorem
3.4. 
Remark. If to the hypothesis in Theorem 3.3, or in Theorem 3.4, or in The-
orem 3.5 we add the hypothesis that the sequence (Xk(ω))k satisfies Xk(ω) ≥ 0,
for all ω ∈ Ω, k ∈ N and Esup(Xk) = kµ, for all k ∈ N, then we easily get that
the sequence
(
Mn(ω)
n
)
n∈N
converges as n→∞ to µ = Esup(X1), almost every-
where in Ω with respect to the possibility measure Pλ.
Conclusion. As we already have mentioned in Introduction, there are many
papers devoted to the large laws of numbers for nonadditive set-functions. Their
proofs are pretty technical due, in my opinion, to the use of arithmetical mean
of variables. The natural replacement of the arithmetic mean of variables with
their maximum (due to the ”maxitive” property of possibility measures), makes
the proofs of laws of large numbers so simple as in the probability theory. For
this reason, we consider that the results in this paper can be considered as very
natural extensions of those in probability theory o possibility theory. The next
interesting study would be to obtain central limit theorems in this frame.
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