The rapid spread of information on the microblogging platform Twitter bears great potential for scientists to share their ideas and keep track on recent research results. However, Twitter lacks the ability to identify (and hence to connect to) other users in a particular domain. We adapt an approach to identify computer scientists on Twitter to the domain of economics. We learn a model, which classifies users as economist or non-economist, based on ground-truth data obtained by means of an initial set of Twitter accounts of economic journals. We further conduct an analysis of content-based and network features. Our evaluation shows, that economists can be detected rather accurately on twitter based on tweet terms (F 1 = 0.7 with Naive Bayes). Neither adding hash-tags nor followers could further improve the classification model.
INTRODUCTION
With over 280 million monthly active users, Twitter is one of the biggest online social networks in the world 1 , empowering its users to share information and news between their peers and the community. By the sheer amount of users, a lot of different topics of interest are shared and communicated by using Twitter. The rapid spread of information bears great potential for researchers to share recent results, but the information reaches only a small amount of the potential target group, due to the lack of domain-specific search capabilities: There is no comprehensive directory for those researchers. Even though Twitter provides recommenPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$15.00.
dations of potentially interesting users to follow [3] , it does not provide a dedicated tool for users to connect and interact in a particular topic of interest. Also, Twitter directories 2 which categorize users, cannot fully satisfy this task, since users need to register to such a directory themselves and manually update the information. Manually curated lists, such as the list of the Saturday Economist 3 , can only capture a small percentage of scientists, i.e. the most popular ones. Publication databases would provide the possibility to find scientists of a particular domain, but in turn, lack the connection to social networks.
A successful approach to identify computer scientists on Twitter has been proposed by Hadgu and Jäschke [5] . Our approach differs in two ways: First, our application domain is economics. Second, we classify on the level of single tweets (instead of tweet history and user profile data), which makes it applicable for classifying based on the twitter streaming API, and identifying economists based on individual tweets. Our evaluation shows, that even though economists are less active on Twitter than computer scientists, it is still possible to identify the former. Specifically, the contributions of this paper are the following:
• We show that the approach for computer scientist detection [5] is adaptable to the domain of economists.
• We provide a feature analysis of content-based and network features and evaluate the extent to which each feature contributes to classifier performance.
The rest of the paper is structured as follows: In section 2 related work is reviewed. Section 3 provides details of the conceptual approach and implementation. Evaluation results are provided in section 4. Section 5 provides a summary and outlook on future work.
RELATED WORK
Twitter itself offers a suggestion service, which recommends accounts a user may be interested in. These sug-gestions are based on "shared interests, common connections and a number of other factors" [3] and Twitter does not provide detailed insights on the exact features and algorithms used. Kywe et al. [7] provide an overview on recommendation techniques on Twitter, which contains (amongst others) approaches to recommend interesting users to follow. The limitation of these recommendations in the context of identifying scientists in a particular domain is that the suggestions cannot be filtered for a certain domain, but account for a broader user context and similarity.
Several approaches exist, that aim to identify user interests on Twitter. For example, Kapanipathi et al. [6] construct hierarchical interest profiles from a user's tweets. In their work the interest hierarchy is based on the Wikipedia category graph and the profiles are constructed on the basis of Wikipedia entities detected in the tweets and spreading activation in the Wikipedia graph. Similarly, Michelson and Macskassy [10] also use the Wikipedia category system to derive and represent a user's interests, but omit a taxonomy. These approaches result in a distribution over different topics of interest and hence are not suitable to identify researchers in a particular domain without further effort. Another approach to construct interest profiles from tweets has been presented by Tao et al. [11] . However, their profiles only exhibit a limited set of topics, which renders the identification of economists infeasible.
Hadgu and Jäschke [5] presented an approach to identify computer scientists on Twitter, based on machine learning. They collect ground truth data through expansion of a set of initial seeds (i.e., scientific conference accounts) by followers and validate the real names of users in this set against a publication database to acquire positive examples. Negative examples are obtained by collecting random users and removing those, which are already contained in the set of positive examples. Based on this dataset, a classifier is trained on features extracted from the users' profiles (e.g., number of followers, keywords) and tweets (e.g., fraction of tweets with URL(s)). We adapt the processing pipeline and ground-truth data collection and present our adapted approach in the subsequent section.
APPROACH
We adopt the basic processing pipeline from the just presented approach: First, we collect ground truth data by means of initial seeds and afterwards, we train a classifier on the collected data.
An overview of the ground-truth data collection process is depicted in figure 1 . Our initial seed accounts are formed by economic journal 4 accounts instead of conference accounts as reported in [5] . We opted for the former, since in a first probe, only 10 out of 42 conferences maintained a suitable Twitter account. The set of seed accounts is expanded by followers and followees of the seed accounts (users that follow the seed accounts and users that are followed by the seed accounts).
From this candidate set, we extract valid economist accounts by matching their real names against an economic 4 we based our search for journal accounts on the list available at http://en.wikipedia.org/w/index.php?title=List_of_ economics_journals&oldid=596742762, resulting in 29 accounts publication database 5 . Accounts (and their tweets respectively) that feature a real name consisting of at least two words and providing a match with at least one publication in the database are considered valid and hence make up the positive examples in our ground-truth dataset. To obtain negative examples also, we manually select Twitter accounts tweeting about preferably diverse topics and in turn expand them by their followers/followees. Again, we match the candidate set against the publication database, while this time, those accounts (and corresponding tweets) that do not match are considered as valid negative examples. Further, we extract follower/following relationships of the candidate accounts, to be used as classification feature.
We collect the users and tweets with Tweepy 6 via the Twitter REST-API 7 . In addition to our validation filter, we filter out non-English tweets with langid.py, a language identification tool, that provides high accuracy even on microblog messages [8] . In a preprocessing step to classification, we remove URLs, user mentions and stopwords and lemmatize the remaining terms with the help of NLTK [1] . For constructing the feature space we use the bag of words approach. The vector space model for tweet terms is built using TF-IDF weighting, for hashtags and followers we use term occurrence. Terms occurring in more than 50% of the documents are removed.
EXPERIMENTS
In our experiments, we compared the three different features types, namely tweet content, hash tags and followers and their combinations using three different classifiers, linear Support Vector Machines (SVM) [4] , multinomial Naive Bayes (NB) [9] , and Decision Trees (DT) [2] . For the evaluation, we randomly selected 15k tweets from each class (economist and non-economist). This sampled data set was split randomly into training and test data for each class, resulting in 11.250 samples for training and 3.750 for test. All classifiers were trained on the training data set, evaluation measures are reported for the test data set.
Data Set
The Twitter data was retrieved in summer 2014 and consists of around 1.3 million tweets from March 2006 to August 2014, crawled from almost 870k user accounts. Table 1 provides an overview of the data set. About 87.25% of all tweets are in English language, indicating that the seeds were adequately chosen for retrieving tweets in mainly one language. Only 20% of the user accounts (174.627 out of 868.534) had at least one tweet, the remaining user accounts were followers with no collected tweets. 30.1% of every user with a valid real name was not found on EconBiz (and resulted in being in the noneconomist group). But 99.6% of all users within the group of economists had a valid real name field. This verifies the assumption from [5] that a specified real name is a good indicator for a scientist. Table 2 shows an overview of the results for different classifiers and feature combinations. For single features (tweet terms, hash tags or followers), the tweet terms provide most information for classification, with the NB and SVM both outperforming the DT classifier in terms of F1 value (0.705 for NB and SVM). NB completely fails to classify based on hash tags alone, precision is 1.0 while recall is ≈ 0 meaning that nearly no user was classified as economist independent of whether it should have been or not. Hash tags provide no additional information to the tweet terms, the F 1 measures are the same as with tweet terms alone (F 1 = 0.705 for NB and SVM). Combining followers and tweet terms leads to a slight decrease in accuracy (F 1 = 0.697 for NB) indicating that followers introduce noise rather than more information for the classification task. Also the combination of all three features results in lower accuracy (F 1 = 0.699 for NB) than classification on tweet terms only (F 1 = 0.705 for NB).
Results
From the experiments we can conclude that the best features for classifying economists are TF-IDF weighted tweet terms. In terms of classifiers, NB and SVM yield the same accuracy and outperform the DT on the best feature (tweet terms). The results suggest that classification of economists can be done on the basis of a single tweet ("was this tweet written by an economist?") without the need to crawl additional information like tweet history or user profile information, which makes it applicable for usage with the Twitter streaming API.
CONCLUSION AND FUTURE WORK
In this paper we propose an approach to detect economists on Twitter, based on individual tweets with high accuracy (F 1 = 0.705). Ground truth data was acquired using manually curated lists of seed accounts, expanding the seeds to their followers and validating the accounts against a database of economic publications. Our feature analysis shows that the best accuracy is already attained by using tweet content only, neither hash tags nor follower information improved the classification model.
Although the accuracy is lower as reported for computer scientists (F 1 = 0.94) [5] economist classification can be performed on the basis of individual tweets removing the need to obtain tweet history data and user profile information. This can be used on the Twitter streaming API to detect candidate tweets (and therefore user accounts) from the economic domain, which can then be further verified with an extended feature set.
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