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Recently, Storm used generating functions to provide a proof that an infinite family of
graphs constructed by Cooper have the same Ihara zeta function. Here, we generalize the
construction of that infinite family of graphs to a directed graph construction. A similar
generating function proof technique applies, and we exhibit conditions under which our
digraphs have the same spectra with respect to the adjacency matrix.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Within the graph theory literature, there is great interest in constructions of pairs of graphs that have the same spectrum
for some associated operator (the Laplacian and the adjacency matrix perhaps being the most studied). Methods such as
Seidel and GM switching as well as the Sunada method using Gassmann triples to construct cospectral graphs (isospectral
with respect to the adjacency matrix) have been studied [3,5,7]. Two recent surveys summarize the main results in this
field [11,12]. There is a more limited literature focusing on similar questions when applied to directed graphs. In part, this is
because the adjacency matrix of a directed graph is not necessarily symmetric, which leads to complex eigenvalues. Some
progress, however, has beenmade.Harju has begun adiscussion of switching in directed graphs [8], andBalof and Stormgave
a construction of isospectral directed graphs arising out of hypergraph zeta function considerations [1]. A comprehensive
overview of the spectra of digraphs can be found in [4].
In thiswork,we contribute a new construction of pairs of directed graphs (digraphs) and describe conditions underwhich
they have the same adjacencymatrix spectra. Our proof technique relies on using generating functions to count the number
of cycles for each length k in the digraphs. Once we establish that the graphs have the same numbers of cycles, we can use
a consequence of the Perron–Frobenius theorem to demonstrate that the directed graphs have the same spectrum. This
construction was inspired by conversations with Cooper as a result of recent work by Storm using the generating function
proof technique to show that a family of graphs had the same Ihara zeta function [9].
A directed graph, or digraph, D = (V , E) is a finite nonempty set V of vertices and a finite multiset E of ordered pairs of
vertices, called arcs. Given an arc of the form (v,w), we call w the terminus of the arc and v the origin of the arc. We allow
arcs to be repeated more than once as an element of E. A digraph is strongly connected if there is a path from u to v for all
pairs of vertices u and v.
The adjacency matrix T of a digraph D is a |V | × |V | matrix with i, j entry equal to 1 if (vi, vj) is an arc and equal to 0
otherwise. In contrast with the graph adjacency matrix, this matrix need not be symmetric since (vj, vi)may not be an arc
when (vi, vj) is. In general, the eigenvalues of this matrix may be complex numbers.
We now describe a general construction that takes two digraphs and relations defined on their vertex sets and produces
a new digraph. We fix two digraphs D1 and D2. In addition, we let R ⊆ V (D1) × V (D2) be a relation, and we let
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Fig. 1. Our construction so far: D3 .
L ⊆ V (D2) × V (D1) be a relation. The relations thus describe ordered pairs with one vertex in one digraph and the
other vertex in the other digraph. We construct the digraph D′ by defining V (D′) = V (D1) ∪ V (D2), and by defining
E(D′) = E(D1) ∪R ∪ E(D2) ∪L.
1.1. Construction of D : Dn and Dn : D
We now describe the particular constructions that are the object of the rest of this work. We begin by fixing a digraph D
and labeling the vertices v1, . . . , vk. In addition, fix two relationsR ⊆ V (D)× V (D) andL ⊆ V (D)× V (D).
We first construct the graphDn as follows.Wemake n disjoint copies ofD and label the copiesD(1), . . . ,D(n). We label the
vertices of D(i) v(i)1 , . . . , v
(i)
k where the subscript of the label is inherited from the labeling of D and the superscript indicates
which copy the vertex belongs to. The arcs of D(i) are inherited from D in the expected way. From the relationR, we induce
relations
R(j) = {(v(j)x , v(j+1)y ) | (vx, vy) ∈ R}
for j = 1, . . . , n− 1.
Similarly, we induce relations
L(j) = {(v(j+1)w , v(j)z ) | (vw, vz) ∈ L}
for j = 1, . . . , n− 1.
We conclude the construction of Dn by invoking the general construction described just before this section. Successively,
we link together D(1) and D(2) using relationsR(1) and L(1), followed by D(2) and D(3) using relationsR(2) and L(2), and so
on until we conclude by linking together D(n−1) and D(n) using relationsR(n−1) andL(n−1).
Example 1. An example of the construction of Dn when n = 3 is shown in Fig. 1. The arcs indicated with solid lines are
those inherited directly from D when the disjoint copies D(1),D(2), and D(3) are created. The arcs shown with dashed lines
are those induced by the relationsR(1),L(1),R(2), andL(2).
Now that we have constructedDn, we are ready to conclude the construction ofD : Dn. The final step involves ‘‘attaching’’
one more disjoint copy of D to Dn on the ‘‘left’’ side. We do so as follows. First, create an additional disjoint copy of D, which
we call D(n+1), and label its vertices according to the same convention as was used earlier. In addition, create two vertices,
which we label ℓ1 and ℓ2. We define a new relationR
(ℓ1)
1 , which results from restricting the relationR as follows:
R
(ℓ1)
1 = {(v(n+1)x , ℓ1) | (vx, vy) ∈ R}.
Similarly we defineL(ℓ2)1 via
L
(ℓ2)
1 = {(ℓ2, v(n+1)z ) | (vw, vz) ∈ L}.
We then link together D(n+1) and the digraph consisting solely of the two vertices {ℓ1, ℓ2} using the relations R(ℓ1)1
andL(ℓ2)1 .
Now we need to attach this to Dn. We do so with the following two relations:
R
(ℓ1)
2 = {(ℓ1, v(1)y ) | (vx, vy) ∈ R}
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Fig. 2. Concluding the construction: D : D3 above D3 : D.
and
L
(ℓ2)
2 = {(v(1)w , ℓ2) | (vw, vz) ∈ L}.
We use these two relations to link the digraph we just constructed with Dn. We call the resulting digraph D : Dn, and this
digraph will be one of the main objects of our study. The notation D : Dn is meant to invoke the idea of attaching a copy of
D to Dn on the left side by going through the two vertices ℓ1 and ℓ2.
To construct Dn : D, we begin with Dn and proceed in a similar way, except that nowwe have the goal of attaching a final
disjoint copy of D on the ‘‘right’’ side of Dn. Thus, we create a new disjoint copy of D, which we call D(n+1), as well as two
new vertices r1 and r2. To link the vertices r1 and r2 to D(n+1), we use the relations
R
(r1)
1 = {(r1, v(n+1)y ) | (vx, vy) ∈ R}
and
L
(r2)
1 = {(v(n+1)w , r2) | (vw, vz) ∈ L}.
Then we link Dn to the structure we just created via the relations
R
(r1)
2 = {(v(n)w , r1) | (vx, vy) ∈ R}
and
L
(r2)
2 = {(r2, v(n)z ) | (vw, vz) ∈ L}.
We call the resulting digraph Dn : D, and it will be our other main object of study. Again, the notation Dn : D is meant to
be suggestive of how the digraph is constructed.
Example 2. In Fig. 2, we conclude the example begun in Fig. 1, showing the resulting digraphs D : Dn and Dn : D. As before,
arcs drawn with a solid line are induced from D and arcs drawn with a dashed line are induced from the relationsR andL.
1.2. Statement of the main result
The goal of this work is to provide conditions under which Dn : D and D : Dn are isospectral with respect to the adjacency
matrix. Our main result is stated in the following theorem:
Definition 3 (Complete Relation). A relationR ⊆ A× B is complete ifR = C × D for some subsets C ⊆ A and D ⊆ B.
Theorem. Let D be a strongly connected digraph with non-trivial complete relations R and L both defined on V (D) × V (D).
Then Dn : D and D : Dn are isospectral with respect to the adjacency matrix.
Wenote that the conditions of the theorem are not overly restrictive, and this construction provides a substantial number
of pairs of isospectral digraphs.
Example 4. As an example, we use the digraph D and relations from our earlier example and construct the digraphs D : D2
and D2 : D. The initial graph D and the relations used to construct D2 : D and D : D2 satisfy the conditions of the theorem.
As a consequence, their adjacency matrix spectra are identical. We can see this directly by computing the characteristic
polynomial of their adjacency matrices, giving us
χT (x) = x14 − 3x12 − 6x11 − x10 + 10x9 + 16x8 + 8x7 − 6x6 − 12x5 − 8x4 − 2x3
for both digraphs.
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In Section 2, we will establish the notation and tools that wewill use throughout the remainder of the paper. We provide
a proof of the theorem in Section 3.
2. Preliminaries: word skeletons and generating functions
The main strategy for showing that Dn : D and D : Dn are isospectral is to show that the two digraphs have the
same numbers of cycles of length k, for each natural number k. Then we will be able to invoke the theory surrounding the
Perron–Frobenius theorem to assert that they are isospectral with respect to the adjacency matrix. We begin this section
by establishing the appropriate framework to use the Perron–Frobenius theorem in, to change the problem from one of
isospectrality to one of counting cycles. From there, we introduce the notation and tools necessary to count cycles in our
graphs.
By the Perron–Frobenius theorem [6], we have:
Lemma 5. Let D be a finite, strongly connected, digraph with adjacency matrix T . Then,
1. T has at least one positive eigenvalue. The maximal positive eigenvalue, called the Perron–Frobenius root and denoted as α, is
simple.
2. |λ| ≤ α for any eigenvalue λ of T .
Proof. We refer the reader to [6]. 
When D is not just a cycle, we have the following lemma from Bowen and Lanford [2] which gives us the connection
between the spectrum of T and the numbers of cycles of lengths k in D.
Lemma 6 (Bowen and Lanford). Let D be a finite, strongly connected, digraph which is not just a cycle, and let T be the adjacency
matrix with Perron–Frobenius root α. Denote by Nk the number of cycles of length k in D. Then,
1. The power series
∑∞
k=1
1
kNkx
k converges absolutely when |x| < α−1.
2. Moreover,
exp
 ∞−
k=1
1
k
Nkxk

= det(I − xT )−1.
Proof. We refer the reader to [2]. 
A direct consequence of Lemma 6 is that the spectrum of the adjacency matrix of a strongly directed digraph D is
determined by the numbers of cycles of length k in D. As a consequence, to show that Dn : D and D : Dn are isospectral, we
will focus on demonstrating that they have the same numbers of cycles of length k for each natural number k.
For the remainder of this section,we fix a strongly connected digraphD and non-trivial relationsR andL andwill discuss
the digraphs constructed in Section 1.1. We will be interested in counting cycles in Dn : D and in D : Dn.
2.1. Word skeletons
Before explicitly trying to compute the numbers of cycles in Dn : D, we will first examine ‘‘skeletons’’ of what cycles
must look like. Then wewill be able to count the number of cycles which share the same skeleton. Doing this for all possible
skeletons will yield a complete count of the cycles.
We begin by considering Dn : D. We will focus on the skeletons of cycles which make use of the vertices r1 and r2 exactly
once. Without loss of generality, we will begin our cycle at vertex r1 and construct a word which marks how the cycle
proceeds through Dn : D.
We adopt the following notation, whichwe use throughout. Vertices of the form a(m)i are thought of as being the terminus
of an arc induced by the relation R(m−1), so that a(m)i can be thought of as a member of D(m) and is a vertex which can be
reached from some vertex in D(m−1). Vertices of the form α(m)i are thought of as being the origin of an arc induced by the
relationR(m), so that α(m)i can be thought of as a member of D
(m) from which one can reach some vertex in D(m+1). Vertices
of the form b(m)i can be thought of as being the origin of an arc induced by the relation L
(m−1), so that b(m)i can be thought
of as a member of D(m) from which one can reach some vertex in D(m−1). Finally, vertices of the form β(m)i are thought of as
being the terminus of an arc induced by the relationL(m), so that β(m)i can be seen as amember ofD
(m)which can be reached
from some vertex inD(m+1). Thus, the vertices described above serve as the arrival or departure points for transitioning from
one copy of D to another copy of Dwithin our digraphs. As such, they play a key role in describing the structure of cycles in
Dn : D and D : Dn. Figs. 3 and 4 may prove helpful in keeping track of the notation. In general, a vertex may play more than
one role as an a, b, α, or β; this is entirely determined by the initial relationsR andL.
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Fig. 3. A suggestive image of D3 : D.
Fig. 4. A suggestive image of D : D3 .
With the above notation in mind, let us now consider a cycle. We have said before that it begins at vertex r1. The cycle
can only move to the right into the D(n+1) component and must begin by going to a vertex which we call a(n+1)i . From here,
the cycle canwander around inD(n+1) butmust ultimately come to a vertex b(n+1)j fromwhich the cycle can proceed on to r2.
From r2, the cycle proceeds to the Dn component via a vertex β
(n)
k . Finally, the cycle can wander around in the D
n component
(perhaps visiting vertices in D(1), . . . ,D(n)) before finally coming to a vertex α(n)m and returning to r1. Thus, the form of a
word which serves as a skeleton for cycles in Dn : D that go through vertex r1 exactly once is
ω = r1a(n+1)i b(n+1)j r2β(n)k α(n)m r1.
We denote byA(Dn : D) the set of words of the above form.
In a similar way, we can describe the word skeletons for cycles in D : Dn which originate at and pass through the vertex
l2 exactly once. In this case, the word skeletons take the form
γ = ℓ2β(n+1)k α(n+1)m ℓ1a(1)i b(1)j ℓ2.
We denote the set of words of the above form byA(D : Dn).
These word skeletons provide a general structure that cycles must obey. For each word skeleton, of course, there can be
quite a few cycles with that skeleton. To get a precise count of the number of cycles with each word skeleton, we turn to
generating functions with coefficients describing the number of cycles of length k.
2.2. Generating functions for counting cycles
To count the number of cycles with a particular word skeleton, we need to be able to count the number of different ways
in which the cycle can act in between each of the touchstone vertices highlighted in the word skeleton. We can do this and
get a count by using generating functions. An overview of generating functions and some of their applications can be found
in [10].
Definition 7 (Transition Indicator Function I). Given v andw in Dn : D or D : Dn, we let
Ir(v,w; x) =

x (v,w) ∈ Rˆ
0 otherwise,
where Rˆ is one of the relationsR(i) (for i = 1, . . . , n− 1),R(ℓ1)1 ,R(r1)1 ,R(ℓ1)2 , orR(r1)2 .
Similarly, we define
Iℓ(v,w; x) =

x (v,w) ∈ Lˆ
0 otherwise,
where Lˆ is one of the relationsL(i) (for i = 1, . . . , n− 1),L(ℓ2)1 ,L(r2)1 ,L(ℓ2)2 , orL(r2)2 .
Thus the functions Iℓ and Ir report xwhenever (v,w) is an arc which was induced during the construction byR or byL,
respectively.
Definition 8 (Path Generating Functions F ).We define some generating functions to count the number of paths in D and Dn
via
FvD(i)w(x) = c(k)xk
where c(k) is the number of paths lying entirely in D(i) of length k originating at v ∈ D(i) and terminating at w ∈ D(i) (we
will mainly consider this when i = 1 or i = n+ 1).
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Similarly, we define
Fv(1)Dnw(1)(x) = c(k)xk
where c(k) is the number of paths inDn of length k originating at the vertex v(1) ∈ D(1) and terminating at vertexw(1) ∈ D(1).
We note that these paths may visit vertices in D(1),D(2), . . . ,D(n). Finally, we define
Fv(n)Dnw(n)(x) = c(k)xk
where c(k) is the number of paths inDn of length k originating at the vertex v(n) ∈ D(n) and terminating at vertexw(n) ∈ D(n).
We note that these paths may visit vertices in D(n),D(n−1), . . . ,D(1).
We will make use of these generating functions to ultimately count the numbers of cycles for each length k in Dn : D and
D : Dn. To do so, we need to show how to go from a word skeleton to a generating function where the coefficient records
the number of cycles of length kwhich have the corresponding skeleton.
Definition 9 (F ⋆ ω).We build an operator F which operates on a word skeleton ω to yield a generating function (F ⋆ ω) as
follows. We first define (F ⋆ ω) for the pertinent words of length 2 and then recursively define (F ⋆ ω) for pertinent words
of greater length. The relevant words of length 2 and the corresponding definitions are given by
F ⋆ r1a(n+1)
 = Ir(r1, a(n+1); x) F ⋆ ℓ2β(n+1) = Iℓ(ℓ2, β(n+1); x)
F ⋆ a(n+1)b(n+1)
 = Fa(n+1)D(n+1)b(n+1)(x) F ⋆ β(n+1)k α(n+1)m  = Fβ(n+1)D(n+1)α(n+1)(x)
F ⋆ b(n+1)r2
 = Iℓ(b(n+1), r2; x) F ⋆ α(n+1)ℓ1 = Ir(α(n+1), ℓ1; x)
F ⋆ r2β(n)
 = Iℓ(r2, β(n); x) F ⋆ ℓ1a(1) = Ir(ℓ1, a(1); x)
F ⋆ β(n)α(n)
 = Fβ(n)Dnα(n)(x) F ⋆ a(1)b(1) = Fa(1)Dnb(1)(x)
F ⋆ α(n)r1
 = Ir(α(n), r1; x) F ⋆ b(1)ℓ2 = Iℓ(b(1), ℓ2; x)
F ⋆ β(n−1)α(n−1)
 = Fβ(n−1)Dn−1α(n−1)(x) F ⋆ a(2)b(2) = Fa(1)Dn−1b(1)(x)
F ⋆ α(i)a(i+1)
 = Ir(α(i), a(i+1); x) F ⋆ b(i+1)β(i) = Iℓ(b(i+1), β(i); x).
We define (F ⋆ ω) for a word of length greater than two via
(F ⋆ ω1ω2ω3 . . .) = (F ⋆ ω1ω2) (F ⋆ ω2ω3 . . .) .
We note that (F ⋆ ω) is a generating function in variable x with coefficient of xk equal to the number of paths of length k
with word skeleton ω. If the first entry and the last entry of the word skeleton are identical, this will give us a generating
function for the numbers of cycles of length kwhich originate at that vertex.
Proposition 10. Let ω = ω1 . . . ωiωi+1 . . . ωm be a word for which (F ⋆ ω) is defined. Then
(F ⋆ ω1 . . . ωiωi+1 . . . ωm) = (F ⋆ ω1 . . . ωi) (F ⋆ ωiωi+1) (F ⋆ ωi+1 . . . ωm) .
Proof. The statement is an immediate consequence of Definition 9. 
The reason for focusing on these word skeletons is encapsulated in the next theorem:
Theorem 11. Let D be a strongly connected digraph with non-trivial relationsR andL defined on V (D)× V (D). Construct the
graphs Dn : D and D : Dn as before. If−
ω∈A(Dn:D)
(F ⋆ ω) =
−
γ∈A(D:Dn)
(F ⋆ γ ) , (1)
then Dn : D and D : Dn are isospectral with respect to the adjacency matrix.
Proof. We will argue that Dn : D and D : Dn have the same number of cycles of length k for each natural number k. To do
this, we break cycles into two categories: those which pass through the vertices r1 and r2 in Dn : D and through ℓ1 and ℓ2 in
D : Dn and those cycles which do not pass through these vertices.
Removal of the vertices r1 and r2 from Dn : D and of ℓ1 and ℓ2 from D : Dn leaves behind isomorphic digraphs (a digraph
with two components: Dn and D). Thus, the number of cycles of length k of this form is the same in Dn : D and D : Dn.
We turn to cycleswhich domake use of the vertices r1 and r2 or ℓ1 and ℓ2. By our assumption given in Eq. (1), the numbers
of cycles in Dn : D and in D : Dn which make use of these vertices exactly once are the same for each natural number k since
the quantities expressed are generating functions with coefficients given by the number of cycles of length k.
Moreover, the generating functions which describe the numbers of cycles which pass r times through these vertices are
given by the generating functions −
ω∈A(Dn:D)
(F ⋆ ω)
r
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and  −
γ∈A(D:Dn)
(F ⋆ γ )
r
.
These are equivalent for all natural numbers r . As a result, we conclude that the numbers of cycles of length k of all types
are the same in Dn : D and in D : Dn. Finally, since D is strongly connected, and the relations R and L are non-trivial, it
follows that Dn : D and D : Dn are strongly connected. That Dn : D and D : Dn are isospectral is now a consequence of
Lemma 6. 
We now turn our interest to describing conditions which imply that Eq. (1) holds true.
3. Conditions for isospectrality: complete relations
The objective of this section is to provide a proof of the following theorem:
Theorem 12. Let D be a strongly connected digraph with non-trivial complete relationsR andL both defined on V (D)× V (D).
Then Dn : D and D : Dn are isospectral with respect to the adjacency matrix.
We will argue by induction. To do this, we need to provide a more detailed description of word skeletons than those
given by words inA(Dn : D) orA(D : Dn).
We first focus on cycles within Dn : D which pass through the vertices r1 and r2 exactly once. As before, a cycle begins
at r1, proceeds to a vertex a
(n+1)
i1
, wanders around D(n+1), then goes to b(n+1)j1 , and on to r2. Now the cycle must proceed to
a vertex β(n)k1 . Now there are two options: either the cycle stays entirely within the component D
(n) and then heads back to
r1, or the cycle proceeds leftwards out of the D(n) component and into the D(n−1) component and perhaps beyond. We will
consider this second case.
In this case, the cycle must now proceed (perhaps with somewandering around) from β(n)k1 to a vertex b
(n)
j2
in preparation
for transitioning to D(n−1). The cycle can now pass to D(n−1) and arrive at a vertex β(n−1)k2 so long as (b
(n)
j2
, β
(n−1)
k2
) ∈ L(n−1).
We will ignore this restriction and sort it out later, so we assume that the cycle passes to some vertex β(n−1)k2 . Now the cycle
wanders around a copy of Dn−1 (with component parts D(1), . . . ,D(n−1)) and proceeds to α(n−1)m1 in preparation for passing
back to D(n). Thus, our word skeleton begins
ω′ = r1a(n+1)i1 b(n+1)j1 r2β(n)k1 b(n)j2 β(n−1)k2 α(n−1)m1 . . . .
We have to take care now. The cycle does not necessarily have to cross back into D(n), go to a vertex α(n), and then return
to r1. Instead, the cycle could cross into D(n), then pass back leftwards into Dn−1 via D(n−1), return to D(n), go back to Dn−1,
and so on.We call this portion of the cycle the ‘‘figure eight’’ part. Each time this occurs, the cyclemust pass through a vertex
a(n), to a vertex b(n), to a β(n−1), and to an α(n−1), at which point it can repeat the process over again. Thus, a cycle which
undertakes the figure eight r times will have a contribution to ω′ of the form
ωr∞ =

a(n)i2 b
(n)
j3
β
(n−1)
k3
α(n−1)m2

. . .

a(n)ir+2b
(n)
jr+3β
(n−1)
kr+3 α
(n−1)
mr+2

so our word skeleton for the entire cycle to this point now looks as follows:
ω′ = r1a(n+1)i1 b(n+1)j1 r2β(n)k1 b(n)j2 β(n−1)k2 α(n−1)m1 ωr∞ . . . .
Once the figure eight portion is completed, the cycle terminates by passing into D(n) via a vertex a(n), traveling to a vertex
α(n), and finally concludes at r1. Thus, the final form of word skeletons of this type is
ω′ = r1a(n+1)i1 b(n+1)j1 r2β(n)k1 b(n)j2 β(n−1)k2 α(n−1)m1 ωr∞a(n)ir+3α(n)mr+3 r1.
The word ω′ described above represent cycles that complete the ‘‘figure eight’’ r times before concluding. We can have
word skeletons for each natural number r . We denote byA′(Dn : D) the set of words of the same form as ω′.
We repeat the analysis for cycles in D : Dn and get word skeletons of the form
γ ′ = ℓ2β(n+1)k1 α(n+1)m1 ℓ1a(1)i1 α(1)m2 a(2)i2 b(2)j1 γ s∞β(1)ks+3b(1)js+3ℓ2,
where
γ s∞ =

β
(1)
k2
α(1)m3 a
(2)
i3
b(2)j2

. . .

β
(1)
ks+2α
(1)
ms+3a
(2)
is+3b
(2)
js+2

.
As before, these are the cycles which do pass into the rightmost component Dn−1 (by entering D(2)) of the Dn piece of the
graph D : Dn, which we are thinking of as D : DDn−1. We have not considered here those cycles which do not. We denote by
A′(D : Dn) the set of words of the same form as γ ′.
Although we will apply the next lemmawhen D is a strongly connected digraph andR andL are complete relations, we
state it more generally.
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Lemma 13. Let D be a digraph with relationsR andL both defined on V (D)× V (D). Construct the graphs Dn : D and D : Dn as
before. If −
ω′∈A′(Dn:D)

F ⋆ ω′
 = −
γ ′∈A′(D:Dn)

F ⋆ γ ′

,
then −
ω∈A(Dn:D)
(F ⋆ ω) =
−
γ∈A(D:Dn)
(F ⋆ γ ) .
Proof. Elements of the set A′(Dn : D) are word skeletons of cycles which make use of more than just the rightmost D(n)
component of Dn. Hence, to represent word skeletons for all cycles whichmake use of the vertices r1 and r2 exactly once, we
need all elements ofA′(Dn : D) as well as skeletons of those cycles which only make use of the rightmost D(n) component
of Dn. Word skeletons of these cycles are exactly those in the setA(D1 : D). Hence,−
ω∈A(Dn:D)
(F ⋆ ω) =
−
ω′∈A′(Dn:D)

F ⋆ ω′
+ −
θ∈A(D:D)
(F ⋆ θ) .
Similarly, we have−
γ∈A(D:Dn)
(F ⋆ γ ) =
−
γ ′∈A′(D:Dn)

F ⋆ γ ′
+ −
θ∈A(D:D)
(F ⋆ θ) .
The result follows from our hypothesis. 
We need one final lemma before we are prepared to give a proof of Theorem 12:
Lemma 14. Let D be a strongly connected digraph with non-trivial complete relationsR and L both defined on V (D) × V (D).
Construct the graphs Dn : D and D : Dn as before. Suppose that−
ω∈A(Dn−1:D)
(F ⋆ ω) =
−
γ∈A(D:Dn−1)
(F ⋆ γ ) .
Then −
i,j,k,m

F ⋆ a(n)i b
(n)
j β
(n−1)
k α
(n−1)
m

=
−
i,j,k,m

F ⋆ β(1)k α
(1)
m a
(2)
i b
(2)
j

.
Proof. Words ω ∈ A(Dn−1 : D) are of the form
ω = r1a(n)i b(n)j r2β(n−1)k α(n−1)m r1.
Invoking Proposition 10 where appropriate and using the fact that the relation is complete (and so I = xwhenever applied
to a transition pair), we can rewrite this as
(F ⋆ ω) =

F ⋆ r1a
(n)
i
 
F ⋆ a(n)i b
(n)
j r2β
(n−1)
k α
(n−1)
m
 
F ⋆ α(n−1)m r1

= x2

F ⋆ a(n)i b
(n)
j
 
F ⋆ b(n)j r2
 
F ⋆ r2β
(n−1)
k
 
F ⋆ β(n−1)k α
(n−1)
m

= x3

F ⋆ a(n)i b
(n)
j

x

F ⋆ β(n−1)k α
(n−1)
m

= x3

F ⋆ a(n)i b
(n)
j β
(n−1)
k α
(n−1)
m

.
For a word γ ∈ A(D : Dn−1), we have
(F ⋆ γ ) = x3

F ⋆ β(n)k α
(n)
m a
(1)
i b
(1)
j

.
Careful examination – by thinking of relabeling D(n) as D(1),D(1) as D(2), . . . , and D(n−1) as D(n) – shows that this is the
same as
(F ⋆ γ ) = x3

F ⋆ β(1)k α
(1)
m a
(2)
i b
(2)
j

within D : Dn.
The result follows by considering the equation given in the hypothesis and applying the cancellation law to the x3 on
both sides. 
We can now prove Theorem 12.
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Proof of Theorem 12. We will argue by induction. The case n = 1 is true since D1 : D and D : D1 are isomorphic.
We assume that−
ω∈A(Dn−1:D)
(F ⋆ ω) =
−
γ∈A(D:Dn−1)
(F ⋆ γ ) ,
and will argue that−
ω∈A(Dn:D)
(F ⋆ ω) =
−
γ∈A(D:Dn)
(F ⋆ γ ) .
We begin by considering−
ω′∈A′(Dn:D)

F ⋆ ω′
 =−
ωr∞
−
i1,j1,k1,m1
j2,k2,ir+3,mr+3

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n)
k1
b(n)j2 β
(n−1)
k2
α(n−1)m1 ω
r
∞a
(n)
ir+3α
(n)
mr+3 r1

.
Applying Proposition 10 and noting that the relations are complete gives
F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n)
k1
b(n)j2 β
(n−1)
k2
α(n−1)m1 ω
r
∞a
(n)
ir+3α
(n)
mr+3 r1

=

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n)
k1
b(n)j2 β
(n−1)
k2
α(n−1)m1

x

F ⋆ ωr∞

x

F ⋆ a(n)ir+3α
(n)
mr+3 r1

= x2

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n)
k1
b(n)j2 β
(n−1)
k2
α(n−1)m1
 
F ⋆ ωr∞
 
F ⋆ a(n)ir+3α
(n)
mr+3 r1

.
This allows us to rewrite−
ω′∈A′(Dn:D)

F ⋆ ω′
 = x−
ωr∞
x

F ⋆ ωr∞
 −
i1,j1,k1,m1
j2,k2,ir+3,mr+3

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n)
k1
b(n)j2 β
(n−1)
k2
α(n−1)m1
 
F ⋆ a(n)ir+3α
(n)
mr+3 r1

.
We will take each piece in turn. First, after repeated application of Proposition 10 and using the fact that the relation is
complete, we have
x

F ⋆ ωr∞
 = x F ⋆ a(n)i2 b(n)j3 β(n−1)k3 α(n−1)m2  . . . a(n)ir+2b(n)jr+3β(n−1)kr+3 α(n−1)mr+2 
= x

F ⋆ a(n)i2 b
(n)
j3
β
(n−1)
k3
α(n−1)m2

x . . . x

F ⋆ a(n)ir+2b
(n)
jr+3β
(n−1)
kr+3 α
(n−1)
mr+2

= xr

F ⋆ a(n)i2 b
(n)
j3
β
(n−1)
k3
α(n−1)m2

. . .

F ⋆ a(n)ir+2b
(n)
jr+3β
(n−1)
kr+3 α
(n−1)
mr+2

.
After rearranging the sum and reindexing, we can write−
ωr∞
x

F ⋆ ωr∞
 = ∞−
r=0
−
i,j,k,m
x

F ⋆ a(n)i b
(n)
j β
(n−1)
k α
(n−1)
m
r
.
Now we focus on the second piece. We can write
F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n)
k1
b(n)j2 β
(n−1)
k2
α(n−1)m1
 
F ⋆ a(n)ir+3α
(n)
mr+3 r1

=

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2

x

F ⋆ β(n)k1 b
(n)
j2

x

F ⋆ β(n−1)k2 α
(n−1)
m1
 
F ⋆ a(n)ir+3α
(n)
mr+3

x
= x

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2

x

F ⋆ β(n−1)k2 α
(n−1)
m1

x

F ⋆ β(n)k1 b
(n)
j2
 
F ⋆ a(n)ir+3α
(n)
mr+3

= x

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n−1)
k2
α(n−1)m1 r1
 
F ⋆ β(n)k1 b
(n)
j2
 
F ⋆ a(n)ir+3α
(n)
mr+3

.
Words of the form
r1a
(n+1)
i1
b(n+1)j1 r2β
(n−1)
k2
α(n−1)m1 r1
are members ofA(Dn−1 : D) (as seen by viewing D(n+1) as D(n)), and we sum over all such words once. Thus, we can rewrite
the second piece of the summation as−
i1,j1,k1,m1
j2,k2,ir+3,mr+3

F ⋆ r1a
(n+1)
i1
b(n+1)j1 r2β
(n)
k1
b(n)j2 β
(n−1)
k2
α(n−1)m1
 
F ⋆ a(n)ir+3α
(n)
mr+3 r1

=
−
ωˆ∈A(Dn−1:D)
x

F ⋆ ωˆ
 −
i,j,k,m

F ⋆ β(n)k b
(n)
j
 
F ⋆ a(n)i α
(n)
m

.
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Putting things back together, we realize that−
ω′∈A′(Dn:D)

F ⋆ ω′
 = x2  ∞−
r=0
−
i,j,k,m
x

F ⋆ a(n)i b
(n)
j β
(n−1)
k α
(n−1)
m
r
×
 −
ωˆ∈A(Dn−1:D)

F ⋆ ωˆ
−
iˆ,jˆ,kˆ,mˆ

F ⋆ β(n)
kˆ
b(n)
jˆ
 
F ⋆ a(n)
iˆ
α
(n)
mˆ
 .
By a similar token, we have−
γ ′∈A′(D:Dn)

F ⋆ γ ′
 = x2  ∞−
s=0
−
i,j,k,m
x

F ⋆ β(1)k α
(1)
m a
(2)
i b
(2)
j
s
×
 −
γˆ∈A(D:Dn−1)

F ⋆ γˆ
−
iˆ,jˆ,kˆ,mˆ

F ⋆ β(n)
kˆ
b(n)
jˆ
 
F ⋆ a(n)
iˆ
α
(n)
mˆ
 .
Applying the inductive hypothesis and Lemma 14, we conclude that−
ω′∈A′(Dn:D)

F ⋆ ω′
 = −
γ ′∈A′(D:Dn)

F ⋆ γ ′

.
That Dn : D and D : Dn are isospectral with respect to the adjacency matrix now follows from Lemma 13 and
Theorem 11. 
4. Conditions for isospectrality: direct word correspondence
We conclude by noting that if there is a direct correspondence between words in A(Dn : D) and in A(D : Dn) which
preserves the number of cycles with each word skeleton, then Dn : D and D : Dn will, again, be isospectral.
Theorem 15. Let D be a digraph with relationsR and L both defined on V (D) × V (D) so that Dn : D and D : Dn are strongly
connected. Moreover, suppose that there exists a bijection
φ : A(Dn : D)→ A(D : Dn)
such that
(F ⋆ ω) = (F ⋆ φ(ω))
for all ω ∈ A(Dn : D). Then Dn : D and D : Dn are isospectral with respect to the adjacency matrix.
Proof. The proof follows directly from Theorem 11. 
We leave open the question of determining conditions solely on D,R, and L which will imply that the conditions of
Theorem 15 are met in such a way that Dn : D and D : Dn are not isomorphic.
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