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Abstract. We consider a deterministic system whose state space is the tz -dimensional first orthant. 
It may be considered as a network of (deterministic) queues, a Kzrp-Miller vector addition 
system, a Petri net, a complex computer system, etc. Weak assumptions are then made concerning 
the asymptotic or limiting behaviour of the instants at which events are ot served across a cut in 
the system: these instants may be considered as ‘arrival’ or ‘departure’ ; lstants. Thus, like ill 
operational analysis, we deal with deterministic and observable proper Lies and we need no 
stochastic assumptions or restrictions (such as independence, identical d stributions, etc.). U’c: 
consider however asymptotic or stationary properties, as in conventional qt!cuing analysis. Under 
our assumptions a set of standard theorems are proved: concerning arrive1 and departure instant 
measures, concerning *birth and death’ type equations, and concerning Little’s formula. Our 
intention is to set the framework for a new approach to performance modelling of computer 
systems in a context close to that used in actual measurements, but taking into account infinite 
time hehaviour in order to take advantage of the useful mathematical properties of asymptotic 
results. 
1. Introduction 
1.1. Generni cortsideratiom 
Complex concurrent systems are conveniently described by vector addition sys- 
tems WAS) which originated with the work of Karp and Miller on parallel program 
schemata [ 71. These models are essentially equivalent to the nets introducell by 
CA. Petri which were originally suggested as models for management systems, but 
which are now very .often effectively used to describe computer operating system 
behaviour. Petri nets and VAS are frequently used to pro le qualitative properties 
of complex concurrent systems, for instance in the area of conlp~lt~ communication 
protocols, such as the non-existence of deadlock between parallel processes. They 
are also used as formal specification tools, as models in the design of large hard- 
ware/software systems, and for building standards of communication protocols. 
It would be most convenient if essentially the same models could incorporate 
properties which would make them suitable for performance evaluation. Such an 
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extension would have obvious practical advantages for the system designer. Indeed 
such extensions have been suggested by Sifakis [S], and others, but have not led 
to the development of a substantial quantitative theory useable for performance 
evaluation and prediction. 
In the area of computer performance evaluation, probabilistic queuing network 
models (see, for instance [6]) have gained wide popularity. More recently, more 
direct relationships between models of this type and measurement data was made 
via ‘operational models’ introduced by Buzen [l] and developed by Buzen and 
Denning [2], without probabilistic assumptions. However, a direct link between 
the formalisms used in queuing networks and those used in Petri nets has not been 
available, except for the most obvious analogy which would associate customers 
and servers on the one hand *with tokens and transitions on the other hand. 
This paper is an attempt to develop a ‘measurement’ oriented theory within a 
formal context very close to that of VAS. The existence of such a theory would 
allow the analysis of both qualitative and quantitative aspects within one fcrmal 
framework. Indeed conventional VAS are imbedded in the model we use. We may 
also view this work as an attempt to deal with very general sample paths of a 
stochastic queuing system: in this aspect we deal with a generality comparable with 
that of [4]. 
Let k(r) be an l-dimensional vector of ns~rsl numbers defined for each real 
valued t d). k(t) will be a left continuous function of t. k(Oi - k,, is given. 
Let T = (0 = I,,< [, <I, < ’ - * C-I t, < t, ( , < - - 9) be a countable infinite subset of the 
po&ke real Ike. We shall say that T is the set of tr,msitiun times of K = {k (f), t z 0). 
namely, we suppose th3t 
k~t)=k(r,‘~forr~]~,.t,~,), forcaclC=O, 1,2,. . . . 
This means that changes, or ‘jumps‘ i:? K can only occur at the instants included 
ir, T. This, of course, does not imply th;lt there will he a jump at each instant which 
is an element of T. 
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1.3. Relationship with ucclor addition systems 
The relationships between the model described in the preceding section and VAS 
is obvious. 
A VAS is defined by an I-dimensional vector of natural numbers ko, and by a 
finite set R = {rl, . . . , rk} of integer valued I-dimensional vectors. From k. we can 
construct some I -dimensional vectors as follows: 
k” = ko, 
k t)t = k tn 1 + $1, (ti E R 
as long as each ki, 1 s i s m, is composed of natural numbers. That is, we use the 
elements of R to transform k. by successive additions with the only restriction that 
each of the resulting vectors remain in N’ (the I-dimensional space of natural 
numbers). 
With respect to the model presented in Section 1.2, we can simply consider that 
k(t,:,) = k”‘. 
Therefore we shall be dealing with a restricted form of VAS in which time has 
been introduced. 
1.4. Rcla tionship with Petri nets 
Consider the Petri net shown in Fig. 1. Arrows represent the flow of token% 
among the four transitions. ’ The incoming arrow to transition 1 indicaies that it 
may rtxcivc tokens from the ‘outside world’, while tokens may go to the ‘outside 
world’ from transitions 2 and 4. The system may be represented by the vector 
k = ck,, k2. 123, k,r 
where k, is the number of tokens present at position i. In Fig. 1, we show the initial 
vector which is 
kf, = (2,3, I, 2) 
! In fact, what is shown, is a re tric~tcd type of Petri net known as a state graph. 
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and the numbers in parenthfL:se$ next to each transition represent he number of 
tokens n::cessarry to fire that transition. Thus ko is a stable state of the system. 
Suppose now that a time tl >O one token arrives to transition 1 which will then 
fire and yglease its three tokens tl:, each of 2,3,4 which will in turn fire, etc. leading 
to a new ;tablc: state 
k(t; ) = (0, 1, l,, 0). 
Let the cut S be the set $3,4} as shown in Fig. 1. Then 
N(O) = 3 and N(t; I == 1. 
An external arrival of a token at time f2 will provoke a state transition of the system 
to 
k(r; ) = (1, 1, l,OJ 
and so on. Thus the formal model described in Section 1.2 differs from a conven- 
tional Petri net only in the introduction of the time parameter r, as was the case 
with respect to VAS. 
I.5 Relakmship with proPahilistic qrlerritlg tnodels 
Consider the probabilistic network of queues shown in Fig. 2. Customers arriving 
to the system are routed initially to service station i, 1 I i s I, with probability 4,. 
‘tnd after some queuing and service time at that station will either leave the system 
with probability pIvl 1 1 or enter queue j with probability pi,i and so on. 
Fig. 2. Promt ilistic network of queues. 
We shall denote by iti a complete history I.)f the system and 0 will be the set of 
all such hist.ories. Any CL, can be constructed as follows, supposing that these histories 
begin at :ime t = 0. 
Let surccssive customers arrive at instants 
itrid fnr the ith customer in the sequence :et 
bc the seqbcnce of service stations visited, at whit!; it will receive services of duration 
z = {Z, 1. &. . . . . z,,, z,., i 1, . * .) . 
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Then each o will be completely defined if we specify the three sets A, { Yi}, {Zi}* 
For a given W, however, we may only be interested in the movements of the 
customers in the system, in which case we can construct the function 
k(o, t) = (k 1(w, t), . . . ) kr(W, t)), t 20 
when kj(w, t) is the number of customers in queue j at time t for history O. Similarly, 
from history o we can construct the jump instants 
Thus the k(t) constructed in Section 1.2 corresponds to the k(o, t) of this section. 
In the probabilistic framework, one most often works directly with probability 
distributions, rathe;- than with sample paths, even though the probability distribu- 
tions are initially assigned to each history o in 0. 
Fig. 3. Trajectories or histories associated with the queuing nc twork. 
Thus for some time t one tends to compute quantities related to JI(&(~) E A 1; 
which is the probability that the (random process) c(t)’ is in the subset A of its 
set of possibie states at time F; but this is in fact 
~(i,A)=(wlk(w.~~~A~. (2) 
Thus, results concerning k(w, t) for one o or for a family of W’S may be carried 
over to the probability distributions of a probabilistic model via (1) and (2). 
2. Properties of flows 
Let us now return to the properties of the formal model defined in Section 1.2 
as follows. 
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2.1. Hews associated with the cut S 
Ts c T is obtained by considering only those time instants at which N(r) changes 
values. We shall define two subsets A and lr of Ts such that 
.I d- =B, /lur=Ts 
where 
.1 = (tl: tj E Ts and k(t+) HV(ti)}, 
I’ = (tl: t, E Ts and N(tF) <N(ti)} 
and write 
S =(O<al<az+ l *(ai<lli4.1Cm l *}, 
r={O<dl<dz<g.~<ni<di+l<~.*} 
which we shall view as the arriual and departure 
the cut S. 
instants, respectively, to and from 
Some restrictive assumptions will now be made concerning tk\e flows which we 
consider. 
N(0) = 0. 
2.3.2. One step trmrsititmv of N(t): For any t, E &, iV (t It ) = N( t, ) f 1, 
2.2 3. Ccrii.4 I’0 li’?: 
2 l(a,<t) 
I 
3 C l,(di<t) for all t3O. 
I 1 i =I 
&a. 
7 ’ 4 U,_. . Stationart fkws: They-e exist real numbers 0 ( ,.‘,&x, 0 < y < LY) SL~I that 
Me: these assumptions we can now present some useful genera 1 r Isults. 
The basic assumption is. of course, . 2 2.4: yet this is in fact a l-c’r!~ gemml md _ 
it ~trk ~cscrrmptiorz. In fact, let the intcrarrival time A, be defined so that rz, + 1 = [I, -‘- A,. 
Then 2.2.k may be simply written as 
V&C~I sirnplv states that the asymptotic ;irirhmetic mean of the interarrival times 
L+A The assumption concerning the inter-departure times has a similar meaning. 
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Thus all of the queuing systems usually examined are special cases of the model 
we analyse here. 
Some of the theorems we establish here are similar to those proved in queuing 
theory (e.g. Theorem 3.1) except that we prove them in a much more general 
context. Others (Corollary 3.3, and the results of Sections 6 and 7) have an unusual 
or novel form, while Theorem 4.1 shows that rate equations have a sense in systems, 
such as ours, which are not necessarily Markovian. 
3. Properties of arrival and departure instant measures 
From a theoretical standpoint, A and r define sequences of significant instants 
of the formal system. Thus properties of observations of the system at those instants 
are of interest. If one takes a practical view-point arising from the necessity to 
carry out measurements, the A or r instants can be used to trigger data collection. 
Our first result states that the sequences A and r are equivalent with respect to 
the measures they offer from observations af the state of the cut S, namely of {NW, 
t 20). 
Let us define for each t ~0 and natural ximber H 20, 
Y” 
\‘(n, t) =&I--l 
l(N(dT )= FZ, di <t) 
CzI l(di<t) -* 
We can siiy that U(rz, t) is the relative frequency of observing that A’(t) = rz at 
arrival insLants, and that V(n, t) is the corresponding quantity just after departure 
instants. 
‘,i+T IUh, t)- V(n, t)I = 0 if h = y. 
Analogous theorems rsre often estab!ishcd for variou: queuing theoretic models 
under prolmhilistic assumptions. 
The pro,3f of thi; theorem is simplified by the use of the following lemma. 
1 ii 
lim - Xi - - = 0 
i?cC i 1,’ I 
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for some real number 0 < w < 00. Denote by X(t) the integer 
x(t)= f l(xi<t) fortHI. 
i=I 
X(t) 
-xx ‘rl =-+F,(t) 
w 
lim k&l+ 
It= X(t) ’ 
X(f) = wt +e,(t) 
1 
-Y,ci ( , , z t + F \ ( t ) + - 0, ( c ) 
1’ 
Proot’. Clearly i + X implies .Y, -+ W: since i -C 3~) implies _tr <w, it follows that 
if andonlyif X(tb~ * 
implies that .Y.~,,~ + ‘x), it follows that 
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then 
*im I&*(t)1 
-= 
l-Btx) X(t) 
o 
which establishes (a). 
Thus we can write 
X(t) X(t)-t 1 
-++x(tj<.ts--------+ E:(f) 
V V 
where 
d(f) = XX(rj+l -(X(;+l). 
Thus 
-~t+VF::~t)~~X(r)-~t<-vyF,(t) 
where we know that by (a) 
lim IF, (t)l 
-= 
r-a X(r) 
o 
’ 
iirn Id(t)/ =o 
-X(r)+ 1 ’ 
Clearly we have 
,im Kwl -= 
f-m X(r) 
0 
and 
OX - vtl s max(+,(tjl, 11 + &t)j). 
Therefore if we write 
X(t) = vt +8,(t) 
we will have 
p, (1)1 
lim -- = 0, or lim 
I&WI o Z.C 
rtr*? X(t) tt- Vt + 8, (t) 
which necessarily implies lim,&?, (t)l/t = 0, completing the proof of (b). 
Assertion (c) is an immediate consequence of (a) and (b). G 
Corsllary 3.3. As art irnmediatcr comequeytce, we haoe 
lim N(t) -= (A -y) 
ffm c 
ifA >y 
and 
NW 
lim -- = 0 
tr= c 
if A = y. 
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Proof of Theorem 3.6. For each di <t construct LZ~(~) such that 
by assumption 2.2.1 and 2.2.2. We can then write for each n *O, 
f l(N(d~)=tZydict)= f l(N(Uk(iJ=n,di<t) 
i-z i=l 
= f l(N(Uj) =n, ai<+-A(n, t) 
j-1 
where 
Aft~,l)= f l(N(ai)=n,ai:t,niZnk,ir 
J =I 
for some di < t with IVrti’ ) = IZ ). 
Using the definition of U(rt, f) we can write 
Uit~,t~~i, l(~l,<t)--A(\~, t)= Vh, t) F l(di<t). 
I r 1 
Since 
: I((/, (I) = q l(a, <rb4v.‘u~ 
, I ,?I 
we hau! 
urn, fi -- wrz, t) = yi--p 
N(i) 
[ 
A(r2, f) --I__ - 
_, 1 lkya 
1’. 
i’v \t) I 
A f - yf + ti,, I t 1 -- H*j ( f 1 
I ‘w I) hr, f)j. --- - _.--_-____ _. _ 
* hf +H,,(f I 
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Recalling Lemma 3.2(b), we see that when h = y, 
f’tz IU(n, t)- V(n, t>l = 0. cl 
4. The rate equations 
We shall now prove a relationship akin to the birth and death equatiotrs for 
certain continuous time Markovian systems. Of course, our cortext remains strictly 
deterministic and governed only by the flow assumptions of Section 2.2. 
Define the following quantities: 
1 r 
Q(n,t)=- l(N(r)=n)dT, n>O, 
t I 0 
A(H, t)= i l(L7i<t,N(tli)=fi.) 
/I 
’ ‘l(N(T)=n)ds, rzzO 
i-1 0 
p(n+l,t)= : 
t 
l(dp3,N(d’)=n) 
/I 
l(A+) = n + 1) d7, n zo. 
i=l 0 
Theorem 4.1. rf A = y, then 
‘,\$ Ih(n, t)Q(n, tkp((I2 + 1, t)Q(n + 1, t)l= 0. 
Proof. We can write as a consequence of Theorem 3.1 that 
U(n, t) = V(n, t)+htt) 
where 
figl h (t) = 0. 
However, by definition, 
Therefore 
A tn, t)Qh, t) 
= p((r2 + 1, t)Q(!z + 1, t) * ;p 
6”; l(ffi<t)+ h(t) s 
- C l(Clict) 
Ll---1 l(di<t) t i-t 
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or 
A (I?, t)Q(n, f) -p (tz + 1, t)Q(n + 1, t) 
= p(n + 1, f)Q(n + 1, f) 
NW 
Gzl l(di<f) 
+h(f)zz 1 UUi-=~) 
f 
N(f) 
= V(n, f) t+h(r) 
Crz1 l(ai <f) 
f ’ 
Now using the fact that A = y and Lemma 3.2(b) we have 
(already mentioned in Corollary 3.31, 
1 wo 
!iIll; f l(ai<f)=h +f\Tt=A. 
I i ~1 
-’ 
Also 0 i-- V{rr, f) i 1 by definition. Therefore since lim,?, h (1) = 0 we have 
lim iA !H, f)Q(rz, f)-p(~~ + 1, f)Q(rt + 1, f)l= 0. cl 
rir 
5. Some examples 
Let us consider some examples of systems which satisfy our assumptions. 
5.1. a,=i,d,=i+vq(A=y=II 
For this case, it can be easily seen that the conditions 2.2.1 to 2.2.4 are satisfied.” 
Furthermore 
A(t) = [ tj (the integer part of t), 
so that WC may write 
Am-r+&,(r), )H,,(t)J< 1, O,,(rb=S. 
Furthermore if 
D(t) = f + HcI(r) with 0,,(t) < 0 
WC’ h;tve 
’ In fact. to avoid that the departure d,. when i = j’ is a perfect square, occurs simultaneously with 
.lri itrrival Instant, it sutficcs to add a small real number (say O.C)l) to LI, in such cases to avoid simultaneous 
,irrith and departures. 
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so that 
I +e,(t)+J;Jl+Od(C)/t 
< t s t + i&(t) + 1 + 4 l Jl -I- &(t)/t. 
By Lemma 3.2(b) we have for large enough t, 
@d(t) 
Jl + On(t)/t= 1+ 7’ 
so that 
Jk-&(t) [ 1+7 1 1 
24 
s&l. 
Since O,(t) < 0, we can write 
119 
or for large enough t, 
f)(* (r ) = -4. 
Hence 
N(r) =A(t)-D(t)-Jr+8,,(t)“~~. 
For this system it is clear that N(r) == 0 for t > 1. 
Furthermore 
1 t 
7 
I 
N(T) d7 = $4; for large enough t. 
0 
All of the results proved in Sections 3 and 4 remain true of course; however 
clearly in this case as t + 00 
A (n, t) + 0, p(n + 1, r)-+O, Qb, 0 + 0, 
U(n, t) + 0, V(n, t) -+ 0 
for all fz 50. 
,’ 3 . .Y. ai = i, di = i + K, K a constant (A = y = 1) 
This case corresponds to a system with ‘deterministic arrivals’, constant service 
and ‘an infinite number of servers’. 4 
Proceeding as in the previous exismple we have 
K<le,(t)l-+l, 
so that 
K - 1 G N(t) <K + 1 for all t large enough. 
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5.3. Comments concerning the examples 
The examples, in particular 5.1, have been chosen in order to illustrate situations 
which cannot be handled by ordinary queuing theory. The system examined in 5.1 
has no waiting time and the output rate coincides with the arrival rate. It is unstable 
in the sense that the number in the system grows indefinitely. Yet all of the theorems 
proved in Sections $4 and 6 apply to this system, which we have chosen on purpose 
to be ‘bizarre’. 
6. A modified ‘Little’s formula’ 
A well-known formula in queuing theory, initially proved by J.D.C. Little [ 1,4,6] 
states that “fi = AT” or that the average number in the system is given by the 
product of the arrival rate and of the response time. Under our assumptions (2.2.1 
to 2.2.4) this formula does not hold in its standard form as we shall see below. 
Define 
This quantity can be viewed as the average of the time intervals separating arrival 
and departure intervals. If the arrival instant ai in some sense provokes the departure 
instant dz, then it can be interpreted as an average response time of the system in 
the time interval [O, t[. 
Theorem 6.1. If A = y the/t 
lim ’ 1 ’ -- 
l I ft= l t 
N(T) d? -AT(t) = 0. 
I) 
Remxk 6.2. In many queuing systems one proves that “the average number in 
the system is equal to the arrival rate multiplied by the average response time”, 
although cases in which this resuh (Little’s formula) does not hold can be constructed 
151. Theorem 5 1 states that under assumptions 22.1 to 22.4, these quantities 
differ at most by a function of t which increases strictly more slowly than t. 
Proof of Theorem 6J. Let us define for each d,, 
LI IllI - -- supb,: u, +t,, N(q) = N(ni',]. 
Then clearly 
I 
I 
N(r)d7- $ (d,-Ojci,)l(di<t,+ N(T) d7 
(1 111 
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where we recall that 
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d D(t) = SUp{di : di < c}. 
We must have 
f (di -CLici,)l(di <t) = z (d,--ai)l(di <t) 
i=l i=l 
because by assumption 
f l(ai<t)> f l(di<t), 
i=l i=l 
SO that for each di < t there must be at least one aj < t. Therefore 
J 
t 
N(7) dT = T(t) f l(di < t) + 
t 
N(T) dn 
0 i=l I &xr I 
In the interval ]dntI,, t[, N(r) is a non-decreasing function of T, therefore 
Hence using Lemma 3.2(a) and (c), we have 
&,t, = 
D(t) 
-+ m) = t +&f(t) +&w/y, 
Y 
so that 
1 t I-J Y&f(~) + &W l lmlvw%f(f)ll t dL>,r, Yf 
where we have used (for h = y) Lemma 3.2(c): 
‘Thus since 
ix? 
c l(d, <r)=yr +f?,#)=Ar +0,,(t), 
I 1 
we have 
11 f &f(t) -- I J t t 0 Rr(T)dT-A T(r)+T ( )I , 
(hF~(t)+8,1(t))(8,(t)-~,f(t)) 
<- - 
At2 
. 
Since as t + CIO, &(r)/t +O, &(t)/t 4, F&)/t + 0, we have 
11 t 
Em- - I J t?a f t N(T)dT--AT(t) =O. q ()
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7. Some sufficient conditions for Little’s formula 
Theorem 6.1 is not Little’s formula in its usual form. Yet this formula is 
particularly useful in obtaining the ‘average response time’ from a measurement 
of the *average number’ and vice-versa. It is thus of interest to determine further 
restrictions which allow the formula to hold. In this section we consider some 
restrictions of interest. Of course, we assume that 2.2.1 to 2.2.4 hold. 
7.1. Finite capacity systems 
Many practical (in fact most) systems have the property that N(t) <A4 < 00; i.e. 
the maximum capacity in ‘number of customers’ is some finite integer M. In this 
case we see that Little’s formula holds. 
Theorem 7.1 . If N( t ) C A4 for all t, then, where A = y, 
1 c I I ; N(7) YlT-AT(t) =a 0 
Proof. Using the proof of Theorem 6.1 we write 
I 
I 
N(7) d7 = TU)D(f) + N(T) d7. 
0 
Hut 
and thertfore 
N(?)dr - A + 
( 
hence the resuit as t 3 co. cl 
C’learlv in a tinite capacity system, an arrival which occurs when M(r) = M is 
immediately transformed into a departure (ix. rejections are included in the 
departure stream). The following result is practically immediate. 
Remark 7.E. For a finite capacity system we must have A = y. 
Proof. If A -.xy we must huvc i\‘(t)+ -I-CO by Corollary 3.3. bir’ ?‘(t)~M: hence 
rit follow5 that h - y. r-1 i -2 
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7.2. Systems with less than linearly increasing empirical asymptotic uariarxe 
The detailed behaviour of the trajectory N(t) depends, of course, on the para- 
meters of the arrival and departure streams. Let us write for all i 2 1, 
. . 
ai = i+@(i), di = ‘+6(i). 
Y 
Clearly ((Y (i)/i) + 0, @(0)/i + 0 as i + 00, by assumption 2.2.4. Notice that 
i 
c [( 1 a(i) = ai -ai_,)-, , j=l 1 
so that it is the sum of the differences between the interarriva! times (ni - ai _ 1) and 
l/h (which can be interpreted as an empirical ‘average interarrival time’). 
Then 
(cw(i)? 1 i. 
--=; i i 4 _,
1 
(aj-aj-~)-h 11 
1 
(Uk -ak -I)-, 1 
k=l 
can be interpreted as an empirical variance. The same comment may be made 
about (S(i))*/i. In this section we shall assume that these empirical variances are 
asymptotically zero. 
Theorem 7.3. Let A = y artd 
Therz Little’s fomrcla holds for the trajectoq 
Proof. We proceed as in the proof of Theorem 6.1, until we can write 
J 
r 
J 
r 
N(7) dr = T(t)D(t)+ N(T) d,r. 
0 (111,r b 
Thus WC may write for A = y, 
&cr, 
D(t) = -++S(D(t)) 
Y 
and 
Also 
Atti 
-+~(A(t)jr-t s 
1 A(t) 
A :+ 
TI-Aa(A(t)+ 1). 
Similarly 
Ac - I +a(A(tf)=AA(t)cU -hcu(A(tH. 
Therefore writing N(t) = A(t)---Dtt) and 
it folbv;s that each term on the right-hand side of the above inequality tends to 
/c=rc) 3s r -+ .x, hcnco the result. zl 
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7.3. Systems with asymptotically bounded interdeparture times 
In this section we shall examine another class of systems for which Little’s formula 
holds. These are systems with asymptotically bounded interdeparture times. 
The interdeparture times are defined by 
Di=di-di-l, i>l, 
and can be expressed as 
Di 
1 
= -+d(i) 
Y 
where 
di = ~ Dj=‘+ ~ d(j) 
j=l Y j=l 
1 i 
$7 C d(j) =O. 
j=l 
Clearly assumption 2.2.4 can be interpreted as stating that the asymptotic average 
value of the terms d(i) is zero, or that the asymptotic average value of ths Di is 1 /y : 
The s+tem will be said to have asymptotically bounded interdeparture times if 
where d is some real number. Equivalently, we have 
)1;$ u (i ) s D - --. 
Y 
Remark and Example. Clearly if a system’s interdeparture times are bounded then 
they are asymptotically bounded. As an instance of such a system, consider the 
following example. Suppose that a system considered has the property that the 
interdeparture times are bounded when the number of customers in the system is 
non-zero, and the interarrival time is bounded when the number of customers is 
zero (e.g. emptying the system provokes a new arrival after some finite time); 
formally: 
d i+*-di<D’<oo if N(dT)>O, 
ai+l-ai <A'<~Q if N(t) = 0 for some t El@, ai+,]. 
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Then clearly for all i 2 0, 
d ,+I-di<A'+D'. 
Theorem 7.4. Little’s formula /jolds if the system has asymptotically bounded inter- 
departure times. 
Proof. As in the previous proofs, it suffices to consider the term 
Y(T) dr+-----•--’ N(c) (t - dm,) 
t 
2.y (~+fi(D(t~+l)-S(D(t~)). 
Y 
Clearly 
ti(Dw+ l)-s(D(t))=dn,l)+l--do,,, 
and since D(f) + + 00 as t + 03 it follows that 
Hence, when A = y, 
8. Conclusions 
In this paper we have introtiu& and developed a new theory of discrete space 
deterministic systems, such as deterministic queuing networks or Petri nets. The 
purpose is to provide a theoretical framework for the performance modelling of 
complex computer systems. The motivation is therefore similar to the one which 
presides in research on stochastic performance models and operational analysi:; 
techniques. It differs from queuing network models in that our approach is strictly 
deterministic (hence concerns only one observed trajectory of the system). Our 
approach also differs from operational analysis rince we consider limiting behaviours 
over an infinite time span. Furth,ermore, our basic assumptions concern the sequence. 
of instants at which events occur in the system, and in particular their limiting 
hehaviour. 
In the present paper we have considered only scalar properties: these may be 
viewed 2~s properties pertaining either to the aggregate system state or to a single 
itssource or server of the system. 
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We have shown the identity of arrival and departure instant measures, the 
existence of birth and death type equations, as well as a weaker form of Little’s 
formula, all under rather weak assumptions on the limiting behaviour of significant 
events. We have tl - constrained the system behaviour to obtain several cases 
where Little’s fern . satisfied in its usual form. 
In subsequent papers we plan to investigate in greater detail the relations between 
our approach and conventional stochastic models. 
In particular, in [S] we use 0c.r approach to examine the single server queue 
under very general assumptions which only require that the interarrival times and 
service times each have an asymptotic average, and where batch arrivals or 
services are also allowed. Subsequent papers shall deal with the case of general 
networks. 
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