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Abstract
We consider the nonlinear eigenvalue problem on an interval
−u′′(t)+ g(u(t))= λ sinu(t), u(t) > 0, t ∈ I := (−T,T ), u(±T )= 0,
where λ > 0 is a parameter and T > 0 is a constant. It is known that if λ 1, then the corresponding
solution uλ has boundary layers. In this paper, we establish an asymptotic expansion of the width of
the boundary layers of uλ when λ 1, which is explicitly represented by g and completely different
from that of the case where g ≡ 0.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
We consider the following nonlinear eigenvalue problem
−u′′(t)+ g(u(t))= λ sinu(t), t ∈ I := (−T ,T ), (1.1)
u(t) > 0, t ∈ I, (1.2)
u(±T )= 0, (1.3)
where λ > 0 is a parameter and T > 0 is a constant. We assume the following conditions:
(A1) g ∈Cm(R) (m 1) and g(u) > 0 for u > 0;
(A2) g(0)= g′(0)= 0;
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The typical example of g(u) is g(u)= |u|p−1u (p > 1).
Equations (1.1)–(1.3) is regarded as the equations of simple pendulum with a self-
interaction term g(u) and is well known as the model which has the boundary layer
solutions when λ 1. Indeed, we know from [1–3] that
(P1) For a given λ ∈ R, (1.1)–(1.3) has a solution uλ ∈ C2(I¯ ) if and only if λ ∈ RT :=
{λ ∈R: λ > π2/(2T )2}. Moreover, the uniqueness of solution holds.
(P2) ‖uλ‖∞ < π and uλ→ π locally uniformly in I as λ→∞.
Therefore, we see that uλ develops boundary layers when λ 1 and one common motiva-
tion to study this kind of equation is to investigate the asymptotic behavior of the boundary
layers as λ→∞. For the problems in this direction, we refer to [5], in which more general
class of singular perturbation problems are analyzed.
The purpose of this paper is to establish an asymptotic expansion of the boundary layer
of uλ, which is represented explicitly by the nonlinear term g(u).
To explain our motivation more precisely, let us consider the case g ≡ 0. In this case,
we denote by u0,λ the unique solution associated with given λ > π2/(2T )2. It is known
that u0,λ also develops boundary layers as λ→∞ and it is known (cf. [4]) that as λ→∞,
u′0,λ(±T )2 = 4λ(1− 16e−2(1+o(1))
√
λT ), (1.4)
‖u0,λ‖∞ = π − 8
(
1+ o(1))e−√λ(1+o(1))T . (1.5)
It should be noted that the second terms in the right-hand side of (1.4) and (1.5) decay
exponentially as λ→∞.
The natural question we have to ask here is whether u′λ(T ) coincides with u′0,λ(T ) up
to the second term asymptotically. Moreover, if the answer is in the negative, then which is
steeper, u′0,λ(T ) or u′λ(T ) when λ 1?
To answer this question, we establish an asymptotic expansion of u′λ(±T )2 as λ→∞,
which is explicitly represented by g. More precisely, we show that the second term of
u′λ(±T )2 is a constant, and the rest terms decay algebraically as λ →∞. Therefore,
u′0,λ(T ) is steeper than u′λ(T ) when λ 1.
Our approach depends on the asymptotic expansion of ‖uλ‖∞ as λ→∞, which is
obtained by the argument based on mathematical induction.
Now we state our results. Let G(u) := ∫ u0 g(s) ds.
Theorem 1. The following asymptotic formula holds as λ→∞:
u′λ(±T )2 = 4λ− 2G(π)+
m+1∑
k=1
ak
λk
+ o
(
1
λm+1
)
, (1.6)
where ak (k = 1,2, . . . ,m+ 1) are constants determined by {g(j)(π)}k−1 .j=0
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a1 = g(π)2, a2 =−g(π)2g′(π),
a3 = 112g(π)
4 + g(π)2g′(π)2 + 1
3
g(π)3g(2)(π). (1.7)
Theorem 2. The following asymptotic formula holds as λ→∞:
‖uλ‖∞ = π −
m+1∑
k=1
bk
λk
+ o
(
1
λm+1
)
, (1.8)
where bk (k = 1,2, . . . ,m+ 1) are constants determined by {g(j)(π)}k−1j=0.
For example,
b1 = g(π), b2 =−g(π)g′(π),
b3 = 16g(π)
3 + g(π)2g′(π)+ 1
2
g(π)2g(2)(π). (1.9)
2. Proof of theorems
We begin with the fundamental equalities which play important roles in this section.
Multiply (1.1) by u′λ. Then for t ∈ I¯ ,(
u′′λ(t)+ λ sinuλ(t)− g
(
uλ(t)
))
u′λ(t)= 0.
Since uλ(0)= ‖uλ‖∞, this implies that for t ∈ I¯ ,
1
2
u′λ(t)2 − λ cosuλ(t)−G
(
uλ(t)
)≡ constant
=−λ cos‖uλ‖∞ −G
(‖uλ‖∞) (put t = 0)
= 1
2
u′λ(T )2 − λ (put t = T ). (2.1)
By this, for t ∈ I¯ , we obtain
1
2
u′λ(t)2 = λ
(
cosuλ(t)− cos‖uλ‖∞
)+G(uλ(t))−G(‖uλ‖∞). (2.2)
Lemma 3. Let 0 < t0  1 be fixed. Then as λ→∞,
Rλ := λ sin ‖uλ‖∞ − g
(‖uλ‖∞)= o(λe−√λt0). (2.3)
Proof. We note that Rλ =−u′′λ(0) > 0. Then by Taylor expansion and (P2), for 0 < t < t0
and λ 1, we obtain
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(
uλ(t)− ‖uλ‖∞
)
− 1
2
cos‖uλ‖∞
(
uλ(t)− ‖uλ‖∞
)2(1+ o(1)), (2.4)
G
(
uλ(t)
)=G(‖uλ‖∞)+ g(‖uλ‖∞)(uλ(t)− ‖uλ‖∞)
+ 1
2
(
g′
(‖uλ‖∞)+ o(1))(uλ(t)−‖uλ‖∞)2. (2.5)
Then by (A3), (2.4), and (2.5), for 0 < t < t0 and λ 1, we have
λ
(
cosuλ(t)− cos‖uλ‖∞
)+G(uλ(t))−G(‖uλ‖∞)
=Rλ
(‖uλ‖∞ − uλ(t))+
(
1
2
λ+ 1
2
g′(π)+ o(1)
)(‖uλ‖∞ − uλ(t))2
Rλ
(‖uλ‖∞ − uλ(t))+ 12λ
(‖uλ‖∞ − uλ(t))2 > 0. (2.6)
Since u′λ(t) < 0 for 0 < t < T , by (2.2), we have
−u′λ(t)=
√
2λ
(
cosuλ(t)− cos‖uλ‖∞
)+ 2G(uλ(t))−G(‖uλ‖∞). (2.7)
This along with (2.6) implies that for λ 1,
t0 =
t0∫
0
1 dt =
t0∫
0
−u′λ(t)√
2λ(cosuλ(t)− cos‖uλ‖∞)+ 2(G(uλ(t))−G(‖uλ‖∞)) dt

‖uλ‖∞∫
uλ(t0)
1√
2Rλ(‖uλ‖∞ − θ)+ λ(‖uλ‖∞ − θ)2
dθ
=
‖uλ‖∞−uλ(t0)∫
0
1√
2Rλs + λs2
ds
(
put t =
√
s
2Rλ + λs
)
=
Aλ∫
0
2
1− λt2 dt =
1√
λ
log
(
1/
√
λ+Aλ
1/
√
λ−Aλ
)
,
where
Aλ :=
√
‖uλ‖∞ − uλ(t0)
2Rλ + λ(‖uλ‖∞ − uλ(t0)) .
This implies that√
(‖uλ‖∞ − uλ(t0))
2Rλ + λ(‖uλ‖∞ − uλ(t0)) 
1√
λ
e
√
λt0 − 1
e
√
λt0 + 1 . (2.8)
By this and (P2), for λ 1, we obtain
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2e
√
λt0λ(‖uλ‖∞ − uλ(t0))
(e
√
λt0 − 1)2 = o(λe
−√λt0).
Thus the proof is complete. ✷
Proof of Theorem 2. The proof is divided into four steps.
Step 1. We put r0,λ := π − ‖uλ‖∞. Then by Lemma 3 and (P2), for λ 1,
λ sin ‖uλ‖∞ = λ sin(π − r0,λ)= λ sin r0,λ = λ
(
1+ o(1))r0,λ
= g(‖uλ‖∞)+ o(λe−√λt0)= g(π)+ o(1). (2.9)
This implies r0,λ = g(π)/λ+ o(1/λ) for λ 1. That is,
‖uλ‖∞ = π − b1
λ
+ o
(
1
λ
)
, (2.10)
where b1 = g(π).
Step 2. We put
r1,λ := ‖uλ‖∞ −
(
π − b1
λ
)
. (2.11)
Then since r1,λ = o(1/λ) as λ→∞ by (2.10), by Taylor expansion, for λ 1, we obtain
sin ‖uλ‖∞ = sin
(
π −
(
b1
λ
− r1,λ
))
= sin
(
b1
λ
− r1,λ
)
=
(
b1
λ
− r1,λ
)
− 1
3!
(
1+ o(1))(b1
λ
− r1,λ
)3
= b1
λ
− r1,λ −O
(
1
λ3
)
, (2.12)
g
(‖uλ‖∞)= g(π)+ g′(π)(1+ o(1))(‖uλ‖∞ − π)
= g(π)+ g′(π)
(
−b1
λ
+ r1,λ
)
+ o
(
1
λ
)
= g(π)− g
′(π)b1
λ
+ o
(
1
λ
)
. (2.13)
Then by Lemma 3, (2.12), and (2.13), we obtain
Rλ = λ sin‖uλ‖∞ − g
(‖uλ‖∞)=−λr1,λ + g′(π)b1
λ
+ o
(
1
λ
)
= o(λe−
√
λt0). (2.14)
This implies that r1,λ = g′(π)b1(1+ o(1))/λ2. That is,
‖uλ‖∞ = π − g(π)
λ
+ g
′(π)b1
λ2
+ o
(
1
λ2
)
(2.15)
and b2 =−g′(π)b1 =−g′(π)g(π).
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We put
r2,λ := ‖uλ‖∞ −
(
π −
2∑
j=1
bj
λj
)
. (2.16)
Then since r2,λ = o(1/λ2) as λ→∞ by (2.15), we obtain
λ sin ‖uλ‖∞ = λ sin
(
π −
( 2∑
j=1
bj
λj
− r2,λ
))
= λ sin
( 2∑
j=1
bj
λj
− r2,λ
)
= λ
[( 2∑
j=1
bj
λj
− r2,λ
)
− 1
3!
( 2∑
j=1
bj
λj
− r2,λ
)3(
1+ o(1))
]
= b1 + b2
λ
− λr2,λ − 16
b31
λ2
+ o
(
1
λ2
)
, (2.17)
g
(‖uλ‖∞)= g(π)− g′(π)
( 2∑
j=1
bj
λj
− r2,λ
)
+ 1
2!g
(2)(π)
( 2∑
j=1
bj
λj
− r2,λ
)2(
1+ o(1))
= g(π)− g
′(π)b1
λ
− g
′(π)b2
λ2
+ 1
2
g(2)(π)
b21
λ2
+ o
(
1
λ2
)
. (2.18)
By (2.17) and (2.18),
Rλ =−λr2,λ −
(
1
6
b31 − g′(π)b2 +
1
2
g(2)(π)b21
)
1
λ2
+ o
(
1
λ2
)
= o(λe−
√
λt0). (2.19)
This implies that
r2,λ =−
(
1
6
b31 − g′(π)b2 +
1
2
g(2)(π)b21
)
1
λ3
+ o
(
1
λ3
)
and
b3 = 16b
3
1 − g′(π)b2 +
1
2
g(2)(π)b21 =
1
6
g(π)3 + g(π)g′(π)2 + 1
2
g(π)2g(2)(π).
Step 4. We fix 3  k  m. We assume that k = 2n for simplicity, since the case k =
2n+ 1 can be treated by the same argument as that of the case k = 2n. Furthermore, we
assume that there exist constants {bj }kj=1 such that bj (j = 1, . . . , k) are determined by
{g(i)(π)}j−1i=0 and as λ→∞,
‖uλ‖∞ = π −
k∑ bj
λj
+ o
(
1
λk
)
. (2.20)j=1
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rk,λ := ‖uλ‖∞ −
(
π −
k∑
j=1
bj
λj
)
. (2.21)
For x > 0, k  3, and i  1, we write
(b1x + b2x2 + · · · + bkxk)i =Bk,i,1xi +Bk,i,2xi+1 + · · · +Bk,i,k−i+1xk
+Bk,i,k−i+2xk+1 + · · · +Bk,i,ik−i+1xik. (2.22)
Then by Taylor expansion and (2.21), for λ 1,
λ sin ‖uλ‖∞ = λ sin
(
π −
(
k∑
j=1
bj
λj
− rk,λ
))
= λ sin
(
k∑
j=1
bj
λj
− rk,λ
)
= λ
(
k∑
j=1
bj
λj
− rk,λ
)
− λ
3!
(
k∑
j=1
bj
λj
− rk,λ
)3
+ · · ·
+ (−1)n λ
(k + 1)!
(
k∑
j=1
bj
λj
− rk,λ
)k+1(
1+ o(1)), (2.23)
g
(‖uλ‖∞)= g(π)− g′(π)
(
k∑
j=1
bj
λj
− rk,λ
)
+ 1
2!g
(2)(π)
(
k∑
j=1
bj
λj
− rk,λ
)2
+ · · ·
+ (−1)k 1
k!g
(k)(π)
(
k∑
j=1
bj
λj
− rk,λ
)k(
1+ o(1)). (2.24)
We calculate Rλ. By the definition of {bj }, we see that the terms {βj/λj }k−1j=0 are canceled
out in Rλ, where {βj }k−1j=0 are some constants (cf. (2.14) and (2.19) for k = 1 and k = 2,
respectively). Then since rk,λ = o(1/λk) as λ→∞, by Lemma 3, (2.22)–(2.24), for λ 1,
we obtain
Rλ =−λrk,λ + ξ
λk
+ o
(
1
λk
)
= o(λe−
√
λt0), (2.25)
where
ξ :=
[
(−1)1 1
3!Bk,3,k−1 + (−1)
2 1
5!Bk,5,k−3 + · · · + (−1)
n 1
(k + 1)!Bk,k+1,1
]
−
[
(−1)1g(1)(π)Bk,1,k + (−1)2 12!g
(2)(π)Bk,2,k−1 + · · ·
+ (−1)k 1
k!g
(k)(π)Bk,k,1
]
.
This implies that there exists a constant bk+1 such that for λ 1,
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λk+1
+ o
(
1
λk+1
)
. (2.26)
Clearly, bk+1 is determined by Bk,j,i (1 i, j  k+1) and g(j)(π) (1 j  k). Moreover,
Bk,j,i (1 i, j  k + 1) is determined by {bj }kj=1, which are determined by g(j)(π) (1
j  k − 1) by the induction assumption. Consequently, bk+1 is determined by g(j)(π)
(1  j  k). Then (1.8) follows from (2.21) and (2.26). Thus the proof of Theorem 2 is
complete. ✷
Proof of Theorem 1. For simplicity, let m= 2n, since the case where m= 2n+ 1 can be
treated by the same argument as that of the case m= 2n. By (2.22), Theorem 2 and Taylor
expansion at θ = π , we obtain
cos‖uλ‖∞ =−1+
n+1∑
j=1
(−1)j+1 1
(2j)!
(‖uλ‖∞ − π)2j + o
(
1
λ2(n+1)
)
=−1+
n+1∑
j=1
(−1)j+1 1
(2j)!
(
−
m+1∑
k=1
bk
λk
+ o
(
1
λm+1
))2j
+ o
(
1
λ2(n+1)
)
=−1+
m+2∑
k=1
ck
λk
+ o
(
1
λm+2
)
, (2.27)
G
(‖uλ‖∞)=G(π)+ g(π)(‖uλ‖∞ − π)
+
m∑
k=1
1
(k + 1)!g
(k)(π)
(‖uλ‖∞ − π)k+1 + o
(
1
λm+1
)
=G(π)+ g(π)
(
−
m+1∑
k=1
bk
λk
+ o
(
1
λm+1
))
+
m∑
k=1
1
(k + 1)!g
(k)(π)
(
−
m+1∑
k=1
bk
λk
+ o
(
1
λm+1
))k+1
+ o
(
1
λm+1
)
=G(π)+
m+1∑
k=1
dk
λk
+ o
(
1
λm+1
)
, (2.28)
where {ck}m+2k=1 and {dk}m+1k=1 are some constants. Since c1 = 0, by (2.1), (2.27), and (2.28),
we obtain
1
2
u′λ(T )2 = λ
(
1− cos‖uλ‖∞
)−G(‖uλ‖∞)
= 2λ−G(π)+
m+1∑ −ck+1 − dk
λk
+ o
(
1
λm+1
)
. (2.29)k=1
T. Shibata / J. Math. Anal. Appl. 283 (2003) 431–439 439Therefore, ak = −2(ck+1 + dk) for k = 1,2, . . . ,m + 1. Since ck (k = 1,2, . . . ,m + 2)
and dk (k = 1,2, . . . ,m+ 1) are determined by {bj }k−1j=1 and {bj }kj=1, respectively, by The-
orem 2, we see that ak (k = 1,2, . . . ,m+ 1) are determined by {g(j)}k−1j=0. Finally, since
u′λ(T )2 = u′λ(−T )2, by (2.29), we get Theorem 1. ✷
References
[1] D.G. Figueiredo, On the uniqueness of positive solutions of the Dirichlet problem −∆u = λ sinu, Pitman
Res. Notes Math. 122 (1985) 80–83.
[2] R.E. O’Malley Jr., Phase-plane solutions to some singular perturbation problems, J. Math. Anal. Appl. 54
(1976) 449–466.
[3] R.E. O’Malley Jr., Singular Perturbation Methods for Ordinary Differential Equations, Springer, New York,
1989.
[4] T. Shibata, Precise spectral asymptotics for the Dirichlet problem −u′′(t) + g(u(t)) = λ sinu(t), J. Math.
Anal. Appl. 267 (2002) 576–598.
[5] D.R. Smith, Singular-Perturbation Theory, Cambridge Univ. Press, Cambridge, 1985.
