Let A and B be two Archimedean vector lattices and let T : A → B be a lattice homomorphism. We call that T is laterally closed if T (D) is a maximal orthogonal system in the band generated by T (A) in B, for each maximal orthogonal system D of A. In this paper we prove that any laterally closed lattice homomorphism T of an Archimedean vector lattice A with universal completion A u into a universally complete vector lattice B can be extended to a lattice homomorphism of A u into B, which is an improvement of a result of M. Duhoux and M. Meyer [M. Duhoux and M. Meyer, Extended orthomorphisms and lateral completion of Archimedean Riesz spaces, Ann. Soc. Sci. Bruxelles 98 (1984) 3-18], who established it for the order continuous lattice homomorphism case. Moreover, if in addition A u and B are with point separating order duals (A u ) and B respectively, then the laterally closedness property becomes a necessary and sufficient condition for any lattice homomorphism T : A → B to have a similar extension to the whole A u . As an application, we give a new representation theorem for laterally closed d-algebras from which we infer the existence of d-algebra multiplications on the universal completions of d-algebras.
Introduction
The well-known Hahn-Banach extension theorem for linear functional has been generalized in many directions. One of the earliest results concerning extensions of positive linear operators is the following celebrated theorem of L.V. Kantorovich.
Theorem 1. Let A be an Archimedean vector lattice and let G be a linear subspace of A majorizing A (i.e., for every x ∈ A, there exists an element y ∈ G such that |x| y). Then every positive linear operator T defined on G with values in a Dedekind complete vector lattice B, can be extended to a positive linear operator from A to B.
It is well known also, that the above theorem is valid for any lattice homomorphism, see [2, 12, 14, 19] . More precisely, any lattice homomorphism defined on a majorizing sublattice with values in a Dedekind complete vector lattice can be extended to a lattice homomorphism defined on the whole space. We refer to [2, 12] for the details. Some extension problems for lattice homomorphism were also discussed in [7] . In fact, M. Duhoux and M. Meyer proved that every order continuous lattice homomorphism T from an Archimedean vector lattice A into a universally complete vector lattice B can be extended to a lattice homomorphism on the whole universal completion A u of A. We refer to [7, Proposition 2.1] . Note that the assumption: the lattice homomorphism T is assumed to be order continuous, can be considerably relaxed by using a weaker property, the so called laterally closedness. One of the main differences between the approach of M. Duhoux and M. Meyer and ours is that we always consider the f -algebra theory, whereas they do not make use of the multiplication structure of A u .
In addition, we prove that if A u and B are with point separating order duals (A u ) and B respectively, then the laterally closedness property becomes a necessary and sufficient condition for any lattice homomorphism T : A → B to have a similar extension to the whole A u .
This fundamental result will be applied in several directions. One of the major applications, is the d-algebra representation theorem. The stimulus of our investigation is the following question: can the multiplication of an Archimedean d-algebra A be extended to its universal completion? The order continuity of the multiplication of an Archimedean f -algebra makes it easy to extend the f -algebra multiplication to the universal completion. To define a d-algebra multiplication on the universal completion of an Archimedean d-algebra turns out to be much harder. Indeed, the multiplication on a d-algebra need not be order continuous. We obtain our answer by way of a general structure theorem for an Archimedean d-algebra in which the multiplication is laterally closed. Moreover, if in addition the universal completion A u of an Archimedean d-algebra A has the point separating order dual (A u ) , then the answer of the cited above question is affirmative if and only if the multiplication on A is laterally closed.
We take it for granted that the reader is familiar with the notions of vector lattices (or Riesz spaces) and operators between them. For terminology, notations and concepts that are not explained in this paper we refer to the standard monographs [1, 16, 22] .
Definitions and notations
In order to avoid unnecessary repetitions we will suppose that all vector lattices and -algebras under consideration are Archimedean.
Let us recall some of the relevant notions. Let A be a (real) vector lattice. A vector subspace I of A is called order ideal (or o-ideal) whenever |a| |b| and b ∈ I imply a ∈ I . Every o-ideal is a vector sublattice of A. The principal o-ideal generated by 0 e ∈ A is denoted by A e and it is a sublattice of A. Let A be a vector lattice (or Riesz space). A subset S of the positive cone A + is called an orthogonal system of A if 0 / ∈ S and if u ∧ v = 0 for each pair (u, v) of distinct elements of S. It is clear from Zorn's lemma that every orthogonal system of A is contained in a maximal orthogonal system. An element e of a vector lattice A is called weak order unit (respectively strong order unit) of A whenever {e} is a maximal orthogonal system of A (respectively A e = A).
Let A be a vector lattice, let 0 v ∈ A, the sequence {a n , n = 1, 2, . . .} in A is called (v) relatively uniformly convergent to a ∈ A if for every real number ε > 0, there exists a natural number n ε such that |a n − a| εv for all n n ε . This will be denoted by a n → a (v). If a n → a (v) for some 0 v ∈ A, then the sequence {a n , n = 1, 2, . . .} is called (relatively) uniformly convergent to a, which is denoted by a n → a(r.u). The notion of (v) relatively uniformly Cauchy sequence is defined in the obvious way. A vector lattice is called relatively uniformly complete if every relatively uniformly Cauchy sequence in A has a unique limit. Relatively uniformly limits are unique if A is Archimedean, see [13, Theorem 63.2] .
A linear mapping T defined on a vector lattice A with values in a vector lattice B is called
A positive operator π on a vector lattice A is called positive orthomorphism if it follows from x ∧ y = 0 that π(x) ∧ y = 0. The difference of two positive orthomorphisms is called an orthomorphism. The collection of all orthomorphisms on A is denoted by Orth(A).
In next lines, we recall definitions and some basic facts about f -algebras. For more information about this field, we refer the reader to [1, 16] . A (real) algebra A which is simultaneously a vector lattice such that the partial ordering and the multiplication in A are compatible, so a, b ∈ A + implies ab ∈ A + is called lattice-ordered algebra (briefly -algebra). In an -algebra A we denote the collection of all nilpotent elements of A by N(A). An -algebra A is referred to be semiprime if N(A) = {0}. An -algebra A is called an f -algebra if A verifies the property that a ∧ b = 0 and c 0 imply ac ∧ b = ca ∧ b = 0. Any f -algebra is automatically commutative and has positive squares. Every unital f -algebra (i.e., an f -algebra with a unit element) is semiprime. Let A be an f -algebra with unit element e, then for every 0 f ∈ A, the increasing sequence 0 f n = f ∧ ne converges (relatively) uniformly to f in A (for details, see, e.g., [1, Theorem 8.22] ).
Also we need the following definition. An -algebra A is called a d-algebra whenever it follows from a ∧b = 0 and c 0 that ac ∧bc = ca ∧cb = 0 (equivalently, whenever |ab| = |a||b| for all a, b ∈ A). In other words, multiplications by positive elements in a d-algebra A are lattice homomorphisms. Contrary to f -algebras, d-algebras need not be commutative nor have positive squares. For elementary theory of d-algebras we refer to [20] .
The final paragraph of this section deals with some facts about Dedekind complete and universally complete vector lattices. The vector lattice A is called Dedekind complete if for each non-void majorized set B ⊂ A, sup B exists in A. Every vector lattice A has a Dedekind completion A ∧ , this means that there exists a Dedekind complete vector lattice A ∧ containing A as a vector sublattice and such that x = sup{x ∈ A, x x } = inf{x ∈ A, x x } holds for each x ∈ A ∧ . By these properties, A ∧ is determined uniquely to within lattice isomorphism. As a consequence, we deduce that A is coinitial in A ∧ , that is, for all 0 < x ∈ A ∧ there exists 0 < x ∈ A such that 0 < x x and A is cofinal in A ∧ , that is, for all 0 y ∈ A ∧ there exists 0 y ∈ A such that 0 < y y. For more about this concept, see [13, Chap. IV] . The vector lattice A is called laterally complete if every orthogonal system in A has a supremum in A and if it is Dedekind complete and laterally complete is said to be universally complete. Every vector lattice A has a universal completion A u , this means that there exists a unique (up to a lattice isomorphism) universally complete vector lattice A u such that A can be identified with an order dense sublattice of A u . Moreover, the Dedekind completion A ∧ of the vector lattice A is an order dense ideal of its universal completion A u . For more properties about universal completion, see [22, Chap. VII, Section 51].
The extension theorem
It is well known that any lattice homomorphism T 0 defined on a vector lattice A with values in a Dedekind complete vector lattice B can be extended to a lattice homomorphism T defined on the whole Dedekind completion A ∧ of A; see [2, 12] . Some extension problems for lattice homomorphisms were also discussed in [7] . In this section, we study mainly the corresponding problem for the universal completion A u of A and where B is a universally complete vector lattice. More precisely, we will answer extensively to the following question: under what conditions a lattice homomorphism T : A → B has a similar extension on the whole A u ? First, we will give an example illustrating the fact that in general a lattice homomorphism T from a vector lattice A into a universally complete vector lattice B cannot be extended to a lattice homomorphism on the universal completion of A. In order to hit this mark, we need the following notations.
Let X a topological space, then any continuous mapping f on X into R ∞ such that the set {x ∈ X, −∞ < f (x) < +∞} is dense in X is called an extended real continuous function on X. The set of all such functions is denoted by C ∞ (X). It was proved in [13, Chap. VII, Section 44] that C ∞ (X) need not be necessarily a linear space. But if we assume that the topological space X is extremally disconnected (i.e., the closure of every open set of X is open) we deduce in this case that C ∞ (X) is a linear space. Moreover, C ∞ (X) is also the universal completion of the vector lattice C(X). For details, see [13, Chap. VII, Section 47]. We are now in position to give the example in question. Example 1. Let K be an extremally disconnected compact space and let C(K) be the collection of all real continuous functions on K and let x 0 be a non-isolated point of K. Let the mapping
Then T is a lattice homomorphism, which cannot be extended to a lattice homomorphism on C ∞ (K).
As observed in Example 1, it is natural to impose an additional condition to a lattice homomorphism T from a vector lattice A into a universally complete vector lattice B to have a similar extension on the universal completion A u of A, which justifies our following definition. In [16, Remark 19 .5] De Pagter proved that for any uniformly complete vector lattice A with strong order unit e, there exists a unique multiplication in A such that A is an f -algebra with unit element e. Next, we prove the corresponding result for any universally complete vector lattice.
Lemma 1. Let A be a universally complete vector lattice and let e be a weak order unit of A.
Then there exists a unique multiplication in A such that A is an f -algebra with unit element e.
Proof.
Since that there exists a unique multiplication (denoted by juxtaposition) on A e in such a manner A e becomes an f -algebra with unit element e (see [16, Remark 19.5] ). Let x ∈ A e . Since every π x ∈ Orth(A e ) defined by π x (y) = xy is an order continuous, it is not hard to prove that π x has a unique extension π * ∈ Orth(A) (for details, see [17, Theorem 3.9] ), then A becomes an f -algebra with unit element e, which completes the proof. 2 Remark 2. We remark that any universally complete vector lattice can be seen as a universally complete unital f -algebra. So in the sequel we denote its f -algebra multiplication by juxtaposition.
For the sake of simplicity we introduce the following definition.
Definition 2.
Let G be a sublattice of an f -algebra A with unit element e. A is said to satisfy the Stone condition whenever a ∧ e ∈ G + for all a ∈ G + .
The next lemmas are an essential ingredient for our first extension theorem. 
Proof. Let a ∈ A and α ∈ R.
First case: if α 0, it is easy then to view that
Since A is a Dedekind complete vector lattice, A can be considered as an order ideal of A u . Then A satisfies the Stone condition, that is, a − ∧ αe ∈ A, and hence (a + αe) + ∈ A # . Second case: if α 0, it is easy then to see that
Then (a + αe) + ∈ A # , which gives the desired result. 2
The following lemma is a special case of a result given by Schaefer [18, Proposition 2.11] and for this reason its proof is omitted.
Lemma 3. [18, Proposition 2.11] Let
A be a Dedekind complete vector lattice and let S = {e λ , λ ∈ Λ} be a maximal orthogonal system of A. Then
for each x ∈ A + , where n runs through N and H runs through all finite subsets of Λ.
Before passing to the next result, we recall that any lattice homomorphism defined on a majorizing sublattice with values in a Dedekind complete vector lattice can be extended to a lattice homomorphism defined on the whole space. We refer to [2, 12] for the details. Proof. Assume that {e λ , λ ∈ Λ} is a maximal orthogonal system of A ∧ . We may prove that
Since A λ is an Archimedean vector lattice, there exists a maximal orthogonal system {f α λ , α λ ∈ Λ λ } of A λ and then {f α λ , α λ ∈ Λ λ , λ ∈ Λ} is an orthogonal system of A. We may prove firstly, that {f α λ , α λ ∈ Λ λ , λ ∈ Λ} is a maximal orthogonal system of A.
To this end, let x ∈ A + such that x ∧ f α λ = 0, we have to verify that x = 0. Since {e λ , λ ∈ Λ} is a maximal orthogonal system of A ∧ , it follows from the previous lemma that
where n runs through N and H runs through all finite subsets of Λ and where (x) λ = sup n∈N (x ∧ ne λ ) the component of x in the band generated by e λ in A ∧ . Since (x) λ = sup n∈N (x ∧ ne λ ), x ∧ ne λ ∈ (A ∧ ) e λ and A is coinitial in A ∧ (i.e., for each 0 < a ∈ A ∧ , there exists 0 < b ∈ A such that 0 < b < a), there exists {x i , i ∈ I } in A such that
Then x i ∧ f α λ = 0. Observe now that x i ∈ A λ and {f α λ , α λ ∈ Λ λ } is a maximal orthogonal system of A λ , then x i = 0. Hence x ∧ ne λ = 0, and by the way (x) λ = 0, x = 0.
Since by hypothesis T is laterally closed, then {T (f α λ ) = 0, α λ ∈ Λ λ , λ ∈ Λ} is a maximal orthogonal system of T (A) and then of the band {T (A)} dd generated by T (A) in B.
Since 0 T (f α λ ) belongs to the order ideal generated by T ∼ (e λ ) in B, we deduce that {T ∼ (e λ ) = 0, λ ∈ Λ} is a maximal orthogonal system of {T (A)} dd and so of T ∼ (A ∧ ), and we are done. 2
The next lemma and its proof can be found in [6 
Proof. Since A is an f -algebra, then (a − ne)(a − ne) + 0 and so
We have gathered now all prerequisites of our first extension theorem of the section. According to Lemma 4, there exists a maximal orthogonal system {e λ , λ ∈ Λ} of A such that sup{e λ , λ ∈ Λ} = e, in A u . Let us take f = sup{T (e λ ) = 0, λ ∈ Λ} in B (f exists as {T (e λ ) = 0, λ ∈ Λ} is an orthogonal system of B).
We extend T to A # = {a + αe, ∀a ∈ A, ∀α ∈ R} in the following way:
We claim that T is a lattice homomorphism. Indeed, if a + αe 0, it yields that α 0. Since −a αe, we deduce that 0 a − αe. So, 0 (a − ) λ αe λ , for all λ ∈ Λ, where (a − ) λ is the component of a − in the band generated by e λ in A u . Then
where H runs through all finite subsets of Λ. According to the above remark, A u can be seen as an f -algebra with unit element e. Observe now by the previous lemma that a − ∧ ne → a − ((a − ) 2 ), and then
Moreover, e λ e = e λ and
This yields that (a − ) λ = e λ a − . Moreover, it is straightforward from the fact 0 a − αe that 0 (a − ) 2 αa − . Since A is a Dedekind complete vector lattice, it is considered as an o-ideal of A u , hence 0 (a − ) 2 ∈ A. Therefore,
Applying T , we get
By hypothesis, {T (e λ ) = 0, λ ∈ Λ} is a maximal orthogonal system of T (A), and also of (T (A) ) dd , consequently,
where H runs through all finite subsets of Λ and (
the component of T (a − ) in the band generated by T (e λ ) in (T (A) ) dd . Moreover, by the equality (1)
So, we have
It follows from the facts, 0 (a − ) λ αe λ for all λ ∈ Λ and the positivity of T , that
In order to prove that T is a lattice homomorphism, it is sufficient to show that
To this end, assume that α 0. In this case, as it is shown,
It remains to show that T (a − ∧ αe) = T (a − ) ∧ αf . To this effect,
On the other hand, T (a − ) ∧ αf T (a − ∧ αe), that is T (a − ) ∧ αf = T (a − ∧ αe). To sum up, we have

T (a + αe)
+ = T (a + ) − T (a − ∧ αe) + αf = T (a + ) − T (a − ) ∧ αf + αf = T (a) + αf + = T (a + αe) + .
Now, if α 0, in this case we have also
T (a + αe)
Then T : A + Re → B is a lattice homomorphism. Second case: if e ∈ A, let 0 x / ∈ A, then f = e + x(/ ∈ A) is a weak order unit of A u , and we return to the first case. Finally, by a standard application of Zorn's lemma, we deduce that T has a similar extension to the whole A u , and the proof is complete. 2
This leads to a result of M. Duhoux 
Corollary 2. Let A be a lattice with universal completion A u , let B be a universally complete vector lattice and let T : A → B be an injective lattice homomorphism. Then T can be extended to a lattice homomorphism on A u .
Recall that if A is a real vector lattice, we denote by
Proof. (ii) ⇒ (i). It follows from the above theorem. (i) ⇒ (ii). The proof is by contradiction. Let us denote by T ∼ :
A u → B a lattice extension of T . Suppose that there exists a maximal orthogonal system {e λ , λ ∈ Λ} of A such that {T (e λ ) = 0, λ ∈ Λ} is not a maximal orthogonal system of {T (A)} dd and by the way not of T (A). Then there exists a ∈ A + , such that T (a) > 0 and T (e λ ) ∧ T (a) = 0, for all λ ∈ Λ. Since the second adjoint (T ∼ ) of the lattice homomorphism T ∼ to ((A u ) ) n is an order continuous lattice homomorphism (for details, see [1, Theorems 7.4, 7.8, 7.9] ). We get by the mapping σ :
This yields that, a ∧ (e λ ) ∈ ker((T ∼ ) ). Since A u is with point separating order dual (A u ) and the order ideal generated by σ (A u ) in ((A u ) ) n is order dense in ((A u ) ) n . Taking all these observations into account, we find that {(e λ ) , λ ∈ Λ} is a maximal orthogonal system of ((A u ) ) n . Thus
where H runs through all finite subsets of Λ and a λ is the component of a in the band generated by (e λ ) in ((A u ) ) n and then
It follows from a ∧ n(e λ ) ∈ ker((T ∼ ) ) and from the fact that (T ∼ ) is order continuous, that a λ ∈ ker((T ∼ ) ), which leads to a ∈ ker((T ∼ ) ). Thus
Finally, by the fact that B is with point separating order dual B , we deduce that T (a) = 0 contradiction. 2
We examine now the case when A u (respectively B) is a Banach vector lattice. That means, A u (respectively B) is equipped with a lattice norm · (i.e., |x| |y| implies x y for all x, y ∈ A u (respectively B)). Moreover, (A u ) = (A u ) * (respectively B = B * ), the norm dual, which is the algebraic dual of A u (respectively of B) as A u (respectively B) is a Banach vector lattice, see [22, Theorem 102.3(iii) ]. Hence, the order dual of A u (respectively of B) separates points of A u (respectively of B) by the Hahn-Banach theorem. We obtain then as a consequence the following result.
Corollary 3. Let A be a vector lattice with universal completion A u such that A u is a Banach vector lattice, let B a universally complete Banach vector lattice and let T : A → B be a lattice homomorphism. Then the following statements are equivalent: (i) T can be extended to a lattice homomorphism on A u . (ii) T is a laterally closed lattice homomorphism.
We remark that the restriction of an order continuous lattice homomorphism to a vector sublattice need not be order continuous, see [18, Chap. II, Section 2, examples 2]. But if the lattice homomorphism is laterally closed, the situation improves.
Theorem 4. Let A and B be vector lattices and let T : A → B be a laterally closed lattice homomorphism. Then any restriction of T to any sublattice of A is a laterally closed lattice homomorphism.
Proof. Let C be a sublattice of A and let {e λ , λ ∈ Λ} be a maximal orthogonal system of C. We now show that {T (e λ ) = 0, λ ∈ Λ} is a maximal orthogonal system of (T (C)) dd ( 
or of T (C)).
For this purpose, let {e λ , λ ∈ Λ } be a maximal orthogonal system of the orthogonal band C d of C. It is clear that {e λ , λ ∈ Λ ∪ Λ } is a maximal orthogonal system of A. Since T is a laterally closed lattice homomorphism, it follows that {T (e λ ) = 0, λ ∈ Λ ∪ Λ } is a maximal orthogonal system of (T (A)) dd . Now suppose that x ∈ C + such that T (x) ∧ T (e λ ) = 0, for all λ ∈ Λ, then we have to show that T (x) = 0. Since
(as x ∈ C + and e λ ∈ C d for all λ ∈ Λ ), it follows that T (x) = 0. This is the desired result. 2
Lattice bimorphisms
First, we recall some definitions and elementary properties on bilinear maps on vector lattices. Let A, B, and C be vector lattices. A bilinear mapping Ψ from A × B into C is said to be positive whenever a ∈ A + and b ∈ B + imply Ψ (a, b) ∈ C + (equivalently |Ψ (a, b)| Ψ (|a|, |b|) for all a ∈ A and b ∈ B). The bilinear mapping Ψ is called lattice (Riesz) bimorphism whenever the partial operators
are lattice homomorphisms for every a ∈ A + and b ∈ B + (equivalently |Ψ (a, b)| = Ψ (|a|, |b|) for all a ∈ A and b ∈ B). D.H. Fremlin established in [8] the following representation formula for lattice bimorphisms: let X and Y be compact Hausdorff spaces, C(X) and C(Y ) be the f -algebras of all real continuous functions on X and Y respectively and Ψ be a (non-trivial) lattice bimorphism from C(X) × C(Y ) into R, then there exist a uniquely defined 0 < ζ ∈ R, x ∈ X and y ∈ Y such that
Ψ (f, g) = ζf (x)g(y) for all f ∈ C(X) and g ∈ C(Y ).
A classical result of the lattice homomorphism theory is that an operator T : C(X) → R with T (1 X ) = 1 is a lattice homomorphism if and only if there exists x ∈ X such that T (f ) = f (x) for all f ∈ C(X) (see, e.g., [1, Theorem 7.21] ). In [4] Next, we extend the above result for a lattice bimorphism Ψ with additional condition. In order to do that, we need some preparations. 
It remains to show that Ψ (a, ·) is a laterally closed lattice homomorphism, for all 0 a ∈ A u . In order to do that, let for the moment x, y ∈ B such as x ∧ y = 0 and f ∈ A u a weak order unit of A u . Then there exists {f λ , λ ∈ Λ}, a maximal orthogonal system of A, such that sup{f λ , λ ∈ Λ} = f.
Since the weak order unit f can be seen as a unit element of the f -algebra universally complete vector lattice A u , then a ∧ nf → a(r.u). By the positivity of Ψ (·, x), Ψ (·, y), we deduce that
Observe that
and hence Ψ (a, ·) is a lattice homomorphism. Let, now {g λ , λ ∈ Λ} be a maximal orthogonal system of B. Then
for all λ ∈ Λ. By the fact {Ψ (a ∧ nf, g λ ) = 0, λ ∈ Λ} is a maximal orthogonal system of Ψ (a ∧ nf, B) also of {Ψ (a ∧ nf, B)} dd and a ∧ nf → a(r.u), we deduce that {Ψ (a, g λ ) = 0, λ ∈ Λ} is a maximal orthogonal system of Ψ (a, B) hence of {Ψ (a, B)} dd , which gives the desired result. 2
The above proposition yields to the following theorem. We also need the following proposition, which is of some independent interest in its own right. Obviously, the multiplication * in B can be extended into a multiplication in A, denoted again by * , by putting a * b = a 1 * b 1 .
Moreover, it is easily checked that A is an f -algebra with respect to this extended multiplication.
To sum up, A is an f -algebra with unit element equipped with another f -algebra multiplication * . Therefore, by the previous lemma, there exists a unique 0 ζ ∈ A such that a * b = ζ ab for all a, b ∈ B and we are done. 2
All the preparations have been made for the central theorem in this section. 
Proof. By the previous theorem Ψ has a similar extension, denoted also by Ψ , to the whole which converge uniformly to a in A and b in B, respectively. It is clear that the increasing sequence Ψ (a n , b n ) converges uniformly to Ψ (a, b) in C. Consequently,
By the first case, Ψ (a n , b n ) ∈ {C e } dd for all n. Since bands are closed under arbitrary suprema, we get that Ψ (a, b) ∈ {C e } dd . So Ψ can be considered as a lattice bimorphism from A u × B u into {C e } dd .
Also since e is a weak order unit of {C e } dd and {C e } dd is a universally complete vector lattice, then, by Lemma 1, there exists a unique multiplication ( * ), under which {C e } dd becomes an f -algebra with e as unit element.
Then by the characterization given by K. Boulabiar and the first author We are now in position to formulate the structure theorem for d-algebras, the proof of which is a complete imitation of the corresponding of Theorem 6. For that reason, it has been omitted. Before we pass to the next result, we first refresh the memory. Recall that C.B. Huijsmans in [11] (last paragraph of Section 7) posed the following question: can the multiplication of d-algebra be extended to its Dedekind completion? Note that the first author in [21] and E. Chil in [5] gave separately a positive answer of this question. Next, we prove the existence of d-algebra multiplication on the universal completion of d-algebra in which the multiplication is laterally closed.
Theorem 8. Let (A, * ) be a laterally closed d-algebra. Then its universal completion A u can be equipped with a d-algebra multiplication that extends the multiplication of A.
Proof. According to [5, 21] and Proposition 1, we can assume that A is a Dedekind complete vector lattice. By Theorem 5, it remains to prove that the extended multiplication (denoted also by * ) is associative. To this end, let a, b, c ∈ (A u ) + , then from the above theorem, there exists ζ ∈ A u such that 
