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Abstract 
Bennett, G., Double dipping: the case of the missing binomial coefficient identities, Theoretical 
Computer Science 123 (1994) 351-375. 
A game of chance leads to the study of real sequences x and y with the remarkable property that the 
products of their differences are majorized by the differences of their product. Such sequences are 
said to form a double-dipping pair. The simplest examples: x.=(1-p)“, y.=(l-4)” (n=O, 1,2, . ..) 
with OSp, q< 1, arise when the game is played by tossing coins. The double-dipping property for 
these is the intriguing assertion (see Bennett, 1990) that the sum of any N terms from the set {pm@: 
m,n=0,1,2,...} does not exceed l+(p+q-pq)+~..+(p+q--pq)N-’ (N=l,2,...). Our purpose 
here is to prove the analogous inequalities that arise when the game is governed by sampling balls 
from urns, with various replacement ichemes. This leads to the conjecture that x and y form 
a double-dipping pair whenever x. =fr’;” 
negative integers with B> b and C>c. 
) and y,,=(C;“)j(n=O, 1,2 ,... ), where B, b,C,c are non- 
1. Introduction 
A simple game of chance leads to inequalities of the following type: 
the sum of any N terms from the set {dmxOdnyO: m,n=O, 1,2,...} 
N-l 
does not exceed c dk(xy)O. 
k=O 
(1) 
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Here x=(x0, xi ,...) and y=(y,, y, ,...) are sequences of real numbers, xy=(xoyo, 
xiy,, . ..) is their coordinatewise product, and A is the difSerence operator, defined by 
Amxk= f (- 1)j 9’ xj+k. (2) 
j=O 0 
In all our applications, the sequence Ak(xy), actually decreases with k, and (1) is then 
equivalent to 
A”xoA”yo 5 dk(xy)o, (3) 
where 5 is the partial ordering of the theory of majorization [ 151. Thus, x and y have 
the property that the products of their differences are majorized by the differences of 
their product. Such sequences will be said to form a double-dipping pair. 
We shall see below that (3) holds for certain sequences of binomial coefficients 
(among others). Our proof is “from scratch”; in particular, it does not use the theory of 
majorization. If, however, we apply that theory to (3), we obtain the existence of a new 
kind of binomial coefficient identity: 
Here B, b, C and c are fixed nonnegative integers with 
b+cdmin{B,C), 
and the coefficients s,,,,,~ satisfy 
(5) 
s m,n:k>% (6) 
bc+b+c 
c hn,n.k 
= 1, (7) 
k=O 
The array S = (s,, n:k ) may be viewed as a square matrix of size (b + l)(c + 1) if we agree 
to index the columns by k, and to doubly index the rows by m and n. Conditions 
(6))(g) then assert that S is doubly stochastic. 
It follows from (4) that x and y form a double-dipping pair if (5) holds and 
x,,=(~;~) and y,,=( ‘:,“) (9) 
A curious feature of our proof is the fact that it does not provide an explicit 
description of the coefficients s,_;k. Equation (4) may thus be considered as a “miss- 
ing” binomial coefficient identity. We emphasize that the coefficients s,,,~,~ depend on 
all seven parameters m, n, k, B, b, C, c, and that they are not uniquely determined by (4), 
(6)-(8). 
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In Section 2 we recall a coin-tossing game from [3]. A similar game, DOUBLE 
DIPPING, in which the coins are replaced by urns, is introduced in Section 3, and an 
abstract version is considered in Section 4. All three games are solved in Section 7. 
Their analyses require the notion of a totally monotonic matrix, which we describe in 
Section 5. Our main result is given in Section 6. This provides convenient upper 
bounds on the sum of any k terms (k = 1,2,. , n) from an n x n totally monotonic 
matrix. The proof involves a new formula in the calculus of finite differences, a sort of 
converse to the celebrated product rule of Leibnitz. 
Our results are then rephrased in the language of the theory of majorization in 
Section 8. This enables us to express our inequalities as identities, and it also increases 
the possible scope of our theorems by suggesting additional problems. In Section 9 we 
describe several other games that may be of independent interest. One of these leads to 
a slight enhancement of our main result. 
The coin-tossing game of Section 2 was motivated by a problem concerning matrix 
transformations of lp-spaces [3,4]. In Section 10 we describe the corresponding 
matrix problem that lies behind DOUBLE DIPPING. This highlights a special case 
of (4), treated in Section 1 I, in which it is possible to display explicitly the coefficients 
s m,n.k. Moreover, it suggests that (4) might hold in far greater generality than that 
which is given above. 
2. Double flipping 
This paper originated from a simple game of chance. The game involves two players 
Alfie and Betty, two coins I and II and a target set Y’, which is a finite, nonempty 
subset of the integer lattice .Y = {(m, n): m, n = 1,2,. . .}. 
Alfie’s objective is to hit the target set. He plays by flipping coin I repeatedly until 
the first “tail” appears, say at the mth flip. He then flips coin II repeatedly and again 
notes the first appearance of tails, say at the nth flip. In this way he determines a point 
(m, n) of 9. He wins one dollar if (m, n)~,4P. 
Betty’s objective is to get “double tails.” She plays by flipping both coins simultan- 
eously and by noting the first appearance of double tails, say at the kth double flip. 
Betty wins one dollar if k d ) 9’1, the cardinality of S. 
In any single “playing” of the game it is possible for either/neither/both players to 
win. It is shown in [3], however, that Betty’s expected winnings always exceed Alfie’s, 
no matter what the target set 9. This assertion is equivalent to the following inequality 
which itself has several applications. 
Theorem 2.1. Let s, t he,fixed with 0 <s, t < 1. Then the sum of any N terms (N = 1,2,. .) 
,from theset {smt”:m,n=O, 1,2,...} doesnotexceed 1 +(s+t-st)+...+(s+t-st)N-l. 
Theorem 2.1 is a new, elementary inequality and it is perfectly natural to want to 
extend such results as far as possible ([14, p. 15 11). Our purpose here is to seek such 
extensions by studying variants of the game that underlies Theorem 2.1. 
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3. Double dipping 
When Alfie runs low on cash he may wish to try his luck at DOUBLE DIPPING, 
a game which is played with two urns in place of the coins. Both urns contain some red 
balls and some white ones, but nothing else. The game is played as before, by sampling 
balls without replacement, and by declaring “white” to be “tails”. We insist, of course, 
that both urns be returned to their original states before each player begins the game. 
It will be instructive to work through here a particularly simple example. Suppose 
that both urns contain just two balls - one red and one white - and that the target set 
Y= ((1, l), (1,2), (2, l), (2,2)]. It is clear that Alfie hits each point of Y with probability 
l/4; in particular, he is sure to hit Y, and hence to win, every time he plays the game. 
Betty’s probabilities of getting double white, on the other hand, are l/4 on her first 
“double dip” and l/4 on her second. Thus she wins with probability l/2, and therefore 
loses to Alfie in the long run. 
The situation does not change even if we enlarge 9, and this feature of the present 
game is undesirable. In order to obtain an analogue of Theorem 2.1 for DOUBLE 
DIPPING, it is necessary that we consider only those games that are asymptotically 
fair in 9. We must insist that Betty’s winning probabilities tend to 1 (as do Alfie’s) 
when Y “exhausts” 9’. If urn I contains r red and w white balls, while urn II has R red 
and IV white, asymptotic fairness amounts to 
w>R and W>r. (10) 
Without this condition, it is clear that the game favors Alfie over Betty whenever Y is 
“large”. 
It turns out, rather surprisingly, that (10) is sufficient to guarantee an analogue of 
Theorem 2.1. 
Theorem 3.1. Betty is more likely to win at DOUBLE DIPPING than A&e, no matter 
what the target set 9, if and only if (10) holds. 
The inequality implicit in Theorem 3.1 is more involved than that of Theorem 2.1 
since successive dips are not independent. They are however exchangeable, and this 
observation enables us to analyze Theorem 3.1 in abstract terms, without resorting to 
detailed calculations. We are thus led, in the next section, to consider a version of 
DOUBLE DIPPING which is based on arbitrary sequences of exchangeable events. 
The proof of Theorem 3.1 is postponed until Section 7. 
4. Exchangeable events 
Let E 1,. . . , EN be a sequence of events in some probability space, and suppose that 
P( U y= 1 Ei)= 1. We may then define X, the waiting time for the jirst E, by setting 
X=n on Ein.*.nE’,_,nE,,. 
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Suppose, further, that the events are exchangeable, in other words, 
P(Ei,n”‘nEi,)=/& (say) 
depends only on n, and not on the particular subscripts 1 < i1 < ... <i, ,< N. A simple 
calculation based on the inclusion/exclusion principle shows that the distribution of 
X is given by 
P(X=n)=d”-‘pl (n=1,2 ,..., N). (11) 
Now suppose that a second sequence of exchangeable events, F1,. . , FN, is given on 
the same probability space. Suppose, further, that the F’s are independent of the E’s 
and 
(12) 
Let v,=P(F,n...nF,), n= 1,2,... ,N, and let Y be the waiting time for the first F. We 
define Z, the waiting time for the jrst double, by setting 
Z=n on (E,nF,)‘n...n(E,_,nF,_l)‘n(E,nF,). 
It follows, as above, that 
P(Z=n)=C’(/Jv),. (13) 
We can now imagine a version of DOUBLE DIPPING that is based upon the E’s 
and the F’s. The inequality corresponding to Theorem 3.1 then takes on the following 
abstract form. 
Theorem 4.1. With the above notations we have 
IYI 
cm~ErP(X=m)P(Y=4~ 1 P(Z=k) 
k=l 
for every Y G 2. 
To see how Theorem 3.1 follows from Theorem 4.1 we have only to consider the 
sample space Sz = 52, x 52ii endowed with its uniform distribution. Here 52, is the set of 
all (r + w)-tuples of “reds” and “whites” that contain exactly r reds, and Qi, is defined 
similarly. We take N = r + R + 1, and we set 
E, = {(a,, co,,): q(n) =“white”}, 
with a similar definition for F,,. It is clear that (12) holds in view of (10). 
The inequality behind Theorem 3.1 can now be exposed once we note that 
w(w- l)..(w-n+ 1) 
K,=(~+~).,.(~+~__++), n=l,2,...,r+R+l, 
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etc., and apply (11) and (13). It will be convenient to express the inequality in terms of 
binomial coefficients. Accordingly, we multiply ,LL~ by (I:“‘), v, by (R fRw), and we make 
the substitutions B = r + w - 1, b = r, C = R + IV- 1, c = R. After some simplifications, 
we obtain the following quantitative version of Theorem 3.1. 
Corollary 4.2. Let B, b, C und c be nonnegative integers with b + c < min (B, C} . Then 
thesumofanyNterms(N=1,2 ,... )fromtheset{(~~~)(‘r:~,“):m,n=0,1,2 ,... }doesnot 
exceed CkN,01C:=O(-l)j(5)(Bhj)(C,j). 
It is interesting to try to compare Theorems 2.1 and 3.1 at this point. The difference 
between these results is that which inevitably arises when considering exchangeable 
events, namely, the difference between infinite and jifinite sequences. (See [12] for 
a discussion of this topic.) We should expect Theorem 2.1 to be the weaker result, but 
this is not the case, because of the restriction, (lo), called for in Theorem 3.1. If, in 
Corollary 4.2, we make B, b,C and c-co, holding s=b/(B+ 1) and t=c/(C+ 1) 
constant, we do indeed derive a version of Theorem 2.1, but only with the added 
restriction: s + t < 1. Thus, the two results are not comparable. 
It is clear, however, that Theorems 2.1,3.1 (and 4.1) have much in common, and that 
a unified treatment should be possible. This is provided by Theorem 6.1. The key 
notion ~ developed in the next two sections and also in Section 9 ~ is that of a totally 
monotonic matrix. 
5. Totally monotonic matrices 
We recall that a sequence x=(x0,x i, . ..) is said to be totally monotone if all its 
differences, (2), are nonnegative. Such sequences admit an elegant characterization, 
discovered by Hausdorff [9]. It turns out that they are the so-called moment sequences, 
viz., those that can be expressed in the form 
Xk= tkdp(t) (k=O, I,...), (14) 
where /J is a finite, nonnegative, Bore1 measure on [0, 11. 
We apply the same terminology to finite sequences x=(x0, x0,. . , .xv) noting that 
Amxk is defined now only when m + k < N. Hausdorff’s theorem fails for such se- 
quences. Indeed, the 3-tuple (2,1,0), though totally monotone, is not (part of) a mo- 
ment sequence, because it cannot be extended even to a 4-tuple (2,1, O,?) that is totally 
monotone. It is this failure of Hausdorff’s theorem that prevents us from deducing 
Theorem 3.1 from Theorem 2.1. 
When dealing with matrices it is natural to consider the rectangular difJrences 
Am.naj,k= f i (-l)h+i 
h=O i=O 
aj+h.k+i (15) 
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(which mimic partial derivatives in the same way that d mimics the ordinary derivat- 
ive). We shall be interested in totally monotonic matrices - those, all of whose 
differences are nonnegative. The simplest examples are of the type A =x @ y 
(Uj,k=xj_VE), where x and y are totally monotone. Our next result and its corollary 
show that all totally monotonic matrices arise essentially in this way. 
Proposition 5.1. Ahnite matrix is totally monotone ifand only ifit can be expressed in 
the form 
A = 1 I.#) @ y”‘, (16) 
where the 2’s are nonnegutive and the x’s und y’s are totally monotone. The sum in (16) is 
finite, and may be chosen so as to contain no more terms than does A. 
It is easy to deduce 
Hausdorlf’s theorem. 
from Proposition 5.1 the following matrix version of 
Corollary 5.2. An inhnite matrix A is totally monotone zfand only zfit has a representa- 
tion 
1 1 
aj,k' 
is 
sjtk d,+, t), (17) 
0 0 
where p is a nonnegative, Bore1 measure on the unit square with mass ao,o. 
The corollary, of course, is well-known. It is stated here merely for the sake of 
completeness. Different approaches may be found in [S, 6, lo]. The proposition, too, is 
undoubtedly well-known, but I have been unable to find an explicit statement in the 
literature. 
A proof of the proposition is given below because our presentation contains a useful 
(yet simple) observation of Moriarty [ 171. The observation is this: in order to prove an 
identity for the difference operator acting on urbitrury sequences, it sufices to prove the 
same identity on geometric sequences. The reduction is certainly worthwhile because of 
the simple action of d on geometric sequences: 
Ll”sk=(l -S)*Sk, (18) 
and because the “reduced identity” is almost always just a rephrasal of the binomial 
theorem. More importantly, the method applies equally well to the rectangular 
differences, (15) and to the triangular differences that are studied in Section 6. We 
shall use it repeatedly in what follows. No mention is made of Moriarty’s observation 
in the classical treatises [l 1, 161 on the calculus of finite differences, or in [7,18]. 
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Proof of Proposition 5.1. We discuss only the necessity of (16). Any finite matrix, of 
size (A4 + 1) x (N + l), may be written in the form 
A = ; f &+x(m) @ y’“‘, (19) 
m=o n=O 
where 
1 ,~M-rn,N-n~ 
m,n m,n? (20) 
x@)= z:L (j=O,... ,M) ( 1 
and 
y(“)= ;I: (k=O,...,N). 
( > 
(22) 
To check (19), we consider first the special case in which A has the form aj,k = sjtk, 
for some fixed s, t,O<s,t<l. Then A”-m~N-“am,,=sm(l-s)M-mtn(l-t)N-” and 
identity (19) is a consequence of the binomial theorem. 
To reduce the general case of (19) to the special one above, we consider the vector 
space V of all real-valued functions on the unit square. We choose a linear functional 
L on V such that L(~jt~)=a~,~ (which choice is possible since the vectors sjtk are 
linearly independent). The general version of (19) now follows by applying L to both 
sides of the special version. 
It is easy to check that the sequences xCm) and y(“) are totally monotone. The 
nonnegativity of the 2’s - in case A is totally monotone - follows at once from (20). 
Representation (19) may be relabelled to give (16). 0 
6. Products of differences versus differences of products 
Let A be a matrix with entries a,,, i (h, i = 0, 1, . . , N). The triangular differences of 
A are defined by 
II;&= 2 Ch, iah, i, (23) 
h,i=O 
where ch, i is the coefficient of sh t i in the power series expansion of sjtk(s + t -St)“. We 
observe that ny,k is defined only if j, k, n >, 0 and n + max (j, k} < N. When j = k = 0 we 
obtain the main triangular differences, which are of special significance to us. It will be 
convenient to suppress their subscripts and to write simply II’, . . , IIN. Thus, 
II”=a,,,, II l=al,O+aO,l--~,l, n’=a,,0+2al,,+ao,2-2a2,1-2a,,z+az.2, etc. 
The terminology is suggested by the following simple observation. If (x0, . . . ,xN) 
and (yo,... , yN) are given, and if A is defined by 
aj,k=djXodkyo, (24) 
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then rI” is the nth difference of the product sequence (xOyO,. . . , xNyN). In other words, 
if A represents the products of the differences, the II”‘s represent the differences of the 
product. (This is seen most easily by applying Moriarty’s reduction argument, de- 
scribed in Section 5.) 
We are now in a position to state our main result. The proof relies on expressing the 
aj,k’s in terms of the V’s, and thus may be thought of, at least when A has the form 
(24), as a quantitative converse to the celebrated product rule of Leibnitz. 
Theorem 6.1. Let A be a totally monotonic matrix of size (IV+ 1) x (N+ 1). Then the 
sum ofany n+ 1 terms from A does not exceed II”+I1’+~~~+ll” (n=O, l,... ,N). 
Proof. Given x, YER” we shall write x 3 y provided that the sum of the k largest x’s 
does not exceed that of the y’s (k= 1,2, . . . , m). If w, ZE R”, we may juxtapose x and w, 
and y and z, in the obvious fashion, to get (m + n)-tuples, (x, w) and (y, z). It is clear that 
(x, w) I (y, z) whenever x 3 y and w 5 z. 
We next observe that 
(nS+1,k,~S,k+l)‘<(~S,:l,~IJ+1,k+l). 
To check (25) it suffices to prove 
~Ir+l,k+I1S,k+,=n~,:‘+nJ+1,k+l 
and 
(25) 
(26) 
HIJ+i,&IJ,E (27) 
For it follows from (27), by symmetry that Kly,k+ 1 d II;,:’ and then from (26), that - of 
the four terms in (25) - II;,:’ is the biggest (and Hy+l,k+l the smallest). 
To prove (26) we multiply by sjtk(s+ t-s)” each of the four terms of the identity, 
s+t=(s+t-st)+st 
and apply the linear functional L of Section 5. The method works for inequalities, too, 
but only if we first find an underlying identity. To prove (27), we apply L to the 
equation 
sjP(s+t--St)“+’ -sj+ltk(s+t-st) 
=dtk+‘(s+ t(l -s))“(l -s) 
= i (y)si+jtn-L+k+l(l _s)n-i+l, 
i=O \‘I 
obtaining 
(28) 
Inequality (27) follows from (28) since A is totally monotone. 
360 G. Bennett 
We now wish to extend the basic inequalities, (25), and we shall do so via a series of 
juxtapositions. Since these are of a rather intricate nature, it will be helpful if we have 
at hand the following additional notation: 
&=(II;,;j,rIJri,, )... ,II”,Yi) (29) 
and 
c”,j=(II;,;j, II;&, . . . ) I-I;;;). (30) 
We note that b”,’ is a (j+ 1)-tuple, while c”,j is aj-tuple, and we label their components 
by the rules 
&“=II;:k, (O<k<j<n<N), 
clf~j=rIJ~:,,+ 1 (Odk<j<ndN). 
Inequalities (25) may be expressed in terms of the b’s and c’s as follows: 
(b, ,c~-‘.j)i(b~‘j,cE,j+‘) n,j+ 1 (31) 
for 0 < k <j, and 
(bj”.j+l,bS~:l)~(b~,j,c;.j+l) (32) 
for k=j. If, now, we juxtapose all j+ 1 of the inequalities, (31), (32), we obtain 
(~n.j+l,cn-l,j)~(~,j,cfl,j+l) 
(33) 
whenever 1 <j< n d N. This range may be extended to 0 <j < n < N if we agree to 
interpret cn- Iso as a 0-tuple, for the additional inequality is a consequence of (25) (29) 
and (30). 
Juxtaposing (c~-~~~,...,c”-~*~-~,c~,~+* , . ,c”‘“) with both sides of (33) gives 
(Cn-r,O ,..,, Cn-l.j,bn.j+l,cn,.i+2 ,.,,, Cn,n) 
~(~n-1.0 ,..., cn-l,j-l,bn.j,cn,j+r ,..., Cn.n). (34) 
Now (34) asserts that a certain sequence of (n2 + n + 2)/2-tuples “decreases” with j in 
the partial ordering 3. Comparing the last term of this sequence with the first, gives 
(Cn-l,O,Cn-l,l )...) Cn-l,n-l,~“.“)~(b”,0,c”.l,c”~2 )..,) pn). 
(35) 
We next show that 
(y-j,1 ,,.., Cn-j,n-j,fl-j+l,n-j+l ,,.., y,n) 
gf-j+130 )...) PO,Pql,..., C”‘“) (36) 
whenever 1 <j<n < N. Our proof is by induction on j. We denote by I(n,j) the 
inequality (36), and observe that I(n, 1) is valid, n = 1,. . . , N, because of (35). Juxta- 
posing (bn-j+l.n-j+l,.., , b”,“) to both sides of I(n -j, l), we obtain 
(Cn-j-l.l ,,.., Cn~j-l,n~i-l,~n~j.n-j ,.,,, p,n) 
gy-j.O,~-j,l,.,., Cn-j,n-j,bn-j+l.n-j+l ,.,., y.n). 
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This last term is 
5 (Pj,O )... ,6”V0,c”Xl )... ,c”,“), 
as may be seen by juxtaposing b”-j,’ with both sides of Z(n,j). We have thus shown, 
courtesy of (35) that I(n,j+ 1) holds whenever Z(n,j) does, and this completes the 
proof of (36). 
Setting j= n in (36) and juxtaposing 6’,’ gives 
(b’,‘,... ,b”-“)~(b”-o ,..., b”~“,c”-l ,..., c”,“). (37) 
We have now produced two (n + l)(n + 2)/2-tuples in a way that guarantees that the 
sum of the k largest terms on the left never exceeds that on the right 
(k = 1,2,. . , (n + l)(n + 2)/2). Unfortunately, this fact, by itself, is of little help, because 
the terms on the left, and those on the right, are not in any particular order (regarding 
size). Nevertheless ~ and this is the main point of our proof - two additional 
observations enable us to extract all the information that we need. 
First, the sequence on the right-hand side of (37), which in view of (29) may be 
rewritten as 
(rI”,fI’)...) rP,C”‘r )...) C”‘“), 
turns out to be “almost decreasing,” in the sense that 
~03~‘B...3nn~((cn,‘II,~...~IIc”,”Il,, (38) 
where the II.II,‘s are “sup-norms”. The fact that flj decreases with j, j = 0, I,. . . , n, is 
a consequence of 
and of the total monotonicity of A. Identity (39) is proved by applying the reduction 
argument of Section 5. The remaining inequalities in (38) follow from (25) and (30). 
Thus, the IZ + 1 largest terms on the right-hand side of (37) are precisely IT’, . . . , II”. 
Second, the terms on the left-hand side of (37) are, by (29), just 
~“,,o,~~,o~~~,,,...,~,“.o,~,“-l,o,...,~”,,,. 
This is a listing by “sinister” diagonals (j + k = constant) of all the entries of the matrix 
A that lie on or above the main sinister diagonal. This set clearly contains the n+ 1 
largest entries of A since A is totally monotone (and hence has rows and columns that 
are decreasing). This completes the proof of Theorem 6.1. 0 
We borrowed the symbol 5 from the theory of majorization, wherein “x i y”, for 
x, YE R”, entails the additional requirement, x1 + ... +x, = y, + ... + y, (see Section 8). 
This “equal sums” condition was in fact satisfied because of (26) every time we used 
the symbol _i. We chose to ignore its presence since it played no role in the proof of 
Theorem 6.1. 
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Problem 6.2. Does Theorem 6.1 hold for the set of square matrices, all of whose rows 
and columns are totally monotone? 
7. Proof of Theorems 2.1, 3.1 and 4.1 
We begin by stating the “infinite” version of Theorem 6.1. 
Theorem 7.1. The sum of any N (N = 1,2,. . .) terms from an infinite, totally monotonic 
matrix does not exceed II0 + ... + rINml. 
Proof. Let A be the matrix, and denote by A(N) the submatrix formed from the first 
N rows and columns of A. It is clear that the main triangular differences of 
A, no,. . , II N- ‘, coincide with those of A(N) and also that the N largest terms of A lie 
inside A(N). Theorem 7.1 follows at once by applying Theorem 6.1 to A(N). 0 
To prove Theorem 2.1, we apply Theorem 7.1 to the matrix (P t”), m, n = 0, 1,2,. . 
This matrix is obviously totally monotone, and its triangular differences are given by 
l,(s+t-st) ,..., etc. 0 
Theorem 3.1 is somewhat more troublesome, because the “appropriate” matrix, to 
consider, namely, 
is not totally monotone. (We are here discussing the corollary to Theorem 4.1, which 
is the quantitative version of Theorem 3.1.) Certainly, the triangular differences of 
A have 
to fit in 
the “correct” form 
IIn= i (-l)j ” 
j=. (j)(Bhj)(cFj)5 
with Theorem 3.1. This is seen most easily by taking x~=(~;~) and yj=(crj), 
and by expressing A as in (24). 
The rectangular differences of A, given by 
are nonnegative provided j + m d B and k + n < C. Thus, the top, left “corner” of A of 
size (B+ 1) x (C + 1) is totally monotone. We prove Theorem 3.1 by considering the 
square “subcorner” of size (b + c + 1) x (b + c + 1). That this lies inside the previous 
corner, and hence is totally monotone, is a consequence of our hypothesis 
b+cQmin{B,C}. 
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Applying Theorem 6.1 to the subcorner, we see that the sum of the n largest terms 
from A does not exceed Ho + . ..+fI’-‘.atleastwhenn=1,2,...,b+c+l.Toremove 
the upper restriction on n, we have only to note that the entries of A are nonnegative, 
and that the sum of all of them coincides with II0 + .+. + lTb+c. This last observation is 
a consequence of the remark made immediately after the proof of Theorem 6.1. 
Next, we turn to Theorem 4.1. We show how this seemingly more general result 
may be deduced from Theorem 3.1 by means of a simple averaging argument. 
Let pr,... ,P~ and vr,... , vN be as in Section 4, and let 
po=v,=l. (40) 
Setting 
N 
CQ= 0 k AN-k,uk (k=O,l,..., N), 
we have, by (40), 
k$oRk=l (41) 
(42) 
The representation, (41), (42), is discussed in [12]. It shows that the exchangeable 
events, El,. . . , EN, may be viewed as a “mixture”, with weights &, of samplings 
without replacement from urns containing k white balls and N-k red ones. Setting 
Bk= ; 0 dN-kVk (k=O, l,... , N), 
we obtain a similar representation for F1, . . . , FN. Thus the abstract game of Section 
4 is an “average”, with weights @jfik, of the double-dipping games: w=j, r =N -j, 
W= k, R= N - k. We note that these games are asymptotically fair precisely when 
j+k>N. 
Our hypothesis (12) is equivalent, in view of (13), to 
By applying Moriarty’s reduction argument (Section 5) to the identity 
N-l 
(l-s)N=l- c s(l-s)k, 
k=O 
(43) 
and by recalling (40), we see that (43) may be rewritten as 
dN(/&=O. (44) 
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But 
j k 
00 
i N i 
0 i 
where m=min(j, k} and M =max( j, k}. The coefficients (N;“)/(X) are all non- 
negative, and are positive when m + M d N; in other words, when j + k < N. It follows 
from (44) that go= . ..=slP=O and /lo= ...=b4=0 for some p,q with p+q= N. 
Thus, the game of Section 4 is an average of asymptotically fair double-dipping 
games. Theorem 4.1 therefore follows from Theorem 3.1. 
8. Double dippers 
We now rephrase our results using the language of the theory of majorization. This 
has several advantages: first, our results may be expressed very succinctly; second, our 
inequalities become identities; third, new problems are suggested. 
The theory of majorization is concerned with inequalities of the type 
~(~l)+“‘+~(“N)6~(~l)+“.+~(uN)~ (45) 
Here u and v are fixed N-tuples of real numbers, and the inequality is to hold for all 
continuous, convex functions C$ (whose domain includes the u’s and the u’s). A compre- 
hensive account of the theory is given in [15]. 
We recall that (45) is equivalent to either of the conditions, (46), (47) 
i$l aiZitl ai and i$1 UT< f V: (n=1,2,... , N), 
i=l 
(46) 
where u* (or u*) denotes the decreasing rearrangement of u (or v). 
There exists a doubly stochastic matrix S (nonnegative entries, row sums = column 
sums = 1) such that 
u=sv. (47) 
It is condition (46) that resembles most closely our inequalities, so we take this as our 
definition of majorization. We shall say that u is majorized by u, and write u 5 u, 
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provided (46) holds. This is consistent with Section 6 in view of the remark made after 
Theorem 6.1. 
To see how Theorem 3.1 fits in with (46), we take ~,=(~h”‘) and Y~=(~;“). These 
are inJinite sequences, but their differences, A”x,=(~~~), d”yO=(tl:), and dk(xy),, 
all have finite support, respectively, with b + 1, c + 1 and b + c + 1 nonzero terms. We 
take u to be the (b + l)(c + 1)-tuple formed by listing, in whatever order, the nonzero 
entries from dmxOd”yO. We take v to be the (b + l)(c + 1)-tuple obtained by juxtapos- 
ing bc “zeros” to the support of dk(xy),. Theorem 3.1 then asserts, under hypothesis 
(5) that u I v. Using (47), we obtain the identity (4) of Section 1, while inequality (45) 
takes on the form 
Thus, Theorem 3.1 is equivalent to the assertion that the sequences (f),(“; ‘), . . and 
(F),(C;‘),... form a double-dipping pair whenever b, c, B, C are nonnegative integers 
satisfying b + c d min {B, C} . 
Problem 8.1. I have been unable to decide whether this last restriction is really needed 
here: machine calculations indicate that it is not (see also Sections 10 and 11). 
The theory of majorization may be extended to infinite sequences, and this exten- 
sion is required for Theorem 2.1. We state the relevant results here because the 
treatment given in [15] is terse. 
Let u, v be sequences of nonnegative numbers with lim u,, =lim un=O. Then the 
following conditions, (48) (49) and (50), are equivalent: 
iEl 4t”i)G f 4tvi) 
i=l 
(48) 
for all increasing, convex functions $I with 4(0)=0. (We make no assumption about 
the convergence of the series in (48). The meaning is this: if the series on the right 
converges, then so does the one on the left, and inequality (48) holds.) 
sup i uk, <sup i vk, 
i=l i=l 
(49) 
(n = 1,2,. .), the suprema being taken over all n-tuples of positive integers k, < ... <k,. 
(We make no assumption about the convergence of the series C Ui and C ai. It turns 
out, however, in all our applications, that both series converge, if either one does, and 
that their sums coincide.) 
There exists a doubly substochastic matrix S (nonnegative entries, row sums< 1, 
column sums < 1) such that 
u=sv. (50) 
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We choose (49) as our definition of majorization, and write u 5 v, if (49) holds. It is 
to be noted that we cannot take S in (50) to be doubly stochastic, even when both 
series, 1 Ui, C vi, converge and have the same sum. To see why, let u = (0, y,, y,, . . .) and 
v = ( y, , y,, . . .), where y is any strictly decreasing sequence of positive terms with finite 
sum. It is clear that (49) holds and, too, that there is only one substochastic matrix 
S for which (50) is valid. S is the so-called “shift” operator, and it is not doubly 
stochastic. 
Theorem 2.1 is equivalent to the assertion that any two geometric sequences 
x, = (1 -s)“, y, = (1 - t)“, with 0 < s, t < 1, form a double-dipping pair. The proof given 
in [3] involves showing that (50) holds, and it is very interesting to note that, in spite of 
the above comments, the resulting matrix S turns out to be doubly stochastic. 
Further examples of double-dipping pairs may be obtained from the averaging 
technique of [3, Corollary 23, and it is worthwhile to seek the identities, (50), lying 
behind these examples. For instance, it can be shown that x, = l/(“i”) and y,= l/(pi”) 
are a double-dipping pair whenever LX, /I 20. The simplest nontrivial case, with 
X=/I= 1, leads to 
1 1 
--= f s_,n;k$ 
m+l n+l k=O 
where Hk = 1 + (l/2) + ... + (l/k) is the k th harmonic number. Here both series, C ni and 
Et+, diverge, yet the matrix S still turns out to be doubly stochastic. The entries 
S m,n;k are given by means of the generating function 
f &n,.;kZk= s o1 [l-(l-z)B]“[l-(l-z)l-e]nd~, k=O 
and they may be described explicitly in terms of Bernoulli numbers of the second kind 
(Cll, P. 2651). 
Problem 8.2. Is there a simple way to determine, given infinite sequences u and v, 
exactly when u is a doubly stochastic image of v? 
9. Beans of difference 
In this section we describe a simple combinatorial game, MAKING DIFFER- 
ENCES, and this enables us to formulate a result that is dual to Theorem 6.1. The 
game will appeal to Alfie once he has run out of cash. 
The object of MAKING DIFFERENCES is to transform a given (A4 + 1) x (N + 1) 
matrix with integer entries into another of the same kind. It will be apparent that the 
sum of the entries remains constant throughout the game, so that it is possible to 
interpret the matrix as representing the numbers of beans, say, on the squares of an 
(M + 1) x (N + 1) board. A square may be empty, or even contain a negative number of 
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beans (which may be thought of as has-beans). Transforming one matrix to another is 
then equivalent to moving beans about the board. 
Only one kind of move is allowed in MAKING DIFFERENCES - the X (for 
product) move - but this will be made clearer if we consider first its simpler 
components. At the same time we shall describe some additional games that may be of 
independent interest. 
The s-moue (move a bean South) has the effect of changing two “vertically adjacent” 
entries, say aj,k and aj+r,k, to aj,k- 1 and aj+r,k + 1. The e-moue (move a bean east), of 
course, changes aj,k and aj,k + 1 to aj,k - 1 and aj,k + 1 + 1. Even with just these two 
simple moves, the resulting game, the s-e-game, is not devoid of interest. We state here 
the solution without proof. Our statement involves the notion of a Northwest-region. 
This is a nonempty set 9? of ordered pairs of nonnegative integers with the property 
that (j,k)~9 implies (h, 1’)~.9? whenever h<j and ib k. 
We shall assume throughout this section that A and B 
matrices with integer entries and that the BEANS condition, 
M N M N 
c c aj,k’ c 2 bj,k, 
j=O k=O j=O k=O 
is in effect. 
are (M+l)x(N+l) 
(51) 
Proposition 9.1. A may be transformed to B via s-moves and e-moves if and only if 
,jg Jo (aj,k-bj,k)aO 
I E 
for every Northwest-region 9% 
Motivated by the s-e-game we shall say that, of two beans located at distinct 
position (h, i) and (j, k), the one at (h, i) is superior if h < j and id k. (Stephen Saxon has 
suggested that those located at position (0,O) be called supreme beans!) In the 
following games we allow beans to move North (or West), but only if certain superior 
beans are moved simultaneously South (or East). 
The simplest example is the game of s-e-x in which we may make s-moves, e-moves 
and x-moves. The x-moue allows a bean to move North (or West) if it has an 
immediate Northwest neighbor, and that neighbor moves simultaneously south (or 
east). The effect of this move on the matrix A is to change a 2 x 2 block of terms, so 
that, for example, the entries a. J,k,aj,k+l,aj+l,k,aj+l,k+l become aj&- 1, 
aj,k+l+l,aj+l,k+l,aj+l,k+l - 1. This game turns out to be easier to analyze than the 
previous one. 
Proposition 9.2. A may be transformed to B via s-moves, e-moves and x-moves if and 
only if 
j$O k$O (aj,k-bj,k)~o 
(m=O ,..., M, n=O ,... ,N). 
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Our next game, the S-E-game, is much more difficult to solve even though the 
individual moves are restricted to single columns (or rows). We describe first the 
S-move. This allows us to make the s-move, but has some additional features as well. 
Indeed, we may move a bean North provided that a superior bean in the same column 
is moved South. More generally, we allow any previously defined S-move to be made 
in reverse order provided that the same move is made in normal order at some superior 
position in the same column. The upshot of the S-move(s) is to change a block of 
vertically adjacent terms by “subtracting a difference”. For example, the entries 
aj,kraj+l,k,...,aj+,,k may be transformed to aj,k-(~),aj+l,k+(;),...,aj+r,k 
-(- 1)’ (F). The E-move is defined similarly. 
There is no analogue of Propositions 9.1 and 9.2 for the S-E-game, and even 
“small” matrices are quite difficult to analyze. For instance, the reader might wish to 
check that it is possible to reduce 
( 1 -4 1 -9 6-4 1 -9 11 -4 6 1 
using only S-moves and E-moves. 
 to i 0 11100  0 0 0 0 (52) 
The games we have described thus far have this in common, that every move 
involves subtracting a certain difference. For example, the s-move allows us to 
subtract (_ i) from anywhere inside the matrix, the x-move allows 
(-: -:) 
andtheE-moveallows(l,-1),(1,-2,1),(1,-3,3,-l) ,..., etc. 
We turn now to MAKING DIFFERENCES, which allows the most generous 
move of all. In this game we may subtract a rectangular difference from anywhere 
inside A. More precisely, if we wish to change the block of entries LZ,,,~, with h < m <H, 
idndl, we subtract from A the (M+l)x(N+l) matrix, say X(h,i,H,I), whose 
entries are 
xj,k=(- l)h+i+j+k (;I;)( :I:). (53) 
Proposition 9.3. A may be transformed to B by means of X-moves if and only if 
(54) 
for every totally monotonic matrix T of size (A4 + 1) x (N + 1). 
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Proof. (Necessity). We assume first that B is obtainable from A by means of a single 
X-move, say A = B + X, where X is given by (53). If T is totally monotone, we have 
j=O k=O 
so that (54) holds. The general case A = B + X1 + ... +X, follows by induction on n. 
(Suficiency). We present an algorithm for reducing A to B. The method is based on 
the observation that the most economical X-moves are the terminal ones: those of type 
(53) in which H = M and I = N. The frugal algorithm entails reducing A -B to the zero 
matrix by working systematically across the rows, in turn, making, at each entry, the 
appropriate number of terminal X-moves. 
For example, the proposed solution to game (52) begins as follows: 
0 0 0 1 1 
0 11 l-4 
0 1 1 -9 6 
1 1 -9 11 -4 
1 -4 6-4 1 
0 0 0 0 2 
0 1 1 5 -8 
0 1 1 -15 12 
1 1 -9 15 -8 
1 -4 6 -5 2 
The matrix on the left is A-B, and our objective is to reduce this to zero. We start 
with the first row, doing nothing to its first three entries. The “1” in the fourth position 
is cleared by subtracting X(0,3,4,4). This leaves the matrix on the right. The “2” is 
handled by making two moves, with X(0,4,4,4), and we then proceed to clear the 
second row. After 141 X-moves the reduction is complete. 
The frugal algorithm is bound to succeed as long as we do not encounter a negative 
entry. That this never happens is guaranteed by the analysis below. 
We begin with the identity 
*lE, (- l)” (~~~)(~~~)=(-l)j~h.i; (55) 
where 6,, j is Kronecker’s symbol. This identity is obvious when we express the 
left-hand side as a difference 
If C is an arbitrary matrix of size (M + 1) x (N + 1) we have, by (55), 
Cj,k= 5 2 (_l)j+k+m+n 
m,h=O n,i=O 
(~~~)(~I~)(~zh”)(~~~)ch,i. (56) 
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Setting C=A-B, (56) gives 
A=B+ lf ; PmJh%M,~), 
m=On=O 
(57) 
where 
(58) 
and X(m, n, M, N) is the “difference matrix” defined in (53). It follows from (54) that 
m .bO, and then from (57) that B is derivable from A by making a sequence of 
itiE0 Cf=o pm,” X-moves. 0 
We do not need to “clear” the matrix A -B in the order prescribed above. What is 
essential is that we attempt to clear a position only after all its superior positions have 
been cleared. Proceeding by rows, as specified in the frugal algorithm, is just one way 
of achieving this. 
MAKING DIFFERENCES leads to an enhancement of Theorem 6.1. To see this, 
we define a partial ordering “ 2” on the set of (N + 1) x (N + 1) matrices by declaring 
“A > B” to mean that B is derivable from A via a finite sequence of X-moves. Now let 
A be the (N + 1) x (N + 1) matrix whose (j, k)th entry is the coefficient of sjtk in 
the power series expansion of Cr=,(s+ t-st)“. Further, let g be the set of 
(N + 1) x (N + 1) matrices of “zeros” and “ones” that contain exactly N + 1 “ones”. If 
T is any totally monotonic matrix of size (N + 1) x (N + l), then Theorem 6.1 asserts 
that (54) holds whenever BEG. Applying Proposition 9.3, we conclude that A>,B 
whenever BEG. In other words, the matrix A is an upper bound for the set $8, so that 
Theorem 6.1 may be viewed as a BEANS sup-theorem! 
Problem 9.4. I do not know whether the BEANS sup-theorem holds in the partial 
ordering induced by the S-E-game. The first interesting cases arise when N = 4, and 
one of these is displayed in (52). An affirmative solution to Problem 9.4 would imply 
the same for Problem 6.2. The two questions, however, are not equivalent, because the 
S-E-ordering (unlike those associated with Propositions 9.1-9.3) is not a “dual” 
ordering. Indeed, it is here possible to have 2A b 2B without having A 3 B. 
10. Urn matrices 
Theorem 2.1 was motivated by a problem concerning matrix transformations of 
lp-spaces [3,4]. In this section we describe the corresponding problem that might have 
led us to formulate Theorem 3.1. The problem involves an interesting class of matrices 
which seems not to have been studied before. 
Let r, w be fixed, nonnegative integers, and suppose that we have an urn containing 
r red balls and w white ones. We define the urn matrix U = U(r, w) by setting 
u ,,k = P(k whites from n dips), (59) 
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the dips being made without replacement. It is clear that 
and that U(r, w) has size (Y + w + 1) x (w + 1). If, instead, sampling is done with replace- 
ment, an infinite matrix results, viz.: 
n wkrnpk 
u 
n’k= k (r+w) 0 ~ (n,k=O, l,... ), 
which we recognize as the Euler matrix EB where 0= w/(r+ w) (see [8, Ch. VIII]). 
Thus, the urn matrices are the natural, finite counterparts of the Euler matrices. 
We may regard U(r, w) as a linear transformation from Rwfl to Rr+w+l, and it is 
easy to see that the (Euclidean) operator norm is ((r + w + l)/(w + 1))“‘. More gener- 
ally, if both spaces are endowed with their IP-norms 1 <p<co, it can be shown that 
r+w+l ‘lp 
II u(r, 4 lIpIp= ~ ( 1 w+l (61) 
Letting r, w+ co, holding 0 = w/(r + w) fixed, it follows from (61) that 
a result first proved by Bochner and by Knopp (see [13, Satz II, and the footnote to 
P. 1911. 
A more delicate problem arises when we attempt to determine the lower bound of an 
urn matrix. Specifically, we seek the largest number L (depending on p, r and w, but 
not on x) such that the inequality 
r+w / I” 1” .A 
.x- ( 2 %,,ks,)kp 2 x,p, 
n=O k=O k=O 
is valid whenever x0 2 xl 3 ... 3 x, 3 0. A general result ([2, Theorem 21) asserts that 
L is given by 
and it is natural to suspect -just as with Euler matrices ([4, Theorem 11) - that the 
minimum occurs when s=O. That this is indeed the case is a consequence of the 
following elementary inequality: 
Kir s+ 1 n=O (62) 
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increases with s (s = 0, 1, . . . , w) for each fixed p (1 <p ==z co). This last result is by no 
means obvious, and it will have to be proved elsewhere. If, however, we assume that 
(62) holds, it is clear that the lower bound of an urn matrix is given by 
L=L(r,w)= 1 
( .:,(6)yr:w)-p)“p (63) 
In other words, L is just the lP-norm of the first column of U(r, w). 
The product of two urn matrices, when defined, is again an urn matrix. In fact, we 
see from (60) that 
U(r, w) U(R, W) = U(r + R, W) (64) 
if (and only if) 
w=R+ W. (65) 
An amusing consequence of (61) (64) and (65) is the fact that the operator norms 
II . IIPJ are multiplicative on the set of urn matrices. 
It turns out that the lower bounds are supermultiplicative, in the sense that 
L(r, R + W)L(R, W) G L(r + R, W). (66) 
(This phenomenon does not hold for matrices in general.) As a consequence of (63) 
and (66) we see that 
(67) 
whenever 1 <p < co. Now (67) is a new, elementary, lP-inequality, and it is worthwhile 
_ in view of previous encounters with similar problems [4] - to seek a generalization 
via the theory of majorization. This involves rephrasing (67) as in (45), by taking 
4(x)=xP, and then attempting to prove (46). There is no guarantee of success, of 
course, but the cases of failure - what might be called “pure lP-inequalities” - are 
surprisingly rare [l]. Setting B=r + w, b=r, C= R + W, c= R, and recalling (65) we 
are led to the following problem, which we solve in Section 11. 
Problem 10.1. If b, c, B, C are nonnegative integers with cd C and B = b + C, do the 
sequences (t), (B; ‘), . . and (:),(‘S ‘), . . form a double-dipping pair? 
It is to be noted that this problem is not covered by Theorem 3.1 because we do not 
insist here that b+cdC. 
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11. An identity 
We finish up by considering one situation in which the doubly stochastic matrix 
S can be given explicitly. This section was suggested by the product formulae, (64), 
(65), for urn matrices. 
Let b, c, k, m and n be nonnegative integers with 0 d m d b, 0 d n ,< c, 0 d k < b + c, and 
let a be a real number. Then we have 
(69) 
(70) 
(71) 
We may describe (68)-(72) as a collective binomial coefficient identity for it is the 
interplay between its components that is the most remarkable feature of the set. Once 
such a system has been formulated it is a relatively easy matter to check the individual 
components. We therefore omit the proof of (68)-(72). The reader who wishes to verify 
these results is referred to [7, Ch. 51 or to [18, Ch. 41. 
Theorem 11.1. Let b, c, B, C be nonnegative integers with cd C and 
B=b+C. (73) 
Then x and y form a double-dipping pair where 
x,=(~;~) and y,=( ‘T”) (k=O,l,...). 
Proof. Inviewof(73),wemaywriteB=a+b+candC=n+c,wherea.=C-~.Itthen 
follows from (72) that 
(74) 
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Setting 
(0 < m d b, 0 d n d c, 0 < k d b + c), we see that the matrix S has the following properties: 
nonnegative entries, by (71); column sums= 1, by (69); row sums d 1, by (70); 
S(dk(xy),)=d”xod”yO, by (68) and (74). Therefore, the array d”xOd”y, is a doubly 
substochastic, column stochastic image of dk(xy)O. 
S may be “extended” to a doubly stochastic matrix of size (b + l)(c + 1) in any one of 
several ways. For example, we may define 
(b+c-m)...(b+ l-m) 
s m,n;k= 1 - 
(b+c)...(b+ 1) 
(0 <m < b, 0 < n < c, b + c < k <(b + l)(c + 1)). With any such extension it is plain, since 
dk(xy), vanishes if k> b+ c, that (4))(8) are valid, so that x and y form a double- 
dipping pair. 0 
We conjecture that the sequences x=(f),(“b’),... and y=(:),(‘;‘),... form 
a doubling-dipping pair whenever b, c, B, C are nonnegative integers with b Q B and 
c < C. This has been proved only when B = b + C or C = c + B (Theorem 11.1) or when 
b + c <min { B, C} (Section 8). Machine calculations indicate, however, that these 
additional restrictions are redundant. 
There are analogues of all our results and problems in higher dimensions. For 
instance, Alfie and Betty could try their luck at TRIPLE DIPPING, a game played 
with three urns and with target set Y lying in the three-dimensional lattice. This gives 
rise to the notion of TRIPLE DIPPERS; three sequences x,y, and z, such that 
d’xodmygdnZg 5 dk(xyz)(). 
It can be shown that 
are triple dippers if A, B, C, a, b,c are nonnegative integers with a + b + c d 
min {A, B, C} or if A, B, C are real numbers with A= a + B and B = b + C. Other 
examples of triple dippers are given in [3]. 
Confession. Professor James Moriarty is a fictional character “who wrote a treatise 
upon the Binomial Theorem” (see p. 436 of Sherlock Holmes, the complete facsimile 
edition, by Sir Arthur Conan Doyle, Wordsworth, Ware, Hertfordshire, 1991). 
Moriarty is mentioned in [7, p. 1621, and is given credit for one of the exercises in 
[18, p. 1351. My efforts to enhance further Moriarty’s career have been thwarted by an 
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observant (and most diabolical) referee. The same referee points out that the technique 
ascribed by me to Moriarty is, in fact, the basis of the so-called Umbra1 calculus. (See, 
for example, D. Zeilberger’s review in Bull. Amer. Math. Sot. 13 (1985) 73-76.) 
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