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ABSTRACT
With the success of deep learning in speech signal processing, speaker-independent speech separation
under the reverberant environment remains challenging. The deep attractor network (DAN) performs
speech separation with speaker attractor, but it is conducted in the time-frequency domain, which
is not optimal. The recently proposed convolutional time-domain audio separation network (Conv-
TasNet) surpasses ideal masks in anechoic signals, while its architecture renders the problem of sep-
arating signals with variable numbers of speakers. Moreover, these models will suffer performance
degradation in a reverberant environment. In this study, we propose a time-domain deep attractor
network (TD-DAN) with two-stream convolutional networks, which efficiently performs both dere-
verberation and separation tasks under the condition of variable numbers of speakers. The speaker
encoding stream (SES) of TD-DAN models speaker information, and is explored with various wave-
form encoders. The speech decoding steam (SDS) accepts speaker attractors from SES, and learns to
predict early reflections. Experiment results demonstrated that the TD-DAN achieved scale-invariant
source-to-distortion ratio (SI-SDR) gains of 10.40∕9.78 dB and 9.15∕7.92 dB on the reverberant 2-
and 3-speaker development/evaluation set, exceeding Conv-TasNet 1.55∕1.33 dB and 0.94∕1.21 dB,
respectively.
1. Introduction
The speech signal captured by distant microphones of-
ten presents reverberation, noise, and multiple speakers. In
such situations, obtaining the signal from the target speaker
requires the ability of dereverberation and source separa-
tion with noise being viewed as a special source. Extracting
the target speaker’s speech in a reverberant environment can
improve the speech intelligibility for human listeners, and
reduce the word error rate (WER) in an automatic speech
recognition (ASR) system.
In speech separation, when prior information of the speak-
ers is available, it turns into speaker-dependent scenariowhere
some studies have shown considerable performance boost
(Zhang & Wang (2016); Du, Tu, Dai & Lee (2016)). In the
absence of the prior information, the well-known speech-
independent separation is challenging but is regarded as a
key to the robustmulti-speaker speech recognition. Thewell-
know frameworks of deep attractor network (DAN) (Luo,
Chen & Mesgarani (2018)) and deep clustering (DC) (Her-
shey, Chen, Roux &Watanabe (2016)) explicitly models the
speaker embedding and obtains the speaker assignment in
the time-frequency domainwith clustering algorithms. How-
ever, these models are designed and tested under the clean
close-talk mixtures. Few studies are conducted to extend the
separation algorithms into the signal-channel far-field sig-
nals.
More recently, the time-domain audio separation network
(TasNet) presents a novel separation schemewhich works on
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the time-domain representations with the time-domain con-
volutional encoder and decoder (Luo & Mesgarani (2018)).
It is trained to directly separate signals with a fixed number
of outputs. The subsequent Conv-TasNet (Luo & Mesgarani
(2019)) and other works (Shi, Lin, Liu, Liu, Hayakawa &
Han (2019); Bahmaninezhad, Wu, Gu, Zhang, Xu, Yu &
Yu (2019)) have demonstrated significant separation perfor-
mance even better than the ideal time-frequencymasks. How-
ever, the architecture and permutation invariant training lim-
its its flexibility, i.e., it can only be deployed to separate a
fixed number of speakers. On the other hand, DAN pre-
dicts frequency domain masks by first generating high-level
speaker embeddings and then form an attractor to extract the
target speaker’s sound. To the author’s best knowledge, the
time-domain deep attractor network has not been studied.
The reason might be that the attractor is defined by the ideal
binary masks (IBMs) which are not clearly defined on the
TasNet.
In this study, we propose a novel time-domain deep at-
tractor network (TD-DAN) for simultaneously dereverbera-
tion and separation. The designed architecture consists of 2
parallel streams, a speaker encoding stream (SES) for speaker
embedding modeling and a speech decoding stream (SDS)
for target speaker extraction and dereverberation. The SES
is trained with the reconstruction loss and the concentration
loss, resulting in speaker embeddings suitable for cluster-
ing. Meanwhile, the SDS is served as an inference module
which firstly models the speaker information similar with
SES and interacts with SES to output waveform. The pro-
posed scheme has the following contributions: First, we in-
troduce the TD-DAN with a two-stream architecture, which
performs the dereverberation and separation simultaneously.
Second, a concentration loss is employed to bridge the gap
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between the oracle attractor and K-Means. Third, we ex-
perimented the TD-DAN in the far-field dataset with 2- and
3-speaker mixtures. Note that the 3-speaker separation in a
reverberant environment is the most challenging condition
and has not been considered in the previous studies. We
have found that the TD-DAN can perform dereverberation
and separation simultaneously, exceeding the Conv-TasNet
1.55∕1.33 dB and 0.94∕1.21 dB on the 2- and 3-speaker de-
velopment (Dev.)/evaluation (Eval.) set, respectively.
The rest of the paper is organized as follows. In Section
2, we provide related techniques of the proposed method.
Section 3 describes the proposed time-domain deep attractor
network. Section 4 presents the experimental results of the
proposed methods. In Section 5, we present the conclusion
and our future plan.
2. Related work
The previous work of far-field speech separation is elab-
orated in the following 3 aspects: dereverberation, speech
separation and the unified framework.
To address the dereverberation problem, many algorithms
have been proposed, for example beamforming (Schwartz,
Gannot &Habets (2016); Kodrasi &Doclo (2017); Nakatani
&Kinoshita (2019a)), blind inverse filtering (Schmid, Malik
& Enzner (2012); Yoshioka & Nakatani (2012)). Weighted
prediction error (WPE) is developed under the paradigm of
blind inverse filtering, which rose to prominence in the RE-
VERB challenge (Kinoshita, Delcroix, Gannot, Habets, Haeb-
Umbach, Kellermann, Leutnant, Maas, Nakatani, Raj, Sehr
&Yoshioka (2016)). It aims at minimizing the weighted pre-
diction error by optimizing the delayed linear filters to elimi-
nate the detrimental late reverberation (Nakatani, Yoshioka,
Kinoshita, Miyoshi & Juang (2010)). Deep neural networks
(DNNs) have been used to learn spectral mapping from re-
verberant signals to anechoic ones (Geetha&AYATHRI (2017)).
In practice, compared with direct mapping, the mask estima-
tion is preferred for its better performance (Wang, Narayanan
& Wang (2014)). Moreover, complex ideal ratio masks are
proposed to overcome the drawback that the real-number
masks cannot reconstruct both the magnitude and phase in-
formation of the target signal (Williamson &Wang (2017)).
Some researchers make an effort to combine the DNNs with
WPE by deep learning-based energy variance estimation,
leading to a non-iterativeWPE algorithm (Heymann, Drude,
Haeb-Umbach, Kinoshita & Nakatani (2019)).
The deep learning-based speaker-independent separation
can be categorized according to 2 perspectives: the training
paradigm and the predicted mask type. Most architectures
adopt 3 paradigms, including permutation invariant train-
ing (PIT), speaker clustering-based methods and Speaker-
Beam (Zmolíková, Delcroix, Kinoshita, Ochiai, Nakatani,
Burget & Ćernocký (2019)). The PIT (Kolbaek, Yu, Tan
& Jensen (2017)) directly optimizes the reconstruction loss
with possible permutations. The drawback of PIT is that its
architecture cannot deal with a variable number of speak-
ers. The speaker clustering methods, for example, deep clus-
tering (Hershey et al. (2016); qiu Wang, Roux & Hershey
(2018a)) is trained to generate discriminative speaker em-
beddings in each T-F bins, and uses cluster algorithms to
obtain speaker assignment in testing. The DAN is devel-
oped following the DC, but it optimizes the reconstruction
of the spectrogram while obtaining the attractors by cluster-
ing (Luo et al. (2018)). DC andDAN can deal with a variable
number of speakers by setting the cluster number. Speaker-
Beam extracts the voice of the target speaker with an extra
adaptation utterance. It can be deployed when the speaker’s
voice is pre-collected, but not suitable for blind source sep-
aration.
On the other hand, most previous approaches are formu-
lated by predicting time-frequency masks of the mixture sig-
nal. The commonly used masks are IBMs, ideal ratio masks
(IRMs) and Wiener filter-like masks (WFMs) (Wang et al.
(2014)). Some approaches directly approximates the spec-
trogram of each sources (Du et al. (2016)). Both themask es-
timation and spectrum prediction use the inverse short-time
Fourier transform (iSTFT) of the estimated magnitude spec-
trogram of each source together with the original or the mod-
ified phase. Recently, TasNet introduced a novel method to
separate signals from the raw waveform. It utilizes 1-D con-
volutional filters to perform encoding and decoding on the
generated spectro-temporal representations. A speech sep-
aration module accepts the representation and predicts each
source’s masks. Different from the fixed weights in short-
time Fourier transform (STFT), TasNet learns the transform
weight by optimizing scale-invariant source-to-distortion ra-
tio (SI-SDR) between the estimated and target source sig-
nals. However, TasNet can only separate fixed number of
speakers, less flexible than DC and DAN. Exploring time-
domain speaker clustering-based separation remains an un-
solved problem.
Speech separation in a reverberant environment is a dif-
ficult task. In order to simultaneously address the derever-
beration and separation problems, most of the systems adopt
algorithms in tandem. For example, the framework performs
simultaneous dereverberation, denoising and separationwith
the combination of neural network and probabilistic mod-
els (Nakatani, Takahashi, Ochiai, Kinoshita, Ikeshita, Del-
croix & Araki (2020)). It combines Weighted Power min-
imization Distortionless response (WPD) (Nakatani & Ki-
noshita (2019b)), noisy Complex Gaussian Mixture Model
based spatial clustering (noisyCGMM) (Ito, Schymura, Araki
&Nakatani (2018)), and CNN-based PIT, where the PIT net-
work provides the masks for noisyCGMM. A purely deep
learning-based network is introduced for denoising and dere-
verberation by first learning the noise-free deep embeddings
and then performing mask-based dereverberation Fan, hua
Tao, Liu, Yi & Wen (2020). WHAMR! is a reverberant
version of WHAM!, where TasNet achieved a SI-SDR of
5.6 dB compared with 15.3 dB in the clean WSJ0-2MIX
dataset (Maciejewski, Wichern, McQuinn & Roux (2019)).
The cascaded combination of separation and dereverberation
improves the performance to 6.6 dB, much lower than that
in the clean situation. The performance results ofWHAMR!
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indicate that simultaneous dereverberation and separation ex-
hibits a difficult problem. Moreover, a much more challeng-
ing task, separating more than 2 speakers in a reverberant
environment, has not been explored.
3. Time-domain deep attractor network
In this section, we first formulate the problem and intro-
duce the baseline DAN and Conv-TasNet. Following the de-
sign of the speaker attractor and time convolutional network,
2 types of two-stream TD-DANs are put forward, one with
hybrid modeling and another one with fully time-domain
waveform encoders. Additionally, a clustering loss is pro-
posed to achieve better K-Means performance.
3.1. Problem formulation
Assume that speech signals from 퐾 speakers are cap-
tured by a distant microphone in a noisy reverberant envi-
ronment. The captured signal is
푦 =
퐾∑
푘=1
푦(푘) + 푛 =
퐾∑
푘=1
푑(푘) +
퐾∑
푘=1
푟(푘) + 푛, (1)
where 푛 is the noise, 푦(푘) is the reverberant source signal, de-
composed as 푑(푘) representing the direct sound and early re-
flection, and 푟(푘) representing the late reverberation, respec-
tively. For simplicity, 푑(푘) is referred to as the early reflection
in the following paper. STFT transforms signal from time
domain to time-frequency representations, which reformu-
lates Eq.(1) as,
푦푡,푓 =
퐾∑
푘=1
푦푘,푡,푓 + 푛푡,푓 =
퐾∑
푘=1
푑푘,푡,푓 +
퐾∑
푘=1
푟푘,푡,푓 + 푛푡,푓 , (2)
with the frame number 푇 , maximum frequency index 퐹 ,
frame index 푡 = 1, ..., 푇 and frequency index 푓 = 1, ..., 퐹 .
The early reflections 푑푘,푡,푓 and the late part 푟푘,푡,푓 is generatedby convolution,
푑푘,푡,푓 =
퐷−1∑
휏=0
푎푘,휏,푓 푠푘,푡−휏,푓 , (3)
푟푘,푡,푓 =
퐿푎−1∑
휏=퐷
푎푘,휏,푓 푠푘,푡−휏,푓 , (4)
where 푎푘,푓 = [푎푘,0,푓 , 푎푘,1,푓 , ..., 푎푘,퐿푎−1,푓 ] is the transformfunction with late reverberation starting from frame 퐷 and
ending at frame 퐿푎 for frequency 푓 , 푠푘,푡,푓 is the source sig-nal for speaker 푘 in bin 푡, 푓 . As indicated in (Bradley, Sato
& Picard (2003)), the early reflections increase the speech
intelligibility scores for both impaired and non-impaired lis-
teners. Thus in this study, dereverberation is to eliminate the
late part 푟푘,푡,푓 .The ideal masks are defined on the frequency domain
over the sources. The IRM for speech separation only is ex-
pressed as,
푚IRM(sepr)푘,푡,푓 =
|푦푘,푡,푓 |∑
푘 |푦푘,푡,푓 | + |푛푡,푓 | , (5)
Figure 1: The architecture of DAN, where the attractor is
obtain by oracle assignment and K-Means in the training and
testing, respectively.
where | ⋅ | is modulus operation. In the reverberant environ-
ment, the IRM of dereverberated source 푘 is redefined as
푚IRM(sepr+derevb)푘,푡,푓 =
|푑푘,푡,푓 ||푦푡,푓 − 푑푘,푡,푓 | + |푑푘,푡,푓 | , (6)
where the interference signal is obtained by removing the
early part of source 푑(푘)푡,푓 , i.e., it includes both late reverbera-tion of the target source and other interference signals. Sim-
ilarly, WFM is formulated as,
푚WFM(sepr)푘,푡,푓 =
√ |푦푘,푡,푓 |2∑
푘 |푦푘,푡,푓 |2 + |푛푡,푓 |2 , (7)
푚WFM(sepr+derevb)푘,푡,푓 =
√ |푑푘,푡,푓 |2|푦푡,푓 − 푑푘,푡,푓 |2 + |푑푘,푡,푓 |2 . (8)
3.2. Baseline DAN and Conv-TasNet
Our TD-DAN is inspired by the design of speaker at-
tractor and time convolutional network (TCN) module orig-
inally proposed in the DAN and Conv-TasNet, respectively.
The attractor is a speaker embedding indicating the speaker
information. As shown in Fig.(1), DAN accepts log power
spectrum (LPS) and generates speaker embeddings 퐚푡,푓 ,
퐚푡,푓 = DAN(EncLPSDAN(푦)), (9)
where EncLPSDAN is LPS feature extractor. In the training, theattractor vector 퐚푘 for speaker 푘 is obtained by averagingover the T-F bins,
퐚푘 =
∑
푡,푓 푚
IBM
푘,푡,푓푣푡,푓퐚푡,푓∑
푡,푓 푚
IBM
푘,푡.푓푣푡,푓
, (10)
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Figure 2: The architecture of Conv-TasNet, where the sepa-
ration module output separation masks {푚̂푘,푡,푓}푘,푡,푓 for a fixed
number of speakers.
where 푣푡푓 ∈ {0, 1} denotes the presence of speech calcu-
lated by a threshold of power, 푚퐼퐵푀푘,푡,푓 is the binary speaker
assignment. Here, we use source signal to calculate 푚퐼퐵푀푘,푡,푓
푚IBM푘,푡,푓 =
{
0, if |푑푘,푡,푓 | < ∑푞≠푘 |푑푞,푡,푓 |
1, if |푑푘,푡,푓 | ⩾ ∑푞≠푘 |푑푞,푡,푓 | , (11)
since 퐚푡,푓 is expected to indicate the source information andcan be used to perform both separation and dereverberation.
In the testing, the attractors are obtained by K-Means clus-
tering with prior knowledge of the speaker number,
{퐚푘}푘 = KMeans({퐚푡,푓 |if 푣푡,푓 = 1}). (12)
The masks are estimated with Sigmoid activation,
푚̂MRM푘,푡,푓 = 푆푖푔푚표푖푑(퐚
푇
푘 퐚푡,푓 ), (13)
where 퐚푘 ∈ ℝ퐷×1 is the attractor of speaker 푘, 퐚푡,푓 ∈ ℝ퐷×1is the embeddings. The DAN is trained by minimizing the
reconstruction loss for both separation and dereverberation,
퐿r =
∑
푘,푡,푓
(푦푡,푓 푚̂MRM푘,푡,푓 − 푑푘,푡,푓 )
2. (14)
The optimization leads to speaker embeddings where the
vectors from the same speakers get closer and these from
different speakers become more discriminative. However,
due to 푦푡,푓 ≠ ∑푘 푑푘,푡,푓 , Eq.(14) may lead to performancedegradation in clustering, which can be solved by adding an
extra concentration loss (Sec.3.5).
Conv-TasNet is a fully convolutional time-domain au-
dio separation network, composed of a 1퐷 convolutional en-
coder, a separation module and a 1퐷 convolutional decoder.
Multiple sequential TCN blocks with various dilation fac-
tors are stacked as the separation module. The fully convo-
lutional architectures result in a small model size and can be
deployed in a causal way. As plotted in Fig.(2), the encoder
encodes the input mixture signal,
푦푡,푓 = EncFreeTasNet(푦), (15)
where EncFree is the 1퐷 time convolutional kernel, 푦푡,푓 is thespectro-temporal representation. We use “Free” to indicate
that kernel is learnable. The TCN-based separation module
is trained to predict mask,
{푚̂TD푘,푡,푓}푘,푡,푓 = TCN({푦푡,푓}푡,푓 ), (16)
where {⋅}{⋅} denotes the matrix form with subscripts repre-senting the axes. The decoder decodes the masked spectro-
temporal representation and outputs the waveform signals,
{푑̂}푘 = DecFreeTasNet({푦푡,푓 푚̂TD푘,푡,푓}푘,푡,푓 ), (17)
where 푚푇퐷푘푡푓 is the mask defined on the spectro-temporal rep-
resentation, DecFree is the 1퐷 time de-convolutional kernel.
Conv-TasNet is trained to optimize scale-invariant source-to-
noise ratio (SI-SDR). Utterance-level permutation invariant
training (uPIT) is deployed to address the source permuta-
tion problem in training (Kolbaek et al. (2017)).
3.3. TD-DAN with hybrid encoders
The TD-DAN is a two-stream architecture, a speaker en-
coding stream (SES) for speaker embedding modeling and a
speech decoding stream (SDS) for dereverberation and speaker
extraction. We creatively separate the task into 2 parts and
jointly train 2 streams with a multi-task loss. As plotted in
Fig.(3), the SES is similar with the DAN network, which ac-
cepts the log power spectral (LPS) with EncLPSSES, and calcu-lates the masks with the speaker embeddings and attractors.
The whole feed-forward procedure follows Eq.(9)-(14).
The SDS models the input signal with 1퐷 convolutional
encoder and stacked TCN, which can be viewed as a dere-
verberation process,
퐞푡,푓 = TCN(EncFreeSDS(푦)). (18)
where 퐞푡,푓 is the high-level representation. The SES inter-acts with the SDS through a linear transform of the attractor.
Then the SDS accepts the transformed attractor to calculate
the masks and finally outputs the dereverberated and sepa-
rated signal,
푚̂푇퐷푘,푡,푓 = (Linear(퐚푘))푇 퐞푡,푓 , (19)
푑̂푘 = Dec퐹푟푒푒SDS ({푚̂푇퐷푘,푡,푓 퐞푡,푓}푡,푓 ), (20)
where Linear is the linear transformation communicating the
SES and SDS. The model is trained from raw by optimizing
a multi-task loss,
퐿TD-DAN = 퐿SI-SDR(푑̂푘, 푑푘) + 훼푟퐿r(푚̂MRM푘,푡,푓 , 푑푘), (21)
where 훼푟 is the loss balance factor.This TD-DAN is with hybrid encoders since the SES is
encoded by STFT transform, while the SDS is encoded by a
1퐷 convolutional encoder with free kernels. Nevertheless, it
is named as a time-domain DAN since it is trained to predict
waveform directly.
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Figure 3: The architecture of TD-DAN, composed of SDS ans SES. The waveform encoder of SDS adopts frequency-domain
LPS, time-domain stacked STFT kernels and free kernels.
3.4. TD-DAN with fully time-domain encoders
Here we replace the waveform encoder EncLPSSES in TD-DANSESwith time-domain convolutional kernels. The prob-
lem is the definition of IBMs in the spectro-temporal repre-
sentations, which is originally computed based on the spec-
trogram (Eq.(11)). In formulation, the time-domain SES en-
coder EncTDSES encodes the mixture signal into 푦푡,푓 ,
푦푡,푓 = EncTDSES(푦). (22)
By setting the magnitude of the signal is |푦푡,푓 |, its IBM isformulated similarly,
푚IBM푘,푡,푓 =
{
0, if |EncTDSES(푑푘,푡,푓 )| < ∑푞≠푘 |EncTDSES(푑푘,푡,푓 )|
1, if |EncTDSES(푑푘,푡,푓 )| ⩾ ∑푞≠푘 |EncTDSES(푠푘,푡,푓 )|
(23)
We introduce 2 time-domain kernels, the stacked time-
domain STFT kernel and the free kernel :
1) The STFT convolutional encoder EncSTFTSES . The STFTtransform is split into the real and the imaginary part
with stacked convolutional kernel expressed as,
퐾푐표푠푓 [푛] = 푤[푛]푐표푠(2휋푛푓∕푁), (24)
퐾푠푖푛푓 [푛] = 푤[푛]푠푖푛(2휋푛푓∕푁), (25)
퐊퐒퐓퐅퐓 = [퐊푐표푠0 , ...,퐊
푐표푠
퐹−1,퐊
푠푖푛
1 , ...,퐊
푠푖푛
퐹 ], (26)
where columns of 퐊퐒퐓퐅퐓 are 1퐷 convolutional ker-
nels, 푛 is the sample index in a convolutional kernel of
size 푁 , 푓 = 1, ..., 퐹 is the kernel index correspond-
ing to the frequency of STFT, 푤 is the pre-designed
analysis window. This kernel is different from STFT
transform, since it stacks the real and imaginary part
of spectrum and can be conductedwith real-value con-
volutional kernels.
2) The free convolutional encoder EncFreeSES , whose 1퐷 con-volutional kernel 퐊퐅퐫퐞퐞 is trained together with the
dereverberation and separation task.
Thewhole procedure of TD-DANwith fully time-domain
encoders follows Fig.(3), where the attractor is obtained by
masks defined by EncTDSES and Eq.(10)-(14), the dereverbera-tion and separation is conductedwith Eq.(18-20). The speech
presence assign 푣푡,푓 is obtained by a threshold of the mag-nitude of the spectro-temporal representations. The network
is trained to optimize the multi-task loss (Eq.(21)).
3.5. Auxiliary clustering loss
The reconstruction loss (Eq.(14)) indicates that the mask
will be close to 1 if the T-F bin embeddings are close to the
speaker attractor, otherwise the masks will be close to 0. The
sparsity assumption declares that the observed signal con-
tains at most one source at each T-F bins, which ensures the
clustering performance in the DAN since most embeddings
are optimized closed to some attractor to achieve approxi-
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Figure 4: The histogram of IRM of clean and reverberant
mixtures. The clean mixture is mixed by early reflections, while
the reverberant one is mixed by early and late reflections. The
IRM is calculated with Eq.(6).
mately binary masks. However, the reverberant signal may
not follow the sparsity assumption. The distribution of the
mixture signal with early reflection and reverberation is plot-
ted in Fig.(4). Notably, approximate 20% T-F bins present
the IRM value larger than 0.95 in the mixture of early reflec-
tions, while in the reverberant signal, the percentage signifi-
cantly drops to approximate 5%. The reason is that the IRM
of early reflections is the ratio of the target early part against
the interference ones, while for Eq.(6) it is the ratio of the
target early reflection against the target late reverberation,
the interference early and late reverberation. Therefore, the
lack of high-value T-F bin masks renders the difficulty when
performing clustering on the embeddings.
To achieve better clustering performance, we introduce
the clustering loss, including the concentration loss and dis-
criminative loss. The concentration loss is designed for all
DAN-based models, expressed as,
퐿푐 =
∑
푘,푡,푓
||퐚푘 − 푚IBM푘,푡,푓푣푡,푓퐚푘,푡,푓 ||22. (27)
Its gradient is
휕퐿푐
퐚푘,푡,푓
=
⎧⎪⎨⎪⎩
−2(1 − 1∑
푡,푓 푚
IBM
푘,푡,푓 푣푡,푓
)(퐚푘 − 퐚푘,푡,푓 ), if 푚IBM푘,푡,푓푣푡,푓 = 1
0, if 푚IBM푘,푡,푓푣푡,푓 = 0
(28)
which enforces embedding 퐚푘,푡,푓 close to attractor 퐚푘 if dom-inated by speaker 푘. The within-class concentration loss
may be conflict with Eq.(14), i.e., the loss pushes embed-
dings concentrated around the attractors, which may result
in a suboptimal reconstruction loss. In our practice, how-
ever, the joint optimization of the reconstruction and con-
centration loss leads to better performance, which will be
illustrated in Sec.5.
Another inter-class discrimination loss maximums the
distance among different attractors,
퐿푑 =
푘≠푞∑
푘,푞
||퐚푘 − 퐚푞||22. (29)
Table 1
The detailed numbers of train, development (Dev.) and eval-
uation (Eval.) sets.
Dataset Utterances(#) Time durationaverage(second)/total(hour)
Train 33561 9.4∕87.4
Dev. 982 9.3∕2.5
Eval. 1332 9.1∕3.4
In fact, Eq.(14) contains the discrimination since the attrac-
tor distance will be enlarged if 푚푀푅푀푡,푓 is close to 0. Thediscrimination loss here is designed for free convolutional
kernel 퐊퐅퐫퐞퐞 in SES, which avoids the point where small|EncFreeSES(푦)| results in small 퐿푟 but ambiguous attractors fordifferent speakers. The training loss is updated to,
퐿TD-DAN = 퐿SI-SDR + 훼푟퐿r + 훼푐퐿c + 훼푑퐿d, (30)
where 훼푐 and 훼푑 are loss factors for concentration and dis-crimination losses.
4. Experimental configuration
4.1. Dataset
The experiments were conducted on the SpatializedMulti-
Speaker Wall Street Journal (SMS-WSJ)1, which artificially
spatialized and mixed utterances taken from WSJ (Drude,
Heitkaemper, Böddeker & Haeb-Umbach (2019)). It dif-
fered from the spatialized version of the WSJ0-2MIX (qiu
Wang, Roux&Hershey (2018b)) by considering allWSJ0+1
utterances and strictly separating the speakers for the train-
ing, validation and test sets. The room impulse response
was randomly sampled with different room sizes, array cen-
ters, array rotation, and source positions. The sound decay
time (T60) was sampled uniformly from 200푚푠 to 500푚푠.
The simulated 6-channel audios contained early reflections
(< 50푚푠), late reverberation (> 50푚푠), and white noise. The
detailed numbers of the dataset is listed in Table.1. Mean-
while, we also simulated a 3-speaker dataset as a more chal-
lenging task, which used the same RIRs and utterance split
with SMS-WSJ dataset.
In our experiments, we only used the first channel of the
multi-channel signal. The networks were trained to map re-
verberantmulti-speaker signal to early reflections. As demon-
strated in (Drude et al. (2019)), the early reflections were
close to the source signal in the measurement of speech in-
telligibility and the WERs.
4.2. Training settings
The experiments were performed with Asteroid, an au-
dio source separation toolkit2 based on PyTorch (Paszke,
Gross, Chintala, Chanan, Yang, Devito, Lin, Desmaison,
Antiga&Lerer (2017)). The baseline Conv-TasNet andDAN
1https://github.com/fgnt/sms_wsj
2https://github.com/mpariente/asteroid
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Table 2
The model architectures with hyper-parameter 퐵∕퐻∕푃∕푋∕푅
of TCN, the embedding dim of 퐚푡,푓∕퐞푡,푓 in SES/SDS, and loss
factor 훼푟 and 훼푐 .
Hyper-params. DAN/SES Conv-TasNet/SDS
퐵 128 128
퐻 256 512
푃 3 3
푋 4 8
푅 2 3
퐚∕퐞 20 20
훼푟 1.0 1.0
훼푐 0.015∕1.0 −∕1.0
followed the settings in Luo et al. (2018) and Luo & Mes-
garani (2019), respectively. We changed the DAN archi-
tecture from 4-layer bi-directional long short-term memory
(BLSTM) to 2 TCN blocks, which led to small-sized models
and made fair comparison among different frameworks.
The two-stream TD-DAN is composed of SES and SDS,
which adopted the architecture corresponding the baseline
DANandConv-TasNet, respectively. By following the hyper-
parameter notations in (Luo & Mesgarani (2019)), we list
the architecture in Table.2. The SES in Sec.3.3 accepts log
power spectral which was computed using STFT with win-
dow size 256(32푚푠) and stride 32(8푚푠). The SES in Sec.3.4
utilized convolutional kernels with the same settings as LPS,
and then was fine-tuned to 256(32푚푠) and 128(16푚푠). The
threshold was set to keep the top 50% and 15% of the mix-
ture spectrogram bins for LPS encoder and the time-domain
encoder, respectively. The loss factor 훼푑 = 0.15 was onlyapplied for TD-DAN with free kernels, which was trained
by fine-tuning the network with stacked STFT kernels for 1
epoch.
We used Adam (Kingma & Ba (2015)) with the learning
rate starting from 10−3 and then halved if no best validation
model was found in 3 epochs. The maximum number of
epochs was set to 50. The TD-DAN were trained with 4-
second segments and a batch size of 8 in 2 GPUs.
5. Results and discussion
In this section, the results of the baseline and different
TD-DANs are firstly presented. Then we exhibit experi-
ments on the dataset with variable numbers of speakers. The
discussion of the performance is conducted for further un-
derstanding and improvement.
5.1. Comparison of the baseline and TD-DANs
The 1st part of Table.3 lists the results of our baseline
models, Conv-TasNet and DAN. The Conv-TasNet achieved
a SI-SDR of 8.05∕7.61 dB, 2.23∕2.05 dB better than DAN
without the concentration loss on the Dev./Eval. set. It was
noticed that the concentration loss largely bridged the gap
between the oracle attractor and the ones obtained by K-
Means. In detail, the SI-SDRgapwas reduced from 0.37∕0.41
Figure 5: Examples of TD-DAN enhancement under 2- and
3-speaker condition. The estimation achieved both derever-
beration and separation, but in the 3-speaker condition, it did
not fully removed the interference speaker.
to 0.11∕0.06 dB after applying the concentration loss.
The TD-DAN was designed following the architectures
of DAN and TasNet. Specifically the SES corresponded to
DAN while the SDS followed the Conv-TasNet, resulting in
a fair comparison with the baseline. As listed in the 2nd
part of Table.3, the SES with LPS encoder combined with
TasNet-based SDS gives SI-SDRs of 8.46∕8.23 dB, exceed-
ing the Conv-TasNet around 0.41∕0.62 dB on the Dev./Eval.
set. The concentration loss showed its efficiency by improv-
ing 0.57∕0.25 dB. The results demonstrate the feasibility of
the TD-DAN architecture which solves the problem of dere-
verberation and separation with two parallel streams. Un-
like tandem systems, the whole procedure requires no extra
information, for example, anechoic multi-speaker signals.
As listed in the 3rd part of Table.3, the time-domain en-
coder of SES was explored with fixed STFT kernel and free
kernel. The fixed STFT kernel exhibited performance degra-
dation with the same window settings of LPS. After adjust-
ing SES encoder window settings, it could achieve SI-SDRs
of 9.07∕8.41 dB. By setting the STFT kernel as trainable net-
work parameters, the TD-DAN with the free waveform en-
coder achieved higher SI-SDRs of 9.20∕8.65 dB, 0.20∕0.17
dB higher than TD-DAN with LPS encoder.
5.2. Experiments on mixtures with variable
numbers of speakers
The merit of DAN is that it can deal with mixture sig-
nals with variable numbers of speakers. To validate this fea-
ture, we further trained the TD-DAN on both datasets exist-
ing both 2 and 3 speakers. The experiment results are listed
in Table.4. The TD-DAN trained on the 2-speaker dataset
was able to separate 3-speaker mixture signal with SI-SDR
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Table 3
The SI-SDR results of the baseline and different TD-DANs on the Dev. and Eval. set.
The waveform encoder with † used window size 32푚푠 and stride 16푚푠, and others adopted
window size 32푚푠 and stride 8푚푠.
Model Architecture Waveform encoder Concentration loss
SI-SDR(dB)
K-Means/Oracle attractor
Dev. Eval.
TasNet 3-block TCN Free - 8.05 7.61
DAN 2-block TCN LPS 7 5.80∕6.17 5.61∕6.01
DAN 2-block TCN LPS ✓ 6.01∕6.12 5.94∕6.00
TD-DAN DAN+TasNet LPS 7 8.46∕9.28 8.23∕8.88
TD-DAN DAN+TasNet LPS ✓ 9.03∕9.36 8.49∕8.81
TD-DAN DAN+TasNet LPS† ✓ 9.00∕9.35 8.38∕8.81
TD-DAN DAN+TasNet Enc(STFT) 7 8.97∕9.42 8.01∕8.77
TD-DAN DAN+TasNet Enc(STFT) ✓ 9.13∕9.39 8.21∕8.76
TD-DAN DAN+TasNet Enc(STFT)† ✓ 9.07∕9.41 8.41∕8.88
TD-DAN DAN+TasNet Free† ✓ ퟗ.ퟐퟎ∕ퟗ.ퟔퟎ ퟖ.ퟔퟓ∕ퟗ.ퟐퟒ
Table 4
Performance measurement of SI-SDR(dB)/PESQ/STOI under 2- and 3-speaker conditions.
Best settings are chosen according to Table 3.
Model Speaker # Waveform 2 speakers 3 speakersin training encoder Dev. Eval. Dev. Eval.
TasNet 2∕3 Free 8.05∕0.86∕2.31 7.61∕0.87∕2.24 4.46∕0.76∕1.86 2.94∕0.75∕1.73
TD-TasNet 2 LPS 9.03∕0.87∕2.40 8.49∕0.88∕2.32 0.12∕0.71∕1.75 −0.14∕0.71∕1.66
TD-TasNet 2 + 3 LPS 9.38∕0.88∕ퟐ.ퟒퟒ 8.79∕0.89∕2.39 4.37∕0.77∕1.87 3.79∕0.77∕1.81
TD-TasNet 2 STFT 9.07∕0.87∕2.34 8.41∕0.88∕2.28 0.45∕0.71∕1.73 0.00∕0.71∕1.65
TD-TasNet 2 + 3 STFT ퟗ.ퟔퟎ∕ퟎ.ퟖퟖ∕ퟐ.ퟒퟒ ퟖ.ퟗퟒ∕ퟎ.ퟖퟗ∕ퟐ.ퟒퟎ ퟓ.ퟒퟎ∕ퟎ.ퟕퟖ∕ퟏ.ퟗퟏ ퟒ.ퟏퟓ∕ퟎ.ퟕퟖ∕ퟏ.ퟖퟏ
TD-TasNet 2 + 3 Free 9.53∕0.88∕2.42 8.86∕0.89∕2.28 5.05∕0.78∕1.90 4.08∕0.77∕1.81
Mixture −0.80∕0.73∕1.76 −0.84∕0.73∕1.67 −3.75∕0.63∕1.56 −3.77∕0.62∕1.48
IRM(Eq.(5)) 9.04∕0.93∕2.95 8.65∕0.93∕2.77 7.80∕0.92∕2.86 7.26∕0.92∕2.68
IRM(Eq.(6)) ퟏퟏ.ퟏퟑ∕ퟎ.ퟗퟔ∕3.78 ퟏퟎ.ퟔퟏ∕ퟎ.ퟗퟔ∕3.66 ퟗ.ퟒퟒ∕0.95∕3.61 ퟖ.ퟕퟖ∕0.95∕3.47
WFM(Eq.(7)) 8.81∕0.93∕2.92 8.42∕0.93∕2.73 7.54∕0.92∕2.84 6.99∕0.92∕2.65
WFM(Eq.(8)) 10.87∕0.96∕ퟑ.ퟖퟎ 10.34∕ퟎ.ퟗퟔ∕ퟑ.ퟔퟗ 9.19∕ퟎ.ퟗퟓ∕ퟑ.ퟔퟒ 8.52∕ퟎ.ퟗퟓ∕ퟑ.ퟓퟐ
gains of 3.87∕3.63 dB and 4.20∕3.77 dB for LPS and STFT
waveform encoder on the Dev./Eval. set compared with mix-
ture signals, respectively. After fine-tuned on the concate-
nated dataset, the TD-DAN achieved SI-SDRs of 4.37∕3.79
dB and 5.40∕4.15 dB with LPS and STFT waveform en-
coder, respectively. The TD-DAN with free waveform de-
coder was tested but no further improvement. On both 2-
and 3-speaker dataset, the TD-TasNet employing SES with
STFT waveform encoder achieved the best performance in
all signal measurement scores.
The performance of ideal masks is listed in the 2nd part
of Table.4. It was observed that IRM (Eq.(6)) outperformed
other masks in SI-SDR while WFM (Eq.(8)) achieved best
STOI. It is notable the proposed TD-DAN exceeded IRM
(Eq.(5)) and WFM (Eq.(7)) on the 2-speaker dataset. The
SI-SDR gap of 4.04∕4.63 dB between IRM (Eq.(6)) and TD-
DAN in 3-speaker dataset indicates that performing multi-
speaker separation and dereverberation remains a difficult
task even for time-domain techniques.
Table 5
Performance analysis (SI-SDR(dB)/PESQ/STOI) of the TD-
DAN with STFT waveform encoder under the different rever-
beration settings.
T60 range 2 speakers 3 speakers
(200푚푠, 300푚푠] 11.04∕0.92∕2.95 5.81∕0.82∕1.93
(300푚푠, 400푚푠] 8.67∕0.89∕2.38 3.87∕0.77∕1.79
(400푚푠, 500푚푠] 7.16∕0.87∕2.23 2.83∕0.74∕1.72
5.3. Visualization and discussion
Fig.5 plots examples of the spectrogram of the mixture
and enhanced signal. The proposed TD-DAN separated and
dereverberated the reverberantmixture signal to bemore close
to the early reflections. Table.5 presents the performance un-
der different reverberation time. With larger T60 and more
speakers, the performance of TD-DAN becomes worse, im-
plying that reverberation makes the separation tasks much
more difficult.
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6. Conclusion
In this paper, we explore the frameworks of TD-DAN for
speech separation tasks in a reverberant environment with
different waveform encoders, including LPS encoder, stacked
time-domain STFT and free convolutional kernels. The ex-
periment results implied that TD-DAN with the fixed STFT
encoder achieved best performance, surpassing the baseline
TasNet with SI-SDRs of 1.55∕1.33 dB and 0.94∕1.21 dB on
the 2- and 3-speaker Dev./Eval. dataset, respectively. In the
future work, we are to further explore the free waveform en-
coder. Also, the multi-channel information is expected to be
utilized for better dereverberation and separation.
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