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One (more) line on the most Ancient Algorithm in History
Ilya Volkovich∗
Abstract
We give a new simple and short (“one-line”) analysis for the runtime of the well-known
Euclidean Algorithm. While very short simple, the obtained upper bound in near-optimal.
1 Introduction
Perhaps the most ancient algorithm recorded in history is the Euclidean Algorithm. Published in
300 BC, the algorithm computes the greatest common divisor (gcd) of two integer numbers. (See
Algorithm 1 for the description of the algorithm). The following is a quote from [4]: “[The Euclidean
algorithm] is the granddaddy of all algorithms, because it is the oldest nontrivial algorithm that
has survived to the present day.”
The Euclidean Algorithm serves as a subroutine for many tasks such as: finding Be´zout’s
coefficients, computing multiplicative inverses and the RSA algorithm, Chinese Remainder Theorem
and others. For more details on these and other applications, see [3, 4]. Yet, despite the its
simplicity, the actual runtime complexity cannot be easily inferred from its description due to the
recursive nature of the algorithm.
As the operations inside each iteration are “simple”, the actual runtime complexity is dominated
by the number of (recursive) iterations of the algorithm. Various upper bounds for the number
of iterations were given [5, 6, 3, 4, 2]. The first one, presented in [5], ties the number of iteration
with the Fibonacci numbers. Another kind of analysis shows that the larger argument shrinks by
a factor of at least 2 every two iterations (see e.g. [3, 2]). Yet, the proof of this claim requires a
somewhat non-trivial case-analysis.
Our new analysis provides a clean, “one-line” upper bound which turns out to be near-optimal.
The main idea stems from the Potential Method (see e.g. [2]). We define an appropriate potential
function and show that this function loses a constant fraction of its mass in every recursive iteration
of the algorithm. At the same time, the function is bounded away from zero. Formally, we give a
simple proof to the following theorem:
Theorem 1. For any x, y ∈ N, the Euclidean Algorithm performs at most log1.5(x+y)+1 iterations.
In order to see that our analysis is near-optimal, we remark that the analysis of [5] actually
shows that if the Euclidean algorithm performs m iterations, then x ≥ Fm+2 and y ≥ Fm+1, where
Fi-s are the Fibonacci numbers: 1, 1, 2, 3, 5, . . .. And, indeed, selecting x and y as consecutive
Fibonacci numbers demonstrates the tightness of this analysis. Now for a general x and y we have:
x+ y ≥ Fm+2 + Fm+1 = Fm+3 ' φ
m+1.
Therefore, m / logφ(x+ y), where φ =
1+
√
5
2
≅ 1.61803398875 is the golden ration.
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2 The Algorithm and the Runtime Analysis
In this section we review the algorithm and give the new, simplified runtime analysis. The descrip-
tion of the algorithm is given below in Algorithm 1. The algorithm is given non-negative integers,
x and y as an input. We assume w.l.o.g that x > y.
Input: Two non-negative integers, x > y ∈ N
Output: gcd(x, y)
1 if y = 0 then return x;
2 if y = 1 then return 1;
3 return gcd(y, x mod y)
Algorithm 1: Euclidean Algorithm
For the sake of analysis, let us fix x > y and letm denote the number of the (recursive) iterations
of algorithm.
Definition 2.1. For 1 ≤ i ≤ m, let xi and yi denote the values of x and y in the i-th iteration of
the algorithm, respectively. In particular, x1 = x, y1 = y.
Observation 2.2. For 1 ≤ i ≤ m: xi > yi ≥ 0.
Proof. Follows from the fact that yi = xi−1 mod yi−1 = xi−1 mod xi, which attains values between
0 and xi − 1.
Definition 2.3. For 1 ≤ i ≤ m, we define si
∆
= xi + yi.
Next, we will show that si is a potential function for this algorithm. In particular, the function
loses a fraction of its mass in every step, yet it is bounded away from zero. The following is
immediate from the definition, given the above observation.
Corollary 2.4. For 1 ≤ i ≤ m: si ≥ 1.
The following lemma is the heart of the argument.
Lemma 2.5. For 1 ≤ i ≤ m: si ≤ 2/3 · si−1.
Proof. Recall that si−1 = xi−1 + yi−1. Let us divide xi−1 by yi−1 with a reminder. In particular,
xi−1 = qi−1 · yi−1 + ri−1, where 0 ≤ ri−1 ≤ yi−1 − 1.
Observe that si = yi−1 + ri−1 and in addition, qi−1 ≥ 1, as xi−1 > yi−1. We obtain the following:
si−1 = (qi−1+1)yi−1+ri−1 ≥ 2yi−1+ri−1 ≥ 2yi−1+ri−1−(yi−1−ri−1)/2 = 1.5yi−1+1.5ri−1 = 1.5si.
The second inequality is since ri−1 < yi−1.
By applying the lemma repeatedly, we obtain:
Corollary 2.6. For 1 ≤ i ≤ m: si ≤ s1 · (2/3)
i−1.
Theorem 1 follows immediately from the above.
Proof of Theorem 1. By Corollaries 2.4 and 2.6:
1 ≤ sm ≤ s1 · (2/3)
m−1 = (x+ y) · (2/3)m−1.
Therefore, m ≤ log1.5(x+ y) + 1.
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3 Conclusion & Open Questions
In this short note we add one (more) line of analysis to the well-known Euclidean Algorithm. The
new analysis does not require any background and can be taught even in an introductory-level
undergraduate class. It would be nice to see if we could replace other kind of analyses that rely on
Fibonacci numbers by a potential argument. One such example is the analysis of the height of an
AVL-Tree [1, 6].
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