In this paper Bayesian analysis is applied to a Cesium fountain frequency standard to estimate the density shift correction and its uncertainty. Cesium fountain frequencystandards realize the second in the International System of Units with a relative uncertainty approaching 10 -16 . Among the main contributions to the accuracy budget, cold collisions play an important role because of the so called atomic density shift of the reference atomic transition. The Bayes theorem allows the a priori knowledge of the sign of the collisional correction that is definitively negative to be rigourously embedded into the analysis. In the H-maser frequency measurements using INRIM Cesium fountain as reference, we used the Bayesian analysis and we report a reduction on the final combined uncertainty by more than 25% that demonstrates the Bayesian analysis as a relevant tool in primary frequency-metrology.
INTRODUCTION
Atomic fountains depend on laser cooling of caesium atoms down to a temperature of 1 µK or an even lower value; this, together with the use of a single microwave cavity to implement the Ramsey separated field spectroscopy, allowed the accuracy of primary frequency standards to be improved by more than one order of magnitude. Today, fountains realize the second with a relative accuracy ranging from 3×10 -16 to 10×10 -16 [1] [2] [3] [4] [5] [6] [7] and, in the last ten years, allowed the uncertainty of the Atomic International Timescale (TAI) unit to be reduced from 1×10 -14 to 5×10 -16 . Since 2003, INRIM operates the Cs fountain ITCs-F1 and evaluates on a regular basis the TAI unit with a type B uncertainty of 5×10 -16 and an overall uncertainty less than 1×10 -15 [8] . Since the beginning of 2009 a second fountain, the cryogenic fountain IT-CsF2 is under operation and it is expected to reach an accuracy close to 1×10 -16 [9] . In Cs fountain clocks, cold collisions occur between the ultra-cold atoms with consequent perturbation of the atomic energy levels and shift of the atomic reference frequency. This collisional shift, is proportional to the atom density and it must be carefully evaluated to correct the clock frequency. Since this shift is a major component of the uncertainty budget, it has been the subject of many theoretical and experimental studies [10, 11] . The density shift depends on the collisional dynamics during the atom ballistic flight, which is related to the way the atom cloud is prepared before launch. If the atomic cloud is prepared with direct molasses capture or molasses expansion after magneto-optical-trap (MOT) capture [12] , the collision energy is high during the whole ballistic flight and then the collisional shift has a negligible sensitivity on the atom temperature. In this situation, if the atomic sample is a quantum mixture of the hyperfine eigenstates |F = 3;m F = 0> and |F = 4;m F = 0>, as occurs in the fountain operation, the collisional shift has also a negligible dependence on the mixture ratio and it is linearly dependent on density through a negative collisional coefficient [10] . On the other hand, when a MOT-captured atom cloud is launched, its high initial density limits the collision energy and the collisional shift becomes strongly dependent on the temperature and the mixture ratio [11] . This paper illustrates the use of the Bayes theorem to infer the collisional correction of Cesium fountain clocks from the results of a sequence of measurements. Bayesian analysis is acquiring increasing importance in metrology; a tutorial guide can be found in Sivia's book [13] and a comprehensive and authoritative account is the treatise by Jaynes [14] . The paper illustrates in a very simple way the differences between the orthodox and Bayesian analyses, differences that are usually unnoticed. First of all, we used the Bayesian inference [15] to estimate the collisional coefficient, consistently with the constraint of a negative value. This estimate can be used to extrapolate the fountain frequency to the zero-density value. In the present paper we illustrate how to perform the extrapolation, given two or more frequency measurements at different atomic densities, irrespectively of the value of the collisional coefficient value, but consistently with its negative sign. From a mathematical viewpoint, the problem is to find the best-fit line through two or more points, with the constraint that the regression coefficient is negative. The Bayesian approach is important because the collisional shift has the same magnitude as the measurement noise. Therefore, despite the fact that the shift is a linear function of the atom density having a negative regression coefficient, measurement results having the low-density frequency lower than the high-density one are relatively common. A linear extrapolation to zero density from these data is clearly meaningless. On the contrary, a Bayesian inference makes it possible to deal with this situation, thus avoiding physical absurdity and, consequently, reducing the extrapolation uncertainty.
II. BAYESIAN INFERENCE OF A NEGATIVE QUANTITY FROM

POSITIVE MEASUREMENT RESULTS
When data are used to estimate the measurand, the orthodox analysis concerns the probability density of the estimate [16] . Instead, the Bayesian approach concerns the probability density of the measurand, given the single data set generated by measurement and prior possible information. If the data are unbiased normal variables, in the absence of prior information, the same Gaussian function describing the estimate distribution is also the probability density of the measurand. Since this function is invariant when the estimate is exchanged for the measurand, the orthodox and the Bayesian inferences, though conceptually different, are numerically the same. This explains the limited awareness of the risk of using the solution of one problem as the solution of the other. Had the data been sampled from a distribution not having the above symmetry, the difference between the probability densities of the estimate and of the measurand could not be unnoticed. An interesting case is that of a positive measurement result when the measurand is negative. Though the measurement result is an unbiased estimate of the measurand, this inference looks quite strange. As exemplified in figure 1, if the measurand approaches zero when compared with the measurement uncertainty, there is nothing unusual about obtaining a positive value. Assuming a Gaussian sampling distribution, there is almost a 50%probability that the measurement result is positive and about a 16% probability that the 68% classical confidence interval (the result plus/minus the standard uncertainty) lies in the nonphysical region. Though the confidence interval is instrumental only in the assessment of the estimate and not of the measurand [17] , this view is not shared by most metrologists. They generally consider a Gaussian function centred on the estimated value and discuss whether the measurand lies within the confidence interval. In the above situation, the consequent paradoxical confidence interval in the non-physical region is explained by observing that, according to a seminal 1937 paper by Neyman [17] , the confidence interval is so defined as to keep strictly to a statement about the probability density of the measurement result without considering the probability density of the measurand. According to this statement, independently of the measurand value, only 68% of the intervals obtained from a set of measurements will contain the measurand.
The Bayesian infererence is introduced using a very simple case: the outcome of a single measurement of a quantity which is negative definite. Let be y 1 a possible value of y. If the measurement value y m is normally distributed about y 0 with standard deviation s the probability to get y m = y 1 is: 
Confidence intervals are expressed by integrating (4) to obtain the relevant cumulative distribution function.
III. BAYESIAN INFERENCE OF A REGRESSION LINE
In the usual fountain operation the collisional coefficient is calculated as the slope of a regression line which fits frequency data taken at different operational densities.
Figure 1. Expected value of a negative quantity given a measurement value sampled from an unbiased Gaussian distribution with unit variance. Lower and upper lines indicate the plus/minus one standard deviation interval. The dashed line is the orthodox estimate of the
Bayesian inference is applied here to the calculation of the regression line. Given N measures y i at the density x i we assume that the data are normally distributed about a regression line with standard deviation only along y. The joint probability density to find y 1 .. y N , given x 1 … x N is
σ σ (7) Where N is a normal distribution with mean ax i +b and standard deviation σ i . Applying the Bayes theorem to (7) with the condition that a (slope of the regression line) is negative the following expression is obtained 
Where ŷ 0 = -y/(x-1) and σ 0 2 = (1+x 2 )/(x-1) 2 are the leastsquares estimate and thevariance of b (i.e., the intercept of the best-fit line through the data), ỹ 0 = -xy/(x+1), σ 0 2 = (1 + x 2 )/(x + 1) 2 Fig 3. reports the Expected mean value and standard deviation of the zero-density frequency, given {x 1 =1; y 1 } and {x 2 =3; y 2 }. The coloured area indicates the extrapolation uncertainty. The straight lines (asymptotic limits) are the -(y 2 -y 1 )/2 extrapolation and the (y 1 (10) If y>>0 the expression is similar to the expected one from an orthodox solution. If y<<0 the y is the sample mean between y 1 and y 2 .
IV. BAYESIAN INFERENCE APPLIED TO FOUNTAIN DATA
Here below the Bayesian inference is applied to real data coming from IT-CsF1 PFS at INRIM. Dataset is representative of a single run among many performed to provide calibration of TAI unit to BIPM. An H-maser is used as a frequency flywheel for differential measurements (and as a transfer oscillator to TAI). Its frequency drift is clear from the picture below, where the dataset is reported with respect the measurement epoch. Zero-density extrapolation is accomplished alternating high (red) density and low density (blue) sessions. Density leverage is about 4 and the duration of low density session is 2.5 times longer to obtain data with similar uncertainties At INRIM, we varied the atom density through the loading time of the magneto-optical trap. To evaluate the collisional shift, the fountain is operated alternately at high and low atomic density; the 70 ms and 300 ms loading times provide respectively the low and high density configurations. The ratio between the number of detected atoms in the two configurations ranges from three to four. Since in the low density configuration stability is poor and resolution is limited by the atom shot noise, the fountain is operated alternating about 21000 s in the low density configuration and about 6000 s in the high density one. The hydrogen maser frequency is then extrapolated to zero density by ( )
where ŷ 0 is the sought zero density frequency, y 1 and y 2 are the frequency in low and high density conditions, y = y 2 -y 1 , and x=x 2 /x 1 is the ratio between the number of atoms detected at the high and low densities. The extrapolation is carried out for each (y 1 ; y 2 ) pairs. The total duration of each run is 27000 s; this ensure a good rejection of systematic effects (fluctuations of the hydrogen maser frequency, magneto-optical trap, and atom detection efficiency) which could bias the frequency extrapolation. The extrapolation uncertainty associated with (3) is where, for the sake of simplicity, we assumed |y 2y 1 |σ x <<σ y . The actual experimental practice in the various laboratories differs in the way the atom clouds of different densities are prepared and in the durations of the fountain are the least-square estimation for a b and c. For the Bayesian inference (9) has been modified as follows And the expectation values for a y 0 and c have been calculated. It is worth noting that a pre-data estimation for the maser drift, can be used (the maser drift is very stable on long times) and that y 0 is the frequency value extrapolated at zero density and at the epoch zero (the mid-point of the evaluation period)
In Table 1 a comparison between orthodox and Bayesian inferences is proposed. Data are normalized with respect to σ υ = 3.9 x10 -15 (the standard deviation of a single measurement) When extrapolating the frequency of a caesium-fountain clock to zero atom-density, the Bayes theorem makes it possible to take account of a negative correlation between the density and the frequency at the very beginning of data analysis, in a way ensuring consistency of the extrapolation. In the specific example here considered we have considered the H-maser evaluation by INRIM Cs fountain during a standard operation; type A uncertainty contribution (H-maser + atomic density shift ) is reduced by 29%, from 9,8 x10 -16 to 7,0 x10 -16 , demonstrating the Baysian analysis as a useful technique for frequency metrology. 
