This paper aims to solve the economic dispatch problem of the 28-bus Nigerian power system using genetic algorithm. The power flow solution of the network is first obtained using Newton-Raphson technique; the solution thus obtained is used to determine the loss coefficients of the network. For this study, a forecasted load demand of 2000MW will be considered, MATLAB's genetic algorithm optimization toolbox is used to obtain the optimum generation level of each unit. The optimal power output of each scheduled generating units was obtained after 200 iterations at a minimal generation cost of ₦136,370.205/hr. A power loss of 11.32MW in the network was also obtained using Kron's loss formula.
INTRODUCTION
In the Nigerian power system, with a large interconnected rapidly growing system, the Independent System Operators (ISO) and the unbundled Transmission Company of Nigeria (TCN) face different operational challenges including economic load dispatch of their generating units. The 28-bus model of the Nigerian grid used for this study is made up of 10 generator buses and 18 load buses with fifty-two (52) 330kV transmission lines distributed across the country interconnecting these various buses. Three (3) out of the ten (10) generator buses on the network are hydro, with Egbin a thermal power station of capacity 1100MW being the largest [1] . It can be seen that grid energy mix of the Nigerian power system is predominately hydrothermal in nature with most of the hydro resources (Kanji, Shiroro, Jebba) situated in the northern part of the country and the thermal units domicile in the south, due to the abundance of fossil fuel, i.e., natural gas in the south. In this paper, the solution to the economic dispatch problem of the Nigerian power system using genetic algorithm is discussed.
In the normal operating condition of a power system, the generation capacity should be greater than the total load demand plus losses thus giving room for various generation scheduling options. In a grid system or an interconnected power system, the sole aim of economic dispatch is to find the real and reactive power scheduling of each power plant in such a way as to minimize the cost of generating a specific forecasted load demand; it, therefore, implies that the generator's real and reactive power is allowed to vary within certain limits so as to meet a particular load demand at minimum cost, this is the economic load dispatch (ELD) problem [2] . The ELD problem is considered a large scale constrained nonlinear optimization problem [3] . For this economic dispatch study scheduled generators are represented by a cost function which relates the generation cost (in ₦/MW) to the power output (in MW) of each unit. calculus-based, exhaustive search and random search methods [4] . The calculus-based optimization technique is an analytical solution technique that requires the existence of the derivative of the objective function to be optimized, if the objective function is non-differentiable, which is mostly the case for most industrial application, this technique fails. Another shortfall of this technique is that it searches for local optimum, which limits its application if we do not know the neighborhood of the global optimum or if other local minima exist nearby [4] . The exhaustive search method tests every possible value of the objective function in search of an optimum point; its major limitation is that it requires a finite solution space. In practical problems, the search spaces are too vast to test every possibility one at a time and still have a chance of using the resulting information to some practical end [4] . Due to the shortcomings of the calculus-based and exhaustive search methods, the random search technique was introduced, as the name implies it performs a random search of the solution space. Using this technique leaves it to chance whether or not an optimum point will be found. As the size of the system and the dimensions of the optimization problem increases, the use of traditional optimization techniques gradually becomes prohibitive; this is due to the large number of variables involved and the prolonged computation time. Thus the need for a faster and more efficient solution technique arose. With the introduction of the computers in the early 1950s, scientists began studying biological processes, writing programs that mimicked real-life biological processes. During the 1960s, three different implementations of this basic idea were developed in different places. In the USA, Fogel, Owens, and Walsh introduced "evolutionary programming" [5] , while John Holland called his method a "genetic algorithm" [6, 7] . Meanwhile, in Germany, Rechenberg and Schwefel develop their solution technique called "evolution strategies" [8] . For about 15 years these areas developed separately, but since the early 1990s, they have been viewed as different forms of one technology that has come to be known as "evolutionary computing" [9, 10] . The development of Genetic Algorithms in Search, Optimization, and Machine Learning [4] was the final catalyst in setting off a sustained development of genetic algorithm theory and applications that are still growing rapidly up till date.
THE ECONOMIC DISPATCH PROBLEM
Economic dispatch is a short-term determination of the optimal power output or real power generation level of a number of generating units in an interconnected grid network in order to satisfy a particular forecasted load demand at minimum cost while meeting the various system and operational constraints. Some other constraints including voltage and system security constraints are assumed constant [11] . Consider a power network with n number of generator plants and a given power demand of PD, each ℎ plant has a cost-rate curve that gives the cost in ₦/hour as a function of its generation level (the 3phase power) [12] , where the total power loss in the network is PL. The basic economics dispatch optimization problem can be written mathematically as [13] :
Subject to the following set of constraints: Power balance constraint, which can be expressed as equality constraint is:
Inequality constraints of each generating unit's output power expressed as: 
Where: ∝ -is the all efficiency factor; it is that part of the generation cost that depends on each unit's efficiency.
-is the part of the cost that is directly proportional to the power output of the unit. For example, the fuel cost.
-is the constant term reflecting capital investment, salaries, interest rates, depreciation and other constant costs which are independent of generation.
To determine the total power loss, in the network in terms of the generator's real power output, the loss coefficient or B-coefficient method is used [11] .
Using the B-coefficient method, the total system loss is expressed as:
It can be further expressed in expanded form as:
Where , 0 and 00 are the loss coefficient depending on the system topology and online parameters (reactors, capacitor banks and other compensating devices) [3] .
METHODOLOGY
Genetic algorithms are guided random search and one of the most popular optimization techniques among evolutionary algorithms for multi-objective optimization problems [14] ; when applied to optimization problems they search the solution space for values of the decision variables which optimizes the objective function. To evolve good solutions and to implement natural selection, there is need for a measure to distinguish good solutions from bad one [14] . This measure is usually the objective function (fitness function) which could be in the form of the mathematical model describing a system or a computer simulation. The basic principle behind this algorithm is that they create and maintain a population of potential solution represented by chromosomes. A typically genetic algorithm is shown below:
Start
 Encode initial solutions in chromosomes.  Generate a random population of n chromosomes/individuals (suitable and possible solutions to the problem).
While end condition not satisfied
 Evaluate the fitness f(x) of each chromosome/individual x in the population. The steps involved in solving the problem are discussed as follows:
1. The Bloss_calculator.m is executed to determine the loss coefficients of the network. lfnetwon.m and bloss.m are used to determine the power flow solution of the network and the loss coefficients respective using the line and bus data as input. The loss coefficients obtained from Bloss_calculator are used as to determine the power loss in the network by applying equation 6. 2. From equation 1 through 6, it can be seen that the main decision variable of the economic dispatch problem is the real power output, Pi of the various generators on the grid. To determine the optimal power output of each generator the power balance equality constraint of equation 2 is first collapsed into the objective function of equation 1 using the Penalty Factor method, the inequality constraint of equation 3 is taken care of by the genetic algorithm itself. The choice of chromosomes are such that the inequality constraint is not violated; therefore, the algorithm considers only Pi values that fall within the maximum and minimum permissible power output of each unit. These steps now converts the constrained optimization problem into an unconstrained problem which is modelled and solved with a genetic algorithm. Equation 2 can be rewritten as,
Substituting for PL in equation 7 and adding equation to equation 1 yields an unconstrained objective function as given in equation 1.8 below. Other parameters of the algorithm that are undefined by the programmer are automatically set to their default value by the program. The flowchart for the genetic algorithm solution of the economic dispatch problem of the Nigerian power system considering transmission losses is shown in Fig. 2 .
SYSTEM DATA
The network parameters of the 28 bus 330kV Nigerian power system used are shown in Table 1 -4. These parameters include line data, bus data, plant data, and generating plant characteristics. The oneline diagram of the Nigerian 28-bus network are shown in Fig. 3 . Table 1 below shows the bus name and bus numbers of the various buses shown on in Fig. 3 , for this study, these bus numbers are unique to the buses and will be used to identify the buses within the MATLAB programs and the other input data. 
Bus Data
To determine the loss coefficients or the Bcoefficients (Bij, B0 and B00) of the system the bus data and line data are required as input to the Bloss_Calculator.m MATLAB program. Table 2 shows the bus data for the system; the first column contains the bus number, which corresponds to the numbering in Table 1 and Fig. 3 . Column 2 contains the bus code used to identify the bus type where:  Bus code 1: is the Slack bus,  Bus code 2: is a Generator bus or a PV bus,  Bus code 0: is a load bus or a PQ bus. Columns 3 and 4 are the voltage magnitude (in p.u) and angle (in degrees) respectively. Columns 5 and 6 are the real power (in MW) and reactive power (in Mvar) consumed by the load connected to the bus. Columns 7 and 8 contain the generated real and reactive power respectively at the generator buses. Columns 9 and 10 shows the maximum and minimum reactive power output from the generators. Column 11 shows the reactive power injected into the system from compensating devices (capacitors and synchronous condensers) connected to the bus. 
Line Data
The line data for the 330kV transmission network is shown in Table 3 , the per unit values in Table 3 are referred to MVA Base of 100MVA and Base Voltage of 330kV. 
Plant Data
The plant data of interest are: γ, β, α, maximum and minimum real power output, these can be obtained from the generating stations logs or from the manufacturers data sheet as shown in Table 4 . The fuel cost factor, β in the cost equation of the hydro plants is approximated to zero as the fuel cost of hydro stations is negligible.
RESULTS AND DISCUSSIONS
The Bloss_calculator is first executed to determine the loss coefficients B, B0 and B00 of the network.
The loss coefficient obtained for the network with line_data.xlsx and bus_data.xlsx is shown below. These loss coefficients obtained here are used to evaluate the power loss in the network for this particular network configuration and load demand using the Kron's loss formula of equation 6. Next, the economic dispatch program, Project_GA.m is executed. This program prompts the user to enter power demand, PD, which in this study is 2000MW. On convergence of the genetic algorithm, the following optimum generator schedule was obtained. 0.0029 -0.0005 -0.0003 -0.0013 -0.0002 -0.0003 -0.0013 -0.0005 0.0024 0.0004 -0.0009 0.0009 -0.0001 -0.0001 -0.0003 0.0004 0.0012 -0.0001 0.0005 0.0006 -0.0002 -0.0013 -0.0009 -0.0001 0.0039 -0.0005 0.0006 -0.0019 -0.0002 0.0009 0.0005 -0.0005 0.0010 0.0002 -0.0000 -0.0003 -0.0001 0.0006 0.0006 0.0002 0.0011 -0.0007 -0.0013 -0.0001 -0.0002 -0.0019 -0.0000 -0.0007 0.0117 0.0024 -0.0004 -0.0003 -0.0011 -0.0002 -0.0002 -0.0011 -0.0005 0.0006 0.0005 -0.0008 0.0007 0.0000 0.0020 -0.0013 -0.0002 -0.0003 -0.0019 -0.0001 -0.0008 0.0099 Shown in Fig. 4 are two plots: a plot of "Fitness values vs. Generation" and a plot of "Stopping Criteria", these plots show the performance of the algorithm form initialization to convergence graphically. The plot of the "Fitness Value vs. Generation" as the name implies plots the mean fitness value of the chromosomes (which represents the average value of the encoded solution) and the best-fit individual (minimum generation cost) of the current generation against the generation (number of iterations). From this plot, we can deduce the following:  The mean fitness value started up high at about 3.2×10 7 when the algorithm was first initialized, as the algorithm progressed, the mean fitness value of the population rapidly dropped within the first 10 iterations of the GA, after which there was a relatively slower drop to about 1.1×10 7 after the next 5 generations.  From the 15 th generation, the mean fitness value remained relatively unchanged until the GA converged.  The best-fit individual (minimum generation cost) of each generation, which represent the optimum solution which is sought is also shown for each generation (iteration); it can be deduced from the plot that the change in fitness value of the best-fit individual relatively remained stable after the first few iterations.  The number of iterations the GA has performed so far; this, in turn, informs the user of how slow or fast the GA is progressing towards an optimal point. If the GA is too slow, a reduction in population size of each generation can be considered to reduce computation time, and if on the other hand, the GA is too fast, it may have converged prematurely, in which case the population size should be increased. The second plot in Fig. 4 gives information on how close the GA approaches convergence based on some preset stop criteria; it graphically shows what percentage of the predefined stop criteria has been met so far. For this project the stop criteria were defined as: Maximum number of iterations = 500, Time limit = 200secs, Stall Time Limit = 50 and TolFun = 1×10 -200 . The maximum number of iterations sets a limit to the number of times the GA iterates, and it stops the process if the set value for the maximum number of iteration (which in this case is 500) is reached. The time limit is another criteria on which the GA can converge; it stops the GA process if the time limit set by the user has been reached, this prevents the algorithm from iterating past a certain time limit. The time limit used in this study is 200secs, the choice of this value depends on the size of the optimization problem, the speed of the computing machine, and the population size. The stall time limit sets a limit on how long the algorithm runs if there is no perceptible change in fitness value of the best-fit individual of the population while TolFun defines the sensitivity of the algorithm to a change in the fitness function, it is the smallest perceptible change in the value of the fitness function. This information available from Fig. 4 provides a visual guide to the user from start to finish of the iteration process. The output of the MATLAB program Project_GA.m shown above in Fig. 5 is the optimal generator schedule for the ten (10) generators buses on the network.
CONCLUSION
By critically analysing the result of the economic dispatch program, the power system operator can quickly draw the following inferences:  The optimal generating cost for this load demand, PD of 2000MW and scheduled generators is ₦136,370.205/hr.  The power loss, PL of the system for this network configuration and load demand is 11.326MW.  From Fig. 5 , it is clearly observed that bulk of the load is allotted to the hydro generating stations; Gen3 (Kanji hydro station), Gen 4 (Shiroro hydro station) and Gen 6(Jebba hydro station) in addition to the thermal power plant Gen1 (Egbin); this is due to the low generation cost and high efficiency of these power stations. These high efficiency and low generating cost units are called Baseload units.  It can also be inferred from Fig. 5 
that Gen2
(Delta thermal power station) is the most uneconomical and cost-inefficient unit in the network; therefore its output has been pegged at the barest minimum. Units like this high cost of generation are called peak-load unit and are running at maximum capacity only when other generation resources have been exhausted. The genetic algorithm solution used in this paper can be readily applied to any power system network with any number of buses. If accurate data is available and used, accurate results are guaranteed. Most times the accuracy of the result obtained from the Project_GA.m strictly depends on the accuracy and resolution of the available data and not on the genetic algorithm itself.
