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lanobis distance and the multivariate extension of range is demon-
strated and connections are explored in several examples using an
analogue of the “hat” matrix of linear regression.
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1. Contexts: statistical and general
Let y1, . . . , yn be points in R. Define Z-scores zi = (yi − y¯)
s
, for i = 1, . . . , n, where the sample
mean is y¯ = ∑n
i=1
yi
n
and the sample standard deviation, which is assumed to be strictly positive,
is s =
√√√√∑n
i=1
(yi − y¯)2
n − 1 . The distance between a pair of Z-scores, for a given data set, is |zi − zj| =
∗ Corresponding author.
E-mail addresses: eugene.gath@ul.ie (E.G. Gath), kevin.hayes@ul.ie (K. Hayes).
1 This author is supported by Science Foundation Ireland Research Frontiers Programme, Grant No. 07-RFP-MAT838.
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.03.039
1268 E.G. Gath, K. Hayes / Linear Algebra and its Applications 435 (2011) 1267–1276
|yi − yj|
s
and the range is defined to be
R ≡ max
1i<jn
|yi − yj|.
The maximum distance between a pair of Z-scores for a given set of points is then
max
1i<jn
|zi − zj| = R
s
.
The ratio R/s has bounds
√
2(n − 1)  R
s

⎧⎪⎨
⎪⎩
2
(
n−1
n
) 1
2 , if n is even
2
(
n
n+1
) 1
2 , if n is odd
(1)
and it is well known that these bounds are only attained by data with certain simple configurations of
sample points.
Let x1, . . . , xn be n vectors (data points, observations) inR
p. Define the vector
x¯ = 1
n
n∑
i=1
xi (2)
and the p × pmatrix
S = 1
n − 1
n∑
i=1
(xi − x¯)(xi − x¯)′, (3)
where the prime denotes transpose. We assume that the matrix S thus obtained is invertible and
positive definite (so requiring that n  p). In multivariate statistics,
Di =
√
(xi − x¯)′S−1(xi − x¯)
is referred to as the Mahalanobis distance of xi (from the sample mean), a quantity that plays a central
role for the purposes of identifying multivariate outliers [1,5].
In one dimension, the range over the sample standard deviation is
R
s
= max1i<jn |yi − yj|
s
,
where s is the sample standard deviation. For any pair of vectors xi, xj in p dimensions, a natural
generalization to multivariate statistics of
|yi − yj|
s
is
Dij =
√
(xi − xj)′S−1(xi − xj),
which is the Mahalanobis distance between the vectors xi and xj about the matrix S
−1; it is used as a
measure of dissimilarity between multivariate observations [5]. This suggests a natural definition of
“multivariate range over standard deviation” in p dimensions, namely
ρ ≡ max
1i<jn
Dij = max
1i<jn
√
(xi − xj)′S−1(xi − xj). (4)
The existence and attainability of bounds forM = maxiDi have been discussed in [2–4]. In this paper,
we consider the problem of establishing bounds on ρ = maxijDij. The least upper bound, taken over
all data sets, of this maximum is obtained by posing the problem as a Lagrange optimization problem.
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2. Maximizing the Mahalanobis distance between pairs of multivariate observations
Our goal is to optimize ρ over sets of n points inRp, subject to the constraints that x¯ and S are fixed.
This will be done by optimizing nρ2/(n − 1) using the method of Lagrange multipliers. Without loss
of generality, we take the mean x¯ = 0, following an overall translation of all the (data) points. The
rank of S must be p, since it is invertible. This fact, along with the mean constraint, requires that the
number of points must satisfy n  p + 1.
For convenience in solving the problem, rather than S, we use
Γ = n − 1
n
S = 1
n
n∑
i=1
xix
′
i . (5)
We view the problem as an optimization, for a given Γ , over n-tuplets of points inRp. For a given real
symmetric, positive definite n × nmatrix Γ , we define the set
U(Γ ) ≡
⎧⎨
⎩(x1, x2, . . . , xn) ∈ Rp × · · · × Rp
∣∣∣∣∣
n∑
i=1
xi = 0 and
n∑
i=1
xix
′
i = nΓ
⎫⎬
⎭ . (6)
Note thatU(Γ ) is compact. Closure comes form the fact that limits of sequences with the two defining
properties are in U(Γ ) and boundedness from the fact that n trace(Γ ) = ∑n
i=1x
′
ixi =
∑n
i=1||xi||2.
So the supremum of a continuous function on U(Γ ) is actually achieved at a maximum point. Conse-
quently the use of Lagrange multipliers in finding the maximum (ergo the supremum) is justified.
For a given set of points x1, . . . , xn, we can, without loss of generality, take ρ =√
(x1 − x2)′S−1(x1 − x2). Tomaximize ρ overU(Γ ), we firstmaximize nρ
2
n − 1 = (x1 − x2)
′Γ −1(x1 −
x2) .
Theorem1. Themaximumvalueof
nρ2
n − 1 overpoints (x1, x2, . . . , xn) ∈ U(Γ ) is2n.Hence themaximum
of ρ is
√
2(n − 1).
Proof. The problem is posed as a Lagrange optimization, with the Lagrangian function
L = (x1 − x2)′Γ −1(x1 − x2) + λ′
n∑
i=1
xi +
n∑
i=1
(
x′iΩxi − trace(ΩΓ )
)
,
where λ and Ω are Lagrange multipliers and Ω is a p × p symmetric matrix. Taking derivatives with
respect to x1, x2 and xi for i  3 gives
2Γ −1(x1 − x2) + λ + 2Ωx1 = 0, (7)
2Γ −1(x2 − x1) + λ + 2Ωx2 = 0, (8)
and
λ + 2Ωxi = 0 (9)
for i = 3, . . . , n. The derivative with respect to λ returns the constraint x¯ = 0, while the derivative
with respect to Ω gives Eq. (5). Summing the Eqs. (7), (8) and (9) and using x¯ = 0 gives λ = 0.
Multiplying (7) and (8) by Γ then gives
x1 − x2 + Γ Ωx1 = 0, (10)
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x2 − x1 + Γ Ωx2 = 0. (11)
Next, the definition of Γ gives nΓ ΩΓ = ∑n
i=1(Γ Ωxi)x
′
i = −(x1 − x2)(x1 − x2)′, the latter equality
being derived using the Eqs. (10), (11) and (9) with λ = 0. So
Ω = −1
n
(
Γ −1(x1 − x2)
) (
Γ −1(x1 − x2)
)′
(12)
and hence
Γ Ω(x1 − x2) = −1
n
(x1 − x2)
(
(x1 − x2)′Γ −1(x1 − x2)
)
.
But fromEqs. (10) and (11), the left side is−2(x1−x2). Soeitherx1 = x2 or (x1−x2)′Γ −1(x1−x2) = 2n.
The former corresponds to the minimum (ρ = 0) and the latter to the maximum
(
nρ2
n − 1 = 2n
)
. So
themaximumvalue ofρ is supU(Γ )ρ =
√
2(n − 1) and hence theminimumvalue of 1
ρ
is
1√
2(n − 1) ,
which is independent of dimension p. This proves that the well known lower bound of Thompson [7]
in the univariate case applies unchanged to all dimensions.
The example below illustrates how this maximum is achievable, when n  p + 2. In this and later
examples, eα is the standard basis ofR
p, i.e. (eα)β = δαβ .
Example 1. Define
xi =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e1, i = 1
−e1, i = 2
ei−1, i = 3, . . . , p + 1
−
p∑
j=2
ej, i = p + 2
0, i = p + 3, . . . , n.
Note that the points satisfy
∑n
i=1xi = 0. Then Γ =
1
n
∑n
i=1xix
′
i gives
Γ = 1
n
⎡
⎣2e1e′1 +
p∑
i=2
eie
′
i +
p∑
i=2
p∑
j=2
eie
′
j
⎤
⎦ = 1
n
⎡
⎣Ip + e1e′1 +
p∑
i=2
p∑
j=2
eie
′
j
⎤
⎦ .
From this, one may verify that the inverse is
Γ −1 = n
⎡
⎣Ip − 1
2
e1e
′
1 −
1
p
p∑
i=2
p∑
j=2
eie
′
j
⎤
⎦
and (x1 − x2)′Γ −1(x1 − x2) = 4e′1Γ −1e1 = 2n, corresponding to maximum ρ.
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3. The H-matrix
The n × nmatrix H (which we will henceforth call the H-matrix) is defined by its components
hij = 1
n − 1 (xi − x¯)
′S−1(xj − x¯). (13)
If one defines the n × p matrix X from the n data-vectors xi in Rp, then by direct calculation one can
show that H = XC(X′CX)−1CX′, where C = In − 1
n
u u′ and u = (1, 1, ...1)′ ∈ Rn. Since we take
x¯ = 0, then hij = 1
n
x′iΓ −1xj . In this case, we can write the H-matrix as H = X(X′X)−1X′, which
is precisely the structure of the hat matrix from a linear regression model not containing an intercept
term (see Hoaglin and Welsch [8]). The H-matrix inherits various properties of the hat matrix: it is
idempotent, symmetric and has rank at most p; also trace(H) = p and Hu = 0 (which means that
each row and each column sums to zero).
We now show how the equations for the optimal solution in theorem (1) above have consequences
for the entries of H. First, from Eq. (12), we find that for all i = 1, 2, . . . , n,
Γ Ωxi = −1
n
(x1 − x2)
(
(x1 − x2)′Γ −1xi
)
= −(x1 − x2)(h1i − h2i).
But from Eqs. (10), (11) and (9),
Γ Ωxi =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x2 − x1, i = 1
x1 − x2, i = 2
0, i = 3, . . . , n.
Since x1 = x2, it follows then that h11 − h21 = 1, h12 − h22 = −1, and h1i − h2i = 0 for i =
3, . . . , n. So h11 = h12 + 1 = h22. Using Eq. (4), we can write ρ in terms of the H matrix as ρ =√
n − 1max1i<jn
√
hii + hjj − 2hij . So whenever hii + hjj − 2hij = 2, for i = j, the maximum is
achieved. We show in the following example that if n  p + 2 this is simultaneously attainable for
any distinct pair chosen from a certain subset of p of the xis.
Example 2. Define
xi =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−(n − p)e1 −∑pj=2 ej, i = 1
ei, i = 2, . . . , p
e1, i = p + 1, . . . , n.
We note that x¯ = 0, and then find the variance–covariance matrix
Γ = 1
n
⎡
⎣(n − p)(n − p + 1)e1e′1 + (n − p)
p∑
i=2
(
e1e
′
i + eie′1
)
+
p∑
i=2
p∑
j=2
eie
′
j +
p∑
i=2
eie
′
i
⎤
⎦
and its inverse
Γ −1 =
⎡
⎣ p
n − pe1e
′
1 −
p∑
i=2
(
e1e
′
i + eie′1
)
−
p∑
i=2
p∑
j=2
eie
′
j + n
p∑
i=2
eie
′
i
⎤
⎦ .
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Using this in the definition (13) of hij , we then obtain the H-matrix
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
n−1
n
− 1
n
· · · − 1
n
− 1
n
· · · − 1
n
− 1
n
n−1
n
· · · − 1
n
− 1
n
· · · − 1
n
...
...
. . .
...
...
. . .
...
− 1
n
− 1
n
· · · n−1
n
− 1
n
· · · − 1
n
− 1
n
− 1
n
· · · − 1
n
p
n(n−p) · · · pn(n−p)
− 1
n
− 1
n
· · · − 1
n
p
n(n−p) · · · pn(n−p)
...
...
. . .
...
...
. . .
...
− 1
n
− 1
n
· · · − 1
n
p
n(n−p) · · · pn(n−p)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where the top left block is p × p. Observe that hii + hjj − 2hij = 2 for each i, j with 1  i < j  p
and so (xi − xj)′Γ −1(xi − xj) = 2n the maximum value. So we can simultaneously maximize ρ for
any pair taken from p distinct points x1, . . . , xp.
4. Connections with maximumMahalanobis distance
The Mahalanobis distance of the vector xi is Di =
√
(xi − x¯)′S−1(xi − x¯) = √(n − 1)hii. The
maximumMahalanobis distance squared for a given data set is defined by
M = max
i=1,...,n D
2
i =
(n − 1)
n
max
i=1,...,n
(
x′iΓ −1xi
)
= (n − 1) max
i=1,...,n hii,
since x¯ = 0. We view M as a function on the set U(Γ ). While clearly both ρ2 and M represent a
“maximum of distance squared over variance”, we emphasize that, although there are connections,
the optimization problems for the two are distinct, as we shall demonstrate in the examples below.
First consider one-dimensional data (p = 1). Here the problems are clearly distinct: for example,
the data set (x1, . . . , xn) =
(√
n − 1,− 1√
n − 1 , . . . ,−
1√
n − 1
)
hasM = (n − 1)
2
n
which ismax-
imum, while ρ = √nwhich is not; by contrast, the data set (x1, . . . , xn) =
(√
n
2
, 0, . . . , 0,−
√
n
2
)
has ρ = √2n − 2which is maximum, whileM = n − 1
2
is not. One can show that, in one dimension,
simultaneously maximizingM and ρ is not possible on data sets with n  3 and Γ > 0.
To see how they relate in higher dimensions, first note that example 2 taken from [2], in which ρ
is maximized for pairs chosen from a set of points x1, . . . , xp, also gives the maximum Mahalanobis
distance
(n − 1)2
n
, for each of the same points. We generalize this as follows in a result that was
essentially proven in [2]:
Lemma 1. A set of data points that gives m  2 simultaneous maxima for M must also give
(
m
2
)
pairs of
maxima of ρ .
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Proof. We first show that if hii = n − 1
n
(the maximum) for some i, then hij = −1
n
, for all j = i.
Since HH′ = H2 = H, then∑n
j=1(hij)
2 = hii = n − 1
n
, so
∑
j =i(hij)
2 = n − 1
n2
. Since row i sums to
zero, we also have
∑
j =ihij =
1 − n
n
. Now the application of the Cauchy–Schwarz inequality inRn−1
to the vectors (hi1, . . . , hi,i−1, hi,i+1 . . . , hin) and (1, . . . , 1) results in equality and so hij =constant
for all j = i; since row i sums to zero, then hij = −1
n
, for all j = i. For any pair of points xk , xl (with
k = l) that maximizesM, we have hkk + hll − 2hkl = 2
(
n−1
n
)
− 2
(
− 1
n
)
= 2, thus giving maximum
ρ . This proves the result.
Wenowpresent three examples to contrastmaximizingMwithmaximizingρ for dimension p  2.
Example 1 revisited.We assume as before that n  p + 2 and now also that p  2. The H-matrix is
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2
− 1
2
0 0 · · · 0 0 0 · · · 0
− 1
2
1
2
0 0 · · · 0 0 0 · · · 0
0 0
p−1
p
− 1
p
· · · − 1
p
− 1
p
0 · · · 0
0 0 − 1
p
p−1
p
· · · − 1
p
− 1
p
0 · · · 0
...
...
...
...
. . .
...
...
...
. . .
...
0 0 − 1
p
− 1
p
· · · p−1
p
− 1
p
0 · · · 0
0 0 − 1
p
− 1
p
· · · −1
p
p−1
p
0 · · · 0
0 0 0 0 · · · 0 0 0 · · · 0
...
...
...
... · · · ... ... ... · · · ...
0 0 0 0 · · · 0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where the blocks are respectively of size 2, p and n − p − 2, the first two blocks being the centering
matrices C2 and Cp. So ρ = √2n − 2, which is maximum and is achieved for the pair {x1, x2} and also
for any distinct pair from the set
{
x3, . . . , xp+2
}
; however M = (p − 1)(n − 1)
p
<
(n − 1)2
n
, so the
maximumMahalanobis distance is not achieved.
Example 3. The second example has a single data point with maximumMahalanobis distance (recall
that Lemma 1 says that if there is more than one point with maximum M, then ρ too is maximized).
We take p = 2 and n = 4 and consider data points x1 = (7
√
2, 7)′, x2 = (2
√
2,−11)′, x3 =
(−3√2,−1)′, x4 = (−6
√
2, 5)′. Here Γ = 49I2, so hij = 1196x′ixj which gives
H = 1
196
⎛
⎜⎜⎜⎜⎜⎜⎝
147 −49 −49 −49
−49 129 −1 −79
−49 −1 19 31
−49 −79 31 97
⎞
⎟⎟⎟⎟⎟⎟⎠
.
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Here maxihii = 34 = n−1n which gives maximumM. However,
max
i<j
(hii + hjj − 2hij) = h22 + h44 − 2h24 = 384
196
< 2
so ρ is notmaximized.
Example 4. The third example also has a single data point with maximum M. Again we take p = 2
and n = 4 and consider data points x1 = (3
√
2, 3)′, x2 = (
√
6 − √2,−2√3 − 1)′, x3 = (−
√
6 −√
2, 2
√
3 − 1)′, x4 = (−
√
2,−1)′. Here Γ = 9I2, so hij = 136x′ixj , which gives
H = 1
12
⎛
⎜⎜⎜⎜⎜⎜⎝
9 −3 −3 −3
−3 7 −5 1
−3 −5 7 1
−3 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Here maxihii = h11 = 34 giving maximumM; also maxi<j(hii + hjj − 2hij) = h22 + h33 − 2h23 = 2
giving maximum ρ , but for a pair of points that does not include x1, the unique data point that gives
maximumM.
We summarize these examples in a table:
M = (n − 1)
2
n
M <
(n − 1)2
n
ρ = √2n − 2 Lemma 1 and Example 2: points coincide Example 1
Example 4: on distinct sets of points
ρ <
√
2n − 2 Example 3 Usual case
5. Bounds on the infinimum
Wedonotfindanexplicit expression for the infinimumfor eachn andpbut insteadgive a containing
interval.
First we obtain a lower bound on infU(Γ )ρ . Since the H-matrix has trace p and zero row-sums, it
follows that
∑n
i=1
∑n
j=1(hii + hjj − 2hij) =
∑n
i=1(nhii + p− 0) = 2np and so
∑
1i<jn(hii + hjj −
2hij) = np. Each term in the sum can be written as 1n (xi − xj)′Γ −1(xi − xj), which is non-negative
since Γ is positive definite; so it must be that
1
2
n(n − 1)max1i<jn(hii + hjj − 2hij)  np. Hence
ρ = √n − 1max1i<jn
√
hii + hjj − 2hij  √2p. This holds for all n-tuplets of points in U(Γ ) and
hence we obtain the lower bound
inf
U(Γ )
ρ 
√
2p. (14)
Next we obtain an upper bound on infU(Γ )ρ . Since Γ is symmetric and positive definite, 〈x, y〉 ≡
x′Γ −1y is an inner product on Rp. The Cauchy–Schwarz inequality gives ||x′Γ −1y||  √x′Γ −1x√
y′Γ −1y which, when applied to each pair of points xi, xj from x1, . . . , xn, gives −
√
hiihjj  hij 
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√
hiihjj . So for every pair of points xi, xj taken from x1, . . . , xn,
hii + hjj − 2hij  hii + hjj + 2
√
hiihjj  4 max
i=1,...,n hii =
4M
n − 1 .
Since ρ involves taking the maximum of hii + hjj − 2hij over all such pairs, it follows that
ρ  2
√
M,
for all (x1, . . . , xn) in the set U(Γ ). Hence
inf
U(Γ )
ρ  2
√
inf
U(Γ )
M. (15)
In [2], we proved that, for n  2p, infU(Γ )M (which we denoted there bymn,p) satisfies
inf
U(Γ )
M  min
⎛
⎝ n − 1
2	 n
2p

 ,
(n − 1)p
2μ	 n
2μ


⎞
⎠ ,
where μ = 	log2 p
 + 1. Hence we get the upper bound which, when combined with Eq. (14), gives
√
2p  inf
U(Γ )
ρ  2
√
n − 1 min
⎛
⎝ 1√
2	 n
2p

 ,
√
p√
2μ	 n
2μ


⎞
⎠ . (16)
For p = 1, this gives
√
2  inf
U(Γ )
ρ 
⎧⎪⎪⎨
⎪⎪⎩
2
√
n − 1
n
for n even,
2 for n odd,
(17)
whereas the exact result for one dimension is, as per Eq. (1), given by
inf
U(Γ )
ρ =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2
√
n − 1
n
for n even,
2
√
n
n + 1 for n odd.
(18)
Finally we observe that the inequality (15) can be used to strengthen a bound on infU(Γ )M in the
special case of p = 1, with n odd, as given by Hayes [6]. Since, in this case, infU(Γ )ρ = 2
√
n
n + 1 , then
from (15) it follows that infU(Γ )M 
n
n + 1 . Hence the lower bound given in [2] is tightened to give
n
n + 1  M  1.
Consequently the global lower bound on M, written as mg = n − 1
n
in [2], is not achievable in the
special case of p = 1 and n odd.
We conclude with an example that shows that lower bound on inf M is achievable.
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Example 5. Here we take n = p + 1 and consider any set of data points that leads to an invertible
Γ . A particular example of such points is obtained from Example 2.2 by putting n = p + 1. Since
supU(Γ )M = p
p + 1 , then hii 
p
p + 1 for all i = 1, . . . , p + 1. But
∑p+1
i=1 hii = p, so it follows that
hii = p
p + 1 for all i = 1, . . . , p + 1 and hence that hij = −
1
p+1 for all i = j. So all such data points
lead to a unique (p + 1) × (p + 1) H-matrix
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
p
p+1 − 1p+1 · · · − 1p+1
− 1
p+1
p
p+1 · · · − 1p+1
...
...
. . .
...
− 1
p+1 − 1p+1 · · · pp+1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
which is in fact the centering matrix Cp+1. So in this case, infU(Γ )M = p
p + 1 = supU(Γ )M and
infU(Γ )ρ =
√
2p = supU(Γ )ρ .
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