If an atom (not necessarily in its ground state) is placed in an external electric field, the energy levels shift, and the wave functions are distorted. This is called the Stark effect. The new energy levels and wave functions could in principle be found by writing down a complete Hamiltonian, including the external field, and finding the eigenkets. This actually can be done in one case: the hydrogen atom, but even there, if the external field is small compared with the electric field inside the atom (which is billions of volts per meter) it is easier to compute the changes in the energy levels and wave functions with a scheme of successive corrections to the zero-field values. This method, termed perturbation theory, is the single most important method of solving problems in quantum mechanics, and is widely used in atomic physics, condensed matter and particle physics.
Introduction
If an atom (not necessarily in its ground state) is placed in an external electric field, the energy levels shift, and the wave functions are distorted. This is called the Stark effect. The new energy levels and wave functions could in principle be found by writing down a complete Hamiltonian, including the external field, and finding the eigenkets. This actually can be done in one case: the hydrogen atom, but even there, if the external field is small compared with the electric field inside the atom (which is billions of volts per meter) it is easier to compute the changes in the energy levels and wave functions with a scheme of successive corrections to the zero-field values. This method, termed perturbation theory, is the single most important method of solving problems in quantum mechanics, and is widely used in atomic physics, condensed matter and particle physics.
It should be noted that there are problems which cannot be solved using perturbation theory, even when the perturbation is very weak, although such problems are the exception rather than the rule. One such case is the one-dimensional problem of free particles perturbed by a localized potential of strength λ. As we found earlier in the course, switching on an arbitrarily weak attractive potential causes the free particle wave function to drop below the continuum of plane wave energies and become a localized bound state with binding energy of order
However, changing the sign of λ to give a repulsive potential there is no bound state, the lowest energy plane wave state stays at energy zero. Therefore the energy shift on switching on the perturbation cannot be represented as a power series in λ, the strength of the perturbation. This particular difficulty does not in general occur in three dimensions, where arbitrarily weak potentials do not give bound states-except for certain many-body problems (like the Cooper pair problem) where the exclusion principle reduces the effective dimensionality of the available states.
The Perturbation Series
We begin with a Hamiltonian having known eigenkets and eigenenergies:
The task is to find how these eigenkets and eigenenergies change if a small term (an external field, for example) is added to the Hamiltonian, so:
That is to say, on switching on ,
The basic assumption in perturbation theory is that is sufficiently small that the leading corrections are the same order of magnitude as itself, and the true energies can be better and better approximated by a successive series of corrections, each of order 
We're now ready to match the two sides term by term in powers of λ .
The zeroth-order term, of course, just gives back
First-Order Terms
Matching the terms linear in λ on both sides:
This equation is the key to finding the first-order change in energy 
The Second-Order Energy Term
To find the second-order correction to the energy, it is necessary to match the second-order terms in (
Taking the inner product with 0 n yields:
The leading terms on the two sides cancel as before. What about the term 
The Quadratic Stark Effect
When a hydrogen atom in its ground state is placed in an electric field, the electron cloud and the proton are pulled different ways, an electric dipole forms, and the overall energy is lowered.
The perturbing Hamiltonian from the electric field is , where E is the electric field strength, the field is in the z-direction, the electron charge e is negative.
We shall denote the unperturbed eigenenergies of the hydrogen atom by 2 1/ n n l m E E n = =− , so in particular we denote the ground state energy by E 1 .
The first-order correction to the ground state energy 
where we have temporarily restored the full sum over n, l, m, that is, we've put back all the zero terms. The reason for this seeming backward step is that, having taken the energy-difference denominator outside the sum, we can even include 100 in the nlm sum (it's another zero term) and in fact we can even include the plane-wave (ionized) states as well as the bound states, since the plane waves all have energy greater than zero. At this point, the sum becomes a sum over all states, and therefore just becomes the unit operator, So, even though we have not actually evaluated the second-order correction to the energy explicitly, we have it bracketed between two values, the lower one being more than half the upper one. Other ingenious methods have been developed (see Shankar or Sakurai) to find that the true answer is 2 2 1 9 4 3 0 E a = E , but in fact the whole problem can be solved exactly using parabolic coordinates.
Degenerate Perturbation Theory: Distorted 2-D Harmonic Oscillator
The above analysis works fine as long as the successive terms in the perturbation theory form a convergent series. A necessary condition is that the matrix elements of the perturbing Hamiltonian must be smaller than the corresponding energy level differences of the original Hamiltonian. If has different states with the same energy, in other words degenerate energy levels, and the perturbation has nonzero matrix elements between these degenerate levels, then obviously the theory breaks down. To see just how it breaks down, and how to fix it, we consider the two-dimensional simple harmonic oscillator: E .
Yet we know that a small term of this type will not wreck a two-dimensional simple harmonic oscillator, so what is wrong with our approach? It is helpful to plot the original harmonic oscillator potential The problem arises even in the classical two-dimensional oscillator: picture a ball rolling backwards and forwards in a smooth saucer, a circular bowl. Now imagine the saucer is made slightly elliptical. The ball will still roll backwards and forwards through the center if it is released along one of the axes of the ellipse, although with different periods, as the axes differ in steepness. However, if it is released at a point off the axes, it will describe a complex path resolvable into components in the two axis directions having different periods.
For the quantum oscillator as for the classical one, as soon as the perturbation is introduced, the eigenkets are in the direction of the new elliptic axes. This is a large change from the original x and y axes, and definitely not proportional to the small parameter α . But the original unperturbed problem had circular symmetry, and there was no particular reason to choose the x and y axes as we did. If we had instead chosen as our original axes the lines x y = ± , the kets would not have undergone large changes on switching on the perturbation.
The resolution of the problem is now clear: before switching on the perturbation, choose a set of basis kets in a degenerate subspace such that the perturbation is diagonal in that subspace.
In fact, for the simple harmonic oscillator example above, the problem can be solved exactly: 
