The conformal method in general relativity aims to successfully parametrise the set of all initial data associated with globally hyperbolic spacetimes. One such mapping was suggested by David Maxwell [Max14b] . I verify that the solutions of the corresponding conformal system are stable, in the sense that they present a priori bounds under perturbations of the system's coefficients. This result holds in dimensions 3 n 5, when the metric is conformally flat, the drift is small. A scalar field with suitably high potential is considered in this case.
Introduction
A spacetime is defined as the equivalence class, up to an isometry, of Lorentzian manifolds ( M , g) of dimension n + 1, which satisfy the Einstein field equations Ric αβ ( g) − 1 2 R( g) g αβ = 8πT αβ , (1.1) α, β = 1, n + 1. We have used the following notation: R( g) is the scalar curvature of g, Ric the Ricci curvature and T αβ the stress-energy tensor. If T αβ = 0, we describe the vacuum. If
the model corresponds to the existence of a scalar field ψ ∈ C ∞ (M ) having potential V ∈ C ∞ (R). By correctly choosing ψ and V , we can describe the vacuum with cosmological constant and the Einstein-Klein-Gordon setting. A globally hyperbolic spacetime accepts initial data (M, g, K, ψ, π), where • (M, g) is an n-dimensional Riemannian manifold,
• K is a symmetric 2-tensor corresponding to the second fundamental form,
• ψ represents the scalar field in M , and
• π is its derivative. * CMLS,École Polytechnique, F-91128 Palaiseau Cedex, France. E-mail: maria-caterina.valcu@polytechnique.edu
The associated spacetime development takes the form (M ×R, g, ψ), where g is a Lorentzian metric that verifies g| M =ĝ and ψ is a scalar field such that ψ| M =ψ and ∂ t ψ| M =π.
Through the work of Choquet-Bruhat and Geroch, having the initial data verify the constraint equations is proved to be not only a necessary, but a sufficient condition for the development of a maximal, globally hyperbolic space-time [FB52, CBG69] :
(1.3)
The above system is clearly under-determined, which allows for a good amount of freedom in choosing (ĝ,K,ψ,π). The conformal method began with Lichnerowicz [Lic44] , and was later developped by York, Jr.,Ó Murchadha and Pfeiffer, [Yor73, ÓMY74, Yor99, PY03] . We allow for the constraint equations to be transformed into a determined system of equations by fixing well-chosen quantities (see Choquet-Bruhat, Isenberg and Pollack [CBIP07] ). Essentially, the technique maps a space of parameters to the space of solutions.
Given an initial data set (ĝ,K,ψ,π), the classical choice of parameters is (g, U, τ, ψ, π; α): in this case, the conformal class g is represented by a Riemannian metric g, the smooth function τ =ĝ abK ab is a mean curvature and the conformal momentum U measured by a volume form α (volume gauge) is a 2-tensor that is both trace-free and divergence-free with respect to g (a transverse-traceless tensor). We sometimes prefer to indicate the volume gauge by the densitized lapse N g,α := α dV g .
(1. 4) In 2014, Maxwell introduces a variant to the standard conformal method called "the drift method" [Max14b] . Very succinctly, it differs from its predecessor in that it replaces the mean curvature τ with two new conformal data, a volumetric momentum and a drift. These new quantities are defined by the volumetric equivalent to the York splitting [Max15] : τ = τ * + N g,ω div g (V + Q) (1.5)
where τ * ∈ R, V is a smooth vector field and Q is a conformal Killing field. Given a gauge ω, one might choose 1. an arbitrary representative g ab ∈ g, 2. the unique densitized lapse N g,ω ,
3. the unique TT-tensor U ab such that (g ab , U ab ) = U, where U is the conformal momentum as measured by ω, and 4. a vector field V , unique up to a conformal Killing field, such that (g ab , V ab ) = V, where V is the volumetric drift measured by ω.
We denote by q := 2n n − 2 (1.6) the critical Sobolev constant corresponding to the embedding of H 1 into the Lebesgue spaces. Let
be the conformal Killing operator with respect to g. We use the decompositionŝ g ab = u q−2 g ab K ab = u −2 [ N 2 (L g W ) ab + U ab ] + 1 n u q−2 g ab τ * + N div g (V + Q) .
(1.8)
where u is a scalar function and W and Q are vector fields, all unknown. For additional details on the drift method, see the annex: section 6.1.
The viability of conformal method models
The conformal method essentially provides a mapping from the set of conformal data representatives to the set of initial data, Conformal data representatives → Initial data.
(1.9)
More precisely, in the case of the classical conformal method, given a volume gauge ω, the mapping presents as (g ab , U ab , τ ; N ) solve(u,W ) − −−−−−− → (ĝ,K).
(1.10)
By the nature of the conformal method, the mapping is unto: from any set of initial data, one can calculate a set of corresponding conformal data representatives. We list a number of criteria by which the strength of a conformal method may be judged.
1) Is the mapping a bijection?
Ideally, to any set of conformal data representatives there corresponds one and only one set of initial data. Thus, the set of all possible initial data is completely characterized by the conformal method.
In lieu of such a strong result, one may ask:
• Where is the mapping well-defined (in the sense that there exists (ĝ,K) corresponding to a fixed set of conformal data representatives)? As long as we properly identify the problem sets, we can simply remove them from the domain.
• Where is the mapping one-to-one? If we obtain multiple solutions, where does this happen?
2) Is the mapping continuous?
This question tests that the mapping is, in some sense, physically relevant.
The main result.
Let (M, g) be a closed locally conformally flat manifold of dimension n, which can be 3, 4 and 5. Let
be the Laplace-Beltrami operator with non-negative eigenvalues. Similarly, let
(1.12) be the corresponding Lamé operator. The volumetric drift model proposed by Maxwell leads to the reworking of the Einstein constraint equations as ∆ g u + n−2 4(n−1) (R(g) + |∇ψ| 2 g )u = (n−2)|U +LgW | 2 +π 2 4(n−1)u q+1
(1.13)
The existence of solutions to this system was treated in [HMM18] in the non-focusing case, and in [Vâl19] for the focusing case. The classical conformal method, also in the focusing regime, is treated in [Pre14] . See [DH09] for the precursor of the asymptotic techniques used in the existence proofs. The second equation may be rewritten as:
(1.14)
In the present paper, it sometimes proves useful to work with the more general equation
where we make the following substitutions: h = n−2 4(n−1) R g − |∇ψ| 2 g , f = n−2 4(n−1) 2V (ψ) − n−1 n τ * 2 , ρ 1 = n−2 4(n−1) π − n−1 n N 2 div g V , ρ 2 = n−2 n−1
(1.16)
Consider (u α , W α ) α∈N a sequence of smooth solutions of perturbations of the system (1.15),
(1.17)
Here, we ask that the perturbed coefficients converge towards the initial ones in a sufficiently regular way, e.g in C 2,η norm. The scalar solutions u α are positive as long as ρ 1 which is positive. To see this, let m α = min x∈M u α (x) = u α (x α ) > 0 and let
Since ∇u α (x α ) = 0 and since ∆ g u α (x α ) 0, we have
Since a α → a in C 0 (M ) as α → +∞ and a > 0 in M , there exists ε > 0 such that m α ε, meaning that u α ε > 0 for all x ∈ M and all α.
(1.19)
We would like to prove the a priori estimate
If this is true, then by standard elliptic theory there exists, up to a subsequence, a C 2,η limit of (u α , W α ) solving the limiting system (1.15). In effect, since the system (1.15) is invariant by the addition of conformal Killing fields, it suffices to show that
The proof follows by contradiction. We assume instead that there exists a sequence of solutions (u α , W α ) of the perturbed system such that
The main theorem in this paper is the following.
Theorem 1. Let (M, g) be a closed Riemannian manifold of dimension n = 3, 4, 5, where g is locally conformally flat. Let 1 2 < η < 1 and 0 < α < 1. Let a, b, c, d, f , h, ρ 1 , ρ 2 , ψ, π, N be smooth functions on M , let V and Y be smooth vector field on M . For any 0 < θ < T , there exists S θ,T and ϑ θ,T such that, given any parameters within
then any smooth solution (u, W ) (1.13), with u > 0, satisfies
A few remarks are in order at this point. We have taken the decision to write the theorem using the physical coordinates for the second equation, and the general coefficients for the first. The same is true for the ensuing proof. This forcibly leads to some redundancies. We recall that Y = n n−2 N V , so asking for bounds on N and V imply bounds on Y . The reasons why we still choose this writing are as follows: 1. The general notation of the first equation is the same as the ones used in the paper proving the existence of solutions to the system, and are more readable than the physical coordinates one. Moreover, they more accurately capture the nature of the scalar equation and make it easier to handle, since one can follow each of the different non-linear terms separately.
2. Writing the second equation in more general terms can prove counterproductive. For one, introducing new coefficients would actually burden the notation in this particular case.
3. Most importantly, one hopes that there is a better way to treat potential blow-ups caused by L g W α . This could follow from a more detailed analysis of the second equation, where even the exact size of each of the dimensional constants can potentially play a role, given the coupling of the system.
In the proof, we use the smallness of Y (and thus, V , since N θ) as sparsely as possible, and we take care to emphasize it each time. We do this out of the desire to provide what we hope is useful insight into current technical difficulties. By looking at similar systems, such as the Yamabe problem, one can hope that by advancing the necessary techniques, one can successfully remove the smallness hypothesis altogether. The ultimate goal is to work towards a more proof of a more general stability.
For now, in the argument by contradiction, we are working with
(1.26)
The fact that g is locally conformally flat is a condition we impose to get the improved estimates on L g W α that we need. We briefly explain the reasoning. The Green representation formula is applied on balls of diminishing radius B xα (δ α ), δ α → 0, where x α is a concentration point. Moreover, we impose Neumann boundary conditions, so that there is no dependency on W α , but just L gα W α . The bounds needs to be uniform with respect to α, which is why we need the kernel of − → ∆ gα to have the same dimension as that of − → ∆ ξ , with g α = exp * xα (δ α ·). The stability of the classical system, also in the focusing case, was treated in [Pre16] .
Outline of the paper. The proof is structured as follows. In Section 2, we conformally change (u α , W α ) on (M, g) to (v α , Z α ) defined in a Euclidean domain. In Section 3, we begin by obtaining pointwise estimates on both v α , ∇v α , ∇ 2 v α and L g Z α . Section 4 begins with an immediate consequence of the aforementioned bounds: they yield a Harnack inequality on v α . Green's representation theory, applied to the elliptic operators of both the first and second equation, plays a central role in both obtaining and improving the aforementioned weak bounds on L ξ Z α . The next step consists of using the techniques of asymptotic analysis to describe potential blow-up behaviour, and their interactions. All leads to a contradiction.
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Conformal changes of coordinates.
Since (M, g) is assumed to be locally conformally flat, for any sequence x α ∈ M with x α → x as α → +∞ and for any δ > 0 small enough, there exist smooth diffeomorphisms
where ξ is the Euclidean metric. Moreover we can choose the diffeomorphisms Φ α and the functions ϕ α to be uniformly bounded in any C k for k ≤ m, m fixed as we want. Note that we can also choose ϕ α (0) = 1 and ∇ϕ α (0) = 0. For x ∈ B 0 (δ), consider the change of functions
This change of functions will be used repeatedly in the sequel. First of all, note that, by (1.19), there exists ε > 0 such that v α ε .
(2.4)
Then it's convenient to recall the following formulas. Given that Φ −1 α g ij = ϕ q−2 α ξ ij , we see that the Laplace-Beltrami operator becomes
At last, the Lamé type operator transforms as
(2.8)
Simple but tedious computations lead then to the transformation of the system (1.17) into
(2.11)
Here, T α denotes the lower order terms of the second equation. It is clear that we have
(2.12)
Weak pointwise estimates
The following result describes a pointwise estimate that holds everywhere on M . It provides a way to identify a set of points S α where u α or L g W α can potentially explode.
Lemma 1. Let (u α , W α ) be a sequence of solutions of the perturbed system (1.17), verifying the non-compactness hypothesis (1.22). There exists an integer N α ∈ N * and a set of
for all 1 i, j N α , i = j, and
for any x critical point of u α in M , and
Proof.
Step 1: Setting up the proof by contradiction. For every α ∈ N * , we may define the integer N α ∈ N * and the set of critical points
of u α by the following lemma, which holds very generally for any sufficiently regular function.
Lemma 2. Let u be a positive real-valued C 2 function defined in a compact manifold M . Then there exists N ∈ N * and (x 1 , x 2 , . . . x N ) a set of critical points of u such that
for all critical points x of u.
The lemma and its proof may be found in Druet and Hebey's paper [DH09] . Let
as α → ∞.
Step 2: Rescaling. We denote the injectivity radius of M by i g (M ). Let
be radii around x α . Since (M, g) is conformally flat, let ϕ α and Φ α be as in previous section so that Φ −1 α g ij = ϕ q−2 α ξ ij , ϕ α (0) = 1 and ∇ϕ α (0) = 0. In fact, these conformal factors can be chosen to be uniformly bounded up in C k , up to an arbitrary k > 0. Consider the following rescalings of the conformal factors:
Moreover, because M is compact, and by (3.6) and (3.7),
We consider the rescaled perturbed system corresponding to (3.9),
where C R is a constant.
By the definition (3.10),
and for any R > 0,
and thereby
Step 3: |L ξẐα | converges to zero. By Green's representation formula applied to the first equation of (3.12) on B
where C a positive constant independent of R or α. Therefore, we may find s α ∈ ( 3 2 R, 2R) such that the boundary estimate
holds. Moreover,
Turning to the second equation of (3.12), we use the Green representation formula for the Lamé type operator
(3.23)
for positive constants C and C . We therefore get an improvement on the pointwise estimate of the rescaledŴ α from (3.16):
Step 4: The study of potential blow-up profiles. We turn to the study of the remaining terms of (3.10). From (3.15) and (3.24), we deduce that
and therefore e −2|x| w α (x) e 2|x| (3.29)
We divide the first equation of system (3.12) byû α (0) and obtain
.
Up to a subsequence, we denotê
which follows from (3.9) and (3.26) in the case of the first limit, and from (1.19) for the second. Furthermore, (3.10) implies that
By standard elliptic theory, we find that there exists w := lim α→∞ w α in C 1,η loc (R n ), and by dividing the first equation byl, we obtain
(3.33)
Since V (x 0 ) = 0, we obtain L ξ Z = 0. Had we not imposed this hypothesis, the next step would have been to classify the solutions of the second equation. To our knowledge, this is an open problem.
Therefore, the limit equation becomes:
In fact, we can easily tackle the slightly more general equation Then by passing to the limit in the first equation of (3.12), we obtain
in R n . The exact form of the solutions of this equation is known, thanks to the work of Caffarelli, Gidas and Spruck [CGS89] :
If U is non-trivial, with y 0 ∈ R n the unique maximum point, there exist (y α ) α local maxima of (v α ) α approaching y 0 such that
Since (y α ) α are critical points, the hypothesis (3.5) implies that Note also that (3.34) implies that w is subharmonic and that
so w −α is subharmonic for α large. By applying Lemma 9 (see the Annex), we deduce that w is constant, in contradiction with (3.28). Third case. Let l = 0 andl = 0, (3.44) then w is a non-negative harmonic function on R n . Thus, w = cst and furthermore, by 
Asymptotic analysis
In this section, we assume that (u α , W α ) α∈N is an L ∞ blow-up sequence, i.e. we ask that there exist a sequence (x α ) α∈N of critical points of (u α ) α∈N and a series of positive real numbers (ρ α ) α∈N , where
and moreover we ask that
In the reminder of this section, we assume that (u α , W α ) α∈N is a blow-up sequence, and we look at the kind of asymptotic profiles we can potentially obtain. At the very end, we rule all of them out, and thus obtain our compactness result. Note that, if we were to assume that (4.2) holds for a sequence (x α ) α in S α , with ρ α smaller than the distance of x α to any other point in S α , then (4.3) holds as well.
Harnack inequality
The following is a Harnack-type inequality. It is a direct consequence of the weak estimate and it plays a key role in ruling out clusters of bubbles where some are much larger than others.
Lemma 3. Let (u α , ρ α ) α be a blow-up sequence such that (4.2) and (4.3) hold. Then there exists a constant C 3 > 1 such that for any sequence 0 < s α ρ α , we get
4)
where Ω α = B xα (6s α )\B xα ( 1 6 s α ).
Remark 2. When considering a rescaling of the typē
5)
andΩ α = B 0 (6) \ B 0 ( 1 6 ), then the above lemma gives
Proof of Lemma (3): Estimate (3.10) implies that
and therefore s α |∇ ln u α (x)| 6C 2 in Ω α . Similarly, it holds true that
Taking C 3 6C 2 , we get the first inequality from (4.6). Then, from (4.8) and from the fact that the domain is an annulus Ω α = B xα (6s α )\B xα ( 1 6 s α ), we estimate that
where l α (Ω α ) is the infimum of the length of a curve in Ω α drawn between a maximum and a minimum of u α . Equivalently
Let (B xα (16), Φ α ) be a conformal chart around x α . We study the blow-up sequence in a Euclidean framework through these charts. By the properties we've imposed on ϕ α ,
By the definition of a blow-up sequence, we also get that
The following result is a strong estimate on the size of a blow-up sequence in a very small ball B 0 (µ α ). Up to a subsequence, we have
Moreover, we see that
and
We have denoted
and 
which implies that the coordinates of y α in the exponential chart around x α , defined as
Up to a subsequence, we may choose a finite limit y 0 := lim α→∞ y α . We denotê
(4.25)
By applying the same analysis as in the proof of Lemma 1, we get that, up to passing to a subsequence, there exists U λ := lim α→∞ v α in C 2,η loc (R n ), with x 0 := lim α→∞ x α , such that
26)
Since ∇U λ (0) = 0, it holds that 
The sphere of dominance around a blow-up point
We denote
and θ α (x) = µ 2 α + |x| 2 . (4.30) Our next goal is to extend the estimates from a ball of size µ α to one of size ρ α . We define the radius on which the estimates continue to hold as
The two following properties hold for r α :
By the previous lemma, we know that the C 2,η limit holds on balls of order ρ α and by definition also of size r α , which is to say that the two are comparable. As a result, (4.13) implies (4.34). In order to get the second estimate, it suffices to note that, by the definition of r α and by (1.19), ε Cµ n−2 2 α r 2−n α , (4.36) which directly implies (4.35).
First order estimates of
Lemma 5. Let (δ α ) α 0 < δ α r α be a sequence of radii. Then for any z α ∈ B 0 (8δ α ) there holds:
Moreover, there exists a sequence of positive numbers (κ α ) α∈N such that 
dy. Lemma 6. Let (δ α ) α be a sequence of positive numbers such that δ α >> µ α and δ α √ µ α .
We get for any x ∈ B 0 (7δ α ),
and as a consequence
47)
and there exists a sequence s α ∈ (5δ α , 6δ α ) such that
Proof. We use the Green's representation theorem for ∆ ξ + h α in B 0 (7δ α ) in the 1st equation, and obtain
49)
where
|x − y| 2−n dy,
|x − y| 2−n dy.
(4.50)
Lemma 5 yields the following estimates:
As a consequence,
In particular, we get (4.47) and (4.48).
First order estimate of
We use the previous improved weak estimate in order to get a first order estimate of L ξ Z α . For x = 0, let G i (x) j = − 1 4(n − 1)ω n−1 |x| 2−n (3n − 2)δ ij + (n − 2) y i y j |x| 2 (4.55) be the i-th fundamental solution of − → ∆ ξ in R n . We define on R n the vector field
and a vector field R α such that
(4.57)
Note, in particular, that
(4.59)
By direct calculation, we see that
(4.60) For any x ∈ B 0 (3δ α ), we get the following estimate on |L ξ (Z α − V α ) (x)|:
Proof. Without making mention of the conformal change factor ϕ α , We apply the Green representation theorem on the 2nd equation. Let G α,i be the i-th Green 1-form for − → ∆ ξ with Neumann boundary conditions on B 0 (s α ), s α 4δ α . Similarly, let
There holds that
(4.65)
Keeping in mind that R α is negligible compared to V α , we obtain the estimate
where the bulk terms are 
vα(y) dy I 4 = B 0 (6δα) |x − y| 1−n dy (4.67) and the boundary terms
(4.68)
Then, by (4.61),
69)
and by (4.48),
Next, we see that
The term I 3 is in fact negligible when compared to I 2 and so
also. It is also clear that
Coming back to (4.66) with all these estimates, we thus obtain that
It remains to estimate I 1 . We shall use an iterative argument to do it. Assume that
for some 1 < β ≤ n. Note that, thanks to the weak estimate (4.11) on L ξ Z α , it holds for β = n. If (4.76) holds, we can write that
Remember here that β > 1. Coming back to (4.75), we obtain that, if (4.76) holds for some 1 < β ≤ n, it necessarily also holds when β is replaced by β − 1 2 . Since, as already said, it holds for β = n, we obtain by induction that it holds for all β = n − k 2 as long as n − k−1 2 > 1. Thus, it holds for β = 1. But this is exactly the estimate (4.63).
Remark 3. For δ α = r α , we get that where H is a non-negative superharmonic function in B 0 (2). We recall that, by (4.81)
Step 1: Letv
where µ α is defined in (4.12). Then By the definition (4.32), there holds for some positive C that
Similarly,
(4.88)
Moreover, for any x ∈ B 0 (2):
We recall that we've assumedY α → 0 in C 0,α . By standard elliptic theory, we see thať where H is a superharmonic function in B 0 (2) and λ 0 = n(n−2)
f (x 0 ) 1− n 2 . Moreover, H 0 in B 0 (2). If r α < ρ α , then H(0) > 0. Indeed, by the definition (4.32), there exists y α ∈ B 0 (r α ) such that at least one of the following conditions hold:
Lettingy α = yα rα , we see that either H(y α ) or ∇H(y α ) are non-zero, and since H is a non-negative superharmonic function, then H(0) > 0. Independently, we show that H(0) 0. The Pohozaev identity writes as
(4.92)
Thanks to (4.80), we can estimate the boundary terms as
where Ψ(x) = R n−2 0 |x| 2−n + H(x). Simple computations lead then to On the other hand, the LHS writes as
dx (4.96) We find estimates for each quantity in turn. In the case of J 1 , we notice that
Then we have that 
(4.101)
For J 2 , lengthy, yet straightforward computations as those seen in [Vâl19] lead to
(4.102)
We conclude that
(1 + O(δ)), ∀α, ∀δ > 0, (4.103) and thus H(0) = 0.
Stability theorem proof
Consider the sets S α and let
We first prove that δ α → 0 as α → +∞. Assuming that the contrary holds, we can apply the results of Lemma 4 with x α = x 1,α and ρ α = δ for some δ > 0 fixed. This contradicts (4.32). We reorder the elements of the sets S α in order of distance, so that 16δ α = |x 1,α − x 2,α |. For R > 1, let 1 M R,α be such that
In the exponential chart, the elements of S α becomě
where 1 i N i . Note that B x i,α (8δ α ) and B x j,α (8δ α ) are disjoint. We define two types of concentration points : the first
(4.110) and the second sup
(4.111)
A cluster with only the first type of points, i.e. where all bubbles are of a comparable size. Assumex i,α corresponds to the first type. Since for all j M R,α ,
Sincev α is uniformly bounded in C 2 , there exists r i > 0 such that 
By similar arguments to those of Lemma 4. From Lemma 8, we know that
Up to a subsequence,ǔ By the Harnack type result, Lemma 3, we get a contradiction.
A cluster with only the second type of points. LetǦ α (x, ·) be the Green function of the operator ∆ ξ + δ 2 αȟ α in B x (3R). It converges to the Green function of ∆ ξ in C 1 loc (B x (3R) \ {x}). Since ∆ ξ + h 0 is coercive, for any y ∈ B x (2R), and since Y α → 0,
For |x| 1 4 , x = 0, we approximate the RHS withB 1,α to get
We divide the previous equation by |x| and take x → 0 to get, for R large,
(4.126)
By switching the roles ofx 1,α andx 2,α , we obtain lim sup
This is a contradiction.
5 Discussion: Is the drift model a better alternative?
We recall that not much is known about far-from-CMC solutions. The classical conformal method seems to display a number of singularities, and these singularities are sometimes difficult to find a priori without first solving the corresponding conformal system [Max11, Max15] . As we've discussed in the introduction, an advantage of the drift model is that the singularities identified by Maxwell can be found in a priori known conformal data setsi.e when the volumetric momentum is null.
Apart from being more natural from a physical and geometrical point of view, another feature of Maxwell's model is that it prescribes more than 10 parameters. At first glance, it "over-describes" the initial data. An important idea underlying the works presented in the sequel is the hope to use these four additional parameters to "tilt" the coordinate system (the other ten parameters) in the neighbourhood of a singularity. Another way to think about this is that the 10-dimensional manifold of initial data cannot accurately be covered by only one chart; by changing the additional drift parameters whenever we approach of singularity, we essentially switch to a different chart. In this way, we might prove that the set of solutions to the constraint equations does not possess any real singularity, but only ones due to the choice of coordinates. Naively, one might think of a curve having a vertical tangent which is not well parametrized by its x-axis. The price we pay is that the drift system is analytically much more complicated than the classical one.
The goal is to find a viable alternative to the conformal method that gives insight into the structure of the set of solutions of the constraint equations. The drift method proposed by Maxwell provides a promising way forward. The following steps may begin to provide a way forward, in order to achieve this goal: 10 parameters (+3) Figure 5 .1: Initial data manifold, parametrized by the drift method.
a. Existence for small data. Verify that Maxwell's system is reasonable, in the sense that it can be solved even in the case of focusing non linearities. An immediate consequence is that the set of solutions is non-empty. For the non-focusing case, existence is proved in [HMM18] , whereas for the focusing case, we cite [Vâl19] .
b. Stability. Check that, given a perturbation of the coefficients, the set of solutions to the perturbed system is bounded. One might always extract a sequence that converges to a solution of the limiting system. This is the purpose of chapter 3.
c. The study of bifurcations. This is where the extra parameters of Maxwell's method might come into play, by allowing us the freedom to continuously change our mapping as needed. Indeed, as proved by Premoselli [Pre15] , there is no hope that a single choice of N and V lead to a nice smooth parametrisation of the set of solutions. Bifurcations must occur. Even in the defocusing case, such bifurcations can occur, as shown by James Dilts, Michael Holst and David Maxwell [DHKM17] . Thus, tilting the coordinates (the parameters) in a neighbourhood of these bifurcations is a way to understand them and the extra parameters give an opportunity to do so.
We summarize this program with the help of the following figure. Point a. allows us to start the process of proving that solutions exist for small parameters. Point b. roughly says that the only problem could come from bifurcations corresponding to folding (at least for the parameters for which stability holds). We rule out vertically asymptotic branches. Part c. consists intuitively in tilting the coordinates with the four added parameters, as shown in the figure. These three steps should permit to obtain a nice smooth description of the set of solutions.
6 Annex
The drift model (continued)
In order to have a better understanding of the drift method, we recall a basic fact of differential geometry: any metric is uniquely identified by its conformal class together with its volume form. In fact,
where M is the space of metrics, V is the space of volume forms and C is the space of conformal classes. In the context of the Einstein equations, it makes sense to consider M, C and V modulo diffeomorphisms D 0 , with D 0 the connected component of the identity in the diffeomorphism group. In his papers, Maxwell describes in great detail how the spaces M, C and V, together with their tangent, cotangent and quotient spaces, are represented within the choice of parameters [Max14a, Max14b] . The conformal momentum U, for example, is shown to be an element of T g (C\D 0 ). By this interpretation, it becomes clear that C is prioritized over V when it comes to choices of parameters.
In a 2014 paper, Maxwell introduces a variant to the standard conformal method [Max14b] . Very succinctly, the drift model differs from its predecessor in that it replaces the mean curvature τ with two new conformal data, a volumetric momentum and a drift. These new quantities are defined by the volumetric equivalent to the York splitting [Max15] :
where τ * ∈ R, V is a smooth vector field and Q is a conformal Killing field. The volumetric momentum τ * as measured by ω is uniquely determined and can be rewritten as
The vector field V is uniquely determined up to aĝ divergence-free vector field. As we explain above, τ * = 0 seems to be a common property of the known non-CMC cases of an infinity of solutions corresponding to the same data set. The drawback of the classical conformal method is that the value of τ * cannot be calculated a priori from a choice of representatives. One needs to first solve the corresponding system, as τ * = τ * (g, u) = M u 2q N g,ω τ dV g M u 2q N g,ω dV g . (6.4)
Coming back to (Q 1 ), this is an argument against the classical conformal model. The volumetric momentum [g, τ ] α as measured by ω is −2 n−1 n τ * . A drift [V ] drift g at g is the equivalence class of V , modulo KerL g and Ker div g . The space of drifts at g is denoted as Drift g . David Maxwell introduces the concept of drift as an infinitesimal motion in the space of metrics, modulo diffeomorphisms, that preserves conformal class, up to a diffeomorphism, and the volume form, also up to a diffeomorphism.
Assumming that g admits no non-trivial conformal Killing field and therefore that Q ≡ 0, one can obtain the initial data (ĝ ab ,K ab ) from a conformal data set, given a gauge ω, as follows.
Plug these quantities into the constraint equations to obtain ∆ g u + n−2 4(n−1) (R(g) + |∇ψ| 2 g )u = (n−2)|U +LgW | 2 +π 2 4(n−1)u q+1 + n−2 4(n−1) [2V (ψ) − n−1 n τ * + divg(u q V ) 2 Ng,ωu 2q ]u q−1 div g 1 2Ng,ω L g W = n−1 n u q d divg(u q V ) 2Ng,ωu 2q + π∇ψ = 0.
(6.6)
The following table regroups for n = 3 the conformal data and their dimensions (columns 2 and 3), the expressions of physical data as functions of representatives of conformal data (column 1) and the dimensions of the remaining unknowns (column 4).
We now turn to the case of R n . For any 1 i n, we define the 1-form R n \ {0} by:
G i (y) j = − 1 4(n − 1)ω n−1 |y| 2−n (3n − 2)δ ij + (n − 2) y i y j |y| 2 (6.14)
for any y = 0. Note that the matrices (G i (y) j ) ij thus defined are symmetric: for any y = 0, G i (y) j = G j (y) i . (6.15) Let X be a field of 1-form in R n . For any R > 0 and for any x ∈ B 0 (R) there holds:
) kl (y)ν(y) k X(y) l dσ.
(6.16)
If Y is a smooth 1-form in L 1 (R n ), then
(6.18)
The system (1.15) is invariant up to adding a conformal Killing 1-form in M to W α . Let
is the subspace of 1-forms associated to the kernel to the Neumann problem for ∆ ξ in B 0 (R). The H 1 orthogonal space is defined as the space of 1-forms Y ∈ H 1 (B 0 (R)) such that for any X ∈ K R : Note that, by (6.28), λ δ,i 3 × 2 n−2 λ δ,i+1 . Since u(x) λ δ,i (M + δ)(1 − θ δ,2 i R ) + λ δ,i+1 × θ δ,2 i R then, by induction,
for all l ∈ N. As we take l → ∞, u(x) (M + δ) 1 1 − δ for any δ > 0, and therefore u(x) M. By (6.27), u(x) ≡ M.
We may apply the same argument to any other x ∈ R n and obtain the same value u( x) = M . Indeed, assuming that M −α := lim R→∞ u −α x ( R) so that M −α M −α , then for R large, u −α x ( R) M −α . But, at the same time, given any fixed R, then for R sufficiently large, by (6.28), u −α x ( R) u −α x (R). Thus we obtain that u ≡ M in R n .
