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Kapitel 1
Einleitung
In dieser Arbeit wurde eine Vereinheitlichung des Wissens über Flutkata-
strophen angestrebt. Hintergrund dieser Entwicklung ist, dass eine eekti-
ve Kommunikation und Wissensvermittlung für eine gute Koordination von
Hilfsmaÿnahmen bei Naturkatastrophen unerlässlich ist. Dies zeigte vor al-
lem die Flutkatastrophe an der Elbe im Sommer 2002, wie im Bericht von
[Kirchbach 2003] dargestellt wird.
Die auftretenden Verständigungsprobleme resultieren unter anderem dar-
aus, dass bei dem Risikomanagement für Umweltkatastrophen, welches so-
wohl natürliche als auch anthropogene Risiken umfasst, viele verschiedene
Experten aus unterschiedlichen Domänen ihr Wissen austauschen. Es müssen
beispielsweise Fachleute aus dem Wasserbau, dem Ingenieursbereich als auch
Biologen hinzugezogen werden, die sich in kompetenter Weise um Dämme
und Stauseen, Sicherung kritischer Industrieobjekte bzw. Abschätzung der
Seuchengefahr durch Tierkadaver kümmern. Die Erzeugung, Kommunikati-
on und Anwendung des von den Experten generierten Wissens wurde durch
die Internationale Dekade zur Verringerung von Naturgefahren von 1989
bis 1999 [Unit 1989] (International Decade for Natural Disaster Reduction -
IDNDR) durch die Vereinten Nationen gefördert.
Resultate der IDNDR hinsichtlich des Risikomanagements von Flutka-
tastrophen sind beispielsweise die Echtzeitvorhersage des Abusses und der
Spitzenwerte der Flutwellen, GIS basierte Kartierungen und automatische
Risikoeinschätzungen von überschwemmungsgefährdeten Gebieten an deut-
schen Flüssen [Oberle u. a. 2000]. Diese dienen, ebenso wie verschiedene Ex-
pertensysteme [Kämpf u. a. 2002], zur Unterstützung der lokalen Behörden.
Einen Überblick die Ergebnisse der IDNDR in Deutschland liefert [Plate u.
Merz 2001].
Zur Strukturierung und Vereinheitlichung dieses Expertenwissens wur-
de erstmals eine Ontologie für das Risikomanagement von Flutkatastrophen,
im folgenden abgekürzt als Flutontologie, erstellt. Die Experten sind in die-
sem Falle Hydrologen des Institutes für Wasserwirtschaft und Kulturtechnik
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(IWK) der Universität Karlsruhe (TH), die diese Doktorarbeit im Rahmen
des Graduiertenkollegs Naturkatastrophen unterstützten. Einleitend werden
die Kernbegrie kurz angerissen und der Aufbau der Arbeit dargestellt.
1.1 Ontologie
Der Begri Ontologie, vom griechischen ontos = das Sein, logos = Abhand-
lung abstammend, hat seinen Ursprung in der Philosophie. Dort ist es die
Lehre über das Sein und den Zusammenhang der Dinge in unserer Welt
[Gómez-Pérez u. a. 2004]. Aufgrund der Überlappungen zwischen Philoso-
phie und künstlicher Intelligenz (KI) [McCarthy 1995] fand der Begri in den
letzten Jahren Einzug in die Wissensverarbeitung (knowledge engineering)
als auch Wissensrepräsentation (knowledge representation). Dieser Arbeit
liegt die Denition von [Studer u. a. 1998] aus der angewandten Informatik
zugrunde, welcher auf [Gruber 1993b] zurückzuführen ist:
An ontology is a formal, explicit specication of a shared con-
ceptualization.
Eine Konzeptualisierung (conceptualization) beschreibt ein abstraktes Mo-
dell eines Phänomens in der Welt, wobei die relevanten Konzepte des Phä-
nomens bereits identiziert wurden. Die Bedeutung von Formal liegt darin,
dass die Repräsentation der Ontologie maschinenlesbar sein soll. Explizit
(explicit) bedeutet, dass die Konzepte, die Einschränkungen denen sie un-
terliegen und die Relationen zwischen ihnen ausdrücklich beschrieben und
deniert werden. Gemeinsam (shared) soll verdeutlichen, dass die Konzepte
bzw. das Wissen, welches durch die Ontologie repräsentiert wird, von einer
hinreichend groÿen Gemeinde akzeptiert und als tragfähig für diesen Zwe-
cke befunden worden ist. Nachteilig an dieser Denition ist jedoch die Ver-
wendung des Begries conceptualization, da dieser nicht hinreichend genau
erklärt wird, bzw. auf mehrdeutigen Begrien basiert Bittner u. a. [2004].
1.2 Strukturierung von Wissen
Obwohl Ontologien einen entscheidenden Beitrag zur Vereinheitlichung und
Strukturierung des durch sie repräsentierbaren Wissens darstellen, können
sich bei ihrer Benutzung verschiedene Probleme ergeben. Das in der Onto-
logie repräsentierte Wissen wird normalerweise als vollständig für den jewei-
ligen Anwendungsbereich betrachtet. Ebenso sollte dieses Wissen als sicher
gelten, da es von einer hinreichend groÿen Expertengruppe akzeptiert sein
sollte. Auch sind Ontologien oder Taxonomien per Denition bereits nach
einem oder mehreren Kriterien strukturiert, wie zum Beispiel anhand einer
Vererbungsrelation. Dennoch muss die sich damit ergebende Struktur nicht
notwendigerweise eindeutig sein. Das wohl prominenteste Beispiel für eine
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nicht eindeutige Struktur ist der Nixon Diamant nach [Reiter 1980]. Ein wei-
teres Beispiel wäre die Frage nach dem kleinsten gemeinsamen Elternkonzept
bei Mehrfachvererbung in einer durch eine Vererbungsrelation strukturier-
ten Ontologie. Auch kann eine Strukturierung des Wissensraumes, welcher
durch eine Ontologie aufgespannt wird, bestimmt werden. Der von der On-
tologie dargestellte Wissensraum kann beispielsweise das subjektive Wissen
von Politikern und Experten zur Minderung einer Hochwasserkatastrophe
sein. Dieser kann strukturiert werden, um Ähnlichkeiten und Unterschiede
zwischen dem Wissen aufzuzeigen.
Als Grundlage für eine Strukturierung der Ontologien bzw. deren Wis-
sensbasen dienen Wahrscheinlichkeitsverteilungen, welche ein (komprimier-
tes) Datenmodell für das Wissen darstellen. Die konkreten Wahrscheinlich-
keiten der Verteilungen werden, je nach Anwendungsfall, den Konzepten
(Knoten) oder den Relationen zwischen den Konzepten (Kanten) zugewie-
sen. Die Wahrscheinlichkeitsverteilung muss dabei nicht notwendigerweise
eine objektive, d.h. frequenzbasierte Interpretation aufweisen. Sie kann auch
als Degree-of-Belief oder Grad-des-Dafürhaltens interpretiert werden. Da-
mit dient die Wahrscheinlichkeitsverteilung zur Verkörperung von Ungewiss-
heit unter Berücksichtigung bereits vorhandenen Wissens [Beyerer 1999]. Die
Deutung des Degree-of-Belief lässt sich weiter zergliedern in einen objekti-
ven und subjektiven Fall. Bei der objektiven Auassung des Degree-of-Belief
sollen Fakten, die zu einer Meinung Anlass geben, wahrscheinlichkeitstheo-
retisch verkörpert werden. Bei der subjektiven Deutung hingegen dient die
Wahrscheinlichkeit zur Darstellung des Wissensstandes und der Überzeugun-
gen eines Individuums. Hierbei spielt es keine Rolle, ob die Wahrscheinlich-
keiten wahr oder nur das Individuum sie für richtig hält.
Ausgehend von der natürlichen Sprache existieren bereits einige Maÿe
[Resnik 1995; Corman u. a. 2002], um eine Strukturierung von Wissen, ba-
sierend auf Wahrscheinlichkeiten, vorzunehmen. Die Methoden aus der Com-
puterlinguistik basieren meistens auf der Häugkeit von Begrien [Agirre u.
Rigau 1996], die anhand mehrerer Millionen Wörter umfassenden Textkorpo-
ra [Fancis u. Kucera 1982] bestimmt wird. Techniken aus der Statistik [Yang
1999], des Information Retrieval (IR) mittels frequenz- und vektorbasierten
Maÿen [Dutoit u. Poibeau 2002; Hotho u. a. 2002] und Data-Minings [Celeux
u. a. 1989] ermöglichen ebenfalls eine Strukturierung von Wissen. Diese Ma-
ÿe wurden für ihre Anwendung zur Strukturierung des durch die Ontologien
repräsentierten, konkreten Wissens untersucht. Die gröÿte Schwierigkeit be-
züglich der Anwendung dieser Strukturierungsmaÿe lag darin, dass für deren
Anwendung sehr groÿe Datenmengen gebraucht werden, um zu konsistenten
Ergebnissen zu gelangen. Solche groÿen Datenmengen sind für die Struktu-
rierung von Ontologien aber nicht notwendigerweise gegeben. Desweiteren
konvergiert bei frequenzbasierten Maÿen der Bereich, in dem die meisten
relevanten Begrie vorkommen, nicht sonderlich schnell und die genaue Be-
stimmung dieses Bereiches ist ebenfalls ein nicht triviales Problem. Die sta-
14 KAPITEL 1. EINLEITUNG
tistischen und informationstheoretischen Eigenschaften der Wahrscheinlich-
keitsverteilungen, auf denen viele der erwähnten Maÿe basieren, werden bei
der Berechnung der Distanz ebenfalls nicht hinreichend berücksichtigt.
Zur Behebung dieser Problematik wurde erstmals die Anwendung entro-
piebasierter Distanzmaÿe für die Strukturierung des durch eine Ontologie
repräsentierten Wissens untersucht.
1.3 Entropie
Das Konzept der Entropie existiert bereits seit Mitte des 19ten Jahrhunderts
und bildet den Kern des zweiten Gesetzes der Thermodynamik [Maxwell
1871]:
1. Die Energie des Universums ist konstant.
2. Die Entropie des Universums strebt einem Maximum zu.
Nach einigen Jahren [Unk 2001] fand die Entropie Einzug in die sta-
tistische Mechanik. In diesem Gebiet ist die Entropie, kurz gesagt, das Maÿ
der Unordnung eine entscheidende Gröÿe zur Bestimmung des jeweiligen Zu-
stands eines Systems.
Davon ausgehend entstand Anfang bis Mitte des 20ten Jahrhunderts die
informationstheoretische Denition der Entropie nach Shannon und Hartley
[Shannon 1948; Hartley 1928]. Die Gleichungen und Herangehensweise sind
denen in der Thermodynamik und statistischen Mechanik ähnlich, die zu-
grundeliegende Idee ist jedoch eine andere. In der Informationstheorie spielt
bei der Denition der Entropie die Unsicherheit ebenfalls eine groÿe Rolle,
allerdings in einem etwas anderen Zusammenhang. Nach [Shannon 1948] ist
die Entropie einer Nachricht ihr Informationsgehalt, oder, aus der Sicht des
Empfängers, die Unsicherheit über die vom Sender produzierten Nachricht,
bevor sie empfangen wurde. Die formale Denition der Entropie in der sta-
tistischen Mechanik und der Informationstheorie sind nahezu gleich, jedoch
sind die Herkunft und Idee verschieden voneinander [Pierce 1980].
Die zwei wichtigsten, entropiebasierten Distanzmaÿe, welche die Verbin-
dung zu den Ontologien herstellen, sind die gegenseitige Information und die
relative Entropie [Cover u. Thomas 1991].
Die gegenseitige Information ist ein Maÿ für die Information, die eine
Zufallsvariable Y über eine andere Zufallsvariable X enthält, d.h. wieviel
Bits an Information erhält man über X, wenn zusätzlich noch Y bekannt und
nicht unabhängig von X ist. Die Dualität von Information und Unsicherheit
berücksichtigend, kann man auch sagen, dass die gegenseitige Information
die Verringerung der Unsicherheit der einen Zufallsvariable durch Kenntnis
der anderen beschreibt.
Das zweite verwendetes Maÿ ist die relative Entropie. Die relative Entro-
pie ist ein Maÿ, um die Distanz zwischen zwei Wahrscheinlichkeitsverteilun-
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gen p und q zu berechnen. Dabei ist zu beachten, dass die relative Entro-
pie, auch bekannt unter dem Namen Kullback-Leibler Distanz und minima-
ler Kreuzentropie, kein Distanzmaÿ im axiomatischen Sinne ist. Sie erfüllt
nur das Axiom der positiven Denitheit, die Symmetrie- und Dreiecksun-
gleichsaxiome werden nicht erfüllt. Weiterhin gehören die relative Entropie
zu den informationstheoretischen Distanzmaÿen nach [Ali u. Silvey 1966],
welche einige nützliche Eigenschaften besitzen.
1.4 Strukturierung von Ontologien durch Entropie
In dieser Arbeit werden zwei entropiebasierte Distanzmaÿe, die gegenseiti-
ge Information und relative Entropie, als Strukturierungsmöglichkeiten für
Wissen, welches durch Ontologien dargestellt werden kann [Staab u. Stu-
der 2004], untersucht. Für das durch die Ontologie repräsentierte Wissen
sei dabei eine Wahrscheinlichkeitsverteilung gegeben, wie in Abschnitt 1.2
beschrieben wurde. Die Wahrscheinlichkeitsverteilung kann dabei eine fre-
quenzbasierte Bedeutung besitzen oder auch als Degree-of-Belief interpretiert
werden. Distanzmaÿe wurden als Strukturierungsmöglichkeit auch deshalb
gewählt, da mit ihnen eine Klassizierung und damit auch Strukturierung
des Wissens in Gruppen (Cluster) möglich ist [MacKay 2003].
1.4.1 Theoretisches Modell - Gegenseitige Information
Zunächst wird ein Modell zur Strukturierung von Wissen mittels entropie-
basierter Distanzmaÿe dargelegt. Wissen wird im Sinne des Karlsruher An-
satzes zur integrierten Wissensforschung [Weber u. a. 2002] als semantische
Information gesehen, wobei Information als Möglichkeitsausschluss in einem
Wissenraum deniert ist. Der Möglichkeitsausschluss lässt sich durch Wahr-
scheinlichkeitsverteilungen darstellen, auf denen aufbauend entropiebasierte
Distanzmaÿe zur Strukturierung von Wissen deniert werden können. Insbe-
sonders auch deshalb, weil die semantische Information den Informations-
gehalt einer Aussage angibt, welcher deniert ist als die Klasse der ausge-
schlossenen, d.h. aussagenkonträren logischen bzw. empirischen Möglichkei-
ten im jeweiligen Wissensraum.
Als erstes Maÿ wurde die gegenseitige Information zur Strukturierung von
Wissen, dass mit Ontologien dargestellt werden kann, untersucht. Die gegen-
seitige Information ist ein Maÿ für die Information, die eine Zufallsvariable
X über eine andere Zufallsvariable Y enthält. Die Dualität von Informati-
on und Unsicherheit berücksichtigend, kann man auch sagen, dass sie die
Verringerung der Unsicherheit der einen Zufallsvariable durch Kenntnis der
anderen beschreibt. Dieses Konzept wurde für die Anwendung auf Ontologi-
en verfeinert, indem die Zufallsvariablen mit den Begrien in der Ontologie
identiziert werden. Dafür muss die Ontologie als gerichteter, azyklischer
und hierarchische Graph darstellbar sein. Die Knoten stellen die Konzepte
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dar, die Relationen zwischen den Konzepten werden durch gerichtete Kanten
dargestellt.
Eine Zufallsvariable repräsentiert im einfachsten Fall die Wahrscheinlich-
keitsverteilung eines Begries und wird dem dazugehörigen Konzept in der
Ontologie zugewiesen. Anhand dieser Wahrscheinlichkeiten kann die Entro-
pie von X und Y berechnet werden. Für die Berechnung der gegenseitige
Information ist aber lediglich die bedingte Entropie zwischen X und Y wich-
tig. Sie berechnet sich aus den bedingten Wahrscheinlichkeiten von X und
Y und wird den Kanten zwischen den Konzepten zugewiesen.
Normalerweise ist nicht nur ein Begri vorhanden, der etwas über einen
anderen aussagt, sondern mehrere, sodass Y als Vektor von Begrien an-
gesehen werden kann. Um die Genauigkeit der Strukturierung des Wissens
zu erhöhen soll nicht nur der kürzeste Pfad zwischen zwei Begrien mit da-
zwischenliegenden Begrien Y betrachtet werden, sondern es sollen weitere
l Pfade in Betracht gezogen werden. Diese l Pfade sollen dabei noch einen
hinreichend groÿen Informationsgewinn liefern.
Bei der Anwendung dieser Methode stellte sich die Berechnung der be-
dingten Entropie als problematisch heraus, denn diese basiert auf den be-
dingten Wahrscheinlichkeiten der Konzepte auf den l Pfaden. Um diese zu
berechnen, sind die Verbundwahrscheinlichkeiten des Vektors Y und X zu
berechnen, was sehr aufwändig ist. Aus diesem Grund wurde auf eine kon-
krete Anwendung dieses Maÿes verzichtet und die relative Entropie für On-
tologien näher untersucht.
1.4.2 Relative Entropie für Ontologien
Neben ihrer herausragenden Bedeutung in der Statistik und anderen Ge-
bieten, wurde die relative Entropie erstmals als Maÿ für die Strukturierung
von Wissen, welches durch Ontologien dargestellt werden kann, vorgeschla-
gen. Die Bestimmung der für die Benutzung der relativen Entropie notwen-
digen Wahrscheinlichkeitsverteilungen erfolgt anhand der in Abschnitt 1.2
vorgestellten Vorgehensweise. Die Wahrscheinlichkeiten werden hierbei den
Kanten (Relationen) zwischen den Konzepten zugewiesen, und nicht direkt
den Konzepten. Die Bedeutung der Wahrscheinlichkeitsverteilungen ist dabei
bewusst oen gehalten worden. Damit sind wiederum objektive, frequenz-
basierte als auch subjektive Interpretationen der Wahrscheinlichkeitsvertei-
lungen möglich. Bei einer frequenzbasierten Interpretation ist die Semantik
der Wahrscheinlichkeiten eindeutig als relative Häugkeit gegeben. Damit ist
ebenfalls die Semantik der Distanzmaÿe, insbesondere der relativen Entropie,
eindeutig gegeben. Bei der Verwendung von Wahrscheinlichkeiten, welche as
Degree-of-Belief interpretiert werden, ist die Semantik der Wahrscheinlich-
keiten nicht so eindeutig wie im frequenzbasierten Fall. In diesem Falle kann
es beispielsweise vorkommen, dass eine Wahrscheinlichkeit von 0.5 eine be-
stimme, subjektive Aussage repräsentiert oder Nichtwissen bzw. Ignoranz
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über einen bestimmten Sachverhalt. Diese Tatsache muss bei der Berech-
nung und vor allem der Interpretation der relativen Entropie berücksichtigt
werden.
Da die relative Entropie in der Literatur als Distanzmaÿ [Kotz u. Johnson
1981] angesehen wird, obwohl sie nicht symmetrisch ist und die Dreiecksun-
gleichung nicht erfüllt, können mit ihr Cluster ähnlichen Wissens (kleine Di-
stanz) und unterschiedliche (groÿe Distanz) gebildet werden. Generell lässt
sich sagen, dass die relative Entropie angibt, inwieweit informationstheore-
tisch eine Übereinstimmung zwischen dem durch die Ontologie modellierten
Wissen mit der Wahrscheinlichkeitsverteilung p und demjenigen Wissen mit
Wahrscheinlichkeitsverteilung q besteht. Somit gibt die relative Entropie auf
Ontologien die durchschnittliche Information an, dass Wissen aus p nicht aus
einer Verteilung q stammt [Kudjoi 2004].
Ein wichtiger Grund für die Verwendung der relativen Entropie als Struk-
turierungsmaÿ besteht darin, dass sie den informationstheoretischen Ab-
stand zwischen Datenkompressionsmodellen, dargestellt durch Wahrschein-
lichkeitsverteilungen, widergibt und damit die statistischen Eigenschaften
der Wahrscheinlichkeitsverteilungen berücksichtigt. Der Abstand ist genau
dann Null, wenn beide Modelle exakt gleich sind. Ansonsten ist der Abstand
gröÿer Null und wird umso gröÿer, je unterschiedlicher die Modelle zueinan-
der sind [Cover u. Thomas 1991]. Weiterhin ist die relative Entropie additiv,
d.h. für zwei unabhängige Wahrscheinlichkeiten ist die Distanz der Verbund-
verteilungen gleich der Summe der jeweiligen Randverteilungen. Eine weitere
nützliche Eigenschaft für die Strukturierung von Ontologien behandelt das
Data Processing Theorem (DPT). Es besagt, dass keine statistische Verar-
beitung der Daten die relative Entropie erhöht [Kullback u. Leibler 1951].
Dies beinhaltet also die Invarianz gegenüber Operationen wie zum Beispiel
Mittelung, Gruppierung oder Verdichtung. Ein letzter Grund für die Verwen-
dung der relativen Entropie ist ihre schnelle und einfache Berechenbarkeit
gegenüber anderen, informationstheoretischen Distanzmaÿen.
Die soeben besprochene Vorgehensweise wurde anhand eines Beispiels
mit der Flutontologie, die im nächsten Abschnitt kurz vorgestellt wird, an-
gewandt. Eine konkrete Anwendung ergab sich bei der Strukturierung von
Musikstücken, anhand der im übernächsten Abschnitt vorgestellten Ontolo-
gie für die menschliche, musikalische Wahrnehmung.
1.4.3 Flutontologie
In Kooperation mit dem Institut für Wasserwirtschaft und Kulturtechnik
(IWK) wurde eine Ontologie für das Risikomanagement im Falle eines Hoch-
wassers, kurz Flutontologie genannt, erstellt. Da für das Risikomanagement
von Hochwasser natürliche als auch anthropogene Risiken betrachtet werden
müssen, sind die verschiedensten Wissensdomänen an diesem Gebiet betei-
ligt. Dies sind beispielsweise Ingenieure, die verantwortlich sind für groÿan-
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gelegte, bauliche Maÿnahmen wie Dämme oder Polder. Weiterhin sind Che-
miker und Biologen beteiligt, welche die Schäden aus eventuell austretenden,
toxischen Substanzen von Industrieanlagen oder Seuchengefahren abschät-
zen. Die Flutontologie bildet somit eine einheitliche, semantische Grundlage
für Lokalisierung und Bereitstellung von domänenspezischem Wissen für
Wissenschaftler, welche in diesem Bereich tätig sind. Damit kann die Onto-
logie auch als Grundlage für ein verteiltes, agentenbasiertes Informationsge-
winnungssystem dienen.
In den betrachteten Wissensdomänen wurden einige zentrale Konzepte
identiziert, um eine zuverlässige Modellierung des Diskursbereiches der On-
tologie zu erreichen. Das Risikomanagement von Hochwasser muss natürlich
die Umgebung des Flusses betrachten, d.h. die geographische Struktur, in
welcher der Fluss eingebettet ist. Desweiteren müssen so genannte Feldda-
ten, die als Parameter in Modelle für die Berechnung des Abusses einieÿen,
berücksichtigt werden, wie beispielsweise meteorologische, hydrologische als
auch geophysikalische Daten. Der Abuss ist ein elementares Konzept der
Hydrologie, welcher es ermöglicht, Flutwellen eines Flusses vorherzusagen.
Ein weiterer zentraler Bestandteil der Ontologie sind die Schutzmaÿnahmen
vor Flutkatastrophen. Das sind zum einen die langfristige Präventivmaÿ-
nahmen und die kurzfristige Hilfe im akuten Katastrophenfall. Schlieÿlich
müssen noch die administrativen Daten berücksichtigt werden, beispielswei-
se Identikationsnummern von Pegelmessstationen, Metadaten oder Wasser-
schutzgebiete. Nach der Erstellung der Ontologie wurde deren Benutzbarkeit
anhand einer Annotation der Webseiten des USGS überprüft.
1.4.4 Ontologien und Entropie in der Musik
Zur Demonstration der breiten Anwendungsmöglichkeiten der relativen Entro-
pie für Ontologien wurde eine, von der Flutontologie unterschiedliche, Wis-
sensdomäne ausgewählt. Zum einen waren für die Flutdomäne nicht hinrei-
chend genug Daten vorhanden, die strukturiert werden konnten. Zum ande-
ren befasst sich der ausgewählte Wissensraum mit Musik, bzw. der mensch-
lichen, musikalischen Wahrnehmung und stellt somit eine andere Wissensart
dar, als das durch die Flutontologie modellierte Wissen. Die Unterschiede
bezüglich der Wissensarten manifestieren sich insbesondere in den Dimensio-
nen Inhalt (inhaltlich nicht genau bestimmbar vs. informativ) und Ausdruck
(inkorporiertes Wissen vs. expliziter Ausdruck ) [Weber u. a. 2002].
Dazu schlug im Laufe dieser Arbeit schlug bekannter Komponist, Herr
Boris Yoe, ein Modell für die Kreativität in der Musik vor [Yoe 2004].
Dieses Modell zeigte eine starke Ähnlichkeit mit den Modellen aus der Infor-
matik, insbesondere aus dem Bereich der Agenten [Weiss 2000] und Emo-
tionen in Multi-Agenten Systemen [Petta u. Trappl 2001]. Ein wesentli-
cher Bestandteil dieser Modelle sind Ontologien, mit denen es möglich ist,
einen Kontext und daraus eine (spezialisierte) Semantik zu entwickeln. Im
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Hinblick auf den musikalischen Kontext bedeutet dies, dass Kreativität ei-
ne Art Erweiterung der zugrundeliegenden Ontologie ist, und damit auch
des Kontextes und der Semantik, durch hinzufügen neuer Konzepte. Im mu-
sikalischen Bereich ist die daraus neu entstehende Semantik persönlich, da
Kunst im allgemeinen sehr subjektiv ist. Ein Problem, dass sich hierbei stell-
te, war eine bislang fehlende Datenstruktur zur Formalisierung von gehörter
Musik. Zwar ist in der Musik die Verwendung von Computern heutzutage
alltäglich, sei es zur Erstellung eines Notensatzes, zur Livebearbeitung des
Auftrittes einer Musikgruppe oder zur Komposition von elektronischer Mu-
sik. All diesen Anwendungen ist aber gemeinsam, dass sie den Musiker bei
der Erschaung oder Bearbeitung von Musik unterstützen. Den umgekehr-
ten Weg (Transkription) zu beschreiten, ist dagegen bedeutend schwieriger
[Temperley 2002]. Hierbei soll anhand eines gehörten Musikstückes eine ge-
eignete, formale Repräsentation, beispielsweise durch Noten, gefunden wer-
den. Erste Ansätze zur Transkription decken lediglich einen Teilbereich eines
Musikstückes ab, wie beispielsweise die Extraktion des Rhythmus [Gouyon u.
Dixon 2005] und konzentrieren sich auf frequenzbasierte Analysen der Musik-
stücke. Eine formale Darstellung eines gehörten Musikstückes, anhand derer
eine abstrakte Repräsentation im Computer möglich ist, soll im folgenden
mit Hilfe einer Ontologie ermöglicht werden. Die zuverlässige Modellierung
des Diskursbereichs der Ontologie gewährleistete dabei eine enge Zusammen-
arbeit mit der Musikhochschule Karlsruhe, insbesondere Herrn Prof. Dr. T.
Troge.
Zur formalen Darstellung eines gehörten Musikstückes wurden die wich-
tigsten Konzepte musikalischer Wahrnehmung identiziert und in der On-
tologie dargestellt. Dazu gehört zunächst das Hörerlebnis. Das Hörerlebnis
fasst alles hörbare zusammen, insbesondere Klänge, Geräusche und auch
Pausen. Weiterhin wichtig ist das Konzept Zeitmaÿ, mit dem die Zeiteintei-
lung eines Stückes beschrieben werden kann. Um eine möglichst detaillierte
Zeiteinteilung zu ermöglichen, wird das Zeitmaÿ durch spezialisiertere Kon-
zepte weiter verfeinert. Dazu dienen Metrum, Takt und Rhythmus, welche
die grundlegenden Strukturen eines Stückes bilden. Auch können linear lang-
samer bzw. schneller werdende Passagen eines Stückes formalisiert werden.
Lautstärken bzw. Lautstärkenverhältnisse zwischen zwei Hörerlebnissen sind
bei der menschlichen Wahrnehmung von Musik ebenfalls wichtig und wur-
den demzufolge auch bei der Erstellung der Ontologie berücksichtigt. Von
besonderer Wichtigkeit in einem Musikstück sind die Linien. Diese gliedern
sich unter anderem weiter auf in eine
• Melodielinie, welche die Melodie eines Stückes darstellt,
• Begleitlinie, welche die Begleitung (Klavier-, Gitarrenbegleitung) ent-
hält,
• Harmonielinie, durch welche die Harmonien (Akkorde) eines Stückes
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formalisiert werden,
Anhand der Ontologie wurde dann ersichtlich, dass die relative Entro-
pie als Strukturierungsmaÿ für Ontologien und der durch sie dargestellten
Musikstücken dienen kann. Dazu wurde das Thema aus der Klaviersonate
in A-Dur von Wolfgang Amadeus Mozart mit Hilfe der Ontologie formali-
siert. Anschlieÿend wurden zwei Variationen des Themas der Sonate sowie
als Vergleichsstück der türkischen Tanz (Rondo Alla Turca) ausgewählt und
formalisiert. Die Variationen sollten hierbei eine geringe Distanz zu dem The-
ma aufweisen, da sie, musikalisch gesehen, das Thema aufgreifen und in ver-
schiedenen Aspekten variieren. Das Vergleichsstück hingegen sollte eine groÿe
Distanz zu dem Thema aufweisen, da es nur sehr wenige Gemeinsamkeiten
mit dem ihm aufweist. Zur Durchführung der Strukturierung der Ontologien
mittels der relativen Entropie wurden frequenzbasierte Wahrscheinlichkeits-
verteilungen erstellt, die sich an den musikalischen Vergleichsmöglichkeiten
für Musikstücke [Frisius 1984] orientieren.
1.5 Gliederung der Arbeit
Die Arbeit untergliedert sich im folgenden in insgesamt sieben Kapitel. Wie
eingangs dargelegt, ist die derzeit schlechte Verständigung bei Flutkatastro-
phen von ozieller Seite [Kirchbach 2003] bestätigt und insbesondere auf
die unzureichende Kommunikation von Wissen zurückzuführen. Ontologien
stellen eine Möglichkeit dar, Wissen zu vereinheitlichen und werden daher in
Abschnitt 2.1 näher erläutert. Dabei wird die geschichtliche sowie aktuelle
Bedeutung von Ontologien herausgestellt, sowie deren Formalisierungsmög-
lichkeiten und heutige Denition in der Informatik vorgestellt. Um Wissen
zu strukturieren gibt es verschiedene Möglichkeiten, welche in Abschnitt 2.2
aufgezeigt werden. Die vorgestellten Strukturierungsmöglichkeiten sind vor
allem Distanzmaÿe aus der Computerlinguistik und dem Data Mining. Auch
dient dieses Kapitel dazu, eventuelle Verwechslungsmöglichkeiten der in die-
ser Arbeit benutzten entropiebasierten Distanzmaÿe auszuschlieÿen. Entro-
piebasierte Distanzmaÿe werden in der Computerlinguistik bzw. dem Data
Mining ebenfalls eingesetzt, haben dort allerdings eine andere Bedeutung.
In Abschnitt 2.3 wird das Konzept der Entropie ausführlich vorgestellt,
um die später benutzten, entropiebasierten Distanzmaÿe gebührend einzu-
führen. Da dieses Konzept in der Domäne der Wissensrepräsentation weit-
gehend unbekannt ist, wird der Entropiebegri kurz über die Thermodyna-
mik und statistische Mechanik eingeführt. Anschlieÿend wird die Bedeutung
in der Informationstheorie aufgezeigt und die theoretischen Grundlagen der
Entropie erläutert. Nach der Erläuterung der Grundlagen der Entropie wird
in Kapitel 3 erstmals ein theoretisches Modell für ein entropiebasiertes Di-
stanzmaÿ auf Ontologien vorgestellt, welches eine Verfeinerung der gegensei-
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tigen Information darstellt. In diesem Zusammenhang wird auch ein Struktu-
rierungsmodell für Wissen mittels entropiebasierter Distanzmaÿe vorgestellt.
Um die Bedeutung der relativen Entropie für die Strukturierung des
durch Ontologien darstellbaren Wissens aufzeigen zu können, wird in Ka-
pitel 4 die Ontologie über Flutkatastrophen vorgestellt. In diesem Kapitel
wird die Vorgehensweise bei der Erstellung der Ontologie besprochen, und
es werden die wichtigsten Konzepte und Relationen vorgestellt. Ein Anno-
tationstest, welcher die Benutzbarkeit der Flutontologie überprüfte, wird im
Anschluss daran vorgestellt. In Kapitel 5 wird schlieÿlich die Strukturierung
von Wissen, welches durch Ontologien dargestellt werden kann, mittels der
relativen Entropie gezeigt und anhand eines Beispieles demonstriert.
In Kapitel 6 wird eine Ontologie für die menschliche, musikalische Wahr-
nehmung vorgestellt. Anschlieÿend wird gezeigt, wie durch die relative Entro-
pie Ähnlichkeiten bzw. Unterschiede zwischen Musikstücke, welche durch die
Ontologie formalisiert wurden, festgestellt werden können. Den Abschluss der
Arbeit bildet die Zusammenfassung in Kapitel 7.
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Kapitel 2
Stand der Technik
In diesem Kapitel soll ein Überblick über die in dieser Arbeit benutzten
Technologien gegeben werden. Zunächst wird das Konzept der Ontologie als
strukturiertes Wissen vorgestellt. Anschlieÿend werden verschiedene Struk-
turierungsmaÿe für Wissen vorgestellt. Das Ende dieses Kapitels bilden die
Entropie und die mit ihr verwandten Distanzmaÿe, die im späteren Verlauf
auf Ontologien angewandt und erweitert werden.
2.1 Ontologien
In diesem Abschnitt wird zunächst die gebräuchlichste Denition von On-
tologien in der Informatik nach [Gruber 1993b] vorgestellt. Danach werden
verschiedene, formale Repräsentationsmöglichkeiten für Ontologien darge-
stellt: Logik (Logic), Klassen (Frames) und Semantische Netze (Semantic
Nets). Zum Schluss werden noch kurz einige bekannte Ontologien erwähnt,
sowie Kategorisierungsmöglichkeiten für dieselbigen vorgestellt.
2.1.1 Ontologien in der Informatik
In den letzten zehn Jahren gewannen Ontologien in der KI, insbesondere bei
der Wissensverarbeitung (knowledge engineering) als auch der Wissensre-
präsentation (knowledge representation) an Bedeutung. Es gibt jedoch eine
Vielzahl von Denitionen für diesen Begri. Die dieser Arbeit zugrundelie-
gende Denition stammt von Gruber [Gruber 1993b] aus dem Bereich der
Wissensrepräsentation und soll im folgenden vorgestellt werden. Er deniert
eine Ontologie als
[...] explicit specication of a conceptualization.
Einige Jahre später verfeinerten [Studer u. a. 1998] diese Denition:
An ontology is a formal, explicit specication of a shared con-
ceptualization.
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Eine Konzeptualisierung (conceptualization) beschreibt ein abstraktes Mo-
dell eines Phänomens in der Welt, wobei die relevanten Konzepte des Phä-
nomens bereits identiziert wurden. Die Bedeutung von Formal liegt dar-
in, dass die Repräsentation der Ontologie maschinenlesbar sein soll (siehe
Abschnitt 2.1.2). Explizit (explicit) bedeutet, dass die Konzepte, die Ein-
schränkungen denen sie unterliegen und die Relationen zwischen ihnen aus-
drücklich beschrieben und deniert werden. Gemeinsam (shared) soll ver-
deutlichen, dass die Konzepte bzw. das Wissen, welches durch die Ontologie
repräsentiert wird, von einer hinreichend groÿen Gemeinde akzeptiert und
als tragfähig für diesen Zwecke befunden worden ist. Aus dem Bereich der
formalen Ontologien wird jedoch berechtigte Kritik an dieser Denition ge-
übt, da conceptualization nicht hinreichend genau speziziert wird [Smith
2004].
Der Begri der Ontologie ist inzwischen, auch aufgrund des semantischen
Web (Semantic Web) [Berners-Lee u. a. 2001] bzw. kritischer [Uschold 2003],
recht weit verbreitet wobei er manchmal als Synonym für Taxonomien ver-
wendet wird. Unter einer Taxonomie versteht man eine hierarchische Gliede-
rung eines Diskursbereiches, meistens anhand einer Vererbungsrelation (is-a
relation), welche die Konzepte vom allgemeinen zum speziellen hin struktu-
riert [Nilsson 1998]. Um hier eine Unterscheidung treen zu können, führ-
te man leichtgewichtige (lightweight) bzw. schwergewichtige (heavyweight)
Ontologien ein. Die leichtgewichtigen ähneln Taxonomien, strukturieren also
das Wissen der betrachteten Domäne anhand relevanter Konzepte, meist in
Form eines hierarchischen Baumes. Beispiele sind der Yahoo-Katalog 1 oder
der Produktkatalog von Google 2. Schwergewichtige Ontologien entsprechen
hingegen Ontologien wie sie bereits zuvor deniert wurden. Sie enthalten
mehr Semantik als leichtgewichtige Ontologien, die durch unterschiedliche
Relationen und Kardinalitäten zwischen den Konzepten modelliert wird. In
einer Taxonomie ndet man üblicherweise nur eine Vererbungsrelation (is-a
relation) vor.
Zusammenfassend lässt sich sagen, dass eine Ontologie aus Konzepten
sowie Relationen zwischen diesen Konzepten besteht. Es kristallisiert sich
eine Struktur heraus, welche die Interpretationsmöglichkeiten der Konzepte
einschränkt. Damit kann eine Ontologie als strukturiertes Wissen betrach-
tet werden, welches nach Möglichkeit in der untersuchten Domäne allgemein
anerkannt ist und formal repräsentiert werden kann. Die Möglichkeiten, eine






Ontologien werden heutzutage in der Künstlichen Intelligenz mit einer der
drei bekannten Wissenrepräsentationsparadigmen dargestellt. Dies sind Lo-
gik, meistens Beschreibungslogik [Baader u. a. 2003], Klassen [Gruber 1993a]
sowie semantische Netze [Sowa 2000]. Nähere Informationen zu diesen Pa-
radigmen nden sich beispielsweise in [Russel u. Norvig 2003] oder [Nilsson
1998].
Zur Formalisierung dieser Techniken stehen höchst unterschiedliche Spra-
chen zur Verfügung, von denen die wichtigsten im folgenden kurz vorge-
stellt werden. Weitere Formalisierungsmöglichkeiten nden sich in [Uschold
u. Grüninger 1996] und [Gómez-Pérez u. a. 2004].
Modellierung mit Klassen
In der Wissensrepräsentation und -verarbeitung sind insbesondere das Knowl-
edge Interchange Format (KIF) von [Genesereth u. Fikes 1992] und damit
eng verbunden der Ontolingua (Gruber 1996 und Farquhar u. a. 1997) her-
vorzuheben. KIF wurde mit dem Ziel entwickelt, die Heterogenität der ver-
schiedenen, in der Wissensrepräsentation verwendeten Sprachen, zu beenden.
Dazu sollte KIF einen einheitlichen Standard für den Austausch von Wis-
sen zwischen verschiedenen Informationssystemen denieren. KIF ist eine
Präxnotation der Prädikatenlogik erster Ordnung mit einigen Erweiterun-
gen und somit sehr aussagekräftig. Auf KIF aufbauend wurden verschiedene
Zwischenstufen deniert, unter anderem die klassenbasierte Open Knowled-
ge Base Connectivity (OKBC) [Chaudhri u. a. 1998], da es mit KIF sehr
mühsam ist, eine Ontologie zu erstellen.
Mit dieser etwas einfacheren, allerdings auch weniger ausdrucksstarken
Sprache, wurde Ontolingua entwickelt. In Ontolingua wurden inzwischen
sehr viele Ontologien erstellt, welche auf dem Ontolingua Server3 gespeichert
sind. Weiterhin erlaubt OKBC die Kommunikation mit mehreren Ontologien
(siehe Abb. 2.1), darunter auch die bekannte CyC Ontologie von [Lenat u.
Guha 1990], da es ein Protokoll zum Wissensaustausch beinhaltet. Ein un-
mittelbarer Vorteil aus der Benutzung von logikbasierten Sprachen besteht
darin, dass Inferenzmechanismen zur Generierung bzw. Validierung neuen
Wissen direkt implementiert werden können.
2.1.3 Modellierung mit Beschreibungslogik
Im folgenden sollen die wichtigsten XML4 [Harold 2002] basierten Spra-
chen vorgestellt werden, da sie im Kontext des Semantic Web5 [Berners-Lee






















Abbildung 2.2: Aufbau der auszeichnungsbasierten Ontologiesprachen
(EU)6 besondere Aufmerksamkeit erfahren haben. Diese Sprachen werden
auch netzbasierte Ontologiesprachen (web-based ontology languages) oder
auszeichnungsbasierte Ontologiesprachen (ontology markup languages) ge-
nannt.
In Abb. 2.2 ist der hierarchische Aufbau dieser Sprachen dargestellt.
XML, eine Metasprache welche seit Februar 1998 eine Empfehlung des W3C
ist, dient als Basis um strukturierte, standardisierte und wohldenierte Do-
kumente zu erstellen. Die meisten der auszeichnungsbasierten Ontologie-
sprachen benutzten als Basis RDF (Resource Description Framework) bzw.
RDF(S) (RDF Schema), welches in Abschnitt 2.1.4 vorgestellt wird, weil das
zugrundeliegende Modell ein semantisches Netz ist.
Von den vielen, vorhandenen webbasierten Ontologiesprachen sollen le-
diglich DAML+OIL [van Harmelen u. Patel-Schneider 2001] und OWL [Mc-
Guinness u. van Harmelen 2004] besprochen werden, da sie in dieser Arbeit
für die konkrete Implementierung von Ontologien benutzt wurden und sich
6http://fp6.cordis.lu/fp6/home.cfm
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sehr ähnlich sind; OWL löste im Frühjahr 2004 DAML+OIL als ozielle,
vom W3C unterstützte, webbasierte Ontologiesprache ab. Die Flutontologie
(siehe Kapitel 4) wurde noch in DAML+OIL entwickelt, da zum damaligen
Zeitpunkt OWL noch nicht vollständig speziziert war und auch keine Hilfs-
mittel zur Ontologieerstellung in dieser Sprache verfügbar waren. Hingegen
wurde die Ontologie für die menschliche, musikalische Wahrnehmung (siehe
Kapitel 5) in OWL implementiert.
Der Grund für die Verwendung von DAML+OIL bzw. OWL war eine
breite Verfügbarkeit von Hilfsmitteln, welche die Implementierung der On-
tologien erleichtern. Auch sind diese Sprachen als Standards des W3C für
das Semantic Web deniert. Für zukünftige Arbeiten existieren weiterhin
eine Reihe von Beweisern7 8 9, die verschiedene Inferenzoperationen auf in
DAML+OIL oder OWL denierten Ontologien erlauben.
DAML+OIL
DAML+OIL entstand aus einer Zusammenarbeit zwischen der Europäischen
Union im Rahmen des IST Projektes OIL (Ontology Inference Layer) und
den USA im Kontext des DARPA Projektes DAML (DARPA Agent Markup
Language). Mit dieser Sprache wurde die Flutontologie modelliert. DAML+OIL
hält folgende Primitive bereit, um Ontologien zu modellieren:
• Primitive zur Modellierung Klassen, Restriktionen und verschiedenen,
grundlegenden Datentypen. Restriktionen beziehen sich auf Klassen,
z.B. existentielle Restriktionen, Einschränkungen der Kardinalität u.s.w.
• Primitive um Attribute und Relationen zu denieren. Die Relationen
können als zusätzliche Eigenschaft transitiv oder injektiv sein.
• Primitive um Container zu denieren.
• Vordenierte Klassen. Ding als generellste Klasse und Nichts als spe-
ziellste.
• Primitive um Literale zu denieren.
Um semantisch reichhaltige Aussagen in DAML+OIL zu erstellen, exis-
tieren noch folgende Operationen:
• Konjunktion, Disjunktion und Negation von Klassen
• Sammlung von Individuen (Existenzquantor)
• Möglichkeiten um Attribute der Klassen einzuschränken (z.B. Kardi-
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• Zu einer gegeben Relation kann eine inverse Relation deniert werden.
• Äquivalenzen zwischen Klassen, Relationen und Eigenschaften von Klas-
sen können denieren werden.
• Zwei Instanzen können als voneinander verschieden deklariert werden.
• Möglichkeit, diverse Metainformationen darzustellen.
Funktionen sowie formale Axiome sind nicht Teil der Spezikation von
DAML+OIL. Binäre Funktionen können mittels eines Hilfskonstruktes er-
zeugt werden, höherwertige Funktionen sind nicht darstellbar. Es existieren
einige Inferenzmechanismen (z.B. eine Axiomatisierung in KIF) sowie Im-
plementierungen von Beweisern (beispielsweise FaCT10 in Java).
Als Hilfsmittel zur Erstellung einer Ontologie in DAML+OIL wurde das
vom AIFB (Institut für Angewandte Informatik und Formale Beschreibungs-
verfahren) der Universität Karlsruhe (TH) entwickelte Ontologiemodellie-
rungswerkzeug OntoEdit 11 benutzt [Sure u. a. 2002]. Die Visualisierung der
Ontologie erfolgte mit den Werkzeugen IsaViz12 des W3C und GraphViz13,
entwickelt von AT&T Research.
OWL
OWL wurde von der W3C Web Ontology (WebOnt) Arbeitsgruppe geschaf-
fen und im Februar 2004 zu einem oziellen Standard erhoben. OWL ist von
DAML+OIL abgeleitet und baut ebenfalls auf RDF(S) auf (siehe Abb. 2.2).
Viele der in DAML+OIL vorhandene Primitive wurden schlicht umbenannt.
OWL wurde in drei Sprachspezikationen unterteilt: OWL Lite, OWL DL
und OWL Full (siehe Abb. 2.3).
OWL Lite ist eine Erweiterung von RDF(S) und beinhaltet die nütz-
lichsten Eigenschaften von OWL. Sie ist für Benutzer gedacht, die lediglich
Taxonomien mit wenig bis keiner Semantik erstellen wollen. OWL DL (De-
scriptionLogic) beinhaltet das volle Vokabular von OWL und wird hier vor-
gestellt, da es zur Erstellung der Ontologie für die menschliche, musikalische
Wahrnehmung (siehe Kapitel 5) benutzt wurde. OWL Full bietet mehr Fle-
xibilität als OWL DL, allerdings ist die Komplexität, insbesondere hinsicht-
lich der Inferenzmechanismen, höher. Der Aufbau und Inhalt der meisten
Primitive ist denen von DAML+OIL ähnlich, so dass im folgenden lediglich
die Unterschiede und Ergänzungen herausgestellt werden. Aufgrund dieser
Ähnlichkeiten ist eine automatische Konversion von DAML+OIL Ontologien










Abbildung 2.3: Aufteilung von OWL in drei Schichten
• Es wurden Primitive hinzugefügt, um symmetrische Relationen zu de-
nieren
• Es ist möglich, Metainformationen zu Klassen, Eigenschaften und In-
stanzen als auch der Ontologie hinzuzufügen.
• Es existieren Primitive, um Enumerationen von Datentypen zu erzeu-
gen.
• Unterstützung für die Versionierung von Ontologien wurde hinzuge-
fügt.
• Primitive um anzuzeigen, dass einige Instanzen sich von anderen un-
terscheiden.
• Primitive um disjunktes Wissen in der Ontologie zu denieren.
Implementierung von Ontologien in OWL-DL
Die Ontologie für die menschliche, musikalische Wahrnehmung (siehe Kapitel
6) wurde in OWL-DL implementiert. Dabei wurden bestimmte Sprachkon-
strukte sowie ein Designmuster verwendet, welche im folgenden vorgestellt
werden.
Bei der Implementierung von Ontologien in OWL überlappen sich nor-
malerweise einzelne Klassen der Ontologie. Demzufolge kann man nicht an-
nehmen, dass eine konkrete Instanz einer Klasse nicht noch Mitglied weiterer
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Klassen ist, nur weil die anderen Klassen nicht explizit aufgeführt sind. Zur
Trennung der einzelnen Klassen bzw. ihrer Instanzen werden sie in OWL als
disjunkt (disjoint) zueinander gesetzt. Damit wird sichergestellt, dass eine
explizit denierte Instanz einer bestimmten Klasse nicht zu anderen Klassen,
welche als disjunkt dazu deniert wurden, gehören kann. Wenn beispielswei-
se die Klassen Zeitmaÿ und Puls disjunkt zueinander sind, kann eine Instanz
der Klasse Zeitmaÿ nicht gleichzeitig Instanz der Klasse Puls sein.
Für das im nächsten Abschnitt denierte Designmuster wird ein so ge-
nanntes Überdeckungsaxiom (covering axiom) benötigt. Ein Überdeckungs-
axiom besteht aus zwei Teilen: Der Klasse, die überdeckt wird und denje-
nigen Klassen, welche die Überdeckung bilden. Nehmen wir an, wir hätten
drei Klassen, A, B und C deniert, wobei die Klassen B und C Unterklas-
sen von A bilden. Weiterhin wurde ein Überdeckungsaxiom für die Klasse A
deniert, welches besagt, dass A von den Klassen B und C überdeckt wird.
Damit muss ein Mitglied der Klasse A ein Mitglied der Klasse B und/oder
C sein. Falls B und C disjunkt zueinander sind, müssen die Mitglieder von
Klasse A entweder Mitglieder von Klasse B oder C sein. In OWL manifes-
tiert sich das Überdeckungsaxiom als die Vereinigung der Klassen, welche
die Überdeckung bilden (B und C). Diese formen dann eine Superklasse für
A:
∪ B ∪ C
Das Designmuster Value Partition wird verwendet, wenn bestimmte Klas-
sen für eine ihrer Eigenschaften ausschlieÿlich bestimmte Werte annehmen
können. Beispielsweise könnte man die Klasse Mahlzeiten in eine der fol-
genden drei Kategorien einorden: scharf, mittelscharf oder mild. Dazu wird
in OWL zunächst eine Klasse Value Partition erstellt, deren Unterklassen
die möglichen Eigenschaften sind. In unserem Beispielfall wäre dies etwa
eine Klasse mit dem Namen SchärfeValuePartition. Diese enthält als Un-
terklassen dann die möglichen Eigenschaften, also Scharf, Mittelscharf und
Mild. Diese sind untereinander disjunkt und werden von SchärfeValuePar-
tition mittels des Überdeckungsaxioms überdeckt. Anschlieÿend wird eine
Relation erstellt, welche die Klassen mit der entsprechenden Value Partition
verknüpfen. In unserem Beispiel habe die Relation den Namen hatSchär-
feGrad. Die Domäne dieser Relation ist nun die Klasse Mahlzeit, das Bild
die SchärfeValuePartition. Unterklassen von Mahlzeit werden jetzt über die
Relation hatSchärfeGrad und einer Value-Restriction mit den gewünschten
Schärfegraden verknüpft.
Ein wichtiger Bestandteil von OWL sind Einschränkungen, welche auf
den Eigenschaften einer Klasse deniert werden können (Die Klasse A bein-
halte für die folgenden Beispiele entsprechende Restriktionen auf ihren Ei-





Existenzrestriktionen, in OWL Terminologie someValuesFrom, beschrei-
ben diejenige Menge von Individuen, die mindestens eine spezische Relation
zu Individuen aufweisen, die Mitglieder einer bestimmten Klasse sind:
∃ relationName Klasse B
Diese Restriktion beschreibt anschaulich diejenigen Instanzen von A, die
mindestens eine Relation namens relationName zu anderen Instanzen besit-
zen, welche zur Klasse B gehören.
Die Menge der Instanzen, welche für eine gegebene Relation ausschlieÿlich
Beziehungen zu anderen Individuen besitzen die Mitglied einer bestimmten
Klasse sind, werden durch die Universalrestriktion, in OWL Terminologie
allValuesFrom, beschrieben:
∀ relationName Klasse B
Zu dieser Menge gehören alle Instanzen von A, welche ausschlieÿlich Bezie-
hungen mit dem Namen relationName zu Instanzen der Klasse B aufweisen,
oder Instanzen, die keinerlei Beziehung zu der Relation relationName auf-
weisen. Universalrestriktionen sagen in OWL also nichts über die Existenz
der betroenen Relation aus [Horridge u. a. 2004].
Die hasValue Restriktion beschreibt diejenigen Instanzen, welche durch
eine bestimmte Eigenschaft in Relation mit einer spezischen Instanz einer
Klasse stehen:
prop 3 InstanzABC
Dadurch werden diejenigen Instanzen von A beschrieben, welche anhand
der Eigenschaft prop eine Beziehung zu der konkreten Instanz InstanzABC
aufweisen.
Mittels Kardinalitätsrestriktionen kann man solche Instanzen der Klasse
A beschreiben, die mindestens, höchstens oder exakt eine bestimmte Anzahl
n an Beziehungen zu anderen Instanzen aufweisen:
≥ relationName ≥ n
≤ relationName ≤ n
= relationName = n
Entwicklungswerkzeug Protégé
Für die Entwicklung der Ontologien in OWL wurde Protégé14 in der Versi-
on 3.0 eingesetzt [Gennari u. a. 2002]. Protégé wurde in Java implementiert
14http://protege.stanford.edu
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Abbildung 2.4: Protégédarstellung einer Klasse, ihrer Relationen und Ein-
schränkungen.
und unter einer Open Source Lizenz zur Verfügung gestellt. Ein Plugin15
erleichtert die Entwicklung von Ontologien in OWL. Die graphische Visuali-
sierung in Form eines hierarchischen Baumes übernimmt ebenfalls ein Plugin
namens GraphViz16 von der Universität Manchester. Um die Konsistenz der
Ontologie zu prüfen wurde RACER17 eingesetzt. Racer ist ein Reasoner für
Beschreibungslogik und kann mittels eines Plugins ebenfalls direkt in Protégé
verwendet werden.
In Abb. 2.4 ist die in Kapitel 4 und 5 verwendete Darstellung der Klassen
der jeweiligen Ontologien abgebildet. Auf der linken Seite ist in einer Baum-
darstellung die ausgewählte Klasse farbig unterlegt und weiterhin werden
ihre Subklassen dargestellt. Der Bereich rechts daneben (Asserted Conditi-
ons) nden sich übersichtlich die Einschränkungen auf den Relationen oder
Eigenschaften der Klasse. Auch nden sich hier die direkt auf der Klasse
denierten Einschränkungen, wie beispielsweise ein Covering Axiom. Darun-
ter bendet sich die Darstellung der Relationen (Properties). Relationen zu
anderen Konzepten werden durch ein O (Objectproperty) gekennzeichnet,
Relationen zu einfachen Datentypen wie Strings oder Zahlen durch ein D
(Datatypeproperty). Hinter dem Namen der Relation steht der dazugehö-
rige Bildbereich. Die Notation der Einschränkungen folgt der weiter oben
beschriebenen Vorgehensweise. Die Disjoints stellen schlieÿlich die zur aus-





-Doktorarbeit wurde erstellt von Anusch Daemi
Abbildung 2.5: Aufbau einer RDF Aussage
2.1.4 Sprachen für Semantische Netze
Den Regeln von XML folgend wurde RDF (Resource Description Framework)
bzw. RDF(S) (RDF Schema) 1999 vom W3C speziziert [Lassila u. Swick
1999]. Das in RDF benutzte Datenmodell entspricht dem eines semantischen
Netzes und besteht primär aus drei Objekttypen: Ressourcen, Eigenschaften
und Aussagen.
Ressourcen beschreiben jegliche Daten, welche durch einen Uniform Res-
source Identier (URI) identiziert werden können. Damit können nicht nur
Webseiten, sondern beispielsweise auch Bücher, Waren und ähnliches be-
schrieben werden.
Die Beschreibung einer Ressource erfolgt durch Eigenschaften. Eine Ei-
genschaft beschreibt somit ein Attribut oder Beziehungen zwischen Ressour-
cen. Eigenschaften werden durch einen eindeutigen Namen identiziert und
ein dazugehöriges Schema beschreibt den Wert oder Wertebereich, den die
Eigenschaft annehmen kann.
Eine RDF-Aussage kombiniert eine Ressource mit einer Eigenschaft und
ihrem Wert. Anders ausgedrückt, ist eine RDF-Aussage ein einfacher Satz
mit Subjekt, Prädikat und Objekt. Die zu beschreibende Ressource ist das
Subjekt. Die Eigenschaft, um die Ressource zu beschreiben, ist das Prädikat
und der Wert der Eigenschaft ist das Objekt der Aussage. Natürlich kann
das Objekt einer RDF Aussage auch eine andere RDF Aussage sein. RDF
Schema (RDFS) [Brickley u. Guha 2004] beschreibt die Semantik und die
zulässige Syntax der in RDF vorkommenden Sprachelemente. Beispielsweise
zeigt Abb. 2.5 den Satz
Diese Doktorarbeit wurde von Anusch Daemi erstellt.
in Form eines semantischen Netzes. Die Ressource ist die Doktorarbeit, die
Eigenschaft oder Relation ist erstellen und der Wert der Eigenschaft ist
Anusch Daemi.
Eine Transformation Semantischer Netze in eine klassenbasierte Darstel-
lung und umgekehrt ist einfach zu bewerkstelligen und auch sinnvoll, denn
beide haben ihre Vorteile haben, je nach Anwendungszweck. Weitere For-
malisierungen semantischer Netze sind so genannte Topic Maps [Pepper u.
Moore 2001; Rath 2002].
34 KAPITEL 2. STAND DER TECHNIK
2.1.5 Kategorisierung von Ontologien
Top-level Ontologien (top level oder upper ontologies) beschreiben sehr all-
gemeine und meistens abstrakte Konzepte, welche über alle Domänen hinweg
gültig sind, beispielsweise Raum, Zeit und weitere abstrakte Konzepte. Diese
werden meist dazu benutzt, um Domänenontologien mit allgemeinen Kon-
zepten zu bereichern und eine gemeinsame Basis zu anderen Domänenon-
tologien zu schaen. Der Aufbau solcher Top-level Ontologien ist, aufgrund
unterschiedlicher philosophischer Ansichten, nicht unstrittig. Es sind inzwi-
schen mehrere erstellt worden, unter anderem die CyC Ontologie von [Lenat
u. Guha 1990], die Kategorisierung nach [Sowa 2000] und die Standard Up-
per Merged Ontology (SUMO18) von [Niles u. Pease 2003], die im Rahmen
der IEEE Standard Upper Ontology Arbeitsgruppe gefördert wurde. Mittels
solcher Top-level Ontologien können beispielsweise die allgemeinen Konzepte
(Zeit, Raum, etc.) in der Flutontologie modelliert werden.
Auch gibt es linguistische Ontologien, welche semantische Konstrukte in
Sprachen beschreiben. Sie sind meistens aus den grammatikalischen Einhei-
ten einer Sprache, z.B. Substantive, Adjektive und Verben aufgebaut. Eine
der bekannteren linguistische Ontologie ist WordNet, erstellt von [Miller u. a.
1993]. Sie konzentriert sich auf die Deutung von Wörtern, während ande-
re die Abbildungen zwischen Konzepten verschiedener Sprachen betrachten
(EuroWordNet19 von Vossen 1998). Diese Ontologien sind natürlich von der
verwendeten Sprache abhängig (z.B. WordNet für Englisch), was für Do-
mänenontologien nur in gewissem Maÿe gilt. Manche Konzepte haben, je
nach Übersetzung, unterschiedliche Bedeutung, oder stehen in der anderen
Sprache für allgemeinere oder speziellere Dinge.
Die zahlenmäÿig gröÿte Kategorie der Ontologien sind die Domänenon-
tologien von denen zwei im Rahmen dieser Arbeit entwickelt wurden und in
Kapitel 4 und 6 näher vorgestellt werden. Durch den Boom des e-Commerce
[Fensel 2000] existieren noch unzählige weitere Domänenontologien für Pro-
duktkategorisierung, Handel zwischen Geschäftspartnern etc.
2.2 Strukturierungmaÿe
Im vorigen Abschnitt wurden Ontologien als strukturiertes Wissen vorge-
stellt. In diesem Abschnitt sollen verschiedene Möglichkeiten dargelegt wer-
den, wie unstrukturiertes Wissen strukturiert werden kann. Es sollen zu-
nächst verschiedene Strukturierungsmöglichkeiten, insbesondere aus dem In-
formation Retrieval (IR) und dem Data Mining vorgestellt werden. Da für
die meisten der aufgezeigten Verfahren Distanzmaÿe benutzt werden, sollen





Die Idee, Distanzmaÿe zur Strukturierung beliebiger Informationen zu be-
nutzen, wurde bereits im antiken Griechenland von Euklid vorgebracht. Eine
metrische Distanz zwischen zwei Punkten a und b ist durch drei Axiome de-
niert:
1. Positiv denit: ∀ a, b : d(a, b) ≥ 0 und d(a, b) = 0 genau dann, wenn
a = b gilt.
2. Symmetrie: d(a, b) = d(b, a)
3. Dreiecksungleichung: ∀ a, b, c : d(a, b) ≤ d(a, c) + d(c, b)
Das bekannteste Distanzmaÿ dürfte die (geometrische) euklidische Di-





djk ist deniert als die Summe der quadratischen Dierenzen von Merkmalen
x in einem kontinuierlichen Raum (z.B. R2) wobei j und k die zu dierenzie-
renden Merkmale sind. Dies sind im Fall i = 1 Punkte, ansonsten Vektoren
der Länge n.
Falls das Distanzmaÿ in einem mehrdimensionalem Raum benutzt wer-
den soll, in denen die Dimensionen unterschiedliche Semantiken vorweisen
(z.B. Höhe und Gewicht), müssen die unterschiedlichen Skalen noch normiert
werden. Ein Beispiel hierfür ist die Mahalanobisdistanz nach [Mahalanobis
1936]. Dieses Maÿ berechnet die Standardabweichung und Kovarianz jedes
Merkmales im Merkmalsraum und drückt die Distanz zwischen den Merkma-
len als Produkt zwischen den Standardabweichungen und Kovarianzen aus
[Kotz u. Johnson 1981].
Falls man diskrete Merkmale mit einem Distanzmaÿ versehen möchte,
bietet sich als einfachstes Maÿ das so genannte Hamminggewicht (bzw. -
distanz) an. Sie ist deniert als die Gesamtzahl der verschiedenen Zeichen
zwischen den Merkmalen. Diese Distanz wird vor allem in der Kodierungs-
theorie verwendet, da man mit ihr Codewörter, die über einen verrauschten
Kanal verschickt wurden, in gewissen Maÿen korrigieren kann [Pierce 1980].
2.2.2 Vektorraummodelle
Um die Distanz zwischen diskreten Merkmalen wie Wörtern, Sätzen, Do-
kumenten und ähnlichem zu berechnen, wurden in der Computerlinguistik
(computational linguistic) verschiedene Verfahren eingeführt. Dies sind zum
einen Maÿe, welche die Häugkeiten, also die Frequenz, der zu messenden
Merkmale betrachten (frequency approach), und zum anderen die Position
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der Merkmale, nachdem sie in einen Vektorraum überführt wurden (positio-
ning approach).
Der Vektorraumansatz benutzt so genannte Vektorraummodelle (VSM -
Vector Space Models) umWörter, Sätze und Dokumente in einen hochdimen-
sionalen Vektorraum zu überführen. Die Basisvektoren dieser Vektorräume
bestehen aus Indextermen (index terms). Diese Indexterme sind Wörter, wel-
che für das zu messende Problem relevant sind. Beispielsweise können dies
Wörter sein, die ein Dokument charakterisieren. Die Position des Vektors
im Vektorraum wird durch Gewichte bestimmt, welche die Indexterme zuge-
wiesen bekommen. Die Bestimmung dieser Gewichte erfolgt normalerweise
durch Berechnung der Termfrequenz (term frequency - tf ) [Li u. a. 2003],




Falls man noch die Anzahl der betrachteten Dokumente bei der Berech-
nung miteinieÿen lässt, ergibt sich daraus die invertierte Dokumentfrequenz
(inverted document frequency - idf ), näher vorgestellt in [Witten u. a. 1999].
Da die Position eines Dokumentes, repräsentiert durch einen Vektor mit
entsprechenden Indextermen und deren Gewichtung, in dem betrachteten
Vektorraum damit festgelegt ist, können durch Berechnung des Kosinus zwi-
schen den Vektoren die Dokumente miteinander vergleichen werden. Die Vek-
toren müssen vorher noch normalisiert werden, daher wird der Koezient
zwischen den Vektoren auch normalisierter Korrelationskoezient genannt
wird.
Ein entscheidender Schritt für die Güte der Ähnlichkeitsbestimmung ist
natürlich die Auswahl der Indexterme, die sehr sorgfältig geschehen muss,
damit man sinnvolle Resultate erhält. Wenn man zum Beispiel sehr häug
vorkommende Wörter, wie Artikel, Pronomen oder Zahlen als Indexterme
wählt, werden sich die normalisierten Häugkeiten kaum voneinander un-
terscheiden und das Ähnlichkeitsmaÿ verliert seine Aussagekraft. Varianten
und Optimierungen des Vektorraummodells werden insbesondere von den
verschiedenen Suchmaschinen im Internet eingesetzt um korrekte Webdoku-
mente auf die an sie gestellten Anfragen zu liefern.
2.2.3 Frequenzbasierte Distanzmaÿe
In frequenzbasierten Ansätzen werden die Häugkeiten vonWörtern in einem
Dokument, bzw. in mehreren Dokumenten, als Klassizierungskriterium ver-
wendet. Damit die Trennschärfe der Klassizierung erhalten bleibt, müssen
vor der Klassikation unter anderem so genannte Stopwörter (stop words),
herausgeltert werden. Stopwörter sind diejenigen Wörter, die sehr häug
vorkommen (Artikel, Pronomen), aber wenig Informationsgehalt besitzen.
Die Bedeutung des Informationsgehaltes ergibt sich nach Shannon, d.h. ver-
einfacht gesagt, besitzen äuÿert selten oder häug vorkommende Wörter in
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der Regel weniger Aussagekraft über das Dokument, als solche, die regelmä-
ÿig erscheinen.
Anschlieÿend wird die Häugkeit eines Wortes j in Dokumenten di, mit
i = 1 . . . n berechnet, was die jeweiligen Termfrequenzen tf ergibt. Um eine
genauere Klassizierung zu ermöglichen, wurde dieses Maÿ um eine Gewich-
tungsfunktion erweitert. Diese Gewichtungsfunktion verringert tf , falls ein
Wort zu oft oder selten in den Dokumenten vorkommt. Dieses Maÿ ist das
im Information Retrieval häug genannte tfidf (term frequency/inverted
document frequency):





df(j) bezeichnet die Dokumentfrequenz und gibt an, in wie vielen Do-
kumenten der Term j vorkommt. Dieses Maÿ dient als Grundlage für viele
andere Informationsextraktionsmethoden, welche versuchen aus Dokumen-
ten jeglicher Art relevante Terme zu extrahieren und diese zu gruppieren
und kategorisieren. Beispiele hierfür nden sich in [Hotho u. a. 2002], ein
Vergleich mit anderen Maÿen wird in [Or san u. a. 2004] vorgestellt und eine
Kombination solcher Maÿe ndet sich in [Li u. a. 2003].
Ein weiteres grundlegendes Distanzmaÿ, welches auf der Entropie (siehe
Kapitel 2.3) basiert, ist das von [Resnik 1995] vorgeschlagene, das ebenfalls
zu den frequenzbasierten Distanzmaÿen gehört. Diese Methode berechnet die
Ähnlichkeit zweier Begrie in einer Taxonomie anhand deren Informations-
gehaltes. Dazu wird den, in der Taxonomie vorkommenden, Konzepten c eine
Auftreenswahrscheinlichkeit p(c) zugewiesen, die sich zum Beispiel aus dem
englischsprachigen Korpus von [Fancis u. Kucera 1982] ergibt. Der Informa-
tionsgehalt eines solchen Konzeptes wird durch den negativen Logarithmus
charakterisiert: − log p(c). Die Idee ist nun, dass sich zwei Konzepte um so
ähnlicher sind, je mehr Informationsgehalt sie sich teilen. Der gemeinsame
Informationsgehalt wird durch den Informationsgehalt desjenigen Konzep-
tes angezeigt, welches in der Vererbungshierarchie einer Taxonomie auf der
niedrigst möglichen Ebene das gemeinsame Elternkonzept beider Konzepte
ist.
Formal gesehen ist die Distanz zwischen Konzepten c1 und c2 einer Ta-
xonomie deniert als:
d(c1, c2) = max
c∈S(c1,c2)
(− log p(c))
S(c1, c2) ist diejenige Menge von Konzepten, die in der Vererbungshierarchie
die gemeinsamen Eltern von c1 und c2 sind.
2.2.4 Data-Mining
Data-Mining beschäftigt sich mit der Frage, wie extrem groÿe Datenbestän-
de strukturiert werden können. Durch die Strukturierung sollen die Daten-
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bestände in handlichere Gröÿen gebracht werden, damit Wissen aus ihnen
gewonnen werden kann. Eine zentrale Forderung an das Data-Mining ist da-
bei, dass bei der Strukturierung der groÿen Datenbestände soviel inheräntes
Wissen der Daten wie möglich erhalten bleibt.
Um groÿe Datenbestände zu kleineren, sinnvollen Datensätzen zusam-
menzufassen, so dass möglichst viel Information gewonnen werden kann,
gibt es eine ganze Reihe statistischer Methoden [Thong u. Liu 2004]. Um
Data-Mining eektiv zu betreiben, reicht es nach [Billard u. Diday 2003]
nicht aus, nur statistische Methoden auf die Datenmengen anzuwenden, son-
dern man muss sie vielmehr in symbolische Daten umformen. Damit werden
nicht mehr einzelne Werte betrachtet, sondern Intervalle, Listen oder Kate-
gorien von Werten. Diese symbolische Datenmengen können nun durch eine
Vielzahl von unterschiedlichen Distanzmaÿen strukturiert werden. Klassi-
sche Metriken, wie z.B. die Minkowskimetrik [Weisstein 2005] nden ebenso
Anwendung wie Distanzmaÿe für Wahrscheinlichkeitsverteilungen, beispiels-
weise die Cherno Distanz [Cherno 1952].
Desweiteren werden viele Methoden aus der deskriptiven Statistik ange-
wandt. Sie dienen sie dazu, Bündel (Cluster) in den Datenmengen zu nden,
in denen ähnliche Objekte zusammengefasst sind (vgl. Celeux u. a. 1989 und
Aggarwal u. a. 1999). Um die Distanz zwischen solchen Clustern zu berech-
nen, werden ebenfalls Methoden aus der Statistik wie die Kullback-Leibler
Distanz [Kullback u. Leibler 1951] angewandt.
2.3 Entropie
In den nächsten Abschnitten soll ein Überblick über den Begri der Entropie
gegeben werden. Dazu wird der Begri zunächst kurz historisch eingeführt
und anschlieÿend näher auf die Bedeutung und Interpretation in der Mathe-
matik und Informatik eingegangen.
2.3.1 Geschichte der Entropie
Die Entropie hat ihren Ursprung in der Thermodynamik, insbesondere in
dem zweiten Hauptsatz der Thermodynamik. Wichtige Arbeiten hierfür lie-
ferten Carnot, Clausius und Kelvin [Unk 2001]. Clausius beobachtete, dass
in einem oenen, umkehrbaren Prozess der Zustandswechsel von einem Zu-




unabhängig vom Integrationsweg ist. Es hängt lediglich von den Initial- und
Endzuständen ab. T bezeichnet hierbei die Temperatur des Wärmereservoirs,
mit dem das System die Wärmemenge dQ austauscht. Dies impliziert die
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= S(sf )− S(si) (2.1)
Die Funktion S wird die Entropie des System genannt. Mit diesen und
weiteren Vorarbeiten formulierte Clausius schlieÿlich seine zwei Hauptsätze
der Thermodynamik, so wie sie heute benutzt werden:
1. Die Energie des Universums ist konstant.
2. Die Entropie des Universums strebt einem Maximum zu.
Weitere bedeutende Arbeiten leistete Planck und Gibbs [Gibbs 1878], da
er im Gegensatz zu den bisher genannten Forschern nicht primär Prozesse,
sondern Equilibriumszustände für die Einführung der Entropie betrachtet.
Carathéodory und in neuerer Zeit Lieb und Yngvason [Lieb u. Yngvason
1999] formalisierten die Entropie mittels eines mathematisches Axiomenfun-
daments [Lieb u. Yngvason 1999, 2000, 2002].
Neben den in diesem Abschnitt genannten Arbeiten gibt es natürlich
noch viele weitere, die einen Beitrag zur Denition der Entropie in der Ther-
modynamik geleistet haben, z. B. [Maxwell 1871] in seiner Theory of Heat,
auf die hier nicht näher eingegangen werden soll.
2.3.2 Statistische Mechanik
Die im vorigen Abschnitt vorgestellte Notation der Entropie befasste sich mit
Konzepten wie Wärme und mechanischer Energie. Sie liefert jedoch keine
detaillierte physikalische Beschreibung der zugrundeliegenden Prozesse, wie
Geschwindigkeit und Position der beteiligten Moleküle. Diese Problematik
behandelt die statistische Mechanik [Tolman 1979], in der die Entropie, ganz
allgemein gesprochen, als Maÿ für die Ordnung bzw. das Chaos deniert ist.
Dabei stellt sich sofort die Frage, nach der genauen Denition von Ordnung
und Chaos.
Eine solche Denition ist laut [Pierce 1980] immer in Zusammenhang mit
Wissen zu betrachten, da beispielsweise eine sehr komplexe Anordnung von
Molekülen geordnet sein kann, wenn wir die Position und Geschwindigkeit
jedes Moleküles kennen. Chaos bedeutet demzufolge einen unvollständigen
Wissensstand über einen Prozess, so dass zum Beispiel die Position und
Geschwindigkeit der Moleküle in einem Gefäÿ nicht gleichzeitig vorherge-
sagt werden kann. Wenn wir aber einen gewissen Wissensstand über einen
Prozess erlangen, verringert sich damit auch unsere Unsicherheit. Falls wir
beispielsweise wissen, dass sich alle Moleküle in einem Behälter auf einer
Seite benden, also in einer bestimmten Form geordnet sind, ist unsere Un-
sicherheit über den Aufenthaltsort geringer, als wenn wir lediglich wissen,
dass sich die Moleküle irgendwo in dem Behälter benden.
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Je detaillierter unser Wissen über das betrachtete physikalische System
ist, desto geringer ist auch unsere Unsicherheit darüber. Mit diesem Wissen
ist es möglich eine gewisse Struktur zu erkennen, und Ordnung zu schaen.
Durch zusätzliches Wissen, welches Ordnung schat, ist die Entropie in un-
serem System geringer, als wenn wir dieses Wissen nicht hätten, also eine
gröÿere Unsicherheit vorhanden wäre.






wobei k die Boltzmannkonstante ist. Die Pi geben die Wahrscheinlichkeiten
an, dass sich ein bestimmtes Molekül in einem bestimmten Mikrozustand
bendet. Ein Mikrozustand ist beispielsweise die kinetische Energie der Mo-
leküle in einem Gefäÿ. Die Pi werden für einen Makrozustand ausgewertet,
wobei ein Makrozustand zum Beispiel die Temperatur eines Systems dar-
stellt, der dann als Erwartungswert über die Mikrozustände berechnet wird.
Zusammenfassend lässt sich also sagen, dass die Entropie in der statis-
tischen Mechanik die Unsicherheit darstellt, in welchem makroskopischen
Zustand sich das betrachtete System gerade bendet.
2.3.3 Informationstheorie
Die Informationstheorie (oder Kommunikationstheorie) hat ihren Ursprung
in den Arbeiten von Morse Anfang bis Mitte des 19ten Jahrhunderts. Die
zentrale Frage in dieser Domäne ist die eektive Transformation einer Nach-
richt im klassischen Sinne in elektrische Signale.
Im Jahre 1924 stellte R. V. L. Hartley eine Gleichung für die Entro-
pie einer Nachricht auf, die sich später in gewisser Weise als Spezialfall der
Shannonschen Entropie herausstellte [Hartley 1928]. In Hartleys Modell ist
der Sender mit einer endlichen Anzahl von Symbolen ausgestattet, aus der
er nacheinander eines auswählt und damit eine Sequenz von Symbolen, eine
Nachricht, generiert. Er beobachtete, dass die so generierte Nachricht auch
durch einen Zufallsgenerator hätte erzeugt werden können. Aufgrund dieser
Beobachtung denierte er den Informationsgehalt H einer Nachricht als
H = n log s
n gibt die Anzahl der selektierten Symbole an, und s ist die Anzahl der
verschiedenen Symbole, die für die Kodierung zur Verfügung stehen. Man
beachte hierbei, das dies ein mengentheoretischer Ansatz ist [Kolmogorov
1965], im Gegensatz zu dem im folgenden vorgestellten Ansatz von Shannon,
welcher auf Wahrscheinlichkeiten beruht.
Nach dem zweiten Weltkrieg veröentlichte Shannon sein bekanntes Pa-
pier [Shannon 1948] über die Entropie. Darin beschäftigte er sich mit dem
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Problem, eine Nachricht ezient als elektrisches Signal zu kodieren und über
eine verrauschte Leitung zu senden. Die Entropie einer Nachricht spielt dabei
eine entscheidende Rolle. Shannon denierte sie als den Informationsgehalt
einer Nachricht. Aus Sicht des Empfängers kann die Entropie daher auch
als die Unsicherheit über die nächste, vom Sender zu sendende Nachricht,





wobei p(i) die Wahrscheinlichkeit ist, dass Nachricht i empfangen wird. Die
Ähnlichkeit der Formel zu derjenigen von Boltzmann ist dabei nicht zu über-
sehen.
Die Grundlagen, die er mit seiner Arbeit gelegt hat, trugen wesentlich
zum Erfolg der Informationstheorie bei. Die mathematischen Grundlagen der
Shannon Entropie und ihre Eigenschaften werden in Abschnitt 2.3.5 ausführ-
lich dargestellt.
2.3.4 Weitere Entwicklungen der Entropie
Eine grundlegende Analyse und Weiterentwicklung der von Shannon de-
nierten Entropie wurde vor allem von Alfred Rényi durchgeführt. Rényi ge-
neralisiert in seinen Arbeiten die Entropie, in dem er sie einerseits auf eine
axiomatisch denierte Basis stellt und andererseits die Voraussetzungen zu








wobei P als eine Verteilung auf einer endlichen Menge χ deniert ist und
0 < α < 1 gilt. Die Shannon Entropie ergibt sich, falls α −→ 1.
Für nähere Informationen hierzu ziehe man die Arbeiten [Rényi 1970],
[Rényi 1976a], [Rényi 1976b] und [Rényi 1982] zu Rate. Ergänzende Erläu-
terungen nden sich in [Ciszár 1995].
Eine weitere Anwendung ndet die Entropie nach der Denition von
Kolmogorov in der Komplexitätstheorie [Li u. Vitányi 1993]. Er deniert die
Entropie als die kürzest mögliche Beschreibung eines Objektes, also der ab-
solut minimalen Information, mit der ein Objekt beschrieben werden kann
(Beschreibungskomplexität). Im Gegensatz zu der von Shannon denierten
Entropie werden hier konkrete Objekte betrachtet. Die kürzeste Beschrei-
bungslänge eines Objektes liefert demzufolge Aussagen über dessen Komple-
xität, denn ein Objekt das eine kurze Beschreibung hat, ist weniger komplex
als solch eines mit einer längeren Beschreibung. Beispielsweise kann eine sich
wiederholende, längere Zeichenfolge wie x = 10101010 . . . recht einfach durch
eine Turingmaschine dargestellt werden. Bei einem komplexeren Objekt, wie
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einer Primzahl, ist die inhärente Beschreibung dieser Zahl die kürzeste. Ein
weiteres Beispiel: Die kleinste mit zwanzig Worten beschreibbare Primzahl.
Falls es eine solche gäbe, hätten wir sie soeben mit sieben Wörtern beschrie-
ben.
In der modernen Physik wird die Entropie nicht nur für Equilibriumszu-
stände betrachtet, sondern auch für Zustände, die sich nicht im Equilibrium
benden. Die von [Tsallis u. a. 1988] denierte Entropie fand dabei besondere
Anerkennung und hat zusätzlich auch auÿerhalb der statistischen Mechanik
Anwendung gefunden [Plastino u. Plastino 1999]. Eine Übersicht über die
Verwendung der Entropie und deren Relation zu anderen Denitionen gibt
[Bashkirov 2003].
2.3.5 Theoretische Grundlagen
Im diesem Abschnitt sollen die mathematischen Grundlagen für die Deni-
tion der Entropie nach Shannon [Shannon 1948] gelegt werden.
Denition
Die Entropie in der Informationstheorie [Cover u. Thomas 1991] ist ein Maÿ
für die Unsicherheit einer Zufallsvariable oder äquivalent deren Informations-
gehalt. Sei nun X eine diskrete Zufallsvariable mit entsprechendem Alphabet
Υ und p(x) = Pr{X = x}, x ∈ Υ sei die dazugehörige Wahrscheinlichkeits-





Die üblicherweise verwendete Basis des Logarithmus ist zwei, da Shannon
Information als Zustände binärer Schalter auasste. Die Einheit der Entropie
ist daher bit, welches übrigens eine von Shannons Kollegen Tukey geprägte
Abkürzung für binary digit ist. Wie man anhand der Gleichung sieht, ist
die Entropie nicht von den tatsächlichen Werten der Ereignisse abhängig,
sondern nur von deren Wahrscheinlichkeiten.
Die Entropie kann auch als Erwartungswert von log 1p(X) dargestellt wer-







Weiterhin gilt, dass die Entropie immer gröÿer gleich 0 ist:
H(X) ≥ 0
Ein einfaches Beispiel soll im folgenden die Dualität zwischen Unsicher-
heit und Information aufzeigen. Sei X gegeben mit:
X =
{
1 mit Wahrscheinlichkeit p
0 mit Wahrscheinlichkeit 1− p
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Abbildung 2.6: Entropie H(p) aufgetragen über Wahrscheinlichkeit p
Damit ist
H(X) = −p log p− (1− p) log(1− p) =: H(p)
In Abb. 2.6 sieht man den Verlauf von H(X). Die Entropie erreicht bei p = 12
ihr Maximum von eins. Das ist intuitiv verständlich, denn die gröÿte Unsi-
cherheit besteht genau dann, wenn sämtliche Werte gleichverteilt sind. Damit
besitzt man keinerlei Informationen über die Struktur der Wahrscheinlich-
keitsverteilung.
Dagegen ist die Entropie für p = 0 bzw. p = 1 gleich Null, d.h. es ist
keine Unsicherheit vorhanden, da die Variable X ja nicht mehr zufällig ist,
sondern im Voraus schon bekannt ist, dass das modellierte Ereignis nie oder
immer eintritt. Demzufolge ist durch Beobachten des Ereignisses auch kein
Informationsgewinn vorhanden.
Verbundentropie und bedingte Entropie
Die Verbundentropie (joint entropy) H(X, Y ) zweier diskreter Zufallsvaria-
blen X und Y mit der gemeinsamen Verteilung p(x, y) ist deniert als:





p(x, y) log p(x, y)
Die bedingte Entropie (conditional entropy) einer Zufallsvariable ist de-
niert als der Erwartungswert der Entropien der bedingten Verteilungen,
gemittelt über die bedingende Zufallsvariable. Sei (X, Y ) Zufallsvariablen
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p(x, y) log p(y|x) (2.3)
= −Ep(x,y) log p(Y |X) (2.4)
Die Verbundentropie besagt, dass die Entropie zweier Zufallszahlen der
Entropie einer Zufallszahl plus der bedingten Entropie der anderen Zufalls-
zahl entspricht.
H(X, Y ) = H(X) + H(Y |X)
Daraus ergibt sich dann direkt folgende Erweiterung der Kettenregel:
H(X, Y |Z) = H(X|Z) + H(Y |X, Z)
Es ist noch anzumerken, dass die bedingte Entropie nicht symmetrisch
ist, also H(X|Y ) 6= H(Y |X).
Relative Entropie
Die Entropie in der Informationstheorie bedeutet den bisherigen Denitionen
zufolge also die durchschnittlich benötigte Information, gemessen in bits, um
eine Zufallsvariable zu beschreiben. In diesem und nächsten Abschnitt sollen
nun die verwandten Konzepte der relativen Entropie und der gegenseitigen
Information vorgestellt werden.
Vor allem die relative Entropie, auch bekannt als Kullback-Leibler Di-
stanz nach [Kullback u. Leibler 1951] oder minimale Kreuzentropie im Be-
reich des nichtmonotonen Schlieÿens [Jaynes 1979, 1981; Goldszmidt u. a.
1993; Benferhat u. a. 1997; Bourne 2003], spielt im späteren Verlauf dieser
Arbeit eine entscheidende Rolle. Hier soll lediglich die mathematische De-
nition und deren Interpretation in der Wahrscheinlichkeitstheorie gegeben
werden.
Die relative Entropie D(p||q) wird in der Wahrscheinlichkeitstheorie als
Abstandsmaÿ zwischen Wahrscheinlichkeitsverteilungen p und q genutzt. Da-
bei muss allerdings beachtet werden, dass die relative Entropie kein Distanz-
maÿ im metrischen Sinne ist, denn sie erfüllt nicht die Axiome der Symmetrie
und die Dreiecksungleichung.
Die relative Entropie D(p||q) ist auch ein Maÿ für Inezienz. Dazu wird
beispielsweise bei einem Experiment angenommen, die Verteilung der Daten
sei q, die wirkliche, unbekannte Verteilung ist aber p. Nun nehmen wir an, wir
wüssten die wahre Verteilung p der Zufallsvariablen. Damit wäre die optimale
Kodierung H(p) bits. Wenn wir diese Verteilung aber nicht kennen, sondern
mit q versuchen zu approximieren, brauchen wir im Schnitt H(p) + D(p||q)
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bits um diese Zufallsvariable zu beschreiben. Formal ist die relative Entropie








Ein Nachteil dieses informationstheoretischen Distanzmaÿes, welches zur
Klasse der Ali-Silvey Maÿe gehört [Ali u. Silvey 1966], ist die Konvergenz
gegen unendlich, falls die Wahrscheinlichkeit von q(x) Null ist: p log p0 = ∞.
Diesen Nachteil besitzt zum Beispiel die Cherno-Distanz nach [Cherno
1952] nicht. Jedoch ist sie schwieriger zu berechnen, da hier Optimierungs-
probleme gelöst werden müssen.
Gegenseitige Information
Die gegenseitige Information, welche in Abschnitt 3 auf Ontologien erwei-
tert wird, ist ein Maÿ für die Information die eine Zufallsvariable über eine
andere enthält. Die Dualität von Information und Unsicherheit berücksichti-
gend lässt sich auch sagen, dass die Verringerung der Unsicherheit der einen
Zufallsvariable durch das Wissen der anderen beschrieben wird.
Gegeben seien zwei diskrete Zufallsvariablen X und Y mit einer ge-
meinsamen Wahrscheinlichkeitsverteilung p(x, y) und den marginalen Wahr-
scheinlichkeitsverteilungen p(x) und p(y). Dann ist die gegenseitige Informa-











= D(p(x, y)||p(x)p(y)) (2.7)
Die gegenseitige Information I(X;Y ) kann auch als eine Summe von
















p(x, y) log p(x|y))
)
(2.9)
= H(X)−H(X|Y ) (2.10)
Da die Gleichung
H(X)−H(X|Y ) = H(Y )−H(Y |X)
wegen
H(X, Y ) = H(X) + H(Y |X) = H(Y ) + H(X|Y )







Abbildung 2.7: Beziehung zwischen Entropie und gegenseitiger Information
symmetrisch ist, folgt für die gegenseitige Information I(X;Y ) ebenfalls
Symmetrie:
I(X;Y ) = H(Y )−H(Y |X) = H(X)−H(X|Y ) = I(Y ;X)
Das heiÿt, X enthält ebensoviel Information über Y , wie Y über X. Die
Entropie wird manchmal auch Selbstinformation über eine Zufallsvariable X
genannt. Der Grund hierfür wird bei der Betrachtung von I(X;X) sichtbar:
I(X;X) = H(X)−H(X|X) = H(X)
H(X|X) ist dabei gleich Null, da X über sich selbst keine zusätzliche Infor-
mation liefert.
Der Zusammenhang zwischen Entropie und gegenseitiger Information
wird nochmals anhand des Venn-Diagramms in Abb. 2.7 verdeutlicht.
Weitere Eigenschaften
In diesem Abschnitt sollen noch kurz einige weitere Eigenschaften der Entro-
pie, relativen Entropie und gegenseitigen Information [Wehrl 1978] gegeben
werden, da sie in den folgenden Kapiteln benötigt werden.
Seien p(x), q(x) zwei Wahrscheinlichkeitsfunktionen mit x ∈ Υ . Dann
gilt für die relative Entropie:
D(p||q) ≥ 0
mit Gleichheit, genau dann wenn
p(x) = q(x) ∀x.
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Die gegenseitige Information für zwei Zufallsvariablen X, Y ist Null, wenn
sie unabhängig voneinander sind und ansonsten gröÿer Null:
I(X;Y ) ≥ 0.
Die bedingte, gegenseitige Information einer Zufallsvariable X, unter der
Bedingung Y und Z ist deniert als:
I(X;Y |Z) = H(X|Z)−H(X|Y, Z)
Für sie gilt, ähnlich der gegenseitigen Information, ebenfalls:
I(X;Y |Z) ≥ 0,
mit Gleichheit genau dann wenn X sowie Y , gegeben Z unabhängig vonein-
ander sind.
Weiterhin gilt,dass die Entropie maximal ist, wenn die Elemente in Υ
gleichverteilt sind:
H(X) ≤ log |Υ|, mit |Υ| Anzahl der Elemente von Υ, und
Gleichheit genau dann wenn X gleichverteilt über Υ ist.
Folgendes Theorem besagt, dass im Schnitt die Kenntnis einer zusätzli-
chen Zufallsvariable Y die Unsicherheit der Zufallsvariable X reduziert. Dies
gilt nur im Durchschnitt, denn es kann durchaus sein, dass H(X|Y = y)




p(y)H(X|Y = y) ≤ H(X)
Ein kleines Beispiel wäre ein Fall vor einem Gericht, wo ein zusätzlicher
Beweis die Unsicherheit im Moment zwar erhöhen kann, aber über das ganze
Verfahren betrachtet doch die Unsicherheit senkt.
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Kapitel 3
Entropie für Ontologien
Im folgenden Kapitel wird eine Vorgehensweise, Wissen mittels entropieba-
sierter Distanzmaÿe zu strukturieren, nach [Daemi u. Calmet 2004b] vor-
gestellt. Dazu wird zunächst zum Vergleich eine klassische Vorgehensweise
zur Strukturierung von Daten vorgestellt. Danach wird die Strukturierung
von Wissen, welches durch Ontologien repräsentiert werden kann, anhand
von entropiebasierten Distanzmaÿen näher erläutert. Anschlieÿend erfolgt
die Vorstellung eines entropiebasiertes Distanzmaÿ, die gegenseitige Infor-
mation, welches erstmals auf Ontologien angewandt und verfeinert wurde
[Calmet u. Daemi 2004].
3.1 Klassische Strukturierung
In Abb. 3.1 ist eine klassische Vorgehensweise zur Strukturierung von Daten,
wie zum Beispiel einer Messreihe, dargestellt. Daten sind hierbei als Einzel-
fallbezogene Informationen über einen konkreten Sachverhalt (Experiment)
zu verstehen. Information wird als inhaltliches Wissen angesehen, ohne weite-
re Bestimmungen und Zusätze. Informationen stellen also einen kriterienfrei-
en Wissensinhalt oder Wissensbeitrag dar [Weber u. a. 2002]. Die erhaltenen
Daten müssen nun interpretiert werden, damit die gewonnenen Informatio-
nen in qualizierte Informationen, d.h. Erkenntnisse, transformiert werden
können. Die Interpretation der Daten erlaubt es somit, Einsichten in den die
Daten erzeugenden Prozess zu erhalten. Ein Weg, zu einer erkenntnisreichen
Interpretation der Daten zu gelangen, ist diese nach bestimmten Struktu-
ren zu durchsuchen oder verborgene Strukturen zu erkennen. Es gibt hierbei
viele verschiedene Möglichkeiten, um Strukturen auf Daten zu erkennen. Ei-
ne oft beschrittene Möglichkeit zur Strukturierung ist die Daten zu clustern,
d.h. Mengen ähnlicher Merkmale, zusammenzufassen. Diese werden anschlie-
ÿend mit verschiedenen Klassikationsalgorithmen [Celeux u. a. 1989] weiter
zusammengefasst und anhand unterschiedlichster Kriterien strukturiert.
In dieser Arbeit wird eine weitere Möglichkeit betrachtet, Daten zu struk-
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Abbildung 3.1: Klassisches Modell zur Strukturierung von Daten.
turieren, welche auf Wahrscheinlichkeiten und den dazugehörigen Distanz-
maÿen basiert. Zur Strukturierung der Daten wird dabei zunächst versucht
eine möglichst gut zu den Daten passende Wahrscheinlichkeitsverteilung zu
nden. Das Finden einer solchenWahrscheinlichkeitsverteilung ist nicht trivi-
al und wird ausführlich im dem Gebiet der Statistik [Gaul 2000] behandelt.
Eine besondere Herausforderung besteht bei dieser Vorgehensweise darin,
die Eindeutigkeit einer solchen Wahrscheinlichkeitsverteilung zu zeigen. Es
kann durchaus vorkommen, dass die ausgewählte Wahrscheinlichkeitsvertei-
lung nicht die einzige ist, die optimal zu den Daten passt.
In den weiteren Betrachtungen nehmen wir aber an, dass eine geeignete
Wahrscheinlichkeitsverteilung gefunden wurde. Damit kann mit einer ganzen
Reihe von Distanz- oder Dissimilaritätsmaÿen [Kotz u. Johnson 1981], oder
den in Abschnitt 2.2 vorgestellten Distanzmaÿen, eine Strukturierung der
Daten vorgenommen werden. Mit der gewonnenen Struktur der Daten ist es
möglich, Erkenntnisse anhand von Theorien, Modellen oder Vergleichen mit
bereits bekannten Strukturen zu gewinnen.
Die vorgestellte Vorgehensweise stellt also eine Möglichkeit dar, mittels
Wahrscheinlichkeitsverteilungen und den dazugehörigen Distanzmaÿen Da-
ten zu strukturieren um dann mit Hilfe der gewonnenen Strukturen zu Er-
kenntnissen zu gelangen. Im nächsten Abschnitt soll, ebenfalls mit Hilfe von
Wahrscheinlichkeiten und Distanzmaÿen, eine Vorgehensweise zur Struktu-










Abbildung 3.2: Modell zur Strukturierung von Wissen (Ontologie)
rierung von Wissen vorgestellt werden, wobei insbesondere die entropieba-
sierten Distanzmaÿe näher betrachtet werden.
3.2 Entropiebasierte Strukturierung
Das in Abb. 3.2 gezeigte Modell beschreibt, wie mittels entropiebasierter Di-
stanzmaÿe Wissen, welches insbesondere durch Ontologien1 darstellbar ist,
strukturiert werden kann. Wissen ist nach [Weber u. a. 2002] der grundlegen-
de, integrierende, wissenstheoretische Oberbegri der gesamten Wissenster-
minologie. Als Wissen wird semantische Information bezeichnet, wobei das
Wissen unabhängig von Richtigkeit und Wichtigkeit zu sehen ist. Wissen ist
also inhaltliche Information über angenommene, dargestellte, behauptete,
etc. Sachlagen, ohne Rücksicht auf deren Wahrheitswert oder sonstige Zu-
satzqualizierungen. Der Informationsgehalt der semantischen Information
kann dabei durchaus nicht vorhanden, also gleich Null sein, wie beispielsweise
bei Tautologien.
Ontologien oder Taxonomien sind zwar per Denition bereits nach ei-
nem oder mehreren Kriterien strukturiert, beispielsweise anhand einer Ver-
erbungsrelation. Die so erhaltene Struktur muss aber nicht notwendigerwei-
se eindeutig sein. Das wohl prominenteste Beispiel für eine nicht eindeutige
1 Das in der Ontologie repräsentierte Wissen wird normalerweise als vollständig für
den jeweiligen Anwendungsbereich betrachtet. Ebenso sollte dieses Wissen sicher sein, da
es von einer hinreichend groÿen Expertengruppe akzeptiert sein sollte.
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Struktur ist der Nixon Diamant nach [Reiter 1980]. Ein weiteres Beispiel wäre
die Frage nach dem kleinsten gemeinsamen Elternkonzept bei Mehrfachver-
erbung in einer durch eine Vererbungsrelation strukturierten Ontologie. In
Abb. 3.3, die einen Ausschnitt aus der Wordnet Taxonomie [Miller u. a. 1993]
zeigt, kann man beispielsweise nicht entscheiden, ob das kleinste gemeinsame
Elternkonzept von Nickel nun Metall oder Element ist. In solchen Fällen ist
eine genaue Aussage nicht ohne zusätzliche Information möglich.
Die ergänzende Information sei, wie bei der klassischen Vorgehensweise,
durch eine Wahrscheinlichkeitsverteilung gegeben, welche somit die Grund-
lage für eine weitergehende Strukturierung bildet. Dieser Schritt ist für den
weiteren Verlauf der Strukturierung ebenso entscheidend wie in der klassi-
schen Vorgehensweise. Jedoch ist es im allgemeinen deutlich schwieriger eine
Wahrscheinlichkeitsverteilung für Wissen zu nden als zum Beispiel für Da-
ten. Eine Wahrscheinlichkeitsverteilung muss dabei nicht notwendigerweise
eine objektive, das heiÿt frequenzbasierte Interpretation aufweisen, wie dies
üblicherweise bei der im vorherigen Abschnitt beschriebenen Vorgehensweise
der Fall ist.
Eine Wahrscheinlichkeitsverteilung kann auch als Degree-of-Belief oder
Grad-des-Dafürhaltens interpretiert werden. Damit dient die Wahrscheinlich-
keitsverteilung zur Verkörperung von Ungewissheit unter Berücksichtigung
bereits vorhandenen Wissens [Beyerer 1999]. Die Deutung des Degree-of-
Belief lässt sich weiter zergliedern in einen objektiven und subjektiven Fall,
deren Anwendung für die beschriebene Vorgehensweise zur Strukturierung
ebenfalls zulässig ist. Bei der objektiven Auassung des Degree-of-Belief sol-
len Fakten, die zu einer Meinung Anlass geben, wahrscheinlichkeitstheore-
tisch verkörpert werden. Es wird auf Grundlage vorhandener Fakten eine
Wahrscheinlichkeitsverteilung generiert, aus der eben diese Fakten wieder
rekonstruiert werden können, die darüber hinaus aber möglichst keine Aus-
sagen macht über Dinge, die nicht zwingend aus diesen Fakten folgen. Bei-
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spielhaft für solch eine Modellierung von Nichtwissen ist das Prinzip der
maximalen Entropie [Jaynes 1982; Shore u. Johnson 1981; Unk 1995; Paris
u. Vencovská 1990, 1997]. Anwendung fand dies Prinzip unter anderem im
Bereich des nichtmonotonen Schlieÿens [McCarthy 1980; Reiter 1980; Doyle
1988; Touretzky 1986; Kraus u. a. 1990; Pearl 1991; Makinson 2003].
Bei der subjektiven Deutung hingegen dient die Wahrscheinlichkeit zur
Darstellung des Wissensstandes und der Überzeugungen eines Individuums.
Hierbei spielt es keine Rolle, ob die Wahrscheinlichkeiten wahr oder ob sie
nur das Individuum für richtig hält. Dabei ist zu beachten, dass die aus-
gewählte Wahrscheinlichkeitsverteilung den Daten und damit auch dem Di-
stanzmaÿ bereits eine semantische Deutung zuordnet.
Falls die Ontologie in Form eines Graphen vorliegt oder in einen solchen
überführt werden kann, werden die Wahrscheinlichkeitsverteilungen durch
entsprechende Werte an den Kanten zwischen den Konzepten dargestellt. Die
so zugewiesene Wahrscheinlichkeitsverteilung erlaubt die Einführung entro-
piebasierter Distanzmaÿe, von denen in dieser Arbeit die im nächsten Ab-
schnitt vorgestellte gegenseitige Information und die relative Entropie (siehe
Kapitel 5) für ihre Anwendung auf Ontologien untersucht wurden. Insbe-
sondere auch deshalb, da in [Weber u. a. 2002] jede Art von Information
(syntaktisch, semantisch, pragmatisch) als Möglichkeitsausschluss im Wis-
sensraum angesehen wird. Die semantische Information gibt hierbei den
Informationsgehalt einer Aussage an, welcher deniert ist als die Klasse der
ausgeschlossenen, d.h. aussagenkonträren logischen bzw. empirischen Mög-
lichkeiten im jeweiligen Wissensraum. Die aus [Weber u. a. 2002] übernom-
mene Begrisbildung für Wissen als semantische Information bietet somit
die Benutzung informationstheoretischer Maÿe und der Entropie im Sinne
von Informationsgehalt an.
Damit kann, wie im klassischen Fall, Wissen strukturiert werden, um
zu weiteren Erkenntnissen zu gelangen. Falls das Wissen schon vorher eine
Struktur besessen hatte, wird eine zusätzliche Strukturierung vorgenommen
oder es werden Mehrdeutigkeiten in der Struktur aufgelöst.
Es ist anzumerken, dass sich eine Implementierung der Strukturierung
von Daten mit Hilfe der Entropie in [Kern-Isberner 2001] ndet. Als Wis-
sensbasis dienen hier allerdings probabilistische Regeln inklusive ihrer be-
dingten Wahrscheinlichkeiten und keine Ontologien. Der Mechanismus zur
Strukturierung basiert auf dem Prinzip der minimalen Kreuzentropie (mini-
mum cross-entropy) [Kern-Isberner 1998; Rödder u. Kern-Isberner 1997].
3.3 Gegenseitige Information für Ontologien
Mit Hilfe der gegenseitigen Information soll Wissen, welches durch Ontologi-
en darstellbar und im Sinne von [Weber u. a. 2002] zu sehen ist, strukturiert
werden. Der Diskursbereich des zu strukturierenden Wissens wird dabei zu-
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nächst durch eine Ontologie festgelegt. Anschlieÿend werden den Konzepten
in der Ontologie konkrete Instanzen des zu strukturierenden Wissens zuge-
wiesen. Beispielsweise kann dem Konzept Rhythmus in der Musikontologie
(siehe Kapitel 6) ein konkreter Rhythmus eines bestimmten Taktes des zu-
grundeliegenden Musikstückes zugewiesen werden. Zur Strukturierung von
Ontologien, also beispielsweise der Musikstücke anhand eines bestimmten
Rhythmuses, wird im folgenden die gegenseitige Information für Ontologien
eingeführt.
3.3.1 Voraussetzungen
Dazu müssen zunächst Wahrscheinlichkeitsverteilungen, mit zugehörigen Zu-
fallsvariablen, für eine Ontologie und das durch sie modellierte Wissen be-
stimmt werden. Die Wahrscheinlichkeitsverteilungen können dabei sowohl
eine kognitive Bedeutung aufweisen, also als Degree-of-Belief interpretiert
werden, als auch eine frequenzbasierte Interpretation besitzen. In obigem
Musikbeispiel können die Wahrscheinlichkeiten die relative Häugkeit des
Rhythmus, Anzahl gleicher Harmonien u.s.w. in dem Musikstück darstellen.
Bei einer kognitive Bedeutung der Wahrscheinlichkeitsverteilungen würden
sie die Interessantheit des Rhythmus, Spannung der Melodie und ähnliches
repräsentieren.
Bisherige auf Ontologien oder Taxonomien denierte Distanzmaÿe ge-
hen grundsätzlich von einer objektiven, frequenzbasierten Wahrscheinlich-
keitsverteilung aus, die in geeigneter Weise auf der Ontologie deniert ist.
In [Resnik 1995] werden beispielsweise die relativen Häugkeiten von Wör-
tern in Dokumenten den dazugehörigen Konzepten der Ontologie zugeordnet.
Ein Problem bei der Benutzung dieser frequenzbasierter Distanzmaÿe ist die
langsame Konvergenz innerhalb des Teils des Vokabulares, der die meisten
relevanten Begrie enthält. Zudem ist eine genaue Bestimmung dieses Berei-
ches schwierig.
Bevor die Anwendung der gegenseitige Information für Ontologien vor-
gestellt wird, soll die Bedeutung einer Zufallsvariablen X auf Ontologien
erläutert werden. Eine Zufallsvariable repräsentiert im einfachsten Fall die
Wahrscheinlichkeitsverteilung p = p1, . . . , pn eines Begries der Ontologie:
X = (p1, . . . , pn)
Die konkreten Wahrscheinlichkeiten ergeben sich dabei aus dem der Onto-
logie bzw. dem Begri zugrundeliegenden Wissen. Dies kann, im Falle der
frequenzbasierten Interpretation, beispielsweise die relative Häugkeit p des
Begries in einem Dokumentenkorpus sein oder die eines bestimmten Rhyth-
muses in einem Musikstück. Falls subjektive Wahrscheinlichkeiten verwendet
werden, ist eine beliebige kognitive Bedeutung möglich. Die Wahrscheinlich-
keiten können dann zum Beispiel für die Wichtigkeit oder Interessantheit
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bezüglich eines durch die Ontologie beschriebenen Sachverhaltes stehen. Al-
lerdings können auch komplexere Wahrscheinlichkeitsverteilungen gegeben
sein. Eine komplexere Wahrscheinlichkeitsverteilung könnte sich beispielswei-
se aus den Eigenschaften der Konzepte, also ihrer Attribute und Relationen
zu anderen Konzepten, berechnen wie in dem probabilistischen System von
[Koller u. Pfeer 1998]. Die exakte Bedeutung einer Zufallsvariable hängt
also primär von der Interpretation der Wahrscheinlichkeitsverteilungen ab,
die auf dem Wissen und damit der Ontologie deniert werden.
3.3.2 Anwendung auf Ontologien
Da die Konzepte nun mit einem Wahrscheinlichkeitsmaÿ versehen wurden,
ist es möglich die Entropie und mit ihr verbundene Distanzmaÿe, insbe-
sondere die gegenseitige Information, auf einer Ontologie zu denieren. Eine
Ontologie sei für die folgenden Betrachtungen in Form eines gerichteten, hier-
archischen, azyklischen Graphen modelliert. Hierarchisch bedeutet in diesem
Zusammenhang, dass alle Knoten vom Wurzelknoten aus erreichbar sind. Im
folgenden sei die Entropie H(X) mit einem Konzept der Ontologie assoziiert.
Die Entropie lässt sich daher direkt aus der dem Konzept zugeordneten Zu-
fallsvariable X berechnen. Für die Berechnung der gegenseitigen Informati-
on müssen zusätzlich die bedingten Wahrscheinlichkeiten P (X|Z) zwischen
Konzepten X und Z gegeben sein. Die Berechnung der bedingten Wahr-
scheinlichkeiten erfolgt dabei nur zwischen Konzepten, welche durch eine
Relation miteinander verbunden sind. Diese bedingten Wahrscheinlichkeiten
werden mit den Kanten (Relationen) zwischen den Konzepten assoziiert, aus
welchen sich schlieÿlich die gegenseitige Information berechnen lässt.
Damit ist die gegenseitige Information für Ontologien als die Reduktion
der Unsicherheit in einem Konzept X durch das Heranziehen eines weiteren
Konzeptes Z deniert. Zwischen den Konzepten X und Z existiere dazu eine
direkte Verbindung in der Ontologie mit dazugehöriger, bedingter Wahr-
scheinlichkeit. Aus dieser lässt sich dann die bedingte Entropie H(X|Z) be-
rechnen. Die mathematische Formulierung dieses Sachverhaltes wird ähnlich
der gegenseitigen Information dargestellt:
d(X;Z) := I(X;Z) = H(X)−H(X|Z)
H(X) bezeichne die Entropie oder den Informationsgehalt von X. Von
dieser wird die bedingte Entropie H(X|Z), also der Informationsgehalt von
X, falls Z bekannt ist, abgezogen.
Für die Anwendung auf Ontologien wird die gegenseitige, bedingte Infor-
mation verwendet, da in einer Ontologie zwischen nicht direkt benachbarten
Konzepten X und Z mehrere Konzepte liegen können. Genauer gesagt, wird
die Reduktion der Unsicherheit von Konzept X durch das Wissen über Z und
eine weiterer Informationsgewinn durch ein zusätzliches Konzept Y , welches
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auf dem Pfad zwischen X und Z liegt, betrachtet:
d(X;Y, Z) = H(X|Z)−H(X|Y, Z)
Da mehrere Konzepte auf dem Pfad zwischen X und Z liegen können,
wird Y als Vektor Y1, Y2, . . . , Yn der dazwischenliegenden Konzepte aufge-
fasst:
d(X;Y, Z) = d(X;Y1, Y2, . . . , Yn, Z) (3.1)
= H(X|Z)−H(X|Y, Z) (3.2)
= H(X|Z)−H(X|Y1, Y2, . . . , Yn, Z) (3.3)
Für die Yi gilt dabei die Einschränkung, dass mindestens eines Informa-
tiongewinn gegenüber Z liefern muss, oder anders ausgedrückt: Mindestens
ein Yi darf nicht komplett abhängig von Z sein:
∃ i : H(Yi|Z) 6= 0
Wenn X = Z gilt, haben wir selbstverständlich keinen Informationsge-
winn, sondern es steht uns nur die Selbstinformation von X zur Verfügung:
d(X;X, 0) = H(X)
Weiterhin gilt, dass die zusätzliche Information Z und Y niemals die
Entropie oder Unsicherheit von X erhöhen können, denn diese Information
kann einfach ignoriert werden. Damit gilt die Ungleichung
H(X) ≥ H(X|Z) ≥ H(X|Y, Z) (3.4)
Somit folgt für d(X;Z,Y) positive Denitheit:
d(X;Y, Z) = d(X;Y1, . . . , Yn, Z) (3.5)
= H(X|Z)︸ ︷︷ ︸
≥H(X|Y,Z)
−H(X|Y1, . . . , Yn, Z) (3.6)
⇒ H(X|Z)−H(X|Y, Z) ≥ 0 (3.7)
⇒ d(X;Y, Z) ≥ 0 (3.8)
Es gilt auch die Symmetrieeigenschaft der gegenseitigen Information, wel-
che besagt, dass der Begri X über die Yi unter der Bedingung Z, genausoviel
Information liefert wie die Yi unter der Bedingung Z über X:
d(X;Y, Z) = H(X|Z)−H(X|Y, Z) (3.9)
= I(X;Y|Z) (3.10)
= I(X;Y1, . . . , Yn|Z) (3.11)
= I(Y1, . . . , Yn|Z;X) (3.12)
= I(Y|Z;X) (3.13)
= d(Y, Z;X) (3.14)
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3.3.3 Verfeinerung
Die Verfeinerung der gegenseitigen Information für Ontologien soll eine de-
taillierte Strukturierung der Ontologien bzw. ihrer Wissensbasen ermögli-
chen. Dazu werden zusätzlich zu dem kürzesten Weg zwischen den Konzepten
weitere Pfade betrachtet, welche einen hinreichend groÿen Informationsge-
winn liefern.
Sei eine Ontologie als hierarchischer, azyklischer Graphen modelliert oder
in eine äquivalente Repräsentationen überführbar. Die Yi seinen dann dieje-
nigen Konzepte, welche auf einem Pfad zwischen Konzepten X und Z liegen,
bezüglich derer eine Strukturierung vorgenommen werden soll.
Die gegenseitige Information soll dazu nicht nur auf einem Pfad, norma-
lerweise dem kürzesten, zwischen zwei Begrien X und Z mit dazwischenlie-
genden Begrien Yi betrachtet werden, sondern es sollen weitere l Pfade in
Betracht gezogen werden. Diese l Pfade sollen dabei noch einen hinreichend
groÿen Informationsgewinn liefern. Hierbei seien Y = Y1, . . . , Yn diejenigen
Konzepte die auf einem Weg liegen. Yl = Y l1 , . . . , Y ln sind dann diejenigen




H(X|Z)−H(X|Y j1 , . . . , Y
j
n , Z)
Hier betrachtet man also den Informationsgewinn, welchen die l Pfade
mit Konzepten Yl = Y l1 , . . . , Y ln liefern, jeweils zusätzlich zu dem Informa-
tionsgewinn den Z über X liefert. Die Berechnung der einzelnen Summen
in endlicher Zeit kann sichergestellt werden, da der Graph zyklenfrei ist.
Desweiteren gelten alle Voraussetzung und Einschränkungen aus dem vorhe-
rigen Abschnitt. Die genaue Anzahl l der zu betrachtenden Pfade ist von der
jeweiligen Anwendung abhängig. Sie sollte so gewählt sein, dass der Infor-
mationsgewinn durch die betrachteten Konzepte noch hinreichend groÿ ist.
Eine geschickte Strategie bei der Wahl der Pfade zwischen X und Z wäre,
zunächst die kürzesten Pfade der Länge k zu betrachten, da diese den meis-
ten Informationsgewinn versprechen. Die auf dem kürzesten Pfad liegenden
Konzepte müssen mindestens betrachtet werden, um einen Zusammenhang
zwischen X und Z herstellen zu können. Anschlieÿend kann man den In-
formationsgewinn auf Pfaden der Länge k + 1, k + 2, . . . untersuchen. Falls
dieser, in Bezug auf den kürzesten Pfad, unter einen gewissen Schwellwert
fällt, kann von der Betrachtung weiterer Pfade abgesehen werden.
Im nächsten Schritt wird noch eine Normalisierung des Maÿes mit der
Anzahl l der betrachteten Pfade vorgenommen, damit die Vergleichbarkeit
der Distanzen gewährleistet bleibt, wenn jeweils unterschiedlich viele Pfade
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betrachtet werden.








Auch hier gilt, dass die zusätzliche Information Z und Y li niemals die
Entropie oder Unsicherheit von X erhöhen können, denn diese Information
kann einfach ignoriert werden. Damit gilt hier ebenfalls die Ungleichung 3.4
und für dX→Z(X;Yl, Z) folgt:









Somit ist die positive Denitheit gewährleistet:
∀X,Yl, Z : dX→Z(X;Yl, Z) ≥ 0
Die Symmetrieeigenschaft ist für dX→Z(X;Yl, Z) erfüllt:


















Ein Problem bei der Anwendung der gegenseitigen Information zur Struk-
turierung von Ontologien ist die konkrete Berechnung von dX→Z(X;Yl, Z),
insbesondere der dafür benötigten bedingten Wahrscheinlichkeiten. Vor al-
lem bei gröÿeren Ontologien mit sehr vielen Wahrscheinlichkeiten sind diese
nur aufwändig zu berechnen. Aus diesem Grund wird in Kapitel 5 die An-
wendung der relativen Entropie auf Ontologien vorgeschlagen, da sie eek-
tiv berechnet werden kann. Anhand eines Beispieles mit der Flutontologie
und einer konkreten Anwendung zur Strukturierung der Wissensbasis der
Musikontologie wird die Anwendung der relativen Entropie auf Ontologien
verdeutlicht.
Es ist anzumerken, dass die gezeigte Vorgehensweise in Analogie zu der
Entwicklung einer Funktion mit einer Taylorreihe gesehen werden kann. Die
bedingte Wahrscheinlichkeit H(X|Z) kann als Taylorentwicklung ersten Gra-
des von H(X) um X, unter der Bedingung Z, angesehen werden. Die einzel-
nen Summanden von ∑lj=1 H(X|Y j1 , . . . , Y jn , Z) sind entsprechend die j-ten
Annäherungen bzw. Ableitungen an den Informationsgehalt von X, unter
der Bedingung Z.
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3.3.4 Weitere Anwendungsmöglichkeiten
Im folgenden sollen zwei weitere Anwendungsmöglichkeiten der gegenseitigen
Information für Ontologien vorgestellt werden. Bei der ersten Anwendung
wird oben beschriebenes Verfahren auf Pfade gleicher Länge zwischen X und
Z angewandt. Damit ist es möglich, für jede Länge den jeweils informations-
theoretisch optimalen Pfad zu bestimmen, d. h. denjenigen, der die meiste
Information über X liefert. Anschlieÿend kann der Graph so restrukturiert
werden, dass der oder die informationstheoretisch optimalen Pfade zwischen
X und Z auch die kürzesten sind. Die Yi, welche auf dem Pfad zwischen X
und Z liegen, repräsentieren somit die ausdrucksstärksten Knoten bezüglich
X, weil sie über diesen die meiste Information liefern. Damit stellen diese
Konzepte als die kürzeste Beschreibung von X unter den Bedingungen Yi
und Z dar, stellen also deren Kolmogorovkomplexität dar.
Eine zweite mögliche Anwendung wäre die Ähnlichkeit zwischen X und Z
festzustellen, und damit auch das kleinste, gemeinsame Elternkonzept. Dazu
wird obiges Verfahren insofern modiziert, dass zwar weiterhin eine Menge
PX→Z aller Pfade zwischen X und Z betrachtet wird, aber aus dieser Menge
derjenige Pfad mit dem höchsten Informationsgewinn ausgewählt wird:
d(X;Z,Y) = H(X|Z)− max
i∈PX→Z
{Hi(X|Y1, . . . , Yn, Z)}
Eines dieser Y = Y1, . . . , Yn muss das kleinste gemeinsame Elternkonzept
von X und Z sein, denn die Y1, . . . , Yn auf diesem Pfad liefern den höchsten
Informationsgewinn für X unter der Bedingung Z.
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Kapitel 4
Flutontologie
Im Internet ist heutzutage formales als auch informales Wissen in vielfältiger
Art und Weise gespeichert. Darunter fallen beispielsweise statische und dyna-
mische Webseiten, E-Mail, elektronische Nachrichtenbretter und Chatforen.
Das so gespeicherte, auch wissenschaftliche, Wissen muss in geeigneter Wei-
se strukturiert werden, um Erkenntnisse daraus gewinnen zu können. Erste
Ansätze zur Wissensstrukturierung sind beispielsweise verschiedene Online
Kataloge wie die Virtuelle Bibliothek1 wissenschaftlicher Artikel oder ein
hochspezialisiertes Portal für Umweltinformationen (GEIN) [Niedersächsi-
sches 2003]. Eine weitere Herausforderung besteht darin, aus diesem ver-
teilten und oft heterogenen Wissen, dasjenige zu nden, extrahieren und
integrieren, welches die meiste Erkenntnis für die jeweilige Problemstellung
liefert.
Zur Verbesserung der bisherigen, meist auf Schlüsselwörtern basierenden
Suche nach Informationen, schlug Berners Lee, wohl einer der bekanntes-
ten Gründer des WWW, das Semantic Web [Berners-Lee u. a. 2001] vor. In
diesem soll der Kontext und, wenn möglich, die Semantik der heterogenen
Informationsquellen berücksichtigt werden. Für die Denition eines Kontext
und der sich daraus ableitenden Semantik werden Ontologien verwendet.
Damit bilden Ontologien eine Grundlage für die Strukturierung von Wissen
und dessen weitere Verarbeitung, beispielsweise eine Suche unter Berücksich-
tigung eines vorgegebenen Kontextes. Eine automatische Verarbeitung des
Wissen durch autonome, intelligente Agenten, welche im Auftrag mensch-
licher Benutzer agieren, kann ebenfalls durch Verwendung von Ontologien
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4.1 Anwendungsgebiete
Im Rahmen des Graduiertenkollegs Naturkatastrophen wurde in Kooperati-
on mit dem Institut für Wasserwirtschaft und Kulturtechnik (IWK) eine On-
tologie für die Wissensdomäne des Risikomanagement im Falle eines Hoch-
wassers erstellt [Kämpf u. a. 2003]. An diesem Gebiet sind die verschiedensten
Wissensdomänen beteiligt, denn für das Risikomanagement von Hochwasser
müssen natürliche als auch anthropogene Risiken betrachtet werden. Be-
teiligte Wissensdomänen sind beispielsweise Ingenieure, die verantwortlich
für groÿangelegte, bauliche Maÿnahmen wie Dämme oder Polder sind. Auch
Chemiker und Biologen spielen eine wichtige Rolle, denn sie schätzen bei-
spielsweise die Schäden aus eventuell austretenden, toxische Substanzen von
Industrieanlagen oder Seuchengefahren ab.
Die Flutontologie bildet somit eine eindeutige Betrachtung der verschie-
denen, beteiligten Wissensdomänen auf das Gebiet des Risikomanagements
für Hochwässer. Damit ist eine einheitliche, semantische Grundlage für die
Lokalisierung und Bereitstellung von domänenspezischem Wissen für Wis-
senschaftler, welche in diesem Bereich tätig sind, geschaen worden. Dar-
auf aufbauend kann Wissen, welches durch die Ontologie dargestellt werden
kann, strukturiert und weiter verarbeitet werden, um Erkenntnisse aus dem
Wissen zu gewinnen. Einschränkend muss erwähnt werden, dass die Onto-
logie in ihrer jetzigen Form das Wissen von Experten aus dem Gebiet der
Hydrologie und Meteorologie abdeckt. Durch die Ontologie werden beispiels-
weise Versicherungsapsekte sowie rechtliche Problematiken nicht modelliert.
Weitere Einsatzmöglichkeiten der Flutontologie ergeben sich in verteilten,
agentenbasierten Informationsgewinnungssystem als grundlegende Wissens-
repräsentation für die zu gewinnenden Informationen, oder in Entscheidungs-
ndungssystemen als Wissensbasis für die Entscheidungsprozesse.
4.2 Entwicklungsprozess
Der Entwicklungsprozess der Flutontologie orientiert sich an [Uschold u.
King 1995] (siehe Abb. 4.1). Es wurden jedoch, im Gegensatz zum vorge-
gebenen Verfahren, mehrere Iterationen dieses Prozesses durchgeführt, ins-
besondere bei der Erfassung der Konzepte und Relationen.
Zunächst wurden die Anforderungen an die Ontologie festgelegt. Wichtig
hierbei war vor allem die Erweiterbarkeit der Ontologie. Indem Begrie, die
als Attribute von Konzepten hätten modelliert werden können, als separa-
te Konzepte dargestellt wurden, konnte eine Erweiterbarkeit der Ontologie
in dieser Hinsicht gewährleistet werden. Dies ermöglicht die Verwendung
von Upper Ontologies für allgemeine Konzepte wie Zeit, Maÿeinheiten und
Raum. Desweiteren wurde die Verwendung von abstrakten philosophischen










Abbildung 4.1: Entwicklungsprozess nach Uschold und King.
zu erleichtern.
Eine weitere Anforderung war die Aufteilbarkeit der Ontologie. Sie soll-
te so modelliert werden, dass es möglichst wenig Aufwand bereitet, einen
Teil der Ontologie zu extrahieren. Diese Anforderung der Hydrologen wur-
de durch eine geschickte Gruppierung der Konzepte und mit der mit ihnen
verbundenen Relationen erreicht, so dass im Falle einer Aufteilung wenig
Nachbearbeitungsbedarf besteht.
Die eigentliche Entwicklung der Ontologie erfolgte dann iterativ durch
Kommunikation mit den Experten. Dabei erwies sich in den ersten Gesprä-
chen eine klassen- oder tabellenorientierte Modellierung der Ontologie als
hilfreich, da diese Repräsentation auch für Laien auf diesem Gebiet leicht
verständlich ist. Dabei wurde der middle-out Ansatz nach [Uschold u. King
1995] verfolgt. Es wurde bei der Modellierung der Ontologie nicht mit den
generellsten oder spezischsten Konzepten begonnen, sondern zunächst wur-
den wichtige Konzepte identiziert, die etwa in der Mitte einer hierarchischen
Gliederung liegen. Diese wurden dann in einem iterativen Prozess weiter spe-
zialisiert. Anschlieÿend konnten die gemeinsamen Elternkonzepte deniert
werden, um somit eine konsistente Darstellung des Diskursbereiches der On-
tologie zu erhalten.
Nachdem die Ontologie auf konzeptioneller Ebene, mittels graphischer
und tabellarischer Darstellung festgelegt war, erfolgte die Implementierung
in der Sprache DAML+OIL, welche auf Beschreibungslogik basiert. Die Wahl
el auf diese Sprache, da sie auf XML basiert, und bereits über einige Werk-
zeuge zur Erstellung der Ontologie verfügt. Auch war abzusehen, dass der de-
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signierte Nachfolger für XML-basierte Ontologiesprachen im Semantic Web,
OWL, gröÿtenteils die Konzepte von DAML+OIL übernimmt. Weiterhin
existierten verschiedene Inferenzmaschinen, so dass die Ontologie als Wis-
sensbasis für Inferenzsysteme dienen kann.
Nach der iterativen Erstellung der Ontologie war eine erste Anwendung
die semantische Annotation der Webseiten des USGS Hydro-Climatic Data
Networks (siehe Abschnitt 4.4). Die Ontologie erwies sich dafür mehr als
ausreichend, so dass einige nichtbenötigte Teile abgespalten wurden. Dies
gestaltete sich aufgrund der gegeben Anforderung der Aufteilbarkeit als nicht
sehr schwierig.
4.3 Struktur der Flutontologie
Einen Überblick über die wichtigsten Konzepte der Flutontologie gibt Abb.
4.2 und Abb. 4.3. Die Domäne dieser Ontologie behandelt das Risiko-
management einer Flutkatastrophe, deshalb ist, abgekürzt Flutmanagement
(Floodmanagement), das zentrale Konzept, welches alle anderen Konzepte
zueinander in Beziehung setzt. Das Flutmanagement muss die Umgebung
(Environment) des Flusses betrachten, das heiÿt die geographische Struk-
tur, in welcher der Fluss eingebettet ist. Desweiteren müssen so genannte
Felddaten (Fielddata), die als Parameter in Modelle für die Berechnung des
Abusses einieÿen, berücksichtigt werden, wie beispielsweise meteorologi-
sche Daten als auch hydrologische und geophysikalische Daten. Der Abuss
ist ein elementares Konzept der Hydrologie, der es ermöglicht, Flutwellen
eines Flusses vorherzusagen. Ein weiterer zentraler Bestandteil der Onto-
logie sind die Schutzmaÿnahmen (Protection) vor Flutkatastrophen. Diese
sind zum einen die langfristigen Präventivmaÿnahmen und die kurzfristige
Hilfe im akuten Katastrophenfall. Schlieÿlich müssen noch die administrati-
ven (Administration) Daten berücksichtigt werden, beispielsweise Identika-
tionsnummern von Pegelstationen. Ebenso werden verschiedene Datentypen
(Datatypes) wie Zeitdauern, Längen, Einheiten und ähnliches in der Onto-
logie modelliert. Insgesamt besteht die Ontologie aus 213 Konzepte und 179
Relationen und Attributen. Die graphische Darstellung der in den folgenden
Abschnitten näher beschriebenen Konzepte der Ontologie orientiert sich an
Protégé (siehe Abschnitt 2.1.3).
4.3.1 Umgebung eines Flusses
Das Konzept der Umgebung (siehe Abb. Abb. 4.4) beinhaltet für diese Do-
mäne natürlich den Fluss (River channel) als solchen, sein Einzugsgebiet
und dessen Charakteristika sowie als Attribut den Namen des Flusses zur
Identizierung. Wichtige Relationen dieses Konzeptes sind:
• Tributary: verweist auf das Konzept der Flüsse, und stellt die Zuüsse
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Abbildung 4.2: Visualisierung der Konzepte Fielddata und Environment der
Flutontologie.
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Abbildung 4.3: Visualisierung der Konzepte Datatypes, Protection, Adminis-
tration und Floodmanagement der Flutontologie.
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Abbildung 4.4: Modellierung der Umgebung. Gezeigt ist beispielhaft die
Klasse RiverCatchment.
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des betrachteten Flusses dar.
• Topological Characteristic: verweist auf die topologischen Daten des
Flusses, wie Höhe über dem Meeresspiegel und Gefälle bzw. Steigung.
• Hydrological Characteristic: gibt die durchschnittliche Menge an Was-
ser an, welche pro Zeiteinheit durch den Fluss ieÿt. Dieser Wert wurde
nicht als Attribut, sondern als Relation modelliert um die Erweiter-
barkeit der Ontologie zu gewährleisten. Sowohl die Zeit- als auch die
Maÿeinheiten können unterschiedlich sein (z.B. englische und metrische
Maÿe).
• Tributary_of: Falls der betrachtete Fluss Zuuss zu einem gröÿeren
Gewässer ist, zeigt das diese Relation an.
Als weiteres wichtiges Konzept wurde das Einzugsgebiet (River catchment)
des Flusses modelliert, denn die Beschaenheit eines Einzugsgebietes und der
darauf abgehende Niederschlag beeinussen den Wasserstand eines Flusses
erheblich. Sollte zum Beispiel im Einzugsgebiet eine hohe Bodenversiegelung
gegeben sein (Stadtgegend), wird der Niederschlag nahezu vollständig in den
Fluss gelangen, während in einem Waldgebiet einiges durch den Boden als
auch die Bäume zurückgehalten wird (Retention). Folgende Attribute und
Relationen wurden für das Einzugsgebiet deniert:
• Area (Attribut): bestimmt die Gröÿe des Einzugsgebietes.
• Elevation (Attribut): gibt die durchschnittliche Höhe des Einzugsge-
bietes über dem Meeresspiegel an
• Weather Characteristic (Relation): repräsentiert sämtliche meteorolo-
gischen Daten, die das Flussgebiet betreen. Darunter fallen unter an-
derem durchschnittlicher Niederschlag pro Zeiteinheit, Art des Nieder-
schlages (Schnee, Regen, Hagel) und Verdunstung (d.h. ein Teil wird
nicht in den Fluss transportiert).
• Geographic Characteristic (Relation): verweist auf die Beschaenheit
des Bodens und seine Nutzung. Der Eintrag des Niederschlages in den
Fluss hängt zum einen von der Beschaenheit des Bodens ab. Je nach
Durchlässigkeit wird ein Teil des Niederschlages direkt dem Grund-
wasser zugeführt oder eine Zeit lang im Boden zurückgehalten, so dass
sich der Eintrag des Niederschlages in den Fluss über einen längeren
Zeitraum hinzieht. Zum anderen muss der relative Anteil der jeweiligen
Flächenarten (Waldboden, Versiegelte Fläche, Ackerland) berücksich-
tigt werden, um letztendlich die korrekte Menge des dem Fluss zuge-
führten Niederschlages berechnen zu können.
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• Hydrological Characteristic (Relation): hängt stark mit den vorgehen-
den zusammen, denn sie beschreibt die tatsächliche Menge an Nieder-
schlag, die in den Fluss eingebracht wird. Hier sind noch einige zusätz-
liche Faktoren, wie die Zirkulation des Wassers im Boden, sowie die
Flieÿgeschwindigkeit des Grundwassers, berücksichtigt.
Als letztes Konzept, welches die Umgebung des Flusses beeinuÿt, sind
wasserbauliche Maÿnahmen (engineering measures) aufgeführt. Unter die-
sem Konzept vereinen sich beispielsweise Dämme, Polder, Stauseen, Hoch-
wasserschutzmauern und Rückhaltebecken. Diese Konzepte stehen in enger
Beziehung zu den im Management aufgeführten langfristigen Präventions-
maÿnahmen.
4.3.2 Felddaten
Unter dem Konzept der Felddaten sind die wichtigsten zu erfassenden Kenn-
gröÿen natürlicher Ereignisse zusammengefasst (siehe Abb. 4.5). Diese dienen
unter anderem dazu, ein geeignetes, wasserbauliches oder meteorologisches
Modell mit Daten zu versorgen und entsprechende Vorhersagen über den
Wasserstand des Flusses bzw. der Wettersituation im Einzugsgebiet zu ge-
ben. Die drei zentralen Konzepte sind die meteorologischen, hydrologischen
und geographischen Daten.
Meteorologische Kenndaten
Das Konzept der meteorologischen Kenndaten vereint die wichtigsten, für
Hochwässer relevanten Kenndaten, aus dem Gebiet der Meteorologie. Dies
sind die Niederschlagsmenge und -art (Regen, Schnee, Hagel) sowie meteo-
rologische Art des Niederschlages (Orographisch, Zyklonal, Konvektiv). Die
Niederschlagsmenge kann dabei in verschiedenen Maÿeinheiten (Mittlerer
Jahresniederschlag, sowie maximaler Tagesniederschlag) dargestellt werden
kann. Eine weitere Kennzahl ist die Temperatur, die ebenfalls unterschied-
lich repräsentiert werden kann, und zwar als mittlere Jahrestemperatur oder
als Mittel der Temperaturen im Januar und August angegeben werden. Als
letztes Konzept der meteorologischen Kenndaten wurde die Verdunstung mo-
delliert. Sie setzt sich zusammen aus der Luftfeuchtigkeit, der Interzeption
(Zurückhalten des Niederschlages auf Panzenoberächen) und der Transpi-
ration (Verdunstung von Wasser auf Blattoberächen). Um die Erweiterbar-
keit der Ontologie zu gewährleisten, wurden diese Begrie nicht als Attribute
sondern als Konzepte modelliert, da sie, wie gezeigt, in unterschiedlicher Art
und Weise repräsentiert werden können.
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Abbildung 4.5: Modellierung der Felddaten. Gezeigt ist beispielhaft die Klas-
se RunoCoecient.
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Geographische Kenndaten
Die geographischen Kenndaten repräsentieren den Einuss des Bodens auf
die in den Fluss eingebrachte Niederschlagsmenge. Ein wichtiges Konzept
sind die Bodenparameter, welche sich weiter aufteilen in den Inltrationsin-
dex, Bodenfeuchtigkeit, Perkolation und neu hinzugekommenes Grundwas-
ser.
Der Inltrationsindex gibt die Durchlässigkeit des Bodens für Wasser
an und berücksichtigt dabei die Bewegung des Wassers im Boden als auch
den Sättigungsgrad, der je nach Boden und Bewuchs unterschiedlich ist.
Die Bodenfeuchte spiegelt hier nicht den absoluten Wassergehalt des Bodens
wieder, sondern gibt den Anteil des Wassers in den verschiedenen Ebenen
des Bodens an, wie zum Beispiel den für Panzen verfügbaren Anteil. Die
Perkolation gibt den nach unten gerichteten Bewegungsvorgang des Sicker-
wassers wieder. Für nähere Informationen zu diesem Thema siehe [Scheer
u. Schachtschnabel 2002]. Alle Begrie wurden als Konzept modelliert, da
sie in unterschiedlichen Einheiten repräsentiert werden können.
Weiterhin wurde die Landnutzung als Konzept aufgenommen, um die
anteilige Fläche der einzelnen Nutzungsarten (Wald, Seen, Gletscher, Flüsse,
Landwirtschaftliche Fläche, urban genutzte Flache und Verkehrswege) an
der Gesamtäche des Einzugsgebietes darstellen zu können. Die Nutzung
der Flächen steht in direktem Zusammenhang mit den oben beschriebenen
Parametern Inltrationsindex und Bodenfeuchte.
Der Abusskoezient ist schlieÿlich der Quotient aus nicht versickertem
Niederschlag, also der direkt dem Fluss zugeführte Anteil des Niederschlags,
und dem insgesamt gefallenem Niederschlag. In die Berechnung des Abuss-
koezienten ieÿen alle bisher besprochenen geographischen Kenndaten ein.
Hydrologische Kenndaten
Die hydrologischen Daten stellen das Konzept des Abusses (runo) in den
Mittelpunkt, da anhand dessen die wesentlichen Merkmale einer (drohenden)
Flutwelle ermittelt werden können. Der Abuss setzt sich aus den folgenden
Konzepten zusammen:
• Inltration: Bezeichnet den Zugang von Wasser durch enge Hohlräume
in die Lithosphäre. Dieser Begri steht in direkter Relation zu den Bo-
denparametern, welche unter dem Konzept der geographischen Daten
zusammengefasst sind.
• Perkolation: Bezeichnet den Durchuss von Grundwasser durch ein fes-
tes Substrat.
• Retention: Bezeichnet die Fähigkeit, Niederschlag verzögert abzuge-
ben. Beispielsweise ieÿt versickerter Niederschlag in der Humusschicht
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schneller als Wasser, welches in tiefere, dichtere Bodenschichten vor-
dringt. Je mehr Wasser so indirekt zurückgehalten wird, desto geringer
und vor allem langsamer steigen die Pegel der im Einzugsgebiet liegen-
den Flüsse.
• Oberächenabuss: Bezeichnet den Teil des Niederschlages, der nicht
versickert, sondern direkt in den Fluss geleitet wird. Da der Eintrag in
den Fluss meistens unmittelbar nach dem Niederschlagsereignis statt-
ndet, steigen bei einem hohen Oberächenabuss die Pegel der Flüsse
recht schnell an.
Desweiteren existiert noch das Konzept des Durchusses, welches die mittlere
Wassermenge pro Zeiteinheit pro Volumen an einer Pegelstation angibt. Dazu
steht dieses Konzept in Relation zu der Messstation an sich sowie zu dem
Einzugsgebiet des Flusses, da der Durchuss direkt von der Landnutzung in
eben diesem Einzugsgebiet abhängt.
4.3.3 Schutzmaÿnahmen
Unter dem Konzept Schutzmaÿnahmen (siehe Abb. 4.6) sind die verschiede-
nen Managementmaÿnahmen hinsichtlich des Risikomanagements für Flut-
katastrophen zusammengefasst. Dabei wird angenommen, dass die im folgen-
den beschriebenen Maÿnahmen unter dem Aspekt der Nachhaltigkeit geplant
und durchgeführt werden. Im Katastrophenmanagement unterscheidet man
nach [Plate u. Merz 2001] zwischen den langfristigen Maÿnahmen im Rah-
men des Umweltmanagements, und den kurzfristigen Maÿnahmen, welche in
einer akuten Notlage angewandt werden.
Umweltmanagement
Unter dem Konzept des Umweltmanagements sind die langfristigen Schutz-
maÿnahmen zusammengefasst, welche zur Minderung der Folgen einer Flut
dienen. Dabei wird zwischen strukturellen und nichtstrukturellen Maÿnah-
men unterschieden.
Unter den strukturellen Maÿnahmen versteht man gröÿtenteils hydrolo-
gische Baumaÿnahmen und deren Planung. Aus diesem Grund steht dieses
Konzept auch in enger Beziehung zu den technischen Baumaÿnahmen, wel-
che als Baumaÿnahmen in Abschnitt 4.3.1 aufgeführt sind.
Mit den nichtstrukturellen Maÿnahmen versucht man durch organisato-
rische und administrative Maÿnahmen die Folgen einer Flutkatastrophe zu
mindern. In erster Linie seien hier Flutpläne genannt. Flutpläne zeigen an,
welche Gebiete entlang eines Flusslaufes im Falle eines Hochwassers über-
utet werden. Dabei werden die risikogefährdeten Gebiete meistens nach
der statistischen Häugkeit eines Hochwassers eingeteilt, also wie hoch die
Wahrscheinlichkeit einer Überutung bei einem 50-, 100-, und 500-jährigem
4.3. STRUKTUR DER FLUTONTOLOGIE 73
Abbildung 4.6: Modellierung der Schutzmaÿnahmen. Gezeigt ist beispielhaft
die Klasse Riskanalysis.
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Hochwasser ist. Auch dieses Konzept hat enge Beziehungen zu dem Kon-
zept der Flussumgebung als auch zu den Felddaten, da diese für die korrekte
Berechnung der Flutpläne nötig sind.
Katastrophenmanagement
Das kurzfristige Katastrophenmanagement unterteilt man in Vorsorge und
Bewältigung. Unter dem Konzept der Bewältigung sind schlieÿlich alle Maÿ-
nahmen aufgeführt, die während eines akuten Hochwassers und kurze Zeit
danach relevant sind. Dies umfasst zum Beispiel die Koordination der Ret-
tungsdienste, wobei hier auf die Beziehung Bereitschaftserhöhung zurück-
gegrien wird, sowie die Handhabung der unmittelbare Situation nach der
Flut. Dies wären beispielsweise Räumungsaktionen, um die Verkehrswege
von Schlamm und Geröll zu befreien.
Die Vorsorge besteht aus der Risikoanalyse, der Vorbeugung und Bereit-
schafterhöhung. Die Risikoanalyse befasst sich vor allem mit der Berechnung
der Gefährdung und der Vulnerabilität von Objekten. Entsprechendes bei
Menschen durchzuführen ist ethisch nicht unproblematisch und wird des-
halb nicht näher betrachtet. Die Gefährdung gibt die Wahrscheinlichkeit an,
mit der ein Objekt bei einem 100-jährigen Hochwasser überutet wird. Bei
der Vulnerabilität spielen noch sozioökonomischen Faktoren des Objektes ei-
ne Rolle; z.B. hat eine Lagerhalle für Stahl eine geringere Vulnerabilität als
ein Regierungsgebäude oder eine Chemiefabrik, da die Folgen eines Ausfalles
hier schwerwiegender sind.
Die Vorbeugung steht in Relation zu den Konzepten des Umweltmana-
gements, weil dort die entsprechenden strukturellen und nichtstrukturellen
Maÿnahmen zur Minderung der Flutfolgen aufgeführt sind.
Die Bereitschaftserhöhung gehört ebenfalls zur Vorsorge, denn unter ihr
versteht man zum Beispiel das Durchführen von Übungen der einzelnen Ret-
tungsdienste und ähnliches.
4.3.4 Administratives
Unter dem Konzept der Administration sind administrative Notwendigkeiten
zu den bereits vorgestellten Konzepten untergebracht (siehe Abb. 4.7). Eine
groÿe konzeptionelle Einheit bilden die administrativen räumlichen Einhei-
ten. Darunter ist die hierarchische Aufteilung der Einzugsgebiete der Flüsse
in Länder (USA, Deutschland, etc.), Gemeinde, Städte und ähnliches zu
verstehen. Diese Konzepte stehen normalerweise immer in Relation zu den
Einzugsgebieten der Flüsse, und zeigen so deren geographische Lokation an.
Diese geographischen Daten wurden aus Erweiterungsgründen als externe
Konzepte modelliert, da somit einfach zusätzliche Information zu diesen Kon-
zepten hinzugefügt werden kann. Das kann zum Beispiel die Bevölkerungs-
zahl eines Landes sein, aufgrund derer man dann Inferenzen bezüglich der
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Landnutzung durchführen könnte. Desweiteren müssen bei der Angabe der
geographischen Daten nicht alle Angaben vorhanden sein, so dass in diesem
Falle keine Relation zu dem entsprechenden Konzept besteht. Wenn die geo-
graphischen Daten als Attribut modelliert wären, müsste man für diesen Fall
einen speziellen Wert nden und diesen Wert beim automatischen Schlieÿen
auch immer überprüfen. Als weitere geographische Daten wurden wasser-
schutzrechtliche Einheiten, wie Wasserschutzgebiete und hydrologische Ein-
heiten modelliert.
Ferner wurden so genannte Datenarchive eingeführt. Sie modellieren in
der Ontologie vor allem die Pegelmessstationen. Modelliert wurden bei solch
einer Station zum einen administrative Gegebenheiten, wie eindeutige Iden-
tikationsnummer, ihrer geographischen Position und die verantwortlichen
Personen für die Wartung der Station. Zum anderen wurde die wichtigste
hydrologische Einheit, nämlich der Abuss, den die Station misst, als Rela-
tion zu dem Konzept Abuss modelliert. Auch wurde es ermöglicht histo-
rische Abussdaten, welche durch eine diskrete Zeitreihe gegeben sind, zu
modellieren.
Zu den Datenarchiven gehören auch die meteorologischen Stationen, die
in ähnlicher Weise wie die Pegelmessstationen modelliert sind. Ebenfalls mo-
delliert sind Metadaten, welche es ermöglichen, die historischen Zeitreihen
der Messstationen anzugeben.
4.3.5 Datentypen
Unter dem Konzept Datentypen (siehe Abb. 4.8) sind verschiedene Einheiten
und Datentypen zusammengefasst, die von anderen Konzepten und Relatio-
nen benutzt werden können. Das Konzept Zeit dient vor allem dazu, die
unterschiedlichen Modellierungen der Zeit, z.B. kontinuierliche und diskrete
Zeitreihen, für alle anderen Konzepte konsistent zu modellieren. Dieses Kon-
zept dient auch zur Erfassung der unterschiedlichen Modellierungen bezüg-
lich des Zeitrahmens einer Messreihe. Desweiteren ist das Zeitkonzept auch
für die Modellierung der unterschiedlichen zeitlichen Einheiten wie Stunde,
Jahr, Jahrzehnt, zuständig und könnte in einer überarbeiteten Fassung durch
entsprechende Konzepte einer Upper Ontology ersetzt werden. Das Konzept
der Frequenz ist auch unter dem Konzept Zeit untergebracht worden, weil
es die unterschiedlichen Möglichkeiten zur Darstellung der Häugkeiten von
Ereignissen modelliert.
Die Datentypen repräsentieren auch grundlegende geographische und me-
trische Maÿe, wie beispielsweise Exposition, welche die vier Himmelsrich-
tungen darstellt und für Längen- und Breitenangabe in einigen metrischen
Maÿen benötigt wird. An metrischen Maÿen existieren die Höhe über dem
Meeresspiegel, Neigung und geographische Länge bzw. Gröÿe eines Gebietes.
Auch hier können unterschiedliche Einheiten benutzt werden und zukünftig
durch standardisierte Konzepte aus einer Upper Ontology ersetzt werden.
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Abbildung 4.7: Modellierung der administrativen Daten. Gezeigt ist bei-
spielhaft die Klasse Gaugestation.
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Abbildung 4.8: Modellierung der Datentypen. Gezeigt ist beispielhaft die
Klasse Stepless.
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Abbildung 4.9: Webseite des USGS.
4.4 Annotationstest
Um die Einsatzmöglichkeiten der Ontologie zu testen, wurde eine Anno-
tation der Webseiten des USGS Hydro-Climatic Data Network (HCDN)2
vorgenommen. Bei der Annotation wurden die auf den Webseiten bendli-
chen Daten mit der Semantik der Ontologie versehen. Die Annotation der
Webseiten erfolgte mit einem vom AIFB bereitgestelltem Werkzeug, dem
OntoMat-Annotizer3 [Handschuh u. a. 2003].
Auf diesen Webseiten sind sehr strukturierte Informationen über die Ab-
ussdaten und sämtlicher zugehörigen, relevanten Parameter enthalten (sie-
he Abb. 4.9). Zur Annotation wurden das Wissen auf der Webseite manuell
mit der Semantik der Ontologie versehen, d. h. den Informationen auf der
Webseite wurde Meta-Information mittels der Ontologie hinzugefügt. Bei-
spielsweise wurde der Flussname IOWA RIVER dem Attribut Flussname
der Instanz Fluss zugeordnet. Damit hat er eine eindeutige semantische Be-
deutung erhalten, weil das Konzept Fluss in der Ontologie durch seine Re-
lationen eindeutig bestimmt ist. Die restlichen Daten der Webseite wurden
per Hand mittels des Tools OntoMat-Annotizer den übrigen Konzepten und
Attributen der Ontologie zugeordnet (siehe Abb. 4.10).
Die Relationen zwischen den Konzepten wurden dann ebenfalls mit Hilfe




Abbildung 4.10: Annotierte Webseite des USGS.
zwischen den einzelnen Landbedeckungen (Storage, Lakes, Forests, Glaciers)
und dem Konzept Abuss hergestellt. Um dieses Verfahren in groÿem Stil
anwenden zu können, muss die Annotation automatisch oder zumindest se-
miautomatisch erfolgen [Erdmann u. a. 2000]. Für eine Annotation der Web-
seiten des USGS erwies sich die Flutontologie hierbei mehr als ausreichend.




Im vorigen Kapitel wurde eine Ontologie für das Risikomanagement von
Flutkatastrophen vorgestellt. Damit ist es möglich, Ursachen einer Flut zu
identizieren und entsprechende Gegenmaÿnahmen zu erkennen. Nun be-
steht aber, trotz semantischer Eindeutigkeit das Problem, dass verschiede-
ne Personenkreise mit unterschiedlichem Wissensstand eine Ontologie und
den durch sie beschriebenen Diskursbereich unterschiedlich bewerten kön-
nen. Beispielsweise könnten Politiker andere Schutzmaÿnahmen als Hydro-
logen für wichtig erachten. Zur Feststellung solcher Unterschiede, und der
damit einhergehenden Strukturierung des durch die Ontologie repräsentier-
ten Wissens, wird in diesem Kapitel vorgeschlagen, die relative Entropie zu
benutzen [Daemi u. Calmet 2004a].
Die relative Entropie wurde aus mehreren Gründen für die Strukturie-
rung von Ontologien bzw. des durch sie modellierten Wissen ausgewählt.
Ein Grund besteht darin, dass die relative Entropie den informationstheo-
retischen Abstand zwischen Datenkompressionsmodellen, dargestellt durch
die Wahrscheinlichkeitsverteilungen p und q, widergibt, wobei die statisti-
schen Eigenschaften der Wahrscheinlichkeitsverteilungen berücksichtigt wer-
den [Cover u. Thomas 1991]. Der Abstand ist genau dann Null, wenn beide
Modelle exakt gleich sind. Ansonsten ist der Abstand gröÿer Null und wird
umso gröÿer, je unterschiedlicher die Modelle zueinander sind. Die relative
Entropie gibt somit die durchschnittliche Information an, dass ein Ereig-
nis aus einem Wahrscheinlichkeitsmodell p für das Wissen nicht aus einem
Modell q stammt. Damit lässt sich die relative Entropie auch mit der in
Abschnitt 3.2 gegebenen Denition von Wissen als semantischer Informati-
on verbinden, welche als Möglichkeitsausschluss im Wissensraum deniert
wurde. Weiterhin ist die relative Entropie additiv, d.h. für zwei unabhän-
gige Wahrscheinlichkeiten ist die Distanz der Verbundverteilungen gleich
der Summe der jeweiligen Randverteilungen. Eine weitere nützliche Eigen-
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schaft für die Strukturierung von Ontologien ist das Data Processing Theo-
rem (DPT). Es besagt, dass keine statistische Verarbeitung des Wissen die
relative Entropie erhöht [Kullback u. Leibler 1951]. Dies beinhaltet Operatio-
nen wie zum Beispiel Mittelung, Gruppierung oder Verdichtung des Wissen.
Ein letzter Grund für die Verwendung der relativen Entropie ist ihre schnelle
und einfache Berechenbarkeit gegenüber anderen, informationstheoretischen
Distanzmaÿen.
5.1 Voraussetzungen
Die zur Berechnung der relativen Entropie benötigten Wahrscheinlichkeits-
verteilungen, welche auf der Ontologie in geeigneter Weise deniert sind,
müssen lediglich die Kolmogorov Axiome erfüllen. Diese Axiome lauten:
• Nichtnegativität: ∀A ∈ f : P (A) ≥ 0
• Normierung: P (Υ) = 1




wobei f eine σ-Algebra von Teilmengen A ⊆ Υ ist. Für die konkrete Be-
deutung der Wahrscheinlichkeiten bedeutet dies, dass neben objektiven, fre-
quenzbasierten Wahrscheinlichkeiten auch beliebige subjektive Wahrschein-
lichkeiten zugelassen sind, welche eine rein kognitive Bedeutung besitzen
[Klir u. Wierman 1998]. Die Wahrscheinlichkeiten berechnen sich hierbei aus
dem der Ontologie zugrundeliegenden Wissen, welches strukturiert werden
soll. Das können, für den Fall der Flutontologie, beispielsweise Fragebögen
sein, welche den unterschiedlichen Personengruppen zu dem Diskursbereich
der Ontologie gegeben wurden, oder Dokumente, welche mittels einer Häu-
gkeitsanalyse auf in der Ontologie vorkommende Begrie hin untersucht
wurden.
Die berechneten Wahrscheinlichkeiten werden anschlieÿend den Kanten
zwischen den Konzepten, d.h. den Relationen zwischen ihnen, zugewiesen.
Die Zuweisung der Wahrscheinlichkeitsverteilungen und der zugehörigenWahr-
scheinlichkeiten zu den Kanten in einer Ontologie kann in verschiedenster
Art und Weise erfolgen, hängt allerdings primär von der Bedeutung der
Wahrscheinlichkeitsverteilung ab. In unserem Beispielfall für die Flutonto-
logie wurde pro Ebene der Ontologie eine Wahrscheinlichkeitsverteilung de-
niert. In jeder Ebene der Ontologie werden bestimmte Aspekte des Hoch-
wasserschutzes betrachtet, welche eine Spezialisierung der darüberstehenden
Ebene sind. Die Denition einer Wahrscheinlichkeitsverteilung pro Ebene
bedeutet somit, die Wichtigkeit der Konzepte für jeden Spezialisierungsgrad
der Ontologie umfassend festzulegen.
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Für die Anwendung der relativen Entropie als Strukturierungsmaÿ für
Ontologien sind jedoch beliebige Zuweisungen der Wahrscheinlichkeiten zu
den Kanten einer Ontologie möglich, solange Wahrscheinlichkeitsverteilun-
gen nach den oben genannten Kolmogorov Axiomen gegeben sind. Beispiels-
weise kann für die gesamte Ontologie oder sämtliche Kanten eines Konzeptes
eine Wahrscheinlichkeitsverteilung bestimmt werden. Die Art und Weise, wie
die Wahrscheinlichkeiten den Kanten zu gewiesen werden, ist auch von dem
zu strukturierenden Wissen abhängig, dass durch die Ontologie dargestellt
wird. Die Wahrscheinlichkeitsverteilungen stellen ja in gewisser Hinsicht eine
zusammenfassende Modellierung des Wissens dar.
5.2 Anwendung
Nachdem die Wahrscheinlichkeitsverteilungen den Kanten einer Ontologie







die Distanz zwischen Ontologien bzw. des durch sie modellierten Wissens
bestimmt, und damit auch eine Strukturierung durchgeführt werden. Die
Wahrscheinlichkeitsverteilungen
p = p(x1), . . . , p(xn), n = |Υ|
und
q = q(x1), . . . , q(xn), n = |Υ|
ergeben sich hierbei jeweils aus den miteinander zu vergleichenden Ontolo-
gien bzw. deren Wissensbasen. Das zugrundeliegende Wissen kann beispiels-
weise das implizite Wissen einer Person sein, welche aufgrund ihrer Erfahrung
den Konzepten bestimmte Wichtigkeiten bezüglich des Hochwasserschutzes
zuweist. Das wäre eine Beispiel für eine rein subjektive Zuweisung der Wahr-
scheinlichkeiten. Eine objektive Wahrscheinlichkeitsverteilung würde sich er-
geben, wenn die Wichtigkeiten anhand von Fragebögen oder ähnlichem be-
stimmt werden.
Von der Art der Zuweisung der Wahrscheinlichkeitsverteilung hängt die
Berechnung der Gesamtdistanz zwischen den Ontologien ab. Falls eine globa-
le Wahrscheinlichkeitsverteilung auf der Ontologie deniert wurde, müssen
keine weiteren Berechnungen erfolgen. Wenn dagegen die Wahrscheinlich-
keitsverteilungen pro Knoten (bzw. von ihm ausgehenden Kanten) festgelegt
wurden, existieren viele verschiedene Möglichkeiten, die Gesamtdistanz zu
berechnen. Beispielsweise könnte man die Distanzen aufsummieren und da-
bei zusätzliche Gewichtungen, anhand des Grades der Knoten oder der Ebe-
ne, vornehmen. Die Berechnung der Gesamtdistanz in unserem Beispielfall
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für die Flutontologien erfolgt durch die Summation der einzelnen Distanzen,
welche sich pro Ebene ergeben.
Bei der konkreten Berechnung der relativen Entropie muss beachtet wer-
den, dass kein q(x), mit x ∈ Υ, gleich Null ist. In diesem Falle ist die Distanz







Es sollte noch angemerkt werden, dass die relative Entropie kein Distanz-
maÿ im klassischen Sinne ist, denn sie erfüllt weder die Symmetrieeigenschaft
noch die Dreiecksungleichung. Eine symmetrische Form der relativen Entro-
pie erhält man, falls das geometrische Mittel der Summe
D(p||q) + D(q||p)
betrachtet wird [Johnson u. Sinanovic 2001].
Die exakte Bedeutung der mittels der relativen Entropie berechneten
Distanz hängt allerdings von den Wahrscheinlichkeitsverteilungen und den
Ontologien ab, welche mit ihrer Hilfe strukturiert werden sollen, wie man
anhand der unterschiedlichen Interpretationen in folgenden Abschnitt und
in Kapitel 6 sehen kann.
5.3 Strukturierung anhand der Flutontologie
Die Vorgehensweise zur Strukturierung von Ontologien mittels der relativen
Entropie soll anhand eines Beispieles mit der im vorigen Kapitel vorgestell-
ten Flutontologie gezeigt werden. Hierbei wird nur die grundlegende Struktu-
rierung nach den Vererbungsrelationen betrachtet. Die weiteren Relationen
werden in diesem Beispiel auÿer Acht gelassen.
5.3.1 Bedeutung der Wahrscheinlichkeitsverteilung
Dazu wird zunächst die Bedeutung der Wahrscheinlichkeitsverteilung festge-
legt. Sie soll für dieses Beispiel die Wichtigkeit der Konzepte i für das durch
die Ontologie modellierte Ziel der Flutkatastrophenvorsorge darstellen. Die
Basis der Wahrscheinlichkeiten soll das Wissen einer Person oder Personen-
gruppe sein, aus dem sich die Wichtigkeiten ableiten lassen. Weiterhin wurde
festgelegt, dass sich die Wahrscheinlichkeiten pro Ebene j der Ontologie zu
eins summieren und damit pro Ebene eine Wahrscheinlichkeitsverteilung bil-
den (siehe Abb. 5.1): ∑
i∈Ebenej
pj(i) = 1



















Abbildung 5.1: Alle Wahrscheinlichkeiten summieren sich pro Ebene zu 1.
Desweiteren soll die Summe der Wahrscheinlichkeiten der direkten Kind-




Diese Einschränkung besagt, dass spezialisierte Kindkonzepte nicht wichtiger
bezüglich des denierten Zieles sein können, als das allgemeinere Elternkon-
zept.
5.3.2 Festlegung von p
Nun können die Wichtigkeiten p der einzelnen Konzepte bezüglich der Flut-
katastrophenvorsorge festgelegt werden. Dazu wird ein Ausschnitt der Flu-
tontologie in Abb. 5.2 betrachtet. Die zugewiesenen Wichtigkeiten wurden
von den Experten (Hydrologen), aufgrund ihres Wissens, als optimal zur Er-
reichung der Flutkatastrophenvorsorge deniert. Sie stellen also ihr Modell
hinsichtlich optimaler Flutkatastrophenvorsorge dar. Für die Hydrologen ist
die langfristige Vorsorge wesentlich wichtiger, als kurzfristige Maÿnahmen,
die jeweils nur im akuten Notfall greifen. Von den Experten als besonders
wichtig eingestuft wurden Polder, weil mit ihnen der Scheitel einer drohenden
Flutwelle verringert werden kann. Ebenfalls signikant sind die so genannten
Flutpläne. In diesen wird dargestellt, welche Gebiete entlang eines Flusses
bei einem Hochwasser gefährdet sind. Dadurch kann man beispielsweise be-
reits im vorraus eine Bebauung solcher Gebiete mit kritischen Objekten, wie


















Abbildung 5.2: Wichtigkeit der Konzepte für p. Die gestrichelten Pfeile
stellen die Relation hatMaÿnahme dar, die durchgezogenen is-a Relationen.
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Wohnhäusern oder Industrieanlagen, vermeiden. Ebenfalls nicht zu unter-
schätzen sind regelmäÿige Übungen der Rettungskräfte.
Bei den kurzfristigen Maÿnahmen wird die Erstellung von Notfallplänen,
in denen Anweisungen für die jeweils beteiligten Akteure im Katastrophen-
fall enthalten sind, als etwas wichtiger erachtet als das Bereitstellen von
Schutzmaÿnahmen wie Flutschutzwänden oder Sandsäcken.
Die Wahrscheinlichkeiten, respektive Wichtigkeiten p, repräsentieren so-
mit ein Datenmodell der Hydrologen für die Flutkatastrophenvorsorge, wel-
ches auf ihrem persönlichen Wissen basiert und durch die Ontologie forma-
lisiert wurde.
5.3.3 Festlegung von q
Die in Abb. 5.3 dargestellte Zuweisung der Wichtigkeiten q geschieht ana-
log zu denjenigen von p, welche im vorigen Abschnitt vorgestellt wurde. Die
Wichtigkeiten stellen hier allerdings beispielsweise das Modell von Politi-
kern oder beliebigen anderen Agenten wie Bevölkerung und Rettungskräften
bezüglich der Flutkatastrophenvorsorge dar. Diese stimmen mit den Exper-
ten bei der Einschätzung der Wichtigkeit der langfristigen und kurzfristigen
Maÿnahmen überein. Allerdings sind in ihrem Modell die Polder und Übun-
gen wichtiger für die Flutkatastrophenvorsorge als die Flutpläne. Das mag im
Falle der Politiker daran liegen, dass Polder und Übungen sichtbare Maÿnah-
men sind, welche der Bevölkerung zeigen, dass aktiv etwas zu ihrem Schutz
getan wird. Die Flutpläne bewerten sie dagegen als deutlich weniger wichtig,
weil ihnen durch die Oenlegung der Gefährdungen von Objekten eventuelle
Einnahmen oder dergleichen entgehen könnten.
5.3.4 Berechnung der Distanz
Mittels der relativen Entropie soll die Distanz D bestimmt werden, mit der
das Modell der Hydrologen bezüglich der Flutkatastrophenvorsorge nicht mit
dem Modell der anderen Agenten übereinstimmt. Falls sich eine kleine Di-
stanz ergibt, sind informationstheoretisch ähnliche Modelle vorhanden, wo-
mit auch das Ziel der Flutkatastrophenvorsorge ähnlich gut erreicht wird
wie bei dem Modell der Hydrologen. Eine krosse Distanz hingegen deutet
auf andere Datenmodelle hin, so dass unter Umständen das Ziel der Flutka-
tastrophenvorsorge gefährdet ist (da die Hydrologen ja ein optimales Modell
vorgeben). Die Distanz berechnet sich in diesem Fallbeispiel aus der Summe






Für die erste Ebene ergibt sich aufgrund gleicher Wichtigkeit der Kon-
zepte eine Distanz von Null zwischen den Teilontologien p der Experten und


















Abbildung 5.3: Wichtigkeit der Konzepte für q. Die gestrichelten Pfeile
stellen die Relation hatMaÿnahme dar, die durchgezogenen is-a Relationen.
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q der Politiker:





Ein anderes Bild ergibt sich bei Betrachtung der zweiten Ebene, denn
hier treten Unterschiede in der Wichtigkeit der Konzepte auf.














Eine nähere Betrachtung der Kinderkonzepte der langfristigen Maÿnahmen
oenbart, dass hier eine Distanz von ca. 0.52 besteht. Bei den kurzfristigen
Maÿnahmen ist hingegen die Distanz hingegen deutlich kleiner, sie beträgt
lediglich ca. 0.02. Somit ergibt sich für die Distanz D zwischen den darge-
stellten Ontologien der Politiker und Hydrologen der Abstand:
D = D1(p||q)
+ D2(p||q)
= 0 + 0.54
= 0.54
5.3.5 Interpretation der Distanz
Die exakte Bedeutung der konkreten Werte, beispielsweise ab einer Distanz
zwischen den Ontologien von 1.0 besteht eine signikante Gefährdung der
Gebäude in Flussnähe, muss empirisch bestimmt werden. Dies war aufgrund
des begrenzten Zeitrahmens der Dissertation nicht möglich.
Wie man anhand des gezeigten Beispieles für die Flutontologie und der
in Kapitel 6 vorgestellten Strukturierung von Musikstücken sehen kann, ist
die konkrete Bedeutung der mit der relativen Entropie bestimmten Distanz
zwischen Ontologien von der Interpretation der gewählten Wahrscheinlich-
keitsverteilung sowie dem durch die Ontologie modellierten Wissen abhängig.
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Dies gilt insbesondere bei der Verwendung von subjektiven Wahrscheinlich-
keiten.
Weiterhin spielt die Anwendung, in dessen Rahmen die vorgeschlagene
Methodik verwendet wird, eine wichtige Rolle bei der Interpretation der Di-
stanz. In einem sicherheitskritischen Kontext wird die akzeptable Distanz
zwischen zwei Ontologien bzw. dem durch sie modellierten Wissen sicherlich
geringer sein, als beispielsweise in dem vorigen Beispiel oder der in Kapitel
6 vorgestellten Anwendung für die musikalische Wahrnehmung.
5.4 Implementierung
Zur Berechnung der Distanz zwischen Ontologien mittels der in diesem Ka-
pitel vorgestellten Verfahrensweise, wurde ein prototypisches System imple-
mentiert. Dieses System ermöglicht nicht nur die Berechnung der Distanz
zwischen zwei Ontologien, sondern es erlaubt weiterhin, ausgehend von einer
gegebenen Wahrscheinlichkeitsverteilung p, die Wahrscheinlichkeiten q zu
variieren und die daraus resultierenden Distanzen zu berechnen. Damit kann
ein Überblick über diejenigen Wahrscheinlichkeitsverteilungen gegeben wer-
den, die eine geringe Distanz aufweisen und somit ähnliche Datenmodelle
besitzen und solche die krosse Distanzen, also von p verschiedene Daten-
modelle ergeben. Solche Berechnungen lassen sich aufgrund der einfachen
Beschaensweise der relativen Entropie schnell durchführen.
Die Implementierung des Prototyps erfolgte mit Groovy1, einer auf Java2
basierenden Skriptsprache, die für alle weitverbreitete Betriebssysteme zur
Verfügung steht.
Zur Berechnung der möglichen Belegungen für die Wahrscheinlichkeits-
verteilungen der von einem Knoten ausgehenden Kanten wurden numerische
Partitionen3 verwendet. Eine numerische Partition einer Zahl n ist eine Se-
quenz
p1 ≥ p2 ≥ · · · ≥ pk
der Länge k, so dass
p1 + p2 + · · ·+ pk = n
gilt. Die pi sind die möglichen k Wahrscheinlichkeitsbelegungen der Kanten,
die in Summe die Wahrscheinlichkeit des Elternkonzeptes n ergeben müs-
sen. Zur Berechnung der möglichen Wahrscheinlichkeitsbelegungen für die
Kanten eines Konzeptes mussten die Wahrscheinlichkeiten zunächst um den
Faktor zehn skaliert werden, damit die numerische Partition von n berechnet
werden konnte. Sämtliche verfügbaren Implementierungen zur Berechnung
von numerischen Partition basieren nämlich auf ganzen Zahlen. Aus Ezi-





Länge k zwischengespeichert, so dass die Ergebnisse für die Belegung der
Kanten bei gleichem n und k wiederverwendet werden konnte. Nach dem die
Belegungen berechnet wurden, muss wieder durch den Faktor zehn dividiert
werden, um die Wahrscheinlichkeiten zu erhalten.
Ein kleines Beispiel soll die Vorgehensweise verdeutlichen. Anhand Abb.
5.1 sollen die Belegungsmöglichkeiten für kurzfristig berechnet werden:
1. Die Summe der Wahrscheinlichkeiten beider Kinderkonzepte darf nicht
gröÿer als 0.3 · 10 = 30 sein. Damit muss eine numerische Partition für
n = 30 der Länge k = 2 (Anzahl ausgehender Kanten) berechnet
werden.
2. Die minimale Wahrscheinlichkeiten muss 0.05 ·10 = 5 pro Kindkonzept
sein.
3. Die Veränderung der Wahrscheinlichkeiten erfolgt in fünfer Schritten
(siehe Abschnitt 5.4.1).







5. Im letzten Schritt werden diese Werte wieder durch zehn dividiert um
die korrekten Wahrscheinlichkeiten zu erhalten.
Die Berechnung dieser numerischen Partitionen erfolgt durch eine frei ver-
fügbare Java Bibliothek4 des JASA5 Projektes.
5.4.1 Restriktionen
Um die Eektivität der Berechnung bei der Variation der Wahrscheinlichkei-
ten zu gewährleisten, können die Wahrscheinlichkeiten nur in Schritten von
0.05 geändert werden. Beispielsweise sind für die Kante zwischen kurzfris-
tig und Schutzwall aus Abb. 5.2 nur die Werte 0.05, 0.1, 0.15, 0.2, 0.25 und
0.3 möglich. Weiterhin wurde als Minimum für die Wahrscheinlichkeiten der
Konzepte 0.05 und nicht 0 vorgesehen, da die relative Entropie sonst gegen
unendlich strebt. Ansonsten gelten die bereits beschriebenen Restriktionen
4http://jasa.sourceforge.net/doc/uk/ac/liv/util/Partitioner.html
5http://jasa.sourceforge.net
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für die Zuweisung der Wahrscheinlichkeiten. Namentlich ist dies die Ein-
schränkung, dass die Summe der Überzeugungen der Kinderkonzepte nicht
gröÿer als die des Elternkonzeptes sein darf und die Summe der Wahrschein-
lichkeiten sich pro Ebene auf ein summiert.
5.4.2 Benutzung
Die Benutzung des Programmes ist sehr einfach. Die Eingabe der Ontologie
mit ihren Wahrscheinlichkeitsverteilungen p erfolgt durch eine Adjazenzma-
trix, in der die Elemente aij die Wahrscheinlichkeiten des Kindkonzeptes j,
welches mit einem Elternkonzept i verbunden ist, darstellt. 0 bedeutet, dass
keine Verbindung zwischen dem Konzept i und j besteht. Die Ausgabe der
Distanz zu den Ontologien mit variierenden Wahrscheinlichkeitsverteilungen
q erfolgt in eine vom Benutzer vorgegebene Textdatei. Dabei wird die Ad-
janzenzmatrix mit den Wahrscheinlichkeitsverteilungen q und die Distanz zu
der Ontologie mit Wahrscheinlichkeitsverteilungen p ausgegeben.
Kapitel 6
Ontologien und Entropie in der
Musik
Im Laufe dieser Arbeit schlug ein bekannter Komponist, Herr Boris Yoe,
ein Modell für die Kreativität in der Musik vor. Dieses Modell zeigte eine
starke Ähnlichkeit mit den Modellen aus der Informatik, insbesondere aus
dem Bereich der Agenten [Weiss 2000] und Emotionen in Multi-Agenten
Systemen [Petta u. Trappl 2001]. Ein wesentlicher Bestandteil dieser Mo-
delle sind Ontologien, mit denen es möglich ist, einen Kontext und daraus
eine (spezialisierte) Semantik zu entwickeln. Im Hinblick auf den musikali-
schen Kontext bedeutet dies, dass Kreativität eine Art Erweiterung der
zugrundeliegenden Ontologie ist, und damit auch des Kontextes und der Se-
mantik, durch hinzufügen neuer Konzepte. Im musikalischen Bereich ist die
daraus neu entstehende Semantik persönlich, da Kunst im allgemeinen sehr
subjektiv ist. Ein Problem, dass sich hierbei stellte, war eine bislang fehlende
Datenstruktur zur Formalisierung von gehörter Musik.
In der Musik ist die Verwendung von Computern heutzutage alltäglich,
sei es zur Erstellung eines Notensatzes, zur Livebearbeitung des Auftrit-
tes einer Musikgruppe oder zur Komposition von elektronischer Musik. All
diesen Anwendungen ist gemeinsam, dass sie den Musiker bei der Erschaf-
fung oder Bearbeitung von Musik unterstützen. Den umgekehrten Weg, d.h.
ein gehörtes Musikstück zu formalisieren (Transkription), ist dagegen be-
deutend schwieriger [Temperley 2002]. Hierbei soll anhand eines gehörten
Musikstückes eine geeignete, formale Repräsentation, beispielsweise durch
Noten, gefunden werden. Erste Ansätze zur Transkription decken lediglich
einen Teilbereich eines Musikstückes ab, wie beispielsweise die Extraktion
eines Rhythmus [Gouyon u. Dixon 2005]. Eine formale Darstellung eines
Musikstückes, anhand dessen eine abstrakte Repräsentation im Computer
möglich ist, soll im folgenden durch Ontologien ermöglicht werden.
Die entwickelte Ontologie soll eine formale Darstellung eines gehörten
Musikstückes ermöglichen, wobei bei ihrer Erstellung insbesondere die mensch-
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liche, musikalische Wahrnehmung berücksichtigt wurde. Die Zuverlässigkeit
der Modellierung gewährleistete dabei eine enge Zusammenarbeit mit dem
Institut für neue Musik und Medien der Musikhochschule Karlsruhe, insbe-
sondere mit Herrn Prof. Dr. T. Troge. Durch die Ontologie dargestellte Mu-
sikstücke sind somit Wissen und dieses Wissen kann wiederum strukturiert
werden. Zur Strukturierung der Ontologien soll das in Kapitel 5 vorgestell-
te Distanzmaÿ angewandt und damit auch validiert werden. Die konkrete
Bedeutung der Wahrscheinlichkeitsverteilungen, welche für die Benutzung
der relativen Entropie als Distanzmaÿ gegeben sein müssen, ist für die Va-
lidierung eine frequenzbasierte. In weiteren Anwendungen können allerdings
auch subjektive Wahrscheinlichkeiten (Interessantheit einer Interpretation)
verwendet werden.
6.1 Erzeugen von Musik
Bei der bisherigen Nutzung von Rechnern in der Musik stand vor allem die
Unterstützung des Musikers bei seiner kreativen Arbeit im Mittelpunkt, im
speziellen die Erzeugung von Noten und Klängen mit dem Computer.
Das MIDI Datenformat (Musical Instruments Digital Interface), welches
den Musiker bei der Komposition und Notation unterstützt [Gorges 1997],
ist seit mehreren Jahren etabliert. MIDI ist ein Datenformat, welches genau
festlegt, wie die damit beschriebene Musik klingen soll. Die Datenstruktur
ist einfach aufgebaut und besteht unter anderem aus den folgenden Befehlen:
• Note On: Gibt den Anschlagszeitpunkt einer Note an. Vergleichbar mit
dem Drücken einer Taste auf einer Klaviatur.
• Note O: Gibt den Endzeitpunkt einer Note an, vergleichbar mit dem
Loslassen einer Taste auf einer Klaviatur.
• Velocity: Gibt die Geschwindigkeit an, mit der eine Klaviertaste ge-
drückt wurde. Dies ist ein Indikator für die Lautstärke des gespielten
Tones.
• Pitchbend: Gibt die Änderung der Tonhöhe eines Tones an, während
er gespielt wird. Diese Tonhöhenänderung beschränkt sich lediglich auf
einen relativ kleinen, tonalen Bereich.
Wie aus dieser Datenstruktur ersichtlich wird, legt MIDI die Notenschrift
für den Rechner fest. Wie ein Stück dann in Wirklichkeit erklingt, hängt von
den Programmen und Geräten ab, die MIDI interpretieren und anschlieÿend
in hörbare Töne umsetzen. Diese synthetisch erzeugten Klänge liefern Pro-
gramme und Geräte wie zum Beispiel Synthesizer [Braut 1993].
Systeme wie Csound1 [Boulanger 2000] erlauben demMusiker verschiede-
ne Klänge zu generieren und miteinander zu kombinieren. Die Datenstruktur
1http://www.ugrad.physics.mcgill.ca/reference/Csound/INDEX.html
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von Csound lehnt sich an die Programmiersprache C an. Sie erlaubt dem
Musiker die Entwicklung von Musikstrukturen und Klangdesign sowie belie-
bige Kombinationen solcher Strukturen. Beispielsweise kann das Programm
angewiesen werden, einen Sinuston in einer bestimmten Lautstärke einige
Sekunden lang zu spielen, um ihn anschlieÿend mit weiteren Werkzeugen
(Verzerrung, Modulation) manipulieren zu können. Bei der Produktion von
Musik spielen Sequenzer wie Logic Pro von Apple Computers2 oder Pro-
tools der Firma Digidesign3 eine zentrale Rolle. Sie erlauben, zum Teil in
Echtzeit, die Manipulation eingespielter Musik. Beispielsweise kann bei ei-
nem Auftritt eines Popstars dessen Gesungenes um einige Hertz verändert
werden, um so eventuelle Fehler auszugleichen. Diese Programme können
ebenfalls zum arrangieren der Aufnahmen von Musikern verwendet werden.
Die einzelnen, aufgenommen Teile werden dann zu einer Gesamtkomposition
zusammengefügt (Studioaufnahmen).
Eine wichtige Rolle bei der Unterstützung von Musikern durch Rechner
spielen Notensatzprogramme wie Finale4. Diese vereinfachen das Erstellen
von Partituren erheblich und liefern diese auch in einer ansprechenden äu-
ÿeren Form ab. Auch erlauben sie das einfache Einspielen der Noten mittels
dem zuvor besprochenen MIDI Format.
6.2 Wahrnehmung von Musik
All den im vorigen Abschnitt vorgestellten Techniken ist gemeinsam, dass sie
den Musiker bei seiner kreativen Arbeit unterstützen. Der umgekehrte Weg,
die musikalische Wahrnehmung des Menschen zu erfassen und zu formali-
sieren (Transkription) bereitet dagegen grosse Schwierigkeiten. Hierbei soll
anhand eines gehörten Musikstückes eine geeignete, formale Repräsentation,
beispielsweise durch Noten, gefunden werden.
Erste Ansätze zur Transkription decken lediglich einen Teilbereich ei-
nes Musikstückes ab, wie beispielsweise die Extraktion eines Metrums und
Rhythmuses [Gouyon u. Dixon 2005]. Dieser Ansatz konzentriert sich dabei
auf frequenzbasierte Analysen der Musikstücke mittels eines Multiagenten-
systems. Dazu versuchen die Agenten herausstechende, akustische Ereignisse
zu erkennen und diese in Gruppen zusammenzufassen. Das Klassikations-
kriterium für die Gruppenzugehörigkeit ist ein Zeitintervall zwischen zwei
Ereignissen. Die in den jeweiligen Gruppen zusammengefassten Hypothesen
für das Metrum bzw. den Rhythmus werden für das gesamte Musikstück
überprüft. Falls sich eine Übereinstimmung für das ganze Musikstück ndet,
wurde ein Metrum bzw. Rhythmus erkannt. [Goto 2001] verwenden ebenfalls
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auf drei musikalischen Parametern aufbaut. Das sind die Anschlagzeiten der
Noten, Akkordwechsel und bekannte Rhythmusmuster von Schlagzeugern.
Bei der Benutzung dieses Systems werden bereits stark einschränkende An-
nahmen über die Stücke gefällt. So wird beispielsweise für das Grundme-
trum ein 4/4 Takt angenommen. Die Qualität der Ergebnisse dieser Ansätze
schwankt stark, je nachdem welcher Musikrichtung das analysierte Musik-
stück angehört. So wird das Metrum bei Rock- oder Popmusik gut erkannt
(90− 100% Erkennungsrate ), bei Jazzmusik ist die Erkennung jedoch deut-
lich schlechter (75%).
Für die Transkription von einstimmigen Melodien existiert ein System
[Viitaniemi u. Eronen 2003], welches auf einem Hidden-Markov Modell für die
Tonhöhen, einem musikwissenschaftlichen Modell für Vorzeichen und Ton-
arten sowie den Zeitdauern einzelner Klänge basiert. Die Fehlerraten liegen,
selbst bei einfachen, einstimmigen Melodien, zwischen 10 und 20%. Ein Sys-
tem zur Transkription von Klavierstücken mittels eines Blackboardsystems
und neuronalen Netzen wird in [Bello u. a. 2000] beschrieben. Hierbei wer-
den allerdings starke Einschränkungen gemacht. So dürfen die Klänge nur in
einem bestimmten Intervall liegen und es dürfen nicht mehr als drei Klänge
gleichzeitig erklingen. In [Temperley 2002] wird ein regelbasiertes System er-
stellt, um grundlegende, musikalische Strukturen bei der menschlichen Wahr-
nehmung zu erkennen. Für weiteregehende Informationen hierzu siehe [Kink
2005].
6.3 Ontologie für die menschliche, musikalischeWahr-
nehmung
Aufgrund der bestehenden Beschränkungen der bisherigen Ansätze zur for-
malen Repräsentation von Musik wurde in dieser Arbeit ein anderer An-
satz für die formale Darstellung eines Musikstückes gewählt. Die formale
Repräsentation eines Musikstückes erfolgt durch eine Ontologie, welche die
menschliche, musikalische Wahrnehmung berücksichtigt. Abb. 6.1 zeigt einen
Überblick über die wichtigsten Konzepte der Ontologie, deren Implemen-
tierung in OWL erfolgte. Die gezeigte Ontologie ist allerdings nur für die
Darstellung europäischer Musik geeignet. In diesem Zusammenhang zeich-
net sich europäische Musik unter anderem durch das Vorhandensein eines
Metrums und Rhythmuses sowie Tönen und Klängen aus. Weiterhin müs-
sen die Töne und Klänge eine stimmige Melodie bilden und eine mögliche
Begleitung sollte auf europäischen Harmonien basieren. Das schlieÿt bei-
spielsweise einige Kirchenchoräle aus, da die dort verwendeten Harmonien
auf reinen Molldreiklängen basieren. Auch atonale Musik, beispielsweise in-
dische Stücke, sowie elektronische Kompositionen können mit der Ontologie
in ihrer jetzigen Ausbauphase nicht formalisiert werden.
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Abbildung 6.1: Ontologie für die musikalische Wahrnehmung
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Abbildung 6.2: Die Klasse Hörerlebnis.
6.3.1 Hörerlebnis
Eine der wichtigsten Klassen in der Ontologie ist das Hörerlebnis (siehe Abb.
6.2). Ein Hörerlebnis stellt alles hörbare dar und unterteilt sich in drei wei-
tere, disjunkte Untermengen:
1. Ein Klang beschreibt ein Hörerlebnis, welches eine Tonhöhe hat.
2. Ein Geräusch ist ein Hörerlebnis, dass mindestens zwei Frequenzen auf-
weist, aber keine Tonhöhe besitzt. Falls nur eine Hauptfrequenz hörbar
ist, handelt sich um einen Klang, denn durch eine hörbare Hauptfre-
quenz ist die Tonhöhe bereits eindeutig festgelegt.
3. Die dritte Untermenge beschreibt ein Hörerlebnis, bei dem nichts zu
hören ist. Diese Menge repräsentiert somit eine Pause, die in der Musik
oftmals als rhythmisches und stilistisches Mittel eingesetzt wird.
Ein Hörerlebnis besitzt genau einen Anfangs- und Endzeitpunkt, da es
über einen begrenzten Zeitraum stattndet. Mittels der Attribute Frequenz
und Lautstärke wird der Klang eines Hörerlebnisses festgelegt. Die drei Pa-
rameter Zeitdauer, Frequenz und Lautstärke bestimmen physikalisch, welche
musikalischen Ereignisse das menschliche Ohr wahrnehmen kann. Die Fre-
quenz untergliedert sich hierbei noch in eine Haupt- und Nebenfrequenz.
Töne, welche durch Instrumente wie Posaune, Klavier oder Trompete er-
zeugt werden, bestehen aus einem Grundton (Grundfrequenz) und mehreren
gleichzeitig erklingenden Obertönen (Nebenfrequenzen). Die Gesamtheit al-
ler noch zusätzlich zu dem Grundton schwingenden Obertöne ergibt dann
das Frequenzspektrum des Tones (Obertonreihe), welches den charakteristi-
schen Klang eines Instrumentes ausmacht. Für weitere Informationen hierzu
siehe [Kink 2005].
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Hörerlebnisse beeinussen direkt das Metrum- und Rhythmusempnden
des Menschen, weshalb sie in direkter Relation zu ihnen stehen. Indirekt
werden das Metrum- und Rhythmusempnden durch die Lautstärkenver-
hältnisse zweier Hörerlebnisse beeinusst, welches durch die Beziehung be-
einusstPuls modelliert wird.
Klang
Ein Klang wird in der Ontologie vereinfacht durch eine festgelegte Tonhö-
he und Lautstärke dargestellt. Ein realer Klang, welcher sich während seiner
Spieldauer ändert, wird in der Ontologie durch mehrere Klänge kürzerer Zeit-
dauer modelliert. Ein Beispiel soll diese Vorgehensweise näher verdeutlichen:
Ein Geiger spielt einen sehr langen Ton an, versieht ihn nach und nach mit
einem Vibrato und wird dabei lauter (crescendo). In der menschlichen Wahr-
nehmung wird dies als nur ein Klang empfunden. In der Ontologie müsste er
jedoch in kleine Zeitintervalle aufgeteilt werden mit dazugehöriger Tonhöhe,
Frequenzen und entsprechender Lautstärke.
Ein Klang innerhalb eines Musikstückes lässt sich weiter in einen Me-
lodieklang und einen Begleitklang unterteilen. Innerhalb der europäischen
Musik ist diese Aufteilung disjunkt, denn jeder Klang gehört entweder zu
einer Melodielinie oder einer Harmonielinie.
Geräusch
Als Geräusche werden in der Ontologie all diejenigen Hörerlebnisse darge-
stellt, die nicht als Klang oder Pause wahrgenommen werden. Geräusche
werden insbesondere im rhythmischen Bereich eingesetzt. Beispielsweise er-
zeugen Trommeln, im Gegensatz zu Pauken, keine Töne mit denierter Ton-
höhe. In manchen Musikstücken werden Geräusche aus der Umwelt auch
als Stilmittel eingesetzt, wie zum Beispiel Kanonenschläge in Tschaikowsky
Ouvertüre 1812.
Pause
Eine Pause beschreibt ein Hörerlebnis, bei dem über einen bestimmten Zeit-
raum nichts zu hören ist. Die Pause ist ein besonderes Stilmittel in der
Musik und wird oft als Überraschungsmoment verwendet. Auch ist sie ein
wichtiges Mittel zur Gestaltung eines interessanten und abwechslungsreichen
Rhythmuses.
6.3.2 Linien
Die Klasse Linie (siehe Abb. 6.3) dient als Behälter für Ansammlungen von
Objekten gleichen Typs, die eine chronologische Reihenfolge aufweisen. Dem-
zufolge besitzen alle Linien einen Anfangs- und Endzeitpunkt, sowie eine
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Abbildung 6.3: Die Klasse Linie.
zeitliche Sortierung der in ihnen enthaltenen Objekte. Aus oensichtlichen
Gründen ist dies besonders bei der Melodie- und Begleit- und Harmonieli-
nie wichtig. Die von Linie abgeleiteten Klassen sind die Melodie-, Begleit-,
Harmonie- und Lautstärkenverhältnislinie sowie die Pulsfolge.
Melodielinie
Eine Melodielinie beschreibt die fortlaufende Melodie eines Stückes, welche
aus einer Menge von Melodieklängen besteht und in der Regel einstimmig
ist. Menschen erkennen ein Melodiemuster bereits ab drei Klängen, so dass in
der Ontologie mindestens drei aufeinanderfolgende Klänge für die Denition
einer Melodielinie vorhanden sein müssen. Eine Melodielinie bildet sich also
aus einer horizontalen Folge von Melodieklängen. Die Darstellung mehre-
rer Melodielinien, beispielsweise bei einem Kanon, ist ebenfalls möglich. Bei
polyphonen Stücken variiert der Anfangs- und Endzeitpunkt einer Melodie-
linien von Mensch zu Mensch, da es keine objektive, eindeutige Zuordnung
der Klänge zu Melodie oder Begleitung gibt. Auch kann ein Melodieklang
mehreren Melodielinien angehören, beispielsweise wenn sich bei einem Kanon
zwei Melodien kurzzeitig auf einem Ton treen.
Eine Melodielinie übt einen erheblichen Einuss auf den Rhythmus eines
Stückes aus, weshalb eine entsprechende Relation zu dem Konzept Rhythmus
in der Ontologie besteht. Durch die Relation beeinusstZeitmaÿ wird weiter-
hin berücksichtigt, dass eine Melodielinie einen eigenen Rhythmus besitzt
und unter Umständen zusammen mit der Begleitlinie sogar einen eigenen
Rhythmus bildet.
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Abbildung 6.4: Die Klasse Harmonieobjekt.
Begleitlinie
Alle Klänge die nicht zur Melodielinie gehören, werden als Begleitklänge
aufgefasst und bilden die Begleitlinie. Im Gegensatz zur Melodielinie sind
Begleitlinien in der Regel mehrstimmig und bestehen aus mindestens einem
Klang. Die Beziehungen der Begleitlinie zum Rhythmus ähneln denen der
Melodielinie, so dass hier keine nähere Beschreibung erfolgt.
Harmonielinie
Ein Harmonieobjekt (siehe Abb. 6.4) beschreibt eine Harmoniebeziehung
zwischen mindestens zwei Klängen und erklingt immer in einem bestimm-
ten Zeitraum. In diesem Zeitraum müssen die an der Harmonie beteiligten
Klänge gleichzeitig erklingen. Im Gegensatz zur Melodielinie besteht eine
Harmonielinie also aus einer vertikalen Folge von Klängen, nämlich den ein-
zelnen Akkorden. Mit Hilfe der Relationen wirdBeeinusstVonMelodieklang
und wirdBeeinusstVonBegleitklang lässt sich ausdrücken, ob die Harmoni-
en an Melodieklängen oder nur an Begleitklängen beteiligt sind. Mehrere
Harmonieobjekte, es müssen mindestens zwei sein, bilden schlieÿlich eine
Harmonielinie.
Lautstärkenverhältnislinie und Pulsfolge
Die Lautstärkenverhältnislinie fasst die Lautstärkenverhältnisse (siehe Ab-
schnitt 6.3.4) zu einer zeitlich geordneten Linie zusammen. Aus diesen wer-
den dann die Pulse bestimmt, deren chronologische Abfolge die Pulsfolge
bildet.
102 KAPITEL 6. ONTOLOGIEN UND ENTROPIE IN DER MUSIK
Abbildung 6.5: Die Klasse Zeitmaÿ.
6.3.3 Zeitmaÿ
Die Klasse Zeitmaÿ (siehe Abb. 6.5) beschreibt die möglichen Zeiteintei-
lungen eines Musikstückes. Sie bildet eine Oberklasse für alle musikalischen
Zeiteinteilungen eines Stückes und gilt immer für ein bestimmtes Zeitinter-
vall, weshalb jedes Zeitmaÿ einen Anfangs- und Endzeitpunkt besitzt. Jedes
Zeitmaÿ wird von einer Pulsfolge beeinusst, weshalb eine beeinusst Rela-
tion zu der Klasse Pulsfolge besteht. Das Zeitmaÿ untergliedert sich in die
regelmäÿigen und unregelmäÿigen Zeitmaÿe. Unter das regelmäÿige Zeitmaÿ
fallen das Metrum und der Rhythmus. Zeitliche Stilmittel der Musik, wel-
che sich linear verändern (accelerando - schneller werdend oder ritardando
- langsamer werdend) werden unter der Klasse regelmäÿig-unregelmäÿiges
Zeitmaÿ zusammengefasst.
Metrum
In der Musik bezeichnet das Metrum den gleichmäÿigen, unbetonten Grund-
schlag eines Musikstückes. Damit legt das Metrum die Geschwindigkeit des
Stückes fest. In der Ontologie ist das Metrum durch ein Zeitintervall deniert,
welches die Zeitdierenz zwischen zwei Schlägen angibt. Falls die Musik elek-
tronisch erzeugt wurde, muss lediglich die Startzeit angegeben werden, aus
welcher sich dann alle weiteren Intervalle berechnen lassen. Die Zeiteintei-
lung wird aber ungenau, sobald die Musik von Menschen erzeugt wird, denn
das menschliche Zeitgefühl ist nicht perfekt. Aus diesem Grund variieren
die Zeitintervalle zwischen zwei Klängen bei von Menschen erzeugter Musik.
Die Toleranz der menschlichen Wahrnehmung, bis zu der unterschiedlich lan-
ge Zeitintervalle als gleich erkannt werden, hängt im wesentlichen von zwei
Faktoren ab:
1. Je langsamer ein Stück ist, desto gröÿer können die Ungenauigkeiten
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zwischen den Intervallen sein.
2. Jeder Mensch ist unterschiedlich empndlich für zeitliche Schwankun-
gen.
In der Ontologie wird dieser Umstand durch einen Unsicherheitsfaktor mo-
delliert.
Ein Takt ist deniert als die Zusammenfassung von mehreren Schlägen
des Metrums. Diese Schläge bilden eine metrisch geordnete Einheit von be-
tonten und unbetonten Zählzeiten. In der Ontologie ist es mögliche, alle
möglichen Taktarten zu modellieren. Sie müssen allerdings immer auf ein
Zeitintervall beschränkt sein.
Rhythmus
Die Klasse Rhythmus ist ein Behälter für alle möglichen Arten von Rhyth-
men oder Rhythmusmustern. Unter einem Rhythmus versteht man die un-
terschiedlichen Bedeutungen der Tondauern innerhalb eines oder mehrerer
Takte. Diese Tondauern bilden, zum Teil wiederkehrende, Akzentmuster. Nur
selten kommt es vor, dass Rhythmus und Metrum identisch sind. In der Regel
ist der Rhythmus eines Musikstückes wesentlich komplexer und trägt somit
dessen Spannungaufbau bei. Im Jazz oder Blues werden beispielsweise häu-
g Synkopierungen (gegen das Metrum laufende Schläge) und Pausen zur
Gestaltung eines interessanten Rhythmus verwendet.
Regelmäÿig-unregelmäÿiges Zeitmaÿ
In der Klasse Regelmäÿig-unregelmäÿiges Zeitmaÿ werden alle musikalischen
Ereignisse zusammengefasst, bei denen die Zeitabstände untereinander zwar
nicht mehr gleich sind, aber dennoch einen Zusammenhang aufweisen. In
einemMusikstück sind dies beispielsweise solche Stellen, an denen das Tempo
verlangsamt (ritardando) oder beschleunigt (accelerando) wird.
Unregelmäÿiges Zeitmaÿ
Das unregelmäÿige Zeitmaÿ fasst alle Zeitmaÿe zusammen, die nicht unter
die regelmäÿigen Zeitmaÿe fallen. Solche Stellen sind in einem Musikstück
eher selten. Ein Beispiel hierfür wäre eine Kadenz, in welcher ein Musiker
völlig frei improvisieren kann.
6.3.4 Lautstärkenverhältnisse
Bei der Bestimmung eines Zeitmaÿes spielen die Lautstärkenverhältnisse zwi-
schen zwei Klängen eine wichtige Rolle (siehe Abb. 6.6). Wenn auf einen sehr
lauten bzw. leisen Klang plötzlich ein leiser bzw. lauter Klang folgt, wird dies
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Abbildung 6.6: Die Klasse Lautstärkenverhältnisse.
von Menschen als Puls empfunden. Daraus entsteht dann eine Folge von be-
tonten und unbetonten Stellen, welche eine Pulsfolge ergeben. Diese Bezie-
hungen werden durch entsprechende Relationen mit den Klassen Puls bzw.
den Pulsfolgen formalisiert. Da in OWL keine ternären Relationen möglich
sind, wurde die Verbindung des Lautstärkenverhältnisses mit den dazugehö-
rigen Klängen über Kardinalitätsrestriktionen realisiert.
6.3.5 Puls
Der Begri Puls (siehe Abb. 6.7) steht für eine Art Impuls, der vor allem
gefühlt wird. Er entsteht hauptsächlich durch plötzliche Lautstärkeverände-
rungen, welche bestimmte Stellen in einem Musikstück besonders wichtig
erscheinen lassen. Beispielsweise entsteht ein Puls, wenn ein sehr langer, lei-
ser Ton durch einen kurzen, lauteren Ton, unterbrochen wird. Das Anspielen
eines Tones erzeugt ebenfalls einen Puls, allerdings können solche Pulse un-
terschiedlich stark ausfallen. Die Stärke eines Pulses hängt primär davon ab,
wie ein Ton angespielt wird. Wenn der Ton hart angespielt wird, empn-
den Menschen diesen Ton wichtiger als einen weich angestoÿenen. Aufgrund
dessen steht die Klasse Puls in enger Relation zu den Lautstärkeverhältnis-
sen, denn aus ihnen bestimmt sich der Puls. Desweiteren wird der Puls auch
direkt durch Hörerlebnisse, beispielsweise einen Pauken- oder Beckenschlag
beeinusst. Aus der chronologische Anordnung der Pulse ergibt sich eine
Pulsfolge,welche wiederum das Zeitmaÿ, insbesondere Metrum und Takt,
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Abbildung 6.7: Die Klasse Puls.
Abbildung 6.8: Die Klasse Musikstück.
beeinusst.
6.3.6 Musikstück
Die Klasse Musikstück (siehe Abb. 6.8) beschreibt ein gehörtes Musikstück.
Es ist allerdings schwierig, grundlegende Gemeinsamkeiten von Musikstücken
festzulegen, da sie in der Regel sehr unterschiedlich gestaltet sind. Die Mu-
sikstücke, welche mit der Ontologie modelliert werden sollen, müssen eine
gewisse Zeitdauer aufweisen, womit ein Start- und Endzeitpunkt bestimmt
werden kann. Ferner wird das Vorhandensein von mindestens einem Zeitmaÿ
sowie einer Linie (Melodie-, Begleit- oder Harmonielinie) vorausgesetzt. Das
lässt sich damit begründen, dass einfache Lieder meistens alle eine Melodie-
linie und ein Metrum aufweisen. Hintergrundmusik, bei der eine Melodielinie
fehlt, besteht im Gegensatz dazu aus einer oder mehreren Begleitlinie und
einem Metrum. Selbst das Aneinanderreihen von Akkorden (Harmonielinie)
kann als Musik angesehen werden.
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Abbildung 6.9: Die Klasse Datentypen.
6.3.7 Datentypen
Die Klasse Datentypen (siehe Abb. 6.9) aggregiert grundlegende Datentypen,
welche von den übrigen Klassen durch unterschiedliche Relationen genutzt
werden können. Diese Vorgehensweise ermöglicht einen einfachen Austausch
der verwendeten Datentypen. Die Frequenz wird momentan beispielsweise
durch eine einfache Zahl dargestellt. Sie könnte jedoch durchaus komplexer
modelliert werden, falls eine genauere Denition in einer anderen Ontologie
gegeben wäre, welche dann einfach den Datentyp Frequenz in dieser Klas-
se ersetzt. Somit ist eine Erweiterbarkeit der Ontologie gegeben. Folgende






Die Frequenz zeigt die Frequenz eines Klanges in Hertz an. Je nach ver-
wendeter Relation werden damit die Haupt- oder Nebenfrequenzen eines
Klanges dargestellt.
Die Lautstärke gibt die Lautstärke eines Klanges in dB an. Die fest de-
nierte Lautstärke Unhörbar dient hierbei zur Modellierung von Pausen.
Die Zeitdierenz gliedert sich in zwei weitere Unterklassen auf:
1. KleinstesWahrnehmbaresIntervall beschreibt das kleinste Zeitintervall,
welches Menschen noch als solches empnden können.
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2. MenschlicheZeitlicheUngenauigkeit gibt die Abweichung zweier Zeitin-
tervalle an, bis zu der sie vom Menschen als regelmäÿig empfunden
werden. Hierfür existiert kein exakter Wert, denn diese Abweichung
unterscheidet sich bei jedem Menschen geringfügig.
Die Sortierung ist eine Hilfskonstruktion, welches es ermöglicht, Inhalte
bestimmter Klassen nach verschiedenen Kriterien zu sortieren. Die chrono-
logische Sortierung von Klangereignissen ist die einzige, für diese Ontologie
relevante Sortierung, weshalb hierzu eine entsprechende Unterklasse existiert.
6.3.8 Implementierung der Klasse Hörerlebnis
Anhand der Klasse Hörerlebnis (siehe Abb. 6.2) soll exemplarisch die Imple-
mentierung der Ontologie mit Protégé in OWL gezeigt werden. Da ein Hö-
rerlebnis alles hörbare darstellt, überdeckt es sämtliche Unterklassen. Dieser
Sachverhalt wird durch das Covering Axiom verdeutlicht:
∪ Geräusch ∪ Klang ∪ Pause
Relationen, welche zu der Domäne eines Hörerlebnisses gehören, werden
im folgenden dargestellt. Die kursiv gedruckten Klassen rechts der Pfeile
stellen den Bildbereich der Relationen dar.
• beginntZumZeitpunkt −→ Zeitpunkt
• endetZumZeitpunkt −→ Zeitpunkt
• hatFrequenz −→ Frequenz
• hatLautstärke −→ Lautstärke
• höererlebnisBeeinussPuls −→ Puls
Die Tatsache, dass jedes Hörerlebnis genau einen Startpunkt aufweist, wird
durch eine Kardinalitätsrestriktion auf der Relation beginntZumZeitpunkt
ausgedrückt:
= beginntZumZeitpunkt = 1
Die UnterklasseKlang verwendet das Designmuster ValuePartition (siehe
Abschnitt 2.3), um zu erkennen, ob eine Klang ein Melodie- oder Begleit-
klang ist. Dazu wurde eine MelodyValuePartition, mit den zwei Unterklassen
JA und NEIN (siehe Abb. 6.10), gebildet. Die Relation gehörtZuMelodie ver-
bindet einen Klang mit einer MelodyValuePartition. Durch die Restriktion
∃ gehörtZuMelodie JA
wird ausgedrückt, dass ein Klang zu einer Melodie gehört. Um einen Begleit-
klang darzustellen wird analog dazu folgende Restriktion verwendet:
∃ gehörtZuMelodie NEIN
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Abbildung 6.10: Designmuster ValuePartition.
Insgesamt besteht die Ontologie in ihrer jetzigen Form aus 140 Klassen
und ebensovielen Relationen und Attributen. Eine OWL-Implementierung
der Klasse Klang ist in Abb. 6.11 gezeigt.
6.4 Distanz zwischen Thema und Variation
Zur Validierung des in Kapitel 5 vorgestellten Distanzmaÿes wurden ver-
schiedene Musikstücke mittels der Ontologie formalisiert und miteinander
verglichen. Die ausgewählten Musikstücke sind das Thema der Klaviersonate
in A-Dur (KV 331) von Wolfgang Amadeus Mozart, sowie zwei Variationen
hiervon und das Rondo Alla Turca. Das Thema der Sonate soll mit der ers-
ten und vierten Variation des Themas verglichen werden. Da musikalisch das
Thema in den Variationen in verschiedener Art und Weise verarbeitet wird,
sollte das Distanzmaÿ Ähnlichkeiten zwischen den Stücken erkennen. Ein
Vergleichsstück, der türkische Tanz, welcher nicht zur Sonate gehört, sollte
hingegen keine Ähnlichkeit mit dem Thema aufweisen. Für einen Vergleich
der Stücke untereinander wurde jeweils eine Periode, das sind in den be-
trachteten Musikstücken acht Takte, ausgewählt. Eine Periode bezeichnet in
der Musikwissenschaft eine Struktureinheit in Ablauf und Gliederung eines
Musikstücks und eignet sich damit zum Vergleich der Stücke.
6.4.1 Strukturierungskriterien
Zur Strukturierung der Musikstücke durch die relative Entropie wurden be-
stimmte Aspekte der Musikstücke durch die Ontologie formalisiert und näher
untersucht. Insbesondere wurden die Melodie-, Harmonie- und Begleitlinien
näher betrachtet. Die Melodielinie wurde anhand der Melodieführung, des
Pulses und der Noten in der Melodie bzw. deren Umspielung in den Variatio-
nen analysiert. Die Harmonien, deren Pulse und die tatsächlich verwendeten






























Abbildung 6.11: Darstellung eines Ausschnittes der Klasse Klang in OWL
Syntax.
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Noten in den Akkorden dienten zur Untersuchung der Begleitlinie. Für wei-
tere Informationen zur Analyse eines Musikstückes siehe [Frisius 1984].
Melodieführung
Die Melodieführung betrachtet die Auf- und Abwärtsbewegungen sowie die
gleichbleibende Fortführung einer Melodie. Für den Vergleich der Musik-
stücke wird die Anzahl der jeweiligen Melodiebewegungen pro Takt betrach-
tet, immer in Relation zu der Gesamtzahl der erklingenden Töne. Falls in
einem Takt nur wenige Töne vorkommen, sind die Gestaltungsmöglichkeiten
hinsichtlich der Melodieführung geringer als bei dem Vorhandensein vieler
Töne. Die Untersuchung dieses Aspektes einer Melodielinie erlaubt somit eine
Aussage über die Ähnlichkeit des Verlaufes der Melodien. Die Melodiefüh-
rung ist als einziges Kriterium nicht direkt durch eine Klasse modellierbar,
sondern ergibt sich indirekt aus dem Tonhöhenunterschied zweier aufeinan-
derfolgender Klänge.
Melodietöne
Hier werden die Töne des Themas und deren Umspielung in den Variatio-
nen untersucht. Dazu wird der relative Anteil der melodiegebenden Töne des
Themas pro Takt betrachtet und mit den Variationen bzw. der Vergleich-
speriode aus Alla Turca verglichen. Dieser Vergleich gibt an, welche Noten
des Themas in den Variationen wiederverwendet, hinzugekommen oder weg-
gelassen wurden.
Puls
Die Analyse des Pulses geschieht bei der Melodie- als auch bei der Begleitlinie
gleich. Es werden hierbei die Anschläge pro Takt gezählt, d.h. wieviele Noten
insgesamt pro Takt die Melodie bzw. die Begleitlinie bilden. Die musikalische
Aussagekraft des Pulses ist aufgrund seiner Einfachheit nicht so hoch wie die
der anderen, untersuchten Aspekte.
Harmonien
Die Harmonien stellen die relative Anzahl und Art der Akkorde pro Takt dar.
Ähnliche Akkorde, beispielsweise ein Dominant- und Dominant-Sept Akkord,
werden von dem Distanzmaÿ als völlig unterschiedlich bewertet, was bei einer
weitergehenden Strukturierung berücksichtigt werden müsste.
Töne der Begleitung
Bei der Analyse der Begleittöne wird ähnlich wie bei den Melodietönen vor-
gegangen. Es wird untersucht, welche Töne des Akkordes wirklich erklingen
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Abbildung 6.12: Erste Periode des Themas der Klaviersonate in A-Dur von
Wolfgang Amadeus Mozart.
und ob Übergangstöne zwischen den Akkorden eines Taktes existieren, falls
mehrere Akkorde in einem Takt vorhanden sind.
6.4.2 Formalisierung
In Abb. 6.12 ist die erste Periode des Themas der Sonate in A-Dur von Wolf-
gang Amadeus Mozart dargestellt. Aus Gründen der Übersichtlichkeit sind in
Abb. 6.13 nur die ersten vier Takte der Formalisierung des Stückes mittels
der Ontologie für die menschliche, musikalische Wahrnehmung dargestellt.
Ebenso wurde auf eine Darstellung der Instanzen der Klasse Puls sowie der
Melodieführung verzichtet. Der Wurzelknoten der Ontologie ist eine Instanz
der Klasse Musikstück, welche das Thema der Sonate in A-Dur verkörpert.
Für das Thema wurden die Melodielinie, die Harmonielinie und die Begleit-
line formalisiert, aus denen das Musikstück aufgebaut ist. Die dargestellten
Instanzen gehören zu den gleichnamigen Klassen Melodielinie, Harmonilinie
und Begleitlinie.
Den Strukturierungskriterien entsprechend wurden bei der Darstellung
der Melodielinie die vorkommenden Melodieklänge gleicher Tonhöhe der Ein-
fachheit halber zu einer Instanz zusammengefasst. In dem ersten Takt des
Themas kommen beispielsweise die Töne cis, d und e vor, so dass sie jeweils
eine Instanz der Klasse Melodieklang bilden. Mit der Relation hatMelodie-
Klang wird angezeigt, dass sie der Melodie des Themas angehören. Der erste
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Teil des Namens der Instanz zeigt dabei den konkreten Ton an, der letzte
Teil, in welchem Takt er vorkommt, so dass gleiche Töne, welche in unter-
schiedlichen Takten vorkommen eindeutig zu unterscheiden sind und visuell
schnell erfassbar sind. Die konkreten Tonhöhen und andere wichtige Para-
meter werden durch Attribute der Instanzen repräsentiert, welche aber aus
Übersichtlichkeitsgründen in der graphischen Darstellung weggelassen wur-
den. Die Relation gehörtZuTakt gibt an, in welchem Takt die Töne vorkom-
men. Die Bedeutung dieser Relation ist für alle weiteren Instanzen gleich,
d.h. sie zeigt die Zugehörigkeit zu einem bestimmten Takt an, was eine ein-
fache zeitliche Sortierung darstellt.
Die Instanzen der Harmonielinie, welche zur Klasse Harmoniebjekt ge-
hören, geben die in dem Stück vorkommenden Harmonien an, dargestellt
durch die Relation hatHarmonie. Die Beschriftung der Instanzen für den
letzten Teil des Namens gleicht dem der Melodielinie. Der erste Teil zeigt an,
welche Harmonie erklingt, wobei die Akkordnotation aus der Musiktheorie
übernommen wurde [Frisius 1984]. Groÿbuchstaben zeigen einen Dur-Akkord
an, Kleinbuchstaben einen Moll-Akkord und die Zahl 7 direkt hinter einem
Akkordnamen weist darauf hin, dass es sich um einen Sept-Akkord handelt.
Die Darstellung der Begleitlinie erfolgt analog zu derjenigen der Melo-
dielinie. Es werden ebenfalls die vorkommenden Noten des Akkordes und
mögliche Durchgangsnoten zusammenfassend für jeden Takt dargestellt. Die
Instanzen gehören hier also der Klasse Begleitklang an. Der Buchstabe B
zwischen dem ersten und letzten Teil gibt an, dass die Töne zur Begleitung
gehören. In Abb. 6.14 und Abb. 6.15 ist das Notenbild der ersten Variation
des Themas der Sonate sowie die dazugehörige Formalisierung durch die On-
tologie dargestellt. Abb. 6.16 stellt die vierte Variation des Themas dar. Die
Formalisierung ist in Abb. 6.17 zu sehen. Die Vergleichsperiode aus dem Mit-
telteil von Alla Turca gibt Abb. 6.18 wieder, die dazugehörige Formalisierung
durch die Ontologie ndet sich in Abb. 6.19 wieder.
6.4.3 Ergebnisse
Die relative Entropie wurde auf die im vorigen Abschnitt beschriebenen On-
tologien angewandt, um die Distanz zwischen dem Thema der Sonate und
den Variationen bzw. einer Vergleichsperiode aus Alla Turca zu bestimmen.
Die relative Entropie gibt in diesem Anwendungfall die durchschnittliche In-
formation in Bits an, dass das Thema mit Wahrscheinlichkeitsverteilungen p
nicht in den Variationen mit Wahrscheinlichkeitsverteilungen q verarbeitet
wird. Eine kleine Distanz bedeutet somit eine weitgehende Verarbeitung des
Themas in den Variationen. Falls keine Verarbeitung des Themas erfolgte,
ergibt sich eine groÿe Distanz.
Der Vergleich der Musikstücke wurde taktweise, jeweils für ein in Ab-
schnitt 6.4.1 beschriebenes Kriterium, durchgeführt und die sich daraus er-
gebenden Distanzen für die gesamte Periode aufsummiert. Falls in den Va-
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Abbildung 6.13: Formalisierung des Vordersatzes des Themas der Klavier-
sonate in A-Dur durch die Ontologie für musikalische Wahrnehmung. Aus
Übersichtlichkeitsgründen sind nur die Instanzen der ersten vier Takte dar-
gestellt. Weggelassen wurden die Attribute der Instanzen und die dazugehö-
rigen Klassen.
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Abbildung 6.14: Erste Variation des Themas der Sonate in A-Dur von Wolf-
gang Amadeus Mozart.
riationen und der Periode aus Alla Turca die relative Häugkeit eines Merk-
males nicht vorhanden, also Null war, wurde die Wahrscheinlichkeit auf den
Wert 10−5 gesetzt. Die Annäherung an Null ist für die betrachtete Anwen-
dung ausreichend, da der Ereignisraum pro Takt mit maximal 25 Ereignissen
im Vergleich klein ist. Damit wird eine Berechnung der relativen Entropie
garantiert, und gleichzeitig eine hohe Distanz erreicht, falls ein Merkmal in
p aber nicht in q vorhanden ist. Die Distanz beträgt ca. 16 bits, falls p
aus einem Ereignis mit Wahrscheinlichkeit 1 besteht, und das entsprechende
Ereignis in q mit 10−5 näherungsweise angegeben wird.
Eine beispielhafte Darstellung für den Vergleich der Melodietöne ndet
sich in Abb. 6.20. Die Gewichte an den Kanten der Relation hatMelodie-
Klang zeigen die relative Häugkeit des Tones in dem dazugehörigen Takt
an. Pro Takt summieren sich die einzelnen Gewichte zu eins, da die Distanzen
taktweise berechnet werden. Die schwarz beschrifteten Gewichte repräsentie-
ren dabei die Häugkeiten der Klänge im Thema, die grün beschrifteten in
diesem Beispiel die Häugkeiten der Melodieklänge in Variation vier. Die
Gewichte der Variation müssen sich hierbei nicht auf eins summieren, da die
gezeigte Ontologie das Thema formalisiert und in der Variation unter Um-
ständen zusätzliche Töne mit dazugehöriger Häugkeit hinzugekommen sein
können. Da die zusätzlichen Töne im Thema p nicht vorkommen, ergibt sich
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Abbildung 6.15: Formalisierung des Vordersatzes der ersten Variation des
Themas der Sonate in A-Dur durch die Ontologie für musikalische Wahrneh-
mung. Aus Übersichtlichkeitsgründen sind nur die Instanzen der ersten vier
Takte dargestellt. Weggelassen wurden die Attribute der Instanzen und die
dazugehörigen Klassen.
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Abbildung 6.16: Vierte Variation des Themas der Sonate in A-Dur von Wolf-
gang Amadeus Mozart.
p(x) = 0, wobei x der zusätzliche Ton in der Variation sei. Mit
lim
x→0
x log x = 0
folgt, dass die relative Entropie für diesen Ton Null ist. Die Relation gehört-
ZuTakt wird mit keinem Gewicht versehen, denn sie zeigt die Zugehörigkeit
der Töne an, was kein Vergleichskriterium war. Ebensowenig sind Gewichte
an den drei hat Relationen zu nden, da für die Linien kein Vergleichs-
kriterium festgelegt wurde. Analog zu Variation vier wurde Variation eins
sowie die Vergleichsperiode aus Alla Turca dargestellt und verglichen. Die
Wahrscheinlichkeitsverteilungen pro Takt für die einzelnen Kriterien und die
dazugehörigen Distanzen nden sich in übersichtlicher, tabellarischer Form
in Anhang A.
Die Strukturierung der Ontologien anhand der Melodietöne zwischen
Thema der Sonate und den Variationen eins und vier, sowie dem Ausschnitt
aus Alla Turca, ergab folgende Distanzen:
DMelodieklang(Thema||V ariation1) = 5.86
DMelodieklang(Thema||V ariation4) = 2.19
DMelodieklang(Thema||AllaTurca) = 61.17
Die erste Variation umspielt die Töne der Melodie des Themas mit Sechzehn-
teln, kommt dabei aber immer wieder auf die Melodietöne zurück. Die vierte
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Abbildung 6.17: Formalisierung des Vordersatzes der vierten Variation des
Themas der Sonate in A-Dur durch die Ontologie für musikalische Wahrneh-
mung.Aus Übersichtlichkeitsgründen sind nur die Instanzen der ersten vier
Takte dargestellt. Weggelassen wurden die Attribute der Instanzen und die
dazugehörigen Klassen.
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Abbildung 6.18: Eine Periode des Türkischen Tanzes von Wolfgang Amadeus
Mozart als Vergleichsstück.
Variation weist im wesentlichen die gleichen Melodietöne wie das Thema auf,
und umspielt diese nur mit sehr wenigen Durchgangstönen, weshalb hier die
Distanz zur Melodie des Thema geringer ist als bei Variation eins. Der türki-
sche Tanz (Alla Turca) weist hingegen keine Ähnlichkeit mit den Tönen der
Melodie auf. Aufgrund der gleichen Tonart erklingen aber in einigen Takten
des Rondos Töne der Themamelodie.
Ein Vergleich der Melodieführung, d.h. der tonalen Aufwärts-, Abwärts-
und gleichbleibenden Bewegungen der Melodienoten ergab ein anderes Bild:
DMelodiefuehrung(Thema||V ariation1) = 6.16
DMelodiefuehrung(Thema||V ariation4) = 16.03
DMelodiefuehrung(Thema||AllaTurca) = 57.48
Aufgrund der Sechzehntelbewegungen in der ersten Variation ergeben sich für
die Melodiebewegung sehr viele Möglichkeiten. Sie folgt jedoch gröÿtenteils
der Melodiebewegung des Themas, wobei die gleichbleibenden Weiterbewe-
gungen der Melodie meistens umspielt werden, was eine Vergröÿerung der
Distanz bewirkt. Die Melodiebewegung in der vierten Variation unterschei-
det sich dagegen erheblich von derjenigen des Themas, weil insbesondere in
den ersten beiden Takten des Vorder- und Nachsatzes nur eine Auf- und Ab-
wärtsbewegung der Melodie stattndet. Das Thema hingegen umfasst noch
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Abbildung 6.19: Formalisierung einer Periode des Türkischen Tanzes durch
die Ontologie für musikalische Wahrnehmung. Aus Übersichtlichkeitsgründen
sind nur die Instanzen der ersten vier Takte dargestellt. Weggelassen wurden
die Attribute der Instanzen und die dazugehörigen Klassen.
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Abbildung 6.20: Gewichtung der relativen Häugkeiten der Melodietöne pro
Takt. Die schwarzen Zahlen geben die relative Häugkeit der Melodietö-
ne desThemas p an, die grünen Zahlen diejenigen der vierten Variation q.
Analog wurden die Häugkeiten für die anderen Relationen bzw. Struktu-
rierungskriterien dargestellt.
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eine zusätzliche Aufwärts- sowie Gleichbleibende Bewegung. Auch hier ndet
sich keine Ähnlichkeit der Melodiebewegung des Themas in dem türkischen
Tanz wieder, da es pro Takt, bis auf eine Ausnahme, entweder nur Auf- oder
Abwärtsbewegungen gibt.
Die letzte Vergleichsmöglichkeit für die Melodie betrachtet die relative
Anzahl der Pulse pro Takt. Damit ergibt sich für die erste Variation eine
gröÿere Distanz als für die vierte, da die erste sehr viele Sechzehnteltöne
aufweist. In der vierten Variation ist dagegen die Anzahl der Pulse der Me-
lodie denen des Themas sehr ähnlich. Auf einen Vergleich mit Alla Turca
wurde verzichtet, da das Grundmetrum bereits verschieden ist.
DMelodiePuls(Thema||V ariation1) = 3.36
DMelodiePuls(Thema||V ariation4) = 0.13
Zum Vergleich der Begleitung wurde zunächst die Harmonielinie der
Stücke betrachtet. Hier ergab sich kein Unterschied der ersten Variation zum
Thema, da die gleichen Akkorde erklingen. Der Unterschied zur vierten Va-
riation erscheint recht groÿ, jedoch hat sich nur eine Harmonie geändert. Die
groÿe Änderung resultiert daher, dass der Ereignisraum des verantwortlichen
Taktes aus nur zwei Akkorden besteht. Das Nichtvorhandensein eines Ak-
kordes löst demzufolge bereits eine groÿe Änderung aus. In Alla Turca sind
dagegen bis auf zwei Takte sämtliche Harmonien unterschiedlich:
DHarmonie(Thema||V ariation1) = 0.00
DHarmonie(Thema||V ariation4) = 7.80
DHarmonie(Thema||AllaTurca) = 75.06
Im nächsten Schritt wurde untersucht, welche Töne der Harmonien ange-
spielt wurden und wie oft. Hier ergaben sich für beide Variationen ähnliche
Distanzen. Die Ähnlichkeit rührt vor allem daher, dass in beiden Variationen
gebrochene Akkorde verwendet werden. Ein Groÿteil des Unterschiedes zwi-
schen dem Thema und der vierten Variation lässt sich auf eine unterschied-
liche Harmonie in Takt drei zurückführen, da diese zum Teil aus anderen
Tönen besteht. In der ersten Variation wurde hingegen in Takt sieben der
Grundton eines Akkordes weggelassen, weshalb sich in diesem Takt im Ver-
gleich zu den anderen eine groÿe Distanz ergibt. Der markante Unterschied
zu Alla Turca bleibt bestehen, wobei in einigen Takten aufgrund der gleichen
Tonart nur moderate Unterschiede auftreten:
DBegleitklang(Thema||V ariation1) = 9.20
DBegleitklang(Thema||V ariation4) = 9.05
DBegleitklang(Thema||AllaTurca) = 49.04
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Der letzte Vergleich befasst sich, wie bei dem Vergleich der Melodielinie,
mit dem Puls der Begleitung. Die Unterschiede hierbei sind vor allem auf die
gebrochenen Akkorde im sechzehntel Rhythmus zurückzuführen. In der ers-
ten Variation werden die gebrochenen Akkorde erst im Nachsatz eingesetzt,
so dass sich hier eine kleine Distanz ergibt. Aufgrund des unterschiedlichen
Metrums wurde, wie bei der Melodie, auf einen Vergleich mit Alla Turca
verzichtet.
DBegleitPuls(Thema||V ariation1) = 5.90
DBegleitPuls(Thema||V ariation4) = 11.69
Insgesamt betrachtet ergibt sich für den Vergleich der Melodien ein ähn-
licher Wert der Distanz zwischen dem Thema und den Variationen. Die Di-
stanz zu Alla Turca ist bedeutend gröÿer, obwohl der Puls nicht berücksich-
tigt wurde.
DMelodie(Thema||V ariation1) = 15.38
DMelodie(Thema||V ariation4) = 18.30
DMelodie(Thema||AllaTurca) = 118.65
Bei der Betrachtung der Begleitung ergibt sich ein ähnliches Bild. Die
Distanz zwischen Thema und Variation vier ist hier allerdings gröÿer als
zwischen Thema und Variation eins, was sich zum Teil aus dem etwas ver-
fälschenden Vergleich der Harmonien ergibt. Die Distanz zu Alla Turca ist
ebenfalls wieder markant gröÿer.
DBegleitung(Thema||V ariation1) = 15.10
DBegleitung(Thema||V ariation4) = 28.54
DBegleitung(Thema||AllaTurca) = 124.10
Die Distanzen für die Melodie und Begleitung repräsentieren also zu-
verlässig den gegebenen, musikalischen Sachverhalt. Eine Verarbeitung des
Themas erfolgt in den Variationen eins und vier, woraus sich die kleine Ab-
stände ergeben. Eine groÿer Abstand zwischen Alla Turca und dem Thema
zeigt keinerlei Verarbeitung des Themas in Alla Turca an, was den musika-
lischen Tatsachen entspricht.
6.5 Fazit
Die Vorgehensweise zur Darstellung der menschlichen, musikalischen Wahr-
nehmung mittels Ontologien stellt einen neuen Ansatz zur formalen Reprä-
sentation von gehörter Musik (Transkription) dar. Bisherige Ansätze basie-
ren auf Frequenzanalysen der Musikstücke und anschlieÿenden Lernverfahren
[Audi 2004]. Hierbei werden meistens lediglich einzelne Aspekte des Musik-
stückes analysiert, beispielsweise Melodie, Begleitung oder Rhythmus, oder
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es bestehen Einschränkungen hinsichtlich der analysierten Musikstücke, d.h.
es sind nur bestimmte Musikstücke zur Analyse mit dem betrachteten Ver-
fahren geeignet.
Der vorgestellte Ansatz ermöglicht es, ein europäisches Musikstück mit-
tels einer Ontologie vollstandig in einem Rechner zu repräsentieren. Dazu
muss ein menschlicher Zuhörer, u.U. mit Hilfe einer Partitur, ein gehörtes
Musikstück durch die Ontologie formalisieren. Mit dieser Darstellung können
die Musikstücke anschlieÿend mittels der relativen Entropie, wie gezeigt, ef-
fektiv und zuverlässig strukturiert werden. Die Strukturierungskriterien sind
dabei frei wählbar, müssen aber durch explizite oder (automatisch) abgelei-
tete Relationen in der Ontologie darstellbar sein.
Mit einer Erweiterung der Ontologie sollte es auch möglich sein, den
wichtigen Aspekt der Emotionen bei der Wahrnehmung von Musik mitauf-
zunehmen. Mit dieser Erweiterung und der Tatsache, dass durch Ontologien
ein Kontext gegeben ist, aus dem eventuell eine Semantik ableitbar ist, kann
ein erster Schritt zur Modellierung von Kreativität erfolgen. Kreativität ist
hierbei deniert als das Hinzufügen oder Ändern von Konzepten, und damit
auch Ideen, zu einer bestehenden Semantik.




In dieser Arbeit wurden entropiebasierte Distanzmaÿe für ihre Anwendung
zur Strukturierung von Ontologie bzw. des durch sie aufgespannten Wissens-
raumes näher untersucht. Dazu werden zunächst in Abschnitt 2.1 Ontologien
als formale, explizite Konzeptualisierung einer bestimmten Wissensdomäne
vorgestellt sowie deren mögliche Repräsentationen vorgestellt. Abschnitt 2.2
ging näher auf bekannte Strukturierungsmaÿe aus der Computerlinguistik
und dem Information-Retrieval (IR) ein und grenzt diese von den unter-
suchten, entropiebasierten Distanzmaÿen ab. In Abschnitt 2.3 wurden die
historischen und theoretischen Grundlagen der Entropie vorgestellt, als auch
die untersuchten, entropiebasierten Distanzmaÿe eingeführt.
In Kapitel 3 wurde ein theoretisches Modell zur Strukturierung von Wis-
sen vorgeschlagen, dem vergleichend eine klassische Vorgehensweise zur Struk-
turierung von Daten vorangestellt wurde. Die vom Karlsruher Ansatz für
Wissensforschung übernommene Denition von Information als Möglichkeits-
ausschluss imWissenraum undWissen als semantischer Information fügt sich
gut in das vorgestellte Modell ein. Der Möglichkeitsausschluss wird vereinfa-
chend Wahrscheinlichkeitsverteilung angesehen, welcher somit die Grundlage
für eine weitergehende Strukturierung des Wissens bildet. Die Wahrschein-
lichkeitsverteilungen müssen dabei nicht notwendigerweise eine objektive,
d.h. frequenzbasierte Interpretation aufweisen, sondern können auch sub-
jektive (degree-of-belief) Bedeutungen besitzen. Mit Hilfe der Wahrschein-
lichkeitsverteilungen können entropiebasierte Distanzmaÿe deniert werden,
welche für die Strukturierung des durch die Ontologien aufgespannten Wis-
sensraumes untersucht wurden.
Als erstes entropiebasiertes Distanzmaÿ wurde die gegenseitige Informa-
tion für ihre Anwendung auf Ontologien untersucht. Dafür musste zuerst
die Bedeutung von Zufallsvariablen und die Zuweisung der Wahrscheinlich-
keitsverteilungen zu den Konzepten der Ontologie deniert werden. Die be-
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dingten Wahrscheinlichkeiten, welche für die Berechnung der gegenseitigen
Information erforderlich sind, werden den Relationen, also Kanten zwischen
den Konzepten, zugewiesen. Damit kann die gegenseitige Information als
die Reduktion der Unsicherheit eines Konzeptes durch Kenntnis eines an-
deren, davon abhängigen Konzeptes, deniert werden. Die Denition wurde
auf mehrere Konzepte erweitert und in einem letzten Schritt für die An-
wendung auf Graphen, durch welche Ontologien dargestellt werden können,
verfeinert. Hierzu wird nicht nur der kürzeste Pfad zwischen den Konzepten
betrachtet, sondern auch längere Pfade, wobei diese einen hinreichend groÿen
Informationsgewinn liefern müssen. Damit ist eine genauere Strukturierung
von Ontologien möglich als bei bisherigen Maÿen, weil diese immer nur die
kürzesten Pfade zwischen Konzepten betrachten. Anschlieÿend wurden noch
zwei weitere Anwendungsmöglichkeiten der gegenseitigen Information auf
Ontologien vorgestellt. Die erste ermöglicht eine optimale, informationstheo-
retische Strukturierung des Graphen. Mit Hilfe der zweiten, vorgestellten
Anwendungsmöglichkeit kann das kleinste, gemeinsame Elternkonzept zwi-
schen zwei Konzepten berechnet werden. Ein Problem bei der Verwendung
der gegenseitigen Information als Distanzmaÿ sind die benötigten, bedingten
Wahrscheinlichkeiten, welche sich aus den Verbundverteilungen berechnen
lassen. Die Komplexität solcher Verteilungen ist bei groÿen Ontologien sehr
hoch, was eine Berechnung der bedingten Wahrscheinlichkeiten schwierig ge-
staltet. Aus diesem Grund wurde in Kapitel 5 die einfacher zu berechnende
relative Entropie als Strukturierungsmaÿ untersucht.
In Kapitel 4 wurde eine Ontologie für die Flutkatastrophenvorsorge (Flu-
tontologie) erstellt, die in Zusammenarbeit mit dem Institut für Wasser-
wirtschaft und Kulturtechnik entstanden ist. Der Entwicklungprozess der
Ontologie folgte einem Standardentwicklungsmodell und sie wurde in ei-
ner standardisierten, XML-basierten Sprache (DAML+OIL) implementiert.
Die Flutontologie gewährleistet eine eindeutige Betrachtung der verschie-
denen, beteiligten Wissensdomänen auf das Gebiet des Risikomanagements
für Hochwässer. Damit ist eine einheitliche, semantische Grundlage für die
Lokalisierung und Bereitstellung von domänenspezischem Wissen für Wis-
senschaftler, welche in diesem Bereich tätig sind, geschaen worden. Der
Diskursbereich der Flutontologie muss dazu die grundlegenden Aspekte der
Flutkatastrophenvorsorge sowie Präventionsmaÿnahmen abdecken. Die we-
sentlichen meteorologischen als auch hydrologischen Prozesse, welche bei der
Hochwasserbildung eine Rolle spielen, mussten für eine zuverlässige Reprä-
sentation der Flutkatastrophenvorsorge ebenfalls mit in die Flutontologie
aufgenommen werden.
In Kapitel 5 wurde die Anwendung der relativen Entropie auf Ontologi-
en untersucht. Es wurden mehrere Gründe für die Benutzung der relativen
Entropie als Strukturierungsmaÿ für Ontologien angegeben. Ein wichtiger
Grund stellte die Ähnlichkeit der informationstheoretischen Denition der
relativen Entropie mit der Wissensdenition des Karlsruher Ansatzes als
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Möglichkeitsausschluÿ im Wissensraum dar. Für die Benutzung der relati-
ven Entropie als Distanzmaÿ müssen, wie bei der gegenseitigen Information,
Wahrscheinlichkeitsverteilungen auf der Ontologie deniert werden. Die Be-
deutung der Wahrscheinlichkeitsverteilungen wurde bewusst oen gelassen,
sie müssen lediglich die Kolmogorov Axiome erfüllen. Die einzelnen Wahr-
scheinlichkeiten werden dann den Kanten zwischen den Konzepten, also den
Relationen zwischen ihnen, zugewiesen.
Nachdem die Wahrscheinlichkeitsverteilungen zugewiesen wurden, kann
eine Distanz zwischen den zu vergleichenden Ontologien bestimmt werden.
Eine kleine Distanz bedeutet, dass sich die Ontologien ähnlich sind, eine
groÿe Distanz zeigt wesentliche Unterschiede an. Die Bedeutung der Distanz
ergibt sich jeweils aus der Interpretation der Wahrscheinlichkeitsverteilungen
und der zugrundeliegenden Ontologie. Generell lässt sich lediglich sagen, dass
die relative Entropie die durchschnittliche Information angibt, mit der ein
Ereignis aus einer Ontologie nicht aus der anderen Ontologie stammt. Für
subjektive Wahrscheinlichkeiten wurde ein Beispiel anhand der Flutontolo-
gie gezeigt. Die Wahrscheinlichkeiten stellen hierbei die subjektiven Wichtig-
keiten einzelner Konzepte bezüglich der Flutkatastrophenvorsorge dar. Die
Wissenbasis der Ontologien sind also die Einschätzungen einzelner Perso-
nen oder Personenkreise. Die Distanz gibt in diesem Beispiel an, inwieweit
das Wichtigkeiten eines Personenkreises, wie zum Beispiel der Experten, mit
denjenigen anderer Personenkreise übereinstimmt. Bei einer groÿen Distanz
wird das Ziel der Flutkatastrophenvorsorge nur noch suboptimal erreicht,
da in diesem Beispiel die Einschätzung der Experten als optimal angesehen
wurde. Ein Vorteil bei der Benutzung der relativen Entropie als Distanz-
maÿ gegenüber anderen, informationstheoretischen Maÿen ist ihre eektive
und schnelle Berechnung. Eine Validierung des Distanzmaÿes anhand von
objektiven Wahrscheinlichkeitsverteilungen erfolgte anschlieÿend in Kapitel
6.
In Kapitel 6 wurde eine Ontologie für die menschliche, musikalischeWahr-
nehmung erstellt. Diese ermöglicht es erstmals, ein gehörtes Musikstück an-
hand der menschlichen Wahrnehmung in einer formalen Datenstruktur zu
modellieren. Zentrale Konzepte der menschlichen, musikalischen Wahrneh-
mung, welche durch die Ontologie modelliert werden sind Hörerlebnisse, Lini-
en, Zeitmaÿe und Lautstärkenverhältnisse sowie Puls und Harmonien. Diese
Konzepte werden in der Ontologie noch weiter verfeinert und in Beziehung
zueinander gesetzt. Damit ist es möglich, eine grundlegende Formalisierung
europäische Musik durchzuführen.
Mit Hilfe der beschriebenen Ontologie wurden einige Musikstücke for-
malisiert und mittels der relativen Entropie strukturiert. Die durch die On-
tologie formalisierten Musikstücke waren das Thema der Klaviersonate in
A-Dur von Wolfgang Amadeus Mozart, sowie die erste und vierte Variati-
on dieses Themas und als weiteres Vergleichsstück das Rondo Alla Turca.
Für die Anwendung der relativen Entropie wurden zunächst nach einfachen,
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musikwissenschaftlichen Kriterien objektive Wahrscheinlichkeitsverteilungen
erstellt, anhand derer Melodie, Begleitung, Harmonien und Puls der Musik-
stücke verglichen werden konnten. Die so berechneten Wahrscheinlichkeiten
wurden den Kanten der Ontologien, welche die Musikstücke darstellten, zuge-
wiesen. Die daraus berechnete Distanz zwischen den Musikstücken bedeutet
in diesem Fall, inwieweit das Thema in den Variationen bzw. dem Teilstück
aus Alla Turca nicht verarbeitet wurde. Die Distanz zwischen Thema und
den beiden Variationen blieb für die einzelnen Kriterien jeweils zwischen zwei
und zehn Bits, so dass hier die aus musikalischer Sicht erwartete Ähnlich-
keit bestätigt werden konnte. Die Distanzen zu dem Vergleichsstück aus Alla
Turca lagen hingegen zwischen 50 und 70 Bits, weil hier keine Verarbeitung
des Themas stattfand. Mit diesen Ergebnissen konnte die relative Entropie
erfolgreich für die Strukturierung von Ontologien eingesetzt werden.
Ausblick
Im folgenden Abschnitt werden zunächst mögliche Erweiterungen der beiden
vorgestellten Ontologien diskutiert. Anschlieÿend werden einige Ideen für
weitere Anwendungen der entropiebasierten Distanzmaÿe gegeben.
Erweiterung der Flutontologie
Im Rahmen dieser Arbeit wurden einige Konzepte der Flutontologie, vor al-
lem im Bereich des Umwelt- und Katastrophenmanagement, nicht vollstän-
dig oder ausreichend detailliert modelliert, weil nicht genügend Expertise zur
Verfügung stand, so dass hier noch Erweiterungmöglichkeiten bestehen. Auch
sind bisher versicherungstechnische Aspekte des Risikomanagements unbe-
rücksichtigt geblieben. Die für ein Hochwasser relevanten Versicherungen,
deren Bedingungen und Einschränkungen, müssten noch in die Ontologie
mit aufgenommen werden, um eine vollständige Modellierung des Risiko-
managements zu erreichen. Die Versicherung federn nämlich einen Teil des
vorhandenen Risikos ab, wie beispielsweise Produktionsausfall durch Hoch-
wasserschäden. In der Flutontologie sollten auch rechtliche Vorschriften und
Gesetze, welche insbesondere bei der Erstellung von baulichen Sicherungs-
maÿnahmen beachtet werden müssen, mit aufgenommen werden.
Auch entspricht die in der Flutontologie modellierte Welt im jetzigen Zu-
stand der Sichtweise der Experten. Für eine verbesserte, semantisch einheit-
liche, Kommunikation sollten zumindest die Sichtweisen und damit auch die
Begriichkeiten der Bevölkerung und der Rettungskräfte modelliert werden.
Damit könnten mit der Methode der relativen Entropie auch die unterschied-
lichen Wahrnehmungen verschiedener Bevölkerungsgruppen hinsichtlich des
Flutrisikos dargestellt werden. Anhand der berechneten Distanzen könnten
anschlieÿend gezielte Aufklärungskampagnen gestartet werden.
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Erweiterung der Musikontologie
Bei der Ontologie der musikalischen Wahrnehmung existieren ebenfalls noch
einige Erweiterungsmöglichkeiten. Zum einen sind in der Ontologie die einen
Klang erzeugenden Instrumente nicht berücksichtigt. Man könnte verschie-
dene Klangerzeuger einführen, welche die unterschiedlichen Instrumente re-
präsentieren. Den Klängen werden dann die entsprechenden Instrumente zu-
geordnet, so dass zusätzliches Wissen über die Klänge verfügbar ist. Hierbei
muss aber beachtet werden, dass es bei gleichen Instrumenten zum Teil er-
hebliche Materialunterschiede gibt, die einen Klang entscheidend beeinus-
sen. Ein gutes Beispiel hierfür sind die Stradivariusgeigen, die wegen ihres
Materials und ihrer Form einen besonders schönen Klang erzeugen.
In der Ontologie wurden die verschiedenen, existierenden Musikstile, die
Musikstücke in bestimmte Kategorien einteilen, bisher nicht berücksichtigt.
Klassische Stücke lassen sich noch einfach den einzelnen Stilen zuordnen,
weil sie meistens entstehungszeitlich klassiziert sind. Bei moderner Unter-
haltungsmusik wie Rock, Pop, Jazz oder Blues wird es schon bedeutend
schwieriger, eindeutig denierbare Kriterien für zuverlässige Klassizierung
anzugeben. Das liegt u.a. daran, dass manche Musikstücke mehreren Stilen
zugeordnet werden können, weil deren Denition nicht eindeutig ist.
Ein weiterer Aspekt, der in die Ontologie mit aufgenommen werden könn-
te, ist die Betrachtung des Kontextes eines Menschen, wenn er ein Musik-
stück hört. Dieser Kontext beeinusst die Wahrnehmung von Musik erheblich
und hängt von vielen, unterschiedlichen Faktoren ab. Das sind beispielsweise
bisher schon gehörten Musikstücke, der kulturelle Hintergrund und der per-
sönliche Geschmack einer Person. Wichtig ist ebenso die musikalische Bil-
dung, denn je höher diese ist, desto mehr Eigenheiten eines Stückes werden
erkannt.
Erweiterung der gegenseitigen Information
Eine mögliche Erweiterung der Verfeinerung der gegenseitigen Information
auf Graphen könnte darin bestehen, mittels dieser Methodik die minimale
Beschreibung eines Graphen, das heisst also seine Kolmogorovkomplexität
zu erhalten. Dazu wird zunächst zwischen zwei Knoten des Graphen die ge-
genseitige Information nach der in Kapitel 3 beschriebenen Vorgehensweise
berechnet. Nun wird durch geschicktes Umsortieren der Knoten auf dem
Pfad, welches die Semantik des Graphen nicht verändert, versucht, die ge-
genseitige Information zu maximieren. Damit wird jegliche Redundanz zwi-
schen den Knoten minimiert. Dieses Umsortieren geschieht solange, bis sich
keine Änderung der gegenseitigen Information mehr ergibt, womit die mini-
male Beschreibung dieses Pfades gegeben wäre. Diese Vorgehensweise kann
auf den gesamten Graphen oder einen interessierenden Teilgraphen erweitert
werden, um dessen minimale Beschreibung zu erhalten.
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Anwendungen der relativen Entropie
Eine Anwendungsmöglichkeit der relativen Entropie auf Ontologien ergibt
sich in Zusammenhang mit Bayesnetzwerken. Sei dazu eine Ontologie mit
verschiedenartigen Relationen gegeben. Anhand dieser Ontologie möchte man
für eine probabilistische Entscheidungsndung ein Bayesnetzwerk generie-
ren. Das geschieht zum Beispiel dadurch, dass aus der Ontologie einfach die
Vererbungsrelationen entfernt werden. Die übrigen Relationen bilden bereits
ein kausales Netzwerk, welches für Bayesinferenz genutzt werden kann. Zu-
sätzlich müssen noch die bedingten Wahrscheinlichkeitstabellen (CPT) pro
Konten angegeben werden, die aber bereits in der Ontologie pro vorhan-
denem Konzept angeben werden können. Jedoch besteht bei dieser Vorge-
hensweise das Problem, dass die Wahrscheinlichkeitstabellen an einzelnen
Knoten sehr groÿ geraten, weil sämtliche Relationen des Knotens berück-
sichtigt werden müssen. Eine Möglichkeit dieses Problem abzumildern, wäre
eine automatische Abstraktion der Konzepte in der Ontologie bei der Um-
wandlung in ein Bayesnetzwerk. Die Entscheidung, ob auf eine höhere Ebene
abstrahiert wird, könnte die relative Entropie liefern. Wenn die Distanz zwi-
schen den Wahrscheinlichkeitstabellen der detaillierten Konzepte und dem
dazugehörigen Elternkonzept gering ist, sind die zugrundeliegenden Wahr-
scheinlichkeitsverteilungen ähnlich und es geht durch eine Abstraktion nur
wenig Information verloren. Je nach Abstraktionsgrad, also wieviele einzelne
Konzepte zusammengefasst werden, ergibt sich aber eine beträchtliche Re-
duktion der Komplexität in dem Bayesnetzwerk. Falls die Distanz dagegen
groÿ ist, sind die zugrundeliegenden Wahrscheinlichkeitsverteilung verschie-
den, und bei einer Abstraktion könnte dann zu viel Information verloren
gehen.
Ein weiterer, interessanter Einsatz der relativen Entropie könnte es in
Zusammenhang mit nichtmonotonem Schlieÿen und dem Zusammenführen
von unterschiedlichen Ontologien geben. Dazu müssen zwei Ontologien O1
und O2 zunächst in eine probabilistische, konditionale Wissensbasis [Kern-
Isberner 2001] umgewandelt werden, was eine nicht triviale Aufgabe dar-
stellt. Idealerweise ist diese Transformation ein Isomorphismus. Damit er-
hält man Wissensbasen P1 und P2, welche die entsprechenden Ontologien
O1 und O2 repräsentieren. Die Schnittmenge zwischen P1und P2 sei ungleich
Null, es existieren demzufolge gewisse Gemeinsamkeiten. Anhand der zwei
Wissensbasen werden im nächsten Schritt konkrete Daten inferiert. Wenn
hinreichend viele Daten akkumuliert wurden, kann nach [Kern-Isberner u.
Fisseler 2004] wiederum eine Wissensbasis P3 berechnet werden. Diese stellt
die Zusammenführung der Wissensbasen P1 und P2 dar. Die Wissensbasis
P3 kann anschlieÿend wieder in eine Ontologie O3 überführt werden, falls
die erste Transformation isomorph war. Die Ontologie O3 stellt somit ei-
ne Zusammenführung der Ontologien O1 und O2 dar, wobei aufgrund der
Eigenschaften des verwendeten Verfahrens keinerlei zusätzliche Information
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mit eingeossen ist.
Eine interessante Anwendung der relativen Entropie als Strukturierungs-
maÿ würde sich im Hinblick auf die musikalische Wahrnehmung von Men-
schen ergeben, was eine Erweiterung der in Kapitel 6 vorgestellten Anwen-
dung darstellt. Hierbei sollen mit dem Distanzmaÿ unterschiedliche Inter-
pretationen ein und desselben Stückes miteinander verglichen werden. Die
verschiedenen Interpretationen ergeben sich aus unterschiedlichen Dirigen-
ten und Orchestern, welche ein Musikstück darbieten. Mit Hilfe der Ontologie
für die menschliche, musikalische Wahrnehmung und, der sich durch Anwen-
dung der relativen Entropie ergebenden Struktur, kann anschlieÿend fest-
gestellt werden, welche Interpretationen interessant oder besonders span-
nend sind und was für Faktoren dazu beitragen. Solch eine Strukturierung
ist stets subjektiv, was sich auch in den Bedeutungen der Wahrscheinlich-
keitsverteilungen (Interesse, Spannung) wiederspiegelt. Die relative Entropie
würde in diesem Falle angeben, inwieweit sich Elemente einer Interpretation
in einer anderen nicht wiedernden. Für solch eine Untersuchung müssen
allerdings Emotionen, die beim Hören von Musik eine entscheidende Rolle
spielen, mit berücksichtigt werden. Damit wäre ein erster Schritt zur Dar-
stellung und Erforschung von Kreativität in der Musik gegeben.
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Anhang A
Distanzen zwischen Thema und
Variation
Die folgenden, tabellarischen Abbildungen geben übersichtlich die Wahr-
scheinlichkeitsverteilungen für die einzelnen Vergleichskriterien pro Takt an.
Die Distanz der Variationen und des Vergleichsstückes aus Alla Turca zum
Thema wird pro Takt und insgesamt, für das jeweilige Kriterium aufsum-
miert, angegeben.
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Abbildung A.1: Wahrscheinlichkeitsverteilungen und Distanzen pro Takt für
die Melodieklänge. Angegeben sind die Noten, welche pro Takt vorkommen
sowie deren relative Häugkeiten. Die Gesamtdistanz ist in der letzen Spalte
angegben.
Abbildung A.2: Wahrscheinlichkeitsverteilungen und Distanzen pro Takt für
die Melodieführung. Angegeben sind die relativen Häugkeiten der Auf- und
Abwärtsbewegungen sowie die gleichbleibende Fortführung der Melodie. Die
Gesamtdistanz ist in der letzen Spalte angegben.
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Abbildung A.3: Wahrscheinlichkeitsverteilungen und Distanzen pro Takt für
den Melodiepuls. Angegeben ist relative Häugkeit der Anzahl der Notenan-
schläge pro Takt. Die Gesamtdistanz ist in der letzen Spalte angegben.
Abbildung A.4: Wahrscheinlichkeitsverteilungen und Distanzen pro Takt
für die Begleitharmonien. Angegeben ist relative Häugkeit der Anzahl der
Akkorde pro Takt. Die Gesamtdistanz ist in der letzen Spalte angegben.
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Abbildung A.5: Wahrscheinlichkeitsverteilungen und Distanzen pro Takt für
die Begleitklänge. Angegeben sind die vorkommenden Noten in den Begleit-
harmonien sowie deren relative Häugkeit der pro Takt. Die Gesamtdistanz
ist in der letzen Spalte angegben.
Abbildung A.6: Wahrscheinlichkeitsverteilungen und Distanzen pro Takt für
den Begleitpuls. Angegeben ist relative Häugkeit der Anzahl der Notenan-
schläge pro Takt. Die Gesamtdistanz ist in der letzen Spalte angegben.
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