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THE QUANTUM MCKAY CORRESPONDENCE FOR
POLYHEDRAL SINGULARITIES
JIM BRYAN AND AMIN GHOLAMPOUR
ABSTRACT. Let G be a polyhedral group, namely a finite sub-
group of SO(3). Nakamura’s G-Hilbert scheme provides a pre-
ferredCalabi-Yau resolutionY of the polyhedral singularityC3/G.
The classical McKay correspondence describes the classical geom-
etry of Y in terms of the representation theory of G. In this paper
we describe the quantum geometry ofY in terms of R, an ADE root
system associated to G. Namely, we give an explicit formula for
the Gromov-Witten partition function of Y as a product over the
positive roots of R. In terms of counts of BPS states (Gopakumar-
Vafa invariants), our result can be stated as a correspondence:
each positive root of R corresponds to one half of a genus zero
BPS state. As an application, we use the Crepant Resolution Con-
jecture to provide a full prediction for the orbifold Gromov-Witten
invariants of [C3/G].
1. INTRODUCTION
Let G be a finite subgroup of SU(3), and let X be the quotient
singularity
X = C3/G.
There is a preferred Calabi-Yau resolution
π : Y → X
given by Nakamura’s G-Hilbert scheme (Definition 6)
Y = G -Hilb(C3).
The classical McKay correspondence describes the geometry of Y in
terms of the representation theory of G [5, 31]. One of the original
formulations1 of the correspondence is a bijection of finite sets:
Classical McKay Correspondence:
{Irreducible representations of G} ✛✲ Geometric basis for H∗(Y,Z).
1Themodern way to formulate the correspondence is an equivalence of derived
categories [5].
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We consider the case where G is a polyhedral group, namely a finite
subgroup of SO(3) ⊂ SU(3). Such groups are classified into three
families An, Dn, and En, given by the cyclic groups, the dihedral
groups, and the symmetries of the platonic solids. In this paper we
describe the quantum geometry of Y, namely its Gromov-Witten the-
ory, in terms of the associated ADE root system R. Ourmain theorem
provides a closed formula for the Gromov-Witten partition function
in terms of the root system R (Theorem 1).
This result can also be formulated in terms of the Gopakumar-Vafa
invariants which are defined in terms of Gromov-Witten invariants
and physically correspond to counts of BPS states. Our result pro-
vides a quantum McKay correspondencewhich can be stated as a natu-
ral bijection of finite sets:
QuantumMcKay Correspondence:{
Positive roots of R
other than binary roots
}
✛ ✲
{
Contributions of 12 to
BPS state counts of Y
}
The binary roots are a distinguished subset of the simple roots and
are given in Figure 1. In the above correspondence, all the BPS state
counts are in genus 0; we show thatY has no higher genus BPS states.
The meaning of the above bijection is that n0β(Y), the Gopakumar-
Vafa invariant which counts genus zero BPS states in the curve class
β, is given by half the number of positive roots corresponding to the
class β. Wewill explain below how the positive roots of R (other than
binary roots) naturally correspond to curve classes in Y. In general,
many positive roots may correspond to the same curve class and
moreover, that curve class may be reducible and/or non-reduced.
Thus the above simple correspondence leads to a complicated spec-
trum of BPS states: they can be carried by complicated curves and
have various multiplicities. As an example, we work out the D5 case
explicitly in §4.
Our method for computing the Gromov-Witten partition function
of Y uses a combination of localization, degeneration, and defor-
mation techniques. There is a singular fibration Y → C by (non-
compact) K3 surfaces and we use localization and degeneration to
relate the partition function of Y to the partition function of a certain
smooth K3 fibration Ŷ → C. We compute the partition function of Ŷ
by deformation methods. The root system R makes its appearance
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in the versal deformation space of the central fiber of Ŷ → C. We
give a brief overview of the proof in § 2.1.
1.1. The main result. Since G is a finite subgroup of SO(3), it pre-
serves the quadratic form t = x2+ y2+ z2 and hence G acts fiberwise
on the family of surfaces
C3 → C
(x, y, z) 7→ x2 + y2 + z2.
Let
Qt = {x2 + y2 + z2 = t} ⊂ C3
be the fiber over t ∈ C. The central fiber is a quadric cone, which is
isomorphic to the A1 surface singularity:
Q0 ∼= C2/{±1}.
Via the functorial properties of the G-Hilbert scheme, Y inherits a
map
ǫ : Y → C
whose general fiber, St, is theminimal resolution ofQt/G, andwhose
central fiber, S0, is a partial resolution of
Q0/G ∼= C2/Ĝ,
where Ĝ is the binary version of G, namely the preimage of G under
the double covering j:
Ĝ ⊂✲ SU(2)
G
❄
⊂✲ SO(3)
j❄
Let Ŝ = Ĝ -Hilb(C2) be the minimal resolution of the surface sin-
gularity C2/Ĝ
π̂ : Ŝ → C2/Ĝ.
The map π̂ factors through Ŝ → S0 which gives rise to a map
f : Ŝ → Y.
See Figure 2 in §2 for a diagram of these maps.
The map f is constructed modularly by Boissiere and Sarti [4] who
prove a beautiful compatibility between theMcKay correspondences
for π̂ : Ŝ → C2/Ĝ and π : Y → C3/G. The compatibility can
be expressed as the commutativity of the following diagram of set
maps.
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Non-trivial irreducible
Ĝ-representations, ρ̂
}
✛✲
{
Components
of π̂−1(0), Ĉρ̂
}
{
Non-trivial irreducible
G-representations, ρ
}pullback
✻
✛✲
{
Components
of π−1(0), Cρ
}
proper transform
under f
✻
The vertical arrows are injections and horizontal arrows are the
bijections from the McKay correspondences in dimensions two and
three. The bijections say that the irreducible components of the ex-
ceptional fibers over 0 (which are smooth rational curves in these
cases) are in natural correspondence with non-trivial irreducible rep-
resentations of Ĝ and G respectively. The commutativity of the dia-
gram says that the map f contracts exactly those exceptional curves
which correspond to representations of SU(2) not coming from rep-
resentations of SO(3).
The configurations of curves in π̂−1(0) and π−1(0) are given in [4,
Figures 5.1& 5.2]. The curves Ĉρ̂ are smooth rational curves meeting
transversely with an intersection graph of ADE type. This gives rise
to an ADE root system R and a natural bijection between the simple
roots of R and the irreducible components of π̂−1(0).{
Non-trivial irreducible
Ĝ-representations, ρ̂
}
✛✲
{
Components
of π̂−1(0), Ĉρ̂
}
✛✲
{
Simple roots
of R, eρ̂
}
For any positive root
α = ∑
ρ̂
αρ̂eρ̂ ∈ R+
we define maps
ĉ : R+ → H2(Ŝ,Z) c : R+ → H2(Y,Z)
by
ĉ (α) = ∑
ρ̂
αρ̂Ĉρ̂ c(α) = f∗(ĉ(α)).
Note that ĉ is injective but c is not since f∗ contracts curves. By def-
inition, a simple root is binary if it is in the kernal of c, or in other
words, if the corresponding curve is contracted by f : Ŝ → Y. See
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FIGURE 1. The set of binary roots of an ADE root sys-
tem is the subset of the simple roots corresponding to
the black nodes in the above Dynkin diagrams. The
ADE Dynkin diagrams are dual to the configurations
of exceptional curves in Ŝ. The map f : Ŝ → Y con-
tracts exactly the curves corresponding to binary roots.
Let N
g
β(Y) be the genus g Gromov-Witten invariant of Y in the
class β ∈ H2(Y,Z). It is defined to be the degree of the virtual funda-
mental cycle onMg(Y, β), themoduli space of genus g stablemaps to
Y in the class of β [19, 24]. In the event thatMg(Y, β) is non-compact,
as it is for some classes β, the invariant N
g
β(Y) is defined via virtual
localization [12, §2] using the natural C∗ action on Y. The action on
Y is induced by the diagonal action of C∗ on C3.
The Gromov-Witten invariants of non-zero degree are assembled
into a generating function called the reduced Gromov-Witten partition
function
ZY(q, λ) = exp
(
∞
∑
g=0
∑
β 6=0
N
g
β(Y)q
βλ2g−2
)
.
The main theorem of this paper can then be written as follows.
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Theorem 1. Let G be a finite subgroup of SO(3). The reduced Gromov-
Witten partition function of Y = G -Hilb(C3) is given by
ZY(q, λ) = ∏
α∈R+
c(α) 6=0
∞
∏
m=1
(
1− qc(α)
(
−eiλ
)m)m/2
.
1.2. Applications. There are very fewCalabi-Yau threefolds for which
the Gromov-Witten partition function has been completely deter-
mined. In addition to the G-Hilbert schemes of this paper, the only
other cases are toric Calabi-Yau threefolds and local curves. The par-
tition function of a toric Calabi-Yau threefold can be computed via
the topological vertex formalism [2, 27] and the partition function
of a local curve is determined in [12]. Having an explicit exact for-
mula for the Gromov-Witten partition function leads to a number of
applications some of which we describe below.
1.2.1. Donaldson-Thomas and Pandharipande-Thomas theory. The Don-
aldson-Thomas invariants of a threefold are defined in terms of the
moduli space of ideal sheaves on the threefold. It was conjectured
in [29, Conj. 3] and [12, Conj. 3R] that the reduced partition func-
tion of Gromov-Witten and Donaldson-Thomas theory are equal af-
ter the change of variables−eiλ = Q. Recently, a conjecturally equiv-
alent theory using a moduli space of stable pairs has been defined by
Pandharipande and Thomas [34]. Since the dependence of the genus
parameter λ in our formula for the Gromov-Witten partition func-
tion of Y is explicitly through the quantity −eiλ, Theorem 1 imme-
diately yields a prediction for the reduced Donaldson-Thomas parti-
tion function ofY and the Pandharipande-Thomas partition function
of Y.
1.2.2. BPS states. The result of Theorem 1 in terms of the BPS state
counts is remarkably simple. BPS state counts, defined physically by
Gopakumar and Vafa [22], can be defined mathematically in terms
of Gromov-Witten invariants [11, Def. 1.1]. Namely, the genus g,
degree β Gopakumar-Vafa invariants of Y, denoted by n
g
β(Y), are
defined by the formula
∞
∑
g=0
∑
β 6=0
N
g
β(Y)q
βλ2g−2 =
∞
∑
g=0
∑
β 6=0
n
g
β(Y) ∑
d>0
1
d
(
2 sin
(
dλ
2
))2g−2
qdβ.
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It is well known that each genus zero BPS state n0β contributes a
factor of
∞
∏
m=1
(
1− qβ(−eiλ)m
)mn0β
to the partition function (e.g. [3, Proof of Thm 3.1]) and so Theorem
1 implies that BPS states of G -Hilb(C3) are given by
n
g
β(Y) =
{
1
2 |c−1(β)| g = 0,
0 g > 0,
where | · | denotes the cardinality of a finite set. This makes precise
the Quantum McKay Correspondence which we described earlier.
Namely, each non-binary positive root α contributes 12 to the genus 0
BPS state count in the class β = c(α). Note that the binary roots are
precisely those roots α with c(α) = 0. The example of D5 is worked
out explicitly in § 4.
Remark 2. It can be directly observed that for any curve class β
in Y, |c−1(β)| ∈ {0, 1, 2, 4, 8}. In particular, for some of the curve
classes the BPS state count is 1/2. This does not contradict the con-
jectural integrality of the BPS state counts of the Calabi-Yau three-
folds. This is because of the non compactness of Y that causes the
ordinary Gromov-Witten invariant corresponding to some particu-
lar curve classes not to be a priori well defined. We use the C∗ ac-
tion on Y to define the equivariant version of the invariants for such
curve classes. The equivariant Gromov-Witten invariants agree with
the ordinary Gromov-Witten invariants whenever the latter are well-
defined.
1.2.3. Orbifold Gromov-Witten theory of [C3/G]. Let X be the orbifold
associated to the singular space C3/G. In §3 we show that Theorem
1, together with classical invariants of Y and the Crepant Resolu-
tion Conjecture [8, 18], give a prediction for the genus zero Gromov-
Witten invariants of X . To express this, we introduce some notation.
The inertia orbifold, IX is a union of contractible connected com-
ponents, IX(g) indexed by (g) ∈ Conj(G), the set of the conjugacy
classes of G. Recall that the (equivariant) orbifold cohomology of X
is by definition [14]
H∗orb(X ) =
⊕
(g)∈ Conj(G)
H
∗−2ı(g)
C∗ (IX(g)),
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where ı(g) is the degree shifting number (age) of the component in-
dexed by (g) ∈ Conj(G).
It is a consequence of G ⊂ SO(3) that all non-trivial elements of
G act on C3 with age one (c.f. Lemma 24). Therefore, there exists a
canonical basis {δ(g)}(g)∈ Conj(G), for H∗orb(X ) where
δ(e) ∈ H0orb(X ) and δ(g) ∈ H2orb(X ) for (g) 6= (e).
Let x = {x(g)}(g)∈ Conj(G) be a set of variables parameterizing this
cohomology basis. For any given vector n = (n(g))(g)∈ Conj(G) of
nonnegative integers, we use the following notation
δn = ∏
(g)∈ Conj(G)
δ
n(g)
(g)
and
xn
n!
= ∏
(g)∈ Conj(G)
x
n(g)
(g)
n(g)!
.
Suppose
|n| = ∑
(g)∈ Conj(G)
n(g).
We denote the genus zero, |n|-point, equivariant orbifold Gromov-
Witten invariants of X corresponding to the vector n by 〈δn〉 (see
[14, 1] and [8, §1.4]).
Definition 3. Using the notation above, we write the genus zero orb-
ifold Gromov-Witten potential function of X as
FX (x) = ∑
n∈Zr+
〈δn〉 x
n
n!
where r = |Conj(G)|. For simplicity, we set the variable x(e) to zero
(see Remark 23).
In §3, we establish the following prediction for FX (x). The reader
can find a similar prediction for the orbifold Gromov-Witten invari-
ants of [C2/Ĝ] given in [6, Conjecture 11].
Conjecture 4. Let G be a finite subgroup of SO(3) and let h(s) be a series
defined by
h′′′(s) =
1
2
tan
(
− s
2
)
.
Let
Xρ =
1
|G|
(
2π dim(ρ) + ∑
g∈G
√
3− χV(g) χρ(g)x(g)
)
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where χρ(g) is the character of the G-representation ρ evaluated on g and
V is the three dimensional representation induced by the embedding G ⊂
SO(3) ⊂ SU(3).
Then the genus zero orbifold Gromov-Witten potential function of X =
[C3/G] is given by
FX (x) =
1
2 ∑
α∈ R+
h
(
π + ∑
ρ
αρ Xρ
)
where the second sum is over non-trivial irreducible G-representations ρ
and αρ is the coefficient of eρ (the simple root corresponding to ρ) in the
positive root α.
Note that terms of order less than three in h(s), and consequently
in FX (x), are not defined. This reflects the fact that the invariants
with fewer than three insertions are also not defined. The orbifold
Gromov-Witten invariants of [C3/G] may be expressed in terms of
G-Hurwitz-Hodge integrals. Hurwitz-Hodge integrals have been
the topic of extensive recent research [7, 9, 13, 15, 16, 35, 39].
In §3 we prove the following proposition.
Proposition 5. If Conjecture 4 is true, then the genus zero crepant resolu-
tion conjecture holds for Y → C3/G.
Conjecture 4 has been proved for G equal to Z2 × Z2 or A4 in [7]
(which correspond to D4 and E6 in the ADE classification), and for
Zn+1 in [16] (which corresponds to An in the ADE classification).
Zhou has recently proved a higher genus analog of Conjecture 4 in
the An case [38].
2. PROOF OF THEOREM 1.
2.1. Overview. To compute the Gromov-Witten partition function
of Y, we construct and study four families of (non-compact) K3 sur-
faces:
ǫ : Y → C ǫ̂ : Ŷ → C
ǫ : Y → P1 ǫ̂ : Ŷ → P1
We obtain the smooth family ǫ̂ from ǫ by taking the double cover
of Y branched along the (singular) central fiber and then taking a
small resolution of the resulting conifold singularities. The family ǫ
extends the family ǫ to the compact base P1. The family ǫ̂ extends
the family ǫ̂ to the compact base P1.
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We study ZY(q, λ) and ZŶ(q̂, λ), the reduced Gromov-Witten par-
tition functions of Y and Ŷ respectively. We also study ZYf (q, λ) and
ZŶf (q̂, λ), the fiber class reduced Gromov-Witten partition functions
of Y and Ŷ respectively.
We denote the set of non-trivial irreducible representations of G
and Ĝ by Irr∗(G) and Irr∗(Ĝ), respectively. Using the identifications
in Lemma 11, the quantum variables of Y and the fiber class quan-
tum variables of Y are given by {qρ}ρ∈Irr∗(G) whereas the quantum
variables of Ŷ and the fiber class quantum variables of Ŷ are given
by {q̂ρ̂}ρ̂∈Irr∗(Ĝ).
There is a specialization of the variables given by
q̂ρ̂ =
{
qρ if ρ̂ pulls back from ρ ∈ Irr∗(G)
1 if ρ̂ is not the pullback of a G representation.
We will prove the following four equalities
ZY(q, λ)2 = ZYf (q, λ) (1)
ZYf (q, λ)
2 =
ZŶf (q̂, λ)
ZŶf (q̂, λ)|q=0
(2)
ZŶf (q̂, λ) = Z
Ŷ(q̂, λ)2 (3)
ZŶ(q̂, λ) = ∏
α∈R+
∞
∏
m=1
(
1− q̂ ĉ(α)
(
−eiλ
)m)m
(4)
where the q̂ 7→ q specialization is implicit in equation (2). The main
theorem follows immediately from these four equations.
In §2.2 we discuss the geometry of the G-Hilbert scheme Y and
we construct the four families. In Proposition 12 we prove (4) using
a deformation argument. In Lemma 14 we prove (3) and (1) using a
localization argument. In Proposition 15 we prove (2) using a degen-
eration argument and the Li-Ruan formula for the Gromov-Witten
invariants of a conifold transition [26].
2.2. Geometry of Y = G -Hilb(C3) and the families ǫ, ǫ̂, ǫ, ǫ̂.
We start by recalling the definition of Y, our main object of study.
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Definition 6. Let Y = G -Hilb(C3) be Nakamura’s G-Hilbert scheme
[33], namely the subscheme of Hilb|G|(C3) parameterizing closed G-
invariant subschemes Z ⊂ C3 such that H0(OZ) is isomorphic to the
regular representation of G. Here Hilb|G|(C3) denotes the Hilbert
scheme of length |G| subschemes of C3.
Consider the Hilbert-Chowmorphism fromHilb|G|(C3) to the |G|-
th symmetric product of C3
h : Hilb|G|(C3) → Sym|G|(C3)
that sends a closed subscheme Z ⊂ C3 to the zero cycle [Z] associ-
ated to it. The morphism h is projective and it restricts to a projective
morphism
π : Y → C3/G.
Bridgeland, King, and Reid prove that Y is smooth, reduced and ir-
reducible variety, and that π is a crepant resolution [5, Theorem 1.2].
Remark 7. More generally, one can define the H-Hilbert scheme H-Hilb(M),
where M is any smooth n-dimensional quasi-projective variety, and
H is a finite group of automorphisms of M, such that the canonical
bundle of M is a locally trivial H-sheaf [33, 36, 5].
(i) H-Hilb(M) represents the moduli functor of H-clusters [4, §3].
(ii) If n ≤ 3 then H-Hilb(M) → M/G is a crepant resolution [5,
Theorem 1.2].
Recall that ǫ : Y → C is the composition of the map π : Y → C3/G
with the map C3/G → C given by (x, y, z) 7→ x2 + y2 + z2. We
analyze the fibers St = ǫ−1(t). The relevant morphisms are shown
in the diagram in Figure 2.
By [4, Theorem 1.1],
π : Y → C3/G
restricts to a partial resolution,
π0 : S0 → Q0/G,
whose exceptional locus coincides with π−1(0).
Let Ŝ = Ĝ -Hilb(C2). Boissiere and Sarti [4, Theorems 1.1& 8.1]
relate the geometry of Ŝ and Y by constructing a morphism
f : Ŝ → Y
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Ŝ
π̂
✠
St ⊂ ✲ Y ✛ ⊃
✛
f
S0
❄
Qt/G
πt
❄
⊂ ✲ C3/G
π
❄
✛ ⊃ Q0/G ∼= C2/Ĝ
π0
❄
t
❄
⊂ ✲ C
❄
✛ ⊃ 0
❄
FIGURE 2. The family of surfaces ǫ : Y → C and re-
lated morphisms.
and proving it factors through S0 ⊂ Y as the minimal resolution.
They prove it maps Ĉρ isomorphically to Cρ if ρ ∈ Irr∗(G), and it
contracts Ĉρ if ρ ∈ Irr∗(Ĝ)\ Irr∗(G). By the functoriality of the G-
Hilbert scheme (see Remark 7 (i)), for each t 6= 0
St ∼= G-Hilb(Qt),
and by Remark 7 (ii), π restricts to the minimal resolution
πt : St → Qt/G.
Remark 8. The action of s ∈ C∗ on C3 is given by
(x, y, z) 7→ (sx, sy, sz).
Thus in order to make the map t = x2 + y2 + z2 equivariant, the
action of s on the base of the family ǫ is given by
t 7→ s2t.
The family ǫ : Y → C has a singular central fiber S0. We construct
a related smooth family ǫ̂ as follows. Let
Ŷsing → C
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be the double cover of Y branched over the central fiber S0. The sin-
gularities of S0 are obtained by contracting −2 curves in Ŝ, which are
disjoint by [4, Figures 5.1&5.2] (c.f. Figure 1). Hence the singulari-
ties of S0 are isolated rational double point singularities of type A1.
Consequently, Ŷsing has conifold singularities at the singular points
of S0, and it is smooth away from these points. Let Ŷ → Ŷsing be a
small resolution of the conifold singularities. Thus we obtain a C∗-
equivariant family
ǫ̂ : Ŷ → C
that makes the following diagram of C∗-equivariant maps commute.
ǫ̂
❘
Ŷ
Ŷsing
❄
✲ Y
̂f
✲
C
❄ t 7→ t2✲ C
ǫ
❄
By the uniqueness of the minimal resolution in dimension two,
the central fiber ǫ̂ −1(0) is isomorphic to Ŝ, the minimal resolution
of C2/Ĝ. Hence, ǫ̂ is a K3 fibration with all the fibers being smooth,
and {Ĉρ̂}ρ̂∈Irr∗(Ĝ) forms a basis for
H2(Ŷ,Z) ∼= H2(Ŝ,Z)
(see Lemma 11).
Remark 9. Note that because the base of the family ǫ̂ double covers
the base of ǫ, the C∗-action has weight one on the base of ǫ̂.
We construct ǫ and ǫ̂ by compactifying the base of ǫ and ǫ̂ as fol-
lows. Let
W = C3
⋃
C3\Q0
C3
where the two copies of C3 are glued along C3\Q0 via the map
(x, y, z) 7→
(
x
x2 + y2 + z2
,
y
x2 + y2 + z2
,
z
x2 + y2 + z2
)
. (5)
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The two copies of the map ε : C3 → C given by (x, y, z) 7→ x2 + y2 +
z2 patch together to give the map
ε : W → P1.
The actions of C∗ and G extends naturally to ε. We define
Y = G -Hilb(W).
This construction gives rise to the C∗–equivariant family
ǫ : Y → P1.
Restricted to each of the C∗–invariant affine patches of P1, the family
is isomorphic to ǫ, but with opposite C∗ weights.
We can easily extend the construction of ǫ̂ to the compactified base
as follows.
Let
Ŷsing → P1
be the double cover of the family ǫ branched over the the fibers
ǫ −1(0) and ǫ −1(∞). Let
Ŷ → Ŷsing
be a small resolution of the conifold singularities (chosen as stated
in Remark 10 below). One obtains the family
ǫ̂ : Ŷ → P1
of smooth non-compact K3 surfaces that make the following dia-
gram of C∗-equivariant maps commute.
ǫ̂
❘
Ŷ
Ŷsing
❄
✲ Y
̂f
✲
P1
ǫ̂sing
❄
t 7→ t2✲ P1
ǫ
❄
Remark 10. Care must be taken in the choice of the conifold reso-
lution to ensure that the resulting space Ŷ is quasi-projective (other-
wise the Gromov-Witten cannot be defined). This can be achieved by
matching the resolution obtained by constructing Ŷ by gluing two
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copies of Ŷ along Ŷ − Ŝ = ǫ̂−1(C∗) via the involution of Ŷ − Ŝ in-
duced by the map (5).
We define the fiberwise homology groups H2(Y,Z) f , H2(Ŷ,Z) f ,
and H2(Ŷsing,Z) f to be the kernels of the maps ǫ∗, ǫ̂∗, and
(
ǫ̂sing
)
∗
respectively.
Lemma 11. The inclusions of S0 as the fiber over 0 and over ∞ in Y, Y,
Ŷsing, and Ŷsing induce isomorphisms in homology (taken with Z coeffi-
cients):
H2(S0) ∼= H2(Y) ∼= H2(Ŷsing) ∼= H2(Y) f ∼= H2(Ŷsing) f .
Moreover, the isomorphisms induced by the inclusions of the fiber over 0
and the fiber over ∞ are the same isomorphism. These groups all have a
canonical basis given by {Cρ}, the components of π−1(0), which are la-
belled by ρ ∈ Irr∗(G).
The inclusions of Ŝ as the fiber over 0 and over ∞ in Ŷ and Ŷ induce
isomorphisms on homology (taken with Z coefficients):
H2(Ŝ) ∼= H2(Ŷ) ∼= H2(Ŷ) f .
Moreover, the isomorphisms induced by the inclusions of the fiber over 0
and the fiber over ∞ are the same isomorphism. These groups all have a
canonical basis given by {Ĉρ̂}, the components of π̂−1(0) which are la-
belled by and ρ̂ ∈ Irr∗(Ĝ).
PROOF: Using a triangulation of the pair (Y,π−1(0)) [28, 23] and
the C∗ action, one can easily construct a retract of Y onto π−1(0). It is
well known that S0 has a deformation retract onto π
−1(0) [20]. Thus
the inclusions
π−1(0) ⊂ S0 ⊂ Y
induce isomorphisms in homology. Similar arguments apply for
π−1(0) ⊂ S0 ⊂ Ŷsing and π̂−1(0) ⊂ Ŝ ⊂ Ŷ.
To show that H2(S0) ∼= H2(Y) f , we will use Mayer-Vietoris for the
covering Y = Y ∪Y, Y ∩Y = Y − S0 and the compatible covering of
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P1 to obtain the following diagram
H2(Y − S0) ✲ H2(Y)⊕ H2(Y) ✲ H2(Y) ✲ H1(Y− S0)
H2(P
1)
ǫ∗
❄ ∼= ✲ H1(C∗)
ǫ∗
❄
The Leray spectral sequence for the fibration
ǫ : Y − S0 → C∗
degenerates at the E2pq term and gives rise to isomorphisms:
ǫ∗ :H1(Y− S0) → H1(C∗)
i∗ :H2(ǫ−1(1)) → H2(Y − S0).
Using the above isomorphisms, the commutativity of the above dia-
gram, and exactness, we get
H2(Y) f = Ker
(
H2(Y) → H2(P1)
)
= Ker(H2
(
Y) → H1(Y − S0)
)
= Coker (H2(Y − S0) → H2(Y)⊕ H2(Y))
= Coker
(
H2(ǫ
−1(1)) → H2(Y)⊕ H2(Y)
)
.
By construction, the involution on Y − S0 used to glue Y to Y is the
identity on ǫ−1(1) so the map of H2(ǫ−1(1)) to H2(Y) ⊕ H2(Y) lies
in the diagonal. Consequently, the two maps H2(S0) → H2(Y) f in-
duced by the inclusions of the fibers over 0 and ∞ are the same, as
asserted by the Lemma. The fact that they are isomorphisms follows
from the surjectivity of H2(ǫ
−1(1)) → H2(Y).
The arguments for H2(S0) ∼= H2(Ŷsing) f and H2(Ŝ) ∼= H2(Ŷ) f are
similar. 
2.3. The Gromov-Witten partition function of Ŷ.
Proposition 12. Let
ĉ : R+ → H2(Ŝ,Z) ∼= H2(Ŷ,Z)
be defined as in §1. Then the reduced Gromov-Witten partition function of
Ŷ is given by
ZŶ(q̂, λ) = ∏
α∈R+
∞
∏
m=1
(
1− q̂ ĉ(α)
(
−eiλ
)m)m
.
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PROOF: The proof is based on the deformation invariance of the
Gromov-Witten invariants. See [10] and [6] for a similar argument.
Since Ŷ is smooth, ǫ̂ above defines a flat family of C∗-equivariant
deformations of Ŝ. Thus it induces a classifying morphism
µ : C → Def(Ŝ),
where Def(Ŝ) is the versal space of C∗-equivariant deformations of
Ŝ. Def(Ŝ) is naturally identified with the complexified root space
associated to the root system R (see [25]). There is a bijection be-
tween the set of positive roots R+ and the irreducible components
of the discriminant locus in Def(Ŝ). Each irreducible component
is a hyperplane in Def(Ŝ) perpendicular to the corresponding pos-
itive root. A generic point of Def(Ŝ) corresponds to an affine surface
(having no compact curves), whereas a generic point in the compo-
nent of the discriminant locus perpendicular to α ∈ R+, corresponds
to a smooth surface with only one smooth rational curve with self-
intersection −2 representing the homology class ĉ(α) (see [25, Theo-
rem 1] or [10, Proposition 2.2]).
By construction, µ is a non-constant C∗-equivariant map from C
to the vector space Def(Ŝ).
Since C∗ acts on both the source and target with weight one (see
Remark 9 and [25, Theorem 1]), µ(t)must be homogeneous of degree
1. Namely µ is a linear map, and hence its image is a line passing
through the origin.
Note that because ǫ : Y → C has compact curves in each fiber, the
family ǫ̂ : Ŷ → C has compact curves in each fiber. Thus the image
of µ is contained in the discriminant locus.
Let
µ1 : C → Def(Ŝ)
be a linear map whose image is a generic line passing through the
origin. Let Ŷ1 be the total space of the family induced by µ1. Clearly,
Ŷ1 is obtained from Ŷ by a C
∗-equivariant deformation. Since the
equivariant Gromov-Witten invariants are invariant under equivari-
ant deformation we have
ZŶ1(q̂, λ) = ZŶ(q̂, λ).
In contrast to µ, the image of µ1 meets the discriminant locus only
at the origin, hence all the curve classes of Ŷ1 are represented only
by the curves supported on the central fiber of the family Ŷ1 → C.
Thus, for any β 6= 0, Ngβ(Ŷ1) (and hence ZŶ1(q̂, λ)) has a well defined
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non-equivariant limit. Consequently, we can compute the invariants
of Ŷ1 (and hence of Ŷ) by making a non-equivariant deformation of
Ŷ1 to Ŷ2. Let
µ2 : C → Def(Ŝ),
be a generic affine linear map whose image is an affine line meet-
ing the discriminant locus transversely. Let Ŷ2 be the total space of
the family induced by µ2. Since the Gromov-Witten invariants are
invariant under deformations we have
ZŶ2(q̂, λ) = ZŶ1(q̂, λ).
By the description of the discriminant locus given above it is evident
that the image of µ2 meets transversally each component of the dis-
criminant locus once at a generic point. This implies that the three-
fold Ŷ2 contains a unique isolated smooth rational curve with normal
bundle isomorphic to
OP1(−1)⊕OP1(−1)
in the curve class corresponding to each element of R+ (see [6, Lemma 2]).
The contribution to the Gromov-Witten partition function of an
isolated (−1,−1) curve in a class β is well known (e.g. the proof of
Theorem 3.1 in [3]). It is given by a factor of
∞
∏
m=1
(
1− qβ
(
−eiλ
)m)m
and thus
ZŶ2(q̂, λ) = ∏
α∈R+
∞
∏
m=1
(
1− q̂ ĉ(α)
(
−eiλ
)m)m
.
The proposition follows. 
Remark 13. The image of µ in Def(Ŝ) defines a line in complex root
space and it is natural to ask which specific line it is. The line is
not quite unique—it depends on the choice of the small resolution
Ŷ → Ŷsing. We have found that there is a choice of resolution such
that the line is generated by the vector
∑
ρ̂∈Irr∗(Ĝ)\ Irr∗(G)
dim(ρ̂)eρ̂.
The lines corresponding to other choices of the resolution are ob-
tained from the above line by the action ofW0 ⊂ W, the subgroup of
theWeyl group generated by reflections about eρ̂, where ρ̂ ∈ Irr(Ĝ)\ Irr(G).
The specific form of the generating vector given abovewas not needed
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in the proof of Proposition 12, but it does provide a concrete descrip-
tion of Ŷ and hence Y via the explicit description of the universal
family over Def(Ŝ) given in [25].
2.4. Relating the Gromov-Witten theories of Y, Ŷ, Y, and Ŷ.
Lemma 14. The partition functions of Y and Ŷ are related to the fiber class
partition functions of Y and Ŷ by the formulas
ZY(q, λ)2 = ZYf (q, λ),
ZŶ(q̂, λ)2 = ZŶf (q̂, λ).
PROOF: The C∗-fixed part of the moduli space of stable maps to
Y representing fiber classes has two isomorphic components, corre-
sponding to maps with images in either of ǫ −1(0) or ǫ −1(∞). Each
component is isomorphic to the C∗-fixed part of the moduli space of
stable maps to Y. Since the virtual dimension of the moduli space of
stable maps to Y representing β ∈ H2(Y,Z) f is zero, the correspond-
ing Gromov-Witten invariant N
g
β(Y) is independent of the weight of
the C∗ action. We using the isomorphisms in Lemma 11 to identify
the second homology groups of ǫ−1(0) and ǫ−1(∞) with H2(Y,Z) f .
Then by localization, we have N
g
β(Y) = 2N
g
β(Y). The same argument
yields N
g
β(Ŷ) = 2N
g
β(Ŷ). The lemma follows. 
Finally we relate the Gromov-Witten theory of Ŷ to the Gromov-
Witten theory of Y. This is given in the following proposition:
Proposition 15. The reduced Gromov-Witten partition function of Ŷ and
Y satisfy the relation
ZŶf (q̂, λ)
ZŶf (q̂, λ)|q=0
= ZYf (q, λ)
2
after the specialization
q̂ρ̂ =
{
qρ if ρ̂ pulls back from ρ ∈ Irr∗(G)
1 if ρ̂ is not the pullback of a G representation.
(6)
PROOF: Since Y is a family over a compact base, and each fiber
of ǫ is a non-compact surface but with a finite number of compact
curves, the moduli space of stable maps to Y representing a fiber
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class is compact. Thus, ZYf (q, λ) has a non-equivariant limit. All the
elements of H2(Ŷ,Z) f are Calabi-Yau classes, and by the same argu-
ment, the corresponding Gromov-Witten partition function, ZŶf (q̂, λ),
has a non equivariant limit.
Let
ǫ̂gen : Ŷgen → P1
be the double cover of the family ǫ branched over two generic fibers.
Ŷgen is related to Ŷ by conifold transitions. Indeed,moving the branch
points in P1 to 0 and ∞ defines a deformation of Ŷgen to Ŷsing. Let
H2(Ŷgen,Z) f be the subspace of the fiber classes of Ŷgen. We have
H2(Ŷgen,Z) f ∼= H2(Ŷsing,Z) f ∼= H2(Y,Z) f ,
where the first isomorphism is proven in [26, page 167] and the sec-
ond isomorphism is from Lemma 11. The Gromov-Witten theory of
Ŷgen and Ŷ are related by a theorem of Li and Ruan [26, Theorem B].
There is a surjective homomorphism
φ : H2(Ŷ,Z) f → H2(Ŷgen,Z) f ,
so that the Gromov-Witten invariants of Ŷgen and Ŷ have the follow-
ing relation:
N
g
β(Ŷgen) = ∑
β′∈ φ−1(β)
N
g
β′(Ŷ)
for any β ∈ H2(Ŷgen,Z) f with β 6= 0. Note that by the identifica-
tions of the source and target of φ with respectively H2(Ŷ,Z) and
H2(Y,Z) given above, φ can be identified with the homomorphism
f̂ ∗ : H2(Ŷ,Z) f → H2(Y,Z) f .
Thus we can write
∑
β∈H2(Y) f
β 6=0
N
g
β(Ŷgen)q
β = ∑
β′∈H2(Ŷ) f
f̂ ∗(β′) 6=0
N
g
β′(Ŷ)q
f̂ ∗(β′).
Observing that
q̂ β 7→ q f̂ ∗(β)
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is the same as the specialization (6), we obtain
Z
Ŷgen
f (q, λ) =
ZŶf (q̂, λ)
ZŶf (q̂, λ)|q=0
after the specialization (6). Wemust divide by the factor ZŶf (q̂, λ)|q=0
in order to compensate for the lack of terms with f̂ (β′) = 0 in the
above sum.
It remains to be shown that
Z
Ŷgen
f (q, λ) = Z
Y
f (q, λ)
2.
The proof of this is very similar to the degeneration argument used
byMaulik and Pandharipande for the computations of the fiber class
Gromov-Witten theory of Enriques Calabi-Yau threefold [30, §1.1,§1.4]
and we thank Davesh Maulik for calling our attention to it.
Since Ŷgen is given by a double cover ofY branched over two smooth
fibers, we can obtain a degeneration of Ŷgen by allowing the two
branched fibers to come together. This forms a good degeneration in
the sense that the total space of the degeneration is smooth and that
the limiting variety is
Y ∪F Y,
the union of two copies of Y in a normal crossing along a smooth
fiber F. This is the setting in which we can apply relative Gromov-
Witten theory to compute the invariants of Ŷgen in terms of the rela-
tive invariants of the pair (Y, F). Our situation is particularly amenable
to the computation of Gromov-Witten invariants by degeneration for
two reasons. One is that we only consider fiber curve classes and
they intersect trivially with F. The other is that the degeneration
locus F is a (non-compact) K3 surface and consequently, it has no
non-trivial Gromov-Witten invariants.
For any fiber class β ∈ H2(Ŷgen,Z) f , and any non negative integer
g the degeneration formula for Gromov-Witten invariants implies
that
N
g
β(Ŷgen) = 2N
g
β(Y/F),
where the right hand side is the corresponding Gromov-Witten in-
variant of Y relative to F. However, since F is a (non-compact) K3
surface (see the proof of Lemma 2 in [30])
N
g
β(Y/F) = N
g
β(Y).
22 JIM BRYAN AND AMIN GHOLAMPOUR
The last two equalities immediately imply that
Z
Ŷgen
f (q, λ) = Z
Y
f (q, λ)
2.
The proof of Proposition is now complete. 
We have now completed the proof of equations (1)–(4) and so the
proof of Theorem 1 is complete. 
3. CREPANT RESOLUTION CONJECTURE
3.1. Overview. Awell known principle in physics asserts that string
theory on a Calabi-Yau orbifold X is equivalent to string theory on
any crepant resolution Y → X. Consequently, it is expected that
Gromov-Witten theory on Y should be equivalent to Gromov-Witten
theory on X and this is known as the crepant resolution conjecture.
The crepant resolution conjecture goes back to Ruan [37] and has
recently undergone successive refinements [8, 17, 18]. In the case
where the orbifold satisfies the hard Lefschetz condition [8, Defn 1.1],
the crepant resolution conjecture says that the Gromov-Witten po-
tentials of X and Y are equal after a change of variables. In lemma 24
we prove that the orbifold [C3/G] satisfies the hard Lefschetz con-
dition if and only if G is a finite subgroup of SU(2) ⊂ SU(3) or
SO(3) ⊂ SU(3).
In this section we use the crepant resolution conjecture to derive
Conjecture 4 and we prove Proposition 5. We will need to work with
the full genus zero Gromov-Witten potential of Y, which is a gen-
erating function for the invariants of Y with an arbitrary number of
insertions. Because Y is Calabi-Yau, the n-point Gromov-Witten in-
variants are easily obtained from the 0-point invariants along with
classical intersections. The main work of this section is computing
the triple intersections on Y and manipulating the generating func-
tions.
3.2. Triple intersections on Y and the genus zero potential func-
tion. Let {γρ}ρ∈Irr∗(G) be the basis for H2(Y,Q) dual to {Cρ}, namely
that satisfies ∫
Cρ
γρ′ = δρρ′ .
Let Lρ be the line bundle on Y defined by c1(Lρ) = γρ. We choose a
lift of the C∗-action of Y to Lρ such that∫
Y
c1(Lρ) = 0
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where the integral is evaluated via localization. We also denote by
γρ the equivariant Chern class of Lρ with the chosen lift. We take γ0,
corresponding to the trivial 1-dimensional representation of G, to be
the identity in equivariant cohomology. We have that {γρ}ρ∈Irr(G) is
a set of generators for H∗C∗(Y,Q), the equivariant cohomology ring
of Y. Let y = {yρ}ρ∈Irr(G) be a set of variables corresponding to this
cohomology basis.
For any given vector m = (mρ)ρ∈ Irr(G) of nonnegative integers,
we use the following notation
γm = ∏
ρ∈ Irr(G)
γ
mρ
ρ and
ym
m!
= ∏
ρ∈ Irr(G)
y
mρ
ρ
mρ!
.
Let β ∈ H2(Y,Z), g ∈ Z+, and suppose that
|m| = ∑
ρ∈Irr(G)
mρ.
The genus g, degree β, |m|-point equivariant Gromov-Witten invari-
ant of Y corresponding to the vector m is denoted by 〈γm〉Yg, β. In
general, these invariants take values in Q(t) (see [12]). Note that we
previously denoted the 0-point invariants, 〈 〉Yg, β, by Ngβ(Y).
Definition 16. Using the notation above, we write the genus zero
potential function for Gromov-Witten invariants of Y as
FY(q, y) = ∑
β∈H2(Y,Z)
∑
m∈Zr+
〈γm〉Y0, β qβ
ym
m!
where r = | Irr(G)|. We call the β = 0 part of FY the classical part,
and the β 6= 0 part of FY the quantum part. We denote the former by
FYcl , and the latter by F
Y
qu.
FYcl involves only the classical triple equivariant intersections on Y.
In other words, FYcl is the cubic polynomial in y given by
FYcl (y) = ∑
ρ, ρ′, ρ′′∈ Irr(G)
∫
Y
γρ γρ′ γρ′′
yρ yρ′ yρ′′
3!
.
If β 6= 0 then using the point and divisor axioms, one can write all
the Gromov-Witten invariants in terms of 0-point invariants 〈 〉Yg, β.
Remark 17. One can see that for any ρ ∈ Irr∗(G), the variables yρ
and qρ always appear in F
Y
qu as the product qρe
yρ . Thus if we set y = 0
in FY no information will be lost from its quantum part.
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We determine the classical and the quantum parts of FY in sepa-
rate propositions.
Proposition 18. The classical triple equivariant intersection numbers on
Y are given by ∫
Y
γ0 =
1
t3|G| , (7)∫
Y
γρ = 0, (8)∫
Y
γρ γρ′ =
−1
2th ∑
α∈ R+
αρ αρ
′
, (9)
∫
Y
γρ γρ′ γρ′′ =
1
4 ∑
α∈ R+
αρ αρ
′
αρ
′′
, (10)
where, t is the equivariant parameter, h is the Coxeter number of the root
system R, and αρ is the coefficient of the simple root corresponding to ρ in
the positive root α.
PROOF: Recall the map f̂ : Ŷ → Y constructed in §2.2. For any
ρ ∈ Irr∗(G), the C∗-equivariant line bundle Lρ on Y defined above,
pulls back via f̂ to a C∗-equivariant line bundle on Ŷ denoted by L̂ρ̂.
By the push-pull formula for f̂ , we have∫
Ĉρ̂′
c1(L̂ρ̂) = δρ̂ρ̂′∫
Ŝ
c1(L̂ρ̂) = 0
for any ρ̂, ρ̂′ ∈ Irr∗(G) ⊂ Irr∗(Ĝ). We extend {L̂ρ̂}ρ̂∈Irr∗(G) to the
set of C∗-equivariant line bundles {L̂ρ̂}ρ̂∈Irr∗(Ĝ) satisfying the two
relations above for any ρ̂, ρ̂′ ∈ Irr∗(Ĝ). Define γ̂ρ̂ = c1(L̂ρ̂), and let
γ̂0 be the class of identity in H
∗
C∗(Ŝ,Q), the equivariant cohomology
of Ŝ. By construction, {γ̂ρ̂}ρ̂∈Irr(Ĝ) is a basis for H∗C∗(Ŝ,Q).
Now let γ̂ ∈ H∗C∗(Ŷ,Q) be the pull back of some γ ∈ H∗C∗(Y,Q)
via the C∗-equivariant map f̂ . We can write∫
Y
γ =
1
2
∫
Ŷ
γ̂ =
1
2t
∫
Ŝ
γ̂.
All the integrals are defined via localization. The factor 1/2 in the
first equality appears because f̂ is generically a double cover map,
and the 1/t factor in the second equality because the weight of the
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normal bundle of Ŝ →֒ Ŷ is 1. Proposition 18 follows immediately
from these identities and Lemma 19. 
Lemma 19. Let {γ̂ρ̂}ρ̂∈Irr(Ĝ) be the basis for H∗C∗(Ŝ,Q) chosen above.
Then we have ∫
Ŝ
γ̂0 =
4
t2|Ĝ| ,∫
Ŝ
γ̂ρ̂ = 0,∫
Ŝ
γ̂ρ̂ γ̂ρ̂′ =
−1
h ∑
α∈ R+
αρ̂ αρ̂
′
,
∫
Ŝ
γ̂ρ̂ γ̂ρ̂′ γ̂ρ̂′′ =
t
2 ∑
α∈ R+
αρ̂ αρ̂
′
αρ̂
′′
,
PROOF: This is basically [6, Lemma 4] with only the following
differences
1. The basis chosen for H∗C∗(Ŝ,Q) is obtained from the basis chosen
in [6] by the negative inverse of the Cartan matrix of R. The rea-
son for this is that the cohomology basis chosen in [6] is the dual
of {Cρ̂}ρ̂∈Irr∗(Ĝ) with respect to the intersection pairing (which is
the negative Cartan matrix by the McKay correspondence), while
in this paper it is the dual of {Cρ̂}ρ̂∈Irr∗(Ĝ) with respect to the equi-
variant Poincare´ pairing.
2. The weights of the induced C∗-action on the canonical bundle of Ŝ
and the cohomology basis elements γ̂ρ̂ are half of the correspond-
ing weights in [6].

Remark 20. Note that (8) in Proposition 18 is the direct result of the
definition of {γρ}. (7) in Proposition 18 can also be deduced by the
same argument as in the proof of Lemma 4 in [6], by pushing for-
ward the class of the identity to H0
C∗(X ).
Remark 21. Define the matrix G = (gρρ′)ρ, ρ′∈ Irr∗(G) by
gρρ′ =
∫
Y
γρ γρ′ .
Then one can show that G−1 = (gρρ′) with
gρρ
′
= t
〈
(V − 3C)⊗ ρ, ρ′〉
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where 〈·, ·〉 is the pairing making the irreducible representations or-
thonormal. The matrix G−1 is the McKay quiver and is the analog of
the negative Cartan matrix in dimension 2.
Proposition 22. The genus zero Gromov-Witten potential function of Y is
given by
FY(q, y) = FYcl (y) + ∑
α∈ R+
∞
∑
d=1
1
2d3
qdc(α)ed ∑ρ α
ρyρ .
PROOF: This is a consequence of Theorem 1 and Remark 17. Each
genus zero Gopakumar-Vafa invariant n0β contributes n
0
βd
−3 to the
degree dβ genus zero Gromov-Witten invariant. The proposition fol-
lows. 
3.3. Deriving FX via the crepant resolution conjecture.
Let Conj∗(G) be the set of nontrivial conjugacy classes of G. For
(g) ∈ Conj∗(G) and ρ ∈ Irr∗(G), we define
L
(g)
ρ =
|C(g)|
|G|
√
3− χV(g) χgρ ,
where C(g) is the centralizer of the group element g, and V is the
3 dimensional representation of G induced by the embedding G ⊂
SO(3). It was conjectured in [8, Conjecture 3.1] that FX (x) is ob-
tained from FY(y, q) after replacing
y0 = x(e),
yρ = ∑
(g)∈ Conj∗(G)
i L
(g)
ρ x(g), (11)
qρ = exp
(
2πi dim(ρ)
|G|
)
.
Recalling the definition of Xρ given in conjecture 4, we see that
Xρ =
2π dim(ρ)
|G| + ∑
(g)∈Conj∗(G)
L
(g)
ρ x(g).
Using the above equations to substitute the y variables for the x vari-
ables, and specializing the q variables, we obtain the prediction
FX (x) = FYcl (x) + ∑
α∈ R+
1
2d3
exp
(
id∑
ρ
αρXρ
)
.
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We take the third partial derivatives of the above equation with re-
spect to the variables x(k), x(k′) and x(k′′) corresponding to three non-
trivial conjugacy classes, use (4) in Proposition 18, and sum the geo-
metric series to arrive at
FXx(k)x(k′)x(k′′)(x) = ∑
ρ, ρ′, ρ′′
(
1
4 ∑
α∈ R+
αραρ
′
αρ
′′
)
i3 L
(k)
ρ L
(k′)
ρ′ L
(k′′)
ρ′′
+ ∑
α∈ R
i3
2
(
∑
ρ
αρL
(k)
ρ ·∑
ρ′
αρ
′
L
(k′)
ρ′ ·∑
ρ′′
αρ
′′
L
(k′′)
ρ′′
)
ei ∑ρ α
ρ
Xρ
1− ei ∑ρ αρXρ .
Using the identity
ei θ
1− ei θ = −
1
2
− i
2
tan
(
θ
2
+
π
2
)
,
we find that a delicate cancellation leads to
FXx(k)x(k′)x(k′′)(x) =
−1
4 ∑
α∈ R+
(
∑
ρ
αρL
(k)
ρ ·∑
ρ′
αρ
′
L
(k′)
ρ′ ·∑
ρ′′
αρ
′′
L
(k′′)
ρ′′
)
tan
(
1
2 ∑ρ
αρXρ +
π
2
)
.
By integrating the above with respect to the variables x(k), x(k′) and
x(k′′), we have derived the prediction in Conjecture 4 for F
X (x).
Remark 23. By the point axiom, the only nontrivial terms in FX (x)
containing x(e) are
〈 δ3(e) 〉
x3
(e)
3!
and 〈 δ(e)δ(g)δ(g−1) 〉 x(e)x(g)x(g−1) for g 6= e
corresponding to the classical invariants, which are easily evaluated
to
〈 δ3(e) 〉 =
1
t3|G| and 〈 δ(e)δ(g)δ(g−1) 〉 =
1
t|C(g)| .
By the similar argument given in [6], one can check that these terms
match up with the part of FY with nonzero y0 terms (see Remark 21).
The above derivation of FX (x), along with the preceding remark
shows that if Conjecture 4 is true, then the Crepant Resolution Con-
jecture holds for Y → C3/G using the change of variables given by
equation (11). This proves Proposition 5.
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3.4. The Hard Lefschetz condition.
Lemma 24. Let G be a finite subgroup of SU(3), then the following con-
ditions are equivalent:
(1) The orbifold [C3/G] satisfies the hard Lefschetz condition [8, Defn 1.1].
(2) Every non-trivial element of G has age 1.
(3) G is a finite subgroup of SO(3) ⊂ SU(3) or SU(2) ⊂ SU(3).
PROOF: Let g ∈ G be an element of order n > 1. The eigenvalues
of the action of g on C3 are ωk1 , ωk2 , and ωk3 , where ω = exp
(
2πi
n
)
,
ki ∈ {0, . . . , n− 1}, and k1 + k2 + k3 ≡ 0 mod n. By definition, the
age of the element g is given by
age(g) =
1
n
(k1 + k2 + k3).
By definition, the hard Lefschetz condition means that age(g) =
age(g−1) for all g. If ki 6= 0 for i = 1, 2, 3, then
age(g−1) =
1
n
((n− k1) + (n− k2) + (n− k3)) = 3− age(g).
Consequently, if age(g) = age(g−1) then ki = 0 for some i. In this
case the eigenvalues must be (1,ωk,ωn−k) and age(g) = age(g−1) =
1. This proves that (1) is equivalent to (2).
If G is a subgroup of SU(2) ⊂ SU(3) or SO(3) ⊂ SU(3), then
every element fixes some line in C3 and hence has age one (or zero).
Thus (3) implies (2), and it remains to be shown that (2) implies (3).
Let χV be the character of V, the 3 dimensional representation in-
duced by G ⊂ SU(3). By assumption, the action of g on V has eigen-
values {1,ωk,ω−k}. We have
χV(g
2) = 1+ω2k + ω−2k
= (ωk +ω−k + 1)(ωk +ω−k − 1)
= χV(g) (χV(g)− 2) .
Thus
1
|G| ∑
g∈G
χV(g
2) =
1
|G| ∑
g∈G
χV(g) (χV(g)− 2) .
We decompose V into irreducible summands and we let r, c, and
q be the number of real, complex, and quaternionic summands re-
spectively and let t be the number of trivial summands. By [21,
Ex. 3.38], the left hand side of the above equation is equal to r − q
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while by the orthogonality of characters, the right hand side is equal
to r+ c+ q− 2t. Thus we obtain
2t = c+ 2q
which, since V is of dimension 3, can only be solved by t = 0 or
t = 1. If t = 0 then c = q = 0, r = 1, and so V is real, i.e. G ⊂ SO(3).
If t = 1 then G ⊂ SU(2) and then lemma is proved. 
4. THE D5 CASE: G = Σ3.
To illustrate the theorems of this paper, we work out the D5 case
explicitly. Let Σ3 ⊂ SO(3) be the group of permutations of three
letters (which is the dihedral group of the triangle and corresponds
to D5 in the classification). We have
Irr∗(Σ3) = {V1,V2}
where V1 and V2 are respectively the alternating and the standard
representations of Σ3. The embedding Σ3 ⊂ SO(3) induces the 3-
dimensional representation
V = V1 ⊕V2.
The binary version of Σ3 is the generalized quaternion group of
order 12 which we denote by Σ̂3. The non-trivial irreducible repre-
sentations of Σ̂3 are
Irr∗(Σ̂3) = {V1,V2,U1,U2,U3}.
Σ̂3 acts on C
2 via U1. Recall that
π̂ : Ŝ → C2/Σ̂3 π : Y → C3/Σ3
are the minimal and G-Hilbert scheme resolutions. The intersection
graphs of the exceptional sets π̂−1(0) and π−1(0) are given in Fig-
ure 3. The vertices in the graphs are corresponding to the irreducible
components of π̂−1(0) and π−1(0). In each graph two vertices are
connected if and only if the corresponding components meet at one
point. All the components of π̂−1(0) are smooth rational curves hav-
ing normal bundles isomorphic to OP1(−2). The components of
π−1(0) corresponding to V1 and V2 are smooth rational curves with
normal bundles respectively isomorphic to
OP1(−1)⊕OP1(−1) and OP1(1)⊕OP1(−3).
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•
U3
◦
V1
•
U1
◦
V2
•
U2
◦
V1
◦
V2
FIGURE 3. The intersection graphs of π̂−1(0) and
π−1(0) respectively.
Themorphism f : Ŝ → Y contracts the components corresponding to
the solid vertices. Let Ci ∈ H2(Y,Z) be the curve class correspond-
ing to Vi for i = 1, 2. We denote the homology class d1C1 + d2C2 by
(d1, d2).
Remark 25. In general, the morphism f : Ŝ → Y contracts disjoint
rational curves (see Figure 1). The normal bundle of a curve C in
π−1(0) is isomorphic to OP1(−k) ⊕OP1(k − 2) where k is the num-
ber of components collapsed by f onto C. This is a consequence of
[32, Theorem 3.2].
The left graph in Figure 3, is the Dynkin diagram of the D5 root
system and has vertices in correspondence with the simple roots.
There are 20 positive roots in this root system (the first three are the
binary roots):
0
0001
0
0100
1
0000
0
1000
0
0010
0
1100
0
0110
0
0011
1
0010
0
1110
0
0111
1
0110
1
0011
0
1111
1
1110
1
0111
1
0121
1
1111
1
1121
1
1221
where the numbers are the coefficients of the corresponding simple
root in the graph above.
By Theorem 1, the partition function for the Gromov-Witten in-
variants of Y is given by
ZY(q1, q2, λ) = M(q1)M(q1q2)
2M(q2)
4M(q22)
1/2M(q1q
2
2),
where
M(q) =
∞
∏
m=1
(
1− q
(
−eiλ
)m)m
.
The nonzero BPS states are
n0(1,0) = 1, n
0
(1,1) = 2, n
0
(0,1) = 4, n
0
(0,2) = 1/2, n
0
(1,2) = 1.
In particular, we obtain a somewhat curious genus zero multiple
cover formula for the rational curve C2, which has normal bundle
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OP1(1)⊕OP1(−3):
N0dC2 =
{
4
d3
if d is odd,
8
d3
if d is even.
Here the C∗ action acts trivially on C2 and acts on the normal bundle
with weights 2 on the OP1(−3) factor and 1 on the OP1(1) factor.
Conjecture 4 can be written out explicitly in this case. Let x1 and
x2 be the variables corresponding to the conjugacy class of the trans-
positions and the three cycles respectively. Then the genus zero orb-
ifold potential function of [C3/Σ3] is predicted to be
F(x1, x2) = h
(
4π
3
− x1 + x2√
3
)
+ 4h
(
π
3
+
x2√
3
)
+ 2h (x1)
+ h
(
4π
3
+ x1 +
x2√
3
)
+
1
2
h
(
π
3
− 2x2√
3
)
=
1
2
x21x2 +
1
18
x32 −
5
48
x41 −
1
6
x21x
2
2 −
1
36
x42+
+
1
12
x41x2 +
1
18
x21x
3
2 +
1
324
x52 + · · ·
Since (most of the components of) the moduli space of genus zero
maps to [C3/Σ3] can be identified with the space of degree three ad-
missible covers, the orbifold invariants predicted above can also be
viewed as integrals of certainHodge classes over themoduli space of
degree three admissible covers. For example, the special cases where
there are exactly two simple ramifications and the rest are double
ramification was studied in [9]. The series B(u) which is defined and
computed in [9, Appendix A] is given by F112(0,−u) and indeed, the
formula
B(u) =
1√
3
tan
(
u√
12
+
π
3
)
given in [9] can be easily recovered from the above prediction for
F(x1, x2).
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