In this paper, we investigate the quality of the moments based Padé approximation of ultimate ruin probabilities by exponential mixtures. We present several numerical examples illustrating the quick convergence of the method in the case of Gamma processes. While this is not surprising in the completely monotone case (which holds when the shape parameter is less than 1), it is more so in the opposite case, for which we improve even further the performance by a fix-up which may be of special importance due to its potential use in the four moments Gamma approximation.
Introduction
The ruin problem for the Cramér Lundberg risk model. Let us recall the classical Cramér-Lundberg model:
used in collective risk theory to describe the surplus X = {X t , t ≥ 0} of an insurance company. Here, u is the initial capital, ct represents the premium income up to time t, C k are i.i.d. positive random variables representing the claims made, with cumulative distribution function (cdf) and probability density function (pdf) denoted by B(x) and b(x), and (some) moments denoted by m i , i = 1, 2, . . . , and N = {N t , t ≥ 0} is an independent Poisson process with intensity λ modeling the times at which the claims occur.
Let T be the first passage time of the stochastic process X (t) below 0:
The objects of interest in ruin theory are the ''finite-time'' and ''ultimate'' ruin probabilities
The problem of approximating ultimate ruin probabilities ψ(u) for the Cramér Lundberg model (1) using data on the distribution B(u) of the claims is a classic of applied probability, dating back to the early 1900s. Laplace transform -see [1] . 1 Laplace inversion. In general, assuming complete knowledge of the claims distribution, recovering ψ(u) is a problem of Laplace transform inversion, and as such, it could be attacked numerically via the current off-shelf inversion programs available. However, for non-rational symbols, like, for example, log-normal claims, Laplace inversion may involve the nontrivial task of numerical integration of a possibly highly oscillating function.
Claims with rational Laplace transforms. In the case of light tailed claims with rational Laplace transform
the Pollaczek-Khinchin formula followed by partial fractions and Laplace inversion yields immediately the eventual ruin probabilities. Furthermore, the distribution may also be expressed in ''matrix exponential'' form B(x) = βe Bx 1, ⇔B * (s) = β(sI − B)
with B a matrix of order K , see for example [2] . This representation renders Laplace inversion unnecessary, and the ruin probability is ''explicit'' (see [1] ):
where Q = B + (−B)1η, η = ρβ(−B) −1 , ρ = λ/c. Exponential mixtures. Our goal is to approximate a given density f (t) (of the claims) by a sum of exponentials
which has 2K − 1 free parameters as we must have
The choice of a ''best exponential mixture approximation'' is not obvious. As far as simplicity, one favourite is approximation by the method of moments.
The ''extended Vandermonde'' system. The method of moments applied to (5) yields
w i p k i = c k , for k = 0, 1, 2, . . . , 2K − 1 (6) where c k denotes the normalised moments m k /k! of the rv whose density is to be approximated and p k = α . . .
. . . 
is linear in the parameters w k , but non-linear in p k , k = 1, 2, . . . , K . Note that the first 2K − 2 equations of the system (7) may be written in matrix form as
1 Note that the Pollaczek-Khinchine formula yields equally the stationary distribution of the waiting time in the M/G/1 queue, and in fact the distribution of any geometric compound sums. Furthermore, it has a straightforward generalisation to the distribution ψ(u) where
. . .
This is known as the Hankel matrix factorisation, see for example [3] .
The Hermite/Padé approximation. Instead of (5), one may consider approximating the moment generating function f * (s) = Ee sC by a rational function:
where
Finding the ''Laplace parameters'' a i , b i in (9) requires only solving a linear system of 2K equations
The first K equations yield the a i in terms of the b i , and the next K equations form a Hankel system
Altogether, we get explicit expressions of a i , b i in terms of the coefficients c k of the series expansions of the moment generating function (for a recursive approach, one may also use the continued fraction representation of (9)). Thus, the non-linear Vandermonde moments equations (7) may be replaced by a Hankel linear system (11) for the coefficients of an associated polynomial b K (x) (9) .
The ''Stieltjes/Bernstein/Krein'' representation. The approximation (5) is most natural when our density may be represented as
Note that in this case the normalised moments m k /k! of F (x) coincide with the negative moments of the ''Stieltjes/ Bernstein/Krein'' representing measure:
Changing variables p = 1/α, we arrive at the conclusion.
Proposition 1.
Suppose the distribution to be approximated admits a ''Stieltjes/Bernstein/Krein'' representation
e −x/p ν(dp), (14) and that the moments
exist (in which case c i coincides with the normalised moments of the claims).
Then the Hankel system (11) is equivalent to the orthogonality relations of the polynomial x K b K (x −1 ) to lower powers, with respect to the representing measure ν(dx), or, equivalently, to the orthogonality of b K (x) to lower powers, with respect to the representing measure µ(dx) defined in (12) .
The roots of b K (x) are the nodes of a K -node Gaussian quadrature with respect to the measure µ(dx).
Writing the Hankel equations (10) 
The orthogonality relations of the polynomial b K (x), with respect to the representing measure µ(dx), are established similarly, and the connection to Gaussian quadrature is well known, and its history is reviewed in Section 2.
Note. For results on the convergence as K → ∞, see [4] .
The advantage of moments based methods. It may be argued that the only reliable information available in insurance data is anyway contained in the first few moments of the claims and interarrival time distributions, which explains the importance of non-parametric moments based approximations, like the one implemented below. The fact that the coefficients of mixture models may be obtained from the moments by two linear systems of Hankel and Vandermonde structure -see Section 2 -which may be solved numerically efficiently is another bonus of the method of exponential mixtures.
Related approaches. Several other approaches have been proposed for the construction of exponential mixtures. Many of these construct a hyperexponential distribution, i.e., a mixture of exponential distributions which is in the form of (5) but where all w i are positive, resulting in a monotone decreasing pdf. Consequently, these methods use only a subset of the distributions used in this paper. A typical approach to build a hyperexponential distribution is provided by the principle of maximum likelihood [5, 6] which result in an iterative procedure. Depending on the number of parameters, these methods can suffer from slow convergence. A much faster, heuristic approach was provided in [7] , but note that this method was designed to approximate distributions with heavy tails, and that our method, which is essentially exact for exponential mixtures, will clearly outperform it. An interesting procedure, based on the Jacobi polynomial expansion, was proposed in [8] . This approach goes beyond hyperexponential distributions and can provide non-monotone decreasing pdfs but uses only a subset of the form (5), because the pole structure of the resulting approximation is fixed. A drawback of this approach is the necessity of setting four parameters which requires a non-trivial trial and error phase. The reader is invited to experiment himself with these two approaches using the programs at http://www.di.unito.it/~horvath/additional/.
Contents. This paper is a contribution to the theory of Laplace inversion, from an actuarial point of view. We replaced the method of moments for exponential mixtures with an arbitrary number of moments in its historical context, as an application of the Hermite/Padé approximation, and reviewed in Proposition 1 its connections to orthogonal polynomials and Gaussian quadrature. This connection may turn out useful for providing error bounds, the scarceness of which is a current weakness of ruin theory.
The method of moments has its natural limitations, noticed already in Example 3 in the case of Gamma claims with α > 1 non-integer. We provided therefore a fix-up in this case -see Example 4 -which is of special importance due to its potential use in the four moments Gamma approximation -see Remark 1, as well as its potential use as a conjugate prior in Bayesian approaches.
The paper is organised as follows. In Section 2 we provide some historical background of approximation theory. In Section 3 we describe our approximation procedure, and review issues regarding positivity of the resulting measure (Section 4). Finally, in Section 5 we present numerical results.
The solution of the extended Vandermonde system
The solution of (7) is a classic: see for example [9] [10] [11] [12] or [13] , Thm 2.1. This system was probably first encountered in [14] in the problem of fitting a curve by combinations of exponentials, see [15] . The system (7) was later encountered in [16] in the problem of choosing nodes and weights for a ''quadrature'' rule
which will be exact for polynomials g(x) of a degree as large as possible. Gauss considered ν(dx) = dx, in which case (7) holds with c k =  A x k dx. Later, [17] noticed the key fact that when p k are Gauss's nodes, then the polynomial
is orthogonal over A to all polynomials of degree less than K , and his coefficients b k satisfy the linear Hankel system:
. . . [18] generalised Gauss and Jacobi's results to quadrature rules for general measures  A ν(dx) -for a recent exposition, see [4] . The Hankel system (11) may also be obtained directly from the extended Vandermonde system (7) (see [15] ). Indeed, letting b i denote the coefficients of a polynomial with roots p j , note that for k = 0, . . . , K − 1 it holds by (7) that
establishing the Hankel system.
The reduction to a linear system could also be attributed to De Prony, who had noticed that while finding α k (or their reciprocals p k ) leads to non-linear equations, the problem becomes linear if one looks instead for the coefficients of an associated polynomial p(D), where D is the derivative operator, chosen so that it annihilates the desired combination of exponentials; furthermore, De Prony's polynomial is precisely the reciprocal s
is found, its roots, the desired cluster centers p k , may be easily found via root-finding procedures. Finally, the weights w k are solved from the Vandermonde system given by the first K equations.
The approximation procedure by mixtures of exponentials
The fact that the stationary excess moments are simply obtained from the claim moments (by the Pollaczek-Khinchine formula) suggests two possible approaches of using a mixture of exponentials approximation, either 1. for the claim distribution (to be called the ''classical method'') 2. or for the stationary excess distribution (to be called ''Ramsay's method''). Note the two approaches are different in the numbers of moments they use, and so not immediately comparable. This suggests the following procedure:
1. Decide on a ''reliable'' number N of moments m 1 , m 2 , . . . , m N to be estimated from the data. 2. If N = 2K − 1, use the classical approximation approach via a mixture of exponentials
where p i may be found as the roots of the polynomial given in (16) whose coefficients are obtained from (11) and w i are obtained subsequently from the first K equations of the system (7). 3. Get the ultimate ruin approximation from (4).
4.
If N = 2K , use ''Ramsay's method'': use the Pollaczek-Khinchine formula to get the first 2K −1 moments of the stationary excess-distribution and then approximate the ultimate ruin probability by mixture of exponentials of order K , precisely as described above.
Non-negativity of the resulting approximation
A non-trivial problem is checking if the resulting approximation is a positive measure.
An obvious necessary (but not sufficient) condition forF K (t) to be a bona-fide ccdf for a non-negative rv is that the exponents, α i , have negative real parts. The approximation can result in negative weights and complex exponents, in which case the positivity of the approximating density f K (t) ≥ 0, ∀t ≥ 0 for fixed K is not guaranteed (despite the convergence when K → ∞).
For small values of K the positivity of the measure can be checked. For K = 2, which involves m 1 , m 2 and m 3 , we have the following bounds [19] 
where cv = 1/2 and m 3 = 3m
) are excluded because they require a multiple pole. For K = 2 the positivity of the approximating measure can be checked based on the moments themselves. For K = 3, which involves m 1 , . . . , m 5 , even if no explicit expressions for the bounds of the moments are available, the positivity of the approximating pdf can be checked based on the necessary and sufficient conditions given in [20] .
For K > 3 only sufficient conditions of the positivity of the pdf are known [21] , and they apply only to subclasses of the family of densities considered in this paper. In particular, no general results are known in case of complex poles. In practice, this may require ''user rejection or adjusting'' of approximations (see [22] ).
In the following section we provide several numerical examples testing the positivity of the resulting approximation in each case.
Numerical results
In this section, we illustrate numerically the relative accuracy obtained by the method of exponential mixtures presented in this paper. We provide below:
1. Comparisons of our approximations for different values of K , denoted by PT K =j , to the exact values of the ruin probability ψ(u) (when known), and to some other previous approximations. Notably the ''exponential DeVylder approximation'' (see [23] ) denoted by DV, the Badescu and Standford approximation (see [24] ) denoted by BS, and the ''four moments Gamma approximation'' (4MG) of [25] . With the exception of the log-normal distribution, for which all methods perform poorly, it is shown that the moments approximation performs better.
2. Relative errors ϵ A , which are given for any approximation ψ A (u) of ψ(u) by :
We compute also two aggregate quantities over the different values of u: the average relative errorε (the mean of the different relative errors absolute values) and the standard deviation mean of those relative errors σ ε .
3. We also give the nodes and the weights for the exponential mixture approximations of the claims distribution (the support points p i , denoted by the vector p, and the masses w i , denoted by the vector w) and the exponents and coefficients of the exponential mixtures approximations of the ultimate ruin probability (the vector r contains the exponents while their coefficients are given by the vector C).
If not mentioned, the claim arrivals rate is taken to be λ = 1. In most of the case, we use the loading factor θ instead of c in input data, recall that c = (1 + θ )λm 1 . Remark 1. The 4MG method, like DeVylder's, replaces the original process by one with Gamma(α, β) claims, and artificial parametersλ,θ , chosen such that the first four moments of the original process (computed using the data and the real λ, θ) equal those of the approximating Gamma process. This results in estimated parameters, likeα =C V −1 , whereCV is the approximating coefficient of variation. Then, the ruin probabilities of the approximating process are computed using Thorin's integral formula (17) -see [26] , which is valid when the shape parameter is smaller than 1 (completely monotone claims). However, we would like to note that the use of Thorin's formula is not essential, since rational approximation + partial fractions work also very well in this case (for example, the classic Padé approximation of Mathematica, or the one implemented here, as well as the rational approximations proposed in [27] and implemented in [28] ).
On the other hand, Burnecki, Mista, and Weron have not proposed a solution for the case when the shape parameter α is greater than 1, and so their method still requires further clarification.
We believe that the procedure given in Example 4 could provide an efficient solution for this case.
Before our objects of study, the Gamma and Log-Normal, we start with a ''training section'' in which the claims distribution is a mixture of exponentials.
Mixed exponential distributed claims
This case reduces of course to polynomial root-solving and partial fractions, included automatically in Mathematica's command InverseLaplaceTransform. We implemented it however also by the method of moments, as a testing case. and c = 2/5. 
Example 1 (Cramér-Lundberg Model with Exponential Mixtures Jumps of Order Five).
The first example is produced by the method of ''rational ruin probabilities'' of [29] . Suppose X is a Cramér-Lundberg process with cumulant generating function:
κ(s) = 
32768
.
The results are presented in Table 1 for the different ruin probabilities, Table 2 for the relative errors and Table 3 for the nodes and weights obtained. All the resulting approximating mixtures of exponentials satisfy the sufficient condition presented in [21] and hence provide valid distributions. (a) As expected, PT K =5 reproduces the correct support points and weights, yielding consequently the exact values of the ruin probability. (b) DV is the worst approximation, after 4MG, BS and PT K =2 . The performance of BS is remarkable, which leads us to conjecture that this is asymptotically correct to second order ( [30] has shown that DeVylder is asymptotically correct to first order). Note however that since BS uses a wrong loading factor, it is incorrect for small values of u, and that if large values of u only are of interest, it is easy to modify the PT K =3 , PT K =4 , etc. to DeVylder type approximations (just by applying the moments to the process rather than to the claims, precisely as BS have done to obtain a ''second order DeVylder type approximation'').
In this example, from K = 3 the accuracy obtained by the method of moments is far and away better than the other approximations. For K = 3 we obtain an average relative error ofε = 0.007% which is better compared to BS with ε = 0.11%. The approximation with the method of moments is quasi-exact for K = 4 (at least ups to 6 digits), and K = 5 gives the exact values. (c) For a value of K which is greater than the order of the initial mixed exponential distribution (here for K > 5), numerical errors take over due to singular moment matrices, and we obtain inconsistent values, like exponents greater than zero (hence incorrect for large u), and negative ruin probabilities. For K = 6 for example, the approximation contains components with positive exponentials (incorrect for large u). In a more elaborate implementation, these should be of course removed, by imposing a negativity condition on the Cramér Lundberg roots. Effectively, that would impose using the correct K when K is bigger than that. This point is of course important when the ''correct K '' is not known. .
Gamma processes

Notes.
(1) For α ∈ N, the distribution (also called Erlang) has rational Laplace transform. For other α, any rational approximation for (1 + z) −α , like for example Gauss's continued fraction representation for the binomial series, will provide one for ruin probabilities.
For example, when α = 1/2, β = 1, ρ = 3/4, λm 1 = 1, we get ψ * (s) = 5/2 4s − 3 + 3(1 + s) −1/2 , the Padé(0, 1) approximation is 27/(77s + 60) and the approximate ruin probability is (27/77) exp(−60/77y). (2) In the case α ∈ (0, 1), [31] showed that the Gamma distribution is completely monotonic, and the resulting ruin probability is given by:
where γ is the adjustment coefficient and Table 5 Relative errors (expressed in %) of the different approximations when the claims amount distribution is Gamma with parameters Table 6 Nodes and weights p, w, r and C, when the claims amount distribution is Gamma with parameters α = β = 0.01. Example 2 (Gamma Distributed Claims with α = β = 0.01). This example appears frequently in the literature (see [32, 30, 24] ) and it comes from [33] , who calculate the probabilities of ruin when λ = 1 (or λ = αβ = 0.0001 under our parametrisation), and with θ = 0.1, via Thorin's formula (17) (since α < 1, we are in the completely monotone case). Tables 4-6 . In this case, as the measure to be approximated is completely monotone, the resulting approximations are valid distributions. Table 8 Relative errors (expressed in %) of the different approximations when the claims amount distribution is Gamma with parameters α = 5/2, β = 1 and c = 4 5 Note. As 4MG uses numerical integration of Thorin's formula (17) for Gamma claims with the approximated parameters, it may be tuned to become virtually exact in this case.
The exponential mixture approximations are quasi-exact from K = 3, at least up to 5 digits. The average relative error falls toε = 0.001% for K = 3 andε = 0.0001% for K = 4. For K = 5 we can assert that the approximation yields exact values (up to 9 or 10 digits for the majority of the values). In fact, since we are comparing here the results of the numerical integration (17), it is not clear which of the two works better. To the best of our knowledge, such an accuracy has not yet been obtained in previous related work. For this example, we do not have either the exact result, or a previous authoritative study. As a proxy for an exact result, we used the results obtained from numerical inverse Laplace by Weeks' method as provided in [34, 35] . This method provides also an estimate of the error of the obtained values which in our case was always less than 10 −13 . The approximation results are presented in Tables 7-9 . Here, the accuracy of the method of moments is not so sharp as in the completely monotone case, and the value of K does not strongly influence the accuracy. Despite that, the exponential mixture approximation is better than all the Table 9 Nodes and weights p, w, r and C, when the claims amount distribution is Gamma with parameters α = 5/2, β = 1 and c = Pdf associated with the approximating mixture of exponentials around 0 when the claims amount distribution is Gamma with parameters α = 5/2, β = 1. As K is increased the pdf is less negative.
Table 10
Nodes and weights p, w when the claims amount distribution is Gamma with parameters α = 1/2, β = 1. Table 11 Ruin probabilities and approximations when the claims amount distribution is Gamma with parameters α = 5/2, β = 1 and c = 4 5
, and the approximation is performed by convoluting the approximation of a Gamma(1/2, 1) and Gamma(2, 1). other approximations, starting from K = 3. In this case the approximating mixtures of exponentials do not provide valid distributions. In particular, as it is depicted in Fig. 1 , the associated pdf is negative around 0 for all the approximations. The higher the order of the approximation the less negative the associated pdf but, as it can be shown by applying results from [36] regarding relations of the moments and the derivatives of the pdf at 0, the negativity remains for any degree. Relative errors (expressed in %) of the different approximations when the claims amount distribution is Gamma with parameters α = 5/2, β = 1 and c = 4 5 (−1 + 4 √ 2) and the approximation is performed by convoluting the approximation of a Gamma(1/2, 1) and Gamma(2, 1). Table 14 Relative errors (expressed in %) of the different approximations when the claims amount distribution is Log-Normal with mean µ = −1.62 and variance σ 2 = 3.24. 
Example 4.
A possible workaround of the problem of the negativity of the approximation is to write the Gamma(5/2, 1) as the convolution of a Gamma(2, 1) distribution and a Gamma(1/2, 1) distribution. As the approximation yields valid distributions for 0 < α < 1, the positivity of the approximating distribution is guaranteed. Table 10 provides the support points (p) and the masses (w) for the mixture of exponentials approximating Gamma(1/2, 1). The distribution approximating the Gamma(5/2,1) distribution can be written in matrix exponential form by convolution of the mixture of exponentials approximating the Gamma(1/2, 1) distribution and the Gamma(2, 1) distribution (which is a matrix exponential distribution). The ruin probabilities can be then computed by (4) . The accuracy is illustrated in Tables 11 and  12 ; note that this fix-up improves considerably the accuracy, bringing the ''errors'' to the same level as that obtained in the completely monotone case; for example 4 × 10 −5 , when K = 5.
Log-Normal distributed claims
For a log-normal variable X = e N µ,σ , the moments are explicit, given by: m k = e is not explicit, which makes moments based methods even more attractive. This example was first analyzed in [26] . They assume that the claims size are log-normally distributed with mean µ = −1.62 and variance σ 2 = 3.24. The approximation 4MG is not applicable in this case.
In this case as well, the sufficient condition of [21] guarantees that the resulting approximating mixture of exponentials is a valid measure. The results are reported in Tables 13-15 .
As confirmed by the tables, the log-normal distribution, which is moment indeterminate, is a weak spot of moments based approximations, and ours does not depart from this rule. As we can see, here all the approximations perform badly, with BS being the champion, and increasing the value of K does not change much the average relative errors. Clearly, further research is necessary in this case. For what concerns our method, the failure may be due to the ''heavy tail'' of the considered log-normal distribution. Fig. 2 depicts how the approximating mixture of exponentials is waving around the log-normal distribution for K = 5; the apparent changes of slope on this figure are an artifact of rapid (but smooth) changes of sign in the second derivative.
