This paper brings up an important issue, the polysemy problems, in a Chinese to Taiwanese TTS system. Polysemy means there are words with more than one meaning or pronunciation, such as " 我 們"(we), "不"(no), "你"(you), "我"(I), "要"(want) , and so on. We focus on the Chinese word "我們" (we) to show how imperative the polysemy problem in a Chinese to Taiwanese TTS system is. There are two pronunciations of the word "我們"(we) in Taiwanese, /ghun/ and /lan/. The corresponding Chinese words are "阮" and "咱". We propose two approachs and their combination to solve this problem. The results show that we have a 93.1% precision in translating the correct meaning and pronunciation of the word "我 們" (we) from Chinese to Taiwanese.
Introduction
Besides Mandarin, Taiwanese is the most widely spoken dialect in Taiwan. According to [8] , about 75% of the populations in Taiwan speak Taiwanese. Researchers such as [1] [2] [6] have had outstanding results in developing Mandarin text-to-speech systems in the past ten years. Other researchers such as [4] [7] [11] have just begun to develop a Taiwanese TTS system. There are no formal characters for Taiwanese and Chinese characters are officially used in Taiwan. Consequently, many researchers have focused on a Chinese to Taiwanese (C2T) TTS systems. This means that the input of a so-called Taiwanese TTS system is Chinese text. In 1999, Y. C. Yang [11] developed a method based on machine translations to help solve this problem. Since there are differences between Mandarin and Taiwanese, a C2T TTS system should have a text analysis module that can solve the problems specific to Taiwanese. For instance, there is only one pronunciation for "我們" (we) in Chinese, but there are two pronunciations for " 我 們 " (we) in Taiwanese. This is the polysemy problem in Taiwanese.
There are many researchers making a study of C2T TTS systems [4] [7] [11] . However, none of the researchers consider the polysemy problem in a C2T TTS system. We think that to solve the polysemy problems in a C2T TTS system is a fundamental task. The correct meaning of the synthesized words cannot be determined if this problem is not solved properly.
The remainder of this paper is organized as follows: In Section 2 we will describe the polysemy problem in Tiwanese. We will focuse on the polysemy problem of the word " 我 們 "(we) in Section 3 and Section 4. Section 5 shows the combination of the two models discussed in Section 3 and Second 4 for a third approach to solving the polysemy problem. In Section 6, we compare our results with the results from the decision list classifier used in [12] and [13] . Finally, in Section 6, we summarize our major findings and outline our future work.
Polysemy problems in Taiwanese
Unlike Chinese, the polysemy problem in Taiwanese is frequent and complex. We will give some examples to show the importance of solving the polysemy problem in a C2T TTS system.
The first example is about some pronuns in Taiwanese, namely "你"(you), "我"(I), and "他"(he). These three pronuns have two kinds of pronunciations each. And different pronunciations correspond to different meanings. The two pronunciations of "我" are /ghua/ with the meanning of "I" or "me", and /ghun/ with the meaning of "my". If one chooses a wrong pronunciation, it will result in wrong meanings the speech.
Another difficult case is the word "我們" (we). To deciside the pronunciation of the word "我們"(we) is a chellenge. People in Taiwan get the correct pronunciation of the word "我們"(we) by the inclusion of the listener(s). We will explain it follows.
Unlike Chinese, the word "我們"(we) can have two pronunciations with different meanings when used in Taiwanese. The word can mean a situation where (1) "我們" includes the speaker and listener(s), and (2) "我 們 " includes the speaker but does not include the listener(s). Depending on the meaning there can be two pronunciations of the word "we" in Taiwanese, and /lan/ /ghun/. The corresponding Chinese characters for /lan/ and /ghun/ are "阮" and "咱", respectively. The following example helps to illustrate the different meanings of the word "我們".
To determine whether the listeners are included in "我們" or not is a difficult task. Before we can decide on the pronunciation of "我們", we have to determine whether "我們" includes, the listener. It is a context sensitive problem. We need to look at the anterior words, sentences, or paragraphs to find the answer.
Let us examine the following Chinese sentence in Ex1 to help clarify the problem. (Ex1)我們必須加緊腳步改善台北市的交通狀況。 (We should press forward to improve the traffic of Taipei City.) It is difficult to determine the Taiwanese pronunciation of the word "我們" in Ex1 from the information in this sentence only. Assume that when we look more words, we have a sentence that looks like Ex2: (Ex2) 台 北市長 馬英 九在接 見 美 國記者 時指 出: 「 我們 必須加緊腳步改善台北市的交通狀 況。 」 (Taipei City Mayor, Ma Ying-Jeou, said that we should press forward to improve the traffic of Taipei City when he receives the reporters from USA.) Since it is obvious that the reporters from USA have no obligation to improve the traffic of Taipei, we can conclude that the word "我們" does not include them. Therefore it is safe to say with full confidence that the correct pronunciation of the word " 我 們 " in Ex2 should be /ghun/.
On the other hand, if the sentence reads as in Ex3 while we look backward, the pronunciation of the word "我們" should be /lan/. We can find some important keywords like "台北市長" (The Taipei City Mayor), "市府會議"(a meeting of the city government), and so on. (Ex3)台北市長馬英九在市府會議中指出:「我們 必須加緊腳步改善台北市的交通狀況。」 (The Taipei City Mayor, Ma Ying-Jeou, said that we should press forward to improve the traffic of Taipei City in a meeting of the city government.) In our opinion, according to above description of the polysemy problem in Taiwanese, we find that deciding the proper pronunciation for each word is very important in a C2T TTS system. Compared to other cases of polysemy, determining the proper pronunciation of the word "我們" in Taiwanese is a difficult task. We will focus on solving the polysemy problem of the word "我們" in this paper.
The first approach

Description of experimental data
First of all, we will describe the experimental data used in this paper. The experimental data comprised over forty thousand news items from eight news categories among which 1,546 articles contain the word "我們". We decided the pronunciation for each "我們" manually.
In these 1,546 news articles, "我們" occurred 3,195 times. In our experiment 2,556 samples were chosen for the training data and the rest 639 samples went to the testing data. In the training data, there were 1,916 "我們" (74.9%) with the pronunciation of /ghun/ "阮" and 640 samples with the pronunciation of /lan/ "咱".
Word-based uni-gram language model
The first approach we proposed is a word-based uni-gram language model (WU). There are two kinds of statistical results. Statistical results were compiled for words with their frequencies that appear on the left side of the word "我們" and the words with their frequencies that appear on the right side of the word " 我 們 " for each training sample. Each punctuation mark is treated as a word. For each testing sample like:
where w Li is the i th word to the left of "我們" and w Ri is the i th word on the right side of "我們". The following formulae were used to find the four different scores (Su(‧)) of each testing sample. The four scores of pronuncitations are Su L (/lan/), Su R (/lan/), Su L (/ghun/), and Su R (/ghun/). The four formulae will be applied to both sides of the word "我們" of each testing sample producing four results for each sample. The pronunciation of the word "我們" is /lan/ if Su L (/lan/)+ Su R (/lan/) > Su L (/ghun/) +Su R (/ghun/). The result is /ghun/ otherwise. The correct pronunciation for " 我 們 " in the experimental data was first determined manually. We used window sizes (m, n) on either side of "我們", where m is the window size in words on the left side, and n is the window size in words on the right side. Four hundred (20 * 20 = 400) different window sizes were applied in the analysis using the WU model. The best result achieved was 81.69% and the best range was 12 words on the left side of "我們" and 16 words on the right side of " 我 們 ". When the correct pronunciation is /ghun/, the precision improves to 94.36% with 12 words on the left side of "我們" and 18 words on the right side of "我們". However, the results in the case of /lan/ are not good. The best results just reached 48.68%, which shows that word-based uni-gram language model does not work well when the pronunciation of the word is /lan/.
The second approach
The second model tested was the word-based long distance bi-gram language model (WLDB). According to Section 2, there are two different meanings for the word "我們". The two meanings are (1) the word "我 們" includes the listener(s), and (2) the word "我們" does not include the listener(s). We proposed to modify the WU model by having two words appear together in the text that can stand for the relationship between the speaker and listeners. The following words are examples of this modification: " 台 北 市 長 "(The Taipei City Mayer) and " 美 國 記 者 "(the reporters from USA) in Ex2, and "台北市長" and "市 府會議" (a meeting of the Taipei City) are in Ex3 .
For each testing sample like
where w Li is the i th word from "我們" on the left side and w Ri is the i th word from "我們" on the right side. The following formulae were used to find the four scores of pronunciation (Sb(‧)) of each testing sample. The four scores are Sb L (/lan/), Sb R (/lan/), Sb L (/ghun/), and Sb R (/ghun/). The four formulae (5, 6, 7, and 8) will be applied to both sides of the word "我們" for each test sample and produce four results for each sample tested. In summary, the pronunciation of the word "我們" is /lan/ if Sb L (/lan/) + Sb R (/lan/) > Sb L (/ghun/) + Sb R (/ghun/). The pronunciation is /ghun/ otherwise. We used WLDB in different window sizes of both sides. The window sizes are represented by m and n, where m is the window size for the left side, and n represents the window size for the right side. There are 19 different window sizes applied in the WLDB to each side of the word for a total of 361 windows (19 * 19 = 361). The best results achieved using the WLDB model was 84.72% using 11 words on the left side of "我們" and 5 words on the right side of "我們". We find that the most accurate results in the case of /lan/ was 93.1% with 12 words on the left side of "我們" and 6 words on the right side of "我們". The results for /ghun/ were not good with an accuracy rate of only 69.5%. Based on these results it was concluded that WLDB does not work well when the answer is /ghun/. The accuracy in determining the pronunciation of /lan/ is higher than that of the same window sizes (93.1% vs. 89.38%). The results will be used in a combined approach in Section 5.
The combined approach
Confidence measure
The first step in this process is to find a confidence curve for each model. Because the total number of words in each input sample is not always the same, we should normalize the scores of pronunciation of Su i (/lan/) and Su i (/ghun/), in words first. And we will find the precision rates (PR k ) of different intervals (0, 1] of | NSu i (/ghun/)-NSu i (/lan/)|, for each i. We then find a regression curve for the PR k . The function of the regression curve is used to estimate the probability of making a correct decision when using WU. It therefore follows that the higher the probability is, we can have the more confidence in the result using WU. 
Experiment Results
After the functions for the confidence curves have been derived for the two models, namely WU and WLDB, our combined approach is to combine the two models for determining the pronunciation of the word " 我 們 " in given input text respectively. The two functions for the confidence curves derived in subsection 5.1 were applied to evaluate the degree of confidence in the two models. Let the confidence curves of the two models be C WU for WU and C WLDB for WLDB, respectively. We will use the results obtained using WU under the condition C WU > C WLDB . On the other hand, we will use the results obtained from using WLDB model.
The final experimental results show that our combined approach works very well. We reach an accuracy rate of 95% when the answer is /lan/, and an accuracy rate of 93.1% when the answer is /ghun/. The combined accuracy rate was 93.6%.
A comparison with DLC
As we know, there are no researchers looking at the polysemy problem in translating from C2T in a C2T TTS system. In this paper, it is treated as a problem of word sense disambiguation. The main task of the research in this paper is to determine the pronunciation of the word "我們" in Taiwanese.
There are a number of papers that have looked at disambiguation in recent years [3] [5][10] [13] [14] . In 1997 Yarowsky built a decision list classifier using the local context cues within a 20-word window for the target word. A log-likelihood ratio is generated, which stands for the strength of each clue of local context. The decision will be made for matching sorted ratio sequence to decide the sense of a target word. The accuracy reached over 96% on a wide variety of binary decision tasks. The decision list classifier proposed by Yarowsky is among the best in solving the problem of word sense disambiguation. We will apply the decision list classifier in determining the correct pronunciations of the word "我們", and then compare the accuracy with our three approaches. Table 1 compares the proposed methods and the decision list classifier. There are two accuracies show in the fourth column of Table 1 . The first number is the accuracy of using word uni-gram based DLC, and the second one is the accuracy of using word bi-gram based DLC (ex: 84.34%/73.01%).Findings show that the DLC performs better when applying word unigram model (74.49% vs. 67.92%). This shows that the approach proposed by Yarowsky has an accuracy of only 74.49% while all of our three approaches exceed the decision list classifier. 
Conclusion
This paper proposes an elegant approach to determine the pronunciation of the word " 我 們 " translating from C2T in a C2T TTS system. There is no research concerning this difficult problem. We first focus on this problem and the methods used have worked very well in determining the pronunciations of the Chinese word " 我 們 " in a C2T TTS system. Experimental results also show that the models used show better results than the DLC. The polysemy problems in translating C2T are very common and it is imperative that they be done in a C2T TTS system. We will continue to focus on other important polysemy problems in a C2T TTS system in the future.
