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Abstract. The potential advantage of extreme value theory in modeling ecological
disturbances is the central theme of this paper. The statistics of extremes have played only
a very limited role in ecological modeling, despite the disproportionate influence of unusual
disturbances on ecosystems. An overview of this theory is provided, with emphasis on
recent developments that both make more efficient use of the available data on extremes
and enable applications that are more ecologically realistic. Consistent with the emphasis
on scale in ecology, scaling properties of extremes are emphasized. It is argued that the
existence of distributions whose extreme upper tail is ‘‘heavy’’ (i.e., decreases at a relatively
slow rate) implies that ecological disturbances are sometimes regarded as more ‘‘surprising’’
than they ought to be.
The application focuses on modeling disturbances in paleoecology. Two examples are
considered: the first, a sediment yield time series for Nicolay Lake in the high Arctic,
reflects only the influence of hydrologic disturbances; the second, a sediment rate time
series in the Chesapeake Bay, includes both climatic and anthropogenic influences. Strong
evidence supports a heavy-tailed distribution for the Nicolay Lake sediment yield, but not
necessarily for the Chesapeake Bay sediment rates. For each example, it is demonstrated
how the statistics of extremes can readily incorporate information about covariates, such
as large-scale atmospheric–oceanic circulation patterns or land use.
Key words: generalized extreme value distribution; generalized Pareto distribution; paleoecol-
ogy; peaks over threshold; return level; return period; sediment accumulation.
INTRODUCTION
It seems that the rivers know the theory. It only re-
mains to convince the engineers of the validity of this
analysis.
—Emil J. Gumbel, 1891–1966
In this quote by Emil Gumbel, ‘‘theory’’ refers to
the statistical theory of extreme values. Gumbel was a
pioneer in the application of this theory, particularly
in fields such as climatology and hydrology (Gumbel
1958). Now, several decades after this quote appeared,
the engineers are indeed convinced of the theory’s util-
ity in water resources management, building design,
etc. (e.g., Katz et al. 2002). Yet perhaps this quote
would remain apt if the word ‘‘engineers’’ was replaced
with ‘‘ecologists.’’
Extreme events, rare but not necessarily unprece-
dented, play an important role in ecology (Gutschick
and BassiriRad 2003). Ecological disturbances are
commonly associated with the occurrence of extreme
events, such as an excursion of a climate variable like
temperature outside of some range (e.g., above a rel-
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atively high, or below a relatively low, threshold).
Compounding the problem is the specter of global cli-
mate change, with anticipated increases in the fre-
quency of extreme events such as hot spells or intense
precipitation (Folland and Karl 2001).
Given that their occurrence is by definition unusual,
it has been a challenge for statisticians to devise ap-
propriate methods for quantifying the likelihood and
intensity of extreme events. Yet ecologists are largely
unaware that, akin to the central limit theorem for av-
erages, a specialized statistical theory is now available
for extremes (e.g., Coles 2001). This lack of awareness
exists despite at least one review article that has ap-
peared in the ecological literature advocating the use
of the statistical theory of extremes (Gaines and Denny
1993; see also Denny and Gaines 2000). This theory
can model not just the frequency of rare ecological
events (e.g., Dixon et al. 2005), but also their severity.
In the present paper, we build upon the review by
Gaines and Denny (1993). An ecologically relevant
example is provided with a compelling need for the
application of extreme value theory; namely, an in-
stance in which the distribution has a heavy tail (i.e.,
decreases at a relatively slow rate). Recent develop-
ments in the application of this theory, either beyond
the scope of or too recent to be taken into account in
Gaines and Denny (1993), are surveyed. Among other
things, annual or diurnal cycles and trends, as well as
more physically based variables such as El Nin˜o events,
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can be readily incorporated into the theory as covari-
ates. The peaks over threshold (or point process ap-
proach), an alternative to block (e.g., annual) maxima,
is introduced to exploit more of the information avail-
able about the upper tail of the distribution.
The paper begins with a background section covering
the origin and early applications of the statistics of
extremes, ecological extremes, and the previous use of
the statistics of extremes in ecology. An overview of
the statistical theory of extreme values with emphasis
on recent developments is then provided, followed by
the results from a paleoecological application of mod-
eling disturbances using sediment accumulation. The
paper concludes with a discussion of the benefits of
extreme value theory in modeling ecological distur-
bances, as well as the unresolved issue of how to model
spatial extremes.
BACKGROUND
Historical origins of statistics of extremes
In the 1920s, a number of individuals simultaneously
began deriving the statistical theory of extreme values.
An early theoretical breakthrough was produced by the
British statisticians R. A. Fisher and L. H . C. Tippett,
who derived the limiting form of the distribution of the
maximum or minimum value in a random sample (Fish-
er and Tippett 1928). Tippett immediately applied this
theory to the strength of cotton yard, a situation in
which the ‘‘weakest link’’ (i.e., a minimum value) gov-
erns failure (Box 1978). This application could be
viewed as a precursor to the field of engineering reli-
ability, in which structural failure is modeled statisti-
cally. That ecological stresses reflect statistical ex-
tremes, not averages or even variances, was aptly de-
scribed in Gaines and Denny (1993).
In subsequent decades, extreme value theory found
application in other areas in which extreme events nat-
urally play an important role. The first book-length
treatment on the statistics of extremes covered a num-
ber of applications, many related to engineering design
(Gumbel 1958). Applications directly relevant to ecol-
ogy have included environmental variables such as
those in climate (e.g., temperature, precipitation, wind
speed), hydrology (e.g., stream flow), and oceanogra-
phy (e.g., sea level, wave height), with several of these
variables being included in the examples in Gaines and
Denny (1993).
Ecological extremes
From a scientific perspective, the importance of ex-
treme events in ecology is well recognized. Focusing
on plants, Gutschick and BassiriRad (2003) developed
the thesis that extreme events ‘‘play a disproportionate
role in shaping the physiology, ecology and evolution
of organisms.’’ Despite fire being an integral compo-
nent of ecosystems, large fire is a graphic example of
a disturbance that can disrupt ecosystem-level pro-
cesses (Moritz 1997). Perhaps the ultimate extreme
event results in the extinction of a population, with
extinction probabilities receiving much attention in the
ecological literature (Ludwig 1996). Another topic with
ecological implications is longevity, particularly the
variation in life spans among different species of plants
and animals (Carey 2003).
Paleoecology focuses on the reconstruction of the
long-term history of ecosystems through the analysis
of information, such as the pollen and seeds contained
in sediment cores (Brush 1989). This approach is par-
ticularly effective at uncovering the influence of dis-
turbances on ecosystems, such as those attributable to
changes in land use (e.g., deforestation) or to heavy
rains. For instance, sediments have been used to re-
construct temporal and spatial histories of fire regimes
in ecosystems (Lynch et al. 2003). The closely related
field of paleohydrology focuses on the use of fluvial
features that reflect the hydrologic cycle, generally ex-
treme hydrologic events such as paleofloods (Gregory
and Benito 2003). Extreme value theory is routinely
used to estimate flood frequency and intensity on the
basis of measurements of precipitation or stream flow,
occasionally in combination with other historical in-
formation (Stedinger and Cohn 1986). Yet this statis-
tical theory has rarely ever been applied to the corre-
sponding paleohydrologic or paleoecologic data (an ex-
ception is Lamoureux [2000]).
Statistics of extremes in ecology
Despite the review article by Gaines and Denny
(1993), it remains difficult to find examples of the ex-
plicit application of the statistical theory of extreme
values to ecology. Instead, assumptions about tail be-
havior are typically made which are more restrictive
and difficult to verify. The conventional approach ef-
fectively assumes that the form of distribution, chosen
on the basis of a fit dominated by the majority of the
observations in the center of the distribution, neces-
sarily fits the upper and lower tails of the distribution
satisfactorily as well.
All the examples of the application of the statistics
of extremes presented in Gaines and Denny (1993) hap-
pen to involve variables (i.e., minimum and maximum
sea surface temperature, maximum wind speed, max-
imum ocean wave force, and maximum human life
span) whose upper (or lower) tail is either unbounded,
but ‘‘light’’ (i.e., decreases at a relatively rapid rate)
or bounded (the shape of the tail of a distribution will
be more formally characterized in the next section).
For variables such as temperature (e.g., Brown and
Katz 1995) and wind speed (e.g., Palutikof et al. 1999),
this characteristic of a light or bounded upper tail is
known to hold more generally. Nearly all the contin-
uous statistical distributions (e.g., normal, exponential,
gamma, lognormal) commonly used to model ecolog-
ical and related variables have light upper tails.
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FIG. 1. Plots of the GEV (generalized extreme value)
probability density function with m 5 0, s 5 1, j 5 20.2
(Weibull type), j 5 0 (Gumbel), and j 5 0.2 (Fre´chet).
Although the statistics of extremes certainly can be
useful in applications involving light or bounded tails,
its need is more compelling for variables which instead
possess a heavy-tailed distribution (e.g., Katz et al.
2002). One such ecological example concerns fire dis-
turbance, in which the distribution of the largest fire
within a region is heavy-tailed (Moritz 1997), work
evidently inspired by Gaines and Denny (1993). Sim-
ilarly, Schoenberg et al. (2003) reviewed the use of a
power law (or Pareto) distribution (i.e., a form of
heavy-tailed distribution [Arnold 1983]) to fit wildfire
size. Rates of population spread have also been de-
scribed by distributions which are heavy tailed (Clark
et al. 2001). Although not necessarily synonymous with
damage to ecosystems, the distribution of economic
damage from disturbances such as hurricanes can be
heavy-tailed as well (Katz 2002a, b).
The search for universal scaling laws in ecology typ-
ically involves assuming a form of power-law distri-
bution. For example, Ferriere and Cazelles (1999)
showed how a power law relationship can arise in pop-
ulation dynamics, and Keitt and Stanley (1998) fitted
a power law relationship in analyzing the dynamics of
bird populations. The connection between such scaling
laws and extreme value theory will be treated in a
subsequent section.
STATISTICAL THEORY OF EXTREME VALUES
Overview of theory
We provide only a relatively short overview of the
essential features of the statistical theory of extreme
values (for more details, see Leadbetter et al. 1983,
Coles 2001, Reiss and Thomas 2001). For convenience,
extremes are discussed solely in terms of maxima (or
upper tails) of distributions. Nevertheless, minima (or
lower tails) are effectively encompassed through the
relationship
min(x , x , . . . , x ) 5 2max(2x , 2x , . . . , 2x ) (1)1 2 T 1 2 T
for a sample of data, x1, x2, . . . , xT.
A heuristic scaling argument provides some moti-
vation for how the basic extreme value theory arises.
It involves thinking about different ways to determine
the maximum value in a sample of length 2T, say data
x1, x2, . . . , x2T. This highest value could be determined
indirectly through separately taking the maximum of
the first half and of the second half of the sample and
then combining these two maxima; that is,
max(x , x , . . . , x )1 2 2T
5 max[max(x , x , . . . , x ), max(x , x , . . . , x )].1 2 T T11 T12 2T
(2)
This relationship constrains the possible form of the
limiting distribution of the maximum, suitably nor-
malized, of a sequence of random variables, say X1, X2,
. . . , XT (for the moment, assumed to be independent
and identically distributed). Such a limiting distribution
must satisfy the ‘‘max-stability property’’ (Leadbetter
et al. 1983); namely, distributions for which the op-
eration of taking the maximum of a finite sequence of
independent and identically distributed random vari-
ables leads to an identical distribution, except for dif-
fering location and scale parameters (the concepts of
‘‘location’’ and ‘‘scale’’ will be explained shortly). This
property is akin to the reason why the normal distri-
bution arises in the central limit theorem; that is, the
mean of normally distributed observations has exactly
a normal distribution.
The max-stability property gives rise to a form of
distribution known as the generalized extreme value
(GEV), with cumulative distribution function
21/jexp{2[1 1 j (x 2 m)/s] },
1 1 j (x 2 m)/s . 0 j ± 0F(x; m, s, j ) 5 
exp{2exp[2(x 2 m)/s]} j 5 0.
(3)
Here m is termed a location, s . 0 a scale, and j a
shape parameter. If the random variable X has a GEV
distribution (Eq. 3), then the standardized variable (X
2 m)/s has a distribution that does not depend on either
m or s, only on j. Like the mean and standard deviation
of the more familiar normal distribution, the location
parameter specifies where the distribution is ‘‘cen-
tered,’’ the scale parameter its ‘‘spread.’’ It should be
noted that Gaines and Denny (1993) used a somewhat
different, but equivalent parameterization.
The shape of the GEV distribution assumes three
possible types (Fig. 1), depending on the value of j:
j 5 0, a light-tailed (or Gumbel) distribution;(i)
j . 0, a heavy-tailed (or Fre´chet) distribution;(ii)
j , 0, a bounded (or Weibull) distribution.(iii)
The type (i) distribution has an unbounded upper tail
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which decreases at a relatively rapid (i.e., exponential)
rate. Although the type (ii) distribution also has an
unbounded upper tail, it decreases at such a slow (i.e.,
power law) rate that its moments are infinite for all
orders greater than 1/j (e.g., the variance is infinite if
j . 0.5; the mean is infinite if j . 1). The type (iii)
distribution has a finite upper bound at x 5 m 2 (s/j).
It is natural to focus on the extreme upper quantiles
of the GEV distribution. Specifically, the ‘‘return
level’’ associated with a ‘‘return period’’ of 1/p is the
(1 2 p)th quantile of the GEV distribution (e.g., when
modeling annual maxima, p 5 0.01 would correspond
to a 100-yr return period), a concept used extensively
in hydrology (e.g., Katz et al. 2002). This quantity can
be obtained by inverting the distribution function of
the GEV (Eq. 3), giving
21F (1 2 p; m, s, j )
2jm 2 (s/j ){1 2 [2ln(1 2 p)] } j ± 0
5 (4)5m 2 s ln[2ln(1 2 p)] j 5 0
with 0 , p , 1 (Coles 2001). The return level is linear
in m and s, but highly nonlinear in j.
It is not actually necessary to assume that the ob-
servations be independent, with the limiting distribu-
tion of the maximum still being the GEV under a wide
range of dependence conditions (e.g., for an autore-
gressive process) and the only effect being on the val-
ues of the location and scale parameters, m and s (Lead-
better et al. 1983). The assumption of identically dis-
tributed observations can also be relaxed, with non-
stationarity being introduced through covariates. The
parameters of the GEV distribution could be dependent
on the time t; say,
m(t) 5 m 1 m t, ln[s (t)] 5 s 1 s t, j (t) 5 j,0 1 0 1
t 5 1, . . . , T (5)
the location parameter and the logarithm of the scale
parameter (applying the logarithm to impose the con-
straint of s . 0) being linear functions of time and the
shape parameter being independent of time. More gen-
erally, a covariate zt (e.g., the state of the El Nin˜o
phenomenon at time t) could be used instead of time
t in Eq. 5.
As did Gaines and Denny (1993), we estimate the
parameters of the GEV distribution by the method of
maximum likelihood (see the Supplement). Although
other types of parameter estimation techniques are
sometimes used in fields such as hydrology, one ad-
vantage of the maximum likelihood approach is that
covariates (as in Eq. 5) can be readily incorporated
(Coles and Dixon 1999). In this way, annual or diurnal
cycles and trends need not be removed before fitting
the GEV distribution (as did Gaines and Denny [1993]).
This approach has the advantage of allowing for cycles
or trends in the upper tail not necessarily of the same
form as in the center of the distribution (Smith 1989).
Recent developments
The GEV distribution (Eq. 3) is typically fitted to
‘‘block maxima,’’ such as the highest daily precipita-
tion amount over an entire year. Although this approach
is sometimes viewed as advantageous because it re-
quires only a simplified data summary (Gaines and
Denny 1993), it is disadvantageous because it does not
make use of all of the information available about the
upper tail of the distribution (e.g., the two highest daily
precipitation amounts over the entire record might oc-
cur in the same year). An alternative approach whose
idea originated in hydrology, called ‘‘peaks over
threshold’’ (POT), attempts to exploit more of this in-
formation (Todorovic and Zelenhasic 1970).
We start by envisioning the process by which ex-
tremes occur, defining an extreme event in terms of
exceeding a relatively high threshold, say X . u. Re-
calling that the Poisson distribution arises as an ap-
proximation to the binomial for rare events, it is rea-
sonable to assume that the sequence of times the event
occurs is governed by a Poisson process, say with rate
parameter l . 0. In this case, the number of occur-
rences in a time interval of length T, NT say, has a
Poisson distribution with mean lT; that is,
k 2lTPr{N 5 k} 5 [(lT) e ]/k!, k 5 0, 1, . . . .T (6)
The other aspect of an extreme event is its intensity,
termed the ‘‘excess’’ over the threshold, say Y 5 X 2
u. Consistent with the theory about the limiting dis-
tribution of the maximum being GEV, the distribution
of the excess should have an approximate generalized
Pareto (GP) distribution for a sufficiently high thresh-
old (Pickands 1975). The GP has cumulative distri-
bution function
21/j1 2 [1 1 j (y /s*)] ,
1 1 j (y /s*) . 0 j ± 0F(y; s*, j ) 5 (7)
2y/s*1 2 e j 5 0.
Here y . 0, with s* . 0 being a scale and j a shape
parameter. If the random variable Y has a GP distri-
bution, then the rescaled random variable Y/s* has a
distribution which does not depend on s*, only on j.
As for the GEV, the scale parameter governs the spread
of the distribution.
The shape parameter of the GP distribution has pre-
cisely the same interpretation as for GEV distribution.
In this case, the three possible types (Fig. 2) are:
j 5 0, a light-tailed (or exponential)(i)
distribution;
j . 0, a heavy-tailed (or Pareto) distribution;(ii)
j , 0, a bounded (or beta) distribution.(iii)
The type (i) or exponential distribution has a ‘‘me-
moryless’’ (or lack of aging) property (e.g., Ross
1970); that is,
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FIG. 2. Plots of the GP (generalized Pareto) probability
density function with s* 5 1, j 5 20.2 (Beta type), j 5 0
(exponential), and j 5 0.2 (Pareto).
Pr{Y . y 1 y9 z Y . y9} 5 Pr{Y . y}
2y/s*5 e y9 . 0. (8)
In other words, if Y represents life span and has an
exponential distribution, then the conditional distri-
bution of future survival is still exponential with the
same scale parameter, no matter how long the individ-
ual has already survived. This type of distribution
would be reasonable for the life expectancy of many
species of adult birds in which mortality is primarily
the result of accidents, not aging (Ehrlich et al. 1988).
As the exponential is the only memoryless distri-
bution (Ross 1970), the GP distribution necessarily
cannot retain this property for a nonzero shape param-
eter. Suppose the distribution of the excess Y is exactly,
instead of only approximately, GP for some threshold
u. As the threshold is increased, say to some value u9
. u, then the distribution of the excess over the higher
threshold would remain the GP with the identical shape
parameter j. Only the scale parameter needs to be ad-
justed; that is,
s*(u9) 5 s*(u) 1 j(u9 2 u) (9)
where the dependence of the scale parameter on the
threshold u is made explicit by writing s*(u) (Coles
2001).
The (1 2 p)th quantile of the GP distribution can be
obtained by inverting Eq. 7, giving
2j(s*/j )(p 2 1), j ± 0,
21F (1 2 p; s*, j ) 5 (10)5s*ln(1/p), j 5 0
(Coles 2001). Like the GEV, a GP quantile is linear in
s*, but highly nonlinear in j. In practice, to obtain a
return level (analogous to that for the GEV in Eq. 4),
the probability p that enters into Eq. 10 would need to
be adjusted to take into account the probability of an
exceedance of the threshold (Coles 2001).
The fact that the upper tail of essentially any distri-
bution must be approximately of the GP form (Eq. 7)
has implications concerning the search for ecological
scaling laws. In particular, any distribution must ap-
proximately satisfy a scaling law beyond a high thresh-
old if one permits a generalized Pareto, instead of an
ordinary Pareto, form. So, at least for the upper tail of
a distribution, the only issue which would remain to
be addressed in practice is how large a threshold suf-
fices for a good approximation.
A close correspondence exists between the block
maxima and POT approaches to the statistical modeling
of extremes, with the maximum of a sequence of ob-
servations falling below a threshold if and only if there
are no exceedances of the threshold. Thus, the POT
approach can be used to indirectly fit the GEV distri-
bution, potentially making use of more information
about extremes than just block maxima.
A point process representation provides a formal the-
oretical justification for the POT approach to fitting the
GEV distribution. It consists of a two-dimensional,
non-homogeneous Poisson process, combining the
Poisson process (parameter l) for the times of exceed-
ance of the high threshold and the GP distribution (pa-
rameters s* and j) for the excesses over the threshold
(Leadbetter et al. 1983, Smith 1989, Davison and Smith
1990). The parameters, l and s*, of the point process
are related to the parameters of the GEV distribution,
m, s, and j, by
ln l 5 2(1/j )ln[1 1 j (u 2 m)/s]
s* 5 s 1 j (u 2 m) (11)
with the shape parameter being identical (Coles 2001).
The block maxima and POT approaches can involve
a difference in time scales; for example, with time scale
parameter h ø 1/365 if the observations are daily and
annual maxima are modeled. To convert the parameters
of the GEV distribution, m, s, and j for time scale h
(e.g., annual maxima of daily data), to the correspond-
ing parameters of the GEV, m9, s9, and j for time scale
h9 (e.g., monthly maxima of daily data), it can be shown
that
j 2js9 5 sd m9 5 m 1 [s9(1 2 d )]/j (12)
where d 5 h/h9 and the shape parameter is unchanged
(Coles 2001). Taking logarithms, ln(s) varies linearly
with ln(h), but ln(m) does not.
In practice, the POT approach requires the choice of
a high threshold. No reliable automatic techniques for
threshold selection are yet available, but some helpful
diagnostics do exist (Coles 2001). The difficulty arises
because of the trade-off between making the threshold
high enough to ensure that the GP approximation is
valid, but not so high that the number of exceedances
is too small for accurate estimation of the parameters.
Another issue concerns the possible clustering of
high levels, because parameter estimation techniques
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FIG. 3. Time series of annual sediment yield at Nicolay
Bay, Nunavut, Canada, 1493–1987 (Source: Lamoureux
2000).
such as maximum likelihood assume that the time se-
ries of excesses over the threshold be independent. For
simple forms of dependence such as an autoregressive
process, any apparent clustering should gradually dis-
appear as the threshold increases. But there is some
evidence that variables such as temperature do exhibit
clustering that does not vanish for high thresholds
(Coles 2001). To deal with this problem, the chief op-
tion is ‘‘declustering.’’ Originally developed by hy-
drologists, this somewhat ad hoc and inefficient pro-
cedure requires defining clusters of high levels and
using only the single highest value within a cluster
(Todorovic and Zelenhasic 1970). Rather than simply
being viewed as a nuisance to be eliminated, clusters
might well be ecologically relevant for their own sake
(e.g., reflecting a persistent hot or wet spell).
Like the block maxima approach, covariates can be
incorporated into the POT approach (Eq. 5). By this
means, features such as annual or diurnal cycles that
are necessarily ignored in the block maxima approach
can be modeled as well. Any such cycles need not be
removed before analyzing extremes as did Gaines and
Denny (1993). For instance, Katz et al. (2002) treated
an example of daily precipitation extremes in which
annual cycles in both the location and scale parameters
of the GEV distribution are permitted.
But how could heavy tails arise in ecological appli-
cations? To explain such behavior, at least one chance
mechanism exists that is quite plausible ecologically.
Suppose that a variable Y has a distribution with an
exponential (i.e., light) upper tail (Eq. 7), but that the
inverse of the scale parameter (i.e., rate parameter n 5
1/s*) of the exponential is itself a random variable with
a gamma distribution (say with probability density
function fn). That is, the conditional distribution of Y
is given by
2vyPr{Y . y z v} 5 e
21 a21 2v/bf (v; a, b) 5 [bG(a)] (v /b) e a, b . 0.v
(13)
Then the unconditional distribution of Y would have a
heavy tail (e.g., Arnold 1983). That is,
2aPr{Y . y} 5 (1 1 b y) (14)
the type (ii) (or Pareto) form under a different param-
eterization than that in Eq. 7 (i.e., with shape parameter
j 5 1/a . 0). This chance mechanism, by which an
unconditional heavy tail is generated from a conditional
light tail, is similar to other mathematical modeling
with a long tradition of use in ecology (Pielou 1977).
For instance, the gamma distribution for the rate pa-
rameter could reflect some additional source of random
variation in an ecological variable (e.g., associated with
an unobserved covariate).
APPLICATION TO PALEOECOLOGICAL DISTURBANCES
Nicolay Lake sediment yield
The first example consists of a nearly 500-yr annual
time series of sediment yield in a pristine environment
in the high Arctic, with presumably minimal anthro-
pogenic influence (Fig. 3). These sediment yields were
reconstructed from varved sediments at Nicolay Lake
on Cornwall Island, Nunavut, Canada (Lamoureux
2000). Any disturbances in the time series are predom-
inantly of a hydrologic origin, with high sediment
yields being associated with summers in which intense
rainfall occurs.
Lamoureux (2000) fitted a GEV distribution directly
to the annual sediment yield time series (i.e., without
taking block maxima). We repeat this analysis along
with the alternative POT modeling approach. Table 1
summarizes the results of fitting a GEV distribution to
this data by maximum likelihood. Consistent with La-
moureux (2000), the evidence of a heavy tail (i.e., j .
0) is very strong. A 95% confidence interval for the
shape parameter j (all intervals based on the method
of profile likelihood, Coles 2001) has a lower bound
of about 0.3 or well above zero. As a diagnostic check,
a quantile–quantile (Q–Q) plot for the fitted GEV dis-
tribution (Fig. 4a) is approximately linear, indicating
that the assumed form of distribution is reasonable.
A more traditional approach in paleoclimatology or
paleohydrology would be to assume a lognormal dis-
tribution; that is, the logarithmically transformed sed-
iment yields are normally distributed (Rittenour et al.
2000). Like the GEV (or GP), a lognormal distribution
is positively skewed; but unlike the GEV (or GP), it
has a light upper tail (Leadbetter et al. 1983). The es-
timated 500-yr return level for the fitted lognormal dis-
tribution is 523.9 Mg/km2, well below the highest and
second highest observed values in the ;500-yr record
of 1620.3 in 1820 and 663.7 in 1698. For the fitted
GEV distribution, the estimated 500-yr return level is
just under 1000 Mg/km2 (i.e., p 5 0.002 in Eq. 4), with
the corresponding 95% confidence interval having an
upper limit a bit smaller than the highest observed val-
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TABLE 1. Parameter and return level estimates with standard
errors (or confidence intervals) for GEV and GP distribu-
tions (as well as GEV via point process approach) fitted to
time series of annual sediment yield (Mg/km2) at Nicolay
Bay, Nunavut, Canada, 1493–1987.
Parameter Estimate
1 SE
(or 95% CI)
GEV distribution
Location m 67.54 1.85
Scale s 35.86 1.64
Shape j 0.384 (0.305, 0.470)
500-yr return level 987.6 (724.9, 1435.1)
GP distribution†
Scale s* 47.82 5.98
Shape j 0.462 (0.277, 0.700)
500-yr return level 1168.9 (732.3, 2451.2)
GEV/POT†
Location m 62.84 6.28
Scale s 30.64 6.33
Shape j 0.462 0.107
Notes: Data are from Lamoureux (2000). Abbreviations:
GEV, generalized extreme value; GP, generalized Pareto;
POT, peaks over threshold.
† Threshold u 5 100 Mg/km2.
FIG. 4. Quantile–quantile plots for fit of (a) GEV and (b)
GP distribution (threshold 5 100 Mg/km2) to time series of
sediment yield at Nicolay Bay.
ue and a lower limit somewhat greater than the second
highest observation (Table 1). In other words, the GEV
distribution fits the extreme upper tail of the data rea-
sonably well, whereas the lognormal substantially un-
derestimates the likelihood of the most extreme events.
Lamoureux (2000) made a convincing argument for
why the Nicolay Lake sediment yield is a proxy for
extreme hydrologic events, particularly for short spells
of heavy rainfall (i.e., at most a few days in duration).
Nevertheless, the fact that the GEV distribution appears
to fit the annual sediment yield (without taking block
maxima) well could be fortuitous. So the alternative
POT approach, focusing only on the upper tail of the
distribution of sediment yield, will be applied for com-
parison.
Table 1 includes the results of fitting the GP distri-
bution to the excesses in annual sediment yield over a
threshold of u 5 100 Mg/km2 (after a range of possible
thresholds was examined). This threshold was exceed-
ed in nearly 40% of the years (i.e., 189 out of 495).
The estimated shape parameter is a bit higher than for
the original GEV fit, with the 95% confidence interval
being somewhat wider primarily due to the decreased
sample size. Because of the heavier fitted tail, the es-
timated 500-yr return level (Eq. 10) is higher than for
the original GEV fit, with a 95% confidence interval
having a much higher upper limit well exceeding the
highest observed value. The Q–Q plot for the fitted GP
distribution (Fig. 4b) appears similar to that for the
upper tail in the corresponding Q–Q plot for the GEV
(Fig. 4a). In fitting the GP distribution, any clustering
of the excesses over the threshold, a possibility sug-
gested for the Nicolay sediment yield by Lamoureux
(2002), has been ignored.
The point process approach can produce the equiv-
alent fitted model in terms of the GEV parameteriza-
tion, using the same threshold of u 5 100 Mg/km2 and
a time scale parameter of h 5 1. These parameter es-
timates and standard errors are also included in Table
1. They could also have been obtained indirectly from
the fitted GP distribution and Poisson rate parameter l
for exceedance occurrence (estimated as 189/495 ø
0.382) using Eq. 11. As previously noted, the shape
parameter estimates are necessarily identical. Because
only the upper tail of the distribution is modeled, the
GEV parameter estimates differ somewhat from those
obtained by fitting the entire range of data.
It would be tempting to consider the North Atlantic
Oscillation (NAO) as a covariate. This large-scale fea-
ture of the atmospheric circulation reflects a ‘‘see-saw’’
in pressure between the Azores High and the Icelandic
Low (Hurrell et al. 2003). However, the NAO is well
known to be ‘‘teleconnected’’ with climate in the upper
latitudes of the Northern Hemisphere during the winter,
but not necessarily in the summer as would be required
for the Nicolay sediment yield. We use as a covariate,
instead, an index of the Icelandic Low alone, the sum-
mer (i.e., June–August) mean sea level pressure at Rey-
May 2005 1131STATISTICS OF RARITY
S
pec
ial
Featu
r
e
TABLE 2. Parameter estimates and standard errors for GEV
distribution (along with negative log likelihood), fitted to
time series of sediment yield (Mg/km2) at Nicolay Bay,
1822–1987, with and without June–August mean pressure
(in hPa, minus 1000) at Reykjavik, Iceland, as covariate.
Parameter Estimate 1 SE
GEV distribution†
Location m 73.44 3.36
Scale s 37.71 2.86
Shape j 0.322 0.071
GEV (covariate)‡
Intercept m0 84.18 10.67
Slope m1 21.10 1.04
Scale s 37.44 2.85
Shape j 0.329 0.071
Note: Data are from Jones et al. (1997).
† Negative log likelihood 5 895.054.
‡ Negative log likelihood 5 894.494.
FIG. 5. Time series of sediment rate at Furnace Bay,
Maryland, USA, 1804–1980.
TABLE 3. Parameter estimates with standard errors for GEV
and GP distributions (as well as GEV via point process
approach) fitted to time series of sediment rate (cm/yr) at
Furnace Bay, Maryland, USA, 1804–1980.
Parameter Estimate 1 SE
GEV distribution
Location m 0.567 0.042
Scale s 0.264 0.033
Shape j 0.164 0.131
GP distribution†
Scale s* 0.497 0.117
Shape j 20.181 0.173
GEV/POT†
Location m 0.330 0.096
Scale s 0.528 0.151
Shape j 20.181 0.173
† Threshold u 5 0.5 cm/yr.
kjavik, Iceland. Because long time series indices of the
NAO are reconstructed from proxy information such
as sediment yield (Cook et al. 2002), we restrict the
analysis to the period starting in 1822 for which pres-
sure measurements are available (Jones et al. 1997).
For this considerably shorter time series of sediment
yield (i.e., 166 yr), Table 2 compares the fitted GEV
distribution with and without the Icelandic pressure
covariate, say a random variable denoted by Z. Given
a value of the pressure covariate, Z 5 z, the conditional
distribution of sediment yield is assumed GEV with a
location parameter depending linearly on z; that is, m(z)
5 m0 1 m1z. As anticipated, the incorporation of the
pressure covariate does not significantly improve the
fit. Specifically, comparing the minimized negative log
likelihood function with and without the constraint of
the slope parameter m1 5 0, a P value ø 0.290 is ob-
tained for likelihood ratio test. If it was important to
focus on the upper tail of the distribution of sediment
yield, then the pressure covariate could be introduced
via the point process approach instead.
Chesapeake Bay sediment rate
The second example consists of a shorter time series
of sediment rates for an estuary in which the influences
of climatic and anthropogenic factors are confounded
(Fig. 5). These sediment rates were derived from a core
at Furnace Bay in the upper Chesapeake Bay, Mary-
land, USA (Brush 1989). To obtain average sediment
rates, the core was divided into 2 cm-wide layers and
dated on the basis of pollen profiles. Because of lower
temporal resolution before 1800, we only analyze the
sediment rates during 1804–1980, a total of 53 mea-
surements with temporal resolution ranging from 2 to
8 yr. Ecologically related disturbances include heavy
rainfall, sometimes associated with hurricanes, as well
as land use activities such as deforestation associated
with agricultural practices.
The interpretation of the Furnace Bay sediment rates
is more difficult than for Nicolay Lake, because they
do not reflect exclusively extreme hydrologic events.
In addition, even if extreme disturbances do play an
important role, their influence is attenuated by the lim-
ited temporal resolution. Notwithstanding these com-
plications, we repeat the analysis approach used in the
Nicolay Lake example.
First, a GEV distribution is fitted to the sediment
yield time series without taking block maxima. Table
3 includes the parameter estimates and standard errors,
with the estimated shape parameter being positive but
barely larger than its standard error. The Q–Q plot for
the fitted GEV distribution (not shown) looks adequate.
Unlike the Nicolay Lake example, a lognormal distri-
bution would have produced reasonable extreme upper
quantile estimates for the Furnace Bay data.
Table 3 also includes the results of fitting the GP
distribution to the excesses in sediment rate over a
threshold of u 5 0.5 cm/yr, reducing the effective sam-
ple size from 53 to 38. Now the estimated shape pa-
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TABLE 4. Parameter estimates and standard errors for GEV distribution (along with negative
log likelihood and BIC statistic), with possible shifts in parameters after 1880, fitted to time
series of sediment rate (cm/yr) at Furnace Bay, 1804–1980.
Parameter shift m(1) m(2) s(1) s(2) j(1) j(2) –ln(L) BIC
None 0.567 0.567 0.264 0.264 0.164 0.164 18.165 48.241
m 0.406 0.693 0.215 0.215 0.145 0.145 6.725 29.332
m and s 0.360 0.745 0.100 0.276 0.022 0.022 0.011 19.873†
m, s, and j 0.374 0.733 0.105 0.267 20.239 0.110 20.894 22.034
† Denotes minimum.
rameter is reversed in sign, but still about the same
magnitude as its standard error. Despite only a fairly
small proportion of the measurements being excluded,
even weak evidence for a heavy upper tail has vanished.
Again a Q–Q plot (not shown) appears satisfactory.
The parameter estimates for the equivalent GEV dis-
tribution, based on the point process approach, differ
quite a bit from those for the GEV directly fitted to the
entire range of data.
An apparent shift in the level of sediment rates oc-
curred around 1880 (Fig. 5), roughly the time of a
transition from developing to commercial agriculture
(Brush 1989). We incorporate this possible shift by
allowing the parameters of the GEV distribution to
change after 1880; that is, dealing with two sets of
parameters, m(i), s(i), j(i), for the ith time period (i 5
1, 2). By dividing the data set into two subsets, such
a model could be fitted a single GEV distribution at a
time. However, a more flexible approach involves fit-
ting a GEV distribution with covariates. It is straight-
forward to allow only some of the parameters to vary,
and other forms of trend in the parameters can be mod-
eled as well.
Table 4 shows the results of fitting GEV distributions
with various constraints on the parameter shifts, rang-
ing from no change in any parameter (i.e., a single GEV
distribution) to shifts in all three parameters (i.e., two
completely different GEV distributions). Because sev-
eral candidate models are considered, the Bayesian in-
formation criterion (BIC) is used to identify the best
model (Schwarz 1978). We define the quantity
BIC(k) 5 22 ln L(k) 1 k ln(T) (15)
where L(k) denotes the maximized likelihood function
for a candidate model, requiring the estimation of k
parameters, and T the sample size. This quantity is
evaluated for each candidate model, the one with the
smallest BIC value being selected.
For this example, the preferred model is the one in
which both the location and scale parameters, but not
the shape parameter, shift between the two time periods
(Table 4). If tests of significance were employed in-
stead, the same conclusions would have been reached
(e.g., a likelihood ratio test, comparing the model in
which no parameters are varied with the one in which
only m is varied gives a P value , 1 3 1027; comparing
the one in which only m is varied with the one varying
both m and s, a P value ø 0.00025). The optimal model
has an estimated shape parameter of virtually zero, sug-
gesting the apparent positive shape parameter with no
parameter shifts might be an artifact of neglecting the
shift in land-use practice. Whether the lack of evidence
in favor of a heavy tail reflects a real difference between
Furnace Bay and Nicolay Bay in the processes which
influence sedimentation or is just an artifact of the mea-
surement process at Furnace Bay cannot be readily as-
certained.
In this example, an extreme value model has been
adjusted by using time as a surrogate for land use prac-
tice. Covariates other than time could be introduced
into the model as well. Some of the heaviest rainfall
events in the Chesapeake Bay region are associated
with remnants of tropical storms (Brush 1989). The
frequency of hurricanes in the North Atlantic is well
known to be modulated by the El Nin˜o phenomenon
(Gray 1984), with the preference for landfall along the
Atlantic Coast, as opposed to the Gulf of Mexico, being
influenced by the NAO (Elsner et al. 2000). But the
very low frequency of hurricane-induced precipitation
events within a single water basin, along with the
coarse time resolution of the sediment rate time series,
would mitigate against such covariates actually im-
proving the fit in practice.
DISCUSSION
Some potential advantages of extreme value theory
in modeling ecological disturbances have been pointed
out. The reliance on more conventional statistical meth-
ods can result in labeling ecological disturbances as
more ‘‘surprising’’ than they ought to be. As one ex-
ample, strong evidence has been presented in support
of a heavy-tailed distribution (i.e., decreasing at a pow-
er law rate) for the Nicolay Lake sediment yield. Al-
though not identifiable, the origin of this heavy tail is
consistent with the heavy tail that precipitation amount
tends to possess (Katz et al. 2002), as well as with
sediment yield being an integrator over a catchment.
By not exaggerating how unusual they are, the proper
treatment of extreme events (e.g., large fire) as an in-
tegral part of ecosystems would be facilitated.
It has been demonstrated how the statistics of ex-
tremes can readily incorporate information about co-
variates, such as patterns in large-scale atmospheric–
oceanic circulation or shifts in land use associated with
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agricultural practices. For instance, the Furnace Bay
sediment rate was shown to be better fitted by an ex-
tremal model whose parameters shift corresponding to
the transition from developing to commercial agricul-
ture. More generally, through adjustment to reflect the
dynamic nature of ecosystems, the degree of ecological
realism of extreme value models can be enhanced.
The issue of scale, both temporal and spatial, can be
paramount in ecology. We have only focused on the
temporal component in our treatment of extremes. In
particular, an apparently unappreciated connection be-
tween the existence of power laws in ecology and sta-
tistical extreme value theory has been identified. Re-
garding spatial patterns in extremes, Gaines and Denny
(1993) observed consistency in the parameter estimates
of extreme value distributions for certain variables at
different spatial locations. They postulated the ‘‘pos-
sible existence of underlying principles governing
these phenomena.’’ While it may be difficult in practice
to determine whether such consistency is attributable
to a bona fide ecological invariance principle or just
to the statistical theory of extreme values, it would
certainly be useful to examine more systematically how
ecological extremes vary spatially. In hydrology, ‘‘re-
gional analysis’’ has long been used to obtain more
accurate estimates of flood probabilities, exploiting the
fact that some extremal parameters only gradually vary
within a region (e.g., Hosking et al. 1985).
In principle, fully spatial-temporal modeling of ex-
tremes can be attempted through the extension of the
concept of max-stability to max-stable processes, but
applications so far are rather limited and unrealistic
(Coles 1993). Some empirical work on how extremes
scale spatially, particularly in the hydrologic context
of flood estimation, has detected apparent universal be-
havior but connections to extreme value theory have
not yet been made (Smith 1992).
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SUPPLEMENT
The R source code for fitting extreme value distributions is available in ESA’s Electronic Data Archive: Ecological Archives
E086-060-S1.
