Abstract. We prove that the Khovanov-Lauda-Rouquier algebras Rα of type A∞ are (graded) affine cellular in the sense of Koenig and Xi. In fact, we establish a stronger property, namely that the affine cell ideals in Rα are generated by idempotents. This in particular implies the (known) result that the global dimension of Rα is finite, and yields a theory of standard and reduced standard modules for Rα.
Introduction
The goal of this paper is to establish (graded) affine cellularity for the Khovanov-Lauda-Rouquier algebras R α of type A ∞ in the sense of Koenig and Xi [14] . In fact, we construct a chain of affine cell ideals in R α which are generated by idempotents. This stronger property is analogous to quasiheredity for finite dimensional algebras, and by a general result of Koenig and Xi [14, Theorem 4.4] , it also implies finite global dimension of R α . Thus we obtain a new proof of a recent result of Kato [9] and McNamara [16] in type A over an arbitrary field. As another application, we automatically get a theory of standard and reduced standard modules, cf. [9] .
The (finite dimensional) cyclotomic quotients of R α have been shown to be graded cellular by Hu and Mathas [6] . Their proof uses the isomorphism theorem from [1] , the ungraded cellular structure constructed in [4] , and the seminormal forms of cyclotomic Hecke algebras. The affine cellular structure that we construct here is combinatorially less intricate and does not appeal to seminormal forms.
Our affine cellular basis is built from scratch, using only the defining relations, some weight theory from [13] , and a dimension formula [2, Theorem 4.20] . It is not clear whether it can be deduced from the basis in [6] by a limiting procedure. At any rate, our philosophy is that one should first construct affine cellular structures and then 'project' them to the quotients. This seems to be the only approach available for Lie types other than A.
We now give a definition of (graded) affine cellular algebra from [14, Definition 2.1]. For this introduction, we fix a noetherian domain k (later on it will be sufficient to work with k = Z). By definition, an affine algebra is a quotient of a polynomial algebra k[x 1 , . . . , x n ] for some n.
Throughout the paper, unless otherwise stated, we assume that all algebras are (Z)-graded, all ideals, subspaces, etc. are homogeneous, and all homomorphisms are homogeneous degree zero homomorphisms with respect to the given gradings. To describe our main results we introduce some notation referring the reader to the main body of the paper for details. Let Q + be the non-negative root lattice corresponding to the root system of type A ∞ , α ∈ Q + of height d, and R α be the corresponding KLR algebra with standard generators e(i), ψ 1 , . . . , ψ d−1 , y 1 , . . . , y d . We denote by Π(α) be the set of root partitions of α, see Section 2.3. To any π ∈ Π(α) we associate the Young subgroup S π ≤ S d and denote by S π the set of the shortest left coset representatives for S π in S d . We define the polynomial subalgebras Λ π ⊆ R α -these are isomorphic to tensor products of algebras of symmetric polynomials, see (5.2) . We also define the monomials y π ∈ R α and idempotents e π ∈ R α , see Section 5.1. Then we set I ′ π := k-span{ψ w y π Λ π e π ψ τ v | w, v ∈ S π }, I π := σ≥π I ′ σ , and I >π = σ>π I ′ σ . Our main results are now as follows: Main Theorem. The algebra R α is graded affine cellular with cell chain given by the ideals {I π | π ∈ Π(α)}. Moreover, settingR α := R α /I >π for a fixed π ∈ Π(α), we have:
(i) the map Λ π →ē πRαēπ , b →bē π is an isomorphism of graded algebras; (ii)R αēπ is a free rightē πRαēπ -module with basis {ψ wȳπēπ | w ∈ S π }; (iii)ē πRα is a free leftē πRαēπ -module with basis {ē πψ
Main Theorem(v) shows that each affine cell ideal I π /I >π in A/I >π is generated by an idempotent. This, together with the fact that each algebra Λ π is a polynomial algebra, is enough to invoke [14, Theorem 4.4] 
to get
Corollary. If the ground ring k has finite global dimension, then the algebra R α has finite global dimension.
This seems to be a slight generalization of [9] and [16] (in type A only) in two ways: Kato works over fields of characteristic zero, and McNamara seems to work over arbitrary fields; moreover, [9] and [16] deal with categories of graded modules only, while our corollary holds for the algebra R α even as an ungraded algebra.
In the following conjectures we use the term graded affine quasi-hereditary to denote the graded affine cellular algebras with the affine cell ideals satisfying the additional nice properties described in Main Theorem.
Conjecture. (i) All Khovanov-Lauda-Rouquier algebras are graded affine cellular.
(ii) All cyclotomic Khovanov-Lauda-Rouquier algebras are graded cellular.
(iii) Let us fix a Lie type Γ. Then the Khovanov-Lauda-Rouquier algebras R α (Γ) are graded affine quasi-hereditary for all α ∈ Q + if and only if Γ is of finite type.
In [11] , we prove this conjecture for finite simply laced Lie types Γ. The organization of the paper is as follows. Section 2 is preliminary. Section 3 establishes a graded dimension formula for R α , which is later used to show that the elements of our affine cellular basis are actually linearly independent. Section 4 deals with the special case of the affine nilHecke algebra. This case will be fed into the proof of the general case. Finally, in Section 5, we prove the main results.
Preliminaries
2.1. Lie theoretic notation. Let Γ be the Dynkin quiver of type A ∞ with the set of vertices I = Z and the corresponding Cartan matrix
for i, j ∈ I. We have a set of simple roots {α i | i ∈ I} and the positive part of the root lattice Q + := i∈I Z ≥0 α i . The set of positive roots is given by {α(m, n) := α m + α m+1 + · · · + α n | m, n ∈ I, m ≤ n}.
For α = i∈I c i α i ∈ Q + , we denote by |α| := i∈I c i the height of α. We furthermore have a set of fundamental weights {ω i | i ∈ I} and the set of dominant weights P + := i∈I Z ≥0 ω i .
The symmetric group S d with basic transpositions s 1 , . . . , s d−1 acts on the set I d by place permutation. The orbits are the sets
for each α ∈ Q + with |α| = d. We let ≥ denote the lexicographic order on I α determined by the natural order on I = Z. To a positive root β = α(m, n), we associate the word
We denote the set of positive roots by Φ + . Define a total order on Φ + by
2.2. KLR Algebras. For α ∈ Q + of height d and the commutative unital ground ring k, let R α = R α (k) denote the associative, unital k-algebra on generators {e(i) | i ∈ I α } ∪ {y 1 , . . . , y d } ∪ {ψ 1 , . . . , ψ d−1 } subject to the following relations e(i)e(j) = δ i,j e(i);
y r e(i) = e(i)y r ; ψ r e(i) = e(s r · i)ψ r ; y r y s = y s y r ; ψ r y s = y s ψ r if s = r, r + 1;
ψ r y r+1 e(i) = (y r ψ r + δ ir,i r+1 )e(i); y r+1 ψ r e(i) = (ψ r y r + δ ir ,i r+1 )e(i);
otherwise.
There is a unique Z-grading on R α such that all e(i) are of degree 0, all y r are of degree 2, and deg(ψ r e(i)) = −a ir,i r+1 (see 2.1).
Fixing a reduced decomposition w = s r 1 . . . s rm for each w ∈ S d , we define the elements ψ w := ψ r 1 . . . ψ rm ∈ R α for all w ∈ S d . 
The commutative subalgebra of R α generated by y 1 , . . . , y d is thus isomorphic to the polynomial algebra k[y 1 , . . . , y d ] and will be denoted by P d . In view of Theorem 2.3, we have R α (k) ≃ R α (Z) ⊗ Z k, so in what follows we can work with k = Z. When we need to deal with representation theory of R α we often assume that k is a field.
We will also use the diagrammatic notation introduced in [10] to represent elements of R α . Given i = (i 1 , . . . , i d ) ∈ I α , we write Proof. Since reversing the order of the basic transpositions in a reduced decomposition amounts to reflecting the representing braid diagram across the horizontal, it is easy to see that gives rise to a left-right symmetric reduced decomposition as desired.
2.3. Root partitions. Let α ∈ Q + . A root partition of α is a way to write α as an ordered sum of positive roots α = p 1 β 1 + · · · + p N β N so that β 1 > · · · > β N and p 1 , . . . , p N > 0. We denote such a root partition π as follows:
5) The set of all root partitions of α is denoted Π(α).
To a root partition π as in (2.5) we associate the word
as the concatenation of the i β k where each i β k occurs p k times. Define the total order on Π(α) via π ≥ σ if and only if i π ≥ i σ for π, σ ∈ Π(α).
To a root partition π as in (2.5) we also associate a parabolic subgroup
and the set S π of the minimal length left coset representatives of S π in S d . The orbits of S π on {1, . . . , d} will be referred to as π-blocks. The first p 1 of the π-blocks are of size |β 1 |, and will be referred to as the π-blocks of weight β 1 , the next p 2 of the π-blocks are of size |β 2 |, and will be referred to as the π-blocks of weight β 2 , etc.
Representation theory. Set
we denote deg n (f ) := a n q n . We denote by V m the graded vector space with degrees shifted up by m so that V m n = V n−m . We will use an operation of induction on the KLR-algebras defined in [10] . Given an R α -module M and an R β -module N , we thus have an induced module Ind α,β M ⊠ N over R α+β , which will also be denoted M • N .
For a positive root β, there is a unique one-dimensional R β -module L(β) with e(i β )L(β) = 0 and all other generators acting as zero. For a root partition π ∈ Π(α) as in (2.5) we set sh(π) := N k=1 p k (p k − 1)/2 and, following [13, 7.1] , define the (reduced) standard modulē
Let k be a field. By [13, Theorem 7.2],∆(π) has a unique irreducible quotient, denoted by L(π), and {L(π) | π ∈ Π(α)} is a complete system of (graded) irreducible R α -modules up to isomorphism. Furthermore, i π is lexicographically the largest among the words i ∈ I α such that e(i)L(π) = 0.
2.5. Poincaré polynomials. We will make use of the following well-known computation of the Poincaré polynomial, see e.g. [7, Theorem 3.15] :
Lemma 2.6. We have
A dimension formula
In this section we establish a graded dimension formula for R α . This formula can be thought of as a combinatorial shadow of the affine cellular structure on R α to be constructed later. We point out that there is a similar dimension formula for any finite type KLR algebra [11] . The proof we give here works for type A only, but it might be of independent interest since it exploits a 'limiting procedure' and the dimension formula from [2, Theorem 4.20]. By Theorem 2.3, the graded dimension of R α (k) does not depend on k, so in this section we fix k a field.
We start by the following observation:
Proof. It is easy to see that
, and it appears with multiplicity one. The result easily follows, cf. [13] .
3.1. Cyclotomic KLR-algebras. For the rest of this section we fix α ∈
be a dominant weight of level l := i∈I b i , and consider the corresponding cyclotomic quotient R Ω α . We will use the notation and results of [2, 3] . In particular, by P Ω α is the set of all l-multipartitions of weight α, cf. [2, (3.15)], for λ ∈ P Ω α , we denote by T (λ) the set of standard λ-tableaux, deg(S) denotes the degree of the standard tableau S ∈ T (λ), cf. 
We always make the choice for which
By [3, Corollary 3.14], we can rewrite this as follows:
where T λ is the leading λ-tableau, i λ ∈ I α is the corresponding residue sequence, and w S is defined by
The symmetric group S l acts on l-multipartitions by permuting their components, so that
where the summation is over all boxes b of λ (m) and res(b) ∈ I denotes the residue of b. There exists an element w ∈ S l such that β w −1 (1) ≥ · · · ≥ β w −1 (l) . Let ℓ λ be the length of the shortest such element, and define
By inflation we consider all R Ω α -modules as R α -modules. We want to connect standard modules to some special Specht modules.
Proof. This follows from Lemma 3.1 and [12, Theorem 8.2] For a root partition π as in (2.5) and a positive integer p, denote
Note that c π is the dimension of the reduced standard module∆(π) and l p is the dimension of the algebra Λ p of symmetric polynomials in p variables of degree 2.
3.2. The formula. Our dimension formula is now as follows:
Proof. Let us fix n ∈ Z. It suffices to prove that
Note that we can choose
. Let us make this choice and prove that deg n (dim q R Ω α ) = deg n ( π∈Π(α) l π c 2 π ). Claim 1. Let R be the set of all multipartitions λ = (λ (1) , . . . , λ (l) ) ∈ P Ω α such that each λ (a) is either empty or one row. Then
Proof of Claim 1. Note that deg(ψ wS e(i λ )) ≥ −2d!. So in view of (3.3), it suffices to prove that deg( Next, let λ be a multipartition in R. Set
Claim 2. Let Θ ⊆ R be the subset of all multipartitions λ ∈ R such that whenever
Proof of Claim 2. Let λ ∈ R and let λ + ∈ Θ be the multipartition obtained by shifting the non-empty components λ (m) of λ corresponding to m with the same k m (without changing the order of the non-empty components).
To be more precise, for each i with b i = 0, each nonempty component λ (m) with k m = i gets moved to a larger position m + γ i (m). Note that
This defines a multipartition γ = (γ i ) i∈I , where each partition γ i has at most n i (λ) parts. For S ∈ T(λ) let S + ∈ T(λ + ) be the corresponding tableau obtained from S by the same shift which takes λ to λ + . Note that deg(S + ) = deg(S) i∈I |γ i |. Let p n (t) be the generating function for the partitions with at most n parts. Note that l n i (λ) = p n i (λ) (q 2 ). Now Claim 2 follows. We now finish the proof of the proposition. Denote Θ(π) := {λ ∈ Θ|π(λ) = π}.
For λ ∈ Θ(π), observe that the group S π is naturally a parabolic subgroup of G := × i∈I S n i (λ) , giving an equality for Poincaré polynomials
where ℓ λ is defined before Proposition 3.4. This implies
Now, using Proposition 3.4, we have
as desired.
Affine nilHecke algebra
In this section we will review mostly well-known facts about the nilHecke algebra, and obtain a special case of our main result for this algebra. This special case will be needed in the proofs of the general case.
4.1. Definition and basic properties. We denote a th nilHecke algebra by H a . That is, H a is the associative, unital (Z-)algebra generated by {y 1 , . . . , y a , ψ 1 , . .
For w ∈ S a , pick any reduced decomposition w = s i 1 . . . s i k . We define ψ w = ψ i 1 . . . ψ i k . In view of the relations above, ψ w does not depend on the choice of reduced decomposition. We define deg(y r ) = 2 and deg(ψ r ) = −2; this turns H a into a graded algebra.
There is an involutive homogeneous degree zero anti-automorphism τ of H a fixing the standard generators of H a . We write h τ instead of τ (h) for h ∈ H a . Given a (graded) left H a -module M , we write M τ for the (graded) right H a -module given by twisting with τ . The following result gives standard bases of H a :
In view of the theorem we can consider the polynomial algebra
as a subalgebra of H a . Moreover, let
Sa be the algebra of symmetric functions. The following is well-known, see e.g. [15] .
Theorem 4.8. The center of H a is given by Z(H a ) = Λ a .
4.2.
The idempotent e a . It is well-known that H a can be realized as the subalgebra of the endomorphism algebra End Z (P a ) generated by (multiplication by) each y r , and the divided difference operators
where (s r (f ))(y 1 , . . . , y a ) = f (y 1 , . . . , y r+1 , y r , . . . , y a ). In light of this description there is an H a -module structure on P a ; we shall refer to this module also as P a . 
since by Theorem 4.7(i), δ a is not a zero divisor. We will need the following facts coming from the theory of Schubert polynomials, see e.g. [5, Section 10.4].
Theorem 4.11. P a is a free Λ a -module with basis {ψ w (δ a ) | w ∈ S a }. Moreover, ψ w 0 (δ a ) = 1.
The following two theorems are known, but we sketch their proofs for the reader's convenience.
Theorem 4.12. The following things are true:
Proof. (i) By Theorem 4.7(ii), H a e a is spanned by elements of the form y Since such elements are linearly independent, our spanning set above is actually a basis. In particular, the map
is an isomorphism of Z-modules. To show that it is H a -equivariant, note that the action of y r is preserved, and furthermore ψ r f e a = f ψ r e a + ψ r (f )e a = ψ r (f )e a , where ψ r (f ) is the action on P a defined in (4.9).
(ii) is proved similarly to (i). (iii) e a H a e a is spanned by the elements e a f e a with f ∈ P a . Using (i) we get e a f e a = ψ w 0 δ a f e a = ψ w 0 (δ a f )e a , and ψ w 0 (δ a f ) ∈ Λ a . We thus see that e a H a e a is spanned by be a with b ∈ Λ a . Rewrite again: be a = e a b = ψ w 0 δ a b. Now, by Theorem 4.7(i), Λ a → e a H a e a , b → be a is an isomorphism. Theorem 4.13. Let ι : H a → End Z (P a ) be the map which comes from the action of H a on P a . This map yields an isomorphism of algebras
Proof. Let x = u f u ψ u ∈ H a be a non-zero element. Let u be a minimal element in the Bruhat order with f u = 0. Apply x to the element ψ u −1 w 0 (δ a ) ∈ P a , see Theorem 4.11. Then x(ψ u −1 w 0 (δ a )) = f u , which shows that ι is injective.
On the other hand, since Λ a = Z(H a ), it is clear that the image of ι is contained in End Λa (P a ). Using Theorem 4.11 again and comparing the graded dimensions, we see that ι is an isomorphism.
Corollary 4.14. We have H a e a H a = H a .
Proof. By using the basis of Theorem 4.11, ordered so that δ a is the first element, we can identify End Λa (P a ) with the matrix algebra M n! (Λ a ). Then under the isomorphism ι from the theorem τ (e a ) gets mapped to the matrix unit E 1,1 . The result follows.
4.3.
Affine cellular basis of the nilHecke algebra. Lemma 4.15. We have:
(i) H a e a is free as a right e a H a e a -module with basis {ψ w δ a e a |w ∈ S a }; (ii) e a H a is free as a left e a H a e a -module with basis {e a ψ τ v |v ∈ S a }. Proof. By Theorem 4.11, a basis for P a over Λ a is given by all ψ w (δ a ) for w ∈ S a . Now by Theorem 4.12(i),(iii), H a e a is free as a right e a H a e a -module with basis {ψ w (δ a )e a |w ∈ S a }. But ψ w (δ a )e a = ψ w δ a e a by Theorem 4.12(i) again.
For (ii), we use Theorem 4.12(ii),(iii) instead to conclude that the set {e a ψ w 0 ψ w (δ a ) | w ∈ S a } is a basis of e a H a as a left e a H a e a -module. Notice that e a ψ w 0 ψ w (δ a ) = e a ψ w 0 δ a ψ τ w = e a ψ τ w , and the result follows.
The following theorem gives an affine cellular basis of H a . Theorem 4.16. Let {b x } x∈X be any Z-basis of Λ a . The nilHecke algebra H a has a basis given by {ψ w b x δ a e a ψ τ v | v, w ∈ S a , x ∈ X}. Proof. By Lemma 4.15, the image H a e a H a of the multiplication map H a e a ⊗ eaHaea e a H a → H a e a H a is spanned by the set {ψ w b x δ a e a ψ τ v | v, w ∈ S a , x ∈ X}. By Corollary 4.14, this set thus spans H a .
Next, we compute the degree d of each element of this spanning set, add up the various q d , and see that this is exactly the graded dimension of H a . This shows that this spanning set must be a basis.
The degree of ψ w is −2ℓ(w); the degree of δ a is a(a − 1); the degree of e a is 0. The graded dimension of Λ a is a r=1 1 1−q 2r . Let {b x } x∈X be a homogeneous basis of Λ a (for example, the monomial symmetric functions). 
which is dim q (H a ) by Theorem 4.7, and we are done.
Affine cellular structure
Throughout this section we work with a fixed element α ∈ Q + of height d.
Basic definitions.
Let α 1 , . . . , α l be elements of Q + with α 1 + · · · + α l = α. Then we have a natural embedding
of algebras, whose image is the parabolic subalgebra R α 1 ,...,α l . Define the element ψ α ∈ R 2α to be
In other words, ψ α is a 'permutation of two α-blocks' and corresponding to the following element of S 2d :
Now, let p ∈ Z >0 . We define
In other words, ψ α,r is a 'permutation of the r th and (r + 1) st α-blocks'. Moreover, let w ∈ S p with reduced decomposition w = s i 1 . . . s im . Define an element ψ α,w := ψ α,i 1 . . . ψ α,im ∈ R pα . Let also
In other words, y α,s is a 'dot on the last strand of the s th block of size d'. α,p ∈ R pα . We have polynomial algebra and the symmetric polynomial algebra
Define for all 1 ≤ k ≤ N , w ∈ S p k , 1 ≤ r < p k and 1 ≤ s ≤ p k , the elements of R α :
In other words, ψ k,r is the permutation of the r th and (r + 1) st β k -blocks, and y k,s is a dot on the final strand in the s th β k -block. Finally, define
where w k 0 is the longest element of S p k for k = 1, . . . , N . We always make a choice of a reduced decompositon of w k 0 which is left-right symmetric in the sense of Lemma 2.4. This will guarantee that
Recalling the dominant word i π ∈ I α , put
Also, let
It will turn out that the I π for π ∈ Π(α) form a chain of cell ideals. Proof. It suffices to observe that any ψ k,r e(i π ) commutes with elements of Λ π , which easily follows from the relations in R α .
Lemma 5.5. We have τ (I ′ π ) = I ′ π and τ (I π ) = I π . Proof. It suffices to prove the first equality. Using the definition of e π and Lemma 5.4, we get
It suffices to note that ψ τ π = ψ π by (5.1). 5.3. Ideal filtration. This subsection is devoted to the proof of the following theorem.
Theorem 5.6. I π is the two-sided ideal σ≥π R α e(i σ )R α .
We prove the theorem by downward induction on the lexicographic order on Π(α). To be more precise, throughout the subsection we assume that we have proved that
and from this prove that I π = σ≥π R α e(i σ )R α . When π is the maximal root partition, the inductive assumption is trivially satisfied. Otherwise, I >π = I σ where σ is the immediate successor of π in the lexicographic order.
Proof. If π is the maximal root partition, then there is nothing to prove. Let I be any maximal (graded) left ideal containing I >π . Then R α /I ∼ = L(σ) for some σ. If σ > π, then e(i σ ) ∈ I >π by induction, see (5.7), and since e(i σ )L(σ) = 0 we would have IL(σ) = I(R α /I) = 0, which is a contradiction. We conclude that σ ≤ π.
Therefore, since i > i π ≥ i σ and since all of the weights appearing in L(σ) are less than or equal to i σ , we have e(i)L(σ) = 0, which implies that e(i) ∈ I. We have shown that e(i) is contained in every maximal left ideal containing I >π .
Consider the graded left ideal J := I >π + R α (1 − e(i)). If J is not all of R α , then it is contained in a maximal left ideal I, which by the previous paragraph contains e(i). Since 1 − e(i) ∈ J ⊆ I, we conclude that I = R α , which is a contradiction. Therefore J = R α , and we may write 1 = x + r(1 − e(i)) for some x ∈ I >π and r ∈ R α . Multiplying on the right by e(i), we see that e(i) = xe(i) ∈ I >π . This argument actually proves the lemma over any field, and then it also follows for Z by a standard argument.
Proof. Observe that w ·i π > i π , whence e(w ·i π ) ∈ I >π by Lemma 5.8. Now, for any f ∈ P d , we have ψ w f e(i π ) = e(w · i π )ψ w f e(i π ) ∈ I >π .
Recall π-blocks defined in the end of Section 5.1. Proof. If r and r + 1 are in the same π-block, then s r ∈ S π \ {1}, and so (y r − y r+1 )e(i π ) = ψ 2 r e(i π ) ∈ I >π by Corollary 5.9. Let us make the choice of reduced decompositions in S d so that whenever w = w π w π for w π ∈ S π and w π ∈ S π , then we have
Recall the nilHecke algebra H a from Section 4.
Lemma 5.12. For each k = 1, . . . , N there is a ring homomorphism
Proof. We check the relations (4.1)-(4.6). The relations (4.2) and (4.4) are obvious.
To check relation (4.1), we write
∈ S π , then ψ u f u e(i π ) ∈ I >π by (5.11) and Corollary 5.9. On the other hand, suppose that u ∈ S π is such that f u = 0. By Lemma 5.3, u permutes π-blocks of weight β k . Since ψ k,r only contains crossings between the r th and (r + 1) st π-blocks of weight β k , the same must be true for ψ u . The only possibilities are ψ u = 1 or ψ u = ψ k,r . Since deg(ψ 2 k,r e(i π )) = −4, these are ruled out by degree. Thus ψ 2 k,r e(i π ) ∈ I >π . To check relation (4.3), we write
with f u ∈ P d , and show as above that ψ u that appear with non-zero f u must be of the form 1, ψ k,r , ψ k,r+1 , ψ k,r ψ k,r+1 or ψ k,r+1 ψ k,r . Since deg(ψ k,r ψ k,r+1 ψ k,r e(i π )) = −6 these are ruled out by degree.
We finally check relation (4.5); relation (4.6) is checked similarly. Write i β k = (i, i + 1, . . . , j). We calculate ψ k,r y k,r+1 e(i π ) using Khovanov-Lauda diagram calculus, as explained in Section 2. In doing so, we will ignore the strands outside of the r th and (r + 1) st π-blocks of weight β k . We have:
The first term is y k,r ψ k,r e(i π ). The second term is
The first term is in I >π by Corollary 5.9. Continuing in this way, we obtain the result.
Lemma 5.13. The maps θ 1 , . . . , θ N from Lemma 5.12 have commuting images, and so define a map
Moreover, the image of θ is contained in I π /I >π .
Proof. The first statement is obvious. To prove the statement about the image of θ, recall the idempotent
The right hand side of this equation is in
is of the form ψ τ v for v ∈ S π , and
We conclude that im(θ) ⊆ I π /I >π . Corollary 5.14. e(i π ) ∈ I π .
Proof. Note that e(i π ) + I >π = θ(1 ⊗ · · · ⊗ 1) ∈ I π /I >π by Lemma 5.13.
We come now to the main lemma.
Lemma 5.15. If w ∈ S d and v ∈ S π then ψ w P d e π ψ τ v ⊆ I π . Proof. We prove this by upward induction on deg(ψ w e(i π )), using as the induction base sufficiently negative degree for which ψ w e(i π ) = 0, and so also Furthermore, we may assume that g = g 1 . . . g N with each
On the other hand, by Theorem 4.11, there exist b k,u ∈ Λ p k such that
where we have used Theorem 4.12(i) for the second equality and Theorem 4.8 for the third equality. Therefore, denoting
We now equate the right hand sides of (5.16) and (5.17) and multiply by ψ w on the left and by ψ τ v on the right to obtain
We are therefore reduced to proving that each summand on the right hand side belongs to I π . Write, using Theorem 2.3,
If at least one of u 1 , . . . , u N is not 1, then deg(ψ u 1 ,...,u N e(i π )) < 0, and so
Therefore we are done by induction in this case. Now, let u 1 = · · · = u N = 1. By (5.11), we can write ψ w = ψ w 1 ψ w 2 with w 1 ∈ S π and w 2 ∈ S π . If w 2 = 1, then we are done by Corollary 5.9. Otherwise, recalling that b u 1 ,...,u N ∈ Λ π , we have ψ w b u 1 ,...,u N y π e π ψ τ v ∈ I ′ π by definition.
Corollary 5.19. I π is an ideal.
Proof. By Lemma 5.5, we have τ (I π ) = I π . So it is enough to prove that I π is a left ideal. Now, for x ∈ R α and w, v ∈ S π , we have
by Theorem 2.3 for the second equality and Lemma 5.15 for the inclusion.
We can now complete the proof of Theorem 5.6. We have already proved that I π is an ideal containing e(i π ). By definition, I π contains I >π which by induction is equal to σ>π R α e(i σ )R α . Therefore I π ⊇ σ≥π R α e(i σ )R α .
On the other hand, I π is spanned by I >π and elements from
Therefore I π ⊆ σ≥π R α e(i σ )R α , and so we have equality. This concludes the proof of Theorem 5.6.
Affine cellular basis.
The following lemma shows that the cell ideals exhaust the algebra R α .
Lemma 5.20. If a two-sided ideal J of R α contains all idempotents e(i π ) with π ∈ Π(α), then J = R α . In particular, π∈Π(α) I ′ π = R α . Proof. If J = R α , let I be a maximal (graded) left ideal containing J. Then R α /I ∼ = L(π) for some π. Then e(i π )L(π) = 0, which contradicts the assumption that e(i π ) ∈ J. This argument proves the lemma over any field, and then it also follows for Z.
is a Z-basis of R α . In particular, R α = π∈Π(α) I ′ π . Proof. The elements of (5.22) span R α in view of Lemma 5.20. So it remains to apply Proposition 3.5. Now pick a Z-basis {b x } x∈X of Λ π . We next prove that
is a Z-basis ofR αēπ and To prove that (5.25) is a basis ofē πRα , note that by definition we havē e πRα =ψ πȳπē (i π )R α ⊆ψ πē (i π )R α . On the other hand, by (4.10) and Lemma 5.13, we haveψ πē (i π ) =ē πψπē (i π ), henceψ πē (i π )R α ⊆ē πRα . Thus ψ πē (i π )R α =ē πRα . A spanning set forψ πē (i π )R α is given bȳ ψ πē (i π )ψ wȳπbxēπψ τ v for v, w ∈ S π and x ∈ X. As in the previous paragraph, this term is zero for w = 1. The spanning set thus reduces to the elements of (5.25), which are linearly independent by Theorem 5.21.
(i) We haveē πRαēπ =ē πRα R αēπ , and both of the sets on the right are spanned by a subset of our basis (5.22) ofR α . Henceē πRα R αēπ has a basis given by those basis elements in both (5.24) and (5.25) . This is clearly the set of allψ πȳπbxēπ =ē πbxēπ =b xēπ for x ∈ X. The map Λ π →ē πRαēπ b →ē πbēπ =bē π is therefore an isomorphism.
(ii) follows immediately from (i) and the fact that (5.24) is a basis of R αēπ .
(iii) follows from (i), the fact that (5.25) is a basis ofē πRα , and the equalityψ Recall the definition of an affine cellular algebra given in the introduction.
Corollary 5.26. The algebra R α is affine cellular with cell chain given by the ideals {I π | π ∈ Π(α)}.
Proof. Fix π ∈ Π(α) and writeR α := R α /I >π . We must show that I π /I >π is an affine cell ideal ofR α . We verify conditions (i)-(iii) of the definition given in the introduction.
(i) This follows from Lemma 5.5.
(ii) Define V to be the free Z-module on the basis {w | w ∈ S π }, and let B := Λ π with σ being the trivial involution of B. We define the right B-module ∆ := V ⊗ Z B. Theorem 5.23(i),(ii) implies that the map ∆ →R αēπ , w ⊗ b →ψ wȳπēπb where w ∈ S π , b ∈ B, is an isomorphism of right B-modules. We use this to define anR α -B-bimodule structure on ∆.
(iii) Let ∆ ′ := B ⊗ Z V be the B-R α -bimodule defined as in ( By Theorem 5.23(iv), the map ∆ ⊗ B ∆ ′ →Ī π is an isomorphism. One shows that the diagram in part (iii) of the definition of a cell ideal is commutative using an argument similar to the one in the proof of the above claim.
