The secondary arm spacing in Fe-C, Fe-P, Fe-C-P and Al-Cu alloys are numerically predicted using a phase-field model. The calculated arm spacing and the exponent of the local solidification time are compared with the experimental data. Each calculated exponent differs depending on Fe-base or Al-base alloys. The change in the arm spacing and the exponent depending on alloy is systematically examined by the imposing artificial sets of physical properties. Interface energy and solute diffusivity in liquid change the arm spacing but not the exponent. On the other hand, liquidus slope and partition coefficient change both the arm spacing and the exponent. The change of the exponent is discussed by examining the process of deriving the value of 1/3 in the analytical model by Kattamis et al. and the expression for the estimation of the exponent is proposed.
Introduction
There has been a considerable interest in determining the effect of solidification variables on secondary dendrite arm spacing. [1] [2] [3] [4] [5] [6] [7] The interest is resulted from the fact that secondary dendrite arm spacing determines the micro-segregation pattern and that the cooling rate can be estimated from the secondary arm spacing of cast alloys. The early analytical models to predict the arm spacing assume the isothermal coarsening beginning with a certain idealized initial arm condition. There are three different models. The first of them which is proposed by Kattamis et al. 1) assumes that the radius of the arms is constant except for the one thin arm and the thin arm becomes thinner due to the curvature effect. The second model which is proposed by Chernov et al. 2) assumes that there is an arm which its root is smaller than the other parts of the arm and the arm is torn off from the root. The third model which is proposed by Kahlweit 3) assumes the same arm distribution as that of the first model but considers that the small arm melts back toward the root. All these theoretical models predict the relationship between secondary dendrite arm spacing, l 2 , and local solidification time, t f 1/3 , as l 2 ϰt f 1/3 for any alloy but the experiments show that the exponent is not always 1/3. Kirkwood 4) proposed the model considering the concentration change in liquid depending on temperature. The model can successfully predict the arm spacing during solidification to some extent but the model also predicts that the exponent of local solidification time is 1/3 because every model assumes that the ratio of the final arm spacing to the initial arm spacing is fixed. However, the ratio should change since growth and selection of the arms take place at the same time during solidification. Both growth and selection of those arms should be considered in a theoretical model to predict the value of exponent other than 1/3.
It requires an iterative calculation to determine the interface shape of a growing arm and the corresponding concentration field in a conventional calculation method. The phase-field model determines the interface shape implicitly to maximize the changing rate of the total free energy for each concentration and temperature field. Therefore, the model is easily applied to prediction of the secondary dendrite arm growth.
The phase-field model bases on the Ginzberg-Landau type free energy functional which includes not only the free energy of the matrix phases but also the interfacial energy. [8] [9] [10] [11] [12] [13] [14] Since the model satisfies the local equilibrium condition regardless of the complexity of the interface shape, it enables us to take the coarsening effect during the interface evolution into account. So far, however, the studies of the phase-field model focus mainly on the theoretical examination and have only few application examples. Furthermore, almost all the examples are restricted to qualitative analyses and there are few cases quantitatively comparable to the experimental data. [12] [13] [14] In the present paper, the growth of secondary dendrite arm is analyzed for Fe-C, Fe-P, Fe-C-P and Al-Cu alloys using a phase-field model. We adopt the phase-field model proposed by Kim et al. 11) and use a vanishing kinetic coefficient. The model enables us to predict the secondary arm spacing quantitatively and to examine the effect of the physical property on the exponent of local solidification time by changing material properties artificially.
Governing Equations

Free Energy Density
In the phase-field model for binary alloys proposed by Kim et al., 11) the free energy density, f(c, f), where f is phase-field, is defined as the sum of the free energies of liquid and solid phases and an imposed double-well potential, Wg(f). The solute composition in the interface region, c, is determined to be a fraction-weighted sum of liquid and solid compositions. The chemical potentials, m, defined as the difference between the chemical potentials of solute and solvent, are selected as a thermodynamic variable of constraint and those of solid and liquid phases are assumed to be equal at any point within the interface region. 2 , and the subscripts of S and L show solid and liquid phases, respectively.
The advantage of the phase-field model lies in the definition of the free energy density functional in the interface region at an equilibrium state. The free energy density at the interface without the Wg(f) are defined as the fractionweighted average values of the free energy in solid and liquid phases. Since the equilibrium compositions of solid and liquid phases are determined to keep each chemical potentials equal, this equation corresponds to the common tangent rule itself. (3) where M and e are phase-field parameters, D(f) is solute diffusion coefficient and the subscripts under f mean the first or second derivatives by corresponding variables.
Governing Equations Using a Dilute
For a dilute alloy, Eqs. (2) and (3) can be written as, 11) . The phase-field parameters of e and W are related to the interface energy, s, and the interface width, 2l, is the distance where f changes from 0.1 to 0.9, and the parameter, M, is related to the kinetic coefficient, b. They are obtained also with a dilute solution approximation and are given by, 11) . (9) where m e is equilibrium slope of liquidus, k e is equilibrium partition coefficient, D i is diffusion coefficient in the interface region and kinetic coefficient, b, is defined to be the inverse of the usual linear kinetic coefficient, m k . For the dilute ternary alloy system, we use the same governing equations and parameters shown in the literature.
14)
Calculations
In the calculation, Eqs. (1b), (1c), (4) and (5) were numerically solved. The equations were discretized on uniform grids using an explicit finite difference scheme. The interface thickness was set to contain six meshes in each calculation. The Fe-C, Fe-P, Fe-C-P and Al-Cu alloys were selected as sample alloys whose physical properties and the thermodynamics data used in the calculation are shown in Table 1. 15) The thermodynamics data for ternary alloy are the same shown in literature.
14) The vanishing kinetic coefficient was used to determine the phase-field mobility, because the m k is very large in the metal system.
The anisotropy is introduced in the phase-field parameter as followings, eЈϭe{1ϩn cos(kq)} where n is the magnitude of anisotropy, k is the mode number and q is the angle between the direction of the phasefield gradient and the reference axis of the system. We use nϭ0.03 and kϭ4 in the calculation. During the calculation a stochastic noise is imposed at the liquid composition in the vicinity of the interface in order to simulate the random fluctuations, which cause the selection of the secondary Table 1 . Physical properties of Fe-C, Fe-P and Al-Cu alloys.
arms. The noise level is set to vary within 1% of the liquid composition at each grid, with the way conserving the masses of all the species. A two-dimensional rectangular calculation area was prepared as shown in Fig. 1 . The width of the area was set to about ten times as large as the length of the experimentally reported secondary arm spacing and the height to be the same as the length of the experimental primary dendrite arm spacing. Small triangle solids were put in the bottom. The size of the solid is almost the same or around value as tip radius. Since the phase-field calculation physically reproduces competitive growth of the arms from the perturbed interface, the final arm spacing is independent of initial condition. It is proved by preliminary calculations. The system temperature was reduced constantly from the liquidus temperature. Adiabatic conditions for phase and concentration fields were applied to the upper and lower sides in growth direction and periodic conditions to the right and left sides. Mesh size and time step used in calculations were 0.5ϫ10 Ϫ6 m and 1.67ϫ10 Ϫ5 s, respectively.
Results and Discussion
The Growth of Secondary Dendrite Arm
The growth and selection of secondary dendrite arms for Fe-0.1wt%C alloy are shown in Fig. 2 . All the initial solid seeds are growing but the shapes of the arms are slightly different from each other due to the imposed noise in Fig.   2(a) . The advanced arms in Fig. 2(a) grow preferably and other arms stop advancing or slightly melt back due to the curvature effect (Fig. 2(b) ) . After the selection of the secondary arms, the coarsening of the selected arms is observed in Fig. 2(c) . In this way phase-field calculation shows the arm selection and the determination of the arm spacing that occurs sequentially.
The analytical models require a certain distribution of arm radii as an initial condition. In the phase-field model, however, initial solid seeds are physically selected to grow or shrink. Since the final arm spacing can be determined independent of the initial condition, the phase-field calculation is free from the problem of the final arm spacing depending on the initial condition in analytical models.
Kahlweit proposed the coarsening of secondary arms by melting back of the arms theoretically. Other proposed arm selecting mechanisms such as 1) arm thinning 2) arm separation have not been observed in the phase-filed calculation. The arm selection in the phase-field model seems to be reasonable because only melting back process is observed in the experiment using a transparent organic material. 3) Because the dendrite secondary arms are linearly arranged along the primary arm and the arm coarsening is dominated by the competitive growth of tips, the two-dimensional (2D) calculation gives a good estimation for the arm spacing in three-dimension (3D) as follows. The effect of interface energy and solute diffusivity on the radius of a growing tip in 2D and 3D can be estimated by simple calculations of the curvature and solute flux at the tip for a cylinder with a hemispherical cap and a plate with a hemicylindrical cap. The tip radius in 2D calculation is easily shown to be the same one in 3D calculation with the value of 2s for interface energy and that of p/4D for diffusivity. The dependency of s and D on secondary arm spacing is explained by two types of models. First one is that the arm spacing is proportional to the square root of tip radius as primary arm spacing is.
15) The second one, according to the secondary arm coarsening theory under isothermal condition, is that the spacing is proportional to the cubic root of interface energy and diffusivity.
3) When the interface energy is doubled and the solute diffusivity is increased by four times, the arm spacing increases about 25 % and 40 %, respectively (see Sec. 4.3). It shows an acceptable agreement with the estimated value from the above two models. The secondary arm spacing can be well predicted by 2D calculation and it would be larger than that in 3D by 12 to 16 % through the above consideration.
The Prediction of the Arm Spacing
The arm spacing is estimated at the late stage of growth. The relationships between secondary dendrite arm spacing and cooling rate for Fe-C, Fe-C-P, Fe-P alloys are shown in Fig. 3 . The analytical 15) and experimental [16] [17] [18] data are plotted for comparison. Since the cooling rate in experiments is lower than that of the phase-field calculation, the lines are drown by extrapolation. Except for the data by Okamoto et al, the predicted arm spacing from the phasefield calculation and the analytical model show a good agreement with the experimental data.
The exponents are also shown in Fig.3 . The value of 0.48 predicted by the phase-field calculation is larger than that of analytical prediction. Note that those of experimental data also show larger value than that of the analytical model. All the analytical models predict that the exponent is 1/3 for any materials. In this way, only the phase-field model can predict the value of exponent different from 1/3. The relationships between secondary dendrite arm spacing and local solidification time for Al-1.96mol% (4.5wt%) Cu alloy are shown in Fig. 4 . The experimental data 18) are also plotted for comparison. The secondary dendrite arm spacing and the exponent, which is 0.32, are in good agreements with the experimental data.
10) It is also shown that the exponent of local solidification time obtained by the phase-field calculation changes depending on material.
Effect of the Physical Properties on the Exponent of the Local Solidification Time
To investigate why the exponents of the local solidification time are different for each alloy, physical properties are artificially changed. The effect of physical properties on secondary dendrite arm spacing is shown in Fig. 5 . The secondary arm spacing is evaluated with different values of, solute diffusivities in solid and liquid, interface energy, partition coefficient and slope of liquidus in Al-1.96mol%Cu alloy. Figure 5 (a) shows the physical properties which do not affect the exponent. Solute diffusivity in liquid and interface energy change the arm spacing but do not affect the exponents. The solute diffusiviety in solid does not change either the exponent nor the spacing.
On the other hand, the liquidus slope significantly changes the exponent. When the slope is large, the exponent becomes large as shown in Fig. 5(b) . The partition coefficient also changes both the arm spacing and the exponent. When the partition coefficient is large, the slope becomes slightly small. In the analytical model by Kattmis et al., the value of 1/3 for the exponent are estimated as follows. There are two kinds of arms with radii of a and r 0 where a is larger than r 0 and is a constant. The arm with smaller radius is assumed to shrink due to the curvature effect. The time, t f , for the smaller arm to melt away, is expressed as follows, ......... (10) where fϭa/r 0 is assumed to be constant during the integration of r 0 with time. When lϭaj( f S ) is assumed where j( f S ) is a certain function of solid fraction f S , the above equation can be written, ... (11) The value of both f and j( f S ) are assumed to be 0.5. Note that the system temperature is assumed to be constant in their model. However, the secondary arm spacing depends on the competitive growth of arms during solidification with temperature decrease. In other words, since the change of f and j( f S ) are taken into account in the phase-field calculation, the exponent deviates from the value of 1/3. Since solute diffusivity and interface energy do not change the value of f and j( f S ) explicitly but are included in Eq. (11), they affect only the value of arm spacing. On the other hand, f and j( f S ) change depending on growth of the solid phase during solidification. Hence the driving force for the growth of the interface changes the exponent. Since the driving force for the interface depends on the deviation from the equilibrium state even at the same cooling rate, the exponent of the local solidification time changes due to the properties of the phase diagram.
The relationship between the exponent, and liquidus slope and partition coefficient is obtained by the correlation analysis of the phase-field calculation results. The regression line and equation are shown in Fig. 6 . The filled marks represent the exponent estimated by the phase-field calculations and the open circles represent the experimental data. It is shown that the exponent is proportional to a parameter m e /(1Ϫk e ). To examine the accuracy of the regression line, the experimental data shown in Fig. 6 are added to the data points to determine the regression coefficients. The coefficients estimated from the phase-field calculations, and those from the phase-field calculations and experimental data, show a good agreement. It is difficult to explain the change in the exponent quantitatively but the equation is useful for the estimation of the exponent for a certain alloy.
Conclusion
The phase-field model for a dilute binary alloy is applied to the numerical prediction of the secondary arm spacing in Fe-C, Fe-P, Fe-C-P and Al-Cu alloys. The arm selection and ripening process are successfully reproduced. In Fe-C, Fe-C-P, Fe-P alloys, the exponent of the cooling rate, 0.48, is larger than analytical model but shows a good agreements with experimental data. In Al-Cu alloy, both the arm spacing and the exponent, 0.32, agree well with the experimental data. The effect of physical properties on arm spacing and the exponent is systematically examined. Solute diffusivities in liquid and interface energy do not change the exponent but change the arm spacing. On the other hand, slope of liquidus and partition coefficient change the exponent because of the change in the driving force for the growth. The exponent is approximately proportional to parameter m e /(1Ϫk e ) in the phase-field calculation and the experimental data. Through the numerical examples, the wide applicability of the phase-field model to the ripening problems of alloys is demonstrated. 
