In this paper we present one of the symbolic factor analysis method called as symbolic kernel discriminant analysis (symbolic KDA) for face recognition in the framework of symbolic data analysis. Classical factor analysis methods (specifically classical KDA) extract features, which are single valued in nature to represent face images. These single valued variables may not be able to capture variation of each feature in all the images of same subject; this leads to loss of information. The symbolic KDA Algorithm extracts most discriminating non-linear interval type features; they optimally discriminate among the classes represented in the training set. The proposed method has been successfully tested for face recognition using two databases, ORL and Yale Face database. The effectiveness of the proposed method is shown in terms of comparative performance against popular classical factor analysis methods such as eigenface method and fisherface method. Experimental results show that symbolic KDA outperforms the classical factor analysis methods.
Introduction
Of the appearance based face recognition methods [4] [5] [12] [16] [26] [29] , those utilizing LDA techniques [11] [10] [28] [35] have shown promising results. However, statistical learning methods including the LDA based ones often suffer from the so called small sample size (SSS) problem encountered in high dimensional pattern recognition tasks where the number of training samples available for each subject is smaller than the dimensionality of the sample space. Therefore numerous modified versions of the LDA were proposed. These modified versions have shown promising results as it is demonstrated in [3] [34] [6] [30] [20] [23] [33] . There are two ways to address the problem. One option is to apply linear algebra techniques to solve the numerical problem of inverting the singular within class scatter matrix. For example, Tian et al., utilize the pseudo inverse to complete this task. Also, some researchers [15] [34] recommended the addition of a small perturbation to the within class scatter matrix so that it becomes nonsingular. However, the above methods typically computationally expensive since the scatter matrices are very large. The second option is a subspace approach, such as the one followed in the development of the Fisherfaces method [3] , where PCA is firstly used as a preprocessing step to remove the null space of within class scatter matrix and then LDA is performed in the lower dimensional PCA subspace. However, it has been shown that the discarded null spaces may contain significant discriminatory information [19] to prevent this from happening solutions without a separate PCA step, called direct LDA methods have been proposed recently in [6] [30] [23] .
Although successful in many cases, linear methods fail to deliver good performance when face patterns are subject to large variations in view points, which result in a highly non convex and complex distribution. The limited success of these methods should be attributed to their linear nature. As a result, it is reasonable to assume that better solution to this non linear problem could be achieved using non linear methods, such as the so called kernel machine techniques [17] [25] . Among them, kernel principal component analysis (KPCA) [27] and kernel Fisher discriminant analysis (KFD) [24] have aroused considerable interest in the fields of pattern recognition and machine learning. KPCA was originally developed by Scholkopf et al., in 1998, while KFD was first proposed by Mika et al., in 1999 [24] . Subsequent research saw the development of series of KFD algorithms [24] [2] [31] [35] [32] .
The defining characteristic of KFD based algorithms is that they directly use the pixel intensity values in a face image as the features on which to base the recognition decision. The pixel intensities that are used as features are represented using single valued variables. However, in many situations same face is captured in different orientation, lighting, expression and background, which lead to image variations. The pixel intensities do change because of image variations. The use of single valued variables may not be able to capture the variation of feature values of the images of the same subject. In such a case, we need to consider the symbolic data analysis (SDA) [1] [7[8] [9] [18] , in which the interval-valued data are analyzed.
In this paper, new appearance based method is proposed in the framework of Symbolic Data Analysis (SDA) [1] [9], namely, symbolic KDA for face recognition, which are generalization of the classical KDA to symbolic objects. In the first step, we represent the face images as symbolic objects (symbolic faces) of interval type variables. The representation of face images as symbolic faces accounts for image variations of human faces under different lighting conditions, orientation and facial expression. It also drastically reduces the dimension of the image space without losing a significant amount of information. E ach symb olic face summarizing the variation of feature values through the different images of the same subject. In the second step, we applied symbolic KDA algorithm to extract interval type non-linear discriminating features. According to this algorithm, In the first phase, we applied kernel function to symbolic faces, as a result a pattern in the original input space is mapped into a potentially much higher dimensional feature vector in the feature space, and then perform in the feature space to choose subspace dimension carefully. In the second phase, Symbolic KDA is applied to obtain interval type non-linear discriminating features, which are robust to variations due to illumination, orientation and facial expression. Finally, minimum distance classifier with symbolic dissimilarity measure [1] is employed for classification. Proposed method has been successfully tested using two standard databases ORL and Yale face database.
The remainder of this paper is organized as follows: In section 2, the idea of constructing the symbolic faces is given. Symbolic KDA is developed in section 3. In section 4, the experiments are performed on the ORL and Yale face database whereby the proposed algorithm is evaluated and compared to other methods. Finally, a conclusion and dis cussion are offered in section 5.
Construction of Symbolic Faces
Consider the face images
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Experimental Results
Face recognition system using symbolic KDA method identify the face by computing nearest face image for a given unknown face images using a minimum distance classifier with Minkowsky's symbolic dissimilarity measure proposed by De Carvalho and Diday [1] is employed for classification. The proposed symbolic KDA method with polynomial kernels is experimented with the face images of the ORL and Yale databases (due to limitation of number of pages of paper given by conference organizers, we are not giving the description of Databases). The effectiveness of proposed methods is shown in terms of comparative performance against five popular face recognition methods. In particular, we compared our algorithms with eigenfaces [29] , fisherfaces [3] , symb olic PCA [13] and symbolic KPCA [14] . The experimentation is done on system with CPU: Pentium 2.5 GHz.
Experiments using ORL database
We assess the feasibility and performance of the proposed symbolic LDA on the face recognition task using ORL database. The ORL face database is composed of 400 images with ten different images for each of the 40 distinct subjects. All the 400 images from the ORL database are used to evaluate the face recognition performance of proposed methods. We have manually arranged the face images of same subject from right side view to left side view. Six images are randomly chosen from the ten images available for each subject for training, while the remaining images are used to construct the test symbolic face for each trial. Table-1 presents the experimental results for each method corresponding to ORL database. The experimental results show that the proposed method with polynomial kernel of degree three outperforms the classical factor analysis methods. 
Experiments on the Yale Face database
The experiments are conducted using Yale database to evaluate the excellence of the symbolic KDA for the face recognition problem. The Yale Face database consists of a total 165 images obtained from 15 different people, with 11 images from each person. In our experiments, 9 images are randomly chosen from each class for training, while the remaining two images are used to construct test symbolic face for each trial. The recognition rates, training time and optimal subspace dimension are listed in Table-2. From Table- 2, we note that the symbolic KDA method with polynomial kernel of degree using smaller number of features outperforms the classical factor analysis methods with a larger number of features. 
Conclusions
In this paper, we introduce a novel symbolic KDA method for face recognition. Symbolic data representation of face images as symbolic faces, using interval variables, yield desirable facial features to cope up with the variations due to illumination, orientation and facial expression changes. The feasibility of the symbolic KDA has been tested successfully on frontal face images of ORL and Yale databases. Experimental results show that symbolic KDA method with polynomial kernel of degree three leads to superior recognition rate as compared to classical factor analysis methods. The proposed symbolic KDA outperforms symbolic PCA, symbolic LDA and symbolic KPCA under variable lighting conditions, orientations and expressions.
The proposed symbolic KDA has many advantages compared to classical factor analysis methods. The drawback of classical factor analysis methods is that in order to recognize a face seen from a particular pose and under a particular illumination, the face must have been previously seen under the same conditions. The symbolic KDA overcomes this limitation by representing the faces by interval type features so that even the faces seen previously in different poses, orientations and illuminations are recognized. Another important merit is that we can use more than one probe images with inherent variability of a face for face recognition. Therefore, symbolic KDA improve the recognition accuracy as compared to classical factor analysis methods at reduced computational cost. This is clearly evident from the experimental results. Further, the symbolic KDA yields significantly better results than other symbolic factor analysis methods.
