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RANDOM INTERSECTION GRAPHS WITH COMMUNITIES
REMCO VAN DER HOFSTAD, JU´LIA KOMJA´THY, AND VIKTO´RIA VADON
Abstract. Random intersection graphs model networks with communities, assuming an un-
derlying bipartite structure of groups and individuals, where these groups may overlap. Group
memberships are generated through the bipartite configuration model. Conditionally on the
group memberships, the classical random intersection graph is obtained by connecting individ-
uals when they are together in at least one group. We generalize this definition, allowing for
arbitrary community structures within the groups.
In our new model, groups might overlap and they have their own internal structure described
by a graph, the classical setting corresponding to groups being complete graphs. Our model
turns out to be tractable. We analyze the overlapping structure of the communities, derive
the asymptotic degree distribution and the local clustering coefficient. These proofs rely on
local weak convergence, which also implies that subgraph counts converge. We also exploit the
connection to the bipartite configuration model, for which we also prove local weak convergence,
and which is interesting in its own right.
1. Introduction
Communities are local structures that are more densely connected than the network average.
They are present in numerous real-life networks [25], for example in the Internet, in collaboration
networks and in social networks, and offer a possible explanation for the often observed high
clustering (transitivity) [39, Chapter 7.9, 11].
There are several possible reasons why communities arise, e.g. an underlying geometry or prop-
erties shared by the vertices. We focus on networks with an underlying structure of individuals
and groups that they are part of. While our terminology and examples are mainly taken from
social networks, the model is applicable for any network that builds on some kind of group struc-
ture. Such structures exist in many real-life networks [27, 28], the most evident example being
collaboration networks, like the Internet movie database IMDb or the ArXiv. In these examples,
the ‘individuals’ are the actors and actresses or the authors, and the ‘groups’ are the movies or
articles they collaborate in. We can also consider a social network based on groups, where ‘groups’
can represent families, common interests, workplaces or cities.
Due to the complexity of real-world networks, they are often modeled using random graphs
[14, 21, 35]. Properties and processes of interest, e.g. distances, clustering, network evolution and
information or epidemic spreading processes, are studied on the random graph models to predict
their behavior on real-life networks. An underlying group structure such as mentioned above is
modeled using bipartite graphs, where the two partitions correspond to the individuals (people)
and the groups (or attributes), and an edge represents a group membership, see Figure 1a. The
historical random graph model for networks with group structure is the random intersection graph
(RIG) first introduced in [42]. Over the years, several ways were introduced to generate the
(random) bipartite graph of group memberships [12]: ranging from independent percolation on the
complete bipartite graph (binomial RIG [22, 37, 42] or inhomogeneous RIG [11, 19]), through pre-
assigning the number of group memberships to each individual and connecting them to uniformly
chosen groups (uniform RIG [7, 41] or generalized RIG [8, 9, 10, 13, 26]), to pre-assigning the
number of group memberships to each individual as well as the number of group members to each
group, then matching these “tokens” uniformly (i.e., the group memberships are generated via the
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bipartite configuration model) [18, 38]. What all of these models have in common is that once the
group memberships are generated, each two individuals that share a group are connected. As a
result, groups (communities) do overlap, while each community is a complete graph, see Figure
1b, which may not be a realistic assumption for large communities.
individuals (elements)
groups (sets)
random connections
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green group
red group
(a) Modeling group memberships with a (random) bipartite
graph
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(b) RIG: union of cliques
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(c) RIGC: arbitrary commu-
nities
Figure 1. Two models for overlapping communities: RIG and RIGC
One easy and natural way to go about this is thinning communities [36, 38], however this
may not give the full generality we desire. The recently introduced hierarchical configuration
model (HCM) [32, 33], that extends the household model [2, 3], offers an alternative approach,
using arbitrary communities as building blocks with random connections between the communities,
resulting in non-overlapping communities. In this paper, we aim to bridge the gap: we introduce a
new random graph model, the random intersection graph with community structure (RIGC), that
accommodates arbitrary, yet at the same time overlapping, communities, see Fig. 1c.
The RIGC model is flexible in terms of the choice of parameters, ranging from i.i.d. random
variables to data taken from real-life networks, see Section 2.4 for a brief discussion. The model
also turns out to be analytically tractable. In this paper, we keep our assumptions as general
as possible, and present results on the overlapping structure, local properties of the model (in-
cluding local weak convergence, degree structure and non-trivial clustering). Its global properties,
including the existence and quantification of the so-called giant component (a unique linear-sized
connected component), and percolation on the RIGC model are studied in the companion paper
[31]. The proofs rely on the connection to the bipartite configuration model that generates the
group memberships. The matching results that we present on the bipartite configuration model
are hence both instrumental to the RIGC and of independent interest.
Outline of the paper. The rest of this paper is organized as follows. In Section 2, we introduce
the random intersection graph with community structure (RIGC), state our results and provide a
brief discussion. In Section 3, we introduce the underlying bipartite configuration model (BCM),
relate it to the RIGC model, and prove our main results for the BCM. We provide the proofs for
the RIGC in Section 4.
Notational conventions. We will consider a sequence of graphs and consequently, a sequence of
input parameters, both indexed by n ∈ N. We often omit the dependence on n to keep the notation
light, as long as it does not cause confusion. Throughout this paper, we distinguish the set of
positive integers as Z+ and the set of non-negative integers as N. The notions P−→ and d−→ stand
for convergence in probability and convergence in distribution (weak convergence), respectively.
We denote X
d
= Y to say that the random variables X and Y have the same distribution. For an
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N-valued random variable X such that E[X] < ∞, we define its size-biased distribution X? and
the transform X˜ with the following probability mass functions (pmf): for all k ∈ N,
(1.1) P(X? = k) = k P(X = k)/E[X], P(X˜ = k) = P(X? − 1 = k).
We say that a sequence of events (An)n∈N occurs with high probability (whp), if limn→∞ P(An) = 1.
For two (possibly) random sequences (Xn)n∈N and (Yn)n∈N, we say that Xn = oP(Yn) if Xn/Yn
P−→
0 as n→∞. We denote the set [n] := {1, 2, . . . , n} and the indicator of an event A by 1A. For a
graph G, we denote its vertex set by V(G) and its edge set by E(G).
2. Model and results
In this section, we introduce the RIGC model and study and discuss some of its properties.
2.1. Definition of the random intersection graph with communities. In this section, we
construct the random intersection graph with community structure RIGCn(d
l,Com), or RIGCn
for short, in two steps. First, we construct the community structure: an underlying bipartite graph
that represents the group memberships. Then we construct the RIGCn based on its community
structure.
2.1.1. Construction of the RIGC model: Community structure. To construct the community struc-
ture of the RIGC, we first introduce its parameters. Intuitively, we think of the individuals being
placed on the left-hand side (lhs) and the groups on the right-hand side (rhs), and consequently
we sometimes refer to them as l-vertices and r-vertices, respectively. We denote the number of
individuals by N = Nn, where Nn is a function of n such that Nn →∞ as n→∞.1 We denote the
lhs partition, i.e., the set of l-vertices by Vl = [N ], and similarly, the rhs partition by Vr = [M ],
where M = Mn is some function of n to be defined later.
In this paper, we will encounter several types of relevant degrees. The notion “degree” is
reserved for the most natural concept, namely, the degree of the individuals in the RIGC, which
indicates the number of l-vertices that an l-vertex is directly connected to. This corresponds to
the number of friends or connections of this individual in the model. However, on the level of the
underlying bipartite graph, the role of “degrees” is taken by the numbers of group memberships
and group members. Hence we introduce the concept of l-degrees and r-degrees, that we also
refer to together as b-degrees or bipartite degrees. The l-degree of an individual v, denoted by
dlv = l-deg(v), stands for the number of group memberships of v and similarly, the r-degree of a
group a, denoted by dra = r-deg(a), stands for the number of group members in a (see Figure 2a).
Vl
1
2
3
4
5
a
b
c
hrb,1
hrc,1
hra,1
hl1,1
hl2,1
hl2,2
hl2,3
hl3,1
hl4,1
hl4,2
hl5,1
hl5,2
hra,2
hrb,2
hrb,3
hrb,4
hrc,2
hrc,3
Vr
(a) Membership tokens: l-and r-half-edges
Comb
1 2
34
Comc
1
23
Coma
1 2
(b) Assigned community graphs
Figure 2. An example of the parameters
The l-degrees and r-degrees are contained in the vectors dl := (dlv)v∈Vl and d
r := (dra)a∈Vr ,
respectively. Without loss of generality (wlog), we assume that dl ≥ 1 and dr ≥ 1 (element-wise)
1This is to separate the role of the index n and the graph size Nn, and allows for more general graph sequences.
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for each n, as isolated vertices can simply be excluded by adjusting Nn and Mn. The last parameter
Com = (Coma)a∈Vr of the model is a vector containing the assigned community graphs: for each
a ∈ Vr, Coma is a simple, connected graph on |Coma| = r-deg(a) labeled vertices (see Figure 2b).
In particular, we assume that each Coma is the representative of its isomorphism class,
2 i.e., if
Coma ∈ [H]', then Coma = H. Note that in fact dr is a quantity derived from Com. Throughout
this paper, we make use of the following description of the b-degree sequences. Let V ln ∼ Unif[Vl]
and V rn ∼ Unif[Vr] denote uniformly chosen l- and r-vertices respectively, and define
(2.1) Dln := l-deg
(
V ln
)
, Drn := r-deg(V
r
n ).
Then the pmf
(2.2a) p(n)k := |{v ∈ Vl : dlv = k}|/Nn,
for k ∈ Z+, describes the distribution of Dln as well as the empirical distribution of dl. Similarly,
we can describe Drn and d
r by the pmf
(2.2b) q(n)k := |{a ∈ Vr : dra = k}|/Mn.
We collect the pmfs in the (infinite-dimensional) probability vectors p(n) = (p(n)k )k∈Z+ , q
(n) =
(q(n)k )k∈Z+ .
Now we can construct the group memberships. To each l-vertex v ∈ Vl, we assign a set of
l-half-edges (hlv,i)i∈[l-deg(v)]. Similarly, to each r-vertex a ∈ Vr, we assign a set of r-half-edges
(hra,i)i∈[r-deg(a)] (see Fig. 2a). We refer to them as incident or attached half-edges. One can
think of these half-edges as “membership tokens” that we match randomly to obtain the group
memberships. To ensure that the half-edges can be matched, we make the following assumption:
Assumption 2.1. The total number of l-half-edges is equal to the total number of r-half-edges,
and we denote this quantity by
(2.3) hn :=
∑
v∈Vl
dlv =
∑
a∈Vr
dra.
Note that hn = NnE[Dln] = MnE[Drn], with Dln and Drn from (2.1). We match the half-edges
in the following fashion:
Algorithm 2.2 (Pairing half-edges). As long as there are unpaired half-edges, do the following:
(i) Pick an unpaired half-edge (arbitrarily).
(ii) Pick a uniform unpaired half-edge from the opposite side.
(iii) Pair them to form an edge.
Vl
1
2
3
4
5
a
b
c
ωn
Vr
hl2,1
hrb,4
ωn(h
l
2,1) = h
r
b,4
...
...
Figure 3. The bipartite matching
2Let ' denote the equivalence relation of graph isomorphism, and H= {[H]'} denote the set of isomorphism
classes of simple, connected, finite, labeled graphs. For each class [H]', we fix a representative H arbitrarily such
that H is labeled by [|H|], and we always use this same representative.
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We denote the resulting (random) bipartite matching by ωn (see Figure 3), and the set of all
possible outcomes by Ωn. One can easily check that Algorithm 2.2 leads to a uniform bipartite
matching ωn ∼ Unif[Ωn], independently of the arbitrary choices made in step (i). We denote by
ωn
(
hlv,i
)
the pair of an l-half-edge hlv,i assigned by ωn, and conversely, we denote the pair of an
r-half-edge hra,j by ω
(−1)
n
(
hra,j
)
. In the spirit of step (iii), we may represent an edge e between
vertices v and a by the comprising half-edges hlv,i, h
r
a,j and denote e = (h
l
v,i, h
r
a,j).
3
2.1.2. Construction of the RIGC model: Community projection. We continue with our construction
of the realization of the RIGC, for any given bipartite matching ωn. Historically, in the random
intersection graph model, the so-called one-mode projection was used (see e.g. [26]), leading to
complete graph communities. We now introduce the novel procedure of “embedding the given
community graphs”. We define the operator P = Pdl,Com that maps each ωn ∈ Ωn into a
corresponding multigraph RIGCn(d
l,Com)(ωn).
Vl
vb3 = 1
vb4 = 2
vb2 = 3
4
vb1 = 5
a
b
c
hrb,1
hl1,1 = ω
(−1)
n (h
r
b,3)
ωn
hrb,4
Vr
hl5,1 = ω
(−1)
n (h
r
b,1)
(a) Assigning the community roles
1 = vb3
2 = vb4
3 = vb2
4
5 = vb1
(b) One embedded community
1
2
3
4
5
(c) The realization of the
RIGC
Figure 4. The embedding procedure
Recall that the r-half-edges attached to a ∈ Vr are denoted by (hra,i)i∈[r-deg(a)], and that Coma
is a labeled graph, with labels [r-deg(a)]. We can interpret these labels as “community roles”.
There is a natural correspondence between label i ∈ Coma and the r-half-edge hra,i. We denote
by vai (ωn) the l-vertex incident to ω
(−1)
n
(
hra,i
)
(see Fig. 4a). Intuitively, vai is the individual taking
community role i in group a. We can now embed any given community Coma by adding a (new)
edge between vai and v
a
j for each edge (i, j) of Coma (see Fig. 4b). The RIGC is constructed
by sequentially embedding each community (see Fig. 4c). Note that an l-vertex v takes in total
l-deg(v) (see Section 2.1.1) different community roles, that might or might not be in the same
group. As a result, self-loops and multi-edges may arise (see Section 2.4 for further discussion on
multigraphs).
Formally, let us denote the (possibly 0) multiplicity of the edge between fixed l-vertices v, w
within the embedding of group a by
(2.4) X
(a)
(v,w)(ωn) :=
∑
(i,j)∈E(Coma)
1{vai (ωn)=v, vaj (ωn)=w}∪{vai (ωn)=w, vaj (ωn)=v}.
In other words, the embedding Coma(ωn) is defined as the multigraph on V
l given by the edge
multiplicities
(
X
(a)
(v,w)(ωn)
)
v,w∈Vl. Then the (total) multiplicity of the edge (v, w) is
(2.5) X(v,w)(ωn) :=
∑
a∈Vr X
(a)
(v,w)(ωn).
3This representation allows us to uniquely identify instances of a multi-edge. Further, contrary to the configura-
tion model, the number of edges created is hn, since hn denotes the number of l-half-edges, rather than the total
number of half-edges.
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We say that the realization RIGCn(d
l,Com)(ωn) = P(ωn) is the multigraph on V
l with the
edge multiplicities
(
X(v,w)(ωn)
)
v,w∈Vl. For future reference, note that the (random) degree of the
individual v in RIGCn(d
l,Com), that we sometimes refer to as p-degree (projected degree) for
clarification, is given by
(2.6) dpv (ωn) = p-deg(v)(ωn) := X(v,v)(ωn) +
∑
w∈Vl
X(v,w)(ωn).
2.2. Marked graphs and local weak convergence. In this paper, we heavily rely on the notion
of local weak convergence and results of this type. If a (sparse) random graph exhibits a limit in
this sense, some properties of the graph can be determined or approximated based on the limiting
object alone [6, 16]. In this section, we provide a brief introduction to the topic, partially based
on [1, 4, 5, 30], but generalized and tailored to our needs.
Local weak convergence is a notion of graph convergence that describes the graph from a local
point of view: in terms of neighborhoods. In fact, we introduce the notion of local weak convergence
in a more general context, namely, for marked graphs. Marks provide a general framework for
indicating additional information, such as colors, weights or edge directions, on vertices and edges
of a (multi)graph. For example and motivation, in the construction of the RIGC model, we can
indicate the community graphs assigned to the r-vertices as marks.
In the following, we give a formal definition of rooted marked graphs and a metric to measure
“how much alike” two marked neighborhoods are. This metric turns the space of rooted marked
graphs into a Polish space, allowing us to define weak convergence (w?-convergence) of a sequence
of measures. We define convergence of a graph sequence through related measures and ultimately,
we extend this notion to sequences of random graphs.
Marked graphs. Let G denote the set of all locally finite (multi)graphs on a countable vertex
set, assumed to be N or [n] for some n ∈ N. Let M be an arbitrary (possibly empty) countable
set that we call the set of marks. We define the set of marked graphs (with marks from M) G(M)
as pairs (G,Ξ), where G ∈ G, and the so-called mark function Ξ is a function on the elements of
G with the following properties: for a vertex v ∈ V(G), its mark Ξ(v) satisfies Ξ(v) ∈ M∪ {},
where  is a miscellaneous symbol with the intended meaning of “no mark”. Each edge e ∈ E(G)
is assigned an ordered pair of (potentially different) marks: Ξ(e) ∈ (M∪ {})2. This may be
interpreted in several ways that come in handy in different applications. In (bi)directed graphs, we
take the marks to correspond to the capacities in each direction, and the symbol  may gain the
meaning that the edge in that direction is not present. In this paper, based on the construction in
Section 2.1.1, we think of edges as a matched pair of half-edges, and we associate one mark with
each half-edge. In particular, if the edge e = (h1, h2), represented by its comprising half-edges, has
mark Ξ(e) = (m1,m2), we interpret it as Ξ(h1) = m1 and Ξ(h2) = m2.
As the intuitive meaning of the symbol  is “no mark”, we call the vertices and half-edges
with mark  unmarked. We say that an edge or a graph is unmarked, if both comprising half-
edges, or respectively, all of its vertices and edges, are unmarked. Clearly, all graphs G ∈ G can
be represented in G(M) as unmarked graphs for any choice of M. However, for the choice of
M= ∅ = {} (the empty set), there is a natural correspondence between G and G(∅), given by the
only possible mark function Ξ0 ≡ , that is to say Ξ0 assigns  to each vertex and (,) to each
edge. With slight abuse of this equivalence and notation, we distinguish the set G as unmarked
graphs, and we often omit Ξ0 from the notation in this case. Due to the correspondence of G and
G(∅), all definitions and statements that we formulate for marked graphs automatically apply to
unmarked graphs as well.
Rooted graphs. Any marked graph (G,Ξ) can be turned into a rooted marked graph by choosing
an arbitrary vertex 0 ∈ V(G) to be distinguished as the root. We restrict this rooted graph to
the connected component of 0 and denote the obtained object by the triple (G,Ξ, 0). We say
that two rooted marked graphs (G1,Ξ1, 01) and (G2,Ξ2, 02) are isomorphic, and denote this by
(G1,Ξ1, 01) ' (G2,Ξ2, 02), if there is a graph-isomorphism between them that also maps root to
root and preserves marks. Formally, ϕ : (G1,Ξ1, 01) → (G2,Ξ2, 02) is a rooted marked graph-
isomorphism if the following three properties hold: i) the restricted map ϕ|G : G1 → G2 is a
graph-isomorphism; ii) ϕ(01) = 02; iii) Ξ2(ϕ(x)) = Ξ1(x) for any x ∈ V(G1) ∪ E(G1). We denote
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the set of isomorphism classes of rooted marked graphs by G0(M). We call a random element of
G0(M), with an arbitrary joint distribution of the triple, a random rooted marked graph.
Neighborhoods. For r ∈ N and a rooted unmarked graph (G, 0), we define Br(G, 0), the (closed)
ball of radius r around 0 in G, also referred to as the r-neighborhood, as the subgraph spanned
by all vertices at graph distance at most r from 0.4 For a rooted marked graph (G,Ξ, 0), we
define the (closed) ball as Br(G,Ξ, 0) := (Br(G, 0),Ξ|Br(G,0), 0), i.e., simply by restricting the
mark function to the closed ball of the unmarked graph. We denote by ∂Br(G,Ξ, 0) the (internal)
vertex boundary of Br(G,Ξ, 0). Sometimes we refer to the set ∂Br(G,Ξ, 0) as level r, as it consists
of all vertices at graph distance exactly r from 0. We define the depth of (G, 0) as sup{r ∈ N :
∂Br(G, 0) 6= ∅ } ≤ ∞. We denote the (external) edge boundary of Br(G,Ξ, 0) by ∂Br,r+1(G,Ξ, 0),
the set of edges between vertices in ∂Br(G,Ξ, 0) and ∂Br+1(G,Ξ, 0).
5 In a more general sense, a
(rooted marked) “neighborhood” of 0 in G is any (not necessarily spanned) connected subgraph Ĝ
of G containing 0 (with mark function Ξ|Ĝ and root 0).
In light of the construction in Section 2.1.1, it would be rather convenient to include all
half-edges incident to vertices in the neighborhood. For that purpose, we introduce the con-
cept of half-neighborhoods. For r ∈ N and a rooted marked graph (G,Ξ, 0), we obtain the
(r + 1/2)-neighborhood Br+1/2(G,Ξ, 0) from the r-neighborhood as follows: we split all edges
in ∂Br,r+1(G,Ξ, 0) into the comprising (marked) half-edges, and re-attach these half-edges to their
respective endpoints in ∂Br(G,Ξ, 0). Intuitively, the (r+ 1/2)-neighborhood is created by cutting
off the graph at distance r+ 1/2 from 0. This leaves us with a non-graph object that incorporates
more information than Br(G,Ξ, 0), but less information than Br+1(G,Ξ, 0).
General neighborhoods can be extended into (general) half-neighborhoods in a similar fashion.
Intuitively, we can think of half-neighborhoods in the underlying bipartite graph in Section 2.1.1 as
“snapshots” of its construction through Algorithm 2.2. With a slight abuse of terminology, we also
use the term “half-neighborhoods” to refer to this class of objects that may arise as (general) half-
neighborhoods in graphs. The notion of rooted marked graph-isomorphisms extends naturally to
half-neighborhoods: additionally to the rooted marked isomorphism of the included graph objects,
we further require the correspondence of (marked) boundary half-edges. We denote by G†0(M) the
set of isomorphism classes of (rooted marked) half-neighborhoods with arbitrary representatives.
Distance and topology. We are now ready to define a metric on G0(M). Denote
1
2N = { 12n, n ∈
N}, and for two elements (G1,Ξ1, 01), (G2,Ξ2, 02) ∈ G0(M), let
(2.7) l :=

−1 if Ξ1(01) 6= Ξ2(02),
+∞ if (G1,Ξ1, 01) ' (G2,Ξ2, 02),
sup
{
r ∈ 12N : Br(G1,Ξ1, 01) ' Br(G2,Ξ2, 02)
}
otherwise.
In words, l is the largest radius r ∈ 12N6 such that the r-neighborhoods of the roots are rooted
marked isomorphic, given that at least one but finitely many such r exist. We define the distance
of the triples as
(2.8) dloc
(
(G1,Ξ1, 01), (G2,Ξ2, 02)
)
:= 2−l ∈ [0, 2].
The pair (G0(M), dloc) is a Polish space, i.e., a complete, separable metric space. In the following,
(R, deucl) stands for the Polish space of the real line equipped with the usual Euclidean distance.
Local weak convergence. Let (Gn,Ξn)n∈N ∈ G(M) be a deterministic sequence of finite marked
graphs such that |V(Gn)| → ∞. For each n, let Un be a vertex of Gn chosen uniformly at random
(uar), then we call (Gn,Ξn, Un) a randomly rooted marked graph. Weak convergence can be defined
as usual in metric spaces. We say that (Gn,Ξn, Un)n∈N converges in the local weak convergence
sense to a (possibly random) element (G,Ξ, 0) ∈ G0(M), and denote (Gn,Ξn, Un) loc−→ (G,Ξ, 0), if
for any bounded, continuous functional ϕ : (G0(M), dloc)→ (R, deucl), as n→∞,
(2.9) EUn
[
ϕ
(
(Gn,Ξn, Un)
)]→ E[ϕ((G,Ξ, 0))].
4Note that if all vertices are within distance k ≤ r from 0, then Br(G, 0) = (G, 0).
5Edges between level r vertices are contained in the r-neighborhood and thus not in its edge boundary.
6Considering both integer and half-integer radii provides a more refined, but equivalent metric to the usual
definition of setting l′ := sup{r ∈ N : Br(G1,Ξ1, 01) ' Br(G2,Ξ2, 02)}.
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Here, the expectation on the rhs is taken with respect to (wrt) the (joint) distribution of (G,Ξ, 0),
and
(2.10) EUn
[
ϕ
(
(Gn,Ξn, Un)
)]
= |V(Gn)|−1
∑
v∈V(Gn)
ϕ
(
(Gn,Ξn, v)
)
.
The statement (2.9) is equivalent to the stabilization of neighborhoods (see e.g. [30, Theorem
1.13]), that is, for any r ∈ N and (H,ΞH , 0H) ∈ G0(M), as n→∞,
(2.11)
PUn
(
Br(Gn,Ξn, Un) ' Br(H,ΞH , 0H)
)
:= EUn
[
1{Br(Gn,Ξn,Un)'Br(H,ΞH ,0H)}
]
→ P(Br(G,Ξ, 0) ' Br(H,ΞH , 0H)).
By the nested structure of neighborhoods and half-neighborhoods, we may in fact replace r ∈ N
by r ∈ 12N, or by r ∈ N+ 12 := {n+ 12 , n ∈ N} in the equivalent definition (2.11).
Local weak convergence in probability. The definition in (2.11) is easily generalizable to prob-
abilistic convergences. Let (Gn,Ξn)n∈N ∈ G(M) be random marked graphs on finite, deterministic
vertex sets V(Gn) such that |V(Gn)| → ∞ as n→∞7, while edges and marks have an arbitrary
joint distribution. Let Un ∼ Unif[V(Gn)], then we call (Gn,Ξn, Un) a randomly rooted random
marked graph. Let EUn [ · | (Gn,Ξn)] denote expectation taken in Un only (i.e., conditional on the
realization of the marked graph). That is, now this conditional expectation of a functional is
defined by the same average over the vertices as in (2.10). We say that (Gn,Ξn, Un)n∈N converges
in probability in the local weak sense to a (possibly) random element (G,Ξ, 0) ∈ G0(M), and denote
(Gn,Ξn, Un)
P-loc−→ (G,Ξ, 0), if the (now random) neighborhood counts converge in probability, i.e.,
for any fixed r ∈ N and (H,ΞH , 0H) ∈ G0(M), as n→∞,
(2.12)
PUn
(
Br(Gn,Ξn, Un) ' Br(H,ΞH , 0H)
∣∣ (Gn,Ξn))
:= EUn
[
1{Br(Gn,Ξn,Un)'Br(H,ΞH ,0H)}
∣∣ (Gn,Ξn)] P−→ P(Br(G,Ξ, 0) ' Br(H,ΞH , 0H)).
A second (equivalent) definition can be phrased as follows: for any bounded continuous functional
ϕ : (G0(M), dloc)→ (R, deucl), as n→∞,
(2.13) EUn
[
ϕ
(
(Gn,Ξn, Un)
) ∣∣ (Gn,Ξn)] P−→ E[ϕ((G,Ξ, 0))].
For a proof of this equivalence, see e.g. [30, Theorem 1.16]. It is immediate from the same proof
that (2.13) is further equivalent to the convergence of counts for half-neighborhoods: for any fixed
r ∈ N and (H,ΞH , 0H) ∈ G0(M), as n→∞,
(2.14)
EUn
[
1{Br+1/2(Gn,Ξn,Un)'Br+1/2(H,ΞH ,0H)}
∣∣ (Gn,Ξn)]
P−→ P(Br+1/2(G,Ξ, 0) ' Br+1/2(H,ΞH , 0H)).
Thus, (2.14) serves as a third equivalent definition8 of local weak convergence in probability. Note
that further, (2.12) and (2.14) could be combined to require convergence of neighborhood counts
for all r ∈ 12N, which is more in line with the definition of dloc in (2.7-2.8). However, it is more
convenient to use the definition (2.12) or (2.14) to prove local weak convergence in probability.
Extensions. While we focus on local weak convergence in probability in this paper, it is quite
straightforward to define local weak convergence in distribution and almost surely. It is sufficient
to replace the convergence in probability by convergence in distribution and almost surely in (2.12),
respectively.
Remark 2.3 (Arbitrary distribution for the root). The classical definition of local weak con-
vergence requires us to choose the root Un uniformly. However, in certain cases it is mean-
ingful and interesting to study the convergence of subgraph counts around a vertex Wn chosen
according to a different distribution. For example, certain applications require a size-biased choice
of the root, or in particular for marked graphs, restricting our choice to a subset of vertices
with certain marks. This motivated us to emphasize the role of the uniformly chosen vertex in
7In many applications, V(Gn) = [n], however for example |V(BCMn)| = Nn + Mn, where BCMn denotes the
bipartite configuration model, see Section 3.1.
8Intuitively, it is clear that half-neighborhoods converge if and only if integer neighborhoods do so, as they are
nested in one another. This intuition can be verified directly, i.e., without using (2.13), via summing out over all
containing neighborhoods and truncating the degrees on the boundary.
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the notation (Gn,Ξn, Un)
P-loc−→ (G,Ξ, 0). Further, with slight abuse of notation, we shall write
(Gn,Ξn,Wn)
P-loc−→ (G′,Ξ′, 0′) to mean that the neighborhood counts around Wn converge, i.e., for
all r ∈ N and all (H,ΞH , 0H) ∈ G0(M), as n→∞,
(2.15)
PWn
(
Br(Gn,Ξn,Wn) ' Br(H,ΞH , 0H)
∣∣ (Gn,Ξn)) P−→ P(Br(G′,Ξ′, 0′) ' Br(H,ΞH , 0H)).
Equivalently, we can phrase (2.15) with r ∈ N+ 12 (or 12N).
2.3. Assumptions and results.
2.3.1. Assumptions. In order to state our results, we introduce two quantities that we rely on and
our assumptions.
The empirical distribution of Com(n). Recall H= {[H]'}, the set of isomorphism classes of
all simple, connected, finite labeled graphs. For a fixed [H]' ∈ H, define
(2.16) VrH = V
r
[H]' := {a ∈ Vr : Coma ' H} = {a ∈ Vr : Coma = H}.
We introduce the pmf:
(2.17) µ(n)H := M
−1
n |VrH |, µ(n) = (µ(n)H )[H]'∈H.
Thus µ(n) describes the empirical pmf of Com(n), as well as the pmf of ComV rn , with V
r
n ∼ Unif[Vr].
Note that since dra = |Coma|, q(n) from (2.2b) can be obtained by q(n)k =
∑
[H]'∈Hk µ
(n)
H , where
(2.18) Hk :=
{
[H]' ∈ H : |H| = k
}
.
Quantifying clustering of within-community neighborhoods. We introduce a vector to
describe the local within-community neighborhood of community members. Recall that the r-half-
edges attached to a ∈ Vr are denoted by (hra,i)i∈[r-deg(a)], and hra,i corresponds to the community
role i in Coma. We assign the vector (d
c
hra,i
,∆chra,i
) := (dci ,∆
c
i ) to the half-edge h
r
a,i, where d
c
i
denotes the number of neighbors of the vertex with label i within Coma (its community-degree or
c-degree), and ∆ci is the number of triangles in Coma that the vertex with label i is part of. Let Y
r
n
denote an r-half-edge chosen uar9, and introduce the random vector (Dcn,Λ
c
n) :=
(
dcY rn ,∆
c
Y rn
)
. Keep
in mind that the components of this vector are not independent. We define the pmf of (Dcn,Λ
c
n),
that also describes the empirical distribution of the collection
(
dchra,i
,∆chra,i
)
a∈Vr,i∈[r-deg(a)], by
(2.19) %(n)(k,t) :=
1
hn
∑
a∈Vl
r-deg(a)∑
i=1
1{(dc
hr
a,i
,∆c
hr
a,i
)=(k,t)} %(n) :=
(
%(n)(k,t)
)
k∈Z+,0≤t≤(k2)
.
Assumptions. Recall (2.1), (2.2), (2.17). We can now summarize our assumptions on the model
parameters, in particular, the conditions under which our results hold:
Assumption 2.4. The conditions for the empirical distributions are summarized as follows:
(a) The partition sizes Nn,Mn →∞ as n→∞ are such that
(2.20) γ := lim
n→∞Mn/Nn ∈ R
+.
(b) There exists a random variable Dl with pmf p s.t. p(n) → p pointwise as n→∞, i.e.,
(2.21) Dln
d−→ Dl.
(c) E[Dl] is finite, and as n→∞,
(2.22) E[Dln]→ E[Dl].
(d) There exists a probability mass function µ on H such that µ(n) → µ pointwise as n→∞.
Remark 2.5 (Consequences of Assumption 2.4). We note the following:
(i) By q(n)k =
∑
[H]'∈Hk µ
(n)
H , condition (d) implies that there exists a random variable D
r with
pmf q such that q(n) → q pointwise as n→∞, or equivalently, Drn d−→ Dr.
9We emphasize that we choose the r-half-edge, and thus the corresponding community role uar. This is equivalent
to choosing a community in a size-biased fashion, then picking a member of the chosen community uar.
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(ii) Condition (c) implies that hn/Nn → E[Dl]. Further, by condition (a), part (i) and (2.3),
E[Drn]→ E[Dr] = E[Dl]/γ <∞ as n→∞, with γ from (2.20).
(iii) Since %(n) (see (2.19)) can be obtained from µ(n), condition (d) also implies that there exists a
random vector (Dc,Λc) with pmf % such that %(n) → % pointwise as n→∞, or equivalently,
(Dcn,Λ
c
n)
d−→ (Dc,Λc).
(iv) Conditions (b-c) imply that dlmax := maxv∈Vl d
l
v = o(hn), and similarly, parts (i-ii) imply
that drmax := maxa∈Vr d
r
a = o(hn).
Remark 2.6 (Random parameters). The results in Section 2.3.2 below remain valid when the
sequence of parameters (dl,Com) is random itself. In this case, we require that µ(n),p(n) converge
pointwise in probability to µ and p in Assumption 2.4 (b), (d) respectively. For a similar setting
for the configuration model, see [29, Remark 7.9], where this is spelled out in more detail.
2.3.2. Results. In this section, we state our results on local properties of the RIGC. The main result
is the local weak convergence of the RIGC, which is equivalent to the convergence of subgraph
counts (neighborhood counts). Local weak convergence also implies the convergence of degrees and
local clustering, and provides some insight in the overlapping structure of communities. Through-
out this section, let V ln ∼ Unif[Vl] be an l-vertex chosen uar. Similarly to (2.10), let EV ln [ · |ωn]
denote expectation conditional on the graph realization ωn, i.e., partial averages in V
l
n , and let
PV ln( · |ωn) denote the corresponding conditional probability.
Local weak convergence. Our first main result is the following local weak convergence statement:
Theorem 2.7 (Local weak convergence of the RIGC). Consider RIGCn as an unmarked multi-
graph, with parameters satisfying Assumptions 2.1 and 2.4 and recall V ln ∼ Unif[Vl]. Then, as
n→∞,
(2.23)
(
RIGCn, V
l
n
) P-loc−→ (CP, 0),
where (CP, 0) ∈ G0 is a random rooted graph whose distribution will be specified later.
The construction of the random rooted graph (CP, 0) relies on the study of the underlying
group structure which requires some more notation, hence we defer its definition to Section 4.1.
The proof of Theorem 2.7 is completed in Section 4.2. In the following, we present some corollaries
of Theorem 2.7.
Degrees. Recall (2.6). Recall V ln ∼ Unif[Vl] and denote its (projected) degree
(2.24) Dpn(ωn) := p-deg(V
l
n )(ωn).
Note that Dpn depends on the joint distribution (RIGCn, V
l
n ). Denote the (random) empirical
cumulative distribution function (cdf) of the degree Dpn by
(2.25) Fn(x)(ωn) :=
1
Nn
∑
v∈Vl
1{p-deg(v)≤x}(ωn) = PV ln
(
Dpn ≤ x
∣∣ωn).
We define the random variable and its distribution function
(2.26) Dp
d
=
Dl∑
i=1
Dci , F (x) := P
(
Dp ≤ x),
where Dl is as defined in Assumption 2.4 (b), and Dci are i.i.d. copies of the first marginal of the
random vector (Dc,Λc) from Remark 2.5 (iii).
Corollary 2.8 (Degrees in the RIGC). Consider RIGCn(d
l,Com) under the conditions of The-
orem 2.7. Then, as n→∞,
(2.27)
∥∥Fn − F∥∥∞ = sup
x∈R
∣∣Fn(x)− F (x)∣∣ P−→ 0,
and consequently,
(2.28) Dpn
d−→ Dp.
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In Section 4.3, we provide a proof of Corollary 2.8 using Theorem 2.7. Corollary 2.8 can
alternatively be proved independently through a first and second moment method under weaker
conditions. In particular, Assumption 2.4 (d) can be replaced by Dcn
d−→ Dc. Let us also note
that while (2.28) is more intuitive, (2.27) is a stronger statement. Indeed, (2.27) implies that for
a specific realization of the model, the observed degree sequence is with high probability close to
“what we expect”.
Clustering. We proceed by studying the local clustering in the RIGC. For an arbitrary individual
v ∈ Vl, let ∆p(v) denote the (random) number of triangles that v is part of in the RIGC.
More precisely, ∆p(v)(ωn) denotes the number of (undirected) tours of length 3 through v in the
realization RIGCn(ωn).
10 We define the local clustering at v as
(2.29) Cl(v)(ωn) :=
∆p(v)(ωn)(
p-deg(v)(ωn)
2
) ,
with the convention that Cl(v)(ωn) := 0 whenever p-deg(v)(ωn) < 2. Denote the (random)
empirical cdf of the local clustering as
(2.30) FCl,n(x)(ωn) :=
1
Nn
∑
v∈Vl
1{Cl(v)≤x}(ωn) = PV ln
(
Cl(V ln ) ≤ x
∣∣ωn).
We introduce
(2.31) ζ
d
=
( Dl∑
i=1
Λci
)/(∑Dl
i=1D
c
i
2
)
, Fζ(x) := P(ζ ≤ x),
where (Dci ,Λ
c
i ) denote i.i.d. copies of the random vector (D
c,Λc) from Remark 2.5 (iii).
Corollary 2.9 (Local clustering in the RIGC). Consider the RIGCn(d
l,Com) under the condi-
tions of Theorem 2.7. Then, as n→∞,
(2.32) sup
x∈R
∣∣FCl,n(x)− Fζ(x)∣∣ P−→ 0.
In particular, Cl(V ln )
d−→ ζ and thus the average local clustering converges:
(2.33) E
[
Cl(V ln )
]→ E[ζ].
We prove Corollary 2.9 as a corollary of Theorem 2.7 in Section 4.3. However, in fact Corollary
2.9 still holds if we replace Assumption 2.4 (d) by the conditions in Remark 2.5 (i-iii). The
intuition behind Corollary 2.9 is that triangles typically arise within one community, that is,
triangles containing edges from different communities make a negligible contribution as the model
size grows. This is due to the “locally tree-like” structure of the underlying bipartite graph, see
the forthcoming Theorem 3.1. We remark that under our general conditions, we cannot establish
that the local clustering scales inversely with the degree (as in e.g. [9, 38]), however, this serves as
an upper bound.
Corollary 2.10 (Condition for positive asymptotic clustering). Under the conditions of Corollary
2.9, the asymptotic average clustering E[ζ] is positive if and only if P%
(
Λc ≥ 1) > 0, where Λc is
the second marginal of (Dc,Λc) from Remark 2.5 (iii) and P% denotes probability wrt the pmf %.
Proof of Corollary 2.9. Note that P%
(
Λc ≥ 1) > 0 happens exactly when the assigned communities
are not Pµ-almost surely triangle-free, i.e., µH > 0 for at least one [H]' ∈ H such that H contains
at least one triangle. Clearly, this is a necessary condition, but also sufficient, as it implies that
any vertex has a positive probability to be part of a triangle and have bounded degree at the same
time. 
10This includes degenerate triangles, e.g., consisting of a loop and a double-edge, and counts triangles with
multiplicities, i.e., if Xv,w(ωn) = 1, Xw,u(ωn) = 2 and Xu,v(ωn) = 3, then there are in total 1 · 2 · 3 = 6 paths
through v, w, u, v. By an undirected tour, we mean that two tours crossing the same sequence of edges in the
opposite order are considered to be the same.
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The overlapping structure. Next, we turn our attention to the overlapping structure of the
groups, where the aim of the RIGC model lies. As the internal connections of the groups do not
play a role in the overlaps, the following discussion applies to the RIG model as well. However,
the overlapping structure is a unique trait of these two models: other existing models for graphs
with community structure, such as the stochastic block models [34] or hierarchical configuration
models [32], are built assuming that the communities do not overlap.
As individuals are part of several groups by definition in the RIGC model, it is clear that overlaps
are present. First, we assert that the number of overlaps is indeed substantial, in the following
sense. Let us denote11 the size of intersection between a, b ∈ Vr by
(2.34) X(2)a,b(ωn) := |Coma(ωn) ∩ Comb(ωn)| =
∑
v∈Vl
1{v∈Coma(ωn)∩Comb(ωn)}.
For k ∈ Z+, we introduce the set of ordered pairs of k-fold overlapping groups:
(2.35) L(k)n = L
(k)
n (ωn) :=
{
(a, b) : a, b ∈ Vr, a 6= b,X(2)a,b(ωn) ≥ k
}
.
Let V rn ∼ Unif[Vr], and similar to EV ln [ · |ωn], let EV rn [ · |ωn] denote partial averages wrt V rn ,
i.e., expectation conditional on the graph realization. We denote by PV rn ( · |ωn) the corresponding
conditional probability.
Claim 2.11 (Number of overlaps). Consider RIGCn under Assumptions 2.1 and 2.4. In addition,
assume that
(2.36) E[(Dln)2]→ E[(Dl)2] <∞
as n→∞. Then, as n→∞,
|L(1)n |
Mn
= EV rn
[{a ∈ Vr, a 6= V rn : X(2)a,V rn (ωn) ≥ 1} ∣∣ωn] P−→ E[Dr]E[D˜l].(2.37)
Note that the condition E[(Dl)2] <∞ ensures that E[D˜l] <∞, thus the rhs of (2.37) is finite.
We prove Claim 2.11 in Section 4.4.2 using local weak convergence. Intuitively, (2.37) asserts that
a typical group overlaps with constantly many others, and thus the number of overlapping pairs
of groups is linear in the total number of groups.
Next, rather than the number, we study the size of the overlaps, and assert that the “typical”
overlap size is 1. We call this the single-overlap property. There are several ways to interpret what
the “typical overlap” means, leading to slightly different statements, as follows:
Theorem 2.12 (Single-overlap property). Consider RIGCn under Assumptions 2.1 and 2.4. Re-
call PV ln( · |ωn) and PV rn ( · |ωn) from earlier in this section. Then:
(i) Vertex perspective. As n→∞,
(2.38) PV ln
(
∃a, b ∈ L(2)n : V ln ∈ Coma(ωn) ∩ Comb(ωn)
∣∣∣ωn) P−→ 0.
(ii) Group perspective. As n→∞,
(2.39) PV rn
(
∃a ∈ Vr, a 6= V rn : X(2)a,V rn (ωn) ≥ 2
∣∣∣ωn) P−→ 0.
(iii) Global perspective. Assume additionally condition (2.36) and let (An, Bn) ∼ Unif
[
L(1)n
]
denote a pair of communities chosen uar among all possible ordered pairs of overlapping
communities. Then, as n→∞,
(2.40) P
(
X(2)An,Bn(ωn) ≥ 2
∣∣ωn) = |L(2)n (ωn)|/|L(1)n (ωn)| P−→ 0.
We complete the proof in Section 4.4 and discuss the statement now. The extra second moment
condition (2.36) in (iii) suggests a substantial difference from (i-ii). Indeed, (i-ii) establish local
properties and follow directly from local weak convergence, which is not true for (iii). The difficulty
is in relating the choice of the pair (An, Bn) ∼ Unif
[
L(1)n
]
to the choice of a single uniform vertex
(and further choices in its neighborhood). This problem is nontrivial and further regularity is re-
quired. Also note that Claim 2.11 requires the same second moment condition to identify the exact
11This notation is inspired by the notation of multiplicities, as the number of paths of length k can be read
from the kth power of the adjacency matrix. However, note that we are using the adjacency matrix of the bipartite
multigraph of group memberships; see Section 3.1.
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asymptotics for |L(1)n (ωn)|, that is the denominator in (2.40). On the level of the bipartite graph
representing the group structure, |L(1)n (ωn)| can be interpreted as the number of pairs of groups
that are at graph distance 2. It is then a question regarding the so-called bipartite configuration
model (see the upcoming Section 3.1 for the definition). However, the fluctuations of this quantity
is an open problem in the case when the variance of the degrees diverges.
Relation with the “passive” random intersection graph. The overlapping structure may be repre-
sented as a graph on Vr by adding an edge between a pair of groups for each individual they are
both connected to. This leads to a “dual” random intersection graph that is sometimes referred to
as the “passive model” in the literature [26]. Then the number of (ordered) overlapping pairs and
the size of the overlaps can be reinterpreted respectively as (twice) the number of edges and the
edge multiplicities in the passive model, in particular, |L(1)n (ωn)|/Mn gives the average degree. Note
that in this regard, applying Theorem 2.12 with the roles of lhs and rhs reversed (also replacing
(2.36) by E[(Drn)2] → E[(Dr)2] < ∞ in (iii)) provides some insight on the number of multi-edges
in the “active” RIG graph on the l-vertices. In turn, this provides an upper bound for the number
of multi-edges in the RIGC model as well, but obtaining a lower bound is nontrivial12.
2.4. Discussion on the random intersection graph with communities. In this section, we
discuss the relation of our model to other network models and shed light on possible applications
and their limitations.
Parameter choices. Working with prescribed parameters provides a wide range of applicability.
As Corollaries 2.8 and 2.9 suggest, the degree distribution and clustering of the RIGC model are
tunable to match our observations of real-world networks, however the choice of dl and Com is
hard to infer. One way of obtaining these parameters explicitly is through community-detection
algorithms [23, 24]. For theoretical research, one may be interested in generating the input pa-
rameters randomly, of which we give two examples. A simple idea is using i.i.d. random variables
with distribution Dl and Com to generate the sequences dl and Com, respectively. However, the
parameters must satisfy Assumption 2.1. If both Var(Dl) < ∞,Var(Dr) < ∞, we can use the
algorithm proposed by Chen and Olvera-Cravioto13 in [17] to generate the sequences dl, Com in
such a way that the sum of the l- and r-degrees are equal, and the entries are asymptotically
independent.
Our second example is generating a matching pair of dl and dr in a dependent way through
a bipartite version of the generalized random graph [15], or a Norros-Reittu model [40]. Once
dr is given, we have to generate Com such that the community sizes are indeed the r-degrees.
Assumption 2.4 (d) implies that there exists a family of conditional measures
(2.41) µH|k = P
(
Coma ' H
∣∣ dra = |Coma| = k), µ·|k = (µH|k)[H]'∈Hk , (µ·|k)k∈Z+ ,
that describe the conditional distribution of community graphs for each given community size. In
fact µH|k = µH/qk, with µ from Assumption 2.4 (d) and q from Remark 2.5 (i). Thus we can
generate each Coma according to the measure µ·|r-deg(a), independently of each other.
Overlaps. The motivation behind random intersection graphs is to generate overlapping commu-
nities. The objective is clearly satisfied, as each individual v is part of l-deg(v) communities,
hence these communities do overlap. However, Theorem 2.12 asserts the single-overlap property
of the RIGC model. Thus, for example the RIGC may not be a good fit for scientific collaboration
networks, where the same authors often collaborate on several papers and with several other col-
laborators. Instead, it may model societies where the different groups of the same person tend to
be separate: their family members, their colleagues, their sports club friends and so forth, typically
do not know each other.
12It requires a deeper study of the intersection structure of overlaps themselves, i.e., how many overlapping pairs
intersect, whether there is a single intersection point or separate pairwise intersections, and what are the typical
b-degrees involved. Further, it requires assumptions on the measure µ (see Assumption 2.4 (d)) and how it behaves
in the b-degree range of interest.
13While their algorithm was designed for the directed configuration model, it is straightforwardly applicable for
the BCM.
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Multigraphs. The usual criticism that the configuration model receives is that it may produce
a multigraph, and this happens whp in case the degrees have infinite (asymptotic) variance [29,
Chapter 7]. As the RIGC uses a bipartite configuration model in its construction, we are bound to
deal with multigraphs on the level of group memberships, and possibly on the level of the projection
as well. One classical approach is conditioning the graph on simplicity, it is however outside the
scope of this paper to study this conditional measure (we conjecture it is non-uniform) or whether
the simplicity probability remains bounded away from 0 as the graph size grows. Alternatively,
analogously to the erased configuration model, we can define the erased RIGC14 by removing self-
loops and collapsing multi-edges into a simple edge, i.e., redefining the edge multiplicites from
(2.5) as X ′v,v = 0 and X
′
v,w = 1{Xv,w≥1}. In this paper, we study the RIGC as a multigraph.
However, our results extend to the erased RIGC, as the local weak limit of the RIGC (see Section
4.1) without erasure is already a simple graph. This means, a typical vertex whp does not see
multi-edges in its finite neighborhood.
3. The bipartite configuration model
In this section, we define and study the bipartite configuration model (BCM), the bipartite graph
that represents the group memberships in the RIGC model. The results for the BCM obtained
in this section are thus instrumental in proving our results on the RIGC, and are of independent
interest as well.
3.1. Definition of the model and main result. We define the bipartite configuration model
BCMn(d
l,dr), or BCMn for short, relying on the construction described in Section 2.1.1. As
before, the lhs and rhs partitions are denoted by Vl = [Nn] and V
r = [Mn]. The vectors d
l
and dr contain the l- and r-degrees, respectively. Under Assumption 2.1, a complete bipartite
matching exists, and thus Algorithm 2.2 constructs a uniform bipartite matching ωn ∼ Unif[Ωn].
The BCM is defined by forming edges according to the bipartite matching ωn, that is sometimes
also referred to as “bipartite configuration”, hence the name of the model. The only source of
randomness in this model is the matching ωn.
Note that when forming edges according to ωn, we might obtain multi-edges. For our purposes,
it is adequate to study the BCM as a multigraph. If multi-edges occur between an l- and an
r-vertex, then all instances are kept and they are considered to be equivalent. For an l-vertex v
and r-vertex a, we denote by X(v,a) ≥ 0 the multiplicity of the edge (v, a).
Relation to the random intersection graph with communities. Recall from Section 2.1
that in the construction of the RIGC model, the r-half-edges correspond to community roles and
thus must be differentiated. In contrast, in the BCM all r-half-edges incident to the same r-vertex
are equivalent. (Clearly, the l-half-edges incident to the same l-vertex are interchangeable in both
models.) Thus there is a several-to-one correspondence between realizations of the RIGC and
realizations of the BCM. The unique BCM obtained by “forgetting” the community roles assigned
to the r-half-edges (in other words, governed by the same bipartite matching) will be referred to
as the underlying BCM of the RIGC.
Main result. Recall the notion of local weak convergence in probability from Section 2.2. Then,
our main result on the BCM is as follows:
Theorem 3.1 (Local weak convergence of the BCM). Consider BCMn satisfying Assumptions
2.1, 2.4 (a-c) and Remark 2.5 (i). Let V l+rn ∼ Unif[Vl∩ Vr]. Then, as n→∞,
(3.1)
(
BCMn, V
l+r
n
) P-loc−→ (BPs, 0),
where (BPs, 0) is a mixture of two branching processes.
We introduce the object (BPs, 0) in Section 3.2 and defer the proof of Theorem 3.1 to Section
3.3. In particular, Theorem 3.1 asserts that the bipartite configuration model is locally tree-like,
a property possessed by several random graph models such as the classical configuration model or
the Erdo˝s-Re´nyi random graph model.
14Note that using the erased BCM in the construction does not ensure that the resulting RIGC is a simple graph,
as cycles of length 4 in the BCM, i.e., two individuals together in two communities, may lead to double-edges in the
RIGC.
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3.2. Describing the local weak limit. First, we introduce (BPs, 0), the local weak limit in
probability of the BCM. Intuitively, we expect this random rooted graph to describe the neigh-
borhood of a vertex chosen uar over the entire graph, while we also expect this neighborhood to
look different, depending on whether we choose an l- or an r-vertex as the root. However, we
have no direct way to determine which partition our chosen vertex falls in from observing only
its neighborhood. Hence, it will be useful to keep track of the lhs and rhs partitions as marks.
Recall from Section 2.2 that we represent edges of the BCM as the pair of comprising half-edges
that receive marks separately. Let Mb = {l, r}, and introduce the following mark function on the
BCM:
(3.2) Ξbn(x) =

l if x ∈ Vl,
r if x ∈ Vr,
 if x is a half-edge.
That is, as intended, Ξbn indicates the “side” of each vertex, i.e., the partition it belongs to, and
leaves half-edges (and consequently, edges) unmarked. We now introduce the object (BPs,Ξ
s, 0),
that is (BPs, 0) equipped with a mark function Ξ
s. With two marked branching process trees
(BPl,Ξ
l, 0) and (BPr,Ξ
r, 0) that we define below and γ from (2.20), we formally define (BPs,Ξ
s, 0)
as a mixture with the mixing variable s:
P(s= l) = 1/(1 + γ), P(s= r) = γ/(1 + γ),(3.3a)
(BPs,Ξ
s, 0)
d
= 1{s=l}(BPl,Ξl, 0) + 1{s=r}(BPr,Ξr, 0).(3.3b)
As the upcoming Lemma 3.2 asserts, (BPs,Ξ
s, 0) is the local weak limit in probability of the
random marked rooted graph (BCMn,Ξ
b
n, V
l+r
n ). Recall V
l
n ∼ Unif[Vl], V rn ∼ Unif[Vr], and the
generalized meaning of the notion
P-loc−→ from Remark 2.3. The proof of Lemma 3.2 (see Section
3.3) further reveals that (BCMn,Ξ
b, V ln )
P-loc−→ (BPl,Ξl, 0) and (BCMn,Ξb, V rn ) P-loc−→ (BPr,Ξr, 0).
Intuitively, BPl and BPr thus describe the neighborhood of a typical l- and r-vertex, respectively.
Consequently, we can re-interpret the mixing variable s as the random mark of the root.
Finally, we define the BP generating the random rooted marked tree (BPl,Ξ
l, 0). We consider a
discrete-time BP, where we mark individuals in even and odd generations respectively by l and r,
and edges are left unmarked. The offsprings of the individuals are independent random variables.
Recall (1.1), Assumption 2.4 (b) and Remark 2.5 (i). Generation 0 consists of the single root 0, that
has offspring distributed as Dl. Individuals marked r and l (except the root) produce offspring
distributed as D˜r and D˜l, respectively. This uniquely identifies the law of the triple (BPl,Ξ
l, 0).
We define (BPr,Ξ
r, 0) to be the corresponding object when we reverse the roles of l and r.
3.3. Proof of local weak convergence. In this section, we prove Theorem 3.1 through the
following, stronger statement:
Lemma 3.2 (Local weak convergence of the marked BCM). Consider the BCMn under Assumptions
2.1, 2.4 (a-c) and Remark 2.5 (i). Recall the mark function Ξbn from (3.2) and let V
l+r
n ∼ Unif[Vl∪
Vr]. Then, as n→∞,
(3.4)
(
BCMn,Ξ
b
n, V
l+r
n
) P-loc−→ (BPs,Ξs, 0).
Proof. Similarly to (2.10), let EV l+rn [ · |ωn] denote partial averages wrt V l+rn , i.e., expectation
conditional on the graph realization, and let PV l+rn ( · |ωn) denote the corresponding conditional
probability. By (2.14), it is sufficient to show that for any fixed half-integer r ∈ N + 12 and
(H,ΞH , 0H) ∈ G0(Mb),
(3.5)
PV l+rn
(
Br(BCMn,Ξ
b
n, V
l+r
n ) ' Br(H,ΞH , 0H)
∣∣ωn)
P−→ P(Br(BPs,Ξs, 0) ' Br(H,ΞH , 0H)).
We argue that for any r ∈ N + 12 fixed, it is sufficient to prove (3.5) for marked rooted (possibly
infinite) trees (T,ΞT , 0T ) ∈ supp(BPs,Ξs, 0). Here, supp(BPs,Ξs, 0) denotes the support of the
measure, i.e., the set of all possible realizations. Then, for any r ∈ N+ 12 , it immediately follows by
completeness of measure (for a more detailed argument, see [30, Theorem 1.17]) that also for any
(H,ΞH , 0H) ∈ G0(Mb) \ supp(BPs,Ξs, 0), PV l+rn
(
Br(BCMn,Ξ
b
n, V
l+r
n ) ' Br(H,ΞH , 0H)
) P−→ 0 as
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n → ∞, as required. We complete the proof of (3.5) for (T,ΞT , 0T ) ∈ supp(BPs,Ξs, 0) through
a first and second moment method later in this section. For that purpose, we first introduce a
convenient notion of trees that allows for easy comparisons, and expand the limiting probability
in terms of the BP-tree.
3.3.1. Labeling and comparison of rooted trees. Motivated by the fact that Lemma 3.2 asserts
convergence to a branching process, we utilize a notion of trees that is convenient for describing
the family tree of a BP. We will utilize a similar terminology for general rooted trees. Recall the
definition of level k in a rooted graph (see Section 2.2) to replace generation k. Call the neighbors
of a vertex v one level further from the root than v the forward neighbors or children of v. The
single neighbor of v that is one level closer to the root than v is called the backward neighbor or
parent of v.
In a branching process, for the ease of describing the probability space, we assume that the
children of any individual are ordered, i.e., when the individual has k children, we distinguish its
1st, 2nd, . . . , kth child. This leads us to the notion of so-called planted plane trees [20] (sometimes
referred to as Catalan trees): considering a rooted tree embedded into the plane provides a “left-
to-right” ordering of the forward neighbors of any vertex.15
Ulam-Harris type labeling. Rather than talking about plane embeddings, we will reflect this
ordering through the so-called Ulam-Harris labeling of the vertices, defined as follows. Each label
is a sequence or word on the alphabet N, the root is labeled 0 = (0), and the sequence v =
(0, v1, ..., vk), with k ≥ 1 and vj ≥ 1 for all j, encodes the vthk child (in order of birth, or from
the left) of the vertex v− := (0, v1, . . . , vk−1). Denote the level of v by |v| = k, which equals the
length of the sequence minus one. This labeling provides an ordering of all vertices in a locally
finite tree: if |v| < |w|, then v < w; if |v| = |w|, then we compare the sequences lexicographically.
Denote the edge connecting v = (0, v1, ..., vk) to its parent v
− by e(v), and with slight abuse of
notation, we label e(v) by (v1, . . . , vk) (omitting the leading 0 from the label of v). Note that
this is a one-to-one correspondence of all edges and all vertices excluding the root of the tree, and
provides a corresponding ordering of the edges. In the following, we focus on the labeling of edges.
So that we can relate the BCM to a branching process, we establish the Ulam-Harris labeling
for rooted subtrees of the BCM. Recall the labeling of half-edges from Section 2.1.1, and note that
the set of half-edges incident to the same vertex is pre-equipped with a linear ordering. This, in
particular, implies an ordering of the forward edges incident to the vertex, that can be inherited by
the respective forward neighbors. Thus the Ulam-Harris labeling can be constructed recursively,
level by level.16 Focusing on edge labels allows us to further extend the Ulam-Harris labeling for
(general) half-neighborhoods (see Section 2.2) in trees, simply by letting half-edges incident to a
vertex “replace” some of the forward edges, see Fig. 5.
(0)
(0, 1) (0, 2) (0, 3)
(0, 1, 2) (0, 2, 1) (0, 3, 1)
(1)
(2) (3)
(1, 1)
(1, 2)
(1, 2, 1)
(1, 2, 2)
(2, 1)
(2, 1, 1)
(3, 3)
(3, 1)
(3, 2)
(3, 1, 1)
Figure 5. Corresponding Ulam-Harris type labeling of vertices and edges in a
general half-neighborhood
15The term “planted” refers to attaching a phantom ancestor to the root, so that the children of the root are
also ordered in a left-to-right fashion, rather than circularly.
16This labeling procedure can be extended to non-tree rooted subgraphs as well. When a cycle is closed and a
vertex has several backward edges, we label it corresponding to the minimal edge label, i.e., the one that comes first
in the linear ordering of all edges. The same minimal label is used to label its forward edges and descendants.
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Comparison of trees. Note that the Ulam-Harris label of any graph element (vertex, edge or
half-edge) encodes the path from the root to that graph element, and thus the tree structure as
well as the plane embedding can be reconstructed from the labels alone. Thus we say that two
general half-neighborhoods in marked planted plane trees are ordered isomorphic, denoted by ∼=,
when the unique mapping between elements with the same Ulam-Harris labels is a rooted marked
isomorphism.17 Note that for any finite general half-neighborhood (T+,ΞT , 0T ) ∈ G†0(M) in a
marked tree, there exists a finite collection of planted plane trees (T (i),Ξ(i), 0(i))i≤I (for some
I <∞)18 so that
(3.6) [(T+,ΞT , 0T )]' =
∪i≤I [(T (i),Ξ(i), 0(i))]∼=,
where
∪ denotes disjoint union, and [·]' (respectively, [·]∼=) denote equivalence classes with respect
to isomorphism (respectively, ordered isomorphism). Consequently, for a finite half-neighborhood
(H+,ΞH , 0H) ∈ G†0(M) in a marked graph, we can write the event
(3.7)
{
(H+,ΞH , 0H) ' (T+,ΞT , 0T )
}
=
∪i≤I
{
(H+,ΞH , 0H) ∼= (T (i),Ξ(i), 0(i))
}
.
Thus, to prove Lemma 3.2, it is sufficient to prove that, for any fixed marked planted plane tree
(T,ΞT , 0) and r ∈ N+ 12 , as n→∞,
(3.8) PV l+rn
(
Br(BCMn,Ξ
b
n, V
l+r
n )
∼= Br(T,ΞT , 0)
∣∣ωn) P−→ P(Br(BPs,Ξs, 0) ∼= Br(T,ΞT , 0)).
3.3.2. Describing the limiting mass function. We consider the realizations of the branching process
family tree as planted plane trees. Note that for any realization (T,ΞT , 0) ∈ supp(BPs,Ξs, 0), the
marks are alternating, i.e., they are assigned according to the parity of the generation. Thus given
the rooted tree (T, 0), the function ΞT is uniquely determined by the single value t := ΞT (0). Recall
that the random mark of the root in BPs is denoted by s= Ξ
s(0). Consequently, Br(BPs,Ξ
s, 0) ∼=
Br(T,ΞT , 0) holds exactly when s = t and Br(BPs, 0) ∼= Br(T, 0) as unmarked rooted graphs.
Hence we rewrite
(3.9)
P
(
Br(BPs,Ξ
s, 0) ∼= Br(T,ΞT , 0)
)
= P
(
Br(BPs, 0) ∼= Br(T, 0)
∣∣s= t) · P(s= t)
= P
(
Br(BPt, 0) ∼= Br(T, 0)
) · P(s= t).
By the construction of (BPs,Ξ
s, 0) from Section 3.2,
(3.10) P(s= t) =
{
P(s= l) = 1/(1 + γ) for t = l,
P(s= r) = γ/(1 + γ) for t = r.
Recall p and q from Assumption 2.4 (b) and Remark 2.5 (i), respectively. In the following, we
focus on the case t = l and expand
(3.11) P
(
Br(BPs, 0) ∼= Br(T, 0)
∣∣s= l) = P(Br(BPl, 0) ∼= Br(T, 0))
in terms of the planted plane tree (T, 0). For a vertex v in T , recall that its level is denoted by
|v|, and further, we denote its degree by bv. By the definition of planted plane trees (see Section
3.3.1) and the branching process BPl (see Section 3.2), the probability that the produced family
tree is ordered isomorphic to the the given planted plane tree can be expressed as
(3.12)
P
(
Br(BPl, 0) ∼= Br(T, 0T )
)
= P(Dl = b0)
∏
v∈T
1≤|v|≤brc
|v| odd
P(D˜r = bv − 1)
∏
w∈T
1≤|w|≤brc
|w| even
P(D˜l = bw − 1)
= pb0
∏
v∈T
1≤|v|≤brc
|v| odd
bvqbv
E[Dr]
∏
w∈T
1≤|w|≤brc
|w| even
bwpbw
E[Dl]
.
17In fact, the existence of a mapping, equivalently, the two neighborhoods having the same set of labels, ensures
isomorphism as unmarked planted plane trees, only the preserving of marks needs to be confirmed.
18We obtain this collection by equipping (T+,ΞT , 0T ) with an Ulam-Harris labeling in all possible ways that are
not equivalent wrt ordered isomorphism.
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The case t = r can easily be obtained by reversing the roles of l and r, and consequently the roles
of p and q. Thus, combining (3.9-3.12) yields
(3.13)
P
(
Br(BPs,Ξ
s, 0) ∼= Br(T,ΞT , 0)
)
=

1
1 + γ
pb0
∏
v∈T
1≤|v|≤brc
|v| odd
bvqbv
E[Dr]
∏
w∈T
1≤|w|≤brc
|w| even
bwpbw
E[Dl]
, for t = l;
γ
1 + γ
qb0
∏
v∈T
1≤|v|≤brc
|v| odd
bvpbv
E[Dl]
∏
w∈T
1≤|w|≤brc
|w| even
bwqbw
E[Dr]
, for t = r.
3.3.3. First moment. According to (3.8), it is sufficient to study the probability that the ball in
BCMn is ordered isomorphic to a given planted plane tree. Let us fix an arbitrary planted plane
tree (T,ΞT , 0) ∈ supp(BPs,Ξs, 0), and a half-integer r ∈ N+ 12 . For some v ∈ Vl∪ Vr, we denote
the event
(3.14) Er(v) :=
{
Br(BCMn,Ξ
b, v) ∼= Br(T,ΞT , 0)
}
.
Recall PV l+rn ( · |ωn) from Section 3.3. First, we compute the expected subgraph count
(3.15) E
[
PV l+rn
(Er(V l+rn ) ∣∣ωn)] = P(Er(V l+rn )),
where P and E denote probability and expectation with respect to the product measure of ωn
and the uniform vertex V l+rn . Recall from Section 3.3.1 that the Ulam-Harris labels provide a
linear ordering of the edges of Br(T,ΞT , 0), and that we define the Ulam-Harris labels in rooted
subtrees of the BCM using the half-edge labels. Further, recall that Algorithm 2.2 allows us to
pair half-edges in an arbitrary order. We compare the BCM to the fixed planted plane tree step by
step as we match half-edges, growing the neighborhood one edge at a time in the order prescribed
by the Ulam-Harris labeling.
As before, we only study the case ΞT (0) = l in detail, as the case ΞT (0) = r is analogous. Recall
(2.2), (2.3), (2.20) and let f+ := max{f, 0} denote the positive part of f . Further, we denote
(3.16)
Vlk := {v ∈ Vl : l-deg(v) = k}, Vrk := {a ∈ Vr : r-deg(a) = k},
Ar := |V(Br(T, 0))|, Ar(∼v) :=
∑
w∈Br(T,0)
1{bw=bv,ΞT (w)=ΞT (v)},
Ar(<s) :=
∑
w∈Br(T,0)
w<s
1, Ar(∼v,<s) :=
∑
w∈Br(T,0)
w<s
1{bw=bv,ΞT (w)=ΞT (v)}.
In words, the quantities Ar(·) count the number of vertices in Br(T, 0) that are “of type v” (∼v),
i.e., have the same degree and mark as v, and/or precede s (<s). Noting that the bipartite structure
prevents odd cycles, the probability in (3.15) equals
(3.17)
|Vlb0 |
Nn +Mn
∏
i∈T
1≤|i|≤brc
|i| odd
bi
(|Vrbi | −Ar(∼i, <i))+
hn −
(
Ar(<i)− 1
) ∏
j∈T
1≤|j|≤brc
|j| even
bj
(|Vlbj | −Ar(∼j,<j))+
hn −
(
Ar(<j)− 1
) .
Clearly, 0 ≤ Ar(∼i, <i) ≤ Ar, and hn ≥ hn − (Ar(<i)− 1) > hn −Ar (for i 6= 0). Then, for fixed
r ∈ N+ 12 and (T,ΞT , 0) ∈ supp(BPs,Ξs, 0), as n→∞,
(3.18)
bi
(|Vrbi | −Ar(∼i, <i))+
hn −
(
Ar(<i)− 1
) = bi(Mnq(n)bi −O(1))
MnE[Drn]−O(1)
→ biqbi
E[Dr]
,
by Assumption 2.4. Similar calculations can be carried out for the first factor and the factors
with j. We conclude that, since there are only finitely many factors, (3.17) converges to (3.13) as
n→∞. That is, as required,
(3.19) E
[
PV l+rn
(Er(V l+rn ) ∣∣ωn)]→ P(Br(BPs,Ξs, 0) ∼= Br(T,ΞT , 0)).
DESCRIPTION OF RIGC 19
3.3.4. Second moment. Let V l+rn ,W
l+r
n ∼ Unif(Vl ∪ Vr) denote two independent, uniformly
chosen vertices of the BCMn. To show that the variances of the neighborhood counts converge to
0, we compute the second moment
(3.20)
E
[(
PV l+rn
(Er(V l+rn ) ∣∣ωn))2] = P(Er(V l+rn ) ∩ Er(W l+rn ))
= (Nn +Mn)
−2 ∑
v,w∈Vl∪Vr
P
(Er(v) ∩ Er(w)).
We continue by bounding this sum in parts. For w = v, we recognize
(3.21)
∑
v∈Vl∪Vr P
(Er(v))
(Nn +Mn)2
=
P
(Er(V l+rn ))
Nn +Mn
,
which is of order O(N−1n ) by (3.19), and thus vanishes. We move onto studying the case w 6= v. In
particular, we first restrict ourselves to the event when the r-neighborhoods of v and w are disjoint.
Similarly to the previous section, we make use of Algorithm 2.2 to first construct the neighborhood
of v in the fashion prescribed by the fixed planted plane tree, avoiding w. Afterwards, we construct
the neighborhood of w in the same fashion, avoiding the vertices already used in the neighborhood
of v. Clearly, this construction also enforces {d(v, w) ≥ 2r}, where d(v, w) denotes the (random)
graph distance between v and w. Recall the notations from (3.16). In the case t = l, we compute
P
(
Er(v) ∩ Er(w) ∩ {d(v, w) ≥ 2r}
)
= 1{v, w ∈ Vlb0 , v 6= w}
×
∏
i∈T
1≤|i|≤brc
|i| odd
bi
(|Vrbi | −Ar(∼i, <i))+
hn −
(
Ar(<i)− 1
) ∏
j∈T
1≤|j|≤brc
|j| even
bj
(|Vlbj | −Ar(∼j,<j)− 1{bj=b0})+
hn −
(
Ar(<j)− 1
)
×
∏
k∈T
1≤|k|≤brc
|k| odd
bk
(|Vrbk | −Ar(∼k)−Ar(∼k,<k))+
hn − (Ar − 1)−
(
Ar(<k)− 1
) ∏
l∈T
1≤|l|≤brc
|l| even
bl
(|Vlbl | −Ar(∼l)−Ar(∼l, <l))+
hn − (Ar − 1)−
(
Ar(<l)− 1
) .
(3.22)
The first two products arise from the construction of the neighborhood of v, and only differ from
(3.17) in the term 1{bj=b0} to exclude w from the neighborhood of v. The last two products arise
from the construction of the neighborhood of w. We further have to exclude Ar(∼k) vertices with
the desired degree and mark, and Ar − 1 pairs of l-and r-half-edges, that are in the neighborhood
of v, when considering the neighborhood of w. We look at the factors of (3.22) one at a time. Note
that the only factor depending on v and w is the indicator, thus, in the case t = l,
(3.23)
1
(Nn +Mn)2
∑
v,w∈Vl∪Vr
v 6=w
1{v, w ∈ Vlb0} =
|Vlb0 |(|Vlb0 | − 1)
(Nn +Mn)2
→
p2b0
(1 + γ)2
.
Similarly to the calculations in (3.18), in the case t = l, as n→∞,
(3.24)
bk
(|Vrbk | −Ar(∼k)−Ar(∼k,<k))+
hn − (Ar − 1)−
(
Ar(<k)− 1
) = bk(Mnq(n)bk −O(1))+
MnE[Drn]−O(1)
→ bkqbk
E[Dr]
,
by Assumption 2.4, and similarly for the factors with l. Thus, each factor of the first two products
in (3.22) converges to the respective factor in (3.13), and further, each factor in the last two
products of (3.22) converges to the respective factor in (3.13). Each factor of (3.13) thus appears
twice as a limit. In the case t = r, similar results hold with reversing the roles of l and r, as well
as p and q. Thus, combining (3.22-3.24) yields that, as n→∞,
(3.25)
1
(Nn +Mn)2
∑
v,w∈Vl∪Vr
v 6=w
P
(Er(v) ∩ Er(w) ∩ {d(v, w) ≥ 2r})
→ P(Br(BPs,Ξs, 0) ∼= Br(T,ΞT , 0))2.
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We have yet to assess the last contribution, when d(v, w) ≤ 2r − 1 = 2brc, which means the
vertex sets of Br(BCMn,Ξ
b, v) and Br(BCMn,Ξ
b, w) overlap. Let K denote the largest degree in
Br(T,ΞT , 0). On the event Er(v)∩Er(w)∩{d(v, w) ≤ 2brc}, there must exist a path between v and
w with at most 2brc edges and through vertices of degree at most K. By relaxing the conditions
on the path and taking a union bound,
P
(Er(v) ∩ Er(w) ∩ {d(v, w) ≤ 2brc})
≤
∑
j≤2brc
∑
v1,...,vj−1∈Vl∪Vr
P
(∀ 0 ≤ i ≤ j, b-deg(vi) ≤ K)
× P(∀ 0 ≤ i < j, (vi, vi+1) ∈ E(BCMn) ∣∣∀ 0 ≤ i ≤ j, b-deg(vi) ≤ K).
(3.26)
The first factor is trivially bounded by 1. Since Algorithm 2.2 pairs half-edges uniformly, and we
consider vertices with at most K half-edges attached, we can upper bound (3.26) by
(3.27)
∑
j≤2brc
(Nn +Mn)
j−1K ·
(
K(K − 1))j−1 ·K
(hn − j)j .
Note that K is a constant depending only on r and (T,ΞT , 0), while Mn and hn grow linearly with
Nn by (2.20) and Assumption 2.4 (c). Thus the bound we obtained in (3.27) is of order O(N
−1
n ),
and also note that it holds uniformly in v and w. Hence,
(3.28)
1
(Nn +Mn)2
∑
v,w∈Vl∪Vr
v 6=w
P
(Er(v) ∩ Er(w) ∩ {d(v, w) ≤ 2brc}) = O(N−1n ).
Combining (3.21), (3.25) and (3.28), we conclude that as n→∞,
(3.29) E
[(
PV l+rn
(Er(V l+rn ) ∣∣ωn))2]→ P(Br(BPs,Ξs, 0) ∼= Br(T,ΞT , 0))2.
Thus, by (3.19), it follows that, as n→∞,
(3.30) Var
(
PV l+rn
(Er(V l+rn ) ∣∣ωn))→ 0.
By (3.19) and (3.30), Chebyshev’s inequality yields that for any half-integer r ∈ N + 12 and
(T,ΞT , 0) ∈ supp(BPs,Ξs, 0), as n→∞,
(3.31) PV l+rn
(
Br(BCMn,Ξ
b, V l+rn )
∼= Br(T,ΞT , 0)
∣∣ωn) P−→ P(Br(BPs,Ξs, 0) ∼= Br(T,ΞT , 0)).
That is, we have verified (3.8). Since in Section 3.3.1, we have reduced Lemma 3.2 to this statement,
this concludes the proof of Lemma 3.2. 
4. Proof of results on the random intersection graph with communities
In this section, we provide the proofs of our results on the local properties of the RIGC model.
We introduce the local weak limit of the RIGC in Section 4.1 and formally prove the local weak
convergence in Section 4.2. Finally, we prove the consequences of local weak convergence for the
degrees and local clustering coefficient as well as the overlapping structure in Sections 4.3 and 4.4,
respectively.
4.1. The local weak limit of the RIGC. In this section, we construct the random rooted graph
(CP, 0), that is the local weak limit in probability of the RIGC. The notion (CP, 0) is inspired by
the fact that (CP, 0) is the “community projection” (see Section 2.1.2) of a random rooted marked
tree (BPl,Ξ
p, 0), that is obtained by equipping the BP-tree (BPl, 0) introduced in Section 3.2 with
a new mark function Ξp that we define later in this section. Intuitively, (BPl,Ξ
p, 0) is the limit
of the underlying community structure, i.e., the underlying bipartite graph of group memberships.
To make this statement formal, we now represent the community structure as a marked graph,
which also gives us insight on how to define the new mark function Ξp on the BP-tree.
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The pre-image: the community-marked BCM. We introduce a new mark function Ξc on
BCMn to encode the assigned communities and community roles. Recall that H = ([H]') is a
set of isomorphism classes of graphs and the representatives H comprise the possible community
graphs, and recall that  is the “no mark” symbol. Define the set of marks Mp := H∪ Z+. For
each v ∈ Vl and all incident half-edges, Ξc(v) :=  and Ξc(hlv,i) =  for all i ≤ l-deg(v). For each
a ∈ Vr and the incident half-edges, let Ξc(a) := Coma and Ξc(hra,i) = i for all i ≤ r-deg(a). Thus
an edge e = (v, a) = {hlv,j , hra,i} is marked Ξc(e) = (, i). The community projection operator P
from Section 2.1.2 can be naturally redefined as P̂ : (BCMn(ωn),Ξ
c) 7→ RIGCn(ωn). For some
v ∈ Vl, we may write P̂ : (BCMn(ωn),Ξc, v) 7→ (RIGCn(ωn), v) for the rooted version.
Constructing the local weak limit of the RIGC. We define the random mark function Ξp
conditionally on the (possibly infinite) planted plane tree (BPl, 0). Vertices in even generations
and all incident half-edges remain unmarked. Recall the family of conditional measures (µ·|k)k∈Z+
from (2.41), and for an individual a ∈ BPl, denote its degree by b-deg(a). Let a denote a
vertex in an odd generation. Independently of all other vertices b in odd generations, we assign
a a random community mark according to µ·|b-deg(a), and mark the half-edges incident to a by
[b-deg(a)] according to the following random ordering: first, we mark the half-edge connecting a
to its parent by A ∼ Unif[b-deg(a)]. Recall that the family tree provides a deterministic ordering
of the forward half-edges incident to a. Then, we mark the forward half-edges of a by the random
set [b-deg(a)] \ {A} in order of birth. This describes the joint distribution of (BPl,Ξp, 0). Finally,
we define (CP, 0) as the P̂-projection of the above defined (BPl,Ξ
p, 0).
We remark on some properties of the random rooted graph (CP, 0) that arise from the construc-
tion. It is a simple, locally finite, rooted unmarked graph on the (possibly infinite, but countable)
set V(CP) = {v ∈ BPl, |v| even}. We obtain the following insight on the overlapping structure
of the communities: each vertex v ∈ V(CP) is part of exactly b-deg(v) communities, however, by
the tree structure of BPl, any two of these communities only share v as a common vertex in the
projection CP. This shows that the proposed limiting graph (CP, 0) indeed has the single-overlap
property.
We can now turn our previous intuition into the following lemma:
Lemma 4.1 (Convergence of the community-marked BCM). Consider (BCMn,Ξ
c), i.e., the un-
derlying community-marked BCM of the RIGC, under Assumptions 2.1 and 2.4, and let V ln ∼
Unif[Vl]. Then, as n→∞,
(4.1) (BCMn,Ξ
c, V ln )
P-loc−→ (BPl,Ξp, 0),
where the notion
P-loc−→ is used in the generalized sense introduced in Remark 2.3.
Proof. Note that, since the mark function Ξc contains more information than Ξb, Lemma 4.1 does
not follow from Lemma 3.2. However, the proof can easily be generalized. We restrict ourselves to
ordered isomorphism classes of trees, and prove convergence of half-neighborhoods via a first and
second moment method. The details are left to the reader. 
In fact, we will require a stronger statement than Lemma 4.1. Recall that in the general case, the
assigned communities are not complete graphs, thus graph distances between pairs of community
members vary. As a result, the distance between the same pair of l-vertices can change drastically
from the community-marked BCM to the resulting RIGC with the projection P̂. By pre-images of a
fixed (half-)neighborhood Br(H, 0) in the RIGC, we mean all possible general (half-)neighborhoods
(see Section 2.2) in the BCM that are mapped into Br(H, 0) by P̂. Both for integer and half-
integer radii r, most of such pre-images are not balls in the BCM. In fact, it is likely that we are
“cutting some communities”, i.e., for some communities, only a part of them is within distance r
in the RIGC from the chosen root. Thus ultimately, we need a statement parallel to Lemma 4.1
for general half-neighborhoods in the community-marked BCM.
Formulating such a statement requires us to write events of isomorphisms and ordered isomor-
phisms for general (half-)neighborhoods. We define such events as follows. Recall from Section
3.3.1 that focusing on edges, an Ulam-Harris labeling can be extended to non-tree rooted graphs
as well, and call a rooted graph equipped with an Ulam-Harris labeling a planted plane graph. Let
H = (H+,ΞH , 0H) ∈ G†0(Mp) denote a finite general half-neighborhood, and similarly to (3.6),
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denote by (H(i))i≤I (for some I <∞) the collection of all its different Ulam-Harris labelings (wrt
ordered isomorphism), so that
(4.2) [H]' =
∪i≤I [H(i)]∼=.
For a planted plane graphH(i) from the above collection, we say that an l-vertex v in the BCMn has
an ordered H(i)-neighborhood, when the unique mapping ϕ between graph elements with the same
Ulam-Harris labels is a rooted marked isomorphism. We denote this event by BH(i)(BCMn,Ξ
c, v).
We denote the image of ϕ by BH(i)(BCMn,Ξ
c, v) and refer to it as the ordered H(i)-neighborhood
of v or an H-neighborhood of v. We define the event that “v has an H-neighborhood” as
(4.3) BH(BCMn,Ξ
c, v) := ∪i≤IBH(i)(BCMn,Ξc, v).
It is straightforward to check that this is indeed a generalization of the corresponding event{
Br(BCMn,Ξ
c, V ln ) ' Br(H,ΞH , 0H)
}
for balls. We can now state the generalization of Lemma
4.1 for general half-neighborhoods, as follows:
Lemma 4.2 (Convergence of general half-neighborhoods). Recall V ln and PV ln( · |ωn) from Sec-
tion 2.3.2. Under the assumptions of Lemma 4.1, for any fixed general half-neighborhood H =
(H+,ΞH , 0H) ∈ G†0(Mp), as n→∞,
(4.4) PV ln
(
BH(BCMn,Ξ
c, V ln )
∣∣ωn) P−→ P(BH(BPl,Ξp, 0)).
Proof. By the same reasoning as in Lemmas 3.2 and 4.1, the statement of Lemma 4.2 follows from
a first and second moment method. 
4.2. Proof of Theorem 2.7. We are now ready to prove Theorem 2.7 that asserts the local
weak convergence in probability of the random intersection graph with communities. As before,
let V ln ∼ Unif[Vl], noting that Vl = V(RIGCn). By (2.14), it is sufficient to prove the following
assertion: for any half-integer r ∈ N+ 12 and (H, 0H) ∈ G0,
(4.5) PV ln
(
Br(RIGCn, V
l
n ) ' Br(H, 0H)
∣∣ωn) P−→ P(Br(CP, 0) ' Br(H, 0H)).
We can represent the set of pre-images P̂(−1)
(
Br(H, 0H)
)
= (U+i ,Ξi, 0i)i∈I , with general half-
neighborhoods (U+i ,Ξi, 0i) ∈ G†0(Mp) that are mapped into Br(H, 0H) by P̂. For short, we shall
write U i = (U
+
i ,Ξi, 0i). By the definition of the pre-image, we can express the events{
Br(RIGCn, V
l
n ) ' Br(H, 0H)
}
=
∪i∈I BUi(BCMn,Ξc, V ln ),(4.6) {
Br(CP, 0) ' Br(H, 0H)
}
=
∪i∈I BUi(BPl,Ξp, 0)(4.7)
as disjoint unions. In the following, we present an intuitive decomposition of these unions. Note
that when we only observe the RIGC (or CP) graph, the communities are not known, thus we
consider each possibility for the communities to reconstruct every pre-image. By the properties
of the projection, each edge belongs to a unique community, thus the communities intersecting
Br(H, 0H) determine a partition
19 of all edges and half-edges in this neighborhood (see Figure 6b
for an illustration). Consider the set F of all edge-partitions of Br(H, 0H). Note that F is a finite
set, since the total number of edges and half-edges in Br(H, 0H) is finite. Denote by I(F ) ⊆ I
the (possibly empty) index set of pre-images corresponding to a partition F ∈ F. Also note that
for F 6= F ′, I(F ) and I(F ′) are disjoint. Thus
PV ln
(
Br(RIGCn, V
l
n ) ' Br(H, 0H)
∣∣ωn) = ∑
F∈F
PV ln
( ∪i∈I(F )BUi(BCMn,Ξc, V ln ) ∣∣ωn),(4.8)
P
(
Br(CP, 0) ' Br(H, 0H)
)
=
∑
F∈F
P
( ∪i∈I(F )BUi(BPl,Ξp, 0)).(4.9)
Then by |F| <∞, it is sufficient to prove that for any fixed F ∈ F,
(4.10) PV ln
( ∪i∈I(F )BUi(BCMn,Ξp, V ln ) ∣∣ωn) P−→ P( ∪i∈I(F ) BUi(BPl,Ξp, 0)).
19A partition of a set is a family of subsets such that any two subsets are disjoint, and their union is the complete
set. We refer to the subsets in the family as partition blocks.
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(a) A 1 + 1/2-neighborhood in
the projection
(b) A possible edge-partition
· · ·
...
· · ·
· · ·· · · · · ·
· · ·
· · ·
...
· · ·
· · ·
· · ·
(c) The class of pre-images cor-
responding to the partition
Figure 6. From a half-neighborhood to possible pre-images
Clearly, this convergence is trivial if I(F ) is empty. Thus let us consider an arbitrary, fixed edge-
partition F such that I(F ) is not empty. We argue why the set (U i)i∈I(F ) contains several, in fact,
possibly infinitely many elements. To construct any pre-image, more information is necessary, that
is captured neither in the neighborhood Br(H, 0H) nor in the partition F . First, one-member
communities do not produce edges, and thus remain “invisible” in the community-projection.
Second, each partition block F ∈ F containing at least one half-edge corresponds to an “unfinished
community” that intersects the half-neighborhood Br(H, 0H), yet is not fully contained in it.
We rely on a truncation argument so that we can focus on a finite subset of I(F ). Note that
distances in the pre-images are the largest possible when each edge forms a partition block by
itself. In this case, the largest distance from the root is 2brc + 1 = 2r, realized by an r-vertex
representing an unfinished community. Consequently, each U i for i ∈ I is contained in the ball
B2r+1/2(BCMn,Ξ
c, V ln ), where 2r+
1
2 is a fixed, finite radius. Fix an arbitrary ε > 0. Lemma 4.1
ensures that there exists K = K(ε) <∞ such that
P
(
max{b-deg(v) : v ∈ B2r(BPl,Ξp, 0)} > K
)
< ε/6,(4.11a)
PV ln
(
max{b-deg(v) : v ∈ B2r(BCMn,Ξc, V ln )} > K
∣∣ωn) < ε/3 whp as n→∞.(4.11b)
Define the index set I(F ,≤K) = {i ∈ I(F ) : max{b-deg(v) : v ∈ V(U i)} ≤ K}. Necessarily
I(F ,≤K) is finite, as all (U i)i∈I(F ,≤K) have depth bounded by 2r and degree bounded by K.
Denote I(F , >K) := I(F ) \ I(F ,≤K). By the triangle inequality,
(4.12)
∣∣∣PV ln( ∪i∈I(F )BUi(BCMn,Ξp, V ln ) ∣∣ωn)− P( ∪i∈I(F )BUi(BPl,Ξp, 0))∣∣∣
≤ PV ln
( ∪i∈I(F ,>K)BUi(BCMn,Ξp, V ln ) ∣∣ωn)+ P( ∪i∈I(F ,>K)BUi(BPl,Ξp, 0))
+
∑
i∈I(F ,≤K)
∣∣PV ln(BUi(BCMn,Ξp, V ln ) ∣∣ωn)− P(BUi(BPl,Ξp, 0))∣∣.
By Lemma 4.2, for each i ∈ I(F ,≤K),
(4.13)
∣∣PV ln(BUi(BCMn,Ξp, V ln ) ∣∣ωn)− P(BUi(BPl,Ξp, 0))∣∣ ≤ ε2|I(F ,≤K)|
whp as n→∞. Note that
PV ln
( ∪i∈I(F ,>K)BUi(BCMn,Ξp, V ln ) ∣∣ωn)
≤ PV ln
(
max{b-deg(v) : v ∈ B2r(BCMn,Ξc, V ln )} > K
∣∣ωn),(4.14a)
P
( ∪i∈I(F ,>K) BUi(BPl,Ξp, 0)) ≤ P(max{b-deg(v) : v ∈ B2r(BPl,Ξp, 0)} > K).(4.14b)
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Combining (4.11-4.14), we obtain that for arbitrary fixed ε > 0, whp as n→∞,
(4.15)
∣∣∣PV ln( ∪i∈I(F )BUi(BCMn,Ξp, V ln ) ∣∣ωn)− P( ∪i∈I(F ) BUi(BPl,Ξp, 0))∣∣∣ ≤ ε,
which is equivalent to (4.10). Since we have previously reduced Theorem 2.7 to this statement,
this concludes the proof of Theorem 2.7. 
4.3. Degrees and clustering. Recall (2.24-2.26) and (2.29-2.31). In light of the construction in
Section 4.1, it is clear that Dp and ζ describe the degree and local clustering coefficient of the root
0 ∈ CP, respectively. Subject to (RIGCn, V ln ) P-loc−→ (CP, 0), it is intuitive that Dpn d−→ Dp and
Cl(V ln )
d−→ ζ. We complete the formal proof of the stronger statements (2.27) and (2.32) below.
Proof of Corollaries 2.8 and 2.9. Recall PV ln( · |ωn) and EV ln [ · |ωn] from Section 2.3.2, and denote
by P0 and E0 the probability measure and expectation wrt the distribution of (CP, 0). For arbitrary
fixed x ∈ R, we define the functionals
(4.16)
ϕx, ψx, ψx : G0 → {0, 1}, ϕx
(
(G, 0)
)
:= 1{deg(0)≤x},
ψx
(
(G, 0)
)
:= 1{Cl(0)≤x}, ψx
(
(G, 0)
)
:= 1{Cl(0)<x}.
Clearly, all three functionals are bounded. We claim that they are also continuous from the
metric space (G0, dloc) (see Section 2.2) to R. We provide the proof for ϕx, the continuity of
ψx and ψx
20 can be proved analogously. Let (G, 0), (G′, 0′) ∈ G0. If dloc
(
(G, 0), (G′, 0′)
) ≤ 1/2,
then for the constant l from (2.7), l ≥ 1 holds and consequently, B1(G, 0) ' B1(G′, 0′). As
the degree (clustering) of a vertex only depends on its (closed) 1-neighborhood, we have that
dloc
(
(G, 0), (G′, 0′)
) ≤ 1/2 implies ϕx((G, 0)) = 1{deg(0)≤x} = 1{deg(0′)≤x} = ϕx((G′, 0′)). Thus
by definition, ϕx : (G0, dloc)→ (R, deucl) is continuous.
Note that we can express the (empirical) cdfs from (2.25), (2.26), (2.30) and (2.31) respectively
as
(4.17)
Fn(x)(ωn) = EV ln
[
ϕx
(
(RIGCn, V
l
n )
) ∣∣ωn], F (x) = E0[ϕx((CP, 0))],
FCl,n(x)(ωn) = EV ln
[
ψx
(
(RIGCn, V
l
n )
) ∣∣ωn], Fζ(x) = E0[ψx((CP, 0))].
Let us denote f(x−) := limh↘0 f(x− h). Then also
(4.18) Fζ(x−) = lim
h↘0
P0
(
ζ ≤ x− h) = P0(ζ < x) = E0[ψx((CP, 0))],
and similarly,
(4.19) FCl,n(x−)(ωn) = EV ln
[
ψx
(
(RIGCn, V
l
n )
) ∣∣ωn].
Recall that (2.13) provides an alternative definition of local weak convergence in probability. Then,
by Theorem 2.7, for any fixed x ∈ R, as n→∞,
(4.20) Fn(x)(ωn)
P−→ F (x), FCl,n(x)(ωn) P−→ Fζ(x), FCl,n(x−)(ωn) P−→ Fζ(x−).
In the following, we deduce that the difference of cdfs tends to 0 in probability not only pointwise,
but in sup-norm as well. We prove Corollary 2.8 first. As the degree is an N-valued random
variable,
(4.21) sup
x∈R
∣∣Fn(x)(ωn)− F (x)∣∣ = sup
k∈N
∣∣Fn(k)(ωn)− F (k)∣∣.
Choose K = K(ε) ∈ N minimal such that F (K) > 1 − 13ε. Then by (4.20), Fn(K)(ωn) > 1 − 23ε
holds whp as n → ∞. Then, by the triangle inequality and the monotonicity of distribution
functions, whp as n→∞, for all k ≥ K,
(4.22)
∣∣Fn(k)(ωn)− F (k)∣∣ ≤ 1− Fn(k)(ωn) + 1− F (k)
≤ 1− Fn(K)(ωn) + 1− F (K) < 23ε+ 13ε = ε.
Consequently, denoting x ∨ y := max{x, y}, whp as n→∞,
(4.23) sup
k∈N
∣∣Fn(k)(ωn)− F (k)∣∣ ≤ max
k<K
∣∣Fn(k)(ωn)− F (k)∣∣ ∨ ε.
20The functional ψx, with strict inequality, is required for discretization later on.
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We conclude that (4.20) implies that,
(4.24) ‖Fn − F‖∞ = sup
x∈R
∣∣Fn(x)(ωn)− F (x)∣∣ ≤ max
k<K
∣∣Fn(k)(ωn)− F (k)∣∣ ∨ ε ≤ ε whp as n→∞.
Since ε > 0 is arbitrary, this concludes the proof of (2.27), and thus the proof of Corollary 2.8. We
move on to prove Corollary 2.9. As the local clustering coefficient is a rational number in [0, 1], a
different approach is required. First, we write
(4.25) sup
x∈R
∣∣FCl,n(x)(ωn)− Fζ(x)∣∣ = sup
x∈[0,1)
∣∣FCl,n(x)(ωn)− Fζ(x)∣∣,
and in the following, we discretize this supremum. Since Fζ is a cdf, consequently non-decreasing
and taking values between 0 and 1, there must exist K = K(ε) < ∞ and a finite sequence
0 = z0 < z1 < . . . < zK = 1 such that for all k = 0, 1, . . . ,K − 1,
(4.26)
∣∣Fζ(zk+1−)− Fζ(zk)∣∣ < ε/3.
Define the “good event” as the finite intersection
(4.27) En :=
K−1⋂
k=0
({|FCl,n(zk)(ωn)− Fζ(zk)| < ε/3} ∩ {|FCl,n(zk+1−)(ωn)− Fζ(zk+1−)| < ε/3}).
By (4.20), the good event happens whp as n → ∞. On En, by (4.26-4.27) and the monotonicity
of FCl,n, for all x ∈ [zk, zk+1),
FCl,n(x)(ωn) ≥ FCl,n(zk)(ωn) > Fζ(zk)− 13ε,(4.28a)
FCl,n(x)(ωn) ≤ FCl,n(zk+1−)(ωn) < Fζ(zk+1−) + 13ε < Fζ(zk) + 23ε.(4.28b)
By the monotonicity of Fζ and (4.26), for all x ∈ [zk, zk+1),
(4.29) Fζ(x) ≥ Fζ(zk), Fζ(x) ≤ Fζ(zk+1−) < Fζ(zk) + 13ε.
Combining (4.28-4.29) yields that on the event En, for all x ∈ [zk, zk+1),
(4.30)
∣∣FCl,n(x)(ωn)− Fζ(x)∣∣ < ε,
uniformly in k ∈ {0, . . . ,K − 1}. Consequently on the event En which occurs whp,
(4.31) ‖FCl,n − Fζ‖∞ = sup
x∈[0,1)
∣∣FCl,n(x)(ωn)− Fζ(x)∣∣ < ε.
This concludes the proof of (2.32) and thus the proof of Corollary 2.9. 
4.4. The overlapping structure. In this section, we prove Claim 2.11 and Theorem 2.12 on the
typical number and size of overlaps in the RIGC model.
4.4.1. Proof of Theorem 2.12 (i-ii). Note that an overlap of size (at least) two happens in the RIGC
(including the special case of the RIG) exactly when two individuals and two groups form a 4-
cycle21 in the underlying BCM. Thus in the following we concern ourselves with 4-cycles through
typical vertices in the BCM. Recall V ln ∼ Unif[Vl], V rn ∼ Unif[Vr] and V l+rn ∼ Unif[Vl ∪
Vr]. Further, recall EV ln [ · |ωn] and PV ln( · |ωn) from Section 2.3.2, and define the corresponding
conditional expectations and probabilities with V rn and V
l+r
n .
Recall the notion of local weak convergence from Section 2.2, and in particular the metric dloc
on rooted graphs. We define the functional 1C4 on G0 as the indicator that there is a 4-cycle
containing the root. Clearly, 1C4 is bounded. Note that 1C4
(
(G, 0)
)
= 1C4
(
B2(G, 0)
)
, thus 1C4 is
continuous, as argued before. By Lemma 3.2, the BCM locally weakly converges. By the equivalent
definition (2.13), we obtain
(4.32) EV l+rn
[
1C4
(
(BCMn, V
l+r
n )
) ∣∣ωn] P−→ E[1C4((BPs, 0))] = 0.
Recall (2.34-2.35). We can rewrite the lhs of (2.38) and (2.39) respectively as
PV ln
(∃(a, b) ∈ L(2)n : V ln ∈ Coma(ωn) ∩ Comb(ωn) ∣∣ωn) = EV ln[1C4((BCMn, V ln )) ∣∣ωn],(4.33)
PV rn
(∃a ∈ Vr, a 6= V rn : X(2)a,V rn (ωn) ≥ 2 ∣∣ωn) = EV rn [1C4((BCMn, V rn )) ∣∣ωn].(4.34)
21Equivalently, a K2,2 complete bipartite graph.
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By the definition of the partial average,
(4.35)
EV ln
[
1C4
(
(BCMn, V
l
n )
) ∣∣ωn] = N−1n ∑
v∈Vl
1C4
(
(BCMn, v)
)
≤ N−1n
∑
v∈Vl∪Vr
1C4
(
(BCMn, v)
)
=
Nn +Mn
Nn
· EV l+rn
[
1C4
(
(BCMn, V
l+r
n )
) ∣∣ωn],
and similarly,
(4.36) EV rn
[
1C4
(
(BCMn, V
r
n )
) ∣∣ωn] ≤ Nn +Mn
Mn
EV l+rn
[
1C4
(
(BCMn, V
l+r
n )
) ∣∣ωn].
By Assumption 2.4 (a), as n→∞,
(4.37) (Nn +Mn)/Nn → 1 + γ <∞, (Nn +Mn)/Mn → (1 + γ)/γ <∞.
Combining (4.32-4.37) yields (2.38) and (2.39), as required. This concludes the proof of Theorem
2.12 (i-ii). 
4.4.2. Proof of Claim 2.11. Define the functional ϕ on G0, such that for (G, 0) ∈ G0 (recall Section
2.2 for the notation),
(4.38) ϕ((G, 0)) := |∂B2(G, 0)|.
Recall V rn ∼ Unif[Vr] and EV rn [ · |ωn] from Section 2.3.2, and (2.34). We can rewrite the lhs of
(2.37) as
|L(1)n (ωn)|
Mn
= EV rn
[∣∣{a ∈ Vr : a 6= V rn , X(2)a,V rn (ωn) ≥ 1}∣∣ ∣∣∣ωn] = EV rn [ϕ((BCMn, V rn )) ∣∣ωn].
(4.39)
Recall the branching processes from Section 3.2 and note that
(4.40) E[Dr]E[D˜l] = E[ϕ((BPr, 0))].
As ϕ only depends on a finite neighborhood of the root, it is continuous in the metric dloc, as
argued before. However, ϕ is not bounded, thus (2.13) is not directly applicable. To prove that
(4.39) converges in probability to (4.40), by definition it is sufficient to show that, for any fixed
ε, δ > 0, for all n large enough (possibly depending on ε and δ),
(4.41) Pωn
(∣∣∣EV rn [ϕ((BCMn, V rn )) ∣∣ωn]− E[ϕ((BPr, 0))]∣∣∣ > ε) < δ.
We prove (4.41) through truncating and bounding the difference in parts. Recall Mb = {l, r} and
denote x∧y := min{x, y}. With some K = K(ε, δ) ∈ N to be specified later, we define the bounded
functional ϕK on G0(M
b) such that for (G,Ξ, 0) ∈ G0(Mb),
(4.42) ϕK((G,Ξ, 0)) := 1{Ξ(0)=r} ·
(
ϕ((G, 0)) ∧K).
Recall V l+rn and EV l+rn [ · |ωn] from Section 2.3.2 and note that
EV l+rn
[
ϕK((BCMn,Ξ
b, V l+rn ))
∣∣ωn] = Mn
Nn +Mn
EV rn
[
ϕ((BCMn, V
r
n )) ∧K
∣∣ωn],(4.43)
E
[
ϕK((BPs,Ξ
s, 0))
]
=
γ
1 + γ
E
[
ϕ((BPr, 0)) ∧K
]
.(4.44)
By Lemma 3.2, using definition (2.13) of local weak convergence, the lhs of (4.43) converges in
probability to the lhs of (4.44). By (2.20), Mn/(Nn +Mn)→ γ/(1 + γ). Necessarily,
(4.45) EV rn
[
ϕ((BCMn, V
r
n )) ∧K
∣∣ωn] P−→ E[ϕ((BPr, 0)) ∧K],
or equivalently, for any ε, δ > 0 fixed and n large enough,
(4.46) P
(∣∣EV rn [ϕ((BCMn, V rn )) ∧K ∣∣ωn]− E[ϕ((BPr, 0)) ∧K]∣∣ > ε/3) < δ/2.
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Recall that E[D˜l] < ∞, by (2.36). By the definition of BPr from Section 3.2, ϕ((BPr, 0)) d=∑Dr
i=1 D˜
l
i . This variable has finite expectation, thus we can choose and fix K = K(ε, δ) large
enough that
(4.47) E
[
ϕ((BPr, 0))
]− E[ϕ((BPr, 0)) ∧K] < (ε/3) ∧ (εδ/18).
Noting that E
[
ϕ((BPr, 0)) ∧K
] ≤ E[ϕ((BPr, 0))], we have actually bounded the absolute differ-
ence. We claim that for n large enough,
(4.48) P
(∣∣EV rn [ϕ((BCMn, V rn )) ∧K ∣∣ωn]− EV rn [ϕ((BCMn, V rn )) ∣∣ωn]∣∣ > ε/3) < δ/2,
which we prove via a first moment method. Clearly, ϕ((BCMn, V
r
n )) ∧K ≤ ϕ((BCMn, V rn )), thus
(4.49)
E
[∣∣EV rn [ϕ((BCMn, V rn )) ∧K ∣∣ωn]− EV rn [ϕ((BCMn, V rn )) ∣∣ωn]∣∣]
= E
[
EV rn
[
ϕ((BCMn, V
r
n ))
∣∣ωn]− EV rn [ϕ((BCMn, V rn )) ∧K ∣∣ωn]]
= E
[
ϕ((BCMn, V
r
n ))
]− E[ϕ((BCMn, V rn )) ∧K],
where E denotes expectation wrt the joint measure of ωn and V rn . Under this joint measure, the
following stochastic domination22 () holds:
(4.50) ϕ((BCMn, V
r
n )) = |∂B2(BCMn, V rn )| 
Drn∑
i=1
(dlpi(i) − 1),
where Drn was defined in (2.1) and (d
l
pi(i))i≤Nn denotes a so-called size-biased reordering of d
l, inde-
pendent of Drn. Here, we define the size-biased reordering by the random permutation (pi(i))i≤Nn as
follows. Denoting Π01 := ∅, Πi1 := {pi(1), . . . , pi(i)} for i = 1, 2, . . . , Nn, then for i = 0, 1, . . . , Nn−1,
(4.51) P
(
pi(i+ 1) = k
∣∣Πi1) =

0 for k ∈ Πi1,
dlk∑
j 6∈Πi1 d
l
j
otherwise.
By Remark 2.5 (iv), drmax = o(hn), thus for any δ
′ > 0, for n large enough, Drn ≤ drmax ≤ δ′Nn.
Then it is sufficient to study E
[
dlpi(i)
]
for i ≤ δ′Nn. Wlog assuming dl1 ≥ . . . ≥ dlNn ,
E
[
dlpi(1)
]
=
∑
v∈[Nn](d
l
v)
2∑
v∈[Nn] d
l
v
= E
[
Dl,?n
]
= E
[
D˜ln
]
+ 1 <∞,(4.52)
E
[
dlpi(i+1)
]
= E
[
E
[
dlpi(i+1)
∣∣Πi1]] = E[
∑
v 6∈Πi1(d
l
v)
2∑
v 6∈Πi1 d
l
v
]
≤
∑
v∈[Nn](d
l
v)
2∑
v∈[Nn] d
l
v −
∑
v∈[i] dlv
.(4.53)
We claim that for any ε′ > 0, there exists δ′ > 0 so that for all n large enough, for i ≤ δ′n,∑
v∈[i] d
l
v ≤ ε′hn. (Recall hn from (2.3).) By Assumption 2.4 (c), E[Dl] <∞, thus we can choose
K ′ = K ′(ε) so that E[Dl1{Dl>K′}] ≤ ε
′
2 E[D
l]. Define δ′ := P(Dl > K ′)/2, then for n large
enough, P(Dln > K ′) > δ′, or equivalently, dlbδ′nc > K
′. Thus,
(4.54)
∑
v∈[i]
dlv ≤
∑
v≤δ′n
dlv =
∑
v≤δ′n
dlv1{dlv>K′} ≤
∑
v∈[Nn]
dlv1{dlv>K′} = NnE[D
l
n1{Dln>K′}].
By Assumption 2.4 (b-c), the collection (Dln)n∈N is uniformly integrable, thus E[Dln1{Dln>K′}] →
E[Dl1{Dl>K′}] ≤ ε
′
2 E[D
l]. Further, by Assumption 2.4 (c), Nn/hn → 1/E[Dl]. Thus (4.54)
implies that for n large enough,
∑
v∈[i] d
l
v ≤ ε′hn for all i ≤ δ′n, as required. Recall (2.3) and
(4.52). For ε′ > 0 fixed and small enough, δ′ = δ′(ε′) as defined above, n large enough and any
i ≤ δ′n, we can now continue bounding (4.53) as
(4.55) E
[
dlpi(i)
] ≤ ∑v∈[Nn](dlv)2∑
v∈[Nn] d
l
v −
∑
v∈[i] dlv
≤ 1
1− ε′E
[
dlpi(1)
] ≤ E[Dl,?n ] + 2ε′E[Dl,?],
22We do not make the coupling explicit, but note that |∂B2(BCMn, V rn )| is the largest possible when all half-edges
of V rn connect to different communities, and the rest of the members are all different.
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where we have used that E[dlpi(1)] = E[D
l,?
n ] → E[Dl,?] < ∞. Recall that Drn is independent from
the size-biased reordering (dlpi(i))i≤Nn , and that D
r
n ≤ drmax ≤ δ′n for n large enough so that (4.55)
is applicable. Taking expectation in (4.50), we obtain
E
[
ϕ((BCMn, V
r
n ))
] ≤ E[∑Drni=1(dlpi(i) − 1)]
= E
[
E
[Drn∑
i=1
(
dlpi(i) − 1
) ∣∣∣Drn]] = E[∑Drni=1(E[dlpi(i)]− 1)]
≤ E
[∑Drn
i=1
(
E[Dl,?n ]− 1 + 2ε′E[Dl,?]
)]
= E[Drn]
(
E[D˜ln] + 2ε′E[Dl,?]
)
.
(4.56)
Assumption 2.4 ensures that E[Drn] → E[Dr] < ∞, and E[(Dln)2] → E[(Dl)2] < ∞ ensures that
E[D˜ln] → E[D˜l] < ∞. Thus for any ε, δ > 0 (appropriately choosing ε′ in the bounds above), for
n large enough
(4.57) E
[
ϕ((BCMn, V
r
n ))
] ≤ E[Dr]E[D˜l] + εδ/18 = E[ϕ((BPr, 0))]+ εδ/18.
By the choice of K according to (4.47),
(4.58) E
[
ϕ((BPr, 0))
]− E[ϕ((BPr, 0)) ∧K] < εδ/18.
Since EV rn
[
ϕ((BCMn, V
r
n )) ∧K
∣∣ωn] is bounded, the convergence in probability in (4.45) implies
convergence of mean. Thus, for n large enough,
(4.59)
∣∣E[ϕ((BCMn, V rn )) ∧K]− E[ϕ((BPr, 0)) ∧K]∣∣ < εδ/18.
Noting that E
[
ϕ((BCMn, V
r
n )) ∧K
] ≤ E[ϕ((BCMn, V rn ))] and combining (4.57-4.59) via the tri-
angle inequality, we obtain that for n large enough,
(4.60) E
[
ϕ((BCMn, V
r
n ))
]− E[ϕ((BCMn, V rn )) ∧K] ≤ 3εδ/18 = εδ/6.
Then (4.48) follows by Markov’s inequality. Combining (4.46-4.48) via the triangle inequality
implies (4.41). Since we have previously reduced (2.37) to this statement, this concludes the proof
of Claim 2.11. 
4.4.3. Proof of Theorem 2.12 (iii). Recall X(2)a,b and L
(k)
n from (2.34-2.35). By Claim 2.11, to show
that |L(2)n |/|L(1)n | = oP(1), it is sufficient to prove that |L(2)n | = oP(Mn). We prove this via a first
moment method by showing that E[|L(2)n |] = o(Mn), for which we compute
(4.61) E
[|L(2)n |] = E[ ∑
a,b∈Vr
a6=b
1{X(2)a,b≥2}
]
=
∑
a,b∈Vr
a 6=b
P
(
X(2)a,b ≥ 2
)
.
For some K yet to be chosen, we split the sum
(4.62)
∑
a,b∈Vr
a 6=b
P
(
X(2)a,b ≥ 2
)
=
∑
a,b∈Vr
a 6=b
dra≤K
P
(
X(2)a,b ≥ 2
)
+
∑
a,b∈Vr
a 6=b
dra>K
P
(
X(2)a,b ≥ 2
)
.
We start by bounding the first term. By the union bound,
(4.63)
P
(
X(2)a,b ≥ 2
)
= P
(∃v, w ∈ Vl, v < w : v, w ∈ Coma ∩ Comb)
≤ 1
2
∑
v,w∈Vl
v 6=w
P
(
v, w ∈ Coma ∩ Comb
)
≤
∑
v,w∈Vl
v 6=w
dra(d
r
a − 1)drb (drb − 1)dlv(dlv − 1)dlw(dlw − 1)
2 · hn(hn − 1)(hn − 2)(hn − 3) .
For n large enough, 2hn(hn − 1)(hn − 2)(hn − 3) ≥ h4n, thus
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(4.64)
P
(
X(2)a,b ≥ 2
) ≤ dra(dra − 1)drb (drb − 1)
h2n
∑
v,w∈Vl
v 6=w
dlv(d
l
v − 1)
hn
dlw(d
l
w − 1)
hn
≤ d
r
a(d
r
a − 1)drb (drb − 1)
h2n
(
E[D˜ln]
)2
,
where we have used (1.1) and that hn = E[Dln]Nn. Then, using that hn =
∑
b∈Vr d
r
b ,
(4.65)
∑
a,b∈Vr
a 6=b
dra≤K
P
(
X(2)a,b ≥ 2
) ≤ (E[D˜ln])2 ∑
a,b∈Vr
a 6=b
dra≤K
dra(d
r
a − 1)drb (drb − 1)
h2n
<
(
E[D˜ln]
)2
K2Mn
∑
b∈Vr
drb (d
r
max − 1)
h2n
≤ (E[D˜ln])2K2Mn drmaxhn .
We continue by bounding the contribution due to dra > K. Using Markov’s inequality, we obtain
an alternative bound for the probability
(4.66) P
(
X(2)a,b ≥ 2
) ≤ E[X(2)a,b]/2.
By (2.34),
(4.67) E[X(2)a,b] =
∑
v∈Vl
P
(
v ∈ Coma ∩ Comb
) ≤ ∑
v∈Vl
drad
l
v(d
l
v − 1)drb
hn(hn − 1) =
drad
r
b
hn − 1E[D˜
l
n].
Consequently, combining (4.66-4.67), and using that
∑
b∈Vr d
r
b = hn ≤ 2(hn − 1) for n large
enough,
(4.68)
∑
a,b∈Vr
a6=b
dra>K
P
(
X(2)a,b ≥ 2
) ≤ E[D˜ln]
2
∑
b∈Vr
drb
hn − 1
∑
a∈Vr
dra>K
dra ≤ E[D˜ln]
∑
a∈Vr
dra1{dra>K}.
Combining (4.62), (4.65) and (4.68),
(4.69)
E[|L(2)|]
Mn
≤ (E[D˜ln])2K2 drmaxhn + E[D˜ln] 1Mn ∑
a∈Vr
dra1{dra>K}
=
(
E[D˜ln]
)2
K2
drmax
hn
+ E[D˜ln]E[Drn1{Drn>K}].
Fix an arbitrary ε > 0. By (2.36), E[D˜ln] → E[D˜l] < ∞. By Assumption 2.4 (c-d), (Drn)n∈N is
uniformly integrable, thus we can choose K = K(ε) large enough so that for all n large enough,
(4.70) E[D˜ln]E[Drn1{Drn>K}] ≤ ε/2.
By Remark 2.5 (iv), drmax/hn → 0, thus with the fixed K = K(ε), for n large enough,
(4.71)
(
E[D˜ln]
)2
K2
drmax
hn
≤ ε/2.
We conclude that for n large enough, E[|L(2)n |]/Mn ≤ ε, as required. This concludes the first
moment method and the proof of Theorem 2.12 (iii). 
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