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SOME EXTENSION ALGEBRAS FOR STANDARD MODULES
OVER KLR ALGEBRAS OF TYPE A
DOEKE BUURSMA, ALEXANDER KLESHCHEV, AND DAVID J. STEINBERG
Abstract. Khovanov-Lauda-Rouquier algebras Rθ of finite Lie type are affine
quasihereditary with standard modules ∆(pi) labeled by Kostant partitions of θ.
Let ∆ be the direct sum of all standard modules. It is known that the Yoneda
algebra Eθ := Ext
∗
Rθ
(∆,∆) carries a structure of an A∞-algebra which can be
used to reconstruct the category of standardly filtered Rθ-modules. In this paper,
we explicitly describe Eθ in two special cases: (1) when θ is a positive root in type
A, and (2) when θ is of Lie type A2. In these cases, Eθ turns out to be torsion free
and intrinsically formal. We provide an example to show that the A∞-algebra Eθ
is non-formal in general.
1. Introduction
Let Rθ,F be a Khovanov-Lauda-Rouquier (KLR) algebra of finite Lie type over
a field F corresponding to θ ∈ Q+ [7, 16]. It is known that Rθ,F is affine quasi-
hereditary [1, 4, 9, 10], and in particular it comes with a family of standard modules
{∆(π)F | π ∈ KP(θ)}, where KP(θ) is the set of Kostant partitions of θ. KLR
algebras are defined over Z, so we have a Z-algebra Rθ with Rθ,F ∼= Rθ ⊗Z F. The
standard modules have natural integral forms ∆(π) with ∆(π)F ∼= ∆(π) ⊗Z F. All
modules and algebras are explicitly graded, and we refer to these gradings as KLR
gradings.
Let ∆ :=
⊕
π∈KP(θ)∆(π). The Yoneda algebra Eθ := Ext
∗
Rθ
(∆,∆) carries a
structure of an A∞-algebra [3], which can be used to reconstruct the category F(∆)
of modules which admit a finite filtration by standard modules [5, 6, 12]. In view
of [1, Corollary 3.14] and [11, Theorem 4.28], understanding F(∆) is relevant for
computing formal characters of the simple modules L(π)F of Rθ,F. The smallest
known example where the formal characters depend on the characteristic of F occurs
in Lie type A5, see [18] (cf. [1, §2.6]).
We now assume that the Lie type is A∞ with simple roots {αi | i ∈ Z} so that
the set of positive roots Φ+ is {αi + αi+1 + · · · + αj | i ≤ j}. There is a natural
lexicographic total order > on Φ+. Let Q+ be the positive root lattice, and fix θ ∈
Q+. If θ =
∑
kiαi, we define the height of θ as ht(θ) :=
∑
ki. A Kostant partition
of θ is a sequence π = (βm11 , . . . , β
mt
t ) where m1, . . . ,mt ∈ Z>0, β1 > · · · > βt are
positive roots, and m1β1 + · · ·+mtβt = θ.
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We consider the Yoneda algebra Eθ as the Z-linear category whose objects are
KP(θ), and the set of morphisms from ρ ∈ KP(θ) to σ ∈ KP(θ) is
Eθ(ρ, σ) := Ext
∗
Rθ
(∆(ρ),∆(σ)).
The composition gf of g ∈ Eθ(σ, τ) and f ∈ Eθ(ρ, σ) is obtained using the composi-
tion of lifts of g in HomRθ (P
σ
• , P
τ
• ) and f in HomRθ (P
ρ
• , P
σ
• ), where P
π
• is a projective
resolution of ∆(π) for π ∈ KP(θ). The category Eθ has a homological grading for
which the homogeneous components are Emθ (ρ, σ) := Ext
m
Rθ
(∆(ρ),∆(σ)), and a KLR
grading which is inherited from the KLR grading on the standard modules. We use
q to denote the KLR degree shift functor. Theorems A and B describe the category
Eθ (as a bigraded category) in two special cases: (1) when θ is an arbitrary positive
root, and (2) when θ is of type A2, i.e. θ is of the form c1α1 + c2α2.
1.1. The case where θ is a positive root. Let θ = αa+αa+1+ · · ·+αb+1 ∈ Φ+.
Set l := b + 2 − a = ht(θ) and consider the polynomial algebra X := Z[x1, . . . , xl].
We consider X to be graded with degxr = 2. Note that KP(θ) is in bijection with
the set of subsets of [1, l − 1]: the subset associated to ρ = (β1, . . . , βu) ∈ KP(θ) is
Dρ := {d1, . . . , du−1} where dt := ht(β1) + · · · + ht(βt). For such Dρ, set d0 := 0
and du := l, and let J
ρ be the ideal of X generated by all xr − xs such that there is
1 ≤ t ≤ u with dt−1 < r, s ≤ dt. Define X
ρ := X/Jρ. If Dρ ⊆ Dσ, then J
σ ⊆ Jρ so
we have a natural projection pσρ : X
σ
։X ρ. We use the notation C ⊆m D to indicate
that C ⊆ D with |D \ C| = m.
Theorem A. Let θ = αa + αa+1 + · · · + αb+1 ∈ Φ+ be a positive root. We have
Emθ (ρ, σ)
∼=
{
q−mX ρ if Dρ ⊆m Dσ,
0 otherwise.
If Dρ ⊆m Dσ ⊆n Dτ with f ∈ q
−mX ρ ∼= Eθ(ρ, σ) and g ∈ q
−nX σ ∼= Eθ(σ, τ), then
the composition of g with f is given by pσρ (g)f ∈ q
−(m+n)X ρ ∼= Eθ(ρ, τ).
1.2. The A2 case. For a nonnegative integer k, let Λk be the algebra of symmetric
polynomials in k variables. We impose a grading on Λk where linear symmetric
polynomials have degree 2. The space Λk is a free Z-module with basis {sλ | λ ∈
P(k)}, where P(k) is the set of partitions with at most k parts, and sλ is the Schur
polynomial corresponding to λ [14, §I.3]. Letting V be the free graded Z-module
with basis {v0, v1, v2, . . .} such that deg vi := 2i, there is an isomorphism of graded
Z-modules
γk : Λk
∼
−→ q−k(k−1)
∧kV, s(λ1,...,λk) 7→ vλk ∧ vλk−1+1 ∧ · · · ∧ vλ1+k−1 (1.1)
where
∧kV is the kth exterior power of V . Define
− ⋆− : Λa ⊗ Λb → q
2abΛa+b, f ⊗ g 7→ γ
−1
a+b(γa(f) ∧ γb(g)). (1.2)
Considering Λa+b to be a subalgebra of Λa⊗Λb in the obvious way, we have that
Λa ⊗ Λb is free as a Λa+b-module with basis {sλ ⊗ 1 | λ ∈ P(a, b)}, where P(a, b)
is the set of partitions with at most a nonzero parts, the first part being at most b,
see [13, PARTL.1.5] and [15, Proposition 2.6.8]. Moreover, [13, SCHUB.1.7] provides
an explicit algorithm for writing any element of Λa⊗Λb as a Λa+b-linear combination
of the basis elements sλ ⊗ 1.
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Let c1, c2 ∈ Z≥0 and θ = c1α1 + c2α2. Note that there is a bijection
[0,min{c1, c2}]
∼
←→ KP(θ), r 7→ (αc2−r2 , (α1 + α2)
r, αc1−r1 ), rρ ← [ ρ.
For ρ, σ ∈ KP(θ) with rρ ≥ rσ, let
ω(ρ, σ) := −(rρ − rσ)(1 + (c1 − rρ) + (c2 − rρ)),
Λ(ρ, σ) := qω(ρ,σ)Λc2−rρ ⊗ Λrρ−rσ ⊗ Λrσ ⊗ Λc1−rρ ,
Pρ,σ := P(rρ − rσ, rσ).
If f ∈ Λrρ−rσ , we write
fρ,σ := 1Λc2−rρ ⊗ f ⊗ 1Λrσ ⊗ 1Λc1−rρ ∈ Λ(ρ, σ).
Then note that Λ(ρ, σ) is a free right Λ(ρ, ρ)-module with basis {sρ,σλ | λ ∈ Pρ,σ}.
We make Λ(ρ, σ) into a left Λ(σ, σ)-module via the composition of algebra homo-
morphisms:
ξ : Λ(σ, σ)→֒Λc2−rρ ⊗ Λrρ−rσ ⊗ Λrσ ⊗ Λrρ−rσ ⊗ Λc1−rρ։q
−ω(ρ,σ)Λ(ρ, σ);
the first map uses the embeddings Λc2−rσ →֒Λc2−rρ ⊗ Λrρ−rσ and Λc1−rσ →֒Λrρ−rσ ⊗
Λc1−rρ , and the second map is a⊗ b⊗ c⊗ d⊗ e 7→ a⊗ bd⊗ c⊗ e (which we think of
as identifying the two factors of Λrρ−rσ).
If ρ, σ, τ ∈ KP(θ) with rρ ≥ rσ ≥ rτ , the tensor product Λ(σ, τ) ⊗Λ(σ,σ) Λ(ρ, σ) is
now a free right Λ(ρ, ρ)-module with basis
{sσ,τµ ⊗ s
ρ,σ
λ | µ ∈ Pσ,τ , λ ∈ Pρ,σ}
and we define a map of right Λ(ρ, ρ)-modules
Θ : Λ(σ, τ) ⊗Λ(σ,σ) Λ(ρ, σ)→ Λ(ρ, τ), s
σ,τ
µ ⊗ s
ρ,σ
λ 7→ (sµ ⋆ sλ)
ρ,τ .
Let
− ⋄ − : Λ(σ, τ)⊗Z Λ(ρ, σ)→ Λ(ρ, τ), g ⊗ f 7→ Θ(g ⊗ f).
Thus, to compute g ⋄ f for some g ∈ Λ(σ, τ) and f ∈ Λ(ρ, σ), the following steps
must be performed: (1) write g =
∑
µ∈Pσ,τ
sσ,τµ gµ with gµ ∈ Λ(σ, σ), (2) for each
µ ∈ Pσ,τ , write ξ(gµ)f =
∑
λ∈Pρ,σ
sρ,σλ hµ,λ with hµ,λ ∈ Λ(ρ, ρ), (3) we have
g ⋄ f =
∑
µ∈Pσ,τ , λ∈Pρ,σ
(sµ ⋆ sλ)
ρ,τhµ,λ.
Theorem B. Let c1, c2 ∈ Z≥0 and θ = c1α1 + c2α2. We have
Emθ (ρ, σ) =
{
Λ(ρ, σ) if m = rρ − rσ ≥ 0,
0 otherwise.
If rρ ≥ rσ ≥ rτ with f ∈ Λ(ρ, σ) ∼= Eθ(ρ, σ) and g ∈ Λ(σ, τ) ∼= Eθ(σ, τ), then the
composition of g with f is given by g ⋄ f ∈ Λ(ρ, τ) ∼= Eθ(ρ, τ).
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1.3. Formality. For θ as in Theorem A or B, note that ExtRθ (∆(ρ),∆(σ)) is
torsion-free as a Z-module. We do not know if this is true in general.
Also note that because ExtRθ(∆(ρ),∆(σ)) is concentrated in homological degree
|Xσ \Xρ| (in the case of Theorem A) or rρ− rσ (in the case of Theorem B), the A∞-
category structure of Eθ must have mn = 0 unless n = 2, so that Eθ is intrinsically
formal, see [5, §3.3]. In Section 5, we show that intrinsic formality and even formality
does not occur in general:
Example C. If θ = α1 + 2α2 + α3, then the A∞-category Eθ is non-formal.
1.4. The structure of the paper. The proofs of Theorems A and B occupy Sec-
tions 3 and 4, respectively. In the preliminary Section 2, we review the definition of
the KLR algebra Rθ and the standard modules ∆(π).
In §3.1 and §4.1, we record the relevant special cases of the projective resolution
P ρ• of ∆(ρ) constructed in [2]. This resolution is finite and has the form P
ρ
• =
· · ·
d1→ P ρ1
d0→ P ρ0
ερ
→ ∆(ρ) with P ρn =
⊕
x∈Xn
qsxRθ1x for some explicit index set Xn,
integers sx, and idempotents 1x. The map dn : P
ρ
n+1 → P
ρ
n can be described as right
multiplication by an Xn+1 ×Xn matrix (d
y,x
n ) for some d
y,x
n ∈ 1yRθ1x.
In §3.2 and §4.3, we use the isomorphism HomRθ(Rθ1x,∆(σ))
∼= 1x∆(σ) to de-
scribe the complex Hom•Rθ (P
ρ
• ,∆(σ)) in terms of familiar objects from commutative
algebra; in the case of Theorem A, these objects are polynomial rings and in the
case of Theorem B, they are rings of symmetric polynomials. It turns out that in
both cases, the complex Hom•Rθ(P
ρ
• ,∆(σ)) is isomorphic to a Koszul complex corre-
sponding to an explicit regular sequence, and we can therefore compute its homology
H(Hom•Rθ (P
ρ
• ,∆(σ))) =: Eθ(ρ, σ) as a bigraded Z-module.
It remains to describe the composition in the category Eθ. This is done in §3.3
and §4.4, where we explicitly lift elements of Hom•Rθ(P
ρ
• ,∆(σ)) to Hom
•
Rθ
(P ρ• , P
σ
• ).
The function composition map Hom•Rθ (P
σ
• , P
τ
• )⊗Hom
•
Rθ
(P ρ• , P
σ
• )→ Hom
•
Rθ
(P ρ• , P
τ
• )
induces a map on homology Eθ(σ, τ) ⊗ Eθ(ρ, σ)→ Eθ(ρ, τ) which is the composition
in the category Eθ.
In Section 5, we review the A∞-category structure on Eθ following [3, 5, 6] and
provide details for Example C.
2. Preliminaries
2.1. Basic notation. Throughout, we work over an arbitrary principal ideal do-
main k (since everything is defined over Z, one could just consider the case k = Z).
For r, s ∈ Z, we use the segment notation [r, s] := {t ∈ Z | r ≤ t ≤ s}, [r, s) :=
{t ∈ Z | r ≤ t < s}, etc.
Let q be a variable, and Z((q)) be the ring of Laurent series. For n ∈ Z≥0, we
define
[n] :=
qn − q−n
q − q−1
, [n]± := q
±(n−1)[n], [n]!(±) := [1](±)[2](±) · · · [n](±),
and if 0 ≤ m ≤ n, [
n
m
]
(±)
:=
[n]!(±)
[m]!(±)[n−m]
!
(±)
.
We denote by Sd the symmetric group on d letters considered as a Coxeter group
with generators {sr := (r, r+ 1) | 1 ≤ r < d} and the corresponding length function
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ℓ. The longest element of Sd is denoted w0 or w0,d. By definition, Sd acts on [1, d]
on the left. For a set I the d-tuples from Id are written as words i = i1 · · · id. The
group Sd acts on I
d via place permutations: w · i = iw−1(1) · · · iw−1(d).
Given a composition µ = (µ1, . . . , µk) of d, we have the corresponding standard
parabolic subgroup Sµ := Sµ1 × · · · ×Sµk ≤ Sd. We denote by D
µ the set of the
shortest coset representatives for Sd/Sµ.
2.2. Symmetric polynomials and the nil-Hecke algebra. We impose a grading
on the polynomial algebra Xd := k[x1, . . . , xd] such that deg(xr) = 2. The symmetric
group Sd acts by automorphisms on Xd via (w ·f)(x1, . . . , xd) := f(xw(1), . . . , xw(d)).
The symmetric polynomial algebra Λd := X
Sd
d has a basis consisting of Schur poly-
nomials
{sλ | λ ∈ P(d)},
where P(d) is the set of partitions with at most d nonzero parts, see [14, §I.3].
For a composition µ = (µ1, . . . , µk) of d, the algebra of µ-partially symmetric
polynomials is Λµ := X
Sµ
d . We often write Λµ1,...,µk for Λµ and identify it with
Λµ1 ⊗ · · · ⊗ Λµk . For a, b ∈ Z≥0, let P(a, b) be the set of partitions with at most a
nonzero parts, each part being at most b. The following is known:
Proposition 2.1. The algebra Λµ is free as a Λd-module, and in the case where
µ = (a, b) with a+ b = d, a basis is given by
{sλ ⊗ 1 | λ ∈ P(a, b)}.
Proof. The freeness assertion is [13, PARTL.1.5], which, when combined with [15,
Proposition 2.6.8], gives the basis assertion. 
For an integer r with 1 ≤ r < d and a reduced decomposition w = sr1 · · · srk ∈ Sd,
the Demazure operators on Xd are defined as follows:
∂r :=
idXd −sr
xr+1 − xr
and ∂w := ∂r1 · · · ∂rk .
Note that ∂w does not depend on the choice of reduced decomposition and is a degree
−2ℓ(w) element of Endk Xd.
For integers r, i, j ≥ 0 with r + i+ j ≤ d, define
Ur;i,j ∈ Sd (2.2)
to be the permutation which maps the interval [r+1, r+ i] increasingly onto [r+1+
j, r+ i+ j], and the interval [r+ i+1, r+ i+ j] increasingly onto [r+1, r+ j], and
fixes all other elements of [1, d]. For example, we have Ur;1,1 = sr+1 = (r+ 1 r+ 2).
Recalling (1.2), we have:
Proposition 2.3. [8, Proposition 2.9] Let a, b ∈ Z≥0 with f ∈ Λa and g ∈ Λb.
Then ∂U0;a,b(f ⊗ g) = f ⋆ g.
Proof. Since we use different conventions from [8], we provide a translation for the
reader’s convenience. For w ∈ Sa+b, let ∂
′
w := (−1)
ℓ(w)∂w. If k ∈ Z≥0, recalling
(1.1), let γ′k := (−1)
(k2)γk and note that γ
′
k(sλ) = vλ1+k−1∧vλ2+k−2∧· · ·∧vλk ∈
∧kV
for any λ = (λ1, . . . , λk) ∈ P(k). By [8, Proposition 2.9], we have ∂
′
U0;a,b
(f ⊗ g) =
(γ′a+b)
−1m(γ′a ⊗ γ
′
b)(f ⊗ g), so
∂U0;a,b(f ⊗ g) = (−1)
ℓ(w)∂′U0;a,b(f ⊗ g)
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= (−1)ab(γ′a+b)
−1m(γ′a ⊗ γ
′
b)(f ⊗ g)
= (−1)ab+(
a+b
2 )+(
a
2)+(
b
2)(γa+b)
−1m(γa ⊗ γb)(f ⊗ g)
= f ⋆ g. 
Define
x0 = x0,d :=
d∏
r=1
xr−1r ∈ Xd.
The following is well-known and easy to check:
Lemma 2.4. We have ∂w0(fx0) = f for all f ∈ Λd.
The nil-Hecke algebra NHd is given by generators τ1, . . . , τd−1, x1, . . . , xd subject
only to the relations
xrxt = xtxr, τ
2
r = 0, τrτr+1τr = τr+1τrτr+1, τrτs = τsτr (|r − s| > 1),
τrxr = xr+1τr − 1, τrxr+1 = xrτr + 1, τrxs = xsτr (s 6= r, r + 1).
For a reduced decomposition w = sr1 · · · srk ∈ Sd, we have a well-defined element
τw := τr1 · · · τrk . It is well-known that {τwx
k1
1 . . . x
kd
d | w ∈ Sd, k1, . . . , kd ∈ Z≥0} is
a basis of NHd. In particular, we identify Xd as a subalgebra of NHd.
Theorem 2.5. [7, Theorem 2.9] The center of NHd is equal to Λd.
We consider Xd as anNHd-module with τw acting by ∂w and xr acting by multipli-
cation with xr. Then we have the following easy to check and well-known properties:
Lemma 2.6. Let d ∈ Z≥0, f ∈ Xd, and w ∈ Sd. Then in NHd, we have
τw0fτw = τw0∂w−1(f) and τwfτw0 = ∂w(f)τw0 .
Define the following elements of NHd:
ed := x0,dτw0,d and e
′
d := τw0,dx0,d. (2.7)
Lemmas 2.4 and 2.6 yield:
Lemma 2.8. In NHd, the elements ed and e
′
d are idempotents. Moreover,
(i) τw0fτw0 = 0 for any f ∈ Xd with deg f < d(d − 1), and
(ii) τw0x0τw0 = τw0.
2.3. KLR Algebras. From now on, we set I := Z. If i, j ∈ I with |i − j| = 1 we
set εi,j := j − i ∈ {1,−1}. We identify I with the set of vertices of the Dynkin
diagram of type A∞ and denote by (ci,j)i,j∈I the corresponding Cartan matrix so
that ci,j = 2 if i = j, ci,j = −1 if |i − j| = 1, and ci,j = 0 otherwise. We use the
notation Q+, Φ+, ht, etc. introduced in Section 1.
For θ ∈ Q+ of height d, we define I
θ := {i = i1 · · · id ∈ I
d | αi1 + · · · + αid = θ}.
Let Z((q)) · Iθ :=
⊕
i∈Iθ Z((q)) · i. For 1 ≤ k ≤ t, suppose θk ∈ Q+ are such that
θ1 + · · · + θt = θ, and set dk := ht(θk). If i
k ∈ Iθk , then the concatenation i1 · · · it
is considered as an element of Iθ. Set i1 · · · it =: i1 · · · id. Then the quantum shuffle
product is
i1 ◦ · · · ◦ it :=
∑
w∈D(d1,...,dt)
q−e(w)w · (i1 · · · it) ∈ Z((q)) · Iθ, (2.9)
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where e(w) :=
∑
n<m,w(n)>w(m) cin,im . If ak ∈ Z((q)) · I
θk , we define a1 ◦ · · · ◦ at ∈
Z((q)) · Iθ extending (2.9) by linearity.
The KLR algebra [7, 16] corresponding to θ as above is the unital k-algebra Rθ
(with identity denoted 1θ) with generators
{1i | i ∈ I
θ} ∪ {y1, . . . , yd} ∪ {ψ1, . . . , ψd−1}
and defining relations
yrys = ysyr; (R1)
1i1j = δi,j1i and
∑
i∈Iθ
1i = 1θ; (R2)
yr1i = 1iyr and ψr1i = 1sr ·iψr; (R3)
(ψryt − ysr(t)ψr)1i = δir ,ir+1(δt,r+1 − δt,r)1i; (R4)
ψ2r1i =

0 if ir = ir+1,
εir ,ir+1(yr − yr+1)1i if |ir − ir+1| = 1,
1i otherwise;
(R5)
ψrψs = ψsψr if |r − s| > 1; (R6)
(ψr+1ψrψr+1 − ψrψr+1ψr)1i =
{
εir ,ir+11i if |ir − ir+1| = 1 and ir = ir+2,
0 otherwise.
(R7)
The right-hand sides of relations (R4) and (R7), when they are nonzero, will be
referred to as error terms. The algebra Rθ is graded with deg 1i = 0; deg(ys) = 2;
deg(ψr1i) = −cir ,ir+1.
We will use the Khovanov-Lauda [7] diagrammatic notation for elements of Rθ.
In particular, for i = i1 · · · id ∈ I
θ, 1 ≤ r < d and 1 ≤ s ≤ d, we denote
1i =
i1 i2
· · ·
· · · id
, 1iψr =
i1
· · ·
· · · ir−1 ir+1ir ir+2
· · ·
· · · id
, 1iys =
i1
· · ·
· · · is−1 is is+1
· · ·
· · · id
.
For each element w ∈ Sn, fix a reduced expression w = sr1 · · · srl which determines
an element ψw = ψr1 · · ·ψrl . This element depends on the reduced expression of w.
Theorem 2.10. [7, Theorem 2.5], [16, Theorem 3.7] Let θ ∈ Q+ and d = ht(θ).
Then the following sets are k-bases of Rθ:
{ψwy
k1
1 . . . y
kd
d 1i | w ∈ Sd, k1, . . . , kd ∈ Z≥0, i ∈ I
θ},
{yk11 . . . y
kd
d ψw1i | w ∈ Sd, k1, . . . , kd ∈ Z≥0, i ∈ I
θ}.
We identify the polynomial algebra
Yd := k[y1, . . . , yd] (2.11)
with the subalgebra of Rθ generated by {y1, . . . , yd} according to Theorem 2.10.
The following lemma often simplifies calculations in Rθ.
Lemma 2.12. Let i1, . . . , il ∈ I be distinct, θ := αi1 + · · · + αil , i = i1 · · · il ∈ I
θ,
and w,w′ ∈ Sl. In Rθ, we have ψw′ψw1i = ψw′w1i unless there are r, s ∈ [1, l] such
that |ir − is| = 1, r < s, w(r) > w(s), and w
′w(r) < w′w(s).
8 DOEKE BUURSMA, ALEXANDER KLESHCHEV, AND DAVID J. STEINBERG
Proof. As i1, . . . , il are distinct, the braid relation (R7) holds without error term in
Rθ. Moreover, so long as there is no pair r, s as in the statement, the only quadratic
relations we need to use are of the form ψ2t 1j = 1j . Therefore ψwψw′1i simplifies
directly to ψww′1i as claimed. 
2.4. Parabolic subalgebras and divided power idempotents. Let θ1, . . . , θt ∈
Q+ and set θ := θ1 + · · · + θt. Let
1θ1,...,θt :=
∑
i1∈Iθ1 ,...,it∈Iθt
1i1···it ∈ Rθ.
Then we have an algebra embedding
ιθ1,...,θt : Rθ1 ⊗ · · · ⊗Rθt →֒1θ1,...,θtRθ1+···+θt1θ1,...,θt (2.13)
obtained by horizontal concatenation of the Khovanov-Lauda diagrams. For r1 ∈
Rθ1 , . . . , rt ∈ Rθt we often write
r1 ◦ · · · ◦ rt := ιθ1,...,θt(r1 ⊗ · · · ⊗ rt).
For example,
1i1 ◦ · · · ◦ 1it = 1i1···it (i
1 ∈ Iθ1 , . . . , it ∈ Iθt). (2.14)
We fix for the moment i ∈ I, d ∈ Z≥0 and take θ = dαi. Then we have an
isomorphism ϕ : NHd
∼
−→ Rdαi , xr 7→ yr, τs 7→ ψs. Recalling (2.7) and Lemma 2.8,
the following element is an idempotent in Rdαi :
1i(d) := ϕ(e
′
d).
Now let θ ∈ Q+ be arbitrary. We define I
θ
div to be the set of all expressions of the
form i
(d1)
1 · · · i
(dr)
r with d1, . . . , dr ∈ Z≥0, i1, . . . , ir ∈ I and d1αi1 + · · · + drαir = θ.
We refer to such expressions as divided power words. We identify Iθ with the subset
of Iθdiv which consists of all divided power words as above with all dk = 1. We use
the same notation for concatenation of divided power words as for concatenation of
words. For i = i
(d1)
1 · · · i
(dr)
r ∈ Iθdiv, we define
i!(±) := [d1]
!
(±) · · · [dr]
!
(±), and iˆ := i
d1
1 · · · i
dr
r ∈ I
θ, (2.15)
and the corresponding divided power idempotent is
1i = 1i(d1)1 ···i
(dr)
r
:= 1
i
(d1)
1
◦ · · · ◦ 1
i
(dr)
r
∈ Rθ.
We have the following generalization of (2.14):
1i1 ◦ · · · ◦ 1it = 1i1···it (i
1 ∈ Iθ1div, . . . , i
t ∈ Iθtdiv).
Lemma 2.16. In the algebra Rdαi , if r1 + · · ·+ rt = d then 1i(r1)···i(rt)ψw0,d = ψw0,d
and 1i(r1)···i(rt)1i(d) = 1i(d) .
Proof. Write ψw0,d = (ψw0,r1 ◦· · ·◦ψw0,rt )ψu for some u ∈ Sd and use Lemma 2.8. 
To be used as part of the Khovanov-Lauda diagrammatics, we denote
ψw0,d =: w0 , y0,d =: y0 , 1i(d) =
i
· · ·
· · · i
y0
w0
=: id .
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For example, if d = 3, we have
1i3ψw0 =
i i i
w0
=
iii
, 1i3y0 =
i i i
y0
=
i i i
, 1i(3) =
iii
.
More generally, we denote
1
i
(d1)
1 ··· i
(dr)
r
=: id11 · · · i
dr
r
.
2.5. Modules over Rθ. Let θ ∈ Q+. We denote by Rθ–Mod the category of
graded left Rθ-modules. The morphisms in this category are all homogeneous degree
zero Rθ-homomorphisms, which we denote homRθ (−,−). For V ∈ Rθ–Mod, let
qdV denote its grading shift by d, so if Vm is the degree m component of V , then
(qdV )m = Vm−d. More generally, for a Laurent series a = a(q) =
∑
d adq
d ∈ Z((q))
with non-negative coefficients, we set aV :=
⊕
d(q
dV )⊕ad . For U, V ∈ Rθ–Mod, we
set HomRθ(U, V ) :=
⊕
d∈ZHomRθ (U, V )d, where
HomRθ(U, V )d := homRθ(q
dU, V ) = homRθ(U, q
−dV ).
We define ExtmRθ(U, V ) and EndRθ(U) similarly from ext
m
Rθ
(U, V ) and endRθ(U).
For a free k-module V of finite rank we denote the rank of V by dimV . A graded
k-module V =
⊕
m∈Z Vm is called Laurentian if the graded components Vm are free
of finite rank for all m ∈ Z and Vm = 0 for m ≪ 0. For example Rθ itself is
Laurentian by Theorem 2.10. The graded rank of a Laurentian k-module V is
dimq V :=
∑
m∈Z
(dimVm)q
m ∈ Z((q)).
Recall that the ground ring k is assumed to be a PID. The following standard
result often allows us to reduce to the case where k is a field.
Lemma 2.17. If ϕ : V →W is a degree 0 homomorphism of Laurentian k-modules
such that the induced map ϕ : V/JV → W/JW is an isomorphism of k/J-vector
spaces for every maximal ideal J , then ϕ is an isomorphism.
We say that an Rθ-module V is Laurentian if it is so as a k-module. Recalling
(2.15), for a Laurentian Rθ-module V and i ∈ I
θ
div, by [7, §2.5], we have
dimq(1iV ) =
1
i!+
dimq(1iˆV ), (2.18)
which explains the usage of the term “divided power word” for i ∈ Iθdiv. If V is
a Laurentian Rθ-module then each 1iV is a Laurentian k-module, and so we can
define the formal character of V as follows:
chq V :=
∑
i∈Iθ
(dimq 1iV ) · i ∈ Z((q)) · I
θ.
Note that chq(q
dV ) = qd chq(V ).
For θ1, . . . , θt ∈ Q+ and θ := θ1 + · · ·+ θt, recalling (2.13), we have a functor
Indθ1,...,θt = Rθ1θ1,...,θt ⊗Rθ1⊗···⊗Rθt − : (Rθ1 ⊗ · · · ⊗Rθt)–Mod→ Rθ–Mod .
For V1 ∈ Rθ1–Mod, . . . , Vt ∈ Rθt–Mod, we denote by V1 ⊠ · · · ⊠ Vt the k-module
V1 ⊗ · · · ⊗ Vt, considered naturally as an (Rθ1 ⊗ · · · ⊗Rθt)-module, and set
V1 ◦ · · · ◦ Vt := Indθ1,...,θt V1 ⊠ · · ·⊠ Vt.
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By Theorem 2.10, setting dk := ht(θk), we have
V1 ◦ · · · ◦ Vt =
⊕
w∈D(d1,...,dt)
ψw ⊗ V1 ⊗ · · · ⊗ Vt. (2.19)
If V1, . . . , Vt are Laurentian, then by [7, Lemma 2.20], recalling (2.9), we have
chq(V1 ◦ · · · ◦ Vt) = chq(V1) ◦ · · · ◦ chq(Vt). (2.20)
For v1 ∈ V1, . . . , vt ∈ Vt, we denote
v1 ◦ · · · ◦ vt := 1θ1,...,θt ⊗ v1 ⊗ · · · ⊗ vt ∈ V1 ◦ · · · ◦ Vt.
If i1 ∈ Iθ1div, . . . , i
t ∈ Iθtdiv, it is easy to check that
Rθ11i1 ◦ · · · ◦Rθt1it
∼= Rθ1i1···it . (2.21)
Since Rθ1θ1,...,θt is a free right Rθ1⊗· · ·⊗Rθt-module of finite rank by Theorem 2.10,
we get the following well-known properties:
Proposition 2.22. The functor Indθ1,...,θt is exact and sends finitely generated pro-
jectives to finitely generated projectives.
Let again θ1, . . . , θt ∈ Q+ and θ = θ1 + · · · + θt. Suppose (C
k
• , dk) is a chain
complexes of Rθk -modules for 1 ≤ k ≤ t. Let (C
1
• ◦ · · · ◦ C
t
•)n :=
⊕
p1+···+pt=n
C1p1 ◦
· · · ◦ Ctpt, and for x1 ∈ C
1
p1
, . . . , xt ∈ C
t
pt , define
d(x1 ◦ · · · ◦ xt) :=
t∑
k=1
(−1)pk+1+···+ptx1 ◦ · · · ◦ xk−1 ◦ dk(xk) ◦ xk+1 ◦ · · · ◦ xt.
Then (C1• ◦ · · · ◦ C
t
•, d) is a chain complex of Rθ-modules. Proposition 2.22 and [17,
Lemma 2.7.3] immediately imply the following.
Lemma 2.23. If Ck• is a projective resolution of Mk ∈ Rθk–Mod for 1 ≤ k ≤ t,
then C1• ◦ · · · ◦ C
t
• is a projective resolution of M1 ◦ · · · ◦Mt ∈ Rθ–Mod.
2.6. Standard modules. The algebra Rθ is affine quasihereditary in the sense
of [9]. In particular, it comes with an important class of standard modules, which
we now describe explicitly following [1].
Fix β = αi+ · · ·+αj ∈ Φ+ of height l := j− i+1, and set iβ := i (i+1) · · · j ∈ I
β.
We define the Rβ-module ∆(β) to be a cyclic Rβ-module generated by a vector vβ
of degree 0 with defining relations
• 1ivβ = δi,iβvβ for all i ∈ I
β ;
• ψrvβ = 0 for all 1 ≤ r < l;
• yrvβ = ysvβ for all 1 ≤ r, s ≤ l.
The module ∆(β) can be considered as an (Rβ ,k[x])-bimodule with the right action
given by vβx := y1vβ. Diagrammatically, we represent
vβ =
iβ
· · ·
,
vβx =
iβ
· · ·
= y1vβ =
iβ
· · ·
= · · · = ylvβ =
iβ
· · ·
,
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ψ1vβ =
iβ
· · ·
= · · · = ψl−1vβ =
iβ
· · ·
= 0.
The following lemma is easy to check.
Lemma 2.24. Let β ∈ Φ+. Then there is an isomorphism of right k[x]-modules
k[x]→ ∆(β), 1 7→ vβ .
For m ∈ Z≥0 and β ∈ Φ+, the Rmβ-module ∆(β)◦m is cyclicly generated by v◦mβ .
As explained in [1, §3.2], NHm acts on ∆(β)
◦m on the right so that
v◦mβ xr = v
◦(r−1)
β ◦ (vβx) ◦ v
◦(m−r)
β , v
◦m
β τs = v
◦(s−1)
β ◦ (ψwl,l(vβ ◦ vβ)) ◦ v
◦(m−s−1)
β ,
where wl,l is the longest element of D
(l,l). Diagrammatically, we represent
v◦mβ =
iβ
· · ·
iβ
· · ·
· · ·
iβ
· · ·
,
(vβ ◦ vβ)τ1 =
iβ
· · ·
iβ
· · ·
= ψwl,l(vβ ◦ vβ) =
iβ
· · ·
· · ·
iβ
· · ·
· · ·
.
Let ≤ be the lexicographic total order on Φ+, i.e. for β = αi+ · · ·+αj ∈ Φ+ and
β′ = αi′ + · · · + αj′ ∈ Φ+, we have β < β
′ if and only if either i < i′ or i = i′ and
j < j′. Given θ ∈ Q+, a Kostant partition of θ is a sequence π = (β
m1
1 , . . . , β
mt
t ) such
that m1, . . . ,mt ∈ Z>0, β1 > · · · > βt are positive roots, and m1β1+ · · ·+mtβt = θ.
We denote by KP(θ) the set of all Kostant partitions of θ. For π = (βm11 , . . . , β
mt
t ) ∈
KP(θ),
∆ˆ(π) := q(
m1
2 )+···+(
mt
2 )∆(β1)
◦m1 ◦ · · · ◦∆(βt)
◦mt (2.25)
can now be considered as an (Rθ,NHm1 ⊗ · · · ⊗ NHmt)-bimodule. Recalling (2.7),
we define the corresponding standard module as
∆(π) := ∆ˆ(π)(em1 ⊗ · · · ⊗ emt).
Setting
Λπ := Λm1,...,mt , (2.26)
by Theorem 2.5, ∆(π) is naturally an (Rθ,Λπ)-bimodule. In fact, by [11, Theorem
2.17], the bimodule structure yields the isomorphism
EndRθ (∆(π))
op ∼= Λπ. (2.27)
The module ∆(π) is cyclic as a left Rθ-module with standard generator
vπ := (v
◦m1
β ◦ · · · ◦ v
◦mt
β )(em1 ⊗ · · · ⊗ emt). (2.28)
Noting that ∆(π) = ∆(βm11 ) ◦ · · · ◦∆(β
mt
1 ), by [1, Lemma 3.10], we have an isomor-
phism of Rθ-modules
∆ˆ(π) ∼= [m1]
!
+ · · · [mt]
!
+∆(π). (2.29)
If k is a field, the modules {∆(π) | π ∈ KP(θ)} are the standard modules for an
affine quasihereditary structure on the algebra Rθ, see [1, 9]. If k = Z or Zp, they
can be thought of as integral forms of the standard modules, see [11, §4].
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For ρ ∈ KP(θ), suppose we have a projective resolution of ∆(ρ) of the form
P ρ• = · · ·
d1→ P ρ1
d0→ P ρ0
ερ
→ ∆(ρ) with P ρn =
⊕
x∈Xn
qsxRθ1x for some index set Xn,
integers sx, and idempotents 1x. The map dn : P
ρ
n+1 → P
ρ
n can be described as
right multiplication by an Xn+1 ×Xn matrix Dn = (d
y,x
n ) for some d
y,x
n ∈ 1yRθ1x.
Using the isomorphism HomRθ(q
nRθ1x,∆(σ))
∼
−→ q−n1x∆(σ) and recalling (2.27),
we obtain:
Lemma 2.30. There is an isomorphism of complexes of (right) Λσ-modules
Hom•Rθ(P
ρ
• ,∆(σ))
∼= TP
ρ
•
• (∆(σ)),
where TP
ρ
•
• (σ) = · · ·
d1
← TP
ρ
•
1 (σ)
d0
← TP
ρ
•
0 (σ) with T
P
ρ
•
n (σ) =
⊕
x∈Xn
q−sx1x∆(σ) and
dn given by left multiplication with the Xn+1 ×Xn matrix Dn.
This yields an isomorphism Eθ(ρ, σ) ∼= H(T
P
ρ
•
• (σ)) of Λσ-modules. One can also
use the resolutions P ρ• , P
σ
• , and P
τ
• to describe the composition map Eθ(σ, τ) ⊗
Eθ(ρ, σ) → Eθ(ρ, τ). Indeed, let Hom
m
Rθ
(P ρ• , P
σ
• ) denote the homological degree m
homomorphisms. Then Hom•Rθ (P
ρ
• , P
σ
• ) is a complex with respect to the differential
δ given by
δ(ϕ) := dϕ− (−1)mϕd (2.31)
for ϕ ∈ HommRθ(P
ρ
• , P
σ
• ). We have an isomorphism
H(Hom•Rθ (P
ρ
• , P
σ
• ))
∼= Eθ(ρ, σ) (2.32)
induced by the maps
HommRθ (P
ρ
• , P
σ
• )→ HomRθ(P
ρ
m,∆(σ)), ϕ 7→ (−1)
m(m+1)
2 εσ(ϕ|P ρm). (2.33)
Now the composition map Enθ (σ, τ)⊗E
m
θ (ρ, σ)→ E
n+m
θ (ρ, τ) is induced from the com-
position of homomorphisms HomnRθ(P
σ
• , P
τ
• )⊗Hom
m
Rθ
(P ρ• , P
σ
• )→ Hom
n+m
Rθ
(P ρ• , P
τ
• ).
3. The case where θ is a root
Throughout the section, θ = αa + · · ·+αb+1 (with a ≤ b+1) is a positive root of
height l = b+2−a. There is a bijection from KP(θ) to the set of all subsets of [a, b]
π = (π1, . . . , πu) 7→ Cπ := {max(suppπ2),max(suppπ3), . . . ,max(suppπu)},
where, for a root α = αi + · · · + αj , we let suppα := [i, j]. For π, τ ∈ KP(θ),
if Cτ ⊇ Cπ, we say that τ is a refinement of π and write τ ⊇ π. If, in addition,
|Cτ \Cπ| = n, we write τ ⊇n π and say that τ is an n-refinement of π. If Cτ \Cπ = {i}
for some i ∈ [a, b], we write ref i(π) := τ . For example, we have ref i((θ)) = (αi+1 +
· · ·+ αb+1, αa + · · ·+ αi).
If τ = (τ1, . . . , τt) ∈ KP(θ), the elements of
D
τ := D (ht(τ1),...,ht(τt)) (3.1)
are called τ -shuffles. Set
dv := ht(τ1) + · · ·+ ht(τv) (0 ≤ v ≤ t).
We say that integers r, s ∈ [1, l] are τ -equivalent if there is some v ∈ [1, t] with
dv−1 < r, s ≤ dv. Recalling (2.26) and (2.27), we have
Λτ = k[x1, . . . , xt] ∼= EndRθ (∆(τ))
op.
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We have a surjection
pτ : Yl։Λτ , yr 7→ xv if dv−1 < r ≤ dv , (3.2)
so that pτ (yr) = pτ (ys) if and only if r and s are τ -equivalent. If, in addition,
τ ⊇ π = (π1, . . . , πu), then pπ factors as pπ = p
τ
πpτ , where the surjection p
τ
π is
defined as follows: for each m ∈ [0, u], we have ht(π1)+ · · ·+ht(πm) = dvm for some
vm ∈ [0, t]; now
pτπ : Λτ։Λπ, xr 7→ xm if vm−1 < r ≤ vm. (3.3)
3.1. The resolution Sρ• . In this subsection, we fix ρ = (ρ1, . . . , ρt) ∈ KP(θ). For
α = αi + αi+1 + · · · + αj ∈ Φ+, let
jα := i(i+ 1) · · · j ∈ I
α, eα := 1jα ∈ Rα.
Then set
jρ := jρ1 · · · jρt ∈ I
θ, eρ := 1jρ ∈ Rθ. (3.4)
For π, τ ∈ KP(θ), let w(τ, π) ∈ Sl be the unique permutation with
w(τ, π) · jπ = jτ , (3.5)
so that eτψw(τ,π) = ψw(τ,π)eπ. If τ = ref
i(π), we set
s(τ, π) := (−1)|Cpi∩[a,i)|.
For n ∈ Z≥0, we set
Sρn :=
⊕
π⊇nρ
qnRθeπ.
The boundary map Sρn+1 → S
ρ
n is defined to be right multiplication with the matrix
dn := (d
τ,π
n )τ⊇n+1ρ
π⊇nρ
, where dτ,πn :=
{
s(τ, π)eτψw(τ,π)eπ if τ ⊇ π,
0 otherwise.
(3.6)
We define the augmentation map by
ερ : S
ρ
0 = Rθeρ → ∆(ρ), heρ 7→ hvρ,
where vρ is the standard generator for ∆(ρ), see (2.28).
Lemma 3.7. The following is a projective resolution of ∆(ρ):
0 −→ Sρl−t −→ · · · −→ S
ρ
n+1
dn−→ Sρn −→ · · · −→ S
ρ
0
ερ
−→ ∆(ρ) −→ 0.
Proof. Given a complex C•, we denote by C• the same complex but with all the
boundary maps negated. If v ∈ [1, t], we let
Ŝ
(ρv)
• =
{
S
(ρv)
• if t− v is odd,
S
(ρv)
• if t− v is even.
Using (2.21) and the fact that the resolutions S
(ρv)
• and S
(ρv)
• are isomorphic, it is
easy to note that
Sρ• = Ŝ
(ρ1)
• ◦ · · · ◦ Ŝ
(ρt)
•
∼= S
(ρ1)
• ◦ · · · ◦ S
(ρt)
• ,
so by Lemma 2.23, we have reduced to the case t = 1, i.e. ρ = (ρ1) = (θ).
14 DOEKE BUURSMA, ALEXANDER KLESHCHEV, AND DAVID J. STEINBERG
To complete the proof, we show that S
(θ)
•
∼= P•, where P• is a resolution of ∆(θ)
constructed in [1, §4.5] (see also [2]) and which we now recall. For π ∈ KP(θ), put
iπ := aδa 6∈Cpi (a+ 1)δa+16∈Cpi · · · bδb6∈Cpi (b+ 1)bδb∈Cpi · · · (a+ 1)δa+1∈Cpiaδa∈Cpi ∈ Iθ.
For n ∈ Z≥0, set Pn :=
⊕
π⊇n(θ)
qnRθ1ipi . If π, τ ∈ KP(θ) with τ = ref
i(π), let
u(τ, π) ∈ Sl be determined from u(τ, π) · i
π = iτ , and define the matrix
∂n := (∂
τ,π
n )τ⊇n+1(θ)
π⊇n(θ)
, where ∂τ,πn :=
{
s(τ, π)1iτψu(τ,π)1ipi if τ ⊇ π,
0 otherwise.
Right multiplication with ∂n defines a map Pn+1 → Pn. By [1, Theorem 4.12] (see
also [2, Theorem A]), noting that P0 = S
(θ)
0 , we have that
0 −→ Pb+1−a −→ · · · −→ Pn+1
∂n−→ Pn −→ · · · −→ P0
ε(θ)
−→ ∆(θ) −→ 0
is a projective resolution of ∆(θ).
For π ∈ KP(θ), let w(π) ∈ Sl be the unique permutation with w(π) · i
π = jπ so
that eπψw(π) = ψw(π)1ipi . We have the map
S(θ)n =
⊕
π⊇n(θ)
qnRθeπ →
⊕
π⊇n(θ)
qnRθ1ipi = Pn,
(hπeπ)π⊇n(θ) 7→ (hπeπψw(π)1ipi)π⊇n(θ).
To check that this yields an isomorphism of complexes, let τ := refi(π) for some
i ∈ [a, b] \ Cπ, and check the following using Lemma 2.12:
• eτψw(τ)ψu(τ,π) = eτψw(τ,π)ψw(π),
• eπψw(π)ψw(π)−1 = eπ,
• 1ipiψw(π)−1ψw(π) = 1ipi . 
3.2. The k-module Eθ(ρ, σ). Throughout this subsection, we fix ρ, σ ∈ KP(θ).
Recall the word jσ ∈ I
θ and the idempotent eσ from (3.4). Writing jσ = j1j2 · · · jl,
for i ∈ [a, b + 1], there exists a unique r ∈ [1, l] such that jr = i, and we denote
rσ(i) := r.
We have the standard module ∆(σ) with generator vσ ∈ eσ∆(σ), see (2.28). As
in §2.6, we consider ∆(σ) as an (Rθ,Λσ)-bimodule. Recalling Lemma 2.30, we write
T ρ• (σ) := T
S
ρ
•
• (∆(σ)), so that T
ρ
n(σ) =
⊕
π⊇nρ
q−neπ∆(σ). Recall (3.2) and (3.1).
Lemma 3.8. In ∆(σ), we have:
(i) yrvσ = vσpσ(yr); in particular, yrvσ = ysvσ if r and s are σ-equivalent;
(ii) ψwvσ = 0 whenever w ∈ Sl is not a σ-shuffle.
Moreover, ∆(σ) is free as a right Λσ-module with basis {ψwvσ | w ∈ D
σ}.
Proof. Use Lemma 2.24 and (2.19). 
Recalling (3.5), we now get:
Lemma 3.9. Let π, σ ∈ KP(θ). If σ + π, then eπ∆(σ) = 0. If σ ⊇n π, then there
is an isomorphism of right Λσ-modules
qnΛσ
∼
−→ eπ∆(σ), f 7→ ψw(π,σ)vσf.
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Proof. If σ is a refinement of π, then every pair of σ-equivalent integers is also π-
equivalent, so w(π, σ) is a σ-shuffle and the result follows from Lemma 3.8 since in
this case we have deg(ψw(π,σ)eσ) = n.
On the other hand, if σ + π, then there is some i ∈ Cπ with i /∈ Cσ. It follows
that rσ(i) and rσ(i) + 1 are σ-equivalent but w(π, σ)(rσ(i)) > w(π, σ)(rσ(i) + 1), so
w(π, σ) is not a σ-shuffle, and eπ∆(σ) = 0 by Lemma 3.8(ii). 
Corollary 3.10. We have:
(i) If σ + ρ, then T ρ• (σ) = 0.
(ii) If σ ⊇m ρ, then as right Λσ-modules,
T ρn(σ) =
⊕
σ⊇π⊇nρ
q−nψw(π,σ)vσ · Λσ ∼=
⊕
σ⊇π⊇nρ
qm−2nΛσ.
In particular, T ρn(σ) = 0 for n > m and
T ρm(σ) = q
−meσ∆(σ) = vσ · Λσ ∼= q
−mΛσ.
Proof. If σ is not a refinement of ρ, then it cannot be a refinement of any π ⊇ ρ,
which implies (i). Let σ ⊇m ρ. Recall that T
ρ
n(σ) =
⊕
π⊇nρ
q−neπ∆(σ). Let π ⊇n ρ.
If σ + π, then eπ∆(σ) = 0. Otherwise eπ∆(σ) = ψw(π,σ)vσ · Λσ. 
Lemma 3.11. Let π ∈ KP(θ). Suppose that σ ⊇ ref i(π) for some i ∈ [a, b]. Then
ψw(refi(π),π)ψw(π,σ)eσ = ψw(refi(π),σ)(yrσ(i) − yrσ(i+1))eσ.
Proof. Let τ = ref i(π). We have that i and i+ 1 are the only adjacent elements of
[a, b+1] with rτ (i) > rτ (i+1) and rπ(i) < rπ(i+1). Since σ ⊇ τ = ref
i(π), we have
rσ(i) > rσ(i+ 1). Now we compute:
ψw(τ,π)ψw(π,σ)eσ = ψw(τ,π)srpi(i)ψ
2
rpi(i)
ψsrpi(i)w(π,σ)eσ
= ψw(τ,π)srpi(i)(yrpi(i+1) − yrpi(i))ψsrpi(i)w(π,σ)eσ
= ψw(τ,π)srpi(i)ψsrpi(i)w(π,σ)(yrσ(i) − yrσ(i+1))eσ
= ψw(τ,σ)(yrσ(i) − yrσ(i+1))eσ ,
where the first equality is obtained using the fact that the braid relations (R7) hold
without error term in Rθ, the second comes by applying a non-trivial quadratic
relation (R5) on strands colored i and i+1, the third is obtained using the relation
(R4), and the last comes from Lemma 2.12. 
The proof of Theorem 3.12 amounts to showing that T ρ• (σ) is isomorphic to a
certain Koszul complex (see [17, §4.5]) which we now define. Suppose σ ⊇m ρ,
and write Cσ \ Cρ = {i1, . . . , im} with i1 < · · · < im. Let N be the free right
Λσ-module of graded rank mq
−2, that is, N := q−2Λ⊕mσ . For k ∈ [1,m], we denote
ǫk := (0, . . . , 0, 1, 0, . . . , 0) ∈ N (with “1” in the kth entry). Recalling (3.2), define
zk := s(ref
ik(ρ), ρ)pσ(yrσ(ik) − yrσ(ik+1)) ∈ Λσ (k = 1, . . . ,m),
Z := (z1, . . . , zm) = ǫ1z1 + · · · + ǫmzm ∈ N.
Note that Z is a homogeneous degree 0 element of N . We consider the Koszul
complex qm
∧•N associated to the regular sequence Z for the ring Λσ:
0←− qm
∧mN ←− · · · ←− qm∧n+1N ←− qm∧nN ←− · · · ←− qm∧0N ←− 0
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Z ∧ a←−[ a
where
∧nN is the nth exterior power of the free Λσ-module N . Note that ∧nN has
a Λσ-basis {ǫk1 ∧ · · · ∧ ǫkn | 1 ≤ k1 < · · · < kn ≤ m}.
Let σ ⊇m ρ. By Corollary 3.10(ii), the mth component of Hom
•
Rθ
(Sρ• ,∆(σ)) is the
last nonzero component and it can be identified with HomRθ(q
mRθeσ,∆(σ)). Thus,
every element of the mth component is a cocycle, so there is a surjective map
[−] : HomRθ (q
mRθeσ ,∆(σ))։ E
m
θ (ρ, σ) = H
m(Hom•Rθ(S
ρ
• ,∆(σ))), ϕ 7→ [ϕ],
where [ϕ] is the cohomology class of ϕ. Moreover, by Lemma 3.9, we have an
isomorphism
ξ : q−mΛσ
∼
−→ HomRθ (q
mRθeσ,∆(σ)), f 7→ (eσ 7→ vσf).
We consider Λρ to be a Λσ-module via the homomorphism p
σ
ρ : Λσ։Λρ, see (3.3).
Theorem 3.12. Let ρ, σ ∈ KP(θ). If σ + ρ, then Eθ(ρ, σ) = 0. If σ ⊇m ρ, then
Eθ(ρ, σ) = E
m
θ (ρ, σ) and there is an isomorphism of Λσ-modules E
m
θ (ρ, σ)
∼
−→ q−mΛρ
which makes the following diagram of Λσ-modules commute:
q−mΛσ HomRθ (q
mRθeσ,∆(σ))
q−mΛρ E
m
θ (ρ, σ).
∼
ξ
pσρ [−]
∼
Proof. If σ + ρ, then Eθ(ρ, σ) = 0 by Lemma 2.30 and Corollary 3.10(i).
Assume now that σ ⊇m ρ and write Cσ \ Cρ = {i1 < · · · < im}. If σ ⊇ π ⊇n ρ,
we set B(π) := {k ∈ [1,m] | ik ∈ Cπ}. Note that |B(π)| = n. We define a map
Θn : T
ρ
n(σ) → qm
∧nN of Λσ-modules by defining it on the Λσ-basis {ψw(π,σ)vσ |
σ ⊇ π ⊇n ρ} of T
ρ
n(σ), see Corollary 3.10. If B(π) = {k1 < · · · < kn}, then define
Θn(ψw(π,σ)vσ) := ǫk1 ∧ · · · ∧ ǫkn .
It is easy to see that Θn is an isomorphism of (graded) Λσ-modules. To show that
Θn defines an isomorphism of complexes T
ρ
• (σ)→ q
m
∧•N , we must verify that the
following square commutes:
T ρn+1(σ) T
ρ
n(σ)
qm
∧n+1N qm∧nN,
Θn+1
dn·−
Θn
Z∧−
where dn is the matrix defined in (3.6). We check this using an arbitrary basis
element ψw(π,σ)vσ ∈ T
ρ
n(σ). We have
Θn+1(dnψw(π,σ)vσ) =
∑
σ⊇τ⊇1π
s(τ, π)Θn+1(ψw(τ,π)ψw(π,σ)vσ)
=
∑
k∈[1,m]\B(π)
s(ref ik(π), π)Θn+1(ψw(refik (π),π)ψw(π,σ)vσ)
=
∑
k∈[1,m]\B(π)
(−1)B(π)∩[1,k)Θn+1(ψw(refik (π),σ)vσ)zk
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=
∑
k∈[1,m]\B(π)
(−1)B(π)∩[1,k)(ǫk1 ∧ · · · ∧ ǫk ∧ · · · ∧ ǫkn)zk
= Z ∧ (ǫk1 ∧ · · · ∧ ǫkn)
= Z ∧Θn(ψw(π,σ)vσ)
where the second equality follows by noting that k 7→ refik(π) defines a bijection
from [1,m] \B(π) to the set of 1-refinements of π which are refined by σ, the third
by Lemma 3.11 and the observation that s(ref ik(π), π) = (−1)B(π)∩[1,k)s(ref ik(ρ), ρ),
and the remaining equalities follow from the definitions.
Since qm
∧•N is a Koszul complex corresponding to a regular sequence, we now
have that Enθ (ρ, σ)
∼= Hn(qm
∧•N) = 0 unless n = m. The proof is complete in view
of Lemma 2.30 upon noting that the kernel of pσρ : Λσ։Λρ is the ideal generated by
(z1, . . . , zm), so p
σ
ρ induces an isomorphism
Hm(qm
∧•N) = q−mΛσ
(z1, . . . , zm)
∼
−→ q−mΛρ. 
3.3. The category Eθ. Throughout this subsection, we use Theorem 3.12 to iden-
tify Eθ(ρ, σ) = E
m
θ (ρ, σ) with q
−mΛρ whenever σ ⊇m ρ ∈ KP(θ).
Let σ ⊇m ρ ∈ KP(θ). For any fˆ ∈ q
−mYl and π ⊇k σ, set
fˆπρ,σ := (−1)
m(m+1)
2
+mkw(π, σ) · fˆ .
We define an element of HommRθ(S
ρ
• , S
σ
• ) by
ϕfˆρ,σ : S
ρ
m+k =
⊕
π⊇m+kρ
qm+kRθeπ →
⊕
τ⊇kσ
qkRθeτ = S
σ
k
(hπeπ)π⊇m+kρ 7→ (hτ fˆ
τ
ρ,σeτ )τ⊇kσ. (3.13)
Recalling the differential (2.31) on Hom•Rθ (S
ρ
• , S
σ
• ), we have:
Lemma 3.14. Let σ ⊇m ρ ∈ KP(θ). If f ∈ q
−mΛρ = E
m
θ (ρ, σ) and fˆ ∈ q
−mYl are
such that pρ(fˆ) = f , then
(i) δ(ϕfˆρ,σ) = 0, and
(ii) the isomorphism (2.32) sends the cohomology class of ϕfˆρ,σ to f .
Proof. We prove (i) by checking that the following diagram either commutes (if m
is even) or anticommutes (if m is odd) whenever τ ⊇1 π ⊇k σ:
qk+m+1Rθeτ q
k+mRθeπ
qk+1Rθeτ q
kRθeπ.
−·dτ,pi
k+m
−·fˆτρ,σ −·fˆ
pi
ρ,σ
−·dτ,pi
k
Modulo the signs, this is checked by the computation:
ψw(τ,π)(w(π, σ) · fˆ)eπ = (w(τ, π)w(π, σ) · fˆ)ψw(τ,π)eπ = (w(τ, σ) · fˆ)ψw(τ,π)eπ,
and the signs are taken care of by
(−1)
m(m+1)
2
+mks(τ, π) = (−1)m(−1)
m(m+1)
2
+m(k+1)s(τ, π).
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To prove (ii), first note that the restriction of ϕfˆρ,σ to S
ρ
m has image in Sσ0 and
can therefore be realized as
ϕfˆρ,σ|Sρm : S
ρ
m =
⊕
π⊇mρ
qmRθeπ → Rθeσ = S
σ
0
(hπeπ)π⊇mρ 7→ hσ fˆ
σ
ρ,σeσ = (−1)
m(m+1)
2 hσ fˆeσ.
By Corollary 3.10(ii), we identify HomRθ(S
ρ
m,∆(σ)) with HomRθ(q
mRθeσ,∆(σ)).
Then the image of ϕfˆρ,σ under the map (2.33) is
(−1)
m(m+1)
2 εσ(ϕ
fˆ
ρ,σ |Sρm) = (eσ 7→ vσf) ∈ HomRθ (q
mRθeσ ,∆(σ)).
An application of Theorem 3.12 completes the proof. 
Lemma 3.15. Let τ ⊇ σ ⊇m ρ ∈ KP(θ). If f ∈ q
−mΛρ and fˆ ∈ q
−mYl are such
that pρ(fˆ) = f , then we also have pρ(w(τ, σ) · fˆ) = f .
Proof. Since τ ⊇ σ ⊇ ρ, we have that r and w(τ, σ)(r) are ρ-equivalent for any
r ∈ [1, l], so pρ(w(τ, σ) · yr) = pρ(yr). This implies the result. 
Lemma 3.16. Let τ ⊇n σ ⊇m ρ ∈ KP(θ). If f ∈ q
−mΛρ, and g ∈ q
−nΛσ, then there
exist fˆ ∈ q−mYl, gˆ ∈ q
−nYl, and p̂σρ(g)f ∈ q
−(m+n)Yl with pρ(fˆ) = f , pσ(gˆ) = g,
and pρ(p̂σρ (g)f ) = p
σ
ρ (g)f , such that
ϕgˆσ,τϕ
fˆ
ρ,σ = ϕ
p̂σρ (g)f
ρ,τ .
Proof. Choose any two lifts fˆ ∈ q−mYl and gˆ ∈ q
−nYl of f and g, respectively.
By Lemma 3.15, since τ ⊇ σ, we have that w(τ, σ) · fˆ is also a lift of f , and so
p̂σρ(g)f := gˆ(w(τ, σ) · fˆ ) ∈ q
−(m+n)Yl is a lift of p
σ
ρ(g)f . By (3.13), it suffices to show
that for any π ⊇ τ we have (p̂σρ (g)f )
π
ρ,τ = gˆ
π
σ,τ fˆ
π
ρ,σ. Modulo the signs, this holds by
the following computation:
w(π, τ) · (gˆ(w(τ, σ) · fˆ)) = (w(π, τ) · gˆ)(w(π, τ)w(τ, σ) · fˆ)
= (w(π, τ) · gˆ)(w(π, σ) · fˆ),
and if π ⊇k τ , the signs are taken care of by
(−1)
(m+n)(m+n+1)
2
+(m+n)k = (−1)
m(m+1)
2
+m(k+n)(−1)
n(n+1)
2
+nk. 
We combine Lemmas 3.16 and 3.14 to obtain the following theorem.
Theorem 3.17. Let τ ⊇n σ ⊇m ρ ∈ KP(θ). The composition in the category Eθ is
given by
Enθ (σ, τ) ⊗ E
m
θ (ρ, σ) E
m+n
θ (ρ, τ)
∼ = ∼ =
q−nΛσ ⊗ q−mΛρ q−(m+n)Λρ
g ⊗ f pσρ (g)f.
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4. The A2 case
Throughout this section, we use a special notation
α := α1, β := α2, γ := α1 + α2,
so that α, β, γ are now the positive roots of the root system of type A2. We fix
θ := aα+ bβ
with a, b ∈ Z≥0. There is a bijection
σ : [0,min{a, b}]
∼
−→ KP(θ), s 7→ σ(s) := (βb−s, γs, αa−s).
The standard Rθ-modules are
∆(s) := ∆(σ(s)) (0 ≤ s ≤ min{a, b}).
We denote the standard generator of ∆(s) by vs := vσ(s), see (2.28). Recall that
EndRθ (∆(s))
op ∼= Λσ(s) = Λb−s,s,a−s = Λb−s ⊗ Λs ⊗ Λa−s,
see (2.27).
4.1. The resolution P r• . Let 0 ≤ r ≤ min{a, b}. We recall the resolution of ∆(r)
defined in [2]. For n ∈ [0, r], recalling (2.2), we define:
jr,n := 2
b−r1r−n2r1n+a−r ∈ Iθ,
ir,n := 2
(b−r)1(r−n)2(r)1(n)1(a−r) ∈ Iθdiv,
er,n := 1ir,n ∈ Rθ,
sr,n := n(r − n+ 1)−
(
a− r
2
)
−
(
b− r
2
)
− r(r − 1),
xr,n := Ub−n−1;1,r+n = (b+ r, b+ r − 1, . . . , b− n) ∈ Sa+b,
dr,n := er,n+1ψxr,ner,n ∈ Rθ,
P rn := q
sr,nRθer,n.
Note that the right multiplication with dr,n yields the degree zero Rθ-homomorphism
− · dr,n : P
r
n+1 → P
r
n . Define ur ∈ S2r by
ur(i) =
{
r − i−12 if i is odd,
2r − i−22 if i is even.
(4.1)
Let
εr : P
r
0։∆(r), xer,0 7→ x(ψw0,b−r ◦ ψur ◦ ψw0,a−r)vr. (4.2)
By [2, Theorem A] and Lemma 2.23, we have:
Lemma 4.3. The following sequence is a projective resolution of ∆(r):
0 −→ P rr −→ · · · −→ P
r
n+1
−·dr,n
−→ P rn −→ · · · −→ P
r
0
εr−→ ∆(r) −→ 0.
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4.2. Weight spaces of standard modules. The following lemmas are useful for
finding bases for certain weight spaces of the standard modules ∆(s). The first of
them concerns the nil-Hecke algebra and is well-known and easy to check. Recall
the notation from §2.2 and the (Rcαi ,NHc)-bimodule structure on ∆ˆ(α
c
i ) from §2.6.
Lemma 4.4. Let i ∈ I and c ∈ Z≥0. The map
q−(
c
2)Xc → ∆ˆ(α
c
i ), f 7→ v
◦c
αi
fτw0
is an injective map of right Λc-modules with image ∆(α
c
i ).
Recalling (4.1), we have:
Lemma 4.5. The map
q−2(
s
2)Λs → ∆ˆ(γ
s), f 7→ ψusv
◦s
γ f
is an injective map of right Λs-modules with image 11(s)2(s)∆(γ
s).
Diagrammatically, the map in the lemma is given by
f 7→
f
w0 w0
· · ·
1s 2s
.
Proof. In view of Lemma 2.17, we may assume that k is a field. Let M be the free
graded k-module with basis D (2
s), where the degree of the basis element w ∈ D (2
s)
is set to equal to the degree of ψw1(12)s in Rsα+sβ. Lemma 2.24 and (2.19) show
that the map ξ : q(
s
2)M ⊗kXs → ∆ˆ(γ
s), w⊗ f 7→ ψwv
◦s
γ f is an isomorphism of right
Xs-modules.
Let ϕ be the map in the statement. Then ϕ is the composition of the inclusion
q−2(
s
2)Λs →֒q
(s2)M ⊗k Xs, f 7→ us ⊗ f with ξ, so ϕ is injective. It is now enough
to show that ϕ(f) ∈ 11(s)2(s)∆(γ
s) and that dimq(11(s)2(s)∆(γ
s)) = q−2(
s
2) dimq(Λs).
For the first claim, note that ψusv
◦s
γ is a nonzero element of smallest possible degree
in 11s2s∆ˆ(γ
s), so recalling (2.7), we have
11(s)2(s)ψusv
◦s
γ fes = ψusv
◦s
γ fx0τw0
= ψusv
◦s
γ fx0τ1τs−11 w0
= ψusv
◦s
γ τ1fx0τs−11 w0
+ ψusv
◦s
γ ∂1(fx0)τs−11 w0
= ψusv
◦s
γ ∂1(fx0)τs−11 w0
...
= ψusv
◦s
γ ∂w0(fx0)
= ψusv
◦s
γ f,
where the first equality comes from Lemma 2.16 and (2.7), the third comes from
the relations in NHs, the fourth follows because deg(ψusv
◦s
γ τ1) = deg(ψusv
◦s
γ )− 2 <
deg(ψusv
◦s
γ ), and the last holds by Lemma 2.4.
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As for graded dimension, we have
dimq(11(s)2(s)∆(γ
s)) =
1(
[s]!+
)3 dimq(11s2s∆ˆ(γs))
=
q2(
s
2)
(
[s]!−
)2(
[s]!+
)3 (dimq X1)s
= q−2(
s
2) dimq Λs.
where the first equality follows from (2.29) and (2.18), the second from (2.25), (2.20),
and Lemma 2.24, and the last from an elementary computation. 
4.3. The k-module Eθ(r, s). In this subsection we fix r, s ∈ [0,min{a, b}]. Recalling
Lemma 2.30, we write T r• (s) := T
P r•
• (∆(s)). The terms of this complex are of the
form
T rn(s) = q
−sr,ner,n∆(s) (n = 0, . . . , r).
If r ≥ s and 0 ≤ n ≤ r − s, we define
ωn(r, s) := −(r − s)(1 + (a− r) + (b− r)) + (r − s− n+ 1)(r − s− n),
Kn := q
ωn(r,s)Λb−r,r−s,s,r−s−n,n,a−r,
wn := Ub−r;s,r−s−nUb−n;r−s,sUb−r+s;r−s,r−s−nUb−r;r−s,sUb;s,r−s−n.
The diagram for 1jr,nψwn1js,0 is the top part of the diagram below. Observe that
Λσ(s) = Λb−s,s,a−s ⊆ Kn in a natural way, so we may consider Kn as a Λσ(s)-module.
Recalling (4.1), we have
Lemma 4.6. Suppose 0 ≤ n ≤ r.
(i) If n > r − s, then T rn(s) = 0.
(ii) If n ≤ r − s, then the map
Ξn : Kn → q
−sr,n∆ˆ(s),
f 7→ ψwn(v
◦b−s
β ◦ ψusv
◦s
γ ◦ v
◦a−s
α ) f (τw0,b−s ⊗ 1⊗ τw0,a−s)
is an injective degree zero map of Λσ(s)-modules with image T
r
n(s).
Diagrammatically, Ξn is given by
f 7→
w0 w0
f
w0 w0
2b−r 1r−s−n 1
s 2s 2r−s 1
n
1a−r
ψwn
︷
︸
︸
︷
v◦b−s
β
◦ ψusv
◦s
γ ◦ v
◦a−s
α
︷
︸
︸
︷
τw0,b−s ⊗ 1⊗ τw0,a−s
︷
︸
︸
︷
Proof. (i) The condition n > r − s is equivalent to the condition a− r + n > a− s,
which easily implies, by (2.20), that 1jr,n∆(s) = 0 hence er,n∆(s) = 0.
(ii) It is straightforward to check that Ξn is homogeneous and Λσ(s)-equivariant.
Define
ξα : q
−(a−s2 )Λr−s−n,n,a−r −֒→ q
−(a−s2 )Xa−s
∼
−→ ∆(αa−s)
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ξβ : q
−(b−s2 )Λb−r,r−s −֒→ q
−(b−s2 )Xb−s
∼
−→ ∆(βb−s)
ξγ : q
−2(s2)Λs
∼
−→ 11(s)2(s)∆(γ
s)
where the isomorphisms are from Lemmas 4.4 and 4.5. Let d = (r− s)(r− s− n)−
s(r − s− n)− s(r − s) and define
ξ : ∆(βb−s)⊗ 11(s)2(s)∆(γ
s)⊗∆(αa−s)→ q−d1jr,n∆(s), x⊗ y ⊗ z 7→ ψwn(x ◦ y ◦ z).
Since wn ∈ D
(b−s,2s,a−s), (2.19) shows that ξ is injective. Observing that Ξn =
ξ(ξβ ⊗ ξγ ⊗ ξα), we see that Ξn is injective with image in 1jr,n∆(s).
Now we prove that imΞn ⊆ er,n∆(s) by showing that er,nΞn(f) = Ξn(f). We
have, using the relations in Rθ,
Ξn(f) =
w0 w0
x0 x0 x0 x0 x0
w0 w0 w0 w0 w0
f
w0 w0
2b−r 1r−s−n 1
s 2s 2r−s 1
n
1a−r
=
w0 w0
x0 x0 x0 x0 x0
f
w0 w0 w0 w0
w0 w0 w0
2b−r 1r−s−n 1
s 2s 2r−s 1
n
1a−r
=
w0 w0
x0 x0 x0 x0 x0
f
w0 w0w0 w0 w0
2b−r 1r−n 2
r 1n 1a−r
where the first equality follows from Lemma 2.16, the second follows because f
is symmetric in the variables as indicated by the vertical dotted lines, hence, by
Theorem 2.5, commutes with the parabolic subalgebra NHb−r ⊗NHr−s ⊗NHs ⊗
NHr−s−n ⊗NHn ⊗NHa−r, and the last equality is straightforward. Now we have
er,nΞn(f) = Ξn(f) by Lemma 2.16.
To complete the proof, in view of Lemma 2.17, we assume that k is a field and
check that dimqKn = dimq q
−sr,ner,n∆(s). For brevity, we denote [M ] := dimqM .
Let z = (r − s)s+ (r − s− n)s+ (r − s)(r − s− n). We have[
1jr,n∆(s)
]
= qz
[
r − n
s
]
−
[
r
s
]
−
[
∆(βb−s)
]
[11s2s∆(γ
s)]
[
∆(αa−s)
]
= qz
[
r − n
s
]
−
[
r
s
]
−
([s]!+)
2
[
∆(αa−s)
]
[11(s)2(s)∆(γ
s)]
[
∆(αa−s)
]
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= qωn(r,s)+sr,n
[r − n]!+[r]
!
+
[r − n− s]!+[r − s]
!
+
[Xb−s][Λs][Xa−s],
where the first equality follows from (2.20), then second from (2.18), and the last
from Lemmas 4.4 and 4.5. Thus,
q−sr,n [er,n∆(s)] =
q−sr,n
[b− r]!+[r − n]
!
+[r]
!
+[n]
!
+[a− r]
!
+
[
1jr,n∆(s)
]
= qωn(r,s)
[Xb−s]
[b− r]!+[r − s]
!
+
[Λs]
[Xa−s]
[r − s− n]!+[n]
!
+[a− r]
!
+
= qωn(r,s)[Λb−r][Λr−s][Λs][Λr−s−n][Λn][Λa−r],
where the first equality is (2.18), the second is by the above computation, and the
last is by an elementary computation. 
Because of Lemma 4.6(i), we assume for the rest of the subsection that r ≥ s. We
use Lemma 4.6(ii) to understand the complex T r• (s) and compute its cohomology.
First, we re-express the coboundary map of T r• (s). For 0 ≤ n < r − s, set
gn :=
r−s∏
k=1
(xb+r−s−n − xb−r+k) ∈ Xa+b−s.
If f ∈ Kn, observe that fgn ∈ Λb−r,r−s,s,r−s−n−1,1,n,a−r so by Proposition 2.3, we
have a map
δn : Kn → Kn+1, f 7→ ∂Ub+r−s−n−1;1,n(fgn).
Recalling the isomorphisms Ξn : Kn
∼
−→ T rn(s) from Lemma 4.6(ii), we have:
Lemma 4.7. If 0 ≤ n < r − s, then the following diagram commutes:
Kn+1 Kn
T rn+1(s) T
r
n(s).
Ξn+1
δn
Ξn
dr,n·−
In particular, the maps δn make K• into a complex isomorphic to T
r
• (s).
Proof. There exist polynomials hj ∈ k[yb−r+1, . . . , yb−s] and kj ∈ k[yb+r−n] such
that
∏r−s
i=1 (yb+r−n − yb−r+i) =
∑
j hjkj . Let f ∈ Kn and note that
dr,nΞn(f) = er,n+1ψxr,ner,nΞn(f) = er,n+1ψxr,nΞn(f)
since imΞn ⊆ T
r
n(s) = q
−sr,ner,n∆(s) by Lemma 4.6. We compute er,n+1ψxr,nΞn(f):
w0 w0
f
w0 w0
2b−r 1r−n−1 2
r
1n+1 1a−r
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w0 w0
f
w0 w0
2b−r 1r−s−n 1s−1 2
s
2r−s 1
n 1 1a−r
= by the relation (R7) and
Lemma 2.16
w0 w0
f
w0 w0
2b−r 1r−s−n 1s−1 2
s
2r−s 1
n 1 1a−r
= by the relation (R7)
w0 w0
f
hi
w0 w0
ki
2b−r 1r−s−n 1s−1 2
s
2r−s 1
n 1 1a−r
=
∑
j
by several applications of
the relation (R5)
w0 w0
f
hj
w0 w0
kj
2b−r 1r−s−n 1s−1 2
s
2r−s 1
n 1 1a−r
=
∑
j
(see (∗) below)
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w0 w0
f
hj
w0 w0
kj
2b−r 1r−s−n 1s−1 2
s
2r−s 1
n 1 1a−r
=
∑
j
repeat the argument from
the previous step several
times
w0 w0
f
hj
w0 w0
kj
2b−r 1r−s−n 1s−1 2
s
2r−s 1
n 1 1a−r
=
∑
j
(see (∗∗) below)
w0 w0
fgn
w0 w0
2b−r 1r−s−n−1 1
s 2s 2r−s 1
n 1 1a−r
= by the relation (R7)
w0 w0
∂Ub+r−s−n−1;1,n (fgn)
w0 w0
2b−r 1r−s−n−1 1
s 2s 2r−s 1n+1 1a−r
=
by Lemma 2.6 and the re-
lation (R7).
(∗) To obtain this equality, we attempt to move the portion of dashed strand in
the previous diagram to the left by applying a special case of relation (R7):
ψt+1ψtψt+11i = ψtψt+1ψt1i + 1i (if it+1 = it + 1 and it = it+2) (4.8)
several times. In all except the last application, the error term 1i causes the rest
of the diagram to become 0, so we only keep the term ψtψt+1ψt1i. In the last
application, because of the defining relations in ∆(s), the term ψtψt+1ψt1i causes
the rest of the diagram to become 0, so we only keep the error term 1i, which yields
the desired diagram.
(∗∗) To obtain this equality, we again attempt to move the portion of dashed
strand in the previous diagram to the left by applying the relation (4.8) several
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times. In the first application, the error term 1i yields the desired diagram, so we
wish to show that the term ψtψt+1ψt1i causes the rest of the diagram to become
0. Since f is symmetric in the variables xb+1, . . . , xb+r−s−n, the error term in any
application of the relation (4.8) other than the first causes the rest of the diagram to
become 0. However, after the last application of the relation, the term ψtψt+1ψt1i
also causes the rest of the diagram to become 0 because of the defining relations in
∆(s).
The expression represented by the last diagram above is Ξn+1(δn(f)), which com-
pletes the proof of the lemma. 
Given an interval (c, d] and a polynomial in d− c variables, we denote
f(x(c,d]) := f(xc+1, . . . , xd).
For example, if 0 ≤ m ≤ d− c then we have the mth elementary symmetric function
Em(x(c,d]) =
∑
c<i1<···<im≤d
xi1 · · · xim .
Now, for 0 ≤ k < r − s, we define
zk := (−1)
r−s−k(Er−s−k(x(b−r,b−s])− Er−s−k(x(b,b+r−s])).
These elements are considered as elements of the algebra
Λr,s := Λb−r,r−s,s,r−s,a−r. (4.9)
Note that since Λr,s ⊆ Λb−r,r−s,s,r−s−n,n,a−r, each Kn is naturally a (right) Λ
r,s-
module. We use this to interpret the right-hand side of the lemma below as an
element of Kn+1.
Lemma 4.10. For 0 ≤ n < r− s and a symmetric polynomial f in n variables, we
have
δn(f(x(b+r−s−n,b+r−s])) =
r−s−1∑
k=0
(
xkb+r−s−n ⋆ f(x(b+r−s−n,b+r−s])
)
zk.
Proof. For brevity, write f = f(x(b+r−s−n,b+r−s]). We observe
gn =
r−s∏
k=1
(xb+r−s−n − xb−r+k) =
r−s∑
k=0
(−1)r−s−kxkb+r−s−nEr−s−k(x(b−r,b−s]),
so that
δn(f) =
r−s∑
k=0
(−1)r−s−k∂Ub+r−s−n−1;1,n(x
k
b+r−s−nf)Er−s−k(x(b−r,b−s]). (4.11)
Next, using the identity
xr−sb+r−s−n = −
r−s−1∑
k=0
(−1)r−s−kxkb+r−s−nEr−s−k(x(b,b+r−s]),
(4.11) becomes
δn(f) =
r−s−1∑
k=0
∂Ub+r−s−n−1;1,n(x
k
b+r−s−nf)zk,
and the result follows from Proposition 2.3. 
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The proof of Theorem 4.13 below amounts to showing that T ρ• (σ) ∼= K• is iso-
morphic to a certain Koszul complex which we now define. Let N be the free right
Λr,s-module of graded rank
∑r−s−1
k=0 q
2k−2(r−s). For k = 0, . . . , r− s− 1, we have the
basis element ǫk := 1 ∈ q
2k−2(r−s)Λr,s ⊆ N . We set
Z := (z0, . . . , zr−s−1) = ǫ0z0 + · · ·+ ǫr−s−1zr−s−1 ∈ N.
Note that Z is a homogeneous degree 0 element of N . We consider the Koszul com-
plex qω0(r,s)
∧•N associated to the regular sequence Z for the algebra Λr,s (see [17,
§4.5]), which has the form
· · · ←− qω0(r,s)
∧n+1N ←− qω0(r,s)∧nN ←− · · ·
Z ∧ a←−[ a
where
∧nN is the nth exterior power of the free Λr,s-module N . Note that ∧nN
has basis {ǫi1 ∧ · · · ∧ ǫin | 0 ≤ i1 < · · · < in < r − s}. Recall (1.2).
By Lemmas 2.30 and 4.6(i), the complex Hom•Rθ (P
r
• ,∆(s)) is zero in degrees
larger than r − s, so every element of the r − s component is a cocycle and there is
a surjective map
[−] : HomRθ(q
sr,r−sRθer,r−s,∆(s))։E
r−s
θ (r, s) = H
r−s(Hom•Rθ (P
r
• ,∆(s))), ϕ 7→ [ϕ],
where [ϕ] is the cohomology class of ϕ. Moreover, by Lemma 4.6(ii), we have an
isomorphism
ξ : Kr−s
∼
−→ HomRθ (q
sr,r−sRθer,r−s,∆(s)), f 7→ (er−s,s 7→ vsf).
For r, s ∈ Z≥0 with min{a, b} ≥ r ≥ s, we define
Λ(r, s) := qωr−s(r,s)Λb−r,r−s,s,a−r.
Note that there is a surjection
pr,s : q
ωr−s(r,s)Λr,s։Λ(r, s), f1 ⊗ f2 ⊗ f3 ⊗ f4 ⊗ f5 7→ f1 ⊗ f2f4 ⊗ f3 ⊗ f5, (4.12)
obtained by identifying the two Λr−s components. Since Λσ(s) = Λb−s,s,a−s ⊆ Λ
r,s,
we consider Λr,s to be a right Λσ(s)-module, and we consider Λ(r, s) to be a right
Λσ(s)-module via the composition of algebra homomorphisms
Λσ(s) −֒→ Λ
r,s
pr,s
−։ Λb−r,r−s,s,a−r = q
−ωr−s(r,s)Λ(r, s)
and then degree shift. Note that pr,s is a Λσ(s)-homomorphism.
Theorem 4.13. Let 0 ≤ r, s ≤ min{a, b}. If r < s, then Eθ(r, s) = 0. If
r ≥ s, then Eθ(r, s) = E
r−s
θ (r, s) and there is an isomorphism of right Λσ(s)-modules
Er−sθ (r, s)
∼
−→ Λ(r, s) such that the following diagram of right Λσ(s)-modules com-
mutes:
qωr,s(r−s)Λr,s HomRθ (q
sr,r−sRθer,r−s,∆(s))
Λ(r, s) Er−sθ (r, s).
∼
ξ
pr,s [−]
∼
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Proof. If r < s, then Eθ(r, s) = 0 by Lemmas 2.30 and 4.6(i), so assume r ≥ s. For
0 ≤ n ≤ r − s and λ ∈ P(n, r − s − n), let sλ := sλ(x(b+r−s−n,b+r−s]) ∈ Kn. By
Proposition 2.1, {sλ | λ ∈ P(n, r − s − n)} is a basis of Kn as an Λ
r,s-module, so
there exists an isomorphism Θn : Kn → q
ω0(r,s)
∧nN of Λr,s-modules such that
Θn(sλ) = ǫλn ∧ ǫλn−1+1 ∧ · · · ∧ ǫλ1+n−1.
We claim that the maps Θn define an isomorphism of complexes between K• and
qω0(r,s)
∧•N . We must verify that the following square commutes:
Kn+1 Kn
qω0(r,s)
∧n+1N qω0(r,s)∧nN.
Θn+1
δn
Θn
Z∧−
Fix some λ = (λ1, . . . , λn) ∈ P(n, r − s − n) and set X := {λn, λn−1 + 1, . . . , λ1 +
n− 1}. We then have by Lemma 4.10 and (1.2):
Θn+1(δn(sλ)) =
∑
k∈[0,r−s)\X
(−1)|X∩[0,k)|(ǫλn ∧ · · · ∧ ǫk ∧ · · · ∧ ǫλ1+n−1)zk
=
∑
k∈[0,r−s)\X
(ǫk ∧ ǫλn ∧ · · · ∧ ǫλ1+n−1)zk
= Z ∧Θn(sλ).
Since Z is a regular sequence, we have Enθ (r, s)
∼= Hn(qω0(r,s)
∧•N) = 0 unless
n = r − s. We complete the proof using Lemmas 2.30 and 4.7 and the observation
that by the fundamental theorem of elementary symmetric polynomials, the kernel of
pr,s : q
ωr−s(r,s)Λr,s։Λ(r, s) is the ideal generated by (z0, . . . , zr−s−1), so pr,s induces
an isomorphism of Λr,s-modules (and therefore of Λσ(s)-modules)
Hr−s(qω0(r,s)
∧•N) = qωr−s(r,s)Λr,s/(z0, . . . , zr−s−1) ∼−→ Λ(r, s). 
4.4. The category Eθ. Throughout this subsection, we use Theorem 4.13 to iden-
tify Er−sθ (r, s) with Λ(r, s) = q
ωr−s(r,s)Λb−r,r−s,s,a−r whenever min{a, b} ≥ r ≥ s ≥ 0.
In this subsection, we will need to consider not only partially symmetric polyno-
mials in the variables x but also partially symmetric polynomials in the variables y.
This will be important since elements of Ya+b will be considered as elements of Rθ,
cf. (2.11). For any d we have an isomorphism
ιy→x : Yd
∼
−→ Xd, yr 7→ xr.
We will use the notation ΛYm := Y
Sm
m for the symmetric polynomials in y1, . . . , ym.
More generally, given a composition µ = (µ1, . . . , µk) of d, we have the algebra of
µ-partially symmetric polynomials ΛYµ := Y
Sµ
d . We often write Λ
Y
µ1,...,µk
for ΛYµ and
identify it with ΛYµ1 ⊗· · ·⊗Λ
Y
µk
. The isomorphism ιy→x restricts to the isomorphism
ιy→x : Λ
Y
µ
∼
−→ Λµ.
For integers r, s, t with min{a, b} ≥ r ≥ s ≥ t ≥ 0, define the following:
Λˆ(r, s) := qωr−s(r,s)ΛYb−r,r−s,s,s,r−s,a−r ⊆ Ya+b,
Λˆ(r, s, t) := qωr−t(r,t)−4(r−s)(s−t)ΛYb−r,r−s,s−t,t,t,s−t,r−s,a−r ⊆ Ya+b.
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Recalling (4.9), there is a surjection
pˆr,s : Λˆ(r, s)։q
ωr−s(r,s)Λr,s, f1⊗f2⊗f3⊗f4⊗f5⊗f6 7→ ιy→x
(
f1⊗f2⊗f3f4⊗f5⊗f6
)
.
Recalling (4.12), let
qr,s := pr,spˆr,s : Λˆ(r, s)→ Λ(r, s).
Let again min{a, b} ≥ r ≥ s ≥ t ≥ 0, and 0 ≤ n ≤ r − s. Set
D(r, s, n) :=
∏
i∈(b+s−n,b+s]
j∈(b−r,b−s]
(yi − yj) ∈ Ya+b,
u(s, n) := Ub−n;n,s ∈ Sa+b,
v(r, s, n) := Ub−r;r−s,2s−nUb+s−n;n,r−s ∈ Sa+b,
w(s, t) := Ub−s;t,s−tUb;s−t,tUb−s+t;s−t,s−t ∈ Sa+b,
x(r, s, t) := Ub−r;r−s,s−tUb+t;s−t,r−s ∈ Sa+b.
Let min{a, b} ≥ r ≥ s ≥ n ≥ 0. For any fˆ ∈ Λˆ(r, s), set
fˆnr,s := (−1)
(r−s+12 )+n(r−s)er,r−s+nψv(r,s,n)D(r, s, n)(u(s, n) · fˆ)es,n
= ±
2b−s 1s−n 2
s 1n 1a−s
D(r, s, n)(u(s, n) · fˆ)
2b−r 1s−n 2
r
1r−s+n 1a−r
.
Define
ϕfˆr,s : P
r :=
r⊕
m=0
qsr,mRθer,m →
s⊕
n=0
qss,nRθes,n =: P
s,
(hmer,m)
r
m=0 7→ (hr−s+nfˆ
n
r,ses,n)
s
n=0.
We think of ϕfˆr,s as an element of Hom
r−s
Rθ
(P r• , P
s
• ). Recalling the differential (2.31)
on Hom•Rθ (P
r
• , P
s
• ), we have:
Lemma 4.14. Suppose 0 ≤ s ≤ r ≤ min{a, b} and let f ∈ Λ(r, s) = Eθ(r, s). If
fˆ ∈ Λˆ(r, s) is such that qr,s(fˆ) = f , then
(i) δ(ϕfˆr,s) = 0, and
(ii) the isomorphism (2.32) sends the cohomology class of ϕfˆr,s to f .
Proof. We prove (i) by checking that the following diagram either commutes (if r−s
is even) or anticommutes (if r − s is odd) whenever 0 ≤ n < r − s.
qsr,n+1+r−sRθer,n+1+r−s q
sr,r−s+nRθer,r−s+n
qss,n+1Rθes,n+1 q
ss,nRθes,n.
−·dr,r−s+n
−·fˆn+1 −·fˆn
−·ds,n
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We compute ±dr,r−s+nfˆn:
2b−s 1s−n 2
s 1n 1a−s
D(r, s, n)(u(s, n) · fˆ)
2b−r 1s−n 2
r
1r−s+n 1a−r
2b−r 1s−n−1 2
r
1r−s+n+1 1a−r
2b−s 1s−n 2
s 1n 1a−s
D(r, s, n)(u(s, n) · fˆ)
2b−r 1s−n−1 2
r
1r−s+n+1 1a−r
= by Lemma 2.16
2b−s 1s−n 2
s 1n 1a−s
u(s, n) · fˆ
D(r, s, n + 1)
2b−r 1s−n−1 2
r
1r−s+n+1 1a−r
=
by several applications of the re-
lations (R5) and (R4), and by
Lemma 2.5
2b−s 1s−n 2
s 1n 1a−s
D(r, s, n + 1)(u(s, n + 1) · fˆ)
2b−r 1s−n−1 2
r
1r−s+n+1 1a−r
=
by Lemma 2.5 and the relation
(R4)
2b−s 1s−n 2
s 1n 1a−s
2b−s 1s−n−1 2
s
1n+1 1a−s
D(r, s, n + 1)(u(s, n + 1) · fˆ)
2b−r 1s−n−1 2
r
1r−s+n+1 1a−r
= by Lemma 2.16.
The last diagram represents ±fˆn+1ds,n. The signs are taken care of by
(−1)(
r−s+1
2 )+(n+1)(r−s) = (−1)r−s(−1)(
r−s+1
2 )+n(r−s).
To prove (ii), recalling (4.2), we compute (−1)
(r−s)(r−s+1)
2 εs(er,r−sfˆ
0
r,s):
w0 w0 w0 w0
2b−s 1
s 2s 1a−s
fˆ
2b−r 1
s 2r 1r−s 1a−r
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w0 w0 w0 w0
fˆ
2b−r 1
s 2s 2r−s 1r−s 1a−r
= by Lemma 2.16
w0 w0
pˆr,s(fˆ)
w0 w0
2b−r 1
s 2s 2r−s 1r−s 1a−r
=
by Lemma 2.5, the relation (R4), and the
defining relations of ∆(s).
The last diagram represents Ξr−s(pˆr,s(fˆ)), where Ξr−s is as in Lemma 4.6(ii). Thus,
the image of ϕfˆr,s under the map (2.33) is
(er,r−s 7→ Ξr−s(pˆr,s(fˆ))) ∈ HomRθ(q
sr,r−sRθer,r−s,∆(s)).
The proof is complete upon an application of Theorem 4.13. 
For fˆ ∈ Λˆ(r, s) and gˆ ∈ Λˆ(s, t), define
− ⋄ˆ− : Λˆ(s, t)⊗Λˆ(r, s)→ Λˆ(r, t), gˆ⊗ fˆ 7→ ∂x(r,s,t)
(
D(r, s, s−t)gˆ(w(s, t) · fˆ)
)
. (4.15)
Lemma 4.16. Let 0 ≤ t ≤ s ≤ r ≤ min{a, b}. If fˆ ∈ Λˆ(r, s) and gˆ ∈ Λˆ(s, t), then
ϕgˆs,tϕ
fˆ
r,s = ϕ
gˆ ⋄ˆ fˆ
r,t .
Proof. Let y(s, t, n) := Ub−s;t−n,s−t ∈ Sd and note that
u(t, n)−1y(s, t, n)u(s, s − t+ n) = w(s, t) (4.17)
and
D(r, s, s − t+ n)D(s, t, n) = D(r, t, n)D(r, s, s − t). (4.18)
We compute fˆ s−t+nr,s gˆ
n
s,t:
2b−t 1t−n 2t 1
n
1a−t
D(s, t, n)(u(t, n) · gˆ)
2b−s 1t−n 2
s
1s−t+n 1a−s
D(r, s, s − t + n)(u(s, s − t + n) · fˆ)
2b−r 1t−n 2
r
1r−t+n 1a−r
2b−t 1t−n 2t 1
n
1a−t
D(r, s, s − t + n)D(s, t, n)(u(t, n) · gˆ)(y(s, t, n)u(s, s − t + n) · aˆ)
2b−r 1t−n 2
r
1r−t+n 1a−r
= by (R4), Lemma 2.16, and
Theorem 2.5
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2b−t 1t−n 2t 1
n
1a−t
D(r, t, n)D(r, s, s − t)u(t, n) · (gˆ(w(s, t) · fˆ))
2b−r 1t−n 2
r
1r−t+n 1a−r
= by (4.17), (4.18), and the
relation (R7)
2b−t 1t−n 2t 1
n
1a−t
D(r, t, n)(u(t, n) · ∂x(s,t)(D(r, s, s − t)gˆ(w(s, t) · fˆ)))
2b−r 1t−n 2
r
1r−t+n 1a−r
= by Lemma 2.6.
The last diagram represents (gˆ ⋄ˆ fˆ)n. 
Lemma 4.19. Let 0 ≤ t ≤ s ≤ r ≤ min{a, b}, λ ∈ P(r− s, s), and µ ∈ P(s− t, t),
and set fˆ := 1⊗ sλ⊗ 1⊗ 1⊗ 1⊗ 1 ∈ Λˆ(r, s) and gˆ := 1⊗ sµ⊗ 1⊗ 1⊗ 1⊗ 1 ∈ Λˆ(s, t).
Then
gˆ ⋄ˆ fˆ = 1⊗ (sλ ⋆ sµ)⊗ 1⊗ 1⊗ 1⊗ 1 ∈ Λˆ(r, t).
Proof. We use the notation λc for the conjugate of a partition λ. For a partition κ =
(κ1, . . . , κs−t) ∈ P(s−t, r−s), let κˆ := (r−s−κs−t, . . . , r−s−κ1)
c ∈ P(r−s, s−t).
We have fˆ = w(s, t)fˆ and
D(r, s, s− t) =
∑
κ∈P(s−t,r−s)
(−1)|κˆ|1⊗ sκˆ ⊗ 1⊗ 1⊗ 1⊗ sκ ⊗ 1⊗ 1 ∈ Λ(r, s, t)
by [14, I.4 Example 5], so that
gˆ ⋄ˆ fˆ =
∑
κ∈P(s−t,r−s)
(−1)|κˆ|∂x(r,s,t)(1⊗ (sκˆsλ)⊗ sµ ⊗ 1⊗ 1⊗ sκ ⊗ 1⊗ 1)
=
∑
κ∈P(s−t,r−s)
(−1)|κˆ|1⊗ ((sκˆsλ) ⋆ sµ)⊗ 1⊗ 1⊗ (sκ ⋆ 1)⊗ 1
= 1⊗ (sλ ⋆ sµ)⊗ 1⊗ 1⊗ (s(r−s)(s−t) ⋆ 1)⊗ 1
= 1⊗ (sλ ⋆ sµ)⊗ 1⊗ 1⊗ 1⊗ 1. 
We consider Λ(r, s) as a right Λ(r, r) module via the natural algebra embedding
Λ(r, r) = Λb−r,r,a−r →֒Λb−r,r−s,s,a−r = q
−ωr−s(r,s)Λ(r, s).
If f ∈ Λr−s, we write
f r,s := 1Λb−r ⊗ f ⊗ 1Λr ⊗ 1Λa−r ∈ Λ(r, s).
By Proposition 2.1, Λ(r, s) is a free right Λ(r, r)-module with basis
{sr,sλ | λ ∈ P(r − s, s)}.
We also make Λ(r, s) into a left Λ(s, s)-module via the composition of algebra ho-
momorphisms:
Λ(s, s) = Λb−s,s,a−s→֒Λb−r,r−s,s,r−s,a−r = Λ
r,s pr,s−→ q−ωr−s(r,s)Λ(r, s), (4.20)
the first map being the natural embedding. (This is similar to the definition of
the right Λσ(s)-module structure on Λ(r, s) used in the previous subsection; in fact
Λ(s, s) can be identified with EndRθ (∆(s)) = Λ
op
σ(s), see the proof of Theorem 4.22.)
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If 0 ≤ t ≤ s ≤ r ≤ min{a, b}, then the tensor product Λ(s, t)⊗Λ(s,s)Λ(r, s) is now
a free right Λ(r, r)-module with basis
{ss,tµ ⊗ s
r,s
λ | µ ∈ P(s− t, t), λ ∈ P(r − s, s)} (4.21)
and we define a map of right Λ(r, r)-modules
Θ : Λ(s, t)⊗Λ(s,s) Λ(r, s)→ Λ(r, t), s
s,t
µ ⊗ s
r,s
λ 7→ (sµ ⋆ sλ)
r,t.
Let
− ⋄ − : Λ(s, t)⊗k Λ(r, s)→ Λ(r, t), g ⊗ f 7→ Θ(g ⊗ f).
Theorem 4.22. Let 0 ≤ t ≤ s ≤ r ≤ min{a, b}. The composition in the category
Eθ is given by
Eθ(s, t)⊗ Eθ(r, s) Eθ(r, t)
∼ = ∼ =
Λ(s, t)⊗ Λ(r, s) Λ(r, t)
g ⊗ f g ⋄ f.
Proof. According to Lemmas 4.14 and 4.16, the composition of g ∈ Λ(s, t) with
f ∈ Λ(r, s) is given by qr,t(gˆ ⋄ˆ fˆ), where gˆ ∈ Λˆ(s, t) and fˆ ∈ Λˆ(r, s) are such that
qs,t(gˆ) = g and qr,s(fˆ) = f .
First suppose r = s. Since D(s, s, s − t) = 1 and x(s, s, t) = 1, (4.15) shows that
qs,t(gˆ ⋄ˆ fˆ) = gf ∈ Λ(s, t). Thus, the composition map Λ(s, t) ⊗ Λ(s, s) → Λ(s, s)
coincides with the right Λ(s, s)-module structure of Λ(s, t).
Now suppose s = t. Since D(r, s, 0) = 1 and w(s, s) = x(r, s, s) = 1, (4.15) shows
that gˆ ⋄ˆ fˆ = gˆfˆ , so that qr,s(gˆ ⋄ˆ fˆ) = ϕ(g)f ∈ Λ(r, s) where ϕ is the composition in
(4.20). Thus, the composition map Λ(s, s)⊗Λ(r, s)→ Λ(r, s) coincides with the left
Λ(s, s)-module structure of Λ(r, s).
Associativity in Eθ implies that the composition map Λ(s, t)⊗Λ(r, s)→ Λ(r, t) is
Λ(s, s)-balanced and Λ(r, r)-equivariant, and is therefore completely determined by
the image of the basis elements in (4.21). Lemma 4.19 now completes the proof. 
5. Non-formality of the A∞ structure
We provide an example to show that the A∞-category structure on Eθ is, in gen-
eral, non-formal. First, we recall some basic definitions and an important theorem,
see [5, 6].
A (k-linear) A∞-category A consists of a class of objects ob(A), a Z-graded k-
module A•(ρ, σ) for every pair of objects ρ, σ ∈ ob(A), and for each n ∈ Z>0 and
objects π0, . . . , πn ∈ ob(A), a degree 2− n k-linear map
mπ0,...,πnn : A
•(πn−1, πn)⊗A
•(πn−2, πn−1)⊗ · · · ⊗ A
•(π0, π1)→ A
•(π0, πn),
such that for each n ∈ Z>0, we have∑
r+s+t=n
(−1)r+stmr+1+t(1
⊗r ⊗ms ⊗ 1
⊗t) = 0, (∗n)
where mn :=
⊕
π0,...,πn∈ob(A)
mπ0,...,πnn . An A∞-functor F from B = (B,M1,M2, . . .)
to A = (A,m1,m2, . . .) consists of a function F : ob(B) → ob(A), and for each
n ∈ Z≥0 and objects π0, . . . , πn ∈ ob(A), a degree 1− n map
F π0,...,πnn : B
•(πn−1, πn)⊗ B
•(πn−2, πn−1)⊗ · · · ⊗ B
•(π0, π1)→ A
•(F (π0), F (πn)),
34 DOEKE BUURSMA, ALEXANDER KLESHCHEV, AND DAVID J. STEINBERG
such that for each n ∈ Z>0, we have∑
r+s+t=n
(−1)r+stFr+1+t(1
⊗r⊗Ms⊗1
⊗t) =
∑
i1+···+ik=n
(−1)smk(Fi1⊗· · ·⊗Fik), (∗∗n)
where s :=
∑k−1
j=1(k−j)(ij−1) and Fn :=
⊕
π0,...,πn∈ob(A)
F π0,...,πnn . The composition
GF of two A∞-functors F : B → A and G : C → B is given on objects by (FG)(π) =
F (G(π)) for π ∈ ob(C) with
(FG)n :=
∑
i1+···+ik=n
(−1)sFk(Gi1 ⊗ · · ·Gik),
where s is as above. The identity functor 1A on A is the A∞-functor F : A → A
with F (π) = π for each π ∈ ob(A), F ρ,σ1 = idA•(ρ,σ) for each ρ, σ ∈ ob(A), and
Fn = 0 for n > 1. An isomorphism of A∞-categories is an A∞-functor F : B → A
such that there exists an A∞-functor G : A→ B such that GF = 1B and FG = 1A.
When we speak of the homology HA of an A∞-category A = (A,m1,m2, . . .),
we mean the homology with respect to m1. It is a graded category with the same
object class as A. In fact, we have:
Theorem 5.1. [3, Theorem 1] Let (A,m1,m2, . . .) be an A∞ category and HA
its homology. If each morphism space in HA is a free graded k-module, then HA
carries the structure of an A∞-category HA = (HA,M1,M2, . . .) such that
(i) M1 = 0 and M2 = [m2],
(ii) there exists an A∞-functor F : HA → A such that F (π) = π for each
π ∈ ob(A) and [F1] = idHA.
Moreover, the A∞-category structure on HA satisfying (i) and (ii) is unique up to
(non-unique) isomorphism of A∞-categories.
Such an A∞-category structure on HA is called a minimal model of A. An A∞-
category A is called formal if its minimal model can be chosen so that Mn = 0
for n 6= 2. A graded category B is intrinsically formal if every A∞-category A =
(A,m1,m2, . . .) whose homology is isomorphic to B as a graded category is formal.
For example, the graded category Eθ in the situation of either Theorems A or B is
intrinsically formal because by homological degree consideration, there is no way to
impose an A∞-category structure on Eθ with Mn 6= 0 for any n 6= 2.
Kadeishvili’s original proof is constructive and yields an inductive algorithm for
producing a minimal model in the special case where A is a differential-graded
algebra, i.e., mn = 0 for n > 2:
Algorithm 5.2. [3, Proof of Theorem 1] Let A = (A,m1,m2, . . .) be an A∞-
category with mk = 0 for k > 2 and HA its homology. The following algorithm
produces an A∞-category structure (HA,M1,M2, . . .) and an A∞-functor F : HA →
A which satisfies the conditions in Theorem 5.1.
Step 1: Let M1 = 0 and take F
µ,ν
1 : Eθ(µ, ν) → Hθ(µ, ν) to be a cycle-choosing
homomorphism of k-modules. Set n := 2.
Step 2: Since mk = 0 for k > 2, we may rewrite (∗∗n) as
m1Fn = F1Mn − Un, (5.3)
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where
Un := m2
n−1∑
i=1
(−1)i−1(Fi⊗Fn−i)−
n−1∑
s=2
n−2∑
t=0
(−1)n−s−t+stFn−s+1(1
⊗n−s−t⊗Ms⊗ 1
⊗t).
We will also use the restriction to HA(πn−1, πn)⊗ · · · ⊗HA(π0, π1):
Uπ0,...,πnn : HA(πn−1, πn)⊗ · · · ⊗HA(π0, π1)→ A(π0, πn).
One can check that m1Un = 0. Thus, since Mk, Fk have been defined for
k < n, we take Mn to be the (well-defined) homology class [Un] of Un.
Step 3: Note that [F1Mn − Un] = [F1Mn] − [Un] = Mn −Mn = 0, so F1Mn − Un
is a boundary, and choose Fn such that m1Fn = F1Mn − Un. Increment n
and return to Step 2.
Let θ ∈ Q+. For each π ∈ KP(θ), fix a projective resolution P
π
• of ∆(π). Consider
the differential-graded category Hθ whose objects are the Kostant partitions of θ
with morphism spaces H•θ(ρ, σ) := Hom
•
Rθ
(P ρ• , P
σ
• ). We denote by
mρ,σ1 : H
•
θ(ρ, σ)→H
•
θ(ρ, σ)
mρ,σ,τ2 : H
•
θ(σ, τ) ⊗H
•
θ(ρ, σ)→ H
•
θ(ρ, τ)
the differential and composition in Hθ, respectively. Note that m
ρ,σ
1 is precisely δ
from (2.31). Being a differential-graded category, Hθ is also an A∞-category (see [5]),
so its homology Eθ carries a structure of an A∞-category according to Theorem 5.1.
For the rest of this section, we let θ := α1 + 2α2 + α3 ∈ Q+ and set
π := (α2, α1 + α2 + α3) ρ := (α2 + α3, α1 + α2)
σ := (α3, α2, α1 + α2) τ := (α3, (α2)
2, α1).
Note that there is one other Kostant partition, (α2+α3, α2, α1), which will not play
a role in our construction. Recall the standard generators (2.28) of the standard
modules and the idempotents (2.7) in the nil-Hecke algebra. We define
vˆτ := vα3 ◦ vα2 ◦ vα2 ◦ vα1 ∈ ∆ˆ(τ),
eτ := e1 ⊗ e2 ⊗ e1 ∈ NH1 ⊗NH2 ⊗NH1,
so that vτ = vˆτeτ . We list the resolutions of the corresponding standard modules
from [1, Theorem A] and Lemma 2.23 below:
0 q2Rθ12321 qRθ12231 ⊕ qRθ12132 Rθ12123 ∆(π) 0,
0 q2Rθ13221 qRθ12321 ⊕ qRθ13212 Rθ12312 ∆(ρ) 0,
0 qRθ13221 Rθ13212 ∆(σ) 0,
0 q−1Rθ132(2)1 ∆(τ) 0,
dpi1 d
pi
0 ǫpi
d
ρ
1 d
ρ
0 ǫρ
dσ0 ǫσ
ǫτ
where a matrix label stands for right multiplication with that matrix, and
dπ1 :=
[
−ψ212231 ψ3ψ212132
]
, dπ0 :=
[
ψ3ψ212123
ψ312123
]
, ǫπ :=
[
vπ
]
,
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dρ1 :=
[
−ψ112321 ψ313212
]
, dρ0 :=
[
ψ312312
ψ112312
]
, ǫρ :=
[
vρ
]
,
dσ0 :=
[
ψ313212
]
, ǫσ :=
[
vσ
]
,
ǫτ :=
[
ψ2vτ
]
=
[
vˆττ2
]
.
One can easily check, using (2.19), that the complexes T π• (ρ), T
ρ
• (σ), T
σ
• (τ), and
T π• (τ) are, respectively, the top complexes in the four diagrams below. Moreover,
the diagrams define isomorphisms of complexes.
0 q−112132∆(ρ) 12123∆(ρ) 0
0 q−1X2 qX2 0,
0 q−113212∆(σ) 12312∆(σ) 0
0 q−1X3 qX3 0,
0 13221∆(τ) q13212∆(τ) 0
0 q−2X4 X4 0,
0 q−112321∆(τ) 12231∆(τ)⊕ 12132∆(τ) q12123∆(τ) 0
0 q−2X4 X4 ⊕X4 q
2X4 0
[(dpi0 )2,1]
f 7→ψ2vρf∼
[x2−x1]
f 7→ψ3ψ2vρf∼
[(dρ0)2,1]
f 7→vσf∼
[x2−x1]
f 7→ψ1vσf∼
[(dσ0 )1,1]
f 7→vˆτfτ2∼
[x4−x3]
f 7→ψ3vˆτfτ2∼
dpi1 d
pi
0
f 7→ψ1vˆτfτ2∼
[
−(x3−x1) x4−x3
]
(f,g)7→(ψ2ψ1vˆτfτ2,ψ2ψ1ψ3vˆτgτ2)∼
[
x4−x3
x3−x1
]
f 7→ψ3ψ2ψ3ψ1vˆτfτ2∼
Thus, denoting Zk := k[z1, . . . , zk], we have
Eθ(π, ρ) = E
1
θ (π, ρ)
∼= q−1X2/(x1 = x2)
∼
−→ q−1Z1, x¯1 7→ z1
Eθ(ρ, σ) = E
1
θ (ρ, σ)
∼= q−1X3/(x1 = x2)
∼
−→ q−1Z2, x¯1 7→ z1, x¯3 7→ z2
Eθ(σ, τ) = E
1
θ (σ, τ)
∼= q−2X4/(x3 = x4)
∼
−→ q−2Z3, x¯1 7→ z1, x¯2 7→ z2, x¯3 7→ z3
Eθ(π, τ) = E
2
θ (π, τ)
∼= q−2X4/(x1 = x3 = x4)
∼
−→ q−2Z2, x¯1 7→ z1, x¯2 7→ z2.
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Example 5.4. There is an A∞-category structure Eθ = (Eθ,M1,M2, . . .) satisfying
the conditions in Theorem 5.1 such that
E1θ (σ, τ) ⊗ E
1
θ (ρ, σ) ⊗ E
1
θ (π, ρ) E
2
θ (π, τ)
∼ = ∼ =
q−2Z3 ⊗ q
−1Z2 ⊗ q
−1Z1 q
−2Z2
za1z
b
2z
c
3 ⊗ z
m
1 z
n
2 ⊗ z
w
1 z
c+m+w
1 z
b+n
2
za2 − z
a
1
z2 − z1
.
M
pi,ρ,σ,τ
3
Moreover, there is no A∞-category structure on Eθ satisfying the conditions in The-
orem 5.1 with M3 = 0.
Proof. We apply Algorithm 5.2. We will need to examine the complexes T π• (σ) and
T ρ• (τ). They are, respectively, the top complexes in the two diagrams below, and
the diagrams define isomorphisms of complexes.
0 q−112132∆(σ) 12123∆(σ) 0
0 X3 q
2X3 0
0 q−113221∆(τ) 12321∆(τ)⊕ 13212∆(τ) q12312∆(τ) 0
0 q−3X4 q
−1X4 ⊕ q
−1X4 qX4 0
[(dpi0 )2,1]
f 7→ψ2ψ1vσf∼
[x3−x1]
f 7→ψ3ψ2ψ1vσf∼
d
ρ
1 d
ρ
0
f 7→vˆτfτ2∼
[
−(x2−x1) x4−x3
]
(f,g)7→(ψ1vˆτ fτ2,ψ3vˆτgτ2)∼
[
x4−x3
x2−x1
]
f 7→ψ1ψ3vˆτfτ2∼
so that
Eθ(π, σ) = E
1
θ (π, σ)
∼= X3/(x1 = x3)
∼
−→ Z2, x¯1 7→ z1, x¯2 7→ z2
Eθ(ρ, τ) = E
2
θ (ρ, τ)
∼= q−3X4/(x1 = x2, x3 = x4)
∼
−→ q−3Z2, x¯1 7→ z1, x¯3 7→ z2.
Instead of F1, it will only be relevant to determine the restrictions F
π,ρ
1 , F
ρ,σ
1 ,
F σ,τ1 , and F
ρ,τ
1 . According to the algorithm, we are free to take for these any cycle-
choosing homomorphisms. We define
F π,ρ1 (z
a
1 ) :=
0 q2Rθ12321 qRθ12231 ⊕ qRθ12132 Rθ12123 0,
0 q2Rθ13221 qRθ12321 ⊕ qRθ13212 Rθ12312 0,
dpi1
[
ya412321 0
]
dpi0
[
0
−ψ2ya312312
]
d
ρ
1 d
ρ
0
F ρ,σ1 (z
a
1z
b
2) :=
0 q2Rθ13221 qRθ12321 ⊕ qRθ13212 Rθ12312 0,
0 qRθ13221 Rθ13212 0,
d
ρ
1
[
ya2y
b
413221
]
d
ρ
0
[
0
−ya2y
b
313212
]
dσ0
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F σ,τ1 (z
a
1z
b
2z
c
3) :=
0 qRθ13221 Rθ13212 0,
0 q−1Rθ132(2)1 0,
dσ0
[
−ya1y
b
2y
c
4132(2)1
]
F ρ,τ1 (z
a
1z
b
2) :=
0 q2Rθ13221 qRθ12321 ⊕ qRθ13212 Rθ12312 0,
0 q−1Rθ132(2)1 0.
d
ρ
1
[
−ya2y
b
4132(2)1
]
d
ρ
0
Using the above, we now show that the following choices are in accordance with
the algorithm:
Mπ,ρ,σ2 = 0, F
π,ρ,σ
2 = 0, M
π,ρ,τ
2 = 0, F
π,ρ,τ
2 = 0 (5.5)
By our choices of F π,ρ1 and F
ρ,σ
1 , we have U
π,ρ,σ
2 = 0, so M
π,ρ,σ
2 = 0, and according
to (5.3), we may take F π,ρ,σ2 = 0. Since Eθ(π, ρ) is concentrated in homological
degree 1 and Eθ(ρ, τ) is concentrated in homological degree 2, the image of U
π,ρ,τ
2 =
mπ,ρ,τ2 (F
ρ,τ
1 ⊗F
π,ρ
1 ) is inH
3
θ(π, τ), which is zero since P
π
• has length 2. ThusM
π,ρ,τ
2 =
0 and according to (5.3), we may take F π,ρ,τ2 = 0.
We now have
Uπ,ρ,σ,τ3 = m
π,σ,τ
2 (F
σ,τ
1 ⊗ F
π,ρ,σ
2 )−m
π,ρ,τ
2 (F
ρ,σ,τ
2 ⊗ F
π,ρ
1 ) + F
π,σ,τ
2 (1
σ,τ ⊗Mπ,ρ,σ2 )
− F π,ρ,τ2 (M
ρ,σ,τ
2 ⊗ 1
π,ρ)
= −mπ,ρ,τ2 (F
ρ,σ,τ
2 ⊗ F
π,ρ
1 ),
so we only need to make a choice for F ρ,σ,τ2 . We have U
ρ,σ,τ
2 = m
ρ,σ,τ
2 (F
σ,τ
1 ⊗ F
ρ,σ
1 )
so that Uρ,σ,τ2 (z
a
1z
b
2z
c
3 ⊗ z
m
1 z
n
2 ) is given by
0 q2Rθ13221 qRθ12321 ⊕ qRθ13212 Rθ12312 0
0 q−1Rθ132(2)1 0.
d
ρ
1
[
−ya1y
b+m
2 y
c+n
4 132(2)1
]
d
ρ
0
Thus
Mρ,σ,τ2 (z
a
1z
b
2z
c
3 ⊗ z
m
1 z
n
2 ) = z
a+b+m
1 z
c+n
2 , (5.6)
and (F ρ,τ1 M
ρ,σ,τ
2 −U
ρ,σ,τ
2 )(z
a
1z
b
2z
c
3⊗ z
m
1 z
n
2 ) is given by the above diagram, except the
diagonal arrow is right multiplication with[
−yb+m2 y
c+n
4 (y
a
2 − y
a
1)132(2)1
]
.
EXT ALGEBRAS FOR STANDARD MODULES 39
We may now take F ρ,σ,τ2 (z
a
1z
b
2z
c
3 ⊗ z
m
1 z
n
2 ) to be:
0 q2Rθ13221 qRθ12321 ⊕ qRθ13212 Rθ12312 0
0 q−1Rθ132(2)1 0.
d
ρ
1 d
ρ
0

ψ1yb+m2 yc+n4 ya2−ya1y2−y1 132(2)1
0


Now Uπ,ρ,σ,τ3 (z
a
1z
b
2z
c
3 ⊗ z
m
1 z
n
2 ⊗ z
w
1 ) is given by:
0 q2Rθ12321 qRθ12231 ⊕ qRθ12132 Rθ12123 0,
0 q−1Rθ132(2)1 0,
dpi1
[
−ψ1y
b+m
2 y
c+n+w
4
ya2−y
a
1
y2−y1
1
32(2)1
]
dpi0
so that Mπ,ρ,σ,τ3 = [U
π,ρ,σ,τ
3 ] is as in the theorem statement.
For the second assertion, note that the existence of a second A∞-category struc-
ture Eθ = (Eθ, N1, N2, . . .) satisfying the conditions of Theorem 5.1 implies the ex-
istence of an isomorphism of A∞-categories G : (Eθ,M1,M2, . . .)→ (Eθ, N1, N2, . . .)
with G1 being the identity on each morphism space. Assume, toward a contradiction,
that such an isomorphism exists, and that N3 = 0.
Recall that we take M1 = N1 = 0, so (∗∗2) applied to G reads G1M2 = N2(G1 ⊗
G1), and since G1 is the identity, we have M2 = N2. Now since N3 = 0 by assump-
tion, (∗∗3) reads
G2(M2 ⊗ 1− 1⊗M2) +M3 =M2(1⊗G2 −G2 ⊗ 1). (5.7)
The restriction of (5.7) to Eθ(σ, τ)⊗ Eθ(ρ, σ) ⊗ Eθ(π, ρ) is
Gπ,ρ,τ2 (M
ρ,σ,τ
2 ⊗ 1
π,ρ)−Gπ,σ,τ2 (1
σ,τ ⊗Mπ,ρ,σ2 ) +M
π,ρ,σ,τ
3
=Mπ,σ,τ2 (1
σ,τ ⊗Gπ,ρ,σ2 )−M
π,ρ,τ
2 (G
ρ,σ,τ
2 ⊗ 1
π,ρ), (5.8)
so according to (5.5), (5.8) becomes
Gπ,ρ,τ2 (M
ρ,σ,τ
2 ⊗ 1
π,ρ) +Mπ,ρ,σ,τ3 =M
π,σ,τ
2 (1
σ,τ ⊗Gπ,ρ,σ2 ). (5.9)
We have a formula for Mρ,σ,τ2 given by (5.6). We define
F π,σ1 (z
m
1 z
n
2 ) :=
0 q2Rθ12321 qRθ12231 ⊕ qRθ12132 Rθ12123 0,
0 qRθ13221 Rθ13212 0,
dpi1
[
ψ1y
n
2 y
m
4 13221
]
dpi0
[
0
−ψ2ψ1yn2 y
m
3 13212
]
dσ0
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By our choices of F π,σ1 and F
σ,τ
1 , we have that U
π,σ,τ
2 (z
a
1z
b
2z
c
3 ⊗ z
m
1 z
n
2 ) is given by
0 q2Rθ12321 qRθ12231 ⊕ qRθ12132 Rθ12123 0,
0 q−1Rθ132(2)1 0
dpi1
[
−ψ1ya1y
b+n
2 y
c+m
4 132(2)1
]
dpi0
so that Mπ,σ,τ2 (z
a
1z
b
2z
c
3 ⊗ z
m
1 z
n
2 ) = z
a+c+m
1 z
b+n
2 .
Denote the left- and right-hand sides of (5.9) by L and R, respectively. We apply
L and R to two elements: z1 ⊗ 1⊗ 1 and z2 ⊗ 1⊗ 1. Note that the map
Gπ,ρ,σ2 : q
−1Z2 ⊗ q
−1Z1 ∼= E
1
θ (ρ, σ) ⊗ E
1
θ (π, ρ)→ E
1
θ (π, σ)
∼= Z2,
is a KLR degree 0 map, so we must have Gπ,ρ,σ2 (1 ⊗ 1) = 0. Thus, R(z1 ⊗ 1 ⊗
1) = R(z2 ⊗ 1 ⊗ 1) = 0. On the other hand, we have M
π,ρ,σ,τ
3 (z1 ⊗ 1 ⊗ 1) = 1,
Mπ,ρ,σ,τ3 (z2 ⊗ 1⊗ 1) = 0, and M
ρ,σ,τ
2 (z1 ⊗ 1) = M
ρ,σ,τ
2 (z2 ⊗ 1) = z1, so by (5.9), we
have
0 = R(z1 ⊗ 1⊗ 1) = L(z1 ⊗ 1⊗ 1) = G2(z1 ⊗ 1) + 1,
0 = R(z2 ⊗ 1⊗ 1) = L(z2 ⊗ 1⊗ 1) = G2(z1 ⊗ 1),
a clear contradiction. 
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