We adopt Deep Reinforcement Learning algorithms to design trading strategies for continuous futures contracts. Both discrete and continuous action spaces are considered and volatility scaling is incorporated to create reward functions which scale trade positions based on market volatility. We test our algorithms on the 50 most liquid futures contracts from 2011 to 2019, and investigate how performance varies across different asset classes including commodities, equity indices, fixed income and FX markets. We compare our algorithms against classical time series momentum strategies, and show that our method outperforms such baseline models, delivering positive profits despite heavy transaction costs. The experiments show that the proposed algorithms can follow large market trends without changing positions and can also scale down, or hold, through consolidation periods.
Introduction
Financial trading has been a widely researched topic and a variety of methods have been proposed to trade markets over the last few decades. These include fundamental analysis [16] , technical analysis [38] and algorithmic trading [8] . Indeed, many practitioners use a hybrid of these techniques to make trades [42] . Algorithmic trading has arguably gained most recent interest and accounts for about 75% of trading volume in the United States stock exchanges [8] . The advantages of algorithmic trading are widespread, ranging from strong computing foundations, faster execution and risk diversification.
One key component of such trading systems is a predictive signal that can lead to alpha (excess return) and, to this end, mathematical and statistical methods are widely applied. However, due to the low signal-to-noise ratio of financial data and the dynamic nature of markets, the design of these methods is non-trivial and the effectiveness of commonly derived signals varies through time.
In recent years, machine learning algorithms have gained much popularity in many areas, with notable successes in diverse application domains including image classification [25] and natural language processing [11] . Similar techniques have also been applied to financial markets in an attempt to find higher alpha (see [54, 55, 56, 47, 44, 55] for a few examples using such techniques in the context of high-frequency data). Most research focuses on regression and classification pipelines in which excess returns, or market movements, are predicted over some (fixed) horizons. However, there is little discussion related to transforming these predictive signals into actual trade positions (see [27] for an attempt to train a deep learning model to learn positions directly). Indeed such a mapping is non-trivial. As an example, predictive horizons are often relatively short (one day or a few days ahead if using daily data), however large trends can persist for weeks or months with some moderate consolidation periods. We therefore not only need a signal with good predictive power but also a signal that can consistently produce good directional calls.
In this work, we report on Reinforcement Learning (RL) [45] algorithms to tackle above problems. Instead of making predictions -followed by a trade decision based on predictions, we train our models to directly output trade positions, bypassing the explicit forecasting step. Modern portfolio theory [1, 39, 21] implies that, given a finite time horizon, an investor chooses actions to maximise some expected utility of final wealth:
where U is the utility function, W T is the final wealth over a finite horizon T and δW t represents the change in wealth. The performance of the final wealth measure depends upon sequences of interdependent actions where optimal trading decisions do not just decide immediate trade returns but also affect subsequent future returns. As mentioned in [30, 40] , this falls under the framework of optimal control theory [24] and forms a classical sequential decision making process. If the investor is risk-neutral, the utility function becomes linear and we only need to maximise the expected cumulative trades returns, E( T t=1 δW t ) and we observe that the problem fits exactly with the framework of RL, the goal of which is to maximise some expected cumulative rewards via an agent interacting with an uncertain environment. Under the RL framework, we can directly map different market situations to trade positions and conveniently include market frictions, such as commissions, to our reward functions, allowing trading performance to be directly optimised.
In this work, we adopt state-of-art RL algorithms to the aforementioned problem setting, including Deep Q-learning Networks (DQN) [34, 49] , Policy Gradients (PG) [52] and Advantage Actor-Critic (A2C) [33] . Both discrete and continuous action spaces are explored in our work, and we improve reward functions with volatility scaling [37, 17] to scale up trade positions while volatility is low, and vice versa. We show the robustness and consistency of our algorithms by testing on the 50 most liquid futures contracts [10] between 2011 and 2019. Our dataset consists of different asset classes including commodities, equity indexes, fixed income and FX markets. We compare our method with classical time series momentum strategies, and our method outperforms baselines models and generates positive returns in all sectors despite heavy transaction costs. Time series strategies work well in trending markets, like fixed income markets, however suffer losses in FX markets where directional moves are less usual. Our experiments show that our algorithms can monetise on large moves without changing positions and also deal with markets that are more "mean-reverting".
Outlines The remainder of the paper is structured as follows. Section 2 introduces the current literature and Section 3 presents our methodology. In Section 4, we compare our method with baseline algorithms and show how trading performance varies among different asset classes. A description of dataset and training methodology is also included in this section. Section 5 concludes our findings and discusses extensions of our work.
Literature Review
In this section, we review some classical trading strategies and discuss how RL has been applied to this field. Fundamental analysis aims to measure the intrinsic value of a security by examining economic data so investors can compare the security's current price with estimates to see if the security is undervalued or overvalued. One of the established strategies is called CAN-SLIM [43] and it is based on a major study of market winners from 1880 to 2009. However, a common criticism of fundamental analysis is that the timing of enter and exit of trades is not specified. Even the markets move towards the estimated price, a bad timing of entering the trades could lead to huge drawdowns and such moves in account values are often not bearable to investors, shaking them out of the markets. Technical analysis is in contrast to fundamental analysis where a security's historical price data is used to study price patterns. Technicians place trades based on a combination of indicators such as the Relative Strength Index (RSI) and Bollinger Bands. However, due to the lack of analysis on economic or market conditions, the predictability of these signals is not strong, often leading to false breakouts.
Algorithmic trading is a more systematic approach that involves mathematical modelling and automated execution. Examples include trend-following [42] , mean-reversion [9] , statistical arbitrage [8] and delta-neutral trading strategies [32] . We mainly review time series momentum strategies by [37] as we benchmark our models against their algorithms. Their work developed a very robust trading strategy by simply taking the sign of returns over the last year as a signal and demonstrated profitability for every contract considered within 58 liquid instruments over 25 years. Thenceforth, a number of methods [2, 4, 41, 27] have been proposed to enhance this strategy by estimating the trend and map them to actual trade positions. However, these strategies are designed to profit from large directional moves but can suffer huge losses if markets move sideways as the predictability of these signals deteriorates and excess turnover erodes profitability. In our work, we adopt time series momentum features along with technical indicators to represent state space and obtain trade positions directly using RL. The idea of our representation is simple: extracting information across different momentum features and outputting positions based on the aggregated information.
The current literature on RL in trading can be categorized into three main methods: critic-only, actor-only and actor-critic approach [15] . The critic-approach, mainly DQN, is the most published method in this field [7, 22, 46, 20, 40] where a state-action value function, Q, is constructed to represent how good a particular action is in a state. Discrete action spaces are adopted in these works and an agent is trained to fully go long or short a position. However, a fully invested position is risky during high volatility periods, exposing one to severe risk when opposite moves occur. Ideally, one would like to scale up or down positions according to current market conditions. Doing this requires one to have large action spaces, however, the critic-approach suffers from large action spaces as we need to assign a score for each possible action.
The second most common approach is the actor-only approach [36, 35, 27, 12] where the agent directly optimises the objective function without computing the expected outcomes of each action in a state. Because a policy is directly learned, actor-only approaches can be generalised to continuous action spaces. In the work of [35, 27] , offline batch gradient ascent methods can be used to optimise the objective function, like profits or Sharpe ratio, as it is differentiable end to end. However, this is different from standard RL actor-only approaches where a distribution needs to be learned for the policy. In order to study the distribution of a policy, the Policy Gradient Theorem [45] and Monte Carlo methods [31] are adopted in the training and models are updated until the end of each episode. We often experience slow learning and need a lot of samples to obtain an optimal policy as individual bad actions will be considered "good" as long as the total rewards are good, taking long times to adjust these actions.
The actor-critic approach forms the third category and aims to solve the above learning problems by updating the policy in real time. The key idea is to alternatively update two models where one, actor, controls how an agent performs given the current state, and the other, critic, measures how good the chosen action is. However, this approach is the least studied method in financial applications with limited works [26, 5, 53] . We aim to supplement the literature and study the effectiveness of this approach in trading. For a more detailed discussion on state, action spaces and reward functions, interested readers are pointed to the survey [15] . Other important financial applications such as portfolio optimisation and trade execution are also included in this work.
Methodology
In this section, we introduce our setups including state, action spaces and reward functions. We describe three RL algorithms used in our work, Deep Q-learning Networks (DQN), Policy Gradients (PG) and Advantage Actor-Critic (A2C) methods.
Markov Decision Process Formalisation
We can formulate the trading problem as a Markov Decision Process (MDP) where an agent interacts with the environment at discrete time steps. At each time step t, the agent receives some representation of the environment denoted as a state S t . Given this state, an agent chooses an action A t , and based on this action, a numerical reward R t+1 is given to the agent at the next time step, and the agent finds itself in a new state S t+1 . The interaction between the agent and the environment produces
At any time step t, the goal of RL is to maximise the expected return (essentially the expected discounted cumulative rewards) denoted as G t at time t:
where γ is the discounting factor. If the utility function in Equation 1 has a linear form and we use R t to represent trade returns, we can see that optimising E(G) is equivalent to optimising our expected wealth.
State Space In the literature, many different features have been used to represent state spaces. Among these features, a security's past price is always included and the related technical indicators are often used [15] . In our work, we take past price, returns (r t ) over different horizons and technical indicators including Moving Average Convergence Divergence (MACD) [4] and the Relative Strength Index (RSI) [51] to represent states. At a given time step, we take the past 60 observations of each feature to form a single state. A list of our features is below:
• Normalised close price series,
• Returns over the past month, 2-month, 3-month and 1-year periods are used. Following [27] , we normalise them by daily volatility adjusted to a reasonable time scale. As an example, we normalise annual returns as r t−252,t /(σ t √ 252) where σ t is computed using an exponentially weighted moving standard deviation of r t with a 60-day span, • MACD indicators are proposed in [4] where:
where std(p t−63:t ) is the 63-day rolling standard deviation of prices p t and m(S) is the exponentially weighted moving average of prices with a time scale S, • The RSI is an oscillating indicator moving between 0 and 100. It indicates the oversold (a reading below 20) or overbought (above 80) conditions of an asset by measuring the magnitude of recent price changes. We include this indicator with a look back window of 30 days in our state representations.
Action Space We study both discrete and continuous action spaces. For discrete action spaces, a simple action set of {−1, 0, 1} is used and each value represents the position directly, i.e. −1 corresponds to a maximally short position, 0 to no holdings and 1 to a maximally long position. This representation of action space is also known as target orders [20] where a trade position is the output instead of the trading decision. Note that if the current action and next action are the same, no transaction cost will occur and we just maintain our positions. If we move from a fully long position to a short position, transaction cost will be doubled. The design of continuous action spaces is very similar to discrete case where we still output trade positions but allow actions to be any value between -1 and 1 (A t ∈ [−1, 1]).
Reward Function
The design of the reward function depends on the utility function in Equation 1.
In this work, we let the utility function be profits representing a risk-insensitive trader, and the reward R t at time t is:
where σ tgt is the volatility target and σ t−1 is an ex-ante volatility estimate calculated using an exponentially weighted moving standard deviation with a 60-day window on r t . This expression forms the volatility scaling in [37, 17, 27] where our positions is scaled up when market volatility is low and scaled down vice versa. In addition, given a volatility target, our reward R t is mostly driven by our actions instead of being heavily affected by market volatility. We can also consider the volatility scaling as normalising rewards from different contracts to a same scale. Since our data consists of 50 futures contracts with different price ranges, we need to normalise different rewards to a same scale for training and also for portfolio construction. µ is a fixed number per contract at each trade and we set it to 1. Note that our transaction cost term also includes a price term p t−1 . This is necessary as again we work with many contracts and each contract has different costs, so we represent transaction cost as a fraction of traded value. The constant, bp (basis point) is the cost rate and 1bp=0.0001. As an example, if the cost rate is 1bp, we need to pay $0.1 to buy one unit of a contract priced at $1000.
We define r t = p t − p t−1 and this expression represents additive profits. Additive profits are often used if a fixed number of shares or contracts is traded at each time. If we want to trade a fraction of our accumulated wealth at each time, multiplicative profits should be used and r t = p t /p t−1 − 1.
In this case, we also need to change the expression of R t as R t represents the percentage of our wealth. The exact form can be found in [36] . We stick to additive profits in our work as logarithmic transformation needs to be taken for multiplicative profits to have cumulative rewards required by the RL setup, but logarithmic transformation penalises large wealth growths.
RL Algorithms
Deep Q-learning Networks (DQN) A DQN approximates the state-action value function (Q function) to estimates how good it is for the agent to perform a given action in a given state by adopting a neural network. Suppose our Q function is parameterised by some θ. We minimise the mean squared error between the current and target Q to derive the optimal state-action value function:
where L(θ) is the objective function. A problem is that the training of a vanilla DQN is not stable and suffers from variability. Many improvements have been made to stabilise the training process, and we adopt the following three strategies, fixed Q-targets [49] , Double DQN [18] and Dueling DQN [50] to improve the training in our work. Fixed Q-targets and Double DQN are used to reduce policy variances and to solve the problem of "chasing tails" by using a separate network to produce target values. Dueling DQNs separate the Q-value into state value and the advantage of each action. The benefit of doing this is that the value stream gets more updates and we learn a better representation of the state values.
Policy Gradients (PG) The PG aims to maximise the expected cumulative rewards by optimising the policy directly. If we use a neural network with parameters θ to represent the policy, π θ (A|S), we can generate a trajectory τ = [S 0 , A 0 , R 1 , S 1 , · · · , S t , A t ] from the environment and obtain a sequence of rewards. We maximise the expected cumulative rewards J(θ) by using gradient ascent to adjust θ:
where G t is defined in Equation 2. Compared with DQN, PG learns a policy directly and can output a probability distribution over actions. This is useful if we want to design stochastic policies or work with continuous action spaces. However, the training of PG uses Monte Carlo methods to sample trajectories from the environment and the update is done only when the episode finishes. This often results in slow training and it can get stuck at a (sub-optimal) local maximum.
Advantage Actor-Critic (A2C) The A2C is proposed to solve the training problem of PG by updating the policy in real time. It consists of two models: one is an actor network that ouputs the policy and the other is a critic network that measures how good the chosen action is in the given state. We can update the policy network π(A|S, θ) by maximising the objective function:
where A adv (S, A) is the advantage function defined as:
In order to calculate advantages, we use another network, the critic network, with parameters w to model the state value function V (s|w), and we can update the critic network using gradient descent to minimise the TD-error:
The A2C is most useful if we are interested in continuous action spaces as we recude the policy variance by using the advantage function and update the policy in real time. The training of A2C can be done synchronously or asynchronously (A3C). In this work, we adopt the synchronous approach and execute agents in parallel on multiple environments.
Experiments

Description of Dataset
We use data on 50 ratio-adjusted continuous futures contracts from the Pinnacle Data Corp CLC Database [10] . Our dataset ranges from 2005 to 2019, and consists of a variety of asset classes including commodity, equity index, fixed income and FX. A full breakdown of the dataset can be found in Appendix A. We retrain our model at every 5 years, using all data available up to that point to optimise the parameters. Model parameters are then fixed for the next 5 years to produce out-of-sample results. In total, our testing period is from 2011 to 2019.
Baseline Algorithms
We compare our methods to the following baseline models including classical time series momentum strategies:
• Long Only • Sign(R) [37, 27] :
where MACD t is defined in Equation 3. We can also take multiple singals with different time-scales and average them to give a final indicator:
where S k and L k define short and long time-scales, namely S k ∈ {8, 16, 32} and L k ∈ {24, 48, 96} as in [27] .
We compare the above baseline models with our RL algorithms, DQN, PG and A2C. DQN and PG have discrete action spaces {−1, 0, 1}, and A2C has a continous action space [−1, 1].
Training Schemes for RL
In our work, we use Long Short-term Memory (LSTM) [19] neural networks to model both actor and critic networks. LSTMs are traditionally used in natural language processing, but many recent works have applied them to financial time-series [14, 48, 3, 13] , in particular, the work of [27] shows that LSTMs deliver superior performance on modelling daily financial data. We use two-layer LSTM networks with 64 and 32 units in all models, and Leaky Rectifying Linear Units (Leaky-ReLU) [28] are used as activation functions. As our dataset consists of different asset classes, we train a separate model for each asset class. It is a common practice to train models by grouping contracts within the same asset class, and we find it also improves our performance.
We list the value of hyperparameters for different RL algorithms in Table 1 . We denote the learning rates for critic and actor networks as α critic and α actor . The Adam optimiser [23] is used for training all networks, and batch size means the size of mini-batch used in gradient descent. As previously introduced, γ is the discounting factor and bp is the cost rate used in training. We can treat bp as a regularising term as a large bp penalises turnovers and lets agents maintain current trade positions. The memory size shows the size of the buffer for experience replay, and we update the parameters of our target network in DQN at every τ steps. 
Experimental Results
We test both baseline models and our methods between 2011 and 2019, and we calculate the trade returns net of transaction costs as in Equation 4 for each contract. We then form a simple portfolio by giving equal weights to each contract, and the trade return of a portfolio is: 13) where N represents the number of contracts considered and R i t is the trade return for contract i at time t. We evaluate the performance of this portfolio using following metrics as suggested in [27] We present our results in Table 2 where an additional layer of portfolio-level volatility scaling is applied for each model. This brings the volatility of different methods to a same target so we can direcly compare metrics such as expected and cumulative trade returns. We also include the results without this volatility scaling for reference in Table 3 in Appendix B. Table 2 is split into five parts based on different asset classes. The results show the performance of a portfolio by only using contracts from that spefic asset class. An exception is the last part of the table where we form a portfolio using all contracts from our dataset. The cumulative trade returns for different models and asset classes are presented in Figure 1 . We can see that RL algorithms deliver better performance for most asset classes except for the equity index where a long-only strategy is better. This can be explained by the fact that most equity indices were dominated by large upward trends in the testing period. Similarly, fixed incomes had a growing trend until 2016 and entered into consolidation periods until now. Arguably, the most reasonable strategy we should have in these cases might be just to hold our positions if large trends persist. However, the long-only strategy performs the worst in commodity and FX markets where prices are more volatile. RL algorithms perform better in these markets being able to go long or short at reasonable time points. Overall, DQN obtains the best performance among all models and the second best is the A2C approach. We investigate the cause of this observation and find that A2C generates larger turnovers, leading to smaller average returns per turnover as shown in Figure 3 .
We also investigate the performance of our methods under different transaction costs. In the left of Figure 2 , we plot the annualised Sharpe Ratio for the portfolio using all contracts at different cost rates. We can see that RL algorithms can tolerate larger cost rates and, in particular, DQN and A2C can still generate positive profits with cost rate at 25bp. To understand how cost rates (bp) translate into monetary values, we plot the average cost per contract at the right of Figure 2 and we can see that 25bp represents roughly $3.5 per contract. This is a realistic cost for a retail trader to pay but institutional traders have a different fee structure based on trading volumes and often have cheaper cost. In any case, this shows the validity of our methods in a realistic setup.
The performance of a portfolio is generally better than the performance of an individual contract as risks are diversified across a range of assets, so the return per risk is higher. In order to investigate the raw quality of our methods, we investigate the performance of individual contracts. We use the boxplots in Figure 3 to present the annualised Sharpe Ratio and average trade return per turnover for each futures contract. Overall, these results reinforce our previous findings that RL algorithms generally work better, and the performance of our method is not driven by a single contract that shows superior performance, reassuring the consistency of our model. 
Conclusion
We adopt RL algorithms to learn trading strategies for continuous futures contracts. We discuss the connection between modern portfolio theory and the RL reward hypothesis, and show that they are equivalent if a linear utility function is used. Our analysis focuses three RL algorithms, namely Deep Q-learning Network, Policy Gradients and Advantage Actor-Critic, and investigate both discrete and continuous action spaces. We utilise features from time series momentum and technical indicators to form state representations. In addition, volatility scaling is introduced to improve reward functions. We test our methods on 50 liquid futures contracts from 2011 to 2019, and our results show that RL algorithms outperform baseline models and deliver profits even under heavy transaction costs.
In subsequent continuations of this work, we would like to investigate different forms of utility functions. In practice, an investor is often risk-averse and the objective is to maximise a risk-adjusted performance function such as the Sharpe Ratio, leading to a concave utility function. As suggested in [20] , we can resort to distributional reinforcement learning [6] to obtain the entire distribution over Q(s, a) instead of the expected Q-value. Once the distribution is learned, we can choose actions with the highest expected Q-value and the lowest standard deviation of it, maximising the Sharpe Ratio. We can also extend our methods to portfolio optimisation by modifying the action spaces to give weights of individual contracts in a portfolio. We can incorporate the reward functions with mean-variance portfolio theory [29] to deliver a reasonable expected trade return with minimal volatility. 
Commodity
Appendix A
Our dataset consists of 50 futures contracts, and there are 25 commodity contracts, 11 equity index contracts, 5 fixed income contracts and 9 forex contracts. A detail description of each contract is below:
. Table 3 presents the performance metrics for portfolios without additional layer of volatility scaling. 
