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Práce se zabývá analýzou texturních příznaků a klasiﬁkací známých objektů. Poskytuje zá-
kladní přehled bežně používaných texturních příznaků a principů jejich klasiﬁkace, přičemž
užší pozornost je věnována extrakci local binary patterns a klasiﬁkátoru založeném na al-
goritmu support vector machine. Práce také obsahuje vyhodnocení dosažených výsledků
pomocí statistických metod jackkniﬁngu a F-measure.
Abstract
This thesis is focused on analysis of texture-based features and classiﬁcation of known
objects. The technical report provides basic outline of commonly used texture features
and principles of their classiﬁcation, whereas narrower attention is dedicated to extraction
of Local Binary Patterns and Support Vector Machine algorithm based classiﬁer. This
work also includes evaluation of attained results by statistical methods Jackkniﬁng and
F-measure.
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Tato bakalářská práce se zabývá relativně mladou a velmi perspektivní oblastí počítačové
graﬁky – počítačovým viděním. Cílem této práce bylo vytvořit systém pro rozpoznání vy-
braných objektů v obraze s optimálním nastavením parametrů pro tento systém tak, aby
bylo dosaženo maximální efektivnosti při segmentaci a klasiﬁkaci.
Práce poskytuje stručný popis vybraných praktik analýzy dvojrozměrného obrazu, které
se používají pro segmentaci obrazu na základě texturních příznaků. Zejména se práce sou-
středí na detekci textur, analýzu texturních příznaků a statistickou klasiﬁkaci získaných
dat.
Stěžejním bodemmé bakalářské práce je extrakce vhodně zvolených texturních příznaků,
nezbytných pro popis obrazu. Pro tyto účely jsem si vybral standardní varianty local bi-
nary patterns, který v dnešní době patří mezi nejpoužívanější texturní příznaky zejména
pro svou výpočetní nenáročnost, robustnost vůči mnoha standardním nedostatkům obrazu
a v neposlední řadě snadné implementaci.
Provedl jsem teoretické porovnání několika známých metod pro klasiﬁkaci texturních
příznaků a nakonec vybral techniku strojového učení s učitelem, neboť dosahuje výrazně
lepších výsledků než metody bez učitele. Pro implementaci byl použit algoritmus support
vector machine, který nepostrádá nezbytných kvalit pro účely aplikace, hlavně rychlý algo-
ritmus učení a velmi efektivní klasiﬁkaci.
Algoritmy pro segmentaci obrazu byly navrhnuty tak, aby bylo možno porovnat dobu
výpočtu a úspěšnost klasiﬁkace jednotlivých objektů v obraze a tím vytvořit jednoduché
měřítko pro zjištění efektivity jednotlivých metod. Implementováno bylo quad-tree dělení
obrazu, plovoucí okno a rotační maska.
Pro ověření kvality systému byla implementována metrika testování F-measure, která
slouží k měření přesnosti dělení satelitních snímků povrchu Země, na nichž jsou graﬁcky
zvýrazněny významné spojité plochy. Jako ukázka byly zvoleny plochy lesů, měst a polí.
Rovněž byla navrhnuta databáze satelitních snímků a spolu s jackknife metodou sloužila
k evaluaci texturních příznaků a klasiﬁkátoru.
V kapitole 2 jsou vysvětleny základní pojmy pro úvod do problematiky. Kapitola 3 slouží
k popisu několika texturních příznaků, algoritmů pro jejich extrakci a teoretickému zhodno-
cení vhodnosti pro účely implementační části této bakalářské práce. Vybrané algoritmy pro
klasiﬁkaci jsou popsány v kapitole 4. Návrh implementace aplikace pro segmentaci leteckých
snímků je popsán v kapitole 5 a samotný postup a průběh implementace je v následující ka-





Stěžejním bodem této bakalářské práce je analýza textur. Tato kapitola slouží zejména
k popisu základních pravidel a norem. Přestože jsou tyto pravidla obecně známe, je možné,
že se vyskytnou v různých textech s drobnými rozdíly, a proto je více než vhodné si tyto
pravidla zde uvést. K validní extrakci texturních příznaků je rovněž potřeba si deﬁnovat
několik základních pojmů.
2.1 Textura a její vlastnosti
Jako texturu můžeme označit detailní popis struktury povrchu objektu, nezávislý na jeho
geometrii. Jeden vzorek textury nazýváme texel [9]. Avšak najít jednotnou a úplnou deﬁnici
textury není jednoduché a proto i zkoumání textur je velmi často založeno na předešlém
experimentálním vývoji a výzkumu namísto formálních matematických deﬁnic a modelů,
jak tomu bývá obvykle u jiných odvětví informatiky.
Textura v počítačové graﬁce slouží k zjednodušení modelu konkrétního objektu, popisuje
jinak velmi obtížně modelovatelné vlastnosti objektu a vytváří tak do jisté míry vizuální
iluzi, kde model opticky působí podobně až shodně s konkrétním modelovaným objektem.
Nanášení textury na model se nazývá texturování.
Dělení textur
Textury je možné dělit dle několika kriterií do mnoha skupin [8]. Z hlediska odrazu světel-
ných paprsků od tělesa dělíme textury na:
• Vlastní – jsou součástí zbarvení tělesa, vliv má pouze intenzita světelného záření,
směr záření ani lokace zdroje záření texturu nemění.
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Obrázek 2.1: Příklady vlastních textur
• Nevlastní – odvíjí se od tvaru tělesa a struktury jeho povrchu, vliv má změna polohy
zdroje světelného záření.
Obrázek 2.2: Příklady nevlastních textur
Jiné dělení textur se odvíjí od jejich
”
náhodnosti“. Při analýze pak můžeme pozorovat
opakující se vzor, periodu opakování, směr textury a jiné vlastnosti. Dle těchto kritérií
dělíme textury na:
• Stochastické – textura je naprosto náhodná, žádné vzory ani opakování v ní nena-
jdeme. Tyto textury se vyskytují v běžném životě nejčastěji a proto velmi ovlivňují
vývoj současných algoritmů pro počítačové vidění.
Obrázek 2.3: Příklady stochastických textur
• Strukturní – popis takových textur se řídí určitým pravidlem a jejich zkoumání
je založeno na průzkumu jejich strukturních pravidel, gramatik či jiných formálních
nástrojů. Základní element a dále nedělitelná část takovéto struktury se nazývá texel.
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Obrázek 2.4: Příklady strukturních textur
Využití textur
Textura může poskytovat velké množství informací, ale při extrakci podstatných informací
je potřeba si uvědomit, že budeme pracovat se stochastickou veličinou. Extrakce příznaků
je do jisté míry opakem k texturování. Při texturování se snažíme obrazu dodat informace,
oproti tomu hlavní účel extrakce příznaků je informace z obrazu získat. Existují různé
způsoby a různé formy extrakce příznaků.
2.2 Texturní příznaky
Texturní příznak vždy charakterizuje určitou vlastnost obrazu či podává konkrétní infor-
maci. Jejich extrakce se snaží být co nejméně výpočetně náročná, ale zároveň musí být
dostatečně přesná a poskytovat jistou vypovídací hodnotu. V této bakalářské práci se za-
bývám local binary patterns a vybranými modiﬁkacemi.
Velmi důležité je vhodné zvolení texturních příznaků. Kritéria pro volbu dělíme do dvou
skupin
• Získané empírií – zejména testováním, klasiﬁkací a porovnáváním výsledků dřívější
práce s testovací množinou dat.





Před samotnou extrakcí je potřeba věnovat čas analýze našich znalostí dané textury abychom
mohli vybrat co nejvhodněji příznak pro klasiﬁkaci. Čím je příznak komplexnější a zahrnuje
více informací, tím bude jeho extrakce či klasiﬁkace náročnější a tudíž i pomalejší. Příznak
musí obsahovat dostatek informací pro jednoznačnou separovatelnost jednotlivých tříd [10].
Extrakce probíhá v oknech předem dané velikosti a ideálně homogenních textur. Okno
s heterogenní texturou je lépe segmentovat neboť klasiﬁkace takovéhoto okna je zatížena
chybou výpočtu.
Na obrázku 3.1 vlevo jsou vhodně zvolené dvoudimenzionální texturní příznaky tří tříd,
vpravo jsou pak použity nevhodné atributy pro výběr příznaků.
Obrázek 3.1: Vhodné a nevhodné texturní příznaky
Texturních příznaků je velká řada. Mezi nejpodstatnější rozdíly patří robustnost vůči
změnám, variancím a chybám v obraze, složitost a výpočetní náročnost algoritmu, rychlost,
efektivnost a úspěšnost při klasiﬁkaci. Charakteristické vlastnosti daného příznaku pak
velmi často určují oblast jejich použití, např. efektivní a výpočetně nenáročné algoritmy
bývají často v real-time aplikacích, kde není třeba tak vysoká pravděpodobnost úspěšné
klasiﬁkace a chyba je do jisté míry tolerována.
Mezi základní metody získání texturních příznaků patří spočtení histogramu nebo kon-




Histogram je reprezentací rozložení konkrétní informace v datech, je dán počtem vzájemně
disjunktních sloupců do kterých jsou data přiřazena podle funkce příslušnosti.
Samotný histogram bývá v analýze obrázků nejčastěji použit pro analýzu barevných
modelů, ale můžeme často vidět i jeho použití v rámci jiného texturního příznaku, např.
histogram kookurence nebo local binary patterns.
Pokud bude histogram použit za jiným účelem než vizualizaci analýzy konkrétních dat,





kde Ni jsou normalizované histogramy, Hi jsou odpovídající histogramy spočteny z hod-
not pixelů v oknech a Hj jsou histogramy ostaních oken. Porovnáváme-li pouze dva histo-





kde N1 je normalizovaný histogram histogramu H1 spočteného z hodnot pixelů v okně
a k je podíl velikostí obou oken.
3.2 Konvoluce
V matematice se konvoluce označuje jako operace kombinující dvě funkce tak, aby vznikla
funkce třetí, takzvaný výstup, a zapisuje se (f · g). U diskrétních dvourozměrných funkcí,
jakými obraz může být reprezentován, je výstupní funkce dána pomocí sumy:





f [x, y]h[x− a, y − b] (3.3)
Funkci h říkáme konvoluční jádro nebo též ﬁltr. V praxi není třeba počítat sumu od
−∞ do ∞, ale pouze v mezích obou funkcí.
V počítačové graﬁce je možné chápat konvoluční jádro jako jakousi masku, kterou při-
ložíme na příslušné místo v obraze. Pixely obrazu překryté maskou vynásobíme hodnotou
masky na daných souřadnících čímž dostaneme hodnotu výstupu. Maskou postupně pře-
krýváme každý pixel v obraze.
Konvoluce bývá často použita pro detekci hran v obraze. Jako ﬁltr mohou sloužit mimo
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přičemž platí, že čím větší matice, tim je výpočet odolnější vůči šumu.
3.3 Gáborovy vlnky
Jedním z nejhojněji používaných texturních příznaků jsou Gáborovy vlnky [13]. Algorit-
mus Gáborových vlnek má svého předchůdce ve Fourierově transformaci [17], která slouží
k rozkladu libovolné periodické funkce na řadu komplexních exponenciál. Pomocí Fourie-
rovy transformace je možno analyzovat funkci a z prostorové domény ji převést do spektra,
jež představuje míru korelace dat. Diskrétní fourierova transformace prostorové (diskrétní)





Fourierova transformace umožní zjištění výskytu daného jevu ve funkci, ale nepomůže
nám při jeho lokalizaci. Pro tento účel slouží okenková transformace, která analyzuje vždy
pouze úsek funkce vyříznutý pomocí okna. Velikostí okna jsme schopni zpřesnit rozlišení
buď v prostoru nebo v intenzitě (resp. čase nebo frekvenci), ale velikost stanovíme před
zahájením analýzy a po celou dobu zůstává konstantní. U Gáborovy transformace je použito
Gaussovské okno, což zapříčiní, že bude kladen větší důraz na změny intenzity lokálního
charakteru.
Vlnková transformace vznikla za účelem odstranění hlavního nedostatku okénkové trans-
formace a to konstantní velikostí okna. Toho lze docílit buď transformacemi původní vlnky
dle potřeby nebo předem připravením vhodné banky vlnek různých velikostí s případnými
transformacemi.
Gáborovy vlnky je speciální případ vlnkové transformace, kdy banka ﬁltrů je tvořena



















Banka Gáborových vlnek o 4 velikostech a 8 orientacích, zobrazena je jen reálná část.
Obrázky jsou převzaty z [6].
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Obrázek 3.2: Banka Gáborových vlnek
3.4 Local Binary Patterns
Local Binary Pattens [11] (dále LBP), je velmi jednoduchý a zároveň efektivní texturní
operátor. Základní varianta LBP přiřazuje každému pixelu v obraze konkrétní hodnotu,
která je spočtena na základě prahování 3 x 3 okolí pixelu. Obrázek je obvykle nejprve
převeden na hodnoty stupnice šedi, ale existují i varianty barevných LBP, kde se bere
v úvahu každý barevný kanál zvlášť.
Samotný texturní přiznak je tvořen histogramem hodnot okna o určité velikosti. Jsou-li
pro výpočet histogramu použity okna různých velikostí, je nutné histogram normalizovat
(3.1), aby je bylo možno porovnávat.
Mezi hlavní výhody LBP patří jeho výpočetní nenáročnost a efektivnost, což umožňuje
použití LBP při real-time analýze. Další důležitá vlastnost LBP je robustnost vůči změnám
osvětlení a též rotaci obrazu. Proto je jeho použití časté v mnoha různých aplikacích, které


















Obrázek 3.3: Local Binary Patten
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LBP varianty
LBP operátor je možné použít na okolí různých velikostí a vzdáleností. Obecné okolí stře-
dového bodu je kruhové, značí se LBP(P,R), kde P značí počet okolních bodů a R je
kruhový radius R pixelů. Hodnota okolních bodů je lineárně interpolována z hodnot pixelů
pod tímto bodem. Pro P = 8 a R = 1 se namísto kruhového okolí používá bežné osmiokolí.
Změna rozlišení
Často používanou variací LBP je změna rozlišení. To je možné provést dvěma způsoby
• změna velikosti LBP operátoru, tzv. multi-scale LBP
• změna velikosti obrázku
Takto získané histogramy lze porovnávat zvlášť, odpovídající si rozlišení mezi sebou,
čímž získáme dva výsledky porovnání, nebo konkatenovat histogramy stejných obrázků
a porovnávat konkatenované histogramy rozdílných oken.
Obrázek 3.4: Local Binary Patten – různé rozlišení, vlevo LBP (18, 4), vpravo LBP (12, 2.5)
Rotačně invariantní LBP
Rotačně invariantní LBP (LBPRI) redukují celkové množství hodnot, které LBP operátor
může vypočítat. Pro každou hodnotu X je deﬁnována operace min(X), která rotuje binární
hodnotu čísla X uvedenou na n bitech, kde n je počet bodů sloužících k výpočtu středové
hodnoty, do jeho nejmenší binární hodnoty. Např. číslo 54 v základní variantě LBP pra-
cující s osmiokolím kolem středu má binární hodnotu 0011 0110, hodnota min(54) je pak
0001 1011.
Histogram rotačně invariantních LBP(8,1) má z původních 256 sloupců pouze 37, což
je pro následnou klasiﬁkaci výhodné.
Uniformní LBP
Uniformní LBP (LBPU) rovněž redukují počet sloupců histogramu hodnot. Operace uniform(X)
počítá celkový počet bitovách změn z 0 na 1 a z 1 na 0 v binární hodnotě LBP čísla. Číslo
X je uniformní, pokud obsahuje nejvýše dvě takovéto změny, a každé číslo je považováno
za samostatnou třídu.
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Neuniformní čísla jsou všechna ostatní a jsou zahrnuty všechny v jediné třídě. Napřiklad
čísla 0 (0000 0000, 0 změn), 112 (0111 0000, 2 změny) nebo 207 (1100 1111, 2 změny) jsou
uniformní a každé patří do své vlastní třídy. Naproti tomu čísla 201 (1100 1001, 4 změny)
a 82 (0101 0010, 6 změn) jsou neuniformní a proto budou zahrnuty do stejné třídy.
Experimentálně bylo zjistěno, že informační hodnota LBP čísel s více bitovými změnami
je velmi malá a zanáší do výsledného histogramu nepřesnosti, výsledky a rozdíly uniformních
a rotačně invariantních LBP jsou velmi závislé na konkrétním aplikaci, pro některé případy
jsou vhodnější uniformní, zatímco v jiných případech budou rotačně invariantní podávat
lepších výsledků. Výsledný histogram uniformních LBP(8,1) hodnot má 58 sloupců.




Problematika klasiﬁkace tvoří základní stavební kámen oboru počítačové vidění. Klasiﬁ-
kaci provádíme pomocí algoritmů, tzv. klasiﬁkátorů, které můžeme rozdělit dle kriterií do
určitých skupin s různými vlastnostmi.
Klasiﬁkátor může ke klasiﬁkaci objeků používat trénovací množinu předem určených
pravidel ve tvaru C = {a1, a2, . . . , an}, kde C je třída příslušnosti objektu a {a1, a2, . . . , an}
je vektor příznaků určených pro klasiﬁkaci. V takovém případě mluvíme o strojovém učení
s učitelem. Pokud nemáme k dispozici úplnou trénovací množinu dat, která je předem
ohodnocena, můsíme využít algoritmů určených pro strojové učení bez učitele.
Mezi nejpoužívanější algoritmy klasiﬁkátorů patří neuronové sítě, AdaBoost, suport
vector machines, k-means a další. Nejlepších výsledků dosahuje pouze klasiﬁkátor, který
je dobře nastaven a optimalizován na konkrétní problém. Obecně se dá říci, že algoritmy
neuronových sítí, AdaBoost a suport vector machines pracují efektivněji než klasiﬁkátory
založené na k-means a ostatních bežně známých algoritmech a zároveň optimalizace a nasta-
vení suport vector machines [3] je snazší než nastavení neuronových sítí. Proto byly support
vector machines vybrány pro implementační část bakalářské práce, konkrétně byla použita
knihovna libSVM [2].
Existují dva základní přístupy klasiﬁkace textur. Strukturní klasiﬁkace vyžaduje po-
drobnou znalost textury, kdy jednotlive texely jsou od sebe a od pozadí jasně odděleny
či popsány modelem jejich geometrického uspořádání nebo jsou popsány jiným formálním
aparátem, např. tvarovou gramatikou.
Statistická klasiﬁkace je založena na extrakci texturních příznaků. Některé běžně pou-
žívané příznaky byly popsány v kapitole 3.
4.1 K-means
Metoda k-means patří do množiny metod bez učitele, při třídění trénovací množiny dat ne-
dostává žádnou zpětnou vazbu o správnosti své klasiﬁkace. Její hlavní využití je tedy v pří-
padech, že neznáme ani přibližné prototypy hledaných objektů, je však nutné poskytnout
nějaká trénovací data a vědět, kolik různych typů objektů v datech budeme vyhledávat.
Algoritmus metody k-means je třeba inicializovat na sadě trénovacích vektorů, kde počá-
teční výběr prototypů může hrát velmi důležitou roli. Algoritmus 1 inicializace počáteční
množiny, který je uveden v této kapitole, byl získán ze studijní opory předmětu IUZ[15].
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Algoritmus 1: K-means
Input : Počet tříd k, trénovací množina vektorů ~x
Output: Separovaná množina shluků E označena svými prototypy ~w
1. Náhodně vyber k různých vektorů z trénovací množiny a označ je za prototypy
shluků:
~wj = ~xp, j ∈ 〈1, k〉, p ∈ 〈1, P 〉
2. Každý vektor ~xp z trénovací množiny přiřaď do shluku Cj j ∈ 〈1, k〉, jehož prototyp
~wj má od vektoru ~xp nejmenší vzdálenost:
|~xp − ~wj | ≤ |~xp − ~wi| i, j ∈ 〈1, k〉
3. Pro každý shluk Cj j ∈ 〈1, k〉 přepočítej prototyp ~wj tak, aby byl těžištěm
koncových bodů všech vektorů, které jsou k tomuto shluku právě přiřazené (nechť








chybu“ aktuálního stavu shlukování (součet
”
chyb“ všech shluků, které











chyba“ E klesla, nebo pokud byl některý vektor přiřazen k jinému shluku,
vrať se na bod 2.
Obrázek 4.1: K-means – vlevo je vstupní množina vektorů, vpravo separované vektory do
shluků
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4.2 Support vector machines
Support vector machines [5], dále SVM, je jedna z nejpoužívanějších metod pro klasiﬁkaci.
Ke své funkci potřebuje množinu trénovacích dat ohodnocených příslušností k jedné ze tříd.
Výstupem algoritmu trénování je SVM model, pomocí kterého klasiﬁkátor přiřazuje třídu.
Původní algoritmus SVM umožňoval separaci pouze bilineární bez možnosti určení míry
příslušnosti, což znamená, že výstupem klasiﬁkace byla pouze jedna ze dvou hodnot a to
ke které třídě daný vektor náleží [4]. Dnešní modiﬁkace SVM jsou schopny klasiﬁkovat
vice tříd a rovňež je možné zajistit takzvanou měkkou klasiﬁkaci, kdy výstupem bude míra
příslušnosti k daným třídám. Algoritmus SVM hledá oddělovací hranici tak, aby maximali-
zoval vzdálenost hranice od obou tříd, takzvaný lem, v originále margin. Podpůrné vektory
(support vector) z názvu algoritmu jsou vektory rovnoběžné s oddělovací hranicí, které jsou
vzdálené od této hranice o velikost lemu.
Testovací množina vstupních dat má obecně tvar C = {a1, a2, a3, . . . , an}, kde C je
identiﬁkátor třídy a {a1, a2, a3, . . . , an} je vektor atribut, dle kterých bude klasiﬁkace pro-
bíhat. Algoritus transformuje vektor atribut pomocí jádrové funkce do vícedimenzionálního
prostoru, díky čemuž je možné rozdělit i lineárně neseparovatelnou úlohu. Hodnoty vektoru
atribut je nutné normalizovat do intervalu 〈−1; 1〉. SVM se pak snaží nalézt takovou hy-
perrovinu, která nejlépe rozděluje množiny dat jednotlivých tříd (vybere takovou polohu
hyperroviny, aby měla co největší vzdálenost od bodů dělených tříd).
Princip jádrové funkce [16] je velmi intuitivní a na první pohled prostý. Máme-li množinu
vektorů reprezentovaných v dvourozmerném prostoru jak je tomu na obrázku 4.2, je ne-
možné obě třídy dat od sebe oddělit lineárně, tj. přímkou. Vhodná separace dat je možná
například kružnicí, jak je znázorněno i na obrázku, což ale není pro SVM klasiﬁkátor pou-
žitelné.
Obrázek 4.2: Princip fungování jádrové funkce 1.
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Jádrová funkce zajistí namapování vektorů dat do vicerozměrného prostoru tak, aby
byly již lineárně separovatelné. Na obrázku 4.3 je graﬁcky znázorněna možná transformace
vektorů z obrázku 4.2, kde každému vektoru je přidána i třetí souřadnice. Vektory, které se
nacházely uvnitř kružnice mají hodnotu třetí souřadnice rozdílnou od vektorů nacházejícíh
se mimo kružnici.
Obrázek 4.3: Princip fungování jádrové funkce 2.
Jádrová funkce pro separaci těchto dat by tedy mohla být rovnicí kružnice s poloměrem
r a středem s. V tomto případě by mapování dat mohlo probíhat na základě jednoduchého
dosazení hodnot dvourozměrných vektorů do obecné rovnice přímky
(x− sx)
2 + (y − sy)
2 = r2 (4.1)
a funkce pro výpočet třetí souřadnice z původně dvourozměrného vektoru určena pro toto
mapování by byla vyjádřena jako:
F (~v) =
(v1 − sx)
2 + (v2 − sy)
r2
(4.2)
Obecný tvar pro jádro, které slouží pro transformaci atributů do vícerozměrného pro-
storu
K (xi, xj) ≡ φ(xi)
Tφ(xj) (4.3)
V této bakalářské práci je použita jako jádro radiální bázová funkce (RBF) neboť na-
stavení parametrů klasiﬁkace SVM s jádrem RBF je algoritmizovatelné, umožňuje měkkou
klasiﬁkaci a separuje prostor nelineárně, což umožní lépe vystihnout odchylky klasiﬁkova-
ných dat.
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Obrázek 4.4: Support vector machines – vlevo je vstupní množina ohodnocených vektorů,
vpravo model separovaných vektorů
4.3 AdaBoost
Principiálně odlišným přístupem ke klasiﬁkaci je metoda AdaBoost. Obvykle je snaha ex-
trahovat co nejpřesnější příznaky, pro které následně složitým klasiﬁkátorem co nejpřesněji
určíme příslušnost ke konkrétní třídě, případně i s odhadem přesnosti této klasiﬁkace. Oproti
tomu AdaBoost si zakládá na výpočetní jednoduchosti příznaků a problém klasiﬁkace dělí
na velké množství dílčích úloh. Pro pochpení algoritmu AdaBoost je potřeba vysvětlit dva
základní pojmy:
• Slabý klasiﬁkátor – jedná se o klasiﬁkátor s relativně nízkou úspěšností. Jeho hlavní
výhodou je, že proces klasiﬁkace je výpočetně nenáročný.
• Silný klasiﬁkátor – je klasiﬁkátor, který dosahuje vyšší úspěšnosti než slabý klasi-
ﬁkátor ale ohodnocení je náročnější a trvá déle.
AdaBoost je obvykle složen z několika slabých klasiﬁkátorů, které jako vstup používají
jeden jednoduchý příznak, například histogram hodnot či prahování. Důležitou podmínkou
je, že slabý klasiﬁkátor musí umět odhadnout svou chybu a ta nesmí překročit předem
stanovenou hodnotu věrohodnosti, neboť by se mohla chyba dále distribuovat do výpočtů
a znamenala by snížení úspěšnosti celé klasiﬁkace. Obvykle se pro algoritmus AdaBoost
používá velmi velké množství slabých klasiﬁkátorů, z nichž jsou vybrány pro klasiﬁkaci
ty, které dosahují nejvyšší aktuální přesnosti. Jinými slovy výsledný silný klasiﬁkátor je
lineární kombinací slabých klasiﬁkátorů, nejedná se však o lineární klasiﬁkátor. Algoritmus
AdaBoost byl převzán ze studijních materiálu předmětu Počítačové vidění [7].
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Algoritmus 2: AdaBoost
Input : Vstupní množina vektorů ve tvaru ~xi = {(x1, xn)}
Output: Ohodnocení každého vektoru ~xi spolu s odhadem chyby
inicializace klasiﬁkátorů a spočtení distribuční funkce přes data (Dt(i) je váha pro
každý vektor ~xi)
foreach slabý klasiﬁkátor do
1. Výpočet váhy (αt) slabého klasiﬁkátoru podle velikosti jeho chyby
2. Upravení distribuční fce Dt(i) (převážení dat).Váha u dobře klasiﬁkovaných dat
klesá, naopak u špatně klasiﬁkovaných stoupá. Díky tomuto se nevybere v každém




I velmi efektivní klasiﬁkační algoritmy používající jasně a snadno separovatelné příznaky
mohou dávat značně zkreslené a nepřesné hodnoty, proto je problematika validace rovněž
důležitou technikou při vytváření dobrého modelu dostatečně generalizujícího danou úlohu.
Model s nevhodně zvolenou nebo příliš malou trénovací množinou často může detekovat
objekty nepřesně, přetrénovaný model pak trpí přílišnou konkretizací úlohy a při použití
jiné, než při trénovaní dostupné, množiny dat může podávát špatné výsledky.
Úkolem validace je tedy vybrat co nejjednodušší a nejobecnější model, který zároveň
dobře popisuje a abstrahuje naši úlohu. Při vytváření modelu je snaha vyhnout se redun-
danci v trénovacích a testovacích datech a zároveň je vyžadována alespoň základní znalost
úlohy a představa o tom, jak použité příznaky vypadají a také jak se příznaky jednotlivých
tříd od sebe obecně mohou odlišovat.
Pro validaci je potřeba alespoň dvou komplementárních množin dat, kdy jedna slouží
pro trénink systému a druhá je testovací či evaluační a jejím úkolem je poskytnout informace
o kvalitě navrženého systému.
Vyjádření chyby
Chyba klasiﬁkačního systému má za úkol poskytnout informaci o úspěšnosti či neúspěšnosti
zvolených algoritmů použitelnou pro následnou analýzu a případné změny v systému. Jedna








V tomto vzorci n je mohutnost množiny testovacích dat, ~d je i-tý vektor z množiny
testovacích dat a ~db vyjadřuje nesprávně klasiﬁkovaný i-tý vektor ze stejné množiny. Tato
naivní metrika může poskytovat představu o úspěšnosti klasiﬁkace ale její nedostatky silně
převyšují informativní hodnotu a proto je její použití pro analýzu nevhodné. Variantu
spočtení chyby ve všech třídách zároveň označujeme termínem mezitřídní evaluace.
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V situaci, kdy počet dat příslušících různým třídám je jiný, může tzv. vnitrotřídní eva-











Ve vzorci m vyjadřuje počet tříd, ~d je i-tý vektor třídy j a ~db je i-tý nesprávně klasiﬁ-
kovaný vektor třídy j ze stejné množiny dat.
Jasně patrný rozdíl mezi vnitrořídní a mezitřídní evaluací lze demonstrovat na konkrét-
ním příkladu. Úkolem systému je separovat data do dvou tříd c1 a c2 na základě vhodně
zvolených příznaků. K dispozici máme trénovací množinu t a dvě evaluační množiny e1
a e2. Evaluační množina e1 obsahuje devadesát prvků spadajících do třídy c1 a pouze deset
prvků třídy c2, množina e2 obsahuje padesát prvků třídy c1 a padesát prvků třídy c2. I velmi
špatně navrhnutý klasiﬁkátor, který označí všechny prvky příslušností ke třídě c1 bude mít
na množině e1 na základě mezitřídní evaluace chybovost pouze 10% zatímco vnitrotřídní
evaluace odhalí špatný návrh systému a spočítá chybu 50%. Při validaci na množině e2
spočtou oba druhy evaluace stejný výsledek, a to chybu 50%.
Další možnost vylepšení lze najít u vážené evaluace. Výrazného zlepšení poskytuje
zejména při výpočtu chyby z množiny dat, kdy cena nesprávné klasiﬁkace objektů je různá.
Například má-li náš systém třídit objekty v továrně na marmeládu, nepochybně bude me-
nším prohřeškem nesprávně klasiﬁkovat jablko a poslat jej do hruškové marmelády než








Notace je shodná jako u vzorce 4.6, pouze přibyl prvek wj , který znázorňuje váhu
nesprávné klasiﬁkace vektoru třídy j.
Jackknife
Jednou z mnoha technik statistického odhadu, jakých výsledků bude systém dosahovat na
neznámých datech je metoda jackknife [14]. Ta spočívá v náhodném rozdělení trénovací
množiny na dva komplementární soubory, kdy jeden ze souborů je využit pro trénování
systému a druhý pro evaluaci.
Běžnou praktikou je rozdělení původní ohodnocené množiny dat do n podmnožin tak,
aby aby každá podmnožina byla se zbylými komplementární, tedy sjednocení tvořilo celou
původní množinu a průnik byla prázdná množina. Princip tkví v opakované klasiﬁkaci,
kdy pokaždé je pro trénování použita jiná podmnožina a pro evaluaci vždy zbylé. Tímto
dostaneme několik dílčích výsledků, které je možné zprůměrovat abychom dostali celkové
skóre vypovídající o kvalitách klasiﬁkátoru.
F-measure
Ve statistice se f-measure [12] používá jako metrika pro výpočet přesnosti. V případě kla-
siﬁkace se dá použít rovněž pro hodnocení míry úspěšnosti zvolených algoritmů. Máme-li
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konkrétní data o tom, jak by měla klasiﬁkace dopadnout, můžeme porovnat náš výsledek





Při porovnávání obrazů A a B je precision deﬁnován jako podíl shodných pixelů a všech




V této kapitole je popis úkolu mé bakalářské práce a způsob jeho řešení. Cílem bylo vytvořit
komplexní systém pro segmentaci satelitních snímků a rozpoznávání vybraných, texturou
popsanych objektů. Za tímto účelem byla vytvořena trénovací databáze textur, která zá-
roveň sloužíla pro evaluaci klasiﬁkátoru. Pro jednotlivé části aplikace byly vybrány tyto
algoritmy:
• Texturní příznaky – pro testování s implementací byly zvoleny uniformní, rotačně
invariantní a multi-scale local binary patterns.
• Klasiﬁkátor – algoritmus klasiﬁkace byl vybrán support vector machine s jádrem
radiální bázovou funkcí.
• Segmentace – dělení obrazu a zvýrazňování významných spojitých ploch probíhá na
základě algoritmů quad-tree, plovoucího okna a rotační masky.
• Evaluace – statistická metoda jackknife je použita pro zjištění kvality texturních
příznaků a klasiﬁkátoru a přesnost segmentace je měřena metrikou F-measure porov-
návající vzorový příklad s výstupem aplikace.
5.1 Klasiﬁkace texturních příznaků
V rámci aplikace jsou použity tři varianty local binary patterns. Před samotnou klasiﬁkací je
potřeba určit si trénovací množinu vhodných dat pomocí které aplikace vytvoří klasiﬁkační
model.
Aplikace by měla umožňovat celkem dva způsoby klasiﬁkace. Po předání ohodnocené
testovací množiny dat je výstupem aplikace seznam chyb a výsledná úspěšnost aplikace
uvedena jako zlomek ve tvaru ∑
správně klasiﬁkovaná data∑
data určena ke klasiﬁkaci
(5.1)
Je-li aplikaci předán obrázek s heterogenní texturou a příslušné parametry, proběhne
segmentace obrazu, klasiﬁkace známých objektů v tomto obraze a jejich graﬁcké zvýraznění.
Naimplementovány byly dva algoritmy pro segmentaci, první naivně prochází obraz pomocí
posuvného okna a ohodnotí tak každý pixel zvlášť, druhý segmentuje obraz rekurentním




Při lokalizaci a označování objektů v obraze je možné ohodnocovat každý pixel samostatně.
Nespornou výhodou tohoto přístupu je snadná implementace, ale vzhledem k tomu, že je
nutné spočíst a klasiﬁkovat n histogramů, kde n je počet pixelů v obraze, trvá klasiﬁkace
takového obrazu delší dobu.
Naivní implementace, která nepoužívá žádnou paměť předchozích hodnot, a vytvoří
diskrétní okno o předem dané konstantní velkosti kolem každého pixelu pak bude procházet
x ·y ·m ·n pixelů a počítat x ·y histogramů, x je rovno šířce obrazu, y je rovno výšce obrazu,
m a n jsou výška a šírka posuvného okna.
Jako jedna z možných optimalizací se intuitivně nabízí efektivnější výpočet histogramu.
Klasiﬁkace pořád prochází káždý pixel, ale už nepočítá histogram LBP hodnot v okně vždy
znovu, nýbrž odečítá hodnoty posledního sloupce a přičítá hodnoty následujícího sloupce
při horizontalním posuvu okna a obdobně pro vertikální posuv.
Jiná optimalizace může být pro množinu klasiﬁkovaných prvků. Místo hodnocení kaž-
dého pixelu budeme hodnotit jen k-tý pixel a třídy pixelů mezi pixelem n+ 1 a n+ k − 1
budeme aproximovat na základě hodnot pixelů n a n + k, kde budeme brát v podtaz jak
jejich třídu, tak pravděpodobnost, s jakou do této třidy spadají.
Vzájemná kombinace obou optimalizací se sice nevylučuje, ale zároveň dochází při ní
k určité ztrátě jejich jednotlivých předností. Pokud posuneme okno o stejný počet pixelů,
jako je jeho velikost, odečítání sloupců, respektive řádků, ztrácí smysl.
Obrázek 5.1: Plovoucí okno – plovoucí okno pevné velikosti prochází obrazem znázorněnou
cestou.
5.3 Quad-tree dělení
Algoritmus quad-tree je založen na principu stromové hierarchie. Uzly stromu představují
okna, která tvoří část obrazu, kde každý uzel má čtyři potomky a rovněž pro každý uzel
je potřeba znát LBP histogram. Obrázek je prvně rozdělen do několika dláždic pevné veli-
kosti které jsou vhodným n-násobkem 64 aby byla klasiﬁkace co nejpřesnější a každá takto
vytvořená dlaždice tvoří kořen stromu.
Quad-tree dělení umožňuje sice velmi rychlou a efektivní klasiﬁkaci, avšak klasiﬁkace na
základě LBP histogramů je možná jen do určité nejmenší velikosti okna. Experimentálně
jsem zjistil, že okno s menším povrchem než 256 pixelů bývá příliš často klasiﬁkováno
špatně. Hranice jednotlivých objektů jsou také velmi
”
schodovité“ a pro jejich přesnější
určení je potřeba použít jiný algoritmus. Z důvodu snazší orientace v stromu na základě
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hranic objektů je každému uzlu stromu přiřazen i seznam jeho bezprostředních sousedů
v obraze.
Bezprostřední soused zkoumaného uzlu je takový uzel stromu, který nemá žádné po-
tomky a zároveň alespoň dva jeho rohy mají shodné jednu nebo dvě souřadnice s dvěma
rohy zkoumaného uzlu.
Obrázek 5.2: Quad-tree – na prvním obrázku je rozdělen kořen dláždice na čtyři potomky,
tito jsou dále rekurentně děleni. Klasiﬁkované objekty jsou od sebe barevně odlišeny.
5.4 Rotační maska
Pro upřesnění hranic mezi jednotlivými objekty vzniklými quad-tree dělením, je možné
použít algoritmu rotační masky. Postupně nad každým pixelem je vytvořena sada osmi dis-
krétních oken stejné velikosti s předem daným posunutím. Pro každý pixel je tedy počítáno
a klasiﬁkováno osm histogramů. Jako výsledné označení třídy pixelu je považován nejjis-
tější výsledek klasiﬁkace sady osmi oken. Nejjistější výsledek klasiﬁkace je takový, který
ohodnotil pixel konkrétní třídou s nejvyšší pravděpodobností.
Hodnotit algoritmem rotující masky všechny pixely obrazu není nutné a je velmi zdlou-
havé, ale jeho robustnost k hodnocení pixelů na hranici několika textur je výrazně větší než
u výše uvedených algoritmů.
Obrázek 5.3: Rotační maska – cílový pixel pro který je maska počítána je vždy ponechán




V této kapitole je konkrétní popis všech prostředků použitých k implementaci aplikace pro
segmentaci satelitních snímků a popis stěžejních částí aplikace. Komentáře ve zdrojových
kódech jsou psány tak, aby bylo možné výgenerovat dokumentaci pomocí nástroje Doxygen.
6.1 Zpracování obrazových dat
Pro práci s obrazovými daty je použita knihovna OpenCV 2.2 [1]. Tato knihovna je za-
měřena především na počítačové vidění a umožňuje práci s jak statickým obrazem tak
i videosekvencí. Starší verze OpenCV je implementován v jazyce C, ale novější poskytuje
i C++ interface a veškerý nový vývoj je téměř výhradně v C++. Jednotlivé moduly jsou
mezi sebou vzájemně kompatibilní.
Obrazová data jsou v programu reprezentovány jako matice hodnot ve stupnici šedi.
6.2 Extrakce texturních příznaků
V rámci bakalářské práce jsem implementoval extrakci uniformních, rotačně invariantních
a multi-scale LBP. V jednom obrazu je možné použít jen jeden předem stanovený tex-
turní příznak a není možné jej za běhu klasiﬁkace měnit. Z důvodu optimalizace je před
segmentaci spočten LBP obraz, aby nebylo nutno opakovaně počítat hodnoty LBP pixelů
překrývajících se oken.
Před extrakcí proběhne inicializace, při které jsou předem spočteny všechny hodnoty
uniformních a rotačně invariantních LBP vycházejících z možných hodnot základního LBP
a vše uloženo do polí. Účelem tohoto je, že není potřeba přepočítávat každou hodnotu
rotačně invarniantních a uniformích LBP za běhu extrakce, jen se nahlédne na patřičný
index pole, který je tvořen základní hodnotou LBP. Uniformní nebo rotačně invariantní
LBP je možno aplikovat na libovolý poloměr a počet kruhových bodů LBP.
Výpočet LBP obrazu je rozdělen do čtyř funkcí:
• určení indexů okolních bodů dle kruhového poloměru
• aproximace hodnot jednotlivých okolních bodů
• porovnání na základě prahování okolních bodu se středovým bodem
• výpočet LBP hodnoty středového bodu
Výpočet histogramů probíhá až v rámci segmentace obrazu.
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6.3 Klasiﬁkace vybraných objektů
Pro segmentaci obrazu je potřeba vytvořit komplexní systém, který je schopný z trénovací
množiny dat vytvořit klasiﬁkační model, zpětně evaluovat úspěšnost tohoto modelu a pou-
žít klasiﬁkační model pro klasiﬁkaci a segmentaci obrazu. Funkčnost aplikace je možno
znázornit pomocí tří vzájemně propojených částí:
• Trainer – na vstupu očekává sérii ohodnocených obrázků s homogenní texturou roz-
dělenou do alespoň dvou rozdílných tříd. Extrahované příznaky jsou normalizovány
takže na velikosti oken obecně nezáleží, je ale potřeba si uvědomit, že příliš malé
množství dat podléhá velké chybě. Úspěšnost klasiﬁkačního algoritmu do jisté míry
závisí právě na dostatečném množství hodnocených pixelů a proto okna s povrchem
menším mež 256 bodů mohou kvůli své přílišné konkrétnosti zanést nepřesnosti do
modelu a může docházet k nesprávné klasiﬁkaci. Výstupem je klasiﬁkační model pro
SVM.
• Tester – vstupem je opět série obrázků s texturou spadající do jedné ze tříd trai-
nerem připraveného modelu. V případě, že předáváme testeru sérii neohodnocených
obrázků, výstupem bude jejich klasiﬁkace. Pro ohodnocené obrázky klasiﬁkátor spočte
i svou úspěšnost třídění, což je později využito v analýze výsledků texturního příznaku
a klasiﬁkačního modelu.
• Segmenter – satelitní snímek vhodného rozlišení segmentuje na základě klasiﬁkač-
ního modelu. Výstupem aplikace je mimo segmentovaný obrázek i F-measure hodno-
cení shodnosti s předlou, pokud byla k dispozici a čas segmentace obrazu. Implemen-
továny byly tři algoritmy segmentace pro ověření efektivnosti.
Všechny tyto tři části jsou graﬁcky znázorněny na schématech 6.1, 6.2 a 6.3.
Při návrhu aplikace jsem stál před rozhodnutím, zda-li vytvořit komplexní aplikaci,
která bude umožňovat všechny potřebné funkce, nebo logicky rozvrhnout projekt na něko-
lik aplikací. Vzhledem k tomu, že jak při vytváření modelu tak při klasiﬁkaci je potřeba
znát množství dat z předchozích experimentů, zvolil jsem druhou variantu. Model pro SVM
je uložen v souboru aby nebylo potřeba při každém spuštění aplikace znovu trénovat kla-
siﬁkátor a i proto je implementační část bakalářské práce rozdělena na základě funkčnosti
do samostatných aplikací.
• mapseg – zapouzdřuje jádro projektu. Prostřednictvím argumentů přikazové řádky
nebo jednoduchého textového uživatelského rozhranní poskytuje základní operace pro
práci se extrakcí textur.
• svm-train – z extrahovaných normalizovaných příznaků vytvoří klasiﬁkační model
pro SVM, který umožní i měkkou klasiﬁkaci.
• svm-scale – extrahovaná data automaticky normalizuje na základě předem daných
pravidel




















i = <-1; 1> velikost okna
Obrázek 6.1: Schéma trénování modelu. Na vstupu aplikace očekává soubor ohodnocených
obrázků z nichž extrahuje texturní příznaky, tyto normalizuje a škáluje do potřebných mezí.
Výstupem je klasiﬁkační model.
Mapseg
Stěžejní aplikací bakalářské práce je mapseg, která umožňuje extrakci příznaků z trénovací
množiny. Tato množina je očekávána ve formátu obrázků homogenních textur jednotli-
vých objektů, které chceme následně vyhledátat v našich datech. Extrahované příznaky
jsou exportovány do souboru pro normalizaci a dále trénink klasiﬁkátoru. Další a záro-
veň nejdůležitější funkcí aplikace mapseg je segmentace satelitních snímků. Na vstupu je
očekáván satelitní snímek jednoho z podporovaných formátů:
• Windows bitmapy – *.bmp, *.dib
• JPEG soubory – *.jpeg, *.jpg, *.jpe
• JPEG 2000 soubory – *.jp2
• Portable Network Graphics – *.png
• Portable image format – *.pbm, *.pgm, *.ppm
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Obrázek 6.2: Schéma evaluace modelu. Na vstupu aplikace očekává soubor ohodnocených
obrázků, extrahuje odpovídající texturní příznaky které normalizuje a škáluje do potřeb-
ných mezí a pomocí modelu, který byl výstupem trénovacího algoritmu, klasiﬁkuje všechny
obrázky. Výstupem aplikace je statistické zhodnocení úspěšnosti algoritmu a pro detailní
zkoumání i soubor s výsledky klasiﬁkace, kde je možno porovnat přímo konkrétní připady
se vzorovým ohodnocením třídy.
• TIFF soubory – *.tiﬀ, *.tif
Aplikace pro uspěšnou segmentaci vyžaduje podobné rozlišení trénovacích a testovacích
dat. Není potřeba použít naprosto shodné vzdálenosti ale pokud se liší měřítka jednot-
livých množin v řádech desítek procent, klasiﬁkace nebude dávat dobré výsledky. Pomocí
metriky f-measure je i měřena shodnost s vzorově segmentovaným obrazem, je-li tento obraz
k dispozici.
Načtený obrázek při segmentaci je v aplikaci reprezentován jako Mat, což je nativní
datová struktura knihovny OpenCV. Dále je dle zvoleného algoritmu obraz segmentován
(tyto algoritmy jsou popsány v kapitolách 5.2, 5.3 a 5.4) a známé objekty v obrazu jsou
barevně označeny.
Svm-train
Pro vytvoření klasiﬁkačního modelu slouží aplikace svm-train. Soubor s vstupními daty, je
tvořen z množiny extrahovaných příznaků a byl exportován aplikací mapseg. Každý řádek
znamená jeden trénovací obraz a je uveden ve tvaru [c] [0 : v0] [1 : v1] [2 : v2] . . . [n : vn],
kde c označuje příslušnost k patřičné třídě, číslo i před dvojtečkou je číslo indexu dimenze
vektoru a vi za dvojtečkou je normalizovaná hodnota v dané dimenzi.
Aplikace svm-train používá radiální bázovou funkci jako jádro pro SVM algoritmus
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Obrázek 6.3: Schéma segmentace a klasiﬁkace obrazu. Na vstupu aplikace očekává obraz
– satelitní snímke, dopředně je spočten odpovídající LBP obraz a opakovaně dle odezvy
klasiﬁkátoru probíhá segmentace a extrakce příznaků, tedy již pouze výpočet histogramu.
Svm-scale
Normalizace a škálování většího množství dat mimo segmentaci probíhá v aplikaci svm-
scale. Trénovací nebo testovací množinu dat je vhodné normalizovat do intervalu hodnot
〈−1; 1〉. Škálování probíhá na základě znalosti maximálních a minimálních rozměrů tréno-
vací množiny vektorů a samotná škála je uložena do souboru pro pozdější použití. V případě
překročení některého z extrémů škálovaných trénovacích dat při normalizaci testovacích dat
je překročená hodnota
”
oseknuta“ na hodnotu překročeného extrému.
Ačkoli trénování ani škálování není výpočetně tolik náročné, opětovné počítání modelu
je v aplikaci nežádoucí a proto jsou nezbytná data uložena v klasiﬁkačním či škálovacím
souboru.
Svm-predict
Aplikace svm-precist slouží k ověření kvality texturních příznaků a validity modelu. Pro
tyto účely byl navrhnut i jednoduchý test na základě metody jackknife. Jelikož obecně
platí, že rozdílnost konkrétních hledaných objektů v satelitních snímcích je velmi vysoká,




V této kapitole jsou shrnuty výsledky experimentace s aplikaci vytvořenou v rámci ba-
kalářské práce. Testování bylo provedeno s jedním typem klasiﬁkátoru a několika druhy
LBP příznaků. Validnost modelu byla ověřena metodou Jackknife a efektivnost segmentace
byla změřena pomocí metriky F-measure na základě předem segmentovaných snímků, tzv.
ground truth.
7.1 Testovací databáze
Za účelem porovnání výpočetní kvality texturních příznaků a zhodnocení klasiﬁkátoru byla
v rámci bakalářské práce vytvořena i testovací databáze textur satelitních snímků. Jedno-
kanálové snímky homogenních textur ve stupních šedi mají velikost 64 * 64 pixelů a jsou
rozděleny do tří skupin:
• Les – oblast, která je pokryta především stromy. Z řídka kdy se může vyskytnout
nějaká lesní cesta či menší osamocené obydlí ale většina textury je tvořena korunami
dřevin.
Obrázek 7.1: Ukázky textur lesa
• Město – obydlená oblast, většina povrchu obrazu jsou střechy domů nebo cesty či
chodníky ve městech. Zejména je důležité dát si pozor na větší budovy jako napří-
klad supermarkety či výrobní haly, kde textura může být podobná na texturu pole.
Nesnadné správně klasiﬁkovat je rovněž velké stadiony, staveniště nebo parkoviště
uprostřed města.
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Obrázek 7.2: Ukázky textur města
• Pole – planiny, území nejsou tvořena ani stavbami ani stromy. Často i celistvé pole
ze satelitních snímků nemusí působit zdaleka homogenně.
Obrázek 7.3: Ukázky textur pole
Testovací databáze je navrhnuta tak, aby pokryla co nejširší spektrum textur výše uve-
dených tří tříd. Celkem čítá 1200 unikátních obrázků z několika desítek satelitních snímků.
Vyhodnocení jackknife
Jak bylo výše popsáno 4.4, jackknife je statistická metoda testování a v této aplikaci plní tři
účely – test klasiﬁkátoru v rámci segmentace satelitních snímků, test informační hodnoty
extrahovaných texturních příznaků a test trénovací množiny dat pro segmentaci leteckých
snímků.
Pro testování byla databáze, zastoupena množinou dat D, rozdělena do 10 podmnožin
Pi. Každá podmnožina obsahuje 40 obrázků ze všech tříd, jelikož jsou 3 třídy celkem tedy
120 obrázků, a každý obrázek je obsažen v právě jedné podmnožině, platí tedy že Pi ⊂
D ∧ Pi ∩Pj = ∅; i 6= j ∧ |Pi| = 120 ∧ ∪
9
i=0Pi = D. Pro trénování klasiﬁkátoru je použita
jedna podmnožina nebo sjednocení dvou nebo tří podmnožin. Pro testování jsou použity
komplementární podmnožiny k trénovacím podmnožinám.
Při evaluaci jsem hledal zejména takové podmnožiný, které dosahovaly samostatně špat-
ných výsledků a negativně ovlivňovaly skóre spojením s dalšími podmnožinami. Tato data
zbytečně zanášela nepřesnosti a chyby do modelu. Zároveň podmnožiny, které nepřinášely
žádné zlepšení mohly být omezeny nebo vypuštěny, čímž jsem minimalizoval redundanci
dat a snížil zbytečnou složitost modelu.
Porovnání různých LBP příznaků dopadlo dle předpokladů. Testovány byly standardní
multiscale LBP(8,1), LBP(10,2) LBP(12,3), základní, rotačně invariantní a uniformní vari-
anty. Základní varianta LBP obsahuje spoustu nepřesných a zavádějících informací o textuře
a dopadla při testování nejhůře. Z tabulky je možné rovněž vyčíst, že nejlépe dopadl LBP
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operátor s poloměrem jedna a body osmiokolí. Nejefektivnější byly při testování rotačně
invariantní LBP s celkovou chybou 3,33%. Žádný z operátorů nedosáhl lepších výsledků ani
při dílčím porovnání – tedy že by byl účinnější při detekci jedné konkrétní třídy, a proto
konkatenace různých LBP typů nesplňovala základní předpoklad pro snížení chyby klasiﬁ-
kace.
Obrázek 7.4: Porovnání výsledků různých LBP. Modrý řádek je úspěšnost pro lesy, červený
pro město, žlutý pro pole a zelený je průměr mezi třídami.
Chyba [%]
Trénovací Les Město Pole Celková
množina unif. rot. inv. unif rot. inv unif rot. inv unif rot. inv
P0 2,48 4,14 5,55 5,00 1,11 1,39 3,05 3,51
P1 4,41 2,76 6,67 2,77 17,87 15,36 9,65 6,96
P2 2,76 2,76 6,11 2,50 13,68 13,40 7,52 6,20
P3 5,81 4,14 6,67 4,16 3,91 6,42 5,45 4,91
P4 0,27 7,18 8,89 5,83 7,26 0,00 5,47 4,35
P5 14,64 6,62 5,83 7,22 4,46 3,07 8,31 5,64
P6 15,74 2,48 5,27 5,56 1,11 3,63 7,38 3,89
P7 19,61 9,11 2,78 5,83 0,83 2,51 7,74 5,82
P8 23,61 16,39 2,22 3,89 3,61 5,56 9,81 8,61
P9 22,92 7,45 4,72 7,78 1,67 1,11 9,77 5,45
x 10,20 5,73 4,97 4,59 5,05 4,77 6,74 5,03
Tabulka 7.1: Jackknife metoda s trénovací množinou složenou z pouze jediné podmnožiny




množina Les Město Pole Celková
P3 ∪ P4 0,31 4,68 5,34 3,44
P1 ∪ P8 9,68 2,50 6,87 6,35
P0 ∪ P6 1,55 7,18 0,00 2,91
P4 ∪ P7 2,48 4,68 0,62 2,60
P4 ∪ P6 1,24 4,37 2,20 2,61
P0 ∪ P3 1,24 5,93 0,94 2,71
. . . . . . . . . . . . . . .
P3 ∪ P6 8,69 7,50 1,26 5,82
P1 ∪ P2 1,86 4,06 17,92 7,95
P7 ∪ P8 20,62 2,81 1,25 8,23
P7 ∪ P9 21,43 3,75 0,00 8,39
P8 ∪ P9 20,94 4,38 0,94 8,75
x 7,13 4,82 3,27 5,07
Tabulka 7.2: Jackknife metoda s trénovací množinou složenou ze sjednocení dvou podmnožin
databáze, jako texturní příznak jsou použity uniformní LBP(8, 1). Vybrány jsou pouze
významné hodnoty.
Trénovací Chyba [%]
množina Les Město Pole Celková
P0 ∪ P3 ∪ P4 0,35 3,57 3,95 2,62
P0 ∪ P1 ∪ P8 4,28 1,07 3,21 2,85
P2 ∪ P6 ∪ P7 5,67 5,00 0,00 3,55
P0 ∪ P1 ∪ P7 3,19 1,78 0,35 1,77
P0 ∪ P4 ∪ P7 2,48 2,50 0,35 1,78
P0 ∪ P2 ∪ P7 2,48 3,57 0,00 2,01
. . . . . . . . . . . . . . .
P2 ∪ P3 ∪ P9 3,54 7,85 3,59 5,00
P1 ∪ P2 ∪ P4 0,35 3,21 10,43 4,66
P6 ∪ P8 ∪ P9 19,28 3,92 0,71 7,97
P5 ∪ P8 ∪ P9 18,21 5,35 1,42 8,33
P7 ∪ P8 ∪ P9 22,50 3,57 0,00 8,69
x 5,07 4,48 2,39 3,98
Tabulka 7.3: Jackknife metoda s trénovací množinou složenou ze sjednocení tří podmnožin




množina Les Město Pole Celková
P1 ∪ P2 ∪ P4 0,35 3,93 10,08 4,78
P0 ∪ P3 ∪ P4 3,90 2,14 0,00 2,01
P0 ∪ P4 ∪ P7 3,90 1,07 0,00 1,66
P0 ∪ P4 ∪ P8 0,71 2,14 2,14 1,67
P0 ∪ P6 ∪ P9 1,06 2,50 1,79 1,78
. . . . . . . . . . . . . . .
P5 ∪ P7 ∪ P8 8,64 3,57 1,42 4,88
P2 ∪ P3 ∪ P9 3,90 7,50 2,16 4,52
P1 ∪ P2 ∪ P4 0,35 3,93 10,07 5,11
P3 ∪ P5 ∪ P8 8,57 3,57 3,21 5,12
P2 ∪ P3 ∪ P8 4,64 4,28 7,14 5,35
P1 ∪ P2 ∪ P3 2,48 4,64 9,71 5,61
x 3,01 4,42 2,54 3,33
Tabulka 7.4: Jackknife metoda s trénovací množinou složenou ze sjednocení tří podmnožin
databáze, jako texturní příznak jsou použity rotačně invariantní LBP(8, 1). Vybrány jsou
pouze významné hodnoty.
Z tabulky 7.1 je vidět, že rotačně invariantní LBP mají průměrně nižší chybu při klasi-
ﬁkaci než uniformní, jen testovací množina 0 dosáhla lepších výsledků s uniformními LBP.
Výsledky testování uvedené v tabulkách 7.2, 7.4 a 7.3 v tomto případě podporují rotačně
invariantní LBP pro klasiﬁkaci leteckých snímků.
Při použití uniformních LBP měly nejvyšší celkovou chybu trénovací množiny P1, P8
a P9. Při dalším testování byla prakticky dokázána domněnka propagace chyby i do sjed-
nocení se špatnými podmnožinami, zejména u podmnožin 8 a 9, které dosahovaly výrazně
vyšší chyby než byl průměr, a z tohoto důvodu jsou obě pro trénování klasiﬁkátoru s uni-
formními LBP nevhodné.
Průměrně výsledky rotačně invariantních LBP prokázaly lepší vlastnosti oproti uniform-
ním LBP, jak samostatné podmnožiny tak sjednocení těchto podmnožin dosáhovalo nižší
variance v datech a ačkoliv bylo možné sledovat do jisté míry potenciální propagaci chyby
u podmnožiny P8, ale platí také, že P0 ∪P4 ∪P8 dosáhla chyby 1.67%, což lze považovat za
velmi dobrý výsledek. Vzhledem k malým rozdílům byla pro trénování klasiﬁkátoru použita
všechna data s rotačně invariantními LBP.
7.2 Outex
Jako další formu testování klasiﬁkátoru a texturních příznaků jsem zvolil databázi textur
Outex. Vybral jsem standardizovanou sadu testů, aby bylo možné srovnání s ostatními
pracemi. Výsledky a porovnání klasiﬁkace je možno vidět na tabulce 7.5.
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Obrázek 7.5: Srovnání texturních příznaků v rámci databáze Outex.
K porovnání jsem použil 3 testy databáze Outex:
• Outex TC 00000 – obsahuje sadu snímů rozdělených do 24 tříd o velikostech 128 *
128 pixelů.
• Outex TC 00001 – obsahuje sadu snímů rozdělených do 24 tříd o velikostech 64 * 64
pixelů.
• Outex TC 00002 – obsahuje sadu snímů rozdělených do 24 tříd o velikostech 32 * 32
pixelů.
Nejlepších výsledků na databázi dosáhly multi-scale LBP. Nejlépe zřejmě vystihly drobné
rozdíly lokálního charakteru mezi jednotlivými texturami.
7.3 Segmentace satelitních snímků
Jelikož cílem této bakalářské práce bylo navrhnout aplikaci pro detekci objektů v obraze,
budu zde prezentovat výsledky tohoto systému. Satelitní snímky pro testování byly získány
pomocí aplikace Google Earth.
Vzorový test byl uměle nastaven tak, aby bylo možno snadno zjistit jak úspěšně aplikace
segmentuje obraz a jak si dokáže poradit s ostrou hranicí a změnou jednotlivých objektů.
Také tento test slouží pro demonstrační účely, neboť je na něm možné snadno jednotlivé




Obrázek 7.6: Segmentovaný vzorový snímek Obrázek a) je vstupem aplikace, b) je výstup
algoritmu quad-tree dělení, c) je výstup plovoucího okna, d) je výstup quad-tree s rotační
maskou
F-measure hodnocení přesnosti klasiﬁkace v tomto velmi speciﬁckém přikladě dopadlo
nejlépe pro quad-tree dělení, neboť hranice mezi objekty jsou ostré a rovné. Tento výsledek
je roven i vzorovému rozdělení. Testování s reálnými přiklady satelitních snímků proká-
zalo nejpřesnější výsledky algoritmu quad-tree dělení s upřesněním hranic pomocí rotační
masky. Nejhorší výsledek dosáhla metoda plovoucího okna, navíc doba výpočtu u quad-tree
algoritmu je výrazně nižší v porovnání s oběma ostatními algoritmy.
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Obrázek 7.7: F-measure hodnocení přesnosti klasiﬁkace. Modrý sloupec je quad-tree dělení,




Cílem této bakalářská práce bylo navrhnout sadu texturních příznaku, jednoduchý detektor
texturou popsaných objektů a vytvořit aplikaci, která by demonstrovala úspěšnost použi-
tých metod.
Na základě teoretických znalostí o klasiﬁkaci objektů v obraze jsem vybral vhodné
algoritmy pro implementační část své bakalářské práce. Tento výběr byl proveden po analýze
a zvážení dosavadních výsledků výzkumu a experimentace. Zvoleny byly běžné varianty
LBP jako texturní příznak a SVM pro klasiﬁkaci těchto příznaků. Metody segmentace
obrazu byly navrženy tak, aby bylo možno pokrýt širokou variabilitu obrazů a vhodně si
vybrat algoritmus nejlépe řešící speciﬁkace konkrétní úlohy.
Srovnání úspěšnosti jednotlivých texturních příznaků dopadlo dle předpokladů, kde pří-
znaky s nižším počtem dimenzí měly nižší výpočetní nároky a zároveň bylo možné je přesněji
separovat v příznakovém prostoru a tím zajistit úspěšnější klasiﬁkaci. Nejnižší chyby při
testování příznaků pomocí metody jackkniﬁngu dosáhly LBPRI(8,1) a to 3,33%. Ostatní
varianty LBP nedosáhly lepších výsledků ani při dílčím porovnání, tedy porovnání výsledků
klasiﬁkace speciﬁckých tříd zvlášť, a proto konkatenace či jiné modiﬁkace použitých textur-
ních příznaků by jen znamenaly zhoršení výsledků LBPRI(8,1).
Zajímavé poznatky přineslo srovnání metod segmentace pomocí metriky F-measure.
Quad-tree dělení bylo výpočetně mnohonásobně rychlejší než algoritmus posuvného okna,
což vychází z principů jednotlivých metod a bylo očekáváno, ale quad-tree dělení dokonce
i dosáhlo vyššího skóre při měření pomocí metriky F-measure. Upřesnění hranic quad-tree
dělení přineslo sice ještě další zvýšení skóre ale hlavní výhoda v podobě rychlosti algoritmu
byla složitostí rotační masky eliminována.
V případné další práci by bylo vhodné zaměřit se na optimalizaci a zrychlení výpočtu
příznaků a jejich klasiﬁkaci. Jako možná alternativa se jeví použití více druhů výpočetně
nenáročných příznaků (např. Haarovy vlnky) a výslednou příslušnost ke třídě jednoznačně
určit pomocí algoritmu AdaBoost z dílčích výsledků slabé klasiﬁkace.
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Obrázek A.1: 1.png – a) vstupní snímek, b) vzorový příklad, c) výstup plovoucího okna, d)




Obrázek A.2: 2.png – a) vstupní snímek, b) vzorový příklad, c) výstup plovoucího okna, d)




Obrázek A.3: 3.png – a) vstupní snímek, b) vzorový příklad, c) výstup plovoucího okna, d)




Obrázek A.4: 4.png – a) vstupní snímek, b) vzorový příklad, c) výstup plovoucího okna, d)




Obrázek A.5: 5.png – a) vstupní snímek, b) vzorový příklad, c) výstup plovoucího okna, d)




Zde je popsán obsah přiloženého CD bakalářské prace v adresářové struktuře
• mapseg – složka s aplikací
– bin – *.obj soubory a zkompilované spustitelné aplikace
– jackknife – předpřipravená databáze obrázků pro otestování metodou jackknife
– outex – databaze Outex textur
– pm – aplikace picture maker pro automatické vytváření výřezů s homogenní
texturou z leteckých snímků
– predict – testovací množina dat
– src – zdrojové kódy aplikací
– statistics – aplikace analyzující statistické údaje z klasiﬁkace
– testpictures – soubor s testovacími a vzorovými obrázky pro segmentaci
– train – trénovací množina dat
– jackknife.sh – skript pro automatické spuštění jackknife metody
– test.sh – skript pro spuštění segmentace všech obrázků v složce testpictures
– outex.sh – skript pro automatické testování aplikace databází outex
– Makeﬁle – soubor pro program make na přeložení apliakce
– README.txt – soubor s návodem na spuštění
• technická zpráva – složka se zdrojovými texty v latexu pro překlad technické zprávy
Popis překladu a návod na spušrění je v souboru README.txt, který se nachází ve
složce mapseg. Dokumentace ke zdrojovým kódům je možno vygenerovat pomocí nástroje
Doxygen.
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