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We present a quantum algorithm to solve systems of linear equations of the form Ax = b, where
A is a tridiagonal Toeplitz matrix and b results from discretizing a smooth function, with a circuit
complexity of polylog(κ, 1/,N), where N denotes the number of equations,  is the accuracy, and
κ the condition number. The repeat-until-success algorithm has to be run O (κ/(1− )) times to
succeed, leveraging amplitude amplification. Thus, the algorithm achieves an exponential improve-
ment with respect to N over classical methods. In particular, we present efficient oracles for state
preparation, Hamiltonian simulation and a set of observables together with the corresponding error
and complexity analyses. As the main result of this work, we show how to use Richardson ex-
trapolation to enhance Hamiltonian simulation, resulting in an implementation of Quantum Phase
Estimation (QPE) within the algorithm with polylog(1/) circuit complexity instead of poly(1/).
Furthermore, we analyze necessary conditions for the overall algorithm to achieve an exponential
speedup compared to classical methods. Our approach is not limited to the considered setting and
can be applied to more general problems where Hamiltonian simulation is approximated via product
formulae, although, our theoretical results would need to be extended accordingly. All the proce-
dures presented are implemented with Qiskit and tested for small systems using classical simulation
as well as using real quantum devices available through the IBM Quantum Experience.
I. INTRODUCTION
Systems of linear equations arise naturally in many ap-
plications in a wide range of areas. In particular, solving
sparse tridiagonal systems is at the core of many scientific
computation programs [1], for instance, for the calibra-
tion of financial models, for fluid simulation or for numer-
ical field calculation, where the size of the corresponding
systems is often very large [2–4]. In such cases, quan-
tum computing may lead to computational advantages.
In this work, we analyze and enhance existing quantum
algorithms to approximate solution properties for a class
of tridiagonal systems that can potentially achieve an ex-
ponential speedup over classical approaches.
Approximating the solution to an s-sparse semipos-
itive definite system with N variables using a classi-
cal computer requires, in general, a runtime scaling as
O(Nsκ log(1/)) using the conjugate gradient method
[5], or, for the case of tridiagonal systems, a runtime
scaling as O(√N) when computing in parallel and parti-
tioning the system into blocks of tridiagonal matrices [1].
Here, κ ≥ 1 denotes the condition number of the system,
s is the maximum number of nonzero entries per row or
column of the corresponding matrix, and  > 0 denotes
the targeted accuracy of the approximation.
In 2009, Harrow, Hassidim, and Lloyd (HHL) proposed
a quantum algorithm to estimate properties of solutions
requiring a runtime of O(log(N)s2κ2/) [6] under the as-
sumptions of efficient quantum oracles for loading the
data, Hamiltonian simulation, and estimating the desired
property of the solution. Thus, this may lead to an expo-
nential speedup with respect to the size of the system N
∗ wor@zurich.ibm.com
if efficient implementations for these oracles can be found
for a problem of interest.
Within this paper, we focus on linear systems given by
tridiagonal Toeplitz matrices and right-hand-sides result-
ing from discretizing smooth functions. Under certain as-
sumptions, we provide efficient implementations for each
of the before-mentioned oracles as well as a complete er-
ror and complexity analysis depending on the problem
parameters, and analyze some observables that can be es-
timated efficiently. As the principal result of this paper,
we show how to use Richardson extrapolation to enhance
Hamiltonian simulation, and we prove that this allows to
reduce the circuit complexity, i.e., the total number of
gates, of Quantum Phase Estimation (QPE) within the
HHL algorithm to polylog(1/). QPE is the main source
of complexity of the HHL algorithm, and was believed to
limit the performance of the algorithm to a complexity
of poly(1/) [7].
In particular, we obtain a quantum algorithm to solve
certain systems of linear equations of size N with a cir-
cuit complexity of polylog(κ, 1/,N). The algorithm is a
repeat-until-success algorithm, and, on expectation, has
to be run O (κ/(1− )) times to succeed, leveraging am-
plitude amplification [8]. Furthermore, since the result
is estimated via sampling, we require O(1/2) successful
samples to achieve the target accuracy . Thus, under
certain assumptions, this can lead to an exponential im-
provement in the size of the system over classical meth-
ods. We combine all our results and provide a concise
overview of all assumptions that need to be made to re-
alize this quantum advantage. The developed algorithms
have been implemented with Qiskit [9] and tested for
small problem instances using a quantum simulator as
well as a real quantum device provided by IBM Quan-
tum.
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2An overall complexity scaling as polylog(1/) had been
previously achieved in [7] by approximating the inverse
of a matrix via unitaries, which allowed the authors to
circumvent the use of QPE. The exponential improve-
ment in the complexity was also achieved for the case of
the Poisson equation [10] without the need to avoid QPE
for matrices that can be diagonalized by the sine trans-
form. In contrast, our contribution is more general, and,
in principle, applicable to all matrices for which Hamilto-
nian simulation can be approximated via product formu-
lae. Furthermore, the sine transform adds a significant
overhead, although it does not change the asymptotic
scaling. Finally, as pointed out recently in [11], the cost
of the randomization method inspired by adiabatic quan-
tum computation developed in [12] could be reduced to
also run in polylog(1/).
Other related work on solving systems of linear equa-
tions with a quantum computer which should be high-
lighted here comprises [11, 13, 14], addressing the use
of a preconditioner, and [15], tackling the case of dense
matrices, although both are not directly relevant in our
setting.
Inspired by quantum algorithms [16–18] give a classi-
cal algorithms for low-rank matrices in Rm×n running in
O(polylog(m,n)). However, the matrices we consider in
this paper are full rank and it was shown that for matri-
ces with larger rank and condition number the quantum-
inspired algorithm does not perform well [19].
Tridiagonal matrices often result from discretizing one-
dimensional differential equations, such as the Poisson
equation, which represents a special case of the class we
consider here. In Appendix A, we apply the results pro-
vided in [10] to show how our algorithm can be general-
ized to solve the Poisson equation also in higher dimen-
sions.
The remainder of the paper is structured as follows.
Sec. II provides a description of the original HHL al-
gorithm, Sec. III describes and analyzes procedures to
efficiently prepare quantum states with amplitudes spec-
ified by a function, and Sec. IV introduces an approach
for Hamiltonian simulation for tridiagonal Toeplitz ma-
trices. Then, Sec. V introduces Richardson extrapolation
to reduce the circuit complexity required for Hamiltonian
simulation and provides a thorough error and complex-
ity analysis. A procedure to compute the inverse of the
eigenvalues as well as the corresponding error scaling are
shown in Sec. VI, and in Sec. VII, we explain how to ef-
ficiently estimate a set of observables. Finally, the over-
all complexity and error analyses are given in Sec. VIII,
and the simulated and real hardware results are shown
in Sec. IX.
Notation. Throughout this paper ‖·‖2 is used inter-
changeably with ‖·‖ to refer to the matrix and vector
2-norm, and log(·) refers to log2(·), while ln(·) denotes
the natural logarithm.
II. HHL ALGORITHM
Let A ∈ RN×N , N = 2nb , nb ∈ N, be Hermitian and
x, b ∈ RN . The problem considered in this paper can
be described as: given A and b, find x satisfying Ax =
b. By rescaling the system, we can assume b and x to
be normalized and map them to the respective quantum
states |b〉 and |x〉. In this paper, the mapping used is
such that the ith component of the vector b (resp. x)
corresponds to the amplitude of the ith computational
basis state of the quantum state |b〉 (resp. |x〉). From
now on, we will mainly focus on the rescaled system
A |x〉 = |b〉 , (1)
and we will use the vector notation to refer to the original
problem.
After running the HHL algorithm, the entries of the
vector solution to the system, |x〉, come encoded as
the amplitudes of the final state of a quantum register.
Therefore one does not have direct access to them, only
to a function of the solution vector. Nevertheless, this
allows to extract many properties of the solution vector
as we discuss in Sec. VII.
We proceed now to give an outline of the HHL algo-
rithm. For simplicity, all computations in the following
description are assumed to be exact. In particular,
in step (iii) we assume that the eigenvalues can be
represented exactly with nl binary bits. All quantum
registers start in the |0〉 state at the beginning of the
algorithm.
HHL Algorithm
(i) Load the data |b〉 ∈ RN , i.e., perform the transfor-
mation
|0〉nb 7→ |b〉nb =
N−1∑
i=0
bi |i〉nb . (2)
(ii) Add a nl-qubit register and apply Quantum Phase
Estimation (QPE) with U = eiAt and t as specified
later in Sec. IV. The resulting state is given by
N−1∑
j=0
βj |λj〉nl |uj〉nb , (3)
where |uj〉nb is the jth eigenvector of A with respec-
tive eigenvalue λj , |λj〉nl is the nl-bit binary repre-
sentation of 2nlλj , and βj denotes the components
of |b〉 in the eigenbasis |uj〉nb .
(iii) Add an ancilla qubit and apply a rotation condi-
tioned on |λj〉nl to get
N−1∑
j=0
βj
(√
1− C
2
λ2j
|0〉+ C
λj
|1〉
)
|λj〉nl |uj〉nb , (4)
where C is a normalization constant.
3(iv) Apply the inverse QPE. Ignoring possible errors
from QPE, this results in
N−1∑
j=0
βj
(√
1− C
2
λ2j
|0〉+ C
λj
|1〉
)
|0〉nl |uj〉nb . (5)
(v) Measure the ancilla qubit in the computational ba-
sis. If the outcome is |1〉, the register is in the post-
measurement state(√
1∑N−1
j=0 |βj |2 / |λj |2
)
N−1∑
j=0
βj
λj
|0〉nl |uj〉nb , (6)
which – up to a normalization factor – corresponds
to the solution |x〉. If the outcome is |0〉, then repeat
steps (i) to (v).
In the following, we first analyze the errors introduced
by the individual steps separately, while considering the
other steps exact, and then analyze the overall resulting
error and complexity. In each case we will denote by |x〉
the exact normalized solution and by |x˜〉 the quantum
state returned by the algorithm.
III. STATE PREPARATION
In this section we consider the problem of obtaining
the quantum state |b〉nb by applying a set of gates to the
initial state |0〉nb . There is plenty of literature address-
ing state preparation, since it is required by numerous
quantum algorithms.
The most generic works discuss how to obtain an ar-
bitrary state, however, with an exponential complexity
in the number of qubits, nb, which would diminish any
potential quantum advantage obtained by HHL [20–25].
Algorithms requiring sub-exponential resources have
been achieved for some specific classes of quantum states
or by approximation. For example, quantum states de-
fined by efficiently integrable probability distributions,
e.g., log-concave distributions, can be prepared with
polynomial complexity in nb [26]. Another approach
for approximate state preparation is given in [27], based
on matrix product state approximations. This seems a
promising direction, although further analysis of their
performance will be required. Alternatively, [28] recently
showed how quantum Generative Adversarial Networks
(qGANs) can be used to learn and approximately load
arbitrary probability distributions, also requiring only
polynomial resources. However, this is a heuristic, i.e., it
comes without guarantees on the accuracy.
Throughout this paper, we mostly assume b is defined
by a given function as discussed and analyzed in the fol-
lowing. Suppose an analytic function f : [0, 1] → R,
and suppose (b)i = f (xi), where xi = i/(N − 1),
i = 0, . . . , N − 1. To prepare the state, we encode the
normalized values f (xi) /‖b‖∞ in the |1〉-amplitude of an
ancilla qubit [29], i.e., we assume an operator F defined
by
F : |i〉nb |0〉 7→
√
1− f
2(xi)
‖b‖2∞
|i〉nb |0〉+
f(xi)
‖b‖∞
|i〉nb |1〉 .
(7)
Then, the state preparation procedure is given by:
(i) Prepare an nb-qubit equal-superposition state and
append an ancilla qubit, obtaining
|ψ〉 = 1√
N
N−1∑
i=0
|i〉nb |0〉 . (8)
(ii) Apply F to get
1√
N
N−1∑
i=0
|i〉nb
(√
1− f
2(xi)
‖b‖2∞
|0〉+ f(xi)‖b‖∞
|1〉
)
. (9)
(iii) Measure the ancilla qubit. If observing |1〉, the re-
sulting state is |b〉nb |1〉. If the outcome is |0〉, then
repeat steps (i) to (iii).
F can be realized by first using quantum arithmetic to
compute arcsin(f(x)) into an ancilla register, and then
using controlled Y-rotations Ry to map this to the am-
plitude of the ancilla qubit. The complexity of this ap-
proach depends on f but often will be dominated by the
computation of the arcsine, which can be realized using
O(n2b) operations [30]. The constant overhead of quan-
tum arithmetic can be quite large, likely rendering this
approach impractical for the near future [30]. Thus, in
the following, we show and analyze how F can be effi-
ciently approximated.
In [31] it is shown how to implement an operator
Pp : |i〉nb |0〉 7→ |i〉nb (cos(p(xi)) |0〉+ sin(p(xi)) |1〉) ,
(10)
where p : [0, 1] → R is a polynomial of degree d. The
corresponding quantum circuits, illustrated in Fig. 1 for
d = 2, use polynomially many (multi-controlled) Ry
gates, as stated in the following lemma. The proofs of
all lemmas in this section can be found in Appendix B.
Lemma III.1. Let Pp be the operator described in Eq. 10
associated to a polynomial p of degree d on n qubits, and
suppose d ≤ dn2 e. Then implementing Pp requires O
(
nd
)
CNOT and single-qubit gates.
Similarly as in [31–33], we can exploit the local linear-
ity of the sine around x = 0 and consider the scaled func-
tion cp(x), for a small c ∈ (0, 1], i.e., the amplitudes of
|i〉nb |1〉 in Eq. 10 then equal sin(cp(xi)) = cp(xi)+O(c3)
and we can drop the arcsine, while introducing only a
small error.
For every analytic function f we can find a sequence
of polynomials with linearly increasing degree that con-
verges exponentially fast to f [34]. Given a suitable poly-
nomial approximation pf of f/‖b‖∞ and a small rescaling
4|q1〉 = |0〉 H • •
|q0〉 = |0〉 H • •
|0〉 Ry(2a0) Ry(2(4a2 + 2a1)) Ry(2(a2 + a1)) Ry(2(4a2))
FIG. 1. Circuit preparing a state with amplitudes given by
the polynomial p(x) = a2x2 + a1x + a0 = (4a2 + 2a1)q1 +
(a2 + a1)q0 + 4a2q1q0 + a0, for x = 0, 1, 2, 3, represented by
two qubits.
factor c, we can efficiently construct
Fc |i〉nb |0〉 ≈ |i〉nb
(√
1− (cpf (xi))2 |0〉+ cpf (xi) |1〉
)
.
(11)
This approach only makes sense if the probability of
success, i.e., measuring |1〉, is not decaying too fast with
increasing N and decreasing c. Let Inb denote the N ×
N dimensional identity matrix and let ‖f‖2 denote the
L2[0,1]-norm of f . The following lemma provides a lower
bound on the success probability of this procedure, which
is then discussed in the remainder of this section.
Lemma III.2. Suppose M1 := Inb ⊗ |1〉 〈1|, an analytic
function f : [0, 1] → R, a polynomial approximation pf
such that ‖f/‖b‖∞ − pf‖L∞([0,1]) = p, and c ∈ (0, 1].
Then,
〈ψ|F †cM†1M1Fc |ψ〉 ≥
c2‖b‖2
N‖b‖2∞
− c2p (12)
for c→ 0, where |ψ〉 is given in Eq. 8.
Note that this approach can also be used in combina-
tion with quantum arithmetic. For instance, we can com-
pute f(x) into an ancilla register and then use the sine-
approximation only to approximate the arcsine. This
might lead to overall better circuits and should be con-
sidered automatically in a future quantum compiler for
the HHL algorithm.
Lem. III.1 implies a complexity of
O
(
logd(N)
)
, (13)
which combined with Lem. III.2 implies an expected com-
plexity of the procedure (i.e., the number gates multiplied
by the expected number of repetitions until success) of
O
(
logd(N)
√
N‖b‖∞/c‖b‖
)
, (14)
where d can either denote the degree of the approximat-
ing polynomial or the complexity of quantum arithmetic,
i.e., usually ≤ 3, and where we leverage amplitude am-
plification. Thus, in order to preserve the exponential
speedup of the HHL algorithm, we need to assume that
‖b‖/‖b‖∞ = Ω(
√
N), which implies an expected com-
plexity of O(logd(N)/c). In other words, the entries of
b need to be relatively uniform, as already pointed out
in [35], without a few bi being “vastly larger” than the
others. In the following, we refer to this as the uniform
assumption.
To conclude, the following lemma shows how the poly-
nomial state approximation introduced in this section af-
fects the accuracy of the solution returned by the HHL
algorithm, |x˜〉, compared to the analytic solution, |x〉,
assuming all other steps in the algorithm are exact.
Lemma III.3. Let c ∈ (0, 1] be the rescaling constant
used to approximate |b〉, and |b˜〉 the approximated state
by pf such that ‖f − pf‖L∞([0,1]) = p. Then
‖|x〉 − |x˜〉‖ ≤ 4κ
√
N‖b‖∞
(
p + c
2
)
‖b‖ +O
(
c4
)
=: S (15)
for c→ 0, where κ is the condition number of A.
If b satisfies the uniform assumption, then, due to the
standard norm inequality ‖b‖ ≤ √N‖b‖∞, we can define√
N‖b‖∞/‖b‖ =: Cb ∈ Θ(1) and treat it as a constant.
Thus, for an overall accuracy of S , we can for instance
take
p =
S
8κCb
, and c = √p, (16)
ignoring higher order terms.
As expected, this implies that approximate state
preparation is not suitable for ill-conditioned matrices,
e.g., with κ = Ω(N), since the success probability would
drop quickly in N . In these cases, we need to apply quan-
tum arithmetic, which allows us to achieve a required ac-
curacy with O(log(κ)) additional qubits to represent the
required intermediate results.
IV. TRI-DIAGONAL HAMILTONIAN
SIMULATION
In this section we consider the Hamiltonian simulation
problem, i.e., we want to construct a quantum circuit
acting as eiAt for t ∈ R and a Hermitian matrix A ∈
RN×N . In particular, we focus on the case when A is a
symmetric real Toeplitz matrix of the form
A =
a b 0 0b a b 00 b a b
0 0 b a
 , a, b ∈ R. (17)
Matrices like this arise, for instance, when solving the
Poisson equation using finite difference approximation on
N + 2 grid points, see Appendix A for more details.
Hamiltonian simulation arose from trying to simulate
the dynamics of quantum systems, the original motiva-
tion for quantum computers [36]. Nowadays, the scope
5of Hamiltonian simulation has widened to include an ar-
ray of applications, such Gibbs state preparation [37] or
option pricing [38], just to name a few.
The cases for sparse and dense matrices are usually
treated differently. We are interested in the former. For
dense Hamiltonians, see, e.g., [39, 40].
For sparse matrices there are four approaches that need
to be highlighted. Early methods were based on Lie-
Trotter product formulae [41–44], which perform well,
e.g., if parts of the Hamiltonian commute. Other ap-
proaches are based on quantum walks [40, 45] and are
optimal in the sparsity and time of the evolution but
have an unfavorable error dependence. In contrast, the
fractional-query model [46] is optimal in the error but
not in the sparsity dependence. Finally, the linear com-
bination of unitaries is a non-deterministic technique that
achieves a better dependence on the error at the cost of
a worse scaling in the size of the system [47–49].
Our work is based on Lie-Trotter product formulae.
Particularly, on the method first introduced in [50] due
to its efficiency for the type of matrices we consider, and
due to being compatible with Richardson extrapolation,
which will allow us to improve the error dependence of
the complexity from O(1/) to O(log3(1/)), as we show
in Sec. V.
This method consists of three steps:
(i) Find a decomposition A =
∑J
j=1Hj , where each Hj
is a 1-sparse matrix (at most one nonzero entry in
each row or column).
(ii) Find an efficient implementation for each eiHjt.
(iii) If the matricesHj do not commute, i.e., ei
∑J
j=1Hj 6=∏J
j=1 e
iHj , use a Lie-Trotter approximation for eiAt.
Following this approach we achieve a method that is
linear in the number of qubits. This is done by taking
the decomposition H1 = aInb , H2 = bInb−1 ⊗ σx, and
H3 =

0
0 b
b 0
. . .
0 b
b 0
0

.
The circuits for each case can be found in Appendix C.
For step (iii), H1 commutes with the other two matri-
ces, thus, we use the a Lie-Trotter formula to approxi-
mate ei(H2+H3) as introduced below.
Definition IV.1 (Lie-Trotter-Suzuki). Let H ∈ CN×N
be a Hermitian matrix with H =
∑J
j=1Hj , and χ ∈
N. Then, the 2χ-order formula approximating e−iHt is
recursively defined by
S1(t) =
J∏
j=1
e−iHjt/2
1∏
j=J
e−iHjt/2, (18)
Sχ(t) = (Sχ−1 (sχ−1t))
2 ×
Sχ−1 ((1− 4sχ−1) t)× (19)
(Sχ−1 (sχ−1t))
2
,
where sp =
(
4− 41/(2p+1))−1 for p ∈ N.
Within this paper, we use the second order Lie-Trotter
formula, i.e., S1(t), and approximate Hamiltonian simu-
lation by applying m Trotter steps, leading to
Sm1 (t/m) =
(
eiH2t/2meiH3t/meiH2t/2m
)m
, (20)
also known as the symmetric Strang splitting [51]. Rear-
ranging the equation leads to
e−iH2t/2m
(
eiH2t/meiH3t/m
)m
eiH2t/2m, (21)
which is more efficient than Eq. 20, since the circuit for
eiH2t is used only m + 2 instead of 2m times. Including
eiH1t, we get
V (t,m) := eiH1tSm1 (t/m). (22)
Then [52, Thm. 4.3] shows that
lim
m→∞V (t,m) = e
iAt. (23)
The HHL algorithm uses Hamiltonian simulation
within QPE, i.e., it uses powers of eiAt. The following
lemma provides a formula for the approximation error of
Hamiltonian simulation in terms of the power k, the num-
ber of Trotter steps m, the time t, and the off-diagonal
coefficient b. All lemmas in this section are proved in
Appendix D.
Lemma IV.1. Let k,m ∈ N, and t ≥ 0. Then,∥∥∥(eiAt)k − V k(t,m)∥∥∥ = O(kt3b3
2m2
)
for
t
m
→ 0. (24)
Therefore, for a target error A, it is enough to choose
m(k, t) = O
√kt3b3
2A
 , (25)
where m(k, t) denotes the number of Trotter steps for
approximating
(
eiAt
)k
= eiAtk. However, as detailed in
Appendix E, this implies that the overall complexity from
estimating the eigenvalues scales as O(1/) for an HHL
target accuracy . However, in Sec. V we show how to
reduce this complexity to O (log3(1/)).
Finally, the following lemma shows how approximating
Hamiltonian simulation by the procedure described in
this section affects the accuracy of the solution returned
by HHL.
6Lemma IV.2. Let |x˜〉 denote the final state of the algo-
rithm assuming simulation of eiAt with accuracy A and
exact procedures for all other steps. Then
‖|x〉 − |x˜〉‖ < 2A +O
(
2A
)
for A → 0, (26)
where |x〉 denotes the exact solution.
V. RICHARDSON EXTRAPOLATION FOR
HAMILTONIAN SIMULATION
In this section we show how to use a general form of
Richardson extrapolation [53, 54], called multi-product
decomposition [55, 56], to obtain an exponential speedup
for the QPE within the HHL algorithm. More precisely,
we show how the  dependency of QPE can be improved
from O (1/) to O (log3(1/)). In essence, the idea is to
approximate eiAt by a high-order approximation consist-
ing of a linear combination of lower-order product formu-
las, such as the Lie-Trotter formula.
In the quantum computing context, Richardson ex-
trapolation has been used previously for error mitiga-
tion [57, 58]. The idea of using a multi-product formula
to approximate Hamiltonian simulation was introduced
in [47], and further studied in [59]. The main differ-
ence between the present manuscript and the previous
work is that we propose to compute the linear combina-
tion classically, while they keep the whole process within
a quantum circuit. In addition, we extend the existing
theory and provide a general formula to calculate the op-
timal number of extrapolation points, and introduce the
before-mentioned exponential reduction of gates in the
QPE context. This section is mostly expressed in gen-
eral terms, since the results on Hamiltonian simulation
are not limited to the HHL algorithm.
We first run Hamiltonian simulation multiple times
with different small numbers of Trotter steps. Then, we
classically recombine the results to cancel out the lower
order error terms and to obtain a better approximation
of the considered observable. The rationale is that run-
ning l instances of the algorithm with small numbers of
Trotter steps should be more efficient than one single run
with a large number of Trotter steps, while achieving the
same accuracy.
Usually, when applying extrapolation schemes, the
number of extrapolation points is fixed and error esti-
mates are given in terms of a varying grid or step size.
Due to the assumption of fixed number of extrapolation
points, most known extrapolation error bounds hide their
dependency on the number of points. In contrast, we vary
the number of extrapolation points, which implicitly sets
the step size. Thus, we need to derive the explicit depen-
dency of the error on the number of points.
In the following, we first give a formal definition of the
multi-product formulae, and then, compare the resulting
use of resources against running the algorithm for the
same accuracy without extrapolation.
Definition V.1 (Multi-product formula). For l ∈ N, let
m1, ...,ml be distinct natural numbers, and a1, ..., al ∈ R
satisfy
∑l
j=1 aj = 1. Then, the multi-product formula
Ml,χ(t) is given by
Ml,χ(t) =
l∑
j=1
ajSχ(t/mj)
mj , (27)
where χ, Sχ are as in Def. IV.1.
As in Sec. IV, we focus on the second-order product
formula, which leads to
Vl(t, ~ml) =
l∑
j=1
ajS
mj
1 (t/mj), (28)
where ~ml = (m1, ...,ml) are the different Trotter expo-
nents used for the extrapolation. Furthermore, we con-
sider coefficients given by the closed form [55]
aj =
∏
q∈{1,...,l}
q 6=j
m2j
m2j −m2q
, j = 1, ..., l. (29)
The following theorem studies the approximation error
of Hamiltonian simulation using a multi-product formula
scheme, and provides an expression to calculate the op-
timal number of extrapolation points in terms of the tar-
get accuracy. All proofs from this section can be found
in Appendix F.
Theorem V.1. Let H = H2 +H3 be a Hermitian matrix
such that [H2, H3] 6= 0, d = max{‖H2‖, ‖H3‖}, t ∈ R and
Vl(t, ~ml) as defined in Eq. 28. Then∥∥eiHt − Vl(t, ~ml)∥∥ ≤ 2 (2dt)2l+1
(2l + 1)!
l∏
i=1
1
m2i
. (30)
For an accuracy , it is then enough to set ~ml = (1, ..., l)
for
l =
ln(2dt/)
4W
(
ln(2dt/)
2e
√
4dt
) , (31)
where W (x) denotes the Lambert function (cf. [60]).
However, note that we are interested in approximating
eiAtk for k = 0, ..., 2nl − 1, for which we may define the
approximation
V kl (t, ~ml(k)) =
l∑
j=1
ajS
kmj(k)
1 (t/mj(k)) . (32)
Since for QPE we want to achieve a similar accuracy in
the approximation of each eiAtk, the set of Trotter expo-
nents ~ml(k) needs to be updated accordingly. Further-
more, to apply extrapolation, the coefficients aj should
remain unchanged for these new Trotter exponents. One
way to achieve this is by defining mj(k) = αkmj , j =
1, . . . , l, and the corresponding ~ml(k), where below we
show that we can take αk = bk 12l c+ 1.
7Corollary V.1. Let mj(k) =
(
bk 12l c+ 1
)
mj for j =
1, ..., l and k = 20, ..., 2nl−1. Then∥∥eiHt − Vl(t, ~ml)∥∥ <  =⇒ ∥∥eiHtk − V kl (t, ~ml(k))∥∥ < .
(33)
Later in Sec. VIII we will see that dt in Eq. 31 is
bounded. Then, noting that for x ≥ e we have W (x) ≥
ln(x) − ln ln(x) ([61]), gives an asymptotic behaviour
l = O
(
log(1/)
log log(1/)
)
, as shown in Appendix F. Therefore,
as detailed in Appendix E, the overall complexity of esti-
mating the eigenvalues in the extrapolation scheme scales
as
O
(
nl log(1/) log(N)
log log(1/)
)
(34)
if the l HHL algorithms can be run in parallel, or
O
(
nl log
2(1/) log(N)
log2 log(1/)
)
(35)
when they are run sequentially.
Finally, from Lem. IV.2 and Thm. V.1, the main the-
orem of this section follows, which studies the accuracy
of extrapolation with the solutions returned by l HHL
algorithms where only Hamiltonian simulation is approx-
imated.
Theorem V.2. Let aj and ~ml(k) defined as before, and
suppose ∥∥eiHt − Vl(t, ~ml)∥∥ < A. (36)
Furthermore, let |x˜j〉 denote the solution returned
by HHL approximating eiAt with V k (t,mj(k)) =
eiH1tkS
kmj(k)
1 (t/mj(k)), and let |x˜〉 denote the solution
obtained by combining the results of l independent algo-
rithms, i.e.
|x˜〉 =
l∑
j=1
aj |x˜j〉 . (37)
Then, for A → 0, we have
‖|x〉 − |x˜〉‖ < 2A +O(2A). (38)
VI. EIGENVALUE INVERSION
In this section we focus on the conditional rotation step
of the HHL algorithm to invert the eigenvalues. Com-
bined with QPE, this is the step that actually solves the
linear system of equations.
Recall that for a given m-qubit unitary U with eigen-
vector |ψ〉m and eigenvalue e2piiθ QPE approximates θ
using n bits. More precisely, given U and |0〉n |ψ〉m, it
returns the state |θ˜〉n |ψ〉m with high probability, where
θ˜ denotes an n-bit representation of 2nθ.
After QPE has been applied within HHL, and assum-
ing no errors in the computations, the system is in the
state
N−1∑
j=0
βj |0〉 |λ˜j〉nl |uj〉nb , (39)
where λ˜j is the nl-bit representation of Nlλjt/2pi, Nl :=
2nl , λj denotes the jth eigenvalue of our matrix A with
λmin := λ0 ≤ λ1 ≤ . . . ≤ λN−1 =: λmax, and t is the time
of the Hamiltonian simulation as introduced in Sec. IV
and V. We will choose t ∈ (0, 2pi/λmax] and nl sufficiently
large to guarantee that λ˜j ∈ [a,Nl − 1], where a ∈ Z, as
will be discussed in more detail in the following and in
Sec. VIII.
To solve the linear system, the goal is to find a circuit
performing the transformation
N−1∑
j=0
βj |0〉 |λ˜j〉nl |uj〉nb 7→
N−1∑
j=0
βj
(√
1− C
2
λ˜2j
|0〉+ C
λ˜j
|1〉
)
|λ˜j〉nl |uj〉nb , (40)
measure the first qubit, and repeat the procedure until
the measurement results in a |1〉. To achieve this, we
can apply a controlled Y-rotation on the target qubit
conditioned on |λ˜j〉nl . The rotation angles are given by
f
(
λ˜
)
= arcsin
(
C
λ˜
)
, (41)
which takes values in [0, 1] due to our assumptions on C,
t and nl.
There are multiple ways to implement inverse and arc-
sine: [10] discuss how to combine Newton’s method to
compute the inverse and a bisection search to calculate
the arcsine, and show that the run time and number of
required additional qubits scale as polylog(1/), where
 > 0 denotes the resulting L∞-approximation error. Al-
though this is efficient asymptotically, the constant over-
head of this method is large. [30] show how to use piece-
wise polynomial approximation for arbitrary functions
and provide an empirical study of the performance. They
introduce an algorithm that iteratively constructs inter-
vals and corresponding polynomials such that the result-
ing piecewise polynomial approximation satisfies a given
L∞-approximation error target. However, they do not
provide a theory on the performance, i.e., they do not
analyze the dependency of the approximation error with
respect to the number of approximation intervals and de-
gree of the polynomials.
In the following, we analyze a piecewise polynomial ap-
proximation scheme similar to [30] and provide a rigor-
ous performance theory to approximate arcsin(C/x) for
x ∈ [a,Nl − 1], where a ∈ Z will be specified later, and
for x ∈ [1, a] we apply the identity. Note that by con-
struction the algorithm introduced in [30] will be at least
8as efficient as ours, i.e., our analysis implies a rigorous
performance bound for this approach as well. Thus, in
practice, the approach introduced in [30], equipped with
our theory, is likely the best choice.
Suppose an exponentially growing set of approxima-
tion intervals [ai, ai+1], for i = 1, . . . ,M , where a1 = a,
ai+1 = 5ai, and M = dlog5(Nl − 1)e such that the whole
interval [a,Nl − 1] is covered. For each interval we use
Chebyshev interpolation [62] to approximate arcsin(C/x)
with a polynomial of degree d. The following lemma pro-
vides the resulting approximation error. The proofs of
all results in this section can be found in Appendix G.
Lemma VI.1. Let x ∈ [a,Nl − 1], a ∈ Z, and f(x) =
arcsin(C/x), where C/x ∈ (0, 1]. Let pf (x) be the piece-
wise polynomial approximation returned by the introduced
scheme for polynomial degree d. Then we have
C := ‖f − pf‖L∞([a,Nl−1]) ≤
8.13
√
ln2(r) + (pi/2)2
2d+1 − 1 ,
(42)
where
r :=
2C
a
+
√√√√∣∣∣∣∣1−
(
2C
a
)2∣∣∣∣∣, (43)
and ‖f‖L∞([a,b]) := maxx∈[a,b] |f(x)|.
The complexity of evaluating M piecewise polyno-
mials of degree d on nl qubits can be achieved in
O (n2l d+Md log(M)) Toffoli gates and (d + 1)nl +dlog(M)e + 1 qubits through a parallel reversible imple-
mentation of the classical Horner scheme [30, 63].
Note that a decomposition into equally-sized intervals
of the domain would result either in a large degree of the
polynomials, or in a large number of intervals, and, in
both cases, would not be efficient.
The following lemma analyzes the impact of the ap-
proximation error of the eigenvalue inversion to the error
of the whole HHL algorithm which allows us to chose d
accordingly. Here |x˜〉 will denote the normalized state
returned by the algorithm assuming exact procedures for
everything except for the eigenvalue inversion and |x〉 de-
notes the exact normalized solution.
Lemma VI.2. Let C denote the error in approximating
f(x) = arcsin(C/x) for x ∈ [a,Nl], where a ∈ Z. Fur-
thermore, let R > 0, λmin be the smallest eigenvalue of
A, and t ∈ R the Hamiltonian simulation evolution time.
If
C =
R
2(2κ2 − R) , a = 2
2nl
3 , C =
Nltλmin
2pi
, (44)
and
nl = 3
(⌊
log
(
2(2κ2 − R)
R
+ 1
)⌋
+ 1
)
, (45)
then
‖|x〉 − |x˜〉‖ ≤ R. (46)
Moreover, the probability of successfully inverting the
eigenvalues is given by
Psuccess ≥
(
1− R
κ
)2
. (47)
Lem. VI.2 implies that for HHL to achieve an error R,
assuming everything is exact except for the eigenvalue
inversion and the representation of the eigenvalues, we
can take
nl = O
(
log
(
κ2
R
))
, (48)
and
d =
log
1 + 16.23
√
ln2(r) + (pi/2)2κ(2κ− R)
R

(49)
= O
(
log
(
nl
κ2
R
))
= O
(
log
(
κ2
R
)
+ log log
(
κ2
R
))
.
(50)
Thus, the overall complexity of the eigenvalue inversion
to achieve an error of R in the HHL algorithm is given
by
O (log3(κ2/R)) . (51)
Finally, again leveraging amplitude amplification, Eq. 47
also implies that the expected number of times we have
to repeat the eigenvalue inversion is O (κ/(1− R)).
VII. OBSERVABLES
In this section, we discuss how to estimate properties
of the solution to the linear system based on the quan-
tum state returned by the HHL algorithm. Depending
on the properties of the linear system and the choice of
observable it is possible to estimate the result efficiently
or not.
Throughout this section we need to distinguish be-
tween three scales: the normalized solution |x〉 =∑N−1
i=0 xi |i〉, the solution to the original problem x, and
the solution to the problem with a normalized right-hand-
side b/‖b‖, given by x′ = x/‖b‖.
In the following, we show how to extract information
about x′ and x from the quantum state |x〉. In particular,
we are interested in
• the solution norm ‖x‖,
• FB(x) := xTBx, where B ∈ RN×N is a tridiagonal
symmetric Toeplitz matrix, and
9• the absolute average of the components of the un-
scaled solution
∣∣∣ 1N ∑N−1i=0 xi∣∣∣, where xi denotes the
i-th element of x.
Evaluating 〈x|M |x〉 for a linear operator M as well
as evaluating the solution norm have already been men-
tioned in the original HHL paper [6], and calculating uTx
for real vectors u is discussed in [64]. However, these are
generic results and do not discuss how to actually imple-
ment concrete cases, other then M given by a weighted
sum of Pauli terms. In contrast, we show how to con-
struct the corresponding quantum circuits and analyze
when the observables can be evaluated efficiently.
Note that in HHL, since we need to load the normal-
ized right-hand-side b/‖b‖, we usually do not get access
to properties of x but of x′. Furthermore, as mentioned
in Sec. I and pointed out in [35], state preparation can
diminish the quantum advantage unless b follows the
uniform assumption, i.e., ‖b‖/‖b‖∞ = Ω(
√
N). Then,
state preparation can be achieved efficiently, e.g., with
the methods presented in Sec. III. Suppose now that we
can efficiently estimate ‖x′‖ using samples from measur-
ing the quantum state prepared by the HHL algorithm.
Due to the sampling error, we need O(1/2) samples
to estimate ‖x′‖ with accuracy . Hence, to estimate
‖x‖ = ‖b‖‖x′‖ with the same accuracy , we need ‖b‖2-
times the number of samples, which means that we need
additional assumptions on the asymptotic behaviour of
‖b‖. In the following, we discuss the introduced observ-
ables, specifying in each case whether the uniform as-
sumption suffices to guarantee an efficient algorithm, and
whenever it does not, specifying what additional restric-
tions we need to impose on ‖b‖.
To improve readability we will let |ψ0〉 refer to the
quantum state we obtain if we do not check whether
state preparation was successful, and |ψ1〉 to the quan-
tum state obtained in the case we run HHL once we know
that we have prepared the right state. Furthermore, in
the last measurement it is always implicit that we check
that the eigenvalue register is in the |0〉nl state. We re-
fer to Sec. VI and VIII for a detailed analysis of the
success probability of this step. More precisely, using
b = ‖b‖∑N−1j=0 βj |uj〉nb , we consider the quantum states
|ψ0〉 :=
N−1∑
j=0
(
. . . |0〉+ cβj‖b‖√
N‖b‖∞
|1〉
)
×
(√
1− C
2
λ˜2j
|0〉+ C
λ˜j
|1〉
)
|uj〉nb , (52)
and
|ψ1〉 :=
N−1∑
j=0
βj
(√
1− C
2
λ˜2j
|0〉+ C
λ˜j
|1〉
)
|uj〉nb , (53)
where λ˜j is an approximation to the jth eigenvalue, λj ,
the first qubit is the ancilla for state preparation, and
the second qubit is the ancilla for eigenvalue inversion.
Depending on the chosen state preparation technique,
the scaling factor c > 0 is set to 1 or < 1, cf. Sec. III.
Note that in our case C = λmin, because in Lem. VI.2 we
set x = Nlλjt/2pi. Within this section, we will treat it
as a constant but will analyze how it affects the overall
complexity in Sec. VIII.
Then, as stated in the following proposition and proven
in [6], ‖x‖ can be estimated using the probability of see-
ing |1〉 when measuring the ancilla qubit from the condi-
tioned rotation of the inverse eigenvalues. Here we dif-
ferentiate two cases: checking whether state preparation
is successful before proceeding with the HHL algorithm,
and at the end measuring the eigenvalue inversion an-
cilla qubit, or running always the full algorithm and at
the end calculating the probability of seeing |11〉 in the
state preparation and eigenvalue inversion ancilla qubits.
All proofs that are not written explicitly in this section
can be found in Appendix H.
Proposition VII.1. Suppose we first check that state
preparation has been successful before running HHL, and
let M1 := |1〉 〈1| ⊗ Inb . Then
P1 := 〈ψ1|M†1M1 |ψ1〉 =
C2‖x‖2
‖b‖2 . (54)
On the other hand, suppose we run the full algorithm,
i.e., now M11 := |11〉 〈11| ⊗ Inb . Then
P11 := 〈ψ0|M†11M11 |ψ0〉 =
c2C2‖x‖2
N‖b‖2∞
. (55)
As mentioned before, we estimate these quantities up
to an accuracy , which means that rescaling P1 or P11
to calculate ‖x‖ also rescales . Therefore, to be able to
estimate ‖x‖ with an exponential speedup, we need to
assume ‖b‖ = O(1) for Eq. 54 and ‖b‖2∞ = O
(
1√
N
)
for
Eq. 55. It can be easily seen that both conditions are
equivalent under the uniform assumption. To achieve a
polynomial speedup, these assumptions could be relaxed,
as discussed in Sec. VIII.
Now we focus on FB(x). Let p, q ∈ R be the diagonal
and off-diagonals entries of B, respectively. Then,
FB(x) := x
TBx = p
N−1∑
i=0
x2i + 2q
∑
i 6=j
|i−j|=1
xixj , (56)
where x ∈ RN . We now proceed to show how to calculate
FB(x
′) using nb different observables. Each observable is
constructed by appending a different set of gates at the
end of the HHL circuit and by measuring a different set of
qubits. The quantities obtained from each measurement
are stored and combined classically to estimate FB(x′).
The first observable consists of applying a single
Hadamard gate on the last qubit, |q0〉nb , and measur-
ing the qubit in the computational basis. We denote by
n1(0) the probability of observing |0〉 and by n1(1) the
probability of observing |1〉.
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Proposition VII.2. Suppose we first check that state
preparation has been successful before running HHL, and
let M1(i) := |1〉 〈1| ⊗ Inb−1 ⊗ |i〉 〈i|, for i = 0, 1, and
|φ1,1〉 := (Inb ⊗H) |ψ1〉. Then n1(0)− n1(1) equals
〈φ1,1|M1(0)†M1(0) |φ1,1〉 − 〈φ1,1|M1(1)†M1(1) |φ1,1〉
=
2C2
‖b‖2
N/2−1∑
i=0
x2ix2i+1. (57)
On the other hand, suppose we run always the full algo-
rithm, i.e., now M1(i) := |11〉 〈11| ⊗ Inb−1 ⊗ |i〉 〈i|, for
i = 0, 1, and |φ0,1〉 := (Inb+1 ⊗H) |ψ0〉, where. Then
n1(0)− n1(1) equals
〈φ0,1|M1(0)†M1(0) |φ0,1〉 − 〈φ0,1|M1(1)†M1(1) |φ0,1〉
=
2c2C2
N‖b‖2∞
N/2−1∑
i=0
x2ix2i+1. (58)
The kth observable, k > 1, is constructed by append-
ing the circuit from Fig. 2 at the end of the algorithm
and measuring the last k qubits of the solution regis-
ter in the computational basis. Similarly as before, let
|φ1,k〉 the state resulting from applying the observable
circuit to |ψ1〉 (|φ0,k〉 when applied to |ψ0〉), and let nk(0)
and nk(1) denote the probability observing the states
|0〉 |1〉k−1 and |1〉 |1〉k−1 (last k − 1 qubits all 1), respec-
tively, when measuring |qk−1〉 , . . . , |q0〉.
|qnb−1〉 ...|qk〉
|qk−1〉 • • • • H
|qk−2〉
· · ·
|q2〉
|q1〉
|q0〉
FIG. 2. The kth observable for calculating FB(x˜).
Proposition VII.3. Suppose we check state preparation
has been successful before running HHL, and let Mk(i) :=
|1〉 〈1| ⊗ Inb−k ⊗ |i〉 〈i| ⊗ |1〉k−1 〈1|k−1, for i = 0, 1. Then
nk(0)− nk(1) equals
〈φ1,k|Mk(0)†Mk(0) |φ1,k〉 − 〈φ1,k|Mk(1)†Mk(1) |φ1,k〉
=
2C2
‖b‖2
N−2∑
i=0
i≡−1 (mod 2k)
xixi+1. (59)
On the other hand, suppose we run always the full al-
gorithm, i.e., now Mk(i) := |11〉 〈11| ⊗ Inb−k ⊗ |i〉 〈i| ⊗
|1〉k−1 〈1|k−1, for i = 0, 1. Then nk(0)− nk(1) equals
〈φ1,k|Mk(0)†Mk(0) |φ1,k〉 − 〈φ1,k|Mk(1)†Mk(1) |φ1,k〉
=
2c2C2
N‖b‖2∞
N−2∑
i=0
i≡−1 (mod 2k)
xixi+1. (60)
Since p and q are known parameters, and∑N−1
i=0 |xi|2/‖b‖2 = ‖x′‖2 can be calculated from
Prop. VII.1, we have shown a method to compute
FB(x
′) requiring nb = log(N) different observables. As
before, if we are interested in FB(x), we need to add the
extra assumption ‖b‖ = O(1), or ‖b‖∞ = O
(
1√
N
)
to
the uniform assumption.
Finally, the solution average can be calculated by ap-
pending the circuit shown in Fig. 3 and measuring each
qubit from the solution register in the computational ba-
sis in addition to measuring the ancilla qubit.
|qnb−1〉 H
...
|q1〉 H
|q0〉 H
FIG. 3. Hadamards to compute the average of the solution.
Proposition VII.4. Suppose we check state preparation
has been successful before running HHL, and let M1,0 :=
|1〉 〈1| ⊗ |0〉nb 〈0|nb and |φ1〉 := (I ⊗H⊗nb) |ψ1〉. Then
〈φ1|M†1,0M1,0 |φ1〉 =
∣∣∣∣∣ C√N‖b‖
N−1∑
i=0
xi
∣∣∣∣∣
2
. (61)
On the other hand, suppose we run always the full al-
gorithm, i.e., now M1,0 := |11〉 〈11| ⊗ |0〉nb 〈0|nb and
|φ0〉 := (I2 ⊗H⊗nb) |ψ0〉. Then
〈φ0|M†1,0M1,0 |φ0〉 =
∣∣∣∣∣ cCN‖b‖∞
N−1∑
i=0
xi
∣∣∣∣∣
2
. (62)
Therefore, to be able to estimate the average effi-
ciently we need to assume ‖b‖2∞ = O (1) in addition
to the uniform assumption. As pointed out before, un-
der the uniform assumption, this is equivalent to assume
‖b‖ = O(√N). Note that this is a significantly weaker
assumption than required for ‖x‖ or FB(x). In the fol-
lowing, we analyze the (expected) use of resources of the
complete algorithm for each of the observables presented
in this section and conclude under which assumptions a
quantum advantage is possible.
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VIII. OVERALL ANALYSIS
In this section we provide an overall error and com-
plexity analysis of the algorithm. We derive optimal pa-
rameters for t and nl as well as the minimum required
accuracy for each block of the algorithm to achieve an
overall target accuracy. The section concludes with an
investigation of the cases where a quantum advantage
can be achieved depending on the norm of the right hand
side and the considered observable.
First, we derive an expression for t. For QPE to be
accurate, we need to set t such that
∣∣∣λjt2pi ∣∣∣ ∈ [0, 1). The
eigenvalues of tridiagonal Toeplitz matrices are given by
[65]
λj = a− 2b cos
(
jpi
N + 1
)
, (63)
where N denotes the dimension. Therefore, we can com-
pute λmax, which is bounded independently of N by
|λmax| ≤ a+ 2|b|, and set
t = 2pi · 2
nl − 1
2nlλmax
<
2pi
λmax
. (64)
The remaining parameters to determine are the ac-
curacy of each block of the algorithm, i.e., S for state
preparation, A for Hamiltonian simulation, and R for
eigenvalue inversion. To do so, we will need the follow-
ing theorem, which results from a straight application
of triangle inequalities and the results obtained in Lem-
mas III.3, IV.2, and VI.2.
Theorem VIII.1. Let |x〉 denote the exact solution, and
|x˜〉 the solution returned by the HHL algorithm using the
approximations described in Sections III-VI. Then
‖|x〉 − |x˜〉‖ ≤ S + 2A + R +O(2A) (65)
for A → 0.
Therefore, to achieve an overall error , it is enough to
choose, e.g.,
s =

3
, A =

6
, and R =

3
. (66)
We now proceed to analyze the total complexity of
the algorithm. The complexity of state preparation and
the conditional rotation are given in Eq. 13 and Eq. 51,
respectively. The complexity arising from QPE and
Hamiltonian simulation with Richardson extrapolation,
as given in Eq. 34 and Eq. 35, needs to be reformulated
by substituting the value obtained for nl (Eq. 48) into
Eq. 35, yielding
O
(
log
(
κ2/
)
log(1/) log(N)
log log(1/)
)
, (67)
for running the algorithms in parallel, and
O
(
log
(
κ2/
)
log2(1/) log(N)
log2 log(1/)
)
, (68)
for running them sequentially. A summary of the com-
plexity analysis can be found in Table I, were the ex-
pected number of gates uses Lem. VI.2, i.e., that the
probability of success is at least
(
1−
κ
)2, and amplitude
amplification.
To conclude this section, we analyze in which cases it
is possible to obtain a quantum advantage. The limit-
ing factor is the norm of the right-hand-side, |b〉, as was
already pointed out in [35]. More precisely, we consider
the following points:
(i) If state preparation is probabilistic, then the proba-
bility of success is Ω
(
‖b‖/(√N‖b‖∞)
)
. Therefore,
the expected number of runs to successfully prepare
the state is O
(√
N‖b‖∞/‖b‖
)
, c.f. Lem. III.3.
(ii) Since b is encoded in a quantum state, HHL solves
the problem Ax′ = b/‖b‖ and estimates F (x′), for
some linear observable F , with accuracy . The
solution can then usually be recovered by F (x) =
‖b‖ (F (x′) + ).
Under the uniform assumption, (i) does not pose a prob-
lem. Regarding (ii), all the steps of HHL can be run in
time polylog(1/) for the considered problems. However,
the results are calculated from probabilities of measuring
one or more ancilla qubits in particular states, which are
estimated by sampling. The number of samples (runs of
HHL) needed to achieve an estimation error  scales as
O(1/2). If the result is rescaled by ‖b‖, so is the error .
Hence, whenever we are interested in ‖x‖ or FB(x), i.e.,
when we need to multiply the result by ‖b‖, the expo-
nential speedup only holds if ‖b‖ = O(1), or equivalently,
under the uniform assumption, ‖b‖∞ = O(1/
√
N). How-
ever, when we are interested in the absolute average,
these assumptions can be relaxed. In this case it is
still possible to obtain an exponential speedup as long
as ‖b‖ = O(√N), or equivalently, under the uniform as-
sumption, ‖b‖∞ = O(1).
Note that we were focussing on achieving an exponen-
tial speedup. The assumptions mentioned here can be
relaxed further if we are targeting a polynomial speedup.
Furthermore, note that only the sampling, i.e., the re-
peated evaluation of the quantum circuit, poses a poten-
tial problem, while the complexity of the circuits scale
as polylog(1/). This implies that the algorithm can be
parallelized extensively, which may be another possibility
to achieve an advantage.
IX. RESULTS
In this section we first show the results for a 8 × 8
system of linear equations on a quantum simulator. Af-
terwards we show the values obtained on a real quantum
device for the solution norm of a 4 × 4 system and the
solution average of a 2× 2 system.
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TABLE I. Total gate count for the HHL algorithm for a target accuracy  and different observables without the sampling
overhead. The ’expected runs’ row under complexity reflects the probabilistic nature of state preparation and eigenvalue
inversion, and leverages amplitude amplification. The ’scaling’ column contains the scaling, S, of an obtained observable F (x′)
with respect to the exact value F (x), i.e., SF (x′) = F (x). Thus, S denotes the factor that amplifies the sampling error and
implies the restrictions on b discussed in the main text. The λmin factor comes from setting C = λmin, where C is the constant
defined for the conditional rotation step (Eq. 53). For the considered tridiagonal Toeplitz matrices, we have λmin ∼ 1/κ.
All values correspond to a sequential computation of the different full HHL algorithms, i.e. without checking whether state
preparation was successful before proceeding further so that amplitude amplification can be applied. Other settings can be
derived similarly using the results given in this paper.
Observable Complexity Scaling S
Norm 1 run O
(
log(1/)
log log(1/)
·
(
logd(N) +
log(κ2/) log(1/) log(N)
log log(1/)
+ log3(κ

)
))
‖b‖
λmin
expected runs 1
FB(x)
1 run O
(
log(N) log(1/)
log log(1/)
·
(
logd(N) +
log(κ2/) log(1/) log(N)
log log(1/)
+ log3(κ

) + log(N)
))
‖b‖2
λ2min
expected runs O
(
κ
1− ·
√
Nκ‖b‖∞√
‖b‖
)
Average 1 run same as norm ‖b‖
λmin
√
Nexpected runs O
(
κ
1− ·
√
Nκ‖b‖∞√
‖b‖
)
A. Quantum Simulator
For the quantum simulator, we consider the prob-
lem with parameters nb = 3, a = 2, b = −1/2 and
 = 2−5 ≈ 0.03, which gives c = 0.1 for the state prepara-
tion algorithm. We choose the initial state to be specified
by the polynomial p(x) = x3 − x2 + x + 1. The simula-
tions, implemented with Qiskit [9], require 14 qubits and
evaluate the exact quantum states.
First we run the state preparation algorithm alone and
afterwards the full HHL algorithm. In the first case, the
vector directly obtained from Qiskit’s state vector simu-
lation is c |b〉 /√N , where the 1/√N factor comes from
the initial Hadamard gates used to obtain a uniform su-
perposition of all basis states. Since these constants are
known, |b〉 can be recovered, as it is shown in Fig. 4(a),
where the vector obtained from the simulation is plotted
against p(i/7), 0 ≤ i ≤ 7. From the Taylor expansion of
sin cp(i/7)/c, we can calculate the error in approximat-
ing p(i/7), plotted in Fig. 4(b) against the error obtained
from the simulation. It can be nicely seen that the target
accuracy  is achieved.
Similarly, the results from the state vector simula-
tor for the complete HHL algorithm implementation are
rescaled by c/
√
N . The solution vectors with their re-
spective norms obtained from first running the full algo-
rithm, and then running the HHL with Richardson ex-
trapolation for the same tolerance, are shown in Fig. 5.
Although the results obtained for smaller step sizes are
outside the tolerated error bounds, depicted as dashed
lines in the plots, the extrapolated solution lies within
these lines. The reason the vector obtained with the full
algorithm is closer to the analytic solution is because the
theoretical error bounds calculated for Richardson ex-
trapolation are tighter, and we try to use the least re-
sources that allow to achieve a given accuracy.
FIG. 4. State preparation simulation. The x-axis denotes
the basis states. (a) The plot shows the vector obtained from
the state vector simulation with Qiskit, and p(x) refers to
p(i/7). (b) The expected error was calculated from the Taylor
expansion of sin(cp(x))/c.
B. Quantum Hardware
For the quantum hardware, we consider two problems
that we run both on 4 qubits: a 4×4 system, i.e., nb = 2,
where we evaluate the solution norm, and a 2×2 system,
i.e., nb = 1, where we evaluate the absolute solution av-
erage. We run tests for 10 different initial states, each
prepared by Ry rotations with an angle θ applied to the
initial state qubit(s). In both cases we use the parameters
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FIG. 5. Result of complete HHL algorithm. (a) Full state
vector obtained from simulator. The x-axis denotes the ba-
sis states. ’HHL’ denotes the solution obtained running the
full algorithm with Trotter exponent m(1) = 5 and ’Rich. 3’,
’Rich. 2’, ’Rich. 1’ correspond to the solutions obtained with
m(1) = 2, 3, 4, respectively, while ’Rich. 0’ denotes the ex-
trapolated solution. (b) Norm of the solution vectors. The
x-axis corresponds to the ’HHL w/ Rich.’ vectors, and 0 is
the extrapolated solution.
nl = 2, a = 1, b = −1/3, and number of shotsM = 8192.
For the smaller system the fourth qubit is used for the
eigenvalue inversion, while for the larger system we di-
rectly measure the eigenvalues, and perform their inver-
sion classically. More precisely, for the latter, we mea-
sure |λj〉nl in the computational basis, which gives us
estimates of λj as well as the corresponding occurrence
probabilities that are equal to |βj |2. This allows us to
classically compute
3∑
j=0
|βj |2
λ2j
, (69)
which equals ‖x‖, since we have ‖b‖ = 1 by construc-
tion. Note that this approach is only suitable for a small
demonstration, but will not scale to larger problem in-
stances as it would require an exponentially increasing
number of shots.
Note that in both cases we do not need to uncompute
the QPE. For the larger system we actually just run a
QPE without any further steps and estimate the resulting
eigenvalues. For the smaller system, we can find t for the
Hamiltonian evolution such that the QPE will be exact
as it only has two eigenvalues. Here, the omitted inverse
QPE results in a solution that is scaled by 1/
√
2nl due
to the Hadamards.
All the experiments are evaluated on the
ibmq_boeblingen 20-qubit backend provided by IBM
Quantum. Both circuits require 4 fully connected qubits,
however, the connectivity of the device does not allow
to choose such arrangement. Therefore, in both cases,
one SWAP gate is required to implement the circuits.
The connectivity of the quantum device as well as the
corresponding circuits are provided in Fig. 13-15 in
Appendix I.
The experiments are run on a noisy device with gate
and readout errors. Qiskit [9] allows to mitigate the read-
out errors by individually preparing and measuring all
basis states, a detailed treatment on the topic can be
found in [66, 67]. To deal with the gate errors, we use
another Richardson extrapolation to extract the result at
the zero noise limit as it was done in [32, 68, 69]. We focus
the error mitigation on the CNOT gates since they have
an average randomized benchmarking fidelity of 97.8%
compared to 99.7% for the single-qubit gates. More pre-
cisely, we run each experiment three times: First the
original circuit, and then substituting each CNOT gate
by 3 and 5 CNOT gates, respectively. Mathematically,
the three circuits have the same effect, however, on real
hardware this systematically amplifies the CNOT gate
error, allowing a zero noise extrapolation. The simulated
results can be nicely recovered using the real quantum
hardware.
Fig. 6(a) shows the results obtained for calculating the
norm of the solution vector, i.e., the probability of mea-
suring |1〉 in the conditional rotation qubit. Fig. 6(b)
shows the absolute solution average obtained by applying
a Hadamard gate to the solution qubit, and estimating
the probability of |0〉 in the conditioned rotation qubit.
X. CONCLUSION
Within this paper we provided a detailed implementa-
tion and analysis of the HHL algorithm for linear systems
of equations defined by tridiagonal Toeplitz matrices and
right-hand-sides given by analytic functions. For every
step of the algorithm we introduce novel techniques and
prove corresponding error and complexity bounds, and
we combine these results to draw conclusions about the
overall algorithm. Our main result allows for an expo-
nential reduction of the circuit complexity required by
Hamiltonian simulation within QPE, and thus, consti-
tutes an important step to resolve the main bottleneck
of the algorithm. In addition, we study different observ-
ables and analyze necessary conditions to estimate them
efficiently, i.e., achieving an exponential quantum advan-
tage. Particularly for the absolute solution average, we
find that weaker conditions are sufficient, increasing the
applicability of the algorithm. Although quantum hard-
ware is not ready yet to run the HHL algorithm for prob-
lems of practically relevant size, we demonstrated the al-
gorithm for small systems using simulation as well as real
quantum devices.
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FIG. 6. Real hardware on 4 qubits. Tests for 10 different
initial states, each prepared by a Ry rotation by θ of the initial
state qubit(s). (a) Norm of the solution vector x = (x0, x1)T .
(b) Absolute average of the solution vector |x0 + x1|/2.
The introduced extrapolation scheme to reduce the
complexity of the Hamiltonian simulation circuits is an-
alyzed for Toeplitz matrices. However, it is straight-
forward to apply it in more general settings, e.g., with
more then two non-commuting terms in Hamiltonian de-
composition or for other algorithms leveraging Hamilto-
nian simulation. However, in these cases the resulting
error bounds remain open questions that we refer to fu-
ture research.
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Appendix A: d-dimensional Poisson equation
Cao et al. give in [10] a quantum algorithm to solve
the Poisson equation in d dimensions. In their work they
show that the implementation reduces to running d par-
allel circuits solving the one-dimensional Poisson equa-
tion. Running our algorithm with a = 2, b = −1 and
log(N) qubits gives the solution to the one dimensional
case with h = 1/(N + 1) discretization step size. Below
we reproduce their findings to illustrate how to modify
our algorithm to solve the Poisson equation in d dimen-
sions.
Discretizating the Laplacian
∆ =
d∑
k=1
∂2
∂x2k
(A1)
on a grid with mesh size h = 1/(N + 1) using divided
differences leads to a system of linear equations
−∆h~v = ~fh. (A2)
∆h is a symmetric positive definite matrix and can be
expressed as a tensor product with d terms
h2∆h = Ah ⊗ Inb ⊗ · · · ⊗ Inb (A3)
+ Inb ⊗Ah ⊗ · · · ⊗ Inb (A4)
+ · · ·+ Inb ⊗ · · · ⊗ Inb ⊗Ah, (A5)
where nb = log(N) and Ah is the N × N tridiagonal
symmetric matrix with a = 2 and b = −1. Then
ei∆ht = eih
−2Aht ⊗ · · · ⊗ eih−2Aht. (A6)
is a tensor product with d terms. We have shown how
to simulate eih
−2Aht, therefore, Eq. A6 shows that simu-
lating ei∆ht can be achieved by using d registers with nb
qubits each and running in parallel the circuit for eih
−2Aht
in each register.
Appendix B: Technical proofs from Sec. III
1. Proof of Lemma III.1
Proof. Since d ≤ dn2 e, Lem. 8 from [70] applies, and
we can implement a k−controlled Ry gate with at most
(16k − 12) CNOTs for all k ∈ {1, ..., d}.
The circuit for Pp consists of all possible 1−, 2−,...,d−
controlled Ry gates. Therefore we may count the total
number of CNOTs as
d∑
k=1
(
n
k
)
(16k − 12) <
d∑
k=1
16
nk
(k − 1)! < (16e)n
d, (B1)
where the last inequality was derived from the Taylor
series of ex.
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2. Proof of Lemma III.2
Proof. Let xi = iN−1 for i = 0, ..., N − 1. Then from
the Taylor expansion of sin2(x) and using that pf (xi) ∈
[−1, 1],
〈ψ|F †cM†1M1Fc |ψ〉 =
1
N
N−1∑
i=0
sin2(cpf (xi)) (B2)
=
1
N
N−1∑
i=0
c2p2f (xi) +O
(
c4p4f (xi)
)
(B3)
≥ 1
N
(
N−1∑
i=0
c2
f2(xi)
‖b‖2∞
)
+ c2p +O
(
c4
)
(B4)
=
c2‖b‖2
N‖b‖2∞
− c2p +O
(
c4
)
. (B5)
3. Proof of Lemma III.3
Proof. First, from the Taylor series of sin(x) and using
that ‖x‖2 ≤
√
N‖x‖∞ for x ∈ RN , we have that
|b˜〉 := b˜∥∥∥b˜∥∥∥ = 1√N
N−1∑
i=0
sin(cpf (xi))∥∥∥b˜∥∥∥ (B6)
=
cb√
N‖b‖∞
+ ∥∥∥b˜∥∥∥ , (B7)
where ‖‖ ≤ c1 + c3 +O
(
c5
)
. Therefore,
∥∥∥∥∥∥ b‖b‖ − b˜∥∥∥b˜∥∥∥
∥∥∥∥∥∥ =
∥∥∥∥∥∥
cb√
N‖b‖∞
c‖b‖√
N‖b‖∞
− b˜∥∥∥b˜∥∥∥
∥∥∥∥∥∥ (B8)
≤ 2‖‖
c‖b‖√
N‖b‖∞
≤ 2
√
N‖b‖∞
(
p + c
2
)
‖b‖ +O
(√
N‖b‖∞c4
‖b‖
)
.
(B9)
Hence, if b satisfies the uniform assumption, the above
can be simplified to 2
(
1 + c
2
)
+ O (c4). Then, writing
|b〉 := b/‖b‖, the overall error can be calculated similarly
as in Sec. III.B of [71] by
‖|x〉 − |x˜〉‖ ≤
∥∥∥∥∥∥ A
−1 |b〉
‖A−1 |b〉‖ −
A−1 |b˜〉∥∥∥A−1 |b˜〉∥∥∥
∥∥∥∥∥∥
≤
∥∥∥∥∥∥∥∥
A−1 |b〉
(∥∥∥A−1 |b˜〉∥∥∥− ∥∥A−1 |b〉∥∥)
‖A−1 |b〉‖
∥∥∥A−1 |b˜〉∥∥∥ − A
−1∥∥∥A−1 |b˜〉∥∥∥
∥∥∥∥∥∥∥∥
≤ 2
∥∥A−1∥∥∥∥∥A−1 |b˜〉∥∥∥ ≤ 2κ
[
2
(
p + c
2
)
+O (c4)] .
(B10)
The first inequality comes from the triangle inequality
applied twice and the last inequality from the definition
of the condition number written as
κ = max
‖A−1‖
‖A−1|b˜〉‖
‖‖
‖|b˜〉‖
.
Appendix C: Hamiltonian simulation circuits
Let Ik denote the 2k× 2k dimensional identity matrix.
Following the nomenclature from Qiskit, we use the X =(
0 1
1 0
)
, U1(λ) and Rx(θ) quantum gates, where
U1(λ) =
(
1 0
0 eiλ
)
and Rx(θ) =
(
cos θ2 −i sin θ2
−i sin θ2 cos θ2
)
.
Computing eiHit in each case yields the following circuits.
(1)
eiH1t = eiatInb (C1)
|control〉 U1(at)
|target〉 /nb
FIG. 7. Circuit for implementing a controlled eiH1t on nb
qubits.
(2)
eiH2t = Inb−1 ⊗Rx(−2bt) (C2)
(3) The general case for H3 will make use of O(nb)
CNOTs, the full circuit is shown in Fig. 9. The key
steps of the circuit are:
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...
Rx(−2bt)
FIG. 8. Circuit for implementing eiH2t.
1. Flag the states |0〉nb and |N − 1〉nb setting an an-
cilla qubit to |0〉.
On condition of the flag being |1〉:
2. |i〉nb 7→ |i+ 1〉nb .
3. Apply Rx(−2bt) to q0.
4. |i− 1〉nb 7→ |i〉nb .
•
+1 −1
•
• •
• •
• Rx(−2bt) •
|1〉 • • •
FIG. 9. Schematic representation of the circuit implementing
eiH3t for the general dimension case.
Nonetheless, for a small enough nb there is a more
efficient implementation requiring O(n2b) CNOTs.
Both implementations yield the same results, how-
ever the method described below is faster for all the
values of nb we could simulate in a local memory.
The full circuit is given in Fig. 10.
Cnb−1
· · ·
C2
C1
FIG. 10. Schematic representation of the circuit implement-
ing eiH3t for the general dimension case.
The circuit for each Cj-block, 1 ≤ j ≤ nb − 1, is
shown in Fig. 11.
•
• Rx(−2bt) •
•
•
· · · ... · · ·•
FIG. 11. Detailed circuit for Cj .
Appendix D: Technical proofs from Sec. IV
1. Proof of Lemma IV.1
Proof. Let A = H1 +H2 +H3 and H = H2 +H3. Then,
with the notation from Sec. IV, we want to bound the
quantity ∥∥eiAtk − V k(t,m)∥∥. (D1)
From the Taylor series expansion one finds that
S1(t/m) = e
iHt/m + E(t/m), (D2)
where, for t/m→ 0,
E(t/m) :=
1
6
[
[H2, H3] ,
1
4
H2 +
1
2
H3
](
it
m
)3
+O
(
t
m
)4
.
(D3)
Here [H2, H3] = H2H3 −H3H2 denotes the matrix com-
mutator. Both eiHt and S1(t) are unitary operators,
hence of norm 1. Since Smk1 (t/m) = S1(tk/mk)mk, and
using the Cauchy-Schwarz and triangle inequalities gives∥∥eiAtk − eiH1tkSmk1 (t/m)∥∥ ≤ ∥∥eiHtk − Smk1 (tk/mk)∥∥
(D4)
≤ mk
∥∥∥eiHt/m − S1(t/m)∥∥∥ = mk‖E(t/m)‖ (D5)
≤ k t
3b3
2m2
+O
(
t
m
)4
for t/m→ 0. (D6)
2. Proof of Lemma IV.2
Proof. In this proof we assume exact procedures for state
preparation and conditioned rotation of the eigenvalues.
We will denote U1 the unitary matrix corresponding to
the application of the powers of eiAt; U2 the unitary ma-
trix corresponding to the QFT†, inversion of eigenvalues
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and QFT; and U3 to the application of powers of the
inverse of V . Similarly, U˜1 and U˜3 will denote the matri-
ces corresponding to the same parts of the algorithm but
using V (t,m) (U2 is the same in both cases).
Then we can write
|x〉 = U3U2U1 |b〉 , (D7)
and
|x˜〉 = U˜3U2U˜1 |b〉 . (D8)
We can express V k(t,m(k)) as
V k(t,m(k)) = eiAtk + E, where ‖E‖ < A. (D9)
Then, for N = 2nl , nl ∈ N,
U˜1 =
1√
N
(
N−1∑
k=0
|k〉 〈k| ⊗ (eiAtk + E)) (D10)
= U1 +
1√
N
(
N−1∑
k=0
|k〉 〈k|
)
⊗ E, (D11)
where ∥∥∥∥∥ 1√N
(
N−1∑
k=0
|k〉 〈k|
)
⊗ E
∥∥∥∥∥ = ‖E‖. (D12)
Similarly,
U˜3 = U3 +
1√
N
(
N−1∑
k=0
|k〉 〈k|
)
⊗ E. (D13)
Thus, expanding and using that the Ui are unitary,∥∥∥U3U2U1 − U˜3U2U˜1∥∥∥ ≤ 2‖E‖+ ‖E‖2 (D14)
< 2A +O
(
2A
)
for A → 0.
(D15)
Appendix E: Gate count from estimating the
eigenvalues
Here we provide a detailed analysis of the total num-
ber of CNOTs arising from the part of the HHL algorithm
that estimates the eigenvalues (i.e. QPE), first in the orig-
inal case and then we compare the complexity with our
extrapolation scheme.
Let G denote the number of CNOTs required in one
application of the circuit for Hamiltonian simulation,
and  denote the overall error from the HHL algo-
rithm. Recall that QPE involves simulating eiAtk for
k = 20, 21, ..., 2nl−1, for which we set (from Sec. IV)
m(2k) = O
(√
2k
2
)
. (E1)
Thus, the complexity of QPE is
nl−1∑
k=0
Gm
(
2k
)
= O
(
G√
2
nl−1∑
k=0
2
k
2
)
(E2)
= O
(
G√
2
2
nl
2
)
. (E3)
On the other hand, as in Sec. V, let ~ml = (1, ..., l), l =
O
(
log(1/)
log log(1/)
)
, and
mj(2
k) = (b2 k2l c+ 1)j. (E4)
Then, the total number of CNOTs arising from the l QPE
modules that we run for the extrapolation scheme can be
calculated as
l∑
j=1
nl−1∑
k=0
Gmj
(
2k
)
=
l∑
j=1
G
nl−1∑
k=0
(
b2 k2l c+ 1
)
j (E5)
<
l∑
j=1
(
Gnlj +G
nl−1∑
k=0
2
k
2l
)
(E6)
<
l∑
j=1
G
(
nlj + 2
nl
2l
)
(E7)
< G
(
nll
2 + 2
nl
2l l
)
(E8)
Since nl = O (log(1/)) (Sec.VIII), and G = O(nb) =
O(log(N)), the overall complexity of estimating the
eigenvalues is in the original case
O (log(N)/) , (E9)
while with our extrapolation scheme this is reduced to
O
(
log3(1/) log(N)
log2 log(1/)
)
. (E10)
Appendix F: Technical proofs from Sec. V
1. Proof of Theorem V.1
Proof. Using the notation introduced in Sec. V, here we
prove the bounds for
∥∥eiHt − Vl(t, ~ml)∥∥. First we intro-
duce some definitions and results from [55].
The choice of a symmetric product splitting, such as
the symmetric Strang splitting S1(t) = e
1
2 iH2teiH3te
1
2 iH2t,
is important because then the error term has only odd
powers of t. That is,
S1(t) = exp
(
it(H2 +H3) + (it)
3E3 + (it)
5E5 + ...
)
,
(F1)
where the Ei are higher order error commutators of H2
and H3. Then the 2l-order approximation of eit(H2+H3)
can be bounded as follows.
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Proposition F.1 ([55]). Let l ∈ N denote the number
of extrapolation points, Vl(t, ~ml) as defined in Eq. 28 and
29, and C := t‖H2 +H3‖. Then∥∥eiHt − Vl(t, ~ml)∥∥ ≤ |e2l+1|t2l+1‖E2l+1‖, (F2)
where
e2l+1 = (−1)l−1
l∏
i=1
1
m2i
. (F3)
From the Taylor expansions of eiHt and Vl(t, ~ml)
one can see that ‖Ek‖ ≤ 2 (2d)
k
k! , where d =
max{‖H2‖, ‖H3‖}. However note that this is a loose up-
per bound obtained by successive applications of the tri-
angle inequality, as demonstrated in Fig. 12.
Proposition F.2. Let ~ml = (1, ..., l), and let d and H
be defined as in Prop. 25. Then
∥∥eiHt − Vl(t, ~ml)∥∥ < 
for
l =
ln(2dt/)
4W
(
ln(2dt/)
2e
√
4dt
) , (F4)
where W (x) denotes the Lambert function (cf. [60]) and
ln(x) the natural logarithm.
Proof. From Prop. F.1, we have that for ~ml = (1, ..., l),
∥∥eiHt − Vl(t, ~ml)∥∥ ≤ 2 (2dt)2l+1
(2l + 1)!l!2
. (F5)
Since 1n! <
(
e
n
)n,
2
(2dt)2l+1
(2l + 1)!l!2
< 2(2dt)2l+1
(
e
2l + 1
)2l+1 (e
l
)2l
(F6)
< 2dt
(
4dte2
(2l)2
)2l
, (F7)
where for the last inequality we assume l ≥ 3.
Finally, some calculation shows that the solution to the
equation
2dt
(
4dte2
(2l)2
)2l
=  (F8)
is
l =
ln(2dt/)
4W
(
ln(2dt/)
2e
√
4dt
) . (F9)
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FIG. 12. (Left) Approximation error
∥∥eiHtk − V k (t, ~ml(k))∥∥
for a tridiagonal symetric matrix H with random entries, d =
6.22, t = 1, ~ml(1) = (1, 2, ..., l), and αk = b2 42l c + 1. By
setting ~ml(k) = αk ~ml(1) we achieve a similar accuracy in
approximating eiHtk for k > 1 and k = 1. As log() → −30,
the error increases again due to numerical precision. (Right)
Asymptotic behaviour of l as calculated from Eq. F4, here
labeled analytical.
2. Proof of Corollary V.1
Proof. Suppose first that∥∥eiHt − Vl(t, ~ml)∥∥ < , (F10)
and note that
S
kαkmj
1 (t/αkmj) = S
kαkmj
1 (tk/αkmjk) . (F11)
Therefore, from Thm. V.1,
∥∥eiHtk − V kl (t, αk ~ml)∥∥ ≤ 2 (2‖H‖tk)2l+1(2l + 1)!
l∏
i=1
1
(αkmik)
2
(F12)
<
k
α2lk
. (F13)
3. Proof of Theorem V.2
Proof. Suppose that∥∥eiHt − Vl(t, ~ml)∥∥ < A. (F14)
Then, from Cor. V.1,∥∥eiHtk − V kl (t, ~ml(k))∥∥ < A. (F15)
Therefore, with the notation from the proof of Lem. IV.2,∥∥∥∥∥∥eiAtk −
l∑
j=1
ajV
k(t,mj(k))
∥∥∥∥∥∥ < A, (F16)
where we recall that A = H1 +H, H1 commutes with H,
and V k(t,mj(k)) = eiH1tkS
kmj(k)
1 (t/mj(k)) = e
iAtk+Ej .
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Then, from Eq. D8 we have
l∑
j=1
ajHHL
(
V k (t,mj(k)) , |b〉
)
(F17)
=
l∑
j=1
ajU˜
(j)
3 U2U˜
(j)
1 |b〉 (F18)
= U3U2U1 |b〉+
l∑
j=1
aj (EjU2U1 + 2EjU2Ej + U3U2Ej) ,
(F19)
where U˜ (j)i = Ui + Ej , and the j subscript specifies that
the approximation depends on mj(k).
Using that the Ui are unitary and from Eq. F16 gives∥∥∥∥∥∥
l∑
j=1
aj (EjU2U1 + 2EjU2Ej + U3U2Ej)
∥∥∥∥∥∥ < 2A+O(2A).
(F20)
Finally, since
∑l
j=1 aj = 1, we can use the same argu-
ment as at the end of the proof of Lem. IV.2 and obtain
the result.
Appendix G: Technical proofs from Sec. VI
1. Proof of Lemma VI.1
Proof. The error of Chebychev interpolation in approxi-
mating a function f on [−1, 1] by pf , in the case that f
possesses an analytic extension to a complex neighbour-
hood D of [−1, 1], can be bounded by [72]
‖f − pf‖L∞([−1,1])
≤ 2|γ|
pi
1
(ρd+1 − 1) (ρ+ ρ−1 − 2) ·maxz∈γ |f(z)|,
(G1)
where d is the degree of p and for ρ > 1, γ ⊂ D is the
ellipsis defined by
γ := {z = cos(θ − i log ρ), 0 ≤ θ ≤ 2pi}. (G2)
From Eq. G1, the error on [a, b] can be bounded by
‖f − pf‖L∞([a,b]) =
∥∥∥fˆ − pfˆ∥∥∥
L∞([−1,1])
≤ 2|γ|
pi
1
(ρd+1 − 1) (ρ+ ρ−1 − 2) ·maxz∈γ
∣∣∣fˆ(z)∣∣∣, (G3)
where fˆ := f ◦Φ and Φ : [−1, 1] 7→ [a, b] is the linear map
defined by Φ(x) = a+ 12 (x+ 1)(b− a). Since fˆ(x) has a
singularity at Φ(x) = 0, and the leftmost point of γ is at
−(ρ+ ρ−1)/2, one can see that in Eq. G3 we require
ρ ≤ 4a
b− a + 1. (G4)
Note that a simple calculation now shows that choos-
ing to interpolate over the interval [a,Nl − 1] would re-
quire to take d = Ω (Nl log(1/)), thus we will focus on
a piecewise interpolation. We will divide the interval
[a,Nl − 1] into M subintervals [ai, ai+1], with a1 = a
and aM+1 = Nl− 1, and perform a piecewise polynomial
interpolation on each. Since the goal is a constant degree
d over the whole domain, we will fix 4aiai+1−ai = 1 and take
ρ = 2. Therefore, ai+1 = 5ai and M = dlog5(Nl − 1)e.
We can now proceed to give a more specific bound
for Eq. G1. First, for an interval [a, b], maxz∈γ |f(z)| is
attained at z = −(ρ+ ρ−1)/2 = −5/4, and
|f (Φ(−5/4))| =
∣∣∣∣∣arcsin
(
C
a+ 12
(− 54 + 1) (b− a)
)∣∣∣∣∣
(G5)
=
∣∣∣∣arcsin(2Ca
)∣∣∣∣. (G6)
Proposition G.1. Let x ∈ R, then
|arcsin(x)| =
√
ln2(r) +
(pi
2
)2
, (G7)
where r = x+
√|1− x2|.
Proof. For x ∈ R we can write
arcsin(x) =
1
i
ln
(
ix+
√
|1− x2|e i2Arg(1−x2)
)
. (G8)
Then, for |x| > 1,
Arg
(
1− x2) = pi =⇒ e i2Arg(1−x2) = i. (G9)
Hence,
arcsin(x) =
1
i
ln
(
i
(
x+
√
|1− x2|
))
(G10)
=
1
i
ln
((
x+
√
|1− x2|
)
eipi/2
)
. (G11)
Thus, writing r := 2Ca +
√∣∣1 + ( 2Ca )∣∣, we have
maxz∈γ |f(z)| ≤
√
ln2(r) +
(
pi
2
)2 and
‖f − pf‖L∞([a,b]) ≤
2|γ|
pi
2
√
ln2(r) +
(
pi
2
)2
2d+1 − 1 (G12)
≤
8.13
√
ln2(r) +
(
pi
2
)2
2d+1 − 1 (G13)
means that for an accuracy  we can fix the degree of the
polynomial d = log
(
1 +
8.13
√
ln2(r)+(pi2 )
2

)
− 1 on each
subinterval.
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2. Proof of Lemma VI.2
Proof. Let p(x) = Cx + C for x ∈ [a,Nl − 1] be the poly-
nomial approximation we can achieve, where C will be
chosen so that C/x ∈ (0, 1]. For readability here we will
assume we have applied QPE† and that we have mea-
sured |1〉 in the ancilla qubit for the conditioned rota-
tion, and |0〉nl in the eigenvalue register, denoting the
probability of this event as Psuccess. We have to include
the later since in reality the eigenvalue register will not
be perfectly uncomputed, i.e. the amplitude of each |l〉nl
will be small but nonzero. Under this assumptions, we
have the quantum state∑N−1
j=0 βj
(∑Nl−1
l=0
∣∣αl|j∣∣2p(l)) |1〉 |0〉nl |uj〉nb
Psuccess
, (G14)
where [52, §5.2.1]
αl|j :=
1
Nl
(
e
2pii
(
λjt
2pi −
l+λ˜j
Nl
))k
, (G15)
and λ˜j is a nl-bit binary approximation to λjt/2pi.
From [52, §5.2.1], and writing λ¯j :=
Nlλjt
2pi we have that
Nl−1∑
l=0
∣∣αl|j∣∣2 = 1 and ∑
|l−λ¯j|>e
∣∣αl|j∣∣2 ≤ 1
2(e− 1) =: 1,
(G16)
where e ∈ Z characterizes the desired error, so we will
choose it as e = 2n1 , where nl = n1 + n2 + n3 will be
specified later.
Mapping the eigenvalues with t so that λ¯j :=
Nltλj/2pi ∈ [2n1+n2 , Nl − 1] gives for
∣∣l − λ¯j∣∣ := |δj | ≤ e∣∣∣∣C ′l − C ′λ¯j
∣∣∣∣ = C ′δjλ¯j(λ¯j + δj) ≤ C2n2 − 1 =: 2, (G17)
where C ′ is some constant we will specify later and C :=
C′2pi
Nltλmin
. Finally, since we know the eigenvalues have been
mapped to [2n1+n2 , Nl − 1], we can write
p(l) =
{
C′
l + C , if 2
n1+n2 ≤ l ≤ Nl − 1
1, if 1 ≤ l < 2n1+n2 .
Then, from the triangle inequality, and using that 1/λ¯j ≤
1 and that C ′/l ∈ (0, 1], we obtain the bound∣∣∣∣∣C ′λ¯j −
Nl−1∑
l=0
∣∣αl|j∣∣2p(l)
∣∣∣∣∣ (G18)
≤
∣∣∣∣∣∣∣
C ′
λ¯j
−
∑
|l−λ¯j|≤e
∣∣αl|j∣∣2C ′
l
∣∣∣∣∣∣∣+ 1 + C (G19)
≤ 2 + 1 + 12 + 1C + C =: R. (G20)
Assuming everything else is exact within HHL, and
relabeling Cλmin as C, we obtain the following approxi-
mation to the solution vector
N−1∑
j=0
βj
(
C
λj
+ R
)
|uj〉 =: CA−1R |b〉 . (G21)
Now we will analyze the overall accuracy of the algo-
rithm assuming everything is exact except for the binary
representation of the eigenvalues and the conditioned ro-
tation, i.e. the algorithm returns the quantum state
x˜/‖x˜‖ := A−1R /
∥∥A−1R ∥∥.
As in [73], substracting the perturbed equation from
Ax = |b〉 and rearranging gives
A−1 |b〉 −A−1 |b〉 = A−1 (A−A)A−1 |b〉 . (G22)
Then, applying the triangle inequality yields∥∥A−1 |b〉 −A−1 |b〉∥∥∥∥A−1 |b〉∥∥ ≤
∥∥A−1 −A−1 ∥∥∥∥A−1 |b〉∥∥ ≤ ∥∥A−1∥∥‖A−A‖,
(G23)
where
∥∥A−1∥∥ = 1/λmin, and
‖A−A‖ ≤
∣∣∣∣ Rλ2maxC(1− Rλmin/C)
∣∣∣∣. (G24)
Finally, using the triangle inequality and denoting E =
A−1 −A−1 we get
‖|x〉 − |x˜〉‖ =
∥∥∥∥∥ A−1 |b〉‖A−1 |b〉‖ − A−1 |b〉∥∥A−1 |b〉∥∥
∥∥∥∥∥ (G25)
=
∥∥∥∥∥A−1 |b〉
(∥∥A−1 |b〉∥∥− ∥∥A−1 |b〉∥∥)− E |b〉∥∥A−1 |b〉∥∥
‖A−1 |b〉‖∥∥A−1 |b〉∥∥
∥∥∥∥∥
(G26)
≤ 2 ‖E‖∥∥A−1 |b〉∥∥ ≤ 2∥∥A−1∥∥‖A−A‖ (G27)
≤
∣∣∣∣2 Rλ2maxλminC(1− Rλmin/C)
∣∣∣∣. (G28)
Finally, using that ‖A‖ ≤ λmax1−Rλmin/C , we have that
Psuccess =
∥∥CA−1 |b〉∥∥2 ≥ (‖|b〉‖C‖A‖
)2
(G29)
≥
(
(1− Rλmin/C)C
λmax
)2
. (G30)
Therefore, to achieve an overall error , we define C =
λmin, which means that we will rotate by C ′ = Nltλmin2pi ,
and take R = 2κ2− , C = R/2, and
n1 = n2 = n3 =
⌊
log
(
2(2κ2 − )

+ 1
)⌋
+ 1. (G31)
This concludes the proof.
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Appendix H: Technical proofs from Sec.VII
1. Proof of Proposition VII.1
Proof. With the notation from Prop. VII.1,
〈ψ1|M†1M1 |ψ1〉 = =
C2
‖b‖2
N−1∑
j=0
(
βj
λ˜j
)2
(H1)
=
C2‖x‖2
‖b‖2 , (H2)
and
〈ψ0|M†1M1 |ψ0〉 =
1
N
N−1∑
j=0
(
cCβj
‖b‖∞λ˜j
)2
(H3)
=
c2C2‖x‖2
N‖b‖2∞
. (H4)
2. Proof of Proposition VII.2
Proof. Similarly as before, we have for i ∈ {0, 1},
M1(i) |φ1,1〉 (H5)
= Inb ⊗ |i〉 〈i|
 1√
2
1∑
k,l=0
(−1)k·l |k〉 〈l|
 C
‖b‖
N−1∑
j=0
xj |1〉 |j〉nb
(H6)
=
C√
2‖b‖
N/2−1∑
j=0
(
(−1)0x2j + (−1)ix2j+1
) |1〉 |2j + i〉nb .
(H7)
Therefore,
〈φ1,1|M†1 (i)M1(i) |φ1,1〉 (H8)
=
C2
2‖b‖2
N−1∑
j=0
x2j + (−1)i2
N/2−1∑
j=0
x2jx2j+1
 , (H9)
and the result follows.
The proof for M1(i) |φ0,1〉 is the same but with a
cC√
N‖b‖∞
factor instead of C‖b‖ .
3. Proof of Proposition VII.3
Proof. Note that from the circuit in Fig. 2, the outcome
|q0〉 = · · · = |qk−2〉 = |1〉 can only happen when originally
either
|q0〉 = · · · = |qk−2〉 = |1〉 and |qk−1〉 = |0〉 , (H10)
or
|q0〉 = · · · = |qk−2〉 = |0〉 and |qk−1〉 = |1〉 . (H11)
That is, for those basis states |i〉nb such that i ≡
0 (mod 2k) or i ≡ −1 (mod 2k). Assuming we have
already measured |q0〉 = · · · = |qk−2〉 = |1〉, calculating
the probability of |qk−1〉 = |0〉 or |qk−1〉 = |1〉, the proof
is similar as that of Prop. VII.2. Therefore,
2‖b‖2
C2
〈φ1,k|M†k(i)Mk(i) |φ1,k〉 (H12)
=
N−1∑
j=0
j≡0 or −1 (mod 2k)
x2j (H13)
+ (−1)i2
N−2∑
j=0
j≡−1 (mod 2k)
x2jx2j+1 (H14)
and the result follows.
Again, the proof in the case we run state preparation
and HHL together is the same changing the 2‖b‖
2
C2 factor
by 2N‖b‖
2
∞
c2C2 .
4. Proof of Proposition VII.4
Proof. Let •n denote the bitwise dot product. Then we
can write
H⊗n =
1√
2n
2n−1∑
i,j=0
(−1)i•nj |i〉n 〈j|n . (H15)
Therefore, writing
N−1∑
j=0
βj
λ˜j
|uj〉nb =
N−1∑
i=0
xi |i〉nb , (H16)
we have
M1,0 |φ1〉 = C√
N‖b‖
N−1∑
i=0
xi
N−1∑
k=0
(−1)k•nb i |0〉nb 〈0|nb |k〉nb
(H17)
=
C√
N‖b‖
N−1∑
i=0
xi |0〉nb . (H18)
The proof for M1,0 |φ0〉 is the same changing the C/‖b‖
factor by cC√
N‖b‖∞
.
Appendix I: Real hardware circuit
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7 8
2 3
FIG. 13. Connectivity diagram of the ibmq_boeblingen 20-
qubit backend provided by IBM Quantum. We use qubits
2, 3, 7, 8, since these are not fully connected we need additional
swaps to run our quantum circuits.
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|q3〉 = |0〉 H U1(4.7) •
|q2〉 = |0〉 H U1(2.4) • • • • • •
|q1〉 = |0〉 Ry(0.7) • •
|q0〉 = |0〉 Ry(0.7) Rx(0.79) U1(1.6) Ry(−0.79) Ry(0.79) U1(4.7) • U1(1.6) Ry(−0.4) Ry(0.4) Ry(−0.4) Ry(0.4) U1(4.7) • Rx(0.79)
|q3〉 • • Rz(−0.79) H
|q2〉 • • • • H Rz(−0.79) Rz(0.79)
|q1〉 •
|q0〉 U1(1.6) Ry(−1.6) Ry(1.6) U1(4.7) • U1(1.6) Ry(−0.79) Ry(0.79)
State Preparation
SWAP
QPE
QPE
FIG. 14. HHL circuit for the norm observable without QPE† for nb = 2, nl = 2, b = −1/3 and |b〉 =
(cos2(0.35), cos(0.35) sin(0.35), cos(0.35) sin(0.35), sin2(0.35))T . The conditioned rotation was done classically due to the limi-
tations of the current devices on the width and depth of the circuits that can be run.
|q3〉 = |0〉
|q2〉 = |0〉 H U1(4.7) • • • Rz(−0.79) H
|q1〉 = |0〉 H U1(2.4) • • • • • • H Rz(−0.79) Rz(0.79)
|q0〉 = |0〉 Ry(0.7) U3(−0.79,−1.6, 1.6) U1(1.6) Ry(−0.79) Ry(0.79) U1(4.7) U1(1.6) Ry(−1.6) Ry(1.6) U1(4.7)
|q3〉 • • •
|q2〉 • • Ry(−0.69) Ry(−0.88) Ry(0.35) Ry(1.2)
|q1〉 • •
|q0〉 H
State Preparation QPE
SWAP Conditioned rotation
Observable
FIG. 15. HHL circuit for the average observable without QPE† for nb = 1, nl = 2, a = 1, b = −1/3 and |b〉 =
(cos(0.35), sin(0.35))T . The angles for the Ry gates in the conditioned rotation part were calculated with the the Univer-
salQCompiler software [74], which allows to optimise a circuit consisting of a sequence of multi-controlled Ry gates.
