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Abstract
In this paper, we study the following class of nonlinear equations:
−∆u+ V (x)u = [|x|−µ ∗ (Q(x)F (u))]Q(x)f(u), x ∈ R2,
where V and Q are continuous potentials, which can be unbounded or vanishing at infintiy, f(s) is
a continuous function, F (s) is the primitive of f(s), ∗ is the convolution operator and 0 < µ < 2.
Assuming that the nonlinearity f(s) has exponential critical growth, we establish the existence
of ground state solutions by using variational methods. For this, we prove a new version of the
Trudinger-Moser inequality for our setting, which was necessary to obtain our main results.
2010 Mathematics Subject Classification: 35J15, 35J25, 35J60.
Keywords and phrases: Choquard equations, Unbounded or decaying potentials, Exponential critical growth,
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1 Introduction
This paper is concerned with the existence of solutions for nonlinear equations of the form
−∆u+ V (|x|)u = [|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)f(u), x ∈ R2, (1.1)
where the nonlinear term f is allowed to satisfy the exponential growth by mean of the Trudinger-
Moser inequality, F denotes its primitive, the radial potentials V and Q can be unbounded, singular
∗Research partially supported by CAPES Cod 001 and CNPq grant 308735/2016-1.
†Author to whom any correspondence should be addressed.
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2at the origin or decaying to zero at infinity and 0 < µ < 2. Here, |x|−µ ∗ (Q(|x|)F (u)) denotes the
convolution between the Riesz potential |x|−µ and Q(| · |)F (u(·)).
The study of Eq. (1.1) is in part motivated by works concerning the equation
−∆u+ V (x)u = (|x|−µ ∗ |u|p) |u|p−2u, x ∈ RN , (1.2)
where N ≥ 3, 0 < µ < N , V : RN → R is a continuous potential and p ≥ 2. Eq. (1.2) is generally
named as Choquard equation or Hartree type equation and appears in various physical contexts. For
example, in the case N = 3, V (x) = 1, p = 2 and µ = 2, Eq. (1.2) first appeared in the seminal work
by S. I. Pekar [34] describing the quantum mechanics of a polaron at rest. As mentioned by Lieb in
[23] and under the same case, Ph. Choquard used Eq. (1.2) to model an electron trapped in its own
hole, as a certain approximation to Hartree-Fock theory of one-component plasma (see also [24] for
more physical background of (1.2)). We point out that Eq. (1.2) is also known as the Schro¨dinger-
Newton equation, see [10, 14, 28, 35, 41]. In [23], Lieb proved that the ground state solution of Eq.
(1.2) is radial and unique up to translations with µ = 1, p = 2 and V is a positive constant. Later,
in [25], Lions showed the existence of a sequence of radially symmetric solutions. In [15, 27, 29], the
authors showed regularity, positivity, radial symmetry and decay estimates at infinity of ground states
solutions as well.
In the past two decades, Eq. (1.2) has attracted a lot of interest due to the appearance of
convolution type nonlinearities. Many authors have used the variational methods to investigate the
nonlinear Choquard equation like (1.2) and involving general classes of nonlinearities, we refer the
readers to [1, 6, 11, 16, 21, 22, 26, 30, 38] for the study of existence and multiplicity of different types
of solutions and [7, 8, 31] for the study of existence and concentration behavior of solutions. For the
convenience of the reader, we suggest [32] for a good review of the Choquard equation.
In dimension two, the case is very special and quite delicate, because as we know for bounded
domains Ω ⊂ R2, the Sobolev embedding theorem assures that H10 (Ω) →֒ Lq(Ω) for any q ∈ [1,+∞),
but H10 (Ω) 6 →֒ L∞(Ω). Therefore, to fill this gap, the Trudinger-Moser inequality (which is stated in
(1.3) below) cames as a replacement of the Sobolev inequality in the limiting case.
In order to address problems with exponential critical growth, one of the most important tools is
the Trudinger-Moser inequality (see [33, 42]), which says that if Ω is a bounded domain in R2, then
for all α > 0 and u ∈ H10 (Ω), it holds eαu
2 ∈ L1(Ω). Moreover
sup
‖∇u‖L2(Ω)≤1
∫
Ω
eαu
2
dx
{
<∞, when α ≤ 4π
=∞, when α > 4π. (1.3)
In the whole space R2, the following version of Trudinger-Moser inequality was proved in [19] (see also
[12] for an equivalent version):
eα|u|
2 − 1 ∈ L1(R2) for all u ∈ H1(R2) and α > 0.
Moreover, if α < 4π and |u|L2(R2) ≤M , there exists a constant C = C(M,α) such that
sup
‖∇u‖L2(R2)≤1
∫
R2
(
eα|u|
2 − 1
)
dx ≤ C.
We point out that, in recent years, many generalizations, extensions and applications of these results
have been made. We refer to [18] for a general discussion on problems involving critical growth of
Trudinger-Moser type.
3As far as we know, the nonlocal Choquard type equation involving critical exponential growth in
R
2 was first studied in [5, 9], where the authors considered the existence of ground state solution for
the following critical nonlocal equation with periodic potential:
−∆u+W (x)u = (|x|−µ ∗ F (u)) f(u), x ∈ R2. (1.4)
Under the set of assumptions on the functions W and f below:
(W1) W (x) ≥W0 for all x ∈ R2 and for some W0 > 0;
(W2) W (x) is a 1-periodic continuous function;
(f1) i) f(s) = 0 for all s ≤ 0 and 0 ≤ f(s) ≤ e4πs2 for all s ≥ 0; and
ii) there exist s0 > 0, M0 > 0 and q ∈ (0, 1] such that
0 < sqF (s) ≤M0f(s), ∀s ≥ s0;
(f2) there exit p > 2−µ2 and Cp > 0 such that f(s) ∼ Cpsp as s→ 0;
(f3) there exists θ > 1 such that
θ
∫ s
0
f(t) dt = θF (s) ≤ f(s)s, ∀s ≥ 0;
(f4) there exists β0 > 0 large enough such that
lim
s→+∞
sf(s)F (s)
e8πs2
≥ β0,
they obtained the existence of ground state solution in H1(R2) for Eq. (1.4). The goal of the present
paper is to continue the study of nonlocal equations in R2 as in (1.4), by considering potentials W (x)
which can be singular at the origin and vanishing at infinity. Moreover, we deal with nonlinearities of
the form [|x|−µ ∗ (Q(x)F (u))]Q(x)f(u), where Q(x) is a weight function and f behaves at infinity like
eαs
2
for some α > 0.
Here, due to the presence of the weight function Q in the nonlocal term, which can be singular
at the origin, we need to derive a new version of the Trudinger-Moser inequality for our context (see
Proposition 2.9 in Section 2).
In this work, we impose the following hypotheses on the potential V and the weight Q:
(V 0) V ∈ C(0,∞), V (r) > 0 and there exist a0 > −2 and a > −2 such that
lim sup
r→0+
V (r)
ra0
<∞ and lim inf
r→+∞
V (r)
ra
> 0;
(Q0) Q ∈ C(0,∞), Q(r) > 0 and there exist b0 > −4−µ2 and b < a(4−µ)4 such that
lim sup
r→0+
Q(r)
rb0
<∞ and lim sup
r→+∞
Q(r)
rb
<∞.
4Hereafter, we say that (V,Q) ∈ K if (V 0) and (Q0) hold. According to the features of the functions V
and Q, our approach becomes more delicate when compared with the works [5, 9]. In this direction,
we complement and improve the results in [5, 9], in the sense that we are leading with potentials can
be singular at the origin and vanishing at infinity.
In this work, we are also interested in the case where the nonlinear term f(s) has maximal growth
on s which allows us to treat problem (1.1) variationally. Explicitly, in view of the classical Trudinger-
Moser inequality (1.3) and following [3, 17], we say that a function f(s) has α0-exponential critical
growth at +∞ if
lim
s→+∞
f(s)
eαs2
= 0, ∀α > α0, and lim
s→+∞
f(s)
eαs2
= +∞, ∀α < α0. (1.5)
Similarly we define exponential critical growth at −∞. Throughout this paper, the following
hypotheses on f(s) will be imposed:
(f1) f : R+ → R is continuous and lims→0+ f(s)/s
2−µ
2 = 0;
(f2) there exists θ > 1 such that
θ
∫ s
0
f(t) dt = θF (s) ≤ f(s)s, ∀s ≥ 0;
(f3) there exist q > 1 and ξ > 0 such that
F (s) ≥ ξsq, ∀s ∈ [0, 1].
In order to state our main results, we need to introduce some notations. Ls(R2), for 1 ≤ s < ∞,
denotes the Lebesgue space with the norms
|u|s =
(∫
R2
|u|s dx
)1/s
and we shall use the notation ‖u‖Ls(Ω) for the norm in the Lebesgue space Ls(Ω), for 1 ≤ s <∞ and
any Ω ⊂ R2. If 1 ≤ q <∞ we define the weighted Lebesgue spaces
Lq(R2;Q) :=
{
u : R2 → R : u is measurable and
∫
R2
Q(|x|)|u|q dx <∞
}
and
L2(R2;V ) :=
{
u : R2 → R : u is measurable and
∫
R2
V (|x|)u2 dx <∞
}
,
endowed, respectively, with the norms
|u|Lq(R2;Q) =
(∫
R2
Q(|x|)|u|q dx
)1
q
and |u|L2(R2;V ) =
(∫
R2
V (|x|)u2 dx
)1
2
.
We also define the functional space
Y :=
{
u ∈ L2loc(R2) : |∇u| ∈ L2(R2) and
∫
R2
V (|x|)u2 dx <∞
}
5endowed with the norm ‖u‖ :=√〈u, u〉 induced by the scalar product
〈u, v〉 :=
∫
R2
(∇u · ∇v + V (|x|)uv) dx. (1.6)
The proof that (Y, ‖ ·‖) is a Hilbert space is not direct. Thus, in the next section, we present its proof.
Furthermore, the subspace
Yrad := {u ∈ Y : u is radial}
is closed in Y and thus it is a Hilbert space itself.
Let C∞0 (R
2) be the set of smooth functions with compact support. We say that u : R2 → R is a
weak solution for (1.1) if u ∈ Y and it holds the equality∫
R2
(∇u · ∇φ+ V (|x|)uφ) dx −
∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)f(u)φdx = 0, (1.7)
for all φ ∈ C∞0 (R2). Now, our main results read as follow.
Theorem 1.1. Assume that 0 < µ < 2, (V,Q) ∈ K and f(s) satisfies (1.5), (f1) − (f3) with ξ > 0,
given in (f3), verifying
ξ ≥ max
ξ1,

‖Q‖2
L1(B1/2)
2 (q − 1)
(
ξ21
q
)q/(q−1)
4−µ
α0
(
1 + 2b04−µ
)
π(θ−1)
2θ

(q−1)/2
 ,
where
ξ1 :=
[π + ‖V ‖L1(B1)]
1
2
‖Q‖L1(B1/2)
.
Then, Eq. (1.1) has a nontrivial weak solution in Yrad.
Theorem 1.2. Under the conditions of Theorem 1.1 and supposing that f(s)/s is increasing for s > 0,
then the solution obtained in Theorem 1.1 is a ground state.
For our second existence result, we replace condition (f3) by the following conditions:
(f4) there exist s0 > 0, M0 > 0 and ϑ ∈ (0, 1] such that
0 < sϑF (s) ≤M0f(s), ∀s ≥ s0;
(f5) lim inf
s→+∞
F (s)
eα0s2
=: β0 > 0.
Theorem 1.3. Assume that 0 < µ < 2, (V,Q) ∈ K and f(s) satisfies (1.5), (f1), (f2), (f4) and (f5).
If we also assume that lim inf
r→0+
Q(r)/rb0 > 0, then Eq. (1.1) has a nontrivial weak solution in Yrad.
We emphasize that conditions (f3) and (f5) are usually used to estimate the minimax level of the
energy functional associated to the problem and, therefore, we study two situations. The second one,
by using (f5), is more delicate and we do not require a constraint on the positive constant β0.
To conclude this introduction, we would like to say that compared with the local equation
−∆u+ V (x)u = Q(x)f(u), x ∈ R2,
6our main difficulty is that there exists the nonlocal term |x|−µ ∗ (Q(x)F (u)) in (1.1), which leads to
more complex computations, causes some mathematical difficulties and makes the problem rough and
particularly interesting.
The outline of the paper is as follows: in Section 2, we show some useful preliminary results which
will be used later on. In Section 3, we establish our variational setting. In Section 4, we check the
geometric conditions and we prove some properties on the Palais-Smale sequences of the associated
functional. Moreover, we get a more precise information about the minimax level obtained by the
mountain-pass theorem. In Section 5, we prove Theorems 1.1 and 1.2. The final section offers the
proof of Theorem 1.3.
2 Some useful preliminaries
In this section, we introduce some useful results that will be used in our proofs. We start by
proving that Y is a Hilbert space. Hereafter, positive constants (possibly different) will be denoted
by C,C0, C1, C2, · · · and to indicate that a constant depends on other quantities we list them in
parentheses: C(. . .). Furthermore, we denote the open ball centered at the origin with radius R > 0
by BR.
Proposition 2.1. The space (Y, ‖ · ‖) is a Hilbert space.
Proof. Let (un) ⊂ Y be a Cauchy sequence. Hence, (∂un∂xi ), i = 1, 2, and (V 1/2un) are both Cauchy
sequences in L2(R2). Thus,
∂un
∂xi
→ ui (i = 1, 2) and V 1/2un → v in L2(R2), (2.1)
as n→ +∞. So, up to subsequence,
∂un
∂xi
→ ui (i = 1, 2) and un → V −1/2v =: w a.e. in R2, (2.2)
as n→ +∞. Notice that ∫
R2
V (|x|)w2 dx =
∫
R2
v2 dx <∞.
On the other hand, for each R > 0, let ϕ be in C∞0 (R
2) satisfying supp(ϕ) ⊂ BR+1 and ϕ ≡ 1 in BR.
Thus, by the Poincare´ inequality we reach∫
BR
|un − um|2 dx ≤
∫
BR+1
|ϕ(un − um)|2 dx ≤ C1
∫
BR+1
|∇(ϕ(un − um))|2 dx
≤ C2
∫
BR+1\BR
|∇ϕ|2|un − um|2 dx+
∫
BR+1
|ϕ|2|∇un −∇um|2 dx
≤ C2‖∇ϕ‖
2
∞
MR
∫
BR+1\BR
V (|x|)|un − um|2 dx+ ‖ϕ‖2∞
∫
BR+1
|∇un −∇um|2 dx
≤ C(R)‖un − um‖2,
(2.3)
where MR = minx∈BR+1\BR V (|x|) > 0, and so (un) is also a Cauchy sequence in L2(BR). Hence, for
each R > 0, there exists uR ∈ L2(BR) such that
un → uR in L2(BR) and un → uR a.e. in BR, (2.4)
7as n → +∞. Due to (2.2) and (2.4), we conclude that uR = w in BR. Now, let ϕ ∈ C∞0 (R2) and
R > 0 such that supp(ϕ) ⊂ BR. For each n ∈ N, we have∫
R2
un
∂ϕ
∂xi
dx = −
∫
R2
∂un
∂xi
ϕdx, i = 1, 2.
From (2.1) and (2.4) and since uR = w in BR, we infer that∫
R2
w
∂ϕ
∂xi
dx = −
∫
R2
uiϕdx, i = 1, 2.
Hence, w has weak derivative and ∂w/∂xi = u
i ∈ L2(R2), i = 1, 2, which implies that |∇w| ∈ L2(R2).
Furthermore, from (2.1), ‖∇w −∇un‖22 → 0 as n→ +∞. Now, since uR = w in BR, we deduce that
w ∈ L2loc(R2) and, again from (2.1),∫
R2
V (|x|)|un − w|2 dx =
∫
R2
∣∣∣V 1/2(|x|)un − v∣∣∣2 dx→ 0, as n→ +∞,
concluding that w ∈ Y and un → w in Y . This finishes the proof of the proposition.
Remark 2.2. Equivalently, we can show that the functional space Y can be regarded as the completion
of C∞0 (R
2) under the norm ‖u‖ :=√〈u, u〉 (see (1.6)).
Remark 2.3. By the estimates obtained in (2.3), we observe that, for each open ball BR ⊂ R2, the
space Y is continuously immersed in H1(BR), because by the definition of Y it is sufficient to verify
that if u ∈ Y , then u ∈ L2(BR). Thus, in particular, Y is continuously immersed in Lq(BR) for all
q ≥ 1.
Next, we recall a variant of the well-known Radial Lemma (see [40]) due to W. A. Strauss [39].
Hereafter, BR \ Br denotes the annulus with interior radius r and exterior radius R. For any set
A ⊂ R2, Ac denotes the complement of A.
Lemma 2.4. Suppose that condition (V 0) holds. Then, there exist R0 > 0 and C > 0 such that for
all u ∈ Yrad
|u(x)| ≤ C‖u‖|x|− a+24 , for all |x| ≥ R0.
We need the following embedding result:
Lemma 2.5. Suppose that (V,Q) ∈ K. Then the embeddings Yrad →֒ Lq(R2;Q) are compact for all
2 ≤ q <∞.
Lemma 2.6. Suppose that (V,Q) ∈ K and let 0 < r < 1/2 and R ≥ R0 > 1, where R0 is given by
Lemma 2.4. Then, for all q ≥ 4−µ2 , it holds∫
R2
Q(|x|) 44−µ |u| 4q4−µ dx
≤ C
(
r
4b0
4−µ
+ 2
σ ‖u‖ 4q4−µ +
∫
BR\Br
|u| 4q4−µ dx+R
4b
4−µ
−a−( a+22 )
(
4q
4−µ
−2
)
‖u‖ 4q4−µ
)
, (2.5)
for all u ∈ Yrad and for some C > 0 and σ > 1 be such that b0σ > −4−µ2 .
8Proof. Let R ≥ R0 > 1. By the hypotheses (V 0) and (Q0), there exists C0 > 0 such that
Q(|x|) ≤ C0|x|b and V (|x|) ≥ C0|x|a, for all |x| ≥ R. (2.6)
Next, we estimate the integral on the complement of the ball BR. From Lemma 2.4 and (2.6) we have∫
BcR
Q(|x|) 44−µ |u| 4q4−µ dx ≤ C1
∫
BcR
|x| 4b4−µ |u| 4q4−µ dx
=
C1
C0
∫
BcR
|x| 4b4−µ |x|−aC0|x|au2|u|
4q
4−µ
−2 dx
≤ C1
C0
∫
BcR
|x| 4b4−µ−aV (|x|)u2
(
C|x|(−
a+2
2 )
(
4q
4−µ
−2
)
‖u‖ 4q4−µ−2
)
dx
= C2‖u‖
4q
4−µ
−2
∫
BcR
|x|
4b
4−µ
−a−( a+22 )
(
4q
4−µ
−2
)
V (|x|)u2 dx.
Since a > −2, b < a(4−µ)4 and q ≥ 4−µ2 , we have that 4b4−µ − a−
(
a+2
2
)( 4q
4−µ − 2
)
< 0. Thus, we get∫
BcR
Q(|x|) 44−µ |u| 4q4−µ dx ≤ C2R
4b
4−µ
−a−( a+22 )
(
4q
4−µ
−2
)
‖u‖ 4q4−µ . (2.7)
On the other hand, again by hypothesis (Q0), there exists C0 > 0 such that
Q(|x|) ≤ C0|x|b0 , for all 0 < |x| < r0. (2.8)
Now we shall estimate the integral on the ball Br. For that aim, consider σ > 1 such that b0σ > −4−µ2
and a radial cut-off function ϕ ∈ C∞0 (R2) verifying
0 ≤ ϕ ≤ 1 in R2, ϕ ≡ 1 in B1/2, supp(ϕ) ⊂ B1 and |∇ϕ| ≤ 1 in R2.
By (2.8), Ho¨lder’s inequality and the continuous embedding H10 (B1) →֒ Ls(B1), for all s ≥ 1, we have∫
Br
Q(|x|) 44−µ |u| 4q4−µ dx ≤ C3
∫
Br
|x|
4b0
4−µ |ϕu| 4q4−µ dx
≤ C3
(∫
Br
|x|
4b0σ
4−µ dx
) 1
σ
(∫
Br
|ϕu|
4qσ
(4−µ)(σ−1) dx
)σ−1
σ
≤ C4r
4b0
4−µ
+ 2
σ
(∫
B1
|ϕu|
4qσ
(4−µ)(σ−1) dx
)σ−1
σ
≤ C5r
4b0
4−µ
+ 2
σ
(∫
B1
|∇(ϕu)|2 dx
) 2q
4−µ
= C5r
4b0
4−µ
+ 2
σ
(∫
B1\B1/2
|u∇ϕ|2 dx+
∫
B1
|ϕ∇u)|2 dx
) 2q
4−µ
≤ C6r
4b0
4−µ
+ 2
σ
(∫
B1\B1/2
C ′
C ′
u2 dx+
∫
B1
|∇u|2 dx
) 2q
4−µ
≤ C7r
4b0
4−µ
+ 2
σ
(∫
B1\B1/2
V (|x|)u2 dx+
∫
B1
|∇u|2 dx
) 2q
4−µ
≤ C8r
4b0
4−µ
+ 2
σ ‖u‖ 4q4−σ , (2.9)
9where C ′ = min1/2≤t≤1 V (t). Next we shall estimate the integral on BR \ Br. Denoting by
Mr,R = max
r≤t≤R
Q(t), we get∫
BR\Br
Q(|x|) 44−µ |u| 4q4−µ dx ≤M
4
4−µ
r,R
∫
BR\Br
|u| 4q4−µ dx. (2.10)
Hence, joining the estimates (2.7), (2.9) and (2.10) the result readily follows considering an appropriate
positive constant C.
Corollary 2.7. Under the conditions of Lemma 2.6, if un ⇀ u weakly in Yrad then∫
R2
Q(|x|) 44−µ |un − u|
4q
4−µ dx→ 0, as n→ +∞.
Proof. Given any ε > 0, fix R > R0 large enough and 0 < r ≤ 1/2 small enough such that
r
4b0
4−µ
+ 2
σ < ε and R
4b
4−µ
−a−(a+22 )
(
4q
4−µ
−2
)
< ε.
Since un ⇀ u weakly in Yrad, we have that ‖un − u‖ ≤ C1 for all n ∈ N and, by Lemma 2.3,∫
BR\Br
|un − u|
4q
4−µ dx→ 0,
as n→ +∞. Hence, by estimate (2.5)∫
R2
Q(|x|) 44−µ |un − u|
4q
4−µ dx ≤ C
(
εC
4q
4−µ
1 + on(1) + εC
4q
4−µ
1
)
,
and so
lim sup
n→+∞
∫
R2
Q(|x|) 44−µ |un − u|
4q
4−µ dx ≤ εC
(
C
4q
4−µ
1 + C
4q
4−µ
1
)
which shows the result.
Another consequence of Lemma 2.6 and (2.10) is the following:
Corollary 2.8. Under the conditions of Lemma 2.6, there exists C > 0 such that, for each q ≥ 4−µ2 ,
we have ∫
R2
Q(|x|) 44−µ |u| 4q4−µ dx ≤ C‖u‖ 4q4−µ ,
for all u ∈ Yrad.
Inspired by the papers [2, 12, 13, 33, 37, 42] and in order to study equation (1.1), we establish
a new version of the Trudinger-Moser inequality for functions in Yrad which will plays an important
role in our arguments. In [2], the authors have obtained a singular version of the Trudinger-Moser
inequality. More precisely, they proved that if Ω is a bounded domain in R2 containing the origin,
u ∈ H10 (Ω) and β ∈ [0, 2), then there exists a positive constant C = C(α, β,Ω) such that
sup
‖∇u‖L2(Ω)≤1
∫
Ω
|x|−βeαu2 dx ≤ C (2.11)
if and only if 0 < α ≤ 4π(1 − β/2). On the other hand, in [13, Proposition 1.1], the authors have
proved that if u ∈ H10,rad(B1) and β > 0, then there exists a positive constant C = C(p, β) such that
sup
‖∇u‖L2(B1)
≤1
∫
B1
|x|β(epu2 − 1− pu2) dx ≤ C (2.12)
if and only if 0 < p ≤ 4π(1 + β/2).
10
Proposition 2.9. Suppose that (V,Q) ∈ K. Then, for any u ∈ Yrad and α > 0, we have that
Q(|x|) 44−µ (eαu2 − 1) ∈ L1(R2). Furthermore, if 0 < α < 4π(1 + 2b04−µ) then
sup
u∈Yrad, ‖u‖≤1
∫
R2
Q(|x|) 44−µ (eαu2 − 1) dx <∞.
Proof. Let R1 > 0 such that Lemma 2.4 be valid for |x| = R1. Fixing R > R1, we recall that by the
hypothesis (Q0) there exists C1 > 0 such that
Q(|x|) ≤ C1|x|b, for all |x| ≥ R, and Q(|x|) ≤ C1|x|b0 , for all |x| ≤ R (2.13)
and we set
I1(α, u) =
∫
BR
Q(|x|) 44−µ
(
eαu
2 − 1
)
dx, I2(α, u) =
∫
BcR
Q(|x|) 44−µ
(
eαu
2 − 1
)
dx.
Thus, ∫
R2
Q(|x|) 44−µ
(
eαu
2 − 1
)
dx = I1(α, u) + I2(α, u).
Now, we are going to estimate I1(α, u) and I2(α, u). First, using (2.13) and Corollary 2.8 (or (2.7))
with q = 4−µ2 , for u ∈ Yrad, one has
I2(α, u) =
∫
BcR
Q(|x|) 44−µ
∞∑
j=1
αju2j
j!
dx
=
∫
BcR
Q(|x|) 44−µ
∞∑
j=2
αju2j
j!
dx+ α
∫
BcR
Q(|x|) 44−µu2 dx
≤ C2
∫
BcR
|x| 4b4−µ
∞∑
j=2
αju2j
j!
dx+ αC(R)‖u‖2
= C2
∞∑
j=2
αj
j!
∫
BcR
|x| 4b4−µu2j dx+ αC(R)‖u‖2.
On the other hand, by virtue of Lemma 2.4 and using the fact that a > −2 and 4b4−µ − j a+22 + 2 ≤
4b
4−µ − a < 0, for all j ≥ 2, we get∫
BcR
|x| 4b4−µu2j dx ≤ 2π (C‖u‖)2j
∫ ∞
R
s
4b
4−µ
−j a+2
2
+1
ds
= 2π (C‖u‖)2j R
4b
4−µ
−j a+2
2
+2
j a+22 − 4b4−µ − 2
≤ 2π (C‖u‖)
2j R
4b
4−µ
−a
a− 4b4−µ
,
and consequently
I2(α, u) ≤ 2πC2R
4b
4−µ
−a
a− 4b4−µ
∞∑
j=2
(
αC2‖u‖2)j
j!
+ αC(R)‖u‖2
= C3e
αC2‖u‖2 + αC(R)‖u‖2,
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where C3 = C3(a, b,R, µ). Hence, I2(α, u) < +∞, ∀ u ∈ Yrad. Moreover,
sup
u∈Yrad, ‖u‖≤1
I2(α, u) < +∞, ∀ α > 0. (2.14)
Since u ∈ H1rad(BR), we denote u(x) = u(R) for |x| = R. Let v : BR → R defined by
v(x) = u(x) − u(R). With this we have that v ∈ H10,rad(BR) and ‖∇v‖2 = ‖∇u‖2. Now, we can
take ε > 0 such that
α(1 + ε) < 4π
(
1 +
2b0
4− µ
)
.
Using Young’s inequality and Lemma 2.4, for x ∈ BR, we have
u2(x) ≤ (1 + ε)v2(x) + (1 + 1
ε
)u2(R) ≤ (1 + ε)v2(x) + (1 + 1
ε
)C2R−
a+2
2 .
Furthermore, we can choose R > 0 large enough such that e(1+ε)C
2R−
a+2
2 ≤ 1. In order to estimate
the integral I1(α, u), we have two cases to analyze:
Case 1: b0 > 0. In view of (2.13), there exists a positive constant C4 depending on R such that
I1(α, u) ≤ C4
∫
BR
|x|b0 44−µ (eαu2 − 1) dx
≤ C4
∫
BR
|x|b0 44−µ [eα(1+ε)v2 − 1− α(1 + ε)v2]dx+ C4α(1 + ε)
∫
BR
|x|b0 44−µ v2dx
≤ C4Rb0
4
4−µ
+2
∫
B1
|x|b0 44−µ
[
eα(1+ε)w
2 − 1− α(1 + ε)w2
]
dx+ C5α(1 + ε)R
b0
4
4−µ ,
(2.15)
where w(x) = v(Rx), x ∈ B1, and we also have used a suitable change of variables, the Poincare´
inequality and ‖w‖L2(B1) = ‖v‖L2(BR). Hence, we can apply the Trudinger-Moser inequality (2.12) to
deduce that
I1(α, u) < +∞, ∀ u ∈ Yrad,
and since α(1 + ε) < 4π(1 + 2b0/(4− µ))
sup
u∈Yrad, ‖u‖≤1
I1(α, u) < +∞, ∀ 0 < α < 4π
(
1 +
2b0
4− µ
)
.
Case 2: −4−µ2 < b0 ≤ 0. Again by (2.13) and the singular Trudinger-Moser inequality due to
Adimurthi and K. Sandeep (2.11) we have
I1(α, u) ≤ C6
∫
BR
eαu
2 − 1
|x|−b0 44−µ
dx ≤ C6
∫
BR
eα(1+ε)v
2
|x|−b0 44−µ
dx <∞, ∀ u ∈ Yrad,
since α(1+ε)4π +
−b0
4
4−µ
2 < 1⇔ α(1 + ε) < 4π(1 + 2b04−µ). Moreover,
sup
u∈Yrad, ‖u‖≤1
I1(α, u) < +∞, ∀ 0 < α ≤ 4π(1 + 2b0
4− µ). (2.16)
Thereby, from (2.14) and (2.16) we conclude that
sup
u∈Yrad, ‖u‖≤1
∫
R2
Q(|x|) 44−µ (eαu2 − 1) dx <∞,
and this ends the proof of the theorem.
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3 The variational setting
Using assumption (f1) we have f(0) = 0 and we may assume, without loss of generality, that f(s) = 0
for all s ≤ 0. In what follows, we establish the necessary functional framework where solutions are
naturally studied by variational methods. From (f1) and given ε > 0, if f(s) satisfies (1.5), then for
α > α0 and p ≥ 1 there exists C1 = C1(ε, p, α) > 0 such that
f(s) ≤ ε|s| 2−µ2 + C1|s|p−1(eαs2 − 1), ∀s ∈ R. (3.1)
Hence, there exists C2 = C2(ε, p, α) > 0 satisfying
F (s) ≤ ε
2
s
4−µ
2 + C2|s|p(eαs2 − 1), ∀s ∈ R. (3.2)
The Euler-Lagrange functional associated to equation (1.1) is given by
J(u) :=
1
2
∫
R2
|∇u|2 dx+ 1
2
∫
R2
V (|x|)u2 dx− 1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)F (u) dx.
In order to control the nonlocal term
∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)F (u) dx, we need the well known
Hardy-Littlewood-Sobolev inequality.
Lemma 3.1 (Hardy-Littlewood-Sobolev inequality). Let 1 < r, t < ∞ and 0 < µ < N with
1
t +
µ
N +
1
r = 2. If g ∈ Lt(RN ) and h ∈ Lr(RN ), then there exists a positive sharp constant C(t,N, µ, r),
independent of g and h, such that∫
RN
∫
RN
g(x)h(y)
|x− y|µ dxdy ≤ C(t,N, µ, r)|g|t|h|r.
If N = 2 and t = r = 44−µ , then
C(t,N, µ, r) = C(µ) = π
µ
2
Γ
(
1− µ2
)
Γ
(
2− µ2
) [Γ(1)
Γ(2)
]−1+µ
2
=
2π
µ
2
2− µ,
where Γ(·) is the usual Gamma function.
Remark 3.2. We can observe that the Hardy-Littlewood-Sobolev inequality still holds for N = 2. so,
motivated by this fact, it seems to be interesting, at least from the mathematical point of view, to ask if
the existence of nontrivial solution for (1.1) still holds for nonlinearities f with exponential subcritical
(or critical) growth in R2.
Next, we shall verify that J is well defined on the space Yrad. Notice that by the Hardy-Littlewood-
Sobolev inequality with t = r = 44−µ , we have∣∣∣∣∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)F (u) dx∣∣∣∣ ≤ C|Q(|x|)F (u)|2 4
4−µ
= C
(∫
R2
Q(|x|) 44−µ |F (u)| 44−µ dx
)4−µ
2
.
By (3.2) we have∫
R2
Q(|x|) 44−µ |F (u)| 44−µ dx ≤ C3
∫
R2
Q(|x|) 44−µu2 dx+ C4
∫
R2
Q(|x|) 44−µ |u|p(eαu2 − 1) dx.
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From Lemma 2.6 with q = 44−µ , we infer that the integral
∫
R2
Q(|x|) 44−µu2 dx is finite. Hence,
Q(|x|)|u| 4−µ2 ∈ L 44−µ (R2). The second integral can be estimated as follow. By Ho¨lder’s inequality,
we have∫
R2
Q(|x|) 44−µ |u|p(eαu2 − 1) dx ≤
(∫
R2
Q(|x|) 44−µ |u|2p dx
) 1
2
(∫
R2
Q(|x|) 44−µ (e2αu2 − 1) dx
) 1
2
<∞,
since Lemma 2.6 and Proposition 2.9 hold. Consequently, Q(|x|)F (u) ∈ L 44−µ (R2). Thus, J is well
defined on Yrad and using standard arguments we can show that J ∈ C1(Yrad,R) with derivative given
by
J ′(u)φ =
∫
R2
(∇u · ∇φ+ V (|x|)uφ) dx −
∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)f(u)φdx.
In the following, we will need the next lemma.
Lemma 3.3. Let α > 0 and 0 < ρ <
√
2π
α (1 +
2b0
4−µ). If p ≥ 1 and ‖u‖ ≤ ρ, then there exists C > 0
such that ∫
R2
Q(|x|) 44−µ |u|p(eαu2 − 1) dx ≤ C‖u‖p.
Proof. From Ho¨lder’s inequality, Corollary 2.8 and Proposition 2.9, we have∫
R2
Q(|x|) 44−µ |u|p(eαu2 − 1) dx ≤
(∫
R2
Q(|x|) 44−µ |u|2p dx
)1
2
(∫
R2
Q(|x|) 44−µ (e2αu2 − 1) dx
) 1
2
≤ C1‖u‖p
(∫
R2
Q(|x|) 44−µ (e2α‖u‖2(u/‖u‖)2 − 1) dx
) 1
2
≤ C‖u‖p,
since that 2α‖u‖2 ≤ 2αρ2 < 4π(1 + 2b04−µ).
Next, we shall justify that a critical point of the functional J is exactly a weak solution of the
problem (1.1). For this we will need the following result:
Proposition 3.4. Assume that (V,Q) ∈ K, (1.5) and (f1) hold. Then, for each u ∈ Yrad, there exists
C = C(b0, ‖u‖) > 0 such that∣∣∣∣∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)f(u)w dx∣∣∣∣ ≤ C‖w‖, for all w ∈ Y.
Proof. Let w ∈ Y . By the Hardy-Littlewood-Sobolev inequality with t = r = 44−µ , we have∣∣∣∣∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)f(u)w dx∣∣∣∣ ≤ C1|Q(|x|)F (u)| 44−µ |Q(|x|)f(u)w| 44−µ .
Now, let us to estimate the term |Q(|x|)f(u)w| 4
4−µ
. From (3.1) with p = 1, we get∫
R2
Q(|x|) 44−µ |f(u)w| 44−µ dx
≤ C2
∫
R2
Q(|x|) 44−µu
2(2−µ)
4−µ |w| 44−µ dx︸ ︷︷ ︸
I1
+C3
∫
R2
Q(|x|) 44−µ (eαu2 − 1) 44−µ |w| 44−µ dx︸ ︷︷ ︸
I2
.
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Let us to analyze the integrals I1 and I2. Fixing R > 0, we have
I1 =
∫
BR
Q(|x|) 44−µu
2(2−µ)
4−µ |w| 44−µ dx︸ ︷︷ ︸
I11
+
∫
BcR
Q(|x|) 44−µu
2(2−µ)
4−µ |w| 44−µ dx︸ ︷︷ ︸
I21
.
Using the assumptions (V 0), (Q0) and Ho¨lder’s inequality, one has
I21 ≤ C
∫
BcR
|x| 4b4−µu
2(2−µ)
4−µ |w| 44−µ dx ≤ C
∫
BcR
|x|au
2(2−µ)
4−µ |w| 44−µ dx
≤ C4
∫
BcR
V (|x|)u
2(2−µ)
4−µ |w| 44−µ dx
≤ C4
(∫
BcR
V (|x|)u2 dx
) 2−µ
4−µ
(∫
BcR
V (|x|)w2 dx
) 2
4−µ
≤ C4
(∫
BcR
V (|x|)u2 dx
) 2−µ
4−µ
‖w‖ 44−µ . (3.3)
Now, let p > 1 sufficiently close to 1 such that pb0 > −4−µ2 . Thus, using again Ho¨lder’s inequality,
Corollary 2.8 with q = 4−µ2 and the hypothesis (Q0), we get the following estimate to I
1
1 .
I11 ≤
(∫
BR
Q(|x|) 44−µu2 dx
)2−µ
4−µ
(∫
BR
Q(|x|) 44−µw2 dx
) 2
4−µ
≤ C(‖u‖)
[(∫
BR
|x|
4b0p
4−µ dx
) 1
p
(∫
BR
|w| 2pp−1 dx
)p−1
p
] 2
4−µ
≤ C(‖u‖, R)
[(∫
B2R
|ϕw| 2pp−1 dx
)p−1
p
] 2
4−µ
,
where ϕ is a radial cut-off function in C∞0 (R
2) verifying
0 ≤ ϕ ≤ 1 in R2, ϕ ≡ 1 in BR, ϕ ≡ 0 in Bc2R and |∇ϕ| ≤ C in R2.
Hence, ϕw ∈ H10 (B2R). Denoting bymR := minx∈B2R\BR V (|x|) > 0, it follows from the last inequality
and the embedding H10 (B2R) →֒ L
2p
p−1 (B2R) that
I11 ≤ C5
(∫
B2R
|∇(ϕw)|2 dx
) 2
4−µ
≤ C5
(∫
B2R\BR
|w∇ϕ|2 dx+C6
∫
B2R
|∇w|2 dx
) 2
4−µ
≤ C5
(
1
mR
∫
B2R\BR
V (|x|)w2 dx+ C6
∫
R2
|∇w|2 dx
) 2
4−µ
≤ C7‖w‖
4
4−µ . (3.4)
Thereby, from (3.4) and (3.3), we get the following estimate for the integral I1:
I1 = I
1
1 + I
2
1 ≤ C(‖u‖, R)‖w‖
4
4−µ . (3.5)
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Next, we shall analyze I2. Fixed again R > 0, by Ho¨lder’s inequality and Proposition 2.9 we get
I2 ≤
∫
BR
Q(|x|) 44−µ (e 4α4−µu2 − 1)|w| 44−µ dx+
∫
BcR
Q(|x|) 44−µ (e 4α4−µu2 − 1)|w| 44−µ dx
≤
(∫
BR
Q(|x|) 44−µ (e 4α2−µu2 − 1) dx
) 2−µ
4−µ
(∫
BR
Q(|x|) 44−µw2 dx
) 2
4−µ
+
(∫
BcR
Q(|x|) 44−µ (e 4α2−µu2 − 1) dx
) 2−µ
4−µ
(∫
BcR
Q(|x|) 44−µw2 dx
) 2
4−µ
≤ C8
(∫
BR
Q(|x|) 44−µw2 dx
) 2
4−µ
+
(∫
BcR
Q(|x|) 44−µw2 dx
) 2
4−µ
 .
Similar to the estimate of I11 , there exists C9 > 0 such that(∫
BR
Q(|x|) 44−µw2 dx
) 2
4−µ
≤ C9‖w‖
4
4−µ .
On the other hand, by assumptions (V 0) and (Q0) we reach∫
BcR
Q(|x|) 44−µw2 dx ≤ C
∫
BcR
|x| 4b4−µw2 dx ≤ C
∫
BcR
|x|aw2 dx ≤ C
∫
BcR
V (|x|)w2 dx.
Consequently, we obtain the following estimate to I2:
I2 ≤ C9‖w‖
4
4−µ + C
(∫
BcR
V (|x|)w2 dx
) 2
4−µ
≤ C‖w‖ 44−µ + C‖w‖ 44−µ = C‖w‖ 44−µ . (3.6)
Therefore, from (3.5) and (3.6) we deduce that∫
R2
Q(|x|) 44−µ |f(u)w| 44−µ dx ≤ C2I1 + C3I2 ≤ C1(‖u‖, R)‖w‖
4
4−µ + C2(‖u‖, R)‖w‖
4
4−µ ,
and so (∫
R2
Q(|x|) 44−µ |f(u)w| 44−µ dx
)4−µ
4
≤ C(‖u‖, R)‖w‖,
and the proof of the proposition is complete.
The next proposition shows that Yrad actually is, in some sense, a natural constraint for finding
weak solutions of problem (1.1).
Proposition 3.5. If u ∈ Yrad is a critical point of J , then u is a weak solution of problem (1.1), that
is, it holds the equality (1.7).
Proof. Firstly, due to Proposition 3.4, the linear functional Tu : Y → R defined by
Tu(w) :=
∫
R2
∇u · ∇w dx+
∫
R2
V (|x|)uw dx−
∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)f(u)w dx
is well defined and continuous on Y , since
|Tu(w)| ≤ ‖u‖‖w‖ + C‖w‖ = (‖u‖+ C)‖w‖, for all w ∈ Y.
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Now, taking into account that u ∈ Yrad is a critical point of J , we infer that Tu(w) = 0, for all w ∈ Yrad.
So, by the Riesz Representation Theorem in the space Y with the inner product (1.6), there exists
a unique uˆ ∈ Y such that Tu(uˆ) = ‖uˆ‖2 = ‖Tu‖Y ′ , where Y ′ denotes the dual space of Y . Let O(2)
denote the group of orthogonal transformations in R2. Then, by using change of variables, one has
for each w ∈ Y
Tu(gw) = Tu(w) and ‖gw‖ = ‖w‖, for all g ∈ O(2),
whence, applying with w = uˆ, one deduces, by uniqueness, guˆ = uˆ, for all g ∈ O(2), which
means that uˆ ∈ Yrad. Hence, since Tu(w) = 0 for all w ∈ Yrad, one has Tu(uˆ) = 0, that is,
‖Tu‖Y ′ = 0 ⇔ Tu(w) = 0, for all w ∈ Y, and therefore (1.7) ensues. This concludes the proof of
the proposition.
4 The mountain pass structure
In a standard way, one can check in the next lemma that the functional J has the geometric structure
required by the Mountain-Pass Theorem.
Lemma 4.1. Assume that (V,Q) ∈ K and f satisfies (1.5), (f1) and (f2). Then
i) there exist ρ, γ > 0 such that
J(u) ≥ γ, for all ‖u‖ = ρ;
ii) there exists e⋆ ∈ Yrad, with ‖e⋆‖ > ρ, such that J(e⋆) < 0.
Proof. i) Again by the Hardy-Littlewood-Sobolev inequality with t = r = 44−µ and (3.2), we have
J(u) ≥ 1
2
‖u‖2 − C
(∫
R2
Q(|x|) 44−µ |F (u)| 44−µ dx
) 4−µ
2
≥ 1
2
‖u‖2 − C1ε
(∫
R2
Q(|x|) 44−µu2 dx
)4−µ
2
− C2
(∫
R2
Q(|x|) 44−µ |u|p(eαu2 − 1) dx
) 4−µ
2
.
Now, using Corollary 2.8 with q = 4−µ2 and Lemma 3.3 with p >
4
4−µ , we get
J(u) ≥ 1
2
‖u‖2 − C3ε‖u‖2 − C4‖u‖
p(4−µ)
2
=
(
1
2
− C3ε
)
‖u‖2 −C4‖u‖
p(4−µ)
2
=
(
1
2
− C3ε
)
ρ2 −C4ρ
p(4−µ)
2 ,
since 0 < ρ <
√
2π
α (1 +
2b0
4−µ). Now, taking 0 < ε <
1
2C3
and ρ > 0 small enough, we deduce
β :=
(
1
2
− C3ε
)
ρ2 − C4ρ
p(4−µ)
2 > 0,
because p(4−µ)2 > 2 and the item is proved.
In order to verify ii), fix u0 ∈ Yrad \ {0} with u0 ≥ 0 in R2. For each t > 0, we set
Φ(t) := I
(
tu0
‖u0‖
)
,
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where
I(u) :=
1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (u))]Q(|x|)F (u) dx.
From (f2), it follows that
Φ′(t) = I ′
(
tu0
‖u0‖
)
u0
‖u0‖
=
1
t
∫
R2
[
|x|−µ ∗
(
Q(|x|)F
(
tu0
‖u0‖
))]
Q(|x|)f
(
tu0
‖u0‖
)
tu0
‖u0‖ dx
≥ 2θ
t
1
2
∫
R2
[
|x|−µ ∗
(
Q(|x|)F
(
tu0
‖u0‖
))]
Q(|x|)F
(
tu0
‖u0‖
)
dx
=
2θ
t
Φ(t),
which yields
Φ′(t)
Φ(t)
≥ 2θ
t
, for all t > 0. (4.1)
Integrating (4.1) over [1, t‖u0‖], with t > 1/‖u0‖, we get
I(tu0) ≥ C5t2θ,
where C5 = I
(
u0
‖u0‖
)
‖u0‖2θ. Hence
J(tu0) ≤ t
2
2
‖u0‖2 − C5t2θ.
Since θ > 1, we conclude that I(tu0) → −∞ as t → +∞. Therefore, setting e⋆ := tu0 with t large
enough, the proof of the lemma is finished.
Now, we recall that (un) ⊂ Yrad is a Palais-Smale sequence at level c ∈ R for the functional J ,
(PS)c shortly, if
J(un)→ c and J ′(un)→ 0, as n→ +∞.
We say that J satisfies the (PS)c compactness condition if any (PS)c sequence has a convergent
subsequence. The next lemma is an important tool in our analysis.
Lemma 4.2. Let c ∈ R and (un) ⊂ Yrad be a (PS)c sequence for J . Then (un) is bounded in Yrad and
‖un‖2 ≤ 2θ
θ − 1c+ on(1). (4.2)
Proof. Let (un) ⊂ Yrad be a (PS)c for the functional J . Thus,
1
2
‖un‖2 − 1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (un))]Q(|x|)F (un) dx→ c
and
‖un‖2 −
∫
R2
[|x|−µ ∗ (Q(|x|)F (un))]Q(|x|)f(un)un dx→ 0,
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as n → +∞. From the above convergences, assumption (f2) and taking into account that θ > 1, we
deduce that
c+ on(1) +
1
2θ
‖J ′(un)‖‖un‖ ≥ J(un)− 1
2θ
J ′(un)un
=
(
1
2
− 1
2θ
)
‖un‖2 + 1
2θ
∫
R2
[|x|−µ ∗ (Q(|x|)F (un))]Q(|x|)[f(un)un − θF (un)] dx
≥
(
1
2
− 1
2θ
)
‖un‖2,
which implies that (un) is bounded in Yrad. For the second part, by the last inequality, the boundedness
of (un) in Yrad and since J
′(un)→ 0 as n→ +∞, it follows that
θ − 1
2θ
‖un‖2 ≤ c+ on(1) +C‖J ′(un)‖ = c+ on(1),
which achieves the desired estimate and we conclude the proof.
5 Proof of Theorems 1.1 and 1.2
To prove Theorems 1.1 and 1.2, we need to establish the following compactness result:
Proposition 5.1. The energy functional J satisfies the (PS)c condition for all c ∈ R satisfying
c < c0 :=
4− µ
α0
(
1 +
2b0
4− µ
)
π(θ − 1)
2θ
.
Proof. Let c < c0 and (un) ⊂ Yrad be a (PS)c sequence for J . From Lemma 4.2, (un) is bounded in
Yrad. Without loss of generality, we may assume that un ⇀ u weakly in Yrad. We will prove that,
going if necessary to a subsequence, un → u strongly in Yrad. By the convexity of the functional
Ψ(u) := 12‖u‖2, we obtain
1
2
‖u‖2 − 1
2
‖un‖2 ≥ Ψ′(un)(u− un)
=
∫
R2
∇un · ∇(u− un) dx+
∫
R2
V (|x|)un(u− un) dx
= J ′(un)(u− un) +
∫
R2
[|x|−µ ∗ (Q(|x|)F (un))]Q(|x|)f(un)(u− un) dx.
Now, we claim that∫
R2
[|x|−µ ∗ (Q(|x|)F (un))]Q(|x|)f(un)(u− un) dx→ 0, as n→ +∞. (5.1)
Assuming (5.1) as true, we get ‖un‖2 ≤ ‖u‖2 + on(1) and therefore
lim sup
n→+∞
‖un‖2 ≤ ‖u‖2. (5.2)
On the other hand, by the weak convergence
‖u‖2 ≤ lim inf
n→+∞
‖un‖2,
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which together with (5.2) yields that ‖un‖2 → ‖u‖2. So un → u in Yrad and this concludes the proof.
Now, let us to prove (5.1). By the Hardy-Littlewood-Sobolev inequality with t = r = 44−µ , we have∣∣∣∣∫
R2
[|x|−µ ∗ (Q(|x|)F (un))]Q(|x|)f(un)(un − u) dx∣∣∣∣ ≤ C1|Q(|x|)F (un)| 44−µ |Q(|x|)f(un)(un − u)| 44−µ .
Writing A1n = |Q(|x|)F (un)| 4
4−µ
and A2n = |Q(|x|)f(un)(un − u)| 4
4−µ
, we shall prove that A1n ≤
C, for all n ∈ N and for some positive constant C, and A2n → 0 as n → +∞. From (3.2), Ho¨lder’s
inequality and Lemma 4.2, we get
A1n
4
4−µ ≤ C2
∫
R2
Q(|x|) 44−µu2n dx+ C3
∫
R2
Q(|x|) 44−µ |un|
4
4−µ (eαu
2
n − 1) 44−µ dx
≤ C4‖un‖2 + C5‖un‖
4q′
4−µ
(∫
R2
Q(|x|) 44−µ
(
e
4qα
4−µ
‖un‖2(un/‖un‖)2 − 1
)
dx
)1
q
≤ C6 + C7
(∫
R2
Q(|x|) 44−µ
(
e
4qα
4−µ
‖un‖2(un/‖un‖)2 − 1
)
dx
)1
q
,
where q > 1 is close to 1 and q′ = qq−1 . From (4.2) and since c <
4−µ
α0
(
1 + 2b04−µ
)
π(θ−1)
2θ , there exist
n0 ∈ N and δ > 0 such that
‖un‖2 ≤ 4− µ
α0
(
1 +
2b0
4− µ
)
π − δ, ∀ n > n0.
For q > 1 close to 1 and α > α0 close to α0 we will still have for some δˆ > 0 that
4qα
4− µ‖un‖
2 ≤
(
1 +
2b0
4− µ
)
4π − δˆ, ∀ n > n0.
Hence, from our version of the Trudinger-Moser inequality in Proposition 2.9, we obtain∫
R2
Q(|x|) 44−µ
(
e
4qα
4−µ
‖un‖2(un/‖un‖)2 − 1
)
dx ≤ C8, (5.3)
which implies that A1n ≤ C. In what follows, we will show that A2n → 0, as n → +∞. From (3.1),
Ho¨lder’s inequality, Lemma 4.2 and (5.3), we have
A2n
4
4−µ ≤ C9
∫
R2
Q(|x|) 44−µ |un|
2(2−µ)
4−µ |un − u|
4
4−µ dx+ C10
∫
R2
Q(|x|) 44−µ |un − u|
4
4−µ (eαu
2
n − 1) 44−µ dx
≤
(∫
R2
Q(|x|) 44−µu2n dx
)2−µ
4−µ
(∫
R2
Q(|x|) 44−µ |un − u|2 dx
) 2
4−µ
+ C10
(∫
R2
Q(|x|) 44−µ
(
e
4qα
4−µ
u2n − 1
)
dx
) 1
q
(∫
R2
Q(|x|) 44−µ |un − u|
4q′
4−µ dx
) 1
q′
≤ C11
(∫
R2
Q(|x|) 44−µ |un − u|2 dx
) 2
4−µ
+ C12
(∫
R2
Q(|x|) 44−µ |un − u|
4q′
4−µ dx
) 1
q′
.
From Corollary 2.7,∫
R2
Q(|x|) 44−µ |un − u|2 dx→ 0 and
∫
R2
Q(|x|) 44−µ |un − u|
4q′
4−µ dx→ 0, as n→ +∞.
Therefore, A2n → 0 as n→ +∞, and the proof is completed.
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We have checked in Lemma 4.1 that the functional J satisfies the mountain-pass geometry. Thus,
the minimax level can be characterized by
0 < c⋆ := inf
γ∈Γ
max
t∈[0,1]
J(γ(t)),
where the set of paths Γ is defined as
Γ = {γ ∈ C([0, 1], Yrad) : γ(0) = 0 and J(γ(1)) < 0} .
Next, we obtain an estimate for the minimax level c⋆ which will be crucial in our arguments.
Proposition 5.2 (Minimax estimate). Suppose that (f3) is satisfied with
ξ ≥ max
ξ1,

‖Q‖2
L1(B1/2)
2 (q − 1)
(
ξ21
q
)q/(q−1)
4−µ
α0
(
1 + 2b04−µ
)
π(θ−1)
2θ

(q−1)/2
 ,
where
ξ1 :=
[π + ‖V ‖L1(B1)]
1
2
‖Q‖L1(B1/2)
.
Then, c⋆ < c0.
Proof. First, we are going to consider a function ϕ0 ∈ C∞0,rad(R2) given by ϕ0(x) = 1 if |x| ≤ 1/2,
ϕ0(x) = 0 if |x| ≥ 1, 0 ≤ ϕ0(x) ≤ 1 for all x ∈ R2 and |∇ϕ0(x)| ≤ 1 for all x ∈ R2. By (f3) we infer
that if ξ ≥ ξ1 then
J(ϕ0) ≤ 1
2
∫
B1
[|∇ϕ0|2 + V (|x|)ϕ20] dx−
1
2
∫
B1
[|x|−µ ∗ (Q(|x|)F (ϕ0))]Q(|x|)F (ϕ0) dx
<
π
2
+
1
2
‖V ‖L1(B1) −
ξ2
2
∫
B1/2
[|x|−µ ∗Q(|x|)]Q(|x|) dx
≤ 1
2
[π + ‖V ‖L1(B1)]−
ξ21
2
‖Q‖2L1(B1/2) = 0.
In particular, ∫
B2
[|∇ϕ0|2 + V (|x|)ϕ20] dx < ξ21‖Q‖2L1(B1/2). (5.4)
According to the definition of ϕ0, (5.4) and the hypothesis on ξ, a simple computation shows that
c⋆ ≤ max
t∈[0,1]
I(tϕ0) ≤ max
t∈[0,1]
[
t2
2
(∫
B1
[|∇ϕ0|2 + V (|x|)ϕ20] dx
)
− ξ
2
2
t2q‖Q‖2L1(B1/2)
]
< max
t∈[0,1]
[
ξ21
2
‖Q‖L1(B1/2)t2 −
ξ2
2
t2q‖Q‖2L1(B1/2)
]
≤
‖Q‖2L1(B1/2)
2
max
t≥0
[
ξ21t
2 − ξ2t2q] .
Calculating the above maximum, we obtain
c⋆ <
‖Q‖2L1(B1/2)
2
1
ξ2/(q−1)
(q − 1)
(
ξ21
q
)q/(q−1)
.
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Thus, if
ξ ≥

‖Q‖2
L1(B1/2)
2 (q − 1)
(
ξ21
q
)q/(q−1)
4−µ
α0
(
1 + 2b04−µ
)
π(θ−1)
2θ

(q−1)/2
then c⋆ < c0 and proof of the proposition is done.
Proof of Theorem 1.1. By using Mountain-Pass Theorem without the Palais-Smale condition (see [4]),
there exists a (PS)c⋆ sequence (un) ⊂ Yrad for J . From Lemma 4.2, (un) is bounded in Yrad, then,
up to a subsequence, there exists u⋆ ∈ Yrad such that un ⇀ u⋆ weakly in Yrad. Since, by Proposition
5.1, the energy functional J satisfies the (PS)c⋆ condition, then un → u⋆ strongly in Yrad. Therefore,
J ′(u⋆) = 0 and J(u⋆) = c
⋆ > 0. This ends the proof of Theorem 1.1.
Now, we proceed to prove Theorem 1.2.
Proof of Theorem 1.2. By a ground state solution of equation (1.1) we mean a nontrivial solution
u˜ ∈ Yrad of (1.1) such that
J(u˜) = min{J(u) : u 6= 0, u ∈ Yrad is a critical point of J}.
So, let
M⋆ := min
u∈N
J(u),
where N is the Nehari manifold
N := {J(u) : u ∈ Yrad \ {0} is a critical point of J}.
For this aim, it is sufficient to prove that c⋆ ≤ M⋆. The Nehari manifold N is closely linked to the
behavior of the function hu : t→ J(tu) for t > 0. Such map is known as fibering map that dates back
to the fundamental works [20, 36]. If u ∈ N then
hu(t) =
t2
2
‖u‖2 − 1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (tu))]Q(|x|)F (tu) dx,
h′u(t) = t‖u‖2 −
∫
R2
[|x|−µ ∗ (Q(|x|)F (tu))]Q(|x|)f(tu)udx.
Since J ′(u)u = 0, as a direct consequence, we deduce
h′u(t) = t
∫
R2
[
|x|−µ ∗Q(|x|)
(
F (u)f(u)
u
− F (tu)f(tu)
tu
)]
Q(|x|)u2 dx,
for t > 0. Taking into account that f(s)/s is increasing for s > 0 and f(s) ≥ 0 for all s ∈ R,
we infer that F (s)f(s)s is also increasing for s > 0. Hence, h
′
u(t) > 0 for t ∈ (0, 1) and h′u(t) < 0 for
t ∈ (1,∞). Hence, observing h′u(1) = 0, we conclude that J(u) = maxt≥0 J(tu). Setting γ(t) := (t0u)t,
for t ∈ [0, 1], where t0 > 1 is sufficiently large such that J(t0u) < 0, we have γ ∈ Γ (Γ was given in
the definition of c⋆), and so
c⋆ ≤ max
t∈[0,1]
J(γ(t)) ≤ max
t≥0
J(tu) = J(u).
Therefore, since u ∈ N is arbitrary, c⋆ ≤M⋆.
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6 Proof of Theorem 1.3
In this section, we present the proof of our second existence result. We recall that, in this case,
condition (f3) is replaced by conditions (f4) and (f5). In this context, we need to prove a new
estimate for the minimax level c⋆. For this aim, we consider the Moser sequence
ω˜n(x) =
1√
2π

√
log n, 0 ≤ |x| ≤ 1n ,
log 1|x|√
log n
, 1n < |x| ≤ 1,
0, |x| > 1.
Next, we prove some useful properties of the Moser’s sequence (ω˜n) ⊂ Yrad, which will be important
in the sequel.
Lemma 6.1. Assuming condition (V 0), it holds ‖ω˜n‖2 ≤ 1 + δn, where
δn > 0, δn log n→ 2M1
(a0 + 2)2
and 0 < M1 = sup
0<|x|≤1
V (|x|)/|x|a0 <∞.
Proof. First, since |∇[log(1/|x|)]|2 = 1/|x|2 and by using polar coordinates we have∫
R2
|∇ω˜n|2 dx =
∫
B1
|∇ω˜n|2 dx = 1
log n
∫ 1
1/n
1
r
dr = 1. (6.1)
Now, let us to estimate the integral In :=
∫
R2
V (|x|)ω˜2n dx. According to condition (V 0), we have
0 < M1 <∞. Thus,
In ≤M1
∫
B1
|x|a0 ω˜2n dx ≤M1 log n
∫ 1/n
0
ra0+1dr +
M1
log n
∫ 1
1/n
log2
(
1
r
)
ra0+1 dr
=M1
log n
na0+2
1
a0 + 2
+
M1
log n
∫ 1
1/n
log2
(
1
r
)
ra0+1 dr =: δn.
Making the change of variable t = log
(
1
r
)
and integrating by parts twice, we get∫ 1
1/n
log2
(
1
r
)
ra0+1 dr =
∫ logn
0
t2e−(a0+2)t dt
=
2
(a0 + 2)3
− 2
(a0 + 2)3
1
na0+2
− 2
(a0 + 2)3
log n
na0+2
− 1
a0 + 2
log2 n
na0+2
and therefore
0 < In ≤ δn = 2M1
(a0 + 2)3
1
log n
− 2M1
(a0 + 2)3
1
na0+2 log n
− 2M1
(a0 + 2)3
1
na0+2
and
δn log n→ 2M1
(a0 + 2)3
.
Moreover,
‖ω˜n‖2 =
∫
B1
|∇ω˜n|2 dx+ In ≤ 1 + δn
and this completes the proof.
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Proposition 6.2. If we also assume that lim inf
r→0+
Q(r)/rb0 > 0, then mountain pass level c⋆ satisfies
the estimate
c⋆ <
4− µ
α0
(
1 +
2b0
4− µ
)
π
2
. (6.2)
Proof. If we define
ωn = ω˜n/
√
1 + δn, (6.3)
then, by Lemma 6.1, ‖ω˜n‖ ≤ 1. To prove (6.2), it suffices to show that there exists some n0 ∈ N such
that
max
t≥0
{
t2
2
− I(tωn0)
}
<
4− µ
α0
(
1 +
2b0
4− µ
)
π
2
,
where the functional I was defined in Lemma 4.1 and wn0 is the normalized Moser’s sequence term
given by (6.3). In fact, taking e⋆ = t0ωn0 , with t0 > 0 sufficiently large such that J(e⋆) < 0, and
defining γ0(t) := (t0ωn0)t, then we have γ0 ∈ Γ and
c⋆ = inf
γ∈Γ
max
t∈[0,1]
J(γ(t)) ≤ max
t∈[0,1]
J(γ0(t)) ≤ max
t≥0
J(tωn0) = max
t≥0
{
t2
2
− I(tωn0)
}
<
4− µ
α0
(
1 +
2b0
4− µ
)
π
2
.
Arguing by contradiction, suppose that for each n ∈ N there is tn > 0 such that
t2n
2
− 1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (tnωn))]Q(|x|)F (tnωn) dx ≥ 4− µ
α0
(
1 +
2b0
4− µ
)
π
2
.
Since F (s) ≥ 0 for all s ∈ R, we have
t2n ≥
4− µ
α0
(
1 +
2b0
4− µ
)
π
2
. (6.4)
One can easily check that at t = tn,
d
dt
(
t2
2
− 1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (tωn))]Q(|x|)F (tωn) dx) = 0,
or equivalently
t2n =
∫
R2
[|x|−µ ∗ (Q(|x|)F (tnωn))]Q(|x|)f(tnωn)tnωn dx. (6.5)
From (f3) and (f4), for all 0 < ε < β0, there exists R = R(ε) > 0 such that
sf(s)F (s) ≥M−10 (β0 − ε)sϑ+1e2α0s
2
, ∀ s ≥ R. (6.6)
By the condition added concerning the behavior of Q near 0, there exists a positive constant C2 such
that
Q(|x|) ≥ C2 |x|b0 , ∀ 0 < |x| < r0. (6.7)
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Thus, for n large such that B1/n ⊂ Br0 , we obtain
t2n ≥
∫
B1/n
∫
B1/n
Q(|x|)F (tnωn)Q(|y|)f(tnωn)tnωn
|x− y|µ dxdy
≥M−10 (β0 − ε)tϑ+1n ωϑ+1n e2α0t
2
nω
2
n
∫
B1/n
Q(|x|) dx
∫
B1/n
Q(|y|)
|x− y|µ dy
≥M−10 (β0 − ε)tϑ+1n ωϑ+1n e2α0t
2
nω
2
n
(n
2
)µ ∫
B1/n
∫
B1/n
Q(|x|)Q(|y|) dxdy
≥ C3M−10 (β0 − ε)tϑ+1n ωϑ+1n e2α0t
2
nω
2
n
∫
B1/n
∫
B1/n
|x|b0 |y|b0 dxdy
= C3M
−1
0 (β0 − ε)tϑ+1n ωϑ+1n e2α0t
2
nω
2
n
22−µπ2
(2 + b0)2
(
1
n
)4+2b0−µ
= C3M
−1
0 (β0 − ε)
22−µπ2
(2 + b0)2
tϑ+1n
( √
log n√
2π
√
1 + δn
)ϑ+1
eα0π
−1t2n(1+δn)
−1 logn
(
1
n
)4+2b0−µ
.
Thus, we deduce
t2n ≥ C3M−10 (β0 − ε)
22−µπ2
(2 + b0)2
(2π(1 + δn))
−ϑ+1
2 tϑ+1n
× e[α0π−1t2n(1+δn)−1−(4+2b0−µ)] logn+ϑ+12 log(logn), (6.8)
which yields that (tn) is bounded. Indeed, it follows from (6.8) that
t2n ≥ log t2n ≥ log
[
C3M
−1
0 (β0 − ε)
22−µπ2
(2 + b0)2
(2π(1 + δn))
−ϑ+1
2
]
+
[
α0π
−1t2n(1 + δn)
−1 − (4 + 2b0 − µ)
]
log n,
and consequently
1 ≥ 1
t2n
log
[
C3M
−1
0 (β0 − ε)
22−µπ2
(2 + b0)2
(2π(1 + δn))
−ϑ+1
2
]
+
[
α0π
−1(1 + δn)
−1 − t−2n (4 + 2b0 − µ)
]
log n. (6.9)
Thus, if tn → +∞ as n → +∞, the right hand side of (6.9) goes to infinity when n → +∞, which
leads a contradiction. Thereby, (tn) is bounded. Hence, passing to a subsequence if necessary, we infer
that
lim
n→+∞
t2n =
4− µ
α0
(
1 +
2b0
4− µ
)
π.
Furthermore, as a by-product of (6.8), there exists C4 > 0 such that[
α0π
−1t2n(1 + δn)
−1 − (4 + 2b0 − µ)
]
log n+
ϑ+ 1
2
log (log n) ≤ C4
which can be rewritten as[
α0π
−1t2n − (4 + 2b0 − µ)
1 + δn
− δn(4 + 2b0 − µ)
1 + δn
]
log n+
ϑ+ 1
2
log (log n) ≤ C4
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and by using (6.4) we conclude
−(4 + 2b0 − µ)
1 + δn
δn log n+
ϑ+ 1
2
log (log n) ≤ C4.
Since, by Lemma 6.1, δn log n→ 2M1/(a0 + 2)3 and log(log n)→ +∞, we obtain a contradiction and
this concludes the proof.
Next we prove Theorem 1.3. For this aim, we will check that the limit of a Palais-Smale sequence
for J yields a weak solution to (1.1).
Proof of Theorem 1.3. From the mountain-pass theorem without Palais-Smale condition [4] there
exists a (PS)c⋆ sequence (vn) ⊂ Yrad for J , i.e.,
1
2
‖vn‖2 − 1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx→ c⋆
as well as
‖vn‖2 −
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn)vn dx→ 0,
as n → +∞. From Lemma 4.2, (vn) is bounded in Yrad, then, up to a subsequence, there exists
v⋆ ∈ Yrad such that vn ⇀ v⋆ weakly in Yrad. Moreover, from the boundedness of (vn) and the above
convergences, we have∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx ≤ C, ∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn)vn dx ≤ C,
(6.10)
with the positive constant C independent of n. Next, we split the proof in some claims.
Claim 6.3.∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx→ ∫
R2
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)F (v⋆) dx,
as n→ +∞.
Verification: We have seen soon after Remark 3.2 that if v⋆ ∈ Yrad, then[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)F (v⋆) ∈ L1(R2).
Thus,
lim
M→+∞
∫
{|v⋆|≥M}
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)F (v⋆) dx = 0.
Let C > 0 and ϑ ∈ (0, 1],M0, s0 > 0 be the constants given by (6.10) and (f4) respectively. From the
above limit, for any δ > 0 given, we can choose M > max{(CM0/δ)
1
ϑ+1 , s0} such that
0 ≤
∫
{|v⋆|≥M}
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)F (v⋆) dx < δ.
By using (6.10), (f4) and the choice on M , we derive
0 ≤
∫
{|vn|≥M}
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx
≤M0/Mϑ+1
∫
{|vn|≥M}
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)vnf(vn) dx < δ.
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This way, for any Ω ⊂⊂ R2, we have∣∣∣∣∫
Ω
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx− ∫
Ω
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)F (v⋆) dx∣∣∣∣
≤ 2δ +
∣∣∣∣∣
∫
ΩM,vn
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx
−
∫
ΩM,v⋆
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)F (v⋆) dx
∣∣∣∣∣ ,
where ΩM,v := Ω ∩ {|v| ≤M}, v ∈ Yrad. At this point, the proof reduces to establishing that∫
ΩM,vn
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx→ ∫
ΩM,v⋆
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)F (v⋆) dx,
(6.11)
as n→∞, for any fixed M > max{(CM0/δ)
1
ϑ+1 , s0}. For this, we begin noticing that as K →∞,∫
|v⋆|≤M
∫
|v⋆|≤K
[
Q(|y|)F (v⋆(y))
|x− y|µ
]
dy Q(|x|)F (v⋆(x))χΩ dx
−→
∫
|v⋆|≤M
[|x|−µ ∗Q(|x|)F (v⋆)] Q(|x|)F (v⋆)χΩ dx,
where χΩ is the characteristic function corresponding to the set Ω. Choose K >
max
{
(CM0/δ)
1
ϑ+1 , s0
}
such that∫
|v⋆|≤M
∫
|v⋆|>K
[
Q(|y|)F (v⋆(y))
|x− y|µ
]
dy Q(|x|)F (v⋆(x)) dx < δ.
Considering (6.10), (f4) and the choice on K, it follows that∫
|vn|≤M
∫
|vn|>K
[
Q(|y|)F (vn(y))
|x− y|µ
]
dy Q(|x|)F (vn(x))χΩ dx
≤M0/Kϑ+1
∫
|vn|≤M
∫
|vn|>K
[
Q(|y|)vn(y)f(vn(y))
|x− y|µ
]
dy Q(|x|)F (vn(x))χΩ dx
≤M0/Kϑ+1
∫
|vn|≤M
∫
|vn|>K
[
Q(|y|)vn(y)f(vn(y))
|x− y|µ
]
dy Q(|x|)F (vn(x)) dx
≤M0/Kϑ+1
∫
R2
∫
R2
[
Q(|y|)F (vn(y))
|x− y|µ
]
dy Q(|x|)vn(x)f(vn(x)) dx
=M0/K
ϑ+1
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn)vn dx < δ.
Therefore, we obtain∣∣∣∣∣
∫
|vn|≤M
∫
|vn|>K
[
Q(|y|)F (vn(y))
|x− y|µ
]
dy Q(|x|)F (vn(x))χΩ dx
−
∫
|v⋆|≤M
∫
|v⋆|>K
[
Q(|y|)F (v⋆(y))
|x− y|µ
]
dy Q(|x|)F (v⋆(x))χΩ dx
∣∣∣∣∣ < 2δ.
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So, (6.11) will be proved if∣∣∣∣∣
∫
|vn|≤M
∫
|vn|≤K
[
Q(|y|)F (vn(y))
|x− y|µ
]
dy Q(|x|)F (vn(x))χΩ dx
−
∫
|v⋆|≤M
∫
|v⋆|≤K
[
Q(|y|)F (v⋆(y))
|x− y|µ
]
dy Q(|x|)F (v⋆(x))χΩ dx
∣∣∣∣∣→ 0, (6.12)
as n→∞, for any fixed K,M > 0. In fact,∫
|vn|≤K
[
Q(|y|)F (vn(y))
|x− y|µ
]
dy Q(|x|)F (vn(x))χΩ dx
−→
∫
|v⋆|≤K
[
Q(|y|)F (v⋆(y))
|x− y|µ
]
dy Q(|x|)F (v⋆(x))χΩ dx
and, by (f1), we know there exists a constant CM,K depending on M and K such that∫
|vn|≤K
[
Q(|y|)F (vn(y))
|x− y|µ
]
dy Q(|x|)F (vn(x))χΩ dx
≤ CM,K
∫
|vn|≤K
[
Q(|y|)|vn(y)|
4−µ
2
|x− y|µ
]
dy Q(|x|)|vn(x)|
4−µ
2 χΩ dx
≤ CM,K
[
|x|−µ ∗ v
4−µ
2
n
]
Q(|x|)|vn|
4−µ
2 χΩ dx.
Since vn → v⋆ in Lqloc(R2), for all q ≥ 1, we reach[
|x|−µ ∗ v
4−µ
2
n
]
Q(|x|)|vn|
4−µ
2 χΩ −→
[
|x|−µ ∗ v
4−µ
2
⋆
]
Q(|x|)|v⋆|
4−µ
2 χΩ,
as n → ∞, where we have used the Hardy-Littlewood-Sobolev inequality. Thus, by Lebesgue’s
Dominated Convergence Theorem, this finally yields (6.12).
Claim 6.4. v⋆ is a weak solution to (1.1).
Verification: Let us now prove that the weak limit v⋆ yields actually a weak solution to (1.1), namely
that ∫
R2
(∇v⋆ · ∇φ+ V (|x|)v⋆φ) dx−
∫
R2
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)f(v⋆)φdx = 0,
for all φ ∈ C∞0 (R2). Since (vn) is a (PS)c⋆ sequence, for all φ ∈ C∞0 (R2) we know that∫
R2
(∇vn · ∇φ+ V (|x|)vnφ) dx−
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn)φdx = on(1).
Since vn ⇀ v⋆, as n→∞, in Yrad, it is therefore enough to show that∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn)φdx→ ∫
R2
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)f(v⋆)φdx,
for all φ ∈ C∞0 (R2).
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Let Ω be any compact subset of R2. We claim that there exists a constant C(Ω) such that∫
Ω
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|) f(vn)
1 + vn
dx ≤ C(Ω). (6.13)
Indeed, let
wn =
ϕ
1 + vn
, n ≥ 1,
where ϕ is a smooth function compactly supported in Ω′ ⊃ Ω, Ω′ compact, such that 0 ≤ ϕ ≤ 1 and
ϕ ≡ 1 in Ω. Straightforward computations show that
‖wn‖2 =
∫
R2
(
|∇wn|2 + V (|x|)w2n
)
dx
=
∫
R2
(∣∣∣∣ ∇ϕ1 + vn − ϕ∇vn(1 + vn)2
∣∣∣∣2 + V (|x|) ϕ2(1 + vn)2
)
dx
≤
∫
R2
( |∇ϕ|2
(1 + vn)2
− 2ϕ∇ϕ · ∇vn
(1 + vn)3
+ ϕ2
|∇vn|2
(1 + vn)4
+ V (|x|)ϕ2
)
dx
≤ 2 (‖ϕ‖2 + ‖vn‖2) ,
which establishes wn ∈ Yrad. Since J ′(vn)→ 0, as n→∞, we get
J ′(vn)wn ≤ τn‖wn‖,
where τn → 0, as n→∞, that is,∫
Ω
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|) f(vn)
1 + vn
dx ≤
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn)wn dx
≤
∫
R2
(∇vn · ∇wn + V (|x|)vnwn) dx+ τn‖wn‖.
Then, ∫
Ω
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|) f(vn)
1 + vn
dx
≤
∫
R2
(
|∇vn|2 ϕ
(1 + vn)2
+
∇vn · ∇ϕ
1 + vn
+ V (|x|)vn ϕ
1 + vn
)
dx+
√
2τn (‖ϕ‖ + ‖vn‖)
≤ ‖∇vn‖22 + ‖∇ϕ‖2‖∇vn‖2 +
∫
Ω′
V (|x|)vn dx+
√
2τn (‖ϕ‖ + ‖vn‖)
≤ ‖∇vn‖22 + ‖∇ϕ‖2‖∇vn‖2 + ‖vn‖
(∫
BR
V (|x|) dx
) 1
2
+
√
2τn (‖ϕ‖ + ‖vn‖) ,
where BR is a ball in R
2 that contains Ω′ and (V 0) jointly with Ho¨lder’s inequality were used in the
last step above. Since (vn) bounded in Yrad, no further work is required for reach which was claimed.
Now, setting
ξn =
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn), n ≥ 1,
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we can notice that∫
Ω
ξn dx ≤ 2
∫
{vn<1}∩Ω
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|) f(vn)
1 + vn
dx
+
∫
{vn≥1}∩Ω
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)vnf(vn) dx
≤ 2
∫
Ω
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|) f(vn)
1 + vn
dx
+
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)vnf(vn) dx, ∀n ≥ 1.
Combining (6.13) and (6.10), we obtain∫
Ω
ξn dx ≤ 2C(Ω) +C, ∀ n ≥ 1.
Now, consider the sequence of measures µn given by
µn(E) =
∫
E
ξn dx, n ≥ 1,
for each measurable set E. Since ‖ξn‖1 ≤ C1(Ω), for all n ≥ 1 and Ω is bounded, the measures µn
have uniformly bounded total variation. Then, by weak∗-compactness, passing to a subsequence, there
exists a measure µ such that µn⇀
∗µ, that is,∫
Ω
ξnφdx→
∫
Ω
φdµ, n→∞, ∀φ ∈ C∞0 (Ω).
But then, since (vn) is a (PS)c⋆ sequence, it follows that∫
R2
(∇vn · ∇φ+ V (|x|)vnφ) dx→
∫
Ω
φdµ, n→∞, ∀φ ∈ C∞0 (Ω),
which implies µ is absolutely continuous with respect to the Lebesgue measure. So, by using the
Radon-Nikody´m Theorem, we get ξ ∈ L1(Ω) such that∫
Ω
φdµ =
∫
Ω
φξ dx, ∀φ ∈ C∞0 (Ω).
Since this holds for any compact set Ω ⊂ R2, we have that there exists a function ξ ∈ L1loc(R2) such
that ∫
R2
φdµ = lim
n→∞
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn) dx = ∫
R2
φξ dx, ∀φ ∈ C∞0 (R2).
Moreover, due to vn → v⋆ a.e. in R2,
ξ =
[|x|−µ ∗ (Q(|x|)F (v⋆))]Q(|x|)f(v⋆)
and the proof is just finished.
Claim 6.5. v⋆ is nontrivial.
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Verification: Let us suppose by contradiction that v⋆ ≡ 0. Then, by (6.3),
lim
n→∞
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx = 0.
Thus, since
J(vn) =
1
2
‖vn‖2 − 1
2
∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)F (vn) dx = c⋆ + on(1),
we get
lim
n→∞
‖vn‖2 = 2c⋆ > 0. (6.14)
From this and (6.2), there exists δ > 0 so that
‖vn‖2 < 4− µ
α0
(
1 +
2b0
4− µ
)
π − δ
for n ∈ N large. Hence, for q > 1 close to 1 and α > α0 close to α0 we will still have for some δˆ > 0
that
4qα
4− µ‖vn‖
2 ≤
(
1 +
2b0
4− µ
)
4π − δˆ, ∀ n > n0.
Thereby, we may proceed analogously to (5.1) to get∫
R2
[|x|−µ ∗ (Q(|x|)F (vn))]Q(|x|)f(vn)vn dx→ 0, as n→ +∞.
Consequently, ‖vn‖2 → 0, as n → +∞, which is a contradiction with (6.14). Therefore, v⋆ is a
nontrivial weak solution of (1.1) and this completes the proof of the theorem.
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