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Abstract: In the 2002 Durham Symposium, Markus Linckelmann [1] conjectured the exis-
tence of a regular central k∗-extension of the full subcategory over the selfcentralizing Brauer
pairs of the Frobenius P -category F(b,G) associated with a block b of defect group P of a fi-
nite group G , which would include, as k∗-automorphism groups of the objects, the k∗-groups
associated with the automizers of the corresponding selfcentralizing Brauer pairs, introduced
in [3, 6.6]; as a matter of fact, in this question the selfcentralizing Brauer pairs can be replaced
by the nilcentralized Brauer pairs, still getting a positive answer. But the condition on the
k∗-automorphism groups of the objects is not precise enough to guarantee the uniqueness of
a solution, as showed in [2, Theorem 1.3]. This uniqueness depends on the folder structure
[5, Section 2] associated with F(b,G) in [4, Theorem 11.32], and here we prove the existence and
the uniqueness of such regular central k∗-extension for any folded Frobenius P -category.
1. Introduction
1.1. Let p be a prime number and O a complete discrete valuation ring
with a field of quotients K of characteristic zero and a residue field k of char-
acteristic p ; we assume that k is algebraically closed. Let G be a finite group,
b a block of G — namely a primitive idempotent in the center Z(OG) of the
group O-algebra OG — and (P, e) a maximal Brauer (b,G)-pair [4, 1.16];
recall that the Frobenius P -category F(b,G) associated with b is the subcate-
gory of the category of finite groups where the objects are all the subgroups
of P and, for any pair of subgroups Q and R of P , the morphisms ϕ from R
to Q are the group homomorphisms ϕ :R → Q induced by the conjugation
of some element x ∈ G fulfilling
(R, g) ⊂ (Q, f)x 1.1.1
where (Q, f) and (R, g) are the corresponding Brauer (b,G)-pairs contained
in (P, e) [4, Ch. 3].
1.2. Moreover, we say that a Brauer (b,G)-pair (Q, f) is nilcentralized
if f is a nilpotent block of CG(Q) [4, 7.4], and that (Q, f) is selfcentralizing if
the image f¯ of f is a block of defect zero of C¯G(Q) = CG(Q)/Z(Q) [4, 7.4];
thus, a selfcentralizing Brauer (b,G)-pair is still nilcentralized. We respec-
tively denote by F
nc
(b,G) or by F
sc
(b,G) the full subcategories of F(b,G) over the
set of subgroups Q of P such that the Brauer (b,G)-pair (Q, f) contained
in (P, e) is respectively nilcentralized or selfcentraling.
1.3. Recall that a k∗-group Gˆ is a group endowed with an injective
group homomorphism θ : k∗ → Z(Gˆ) [3, §5], that G = Gˆ/θ(k∗) is called the
2k∗-quotient of Gˆ and that a k∗-group homomorphism is a group homomor-
phism which preserves the “multiplication” by k∗ ; let us denote by k∗-Gr
the category of k∗-groups with finite k∗-quotient. In the case of the Frobe-
nius P -category F(b,G) above, for any nilcentralized Brauer (b,G)-pair (Q, f)
contained in (P, e) it is well-kown that the action of NG(Q, f) on the sim-
ple algebra OCG(Q)f/J
(
OCG(Q)f
)
suplies a k∗-group NˆG(Q, f)/CG(Q) of
k∗-quotient F(b,G)(Q) ∼= NG(Q, f)/CG(Q) [4, 7.4].
1.4. On the other hand, for any category C and any Abelian group Z let
us call regular central Z-extension of C any category Cˆ over the same objects
endowed with a full functor c : Cˆ→ C , which is the identity over the objects,
and, for any pair of C-objects A and B , with a regular action of Z over the
fibers of the map
Cˆ(B,A) −→ C(B,A) 1.4.1
induced by c — where C(B,A) and Cˆ(B,A) denote the corresponding sets
of C- and Cˆ-morphisms from A to B — in such a way that these Z-actions
are compatible with the composition of Cˆ-morphisms. Note that, if C′ is a
second category and e :C → C′ an equivalence of categories, we easily can
obtain a regular central Z-extension Cˆ′ of C′ and a Z-compatible equivalence
of categories eˆ : Cˆ → Cˆ′ . In short, we call k∗-category any regular central
k∗-extension of a category and call k∗-functor fˆ : Cˆ→ Cˆ′ any functor between
k∗-categories fulfilling fˆ(λ·fˆ) = λ·ˆf(fˆ) for any λ ∈ k∗ and any Cˆ-morphism fˆ .
1.5. In the 2002 Durham Symposium, Markus Linckelmann [1] conjec-
tured the existence of a regular central k∗-extension Fˆ
sc
(b,G) of F
sc
(b,G) admitting
a k∗-group isomorphism
Fˆ
sc
(b,G)(Q)
∼= NˆG(Q, f)/CG(Q) 1.5.1
for any selfcentralizing Brauer (b,G)-pair (Q, f) contained in (P, e) . Here we
show the existence of a regular central k∗-extension Fˆ
nc
(b,G) of F
nc
(b,G) admitting
a k∗-group isomorphism
Fˆ
nc
(b,G)(Q)
∼= NˆG(Q, f)/CG(Q) 1.5.2
for any nilcentralized Brauer (b,G)-pair (Q, f) contained in (P, e) , in parti-
cular proving Linckelmann’s conjecture above.
1.6. In both cases, these k∗-group isomorphisms are not precise enough
to guarantee the uniqueness either of Fˆ
nc
(b,G) , or of Fˆ
sc
(b,G) as showed in [2, The-
orem 1.3]. More explicitly, if (Q, f) and (R, g) are nilcentralized Brauer
(b,G)-pairs contained in (P, e) such that (R, g) is contained and normal
in (Q, f) then, denoting by NˆG(Q, f)R the stabilizer ofR in NˆG(Q, f) , Propo-
sition 11.23 in [4] suplies a particular k∗-group homomorphism
NˆG(Q, f)R/CG(Q) −→ NˆG(R, g)/CG(R) 1.6.1.
3But, a regular central k∗-extension Fˆ
nc
(b,G) of F
nc
(b,G) also suplies a k
∗-group
homomorphism
Fˆ
nc
(b,G)(Q)R −→ Fˆ
nc
(b,G)(R) 1.6.2,
where Fˆ
nc
(b,G)(Q)R denotes the stabilizer of R in Fˆ
nc
(b,G)(Q) , sending any σˆ
in Fˆ
nc
(b,G)(Q)R on the unique element τˆ ∈ Fˆ
nc
(b,G)(R) fulfilling ιˆ
Q
R ◦ τˆ = σˆ ◦ ιˆ
Q
R ,
where ιˆQR is a lifting to Fˆ
nc
(b,G)(Q,R) of the inclusion map R ⊂ Q . The unique-
ness of a suitable regular central k∗-extension Fˆ
nc
(b,G) depends on the com-
patibility of all the k∗-group homomorphisms 1.6.1 and 1.6.2 with the cor-
responding k∗-group isomorphisms 1.5.2 or, more generally, it depends on
the folder structure of F
nc
(b,G) determined by [4, Theorem 11.32].
2. Folded Frobenius P -categories
2.1. Denoting by P a finite p-group, by iGr the category formed by
the finite groups and by the injective group homomorphisms, and by FP
the subcategory of iGr where the objects are all the subgroups of P and
the morphisms are the group homomorphisms induced by the conjugation
by elements of P , recall that a Frobenius P -category F is a subcategory
of iGr containing FP where the objects are all the subgroups of P and the
morphisms fulfill the following three conditions [4, 2.8 and Proposition 2.11]
2.1.1 If Q , R and T are subgroups of P , for any ϕ ∈ F(Q,R) and any
group homomorphism ψ :T → R , the composition ϕ ◦ ψ belongs to F(Q, T )
(if and) only if ψ ∈ F(R, T ) .
2.1.2 FP (P ) is a Sylow p-subgroup of F(P ) .
Let us say that a subgroup Q of P is fully centralized in F if for any
F -morphism ξ :Q·CP (Q)→ P we have ξ
(
CP (Q)
)
= CP
(
ξ(Q)
)
.
2.1.3 For any subgroup Q of P fully centralized in F , any F-morphism
ϕ :Q → P and any subgroup R of NP
(
ϕ(Q)
)
containing ϕ(Q) such that
FP (Q) contains the action of FR
(
ϕ(Q)
)
over Q via ϕ , there is an F-mor-
phism ζ :R→ P fulfilling ζ
(
ϕ(u)
)
= u for any u ∈ Q .
2.2. With the notation in 1.1 above, it follows from [4, Theorem 3.7] that
F(b,G) is a Frobenius P -category. Moreover, we say that a subgroup Q of P is
F-nilcentralized if, for any ϕ ∈ F(P,Q) such that Q′ = ϕ(Q) is fully central-
ized in F , the CP (Q′)-categories CF (Q′) [4, 2.14] and FCP (Q′) coincide; note
that, according to [4, Proposition 7.2], in F(b,G) this definition agree with the
definition in 1.2 above. Similarly, we say that Q is F-selfcentralizing if
CP
(
ϕ(Q)) ⊂ ϕ(Q) 2.2.1
for any ϕ ∈ F(P,Q) ; once again, according to [4, Corollary 7.3], in F(b,G)
this definition agree with the definition in 1.2 above. We respectively denote
by F
nc
or by F
sc
the full subcategories of F over the respective sets of
F -nilcentralized or of F -selfcentralizing subgroups of P .
42.3. We call F
nc
-chain any functor q : ∆n → F
nc
where the n-simplex
∆n is considered as a category where the morphisms —- denoted by i • i
′
— are defined by the order [4, A2.2]; for any F -nilcentralized subgroup Q
of P , let us denote by qQ : ∆0 → F
nc
the obvious F
nc
-chain sending 0 to Q .
Following [4, A2.8], we denote by ch∗(F
nc
) the category where the objects are
all the F
nc
-chains (q,∆n) and the morphisms from q : ∆n → F
nc
to another
F
nc
-chain r : ∆m → F
nc
are the pairs (ν, δ) formed by an order preserving map
δ : ∆m → ∆n and by a natural isomorphism ν : q ◦ δ ∼= r , the composition
being defined by the formula
(µ, ε) ◦ (ν, δ) =
(
µ ◦ (ν ∗ ε), δ ◦ ε
)
2.3.1.
Recall that we have a canonical functor [4, Proposition A2.10]
autFnc : ch
∗(F
nc
) −→ Gr 2.3.2
mapping any F
nc
-chain q : ∆n → F
nc
to the group of natural automorphisms
of q .
2.4. In [5, §2] we introduce a folded Frobenius P -category (F , âutFsc ) as
a pair formed by a Frobenius P -category F and a functor
âutFsc : ch
∗(F
sc
) −→ k∗-Gr 2.4.1
lifting the canonical functor autFsc ; here, we call folded Frobenius P -category
(F , âutFnc ) a pair formed by F and a functor
âutFnc : ch
∗(F
nc
) −→ k∗-Gr 2.4.2
lifting the canonical functor autFnc ; we also say that âutFnc is a folder struc-
ture of F . With the notation of 1.1 above, Theorem 11.32 in [4] exhibits a
folder structure of F(b,G) , namely a functor âut(F(b,G))nc lifting aut(F(b,G))nc ,
that we call Brauer folder structure of F(b,G) . Actually, both definitions co-
incide since any functor âutFsc lifting autFsc can be extended to a unique
functor âutFnc lifting autFnc , as it shows our next result.
Theorem 2.5. Any functor âutFsc lifting autFsc to the category k
∗-Gr can
be extended to a unique functor lifting autFnc
âutFnc : ch
∗(F
nc
) −→ k∗-Gr 2.5.1.
Proof: Let X be a set of F -nilcentralized subgroups of P which contains
all the F -selfcentralizing subgroups of P and is stable by F -isomorphisms;
denoting by F
X
the full subcategory of F over X , we assume that âutFsc can
be extended to a unique functor
âut
F
X : ch∗(F
X
) −→ k∗-Gr 2.5.2.
5Assuming that X does not coincide with the set of all the F -nilcentralized sub-
groups of P , let V be a maximal F -nilcentralized subgroup which is not in X ;
denoting by Y the union of X with all the subgroups of P F -isomorphic to V ,
it is clear that it suffices to prove that âut
F
X admits a unique extension
to ch∗(F
Y
) .
For any chain q : ∆n → F
Y
, we choose an F -morphism α : q(n) → P
such that α
(
q(n)
)
is fully centralized in F [4, Proposition 2.7] and denote
by qα : ∆n+1 → F
Y
the chain mapping n+ 1 on α
(
q(n)
)
·CP
(
α
(
q(n)
))
and
n • n + 1 on the F -morphism q(n) → α
(
q(n)
)
·CP
(
α
(
q(n)
))
induced by α ;
we have an obvious ch∗(F
Y
)-morphism [4, A3.1]
(idq, δ
n
n+1) : (q
α,∆n+1) −→ (q,∆n) 2.5.3
and the functor aut
F
Y maps (idq, δ
n
n+1) on a group homomorphism
F(qα) −→ F(q) 2.5.4
which is surjective since any θ ∈ F(q) ⊂ F
(
q(n)
)
can be “extended” to an
F -automorphism of qα(n+ 1) [4, statement 2.10.1].
Then, since α
(
q(n)
)
is is fully centralized in F , the kernel of homomor-
phism 2.5.4 is a p-group [4, Corollary 4.7]; moreover, since qα(n+1) belongs
to X , the functor âut
F
X and the structural inclusion F(qα) ⊂ F
(
qα(n+ 1)
)
determine a k∗-subgroup
Fˆ(qα) ⊂ Fˆ
(
qα(n+ 1)
)
= âut
F
X
(
qα(n+ 1)
)
2.5.5
and, since the kernel of homomorphism 2.5.4 is a p-group, this k∗-subgroup
induces a central k∗-extension Fˆ(q) of F(q) such that we have a surjective
k∗-group homomorphism
Fˆ(qα) −→ Fˆ(q) 2.5.6
lifting homomorphism 2.5.4.
Note that, for a different choice α′ : q(n) → P of α , we have an F -iso-
morphism α
(
q(n)
)
∼= α′
(
q(n)
)
which can be extended to an F -isomorphism
qα(n+ 1) ∼= qα
′
(n+ 1) and then âut
F
X determines a k∗-isomorphism
âut
F
X
(
qα(n+ 1)
)
∼= âut
F
X
(
qα
′
(n+ 1)
)
2.5.7
mapping Fˆ(qα) onto Fˆ(qα
′
) ; moreover, it follows from [4, Proposition 4.6]
that two such F -isomorphisms are CP
(
α′
(
q(n)
))
-conjugate and therefore
6our definition of Fˆ(q) does not depend on our choice of α . Similarly, if q(n)
belongs to X then the functor âut
F
X already defines a k∗-group âut
F
X
(
q(n)
)
and, denoting by qαn,n+1 : ∆1 → F
X
the chain mapping 0 on q(n) , 1 on
qα(n+ 1) and 0 • 1 on qα(n • n+ 1) , a k∗−group homomrophism
âut
F
X (qαn,n+1) −→ âutFX
(
q(n)
)
2.5.8
inducing a canonical k∗-group isomorphism from Fˆ(q) in 2.5.6 above onto
the inverse image of autFY(q) ⊂ autFX
(
q(n)
)
in âut
F
X
(
q(n)
)
; in particular,
if the image of q is contained in X , we get a canonical k∗-group isomorphism
Fˆ(q) ∼= âut
F
X (q) .
Now, for any ch∗(F
Y
)-morphism (ν, δ) : (r,∆m) → (q,∆n) , choosing
suitable F -morphisms α : q(n) → P and β : r(m) → P as above, we have to
exhibit a k∗-group homomorphism Fˆ(r) → Fˆ(q) lifting aut
F
Y (ν, δ) . Firstly,
we assume that the image of r(δ(n)) via r(δ(n) •m) is normal in r(m) ; in
this case, β
(
r(δ(n) • m)
(
r(δ(n))
))
is normal in rβ(m +1) and, according
to [4, statement 2.10.1], there is an F -morphism
νˆ : rβ(m+1) −→ NP
(
α
(
q(n)
))
2.5.9
extending the F -morphism
β
(
r(δ(n) •m)
(
r(δ(n))
))
∼= r(δ(n))
νn∼= q(n) ∼= α
(
q(n)
)
⊂ P 2.5.10,
and we set U = νˆ
(
rβ(m+1)
)
·CP
(
α
(
q(n)
))
. Then, we consider the chains
qα,ν : ∆n+2 −→ F
Y
and rβ,ν : ∆m+2 −→ F
Y
2.5.11
respectively extending the chains qα and rβ defined above, fulfilling
qα,ν(n+ 2) = U = rβ,ν(m+ 2) 2.5.12
and, since α
(
q(n)
)
⊂ νˆ
(
β
(
r(m)
))
, respectively mapping n+1 • n+2 and
m+1 •m+2 on the inclusion qα(n + 1) ⊂ U and on the F -morphism from
rβ(m + 1) to U induced by νˆ . Note that, since the centralizer of α
(
q(n)
)
contains CP
(
νˆ
(
β
(
r(m)
)))
, we still have U = νˆ
(
β(r(m))
)
·CP
(
α
(
q(n)
))
.
Moreover, it follows from [4, Proposition 4.6] that another choice νˆ′ of the
F -morphism 2.5.9 is CP
(
α
(
q(n)
))
-conjugate of νˆ and, in particular, the
group U does not change.
With all this notation, we have obvious ch∗(F
Y
)-morphisms
(idqα , δ
n+1
n+2) : (q
α,ν ,∆n+2) −→ (q
α,∆n+1)
(idrβ , δ
m+1
m+2) : (r
β,ν ,∆m+2) −→ (r
β ,∆m+1)
2.5.13
7and, considering the maps
∆n+2
σn←− ∆1
σm−→ ∆m+2 and ∆n+1
τn←− ∆0
τm−→ ∆m+1 2.5.14
respectively mapping i on i+n+1 or on i+m+1 , the ch∗(F
Y
)-morphisms
above determine the following ch∗(F
X
)-morphisms
(qα,ν◦σn,∆1) −→ (q
α◦τn,∆0) and (r
β,ν◦σm,∆1) −→ (r
β ◦τm,∆0) 2.5.15.
Then, the functor âut
F
X maps these morphisms on k∗-group homomorphisms
Fˆ(qα,ν◦ σn) −→ Fˆ(q
α ◦ τn) and Fˆ(r
β,ν ◦ σm) −→ Fˆ(r
β ◦ τm) 2.5.16.
But note that F(qα,ν) , F(qα) , F(rβ,ν) and F(rβ) are respectively con-
tained in F(qα,ν◦σn) , F(qβ ◦τn) , F(rβ,ν◦σm) and F(rβ ◦τm) , and therefore,
considering the corresponding inverse images in Fˆ(qα,ν ◦ σn) , Fˆ(qβ ◦ τn) ,
Fˆ(rβ,ν ◦ σm) and Fˆ(rβ ◦ τm) , the k∗-group homomorphisms 2.5.16 induce
k∗-group homomorphisms (cf. 2.5.8)
Fˆ(qα,ν) −→ Fˆ(qα) and Fˆ(rβ,ν) −→ Fˆ(rβ) 2.5.17.
More explicitly, we actually have
F(qα ◦ τn) = F(U) = F(r
β ◦ τm) 2.5.18
and the structural inclusions F(qα,ν) ⊂ F(U) and F(rβ,ν) ⊂ F(U) induce an
inclusion F(rβ,ν) ⊂ F(qα,ν) ; indeed, an element θ in F(rβ,ν) stabilizes the
subgroups νˆ
(
β
(
r(i •m)
(
r(i)
)))
of U for any i ∈ ∆m , so that it stabilizes
α
(
q(n)
)
= νˆ
(
β
(
r
(
δ(n) •m
)(
r(δ(n))
)))
2.5.19,
and therefore θ also stabilizes CP
(
α
(
q(n)
))
= CU
(
α
(
q(n)
))
; thus, it stabi-
lizes the subgroup qα(n+ 1) of U and therefore θ belongs to F(qα,ν) .
Moreover, we claim that(
autFY(idrβ , δ
m+1
m+2)
)(
F(rβ,ν)
)
= F(rβ) 2.5.20.
Indeed, an element θ in F(rβ) acts on β
(
r(m)
)
determining an automor-
phism θˆ of νˆ
(
β
(
r(m)
))
and, as above, this automorphism stabilizes α
(
q(n)
)
inducing an F -morphism
η : α
(
q(n)
)
∼= α
(
q(n)
)
⊂ P 2.5.21;
8but, we are assuming that α
(
q(n)
)
is normal in νˆ
(
β
(
r(m)
))
, so that this
group is normal in rβ,ν(m + 2) (cf. 2.5.12). Hence, it follows from [4, state-
ment 2.10.1] that η can be extended to an F -morphism ηˆ : rβ,ν(m+2)→ P ;
then, the restriction of ηˆ to νˆ
(
β
(
r(m)
))
and the F -morphism
νˆ
(
β
(
r(m)
)) θˆ
∼= νˆ
(
β
(
r(m)
))
⊂ P 2.5.22
coincide over the subgroup α
(
q(n)
)
and therefore, according to [4, Proposi-
tion 4.6], these homomorphisms are CP
(
α
(
q(n)
)
-conjugate. In conclusion,
up to a modification in our choice of ηˆ , we may assume that the restriction of ηˆ
to νˆ
(
β
(
r(m)
))
coincides with θˆ and therefore that ηˆ stabilizes νˆ
(
rβ,ν(m+1)
)
and νˆ
(
rβ,ν(m+ 2)
)
, so that ηˆ induces an element of F(rβ,ν) lifting θ .
Consequently, we have the following commutative diagram
F(U) ⊃ F(qα,ν) −→ F(qα) −→ F(q)
‖ ∪ aut
F
Y (ν,δ) ↑
F(U) ⊃ F(rβ,ν) −→ F(rβ) −→ F(r)
2.5.23;
Moreover, since qα(n + 1) and rβ(m + 1) are F -selfcentralizing, the kernels
of the compositions of the horizontal arrows are FCU (α(q(n)))(U) for the top
and FCU (νˆ(β(r(m))))(U) for the bottom, and the bottom composition is sur-
jective; hence, since FCU (νˆ(β(r(m))))(U) is contained in FCU (α(q(n)))(U) and
they respectively lift canonically to Fˆ(rβ,ν) and to Fˆ(qα,ν) , we get a unique
k∗-group homomorphism
âut
F
Y (ν, δ) : Fˆ(r) −→ Fˆ(q) 2.5.24
lifting aut
F
Y (ν, δ) and such that the corresponding diagram of k∗-group ho-
momorphisms
Fˆ(U) ⊃ Fˆ(qα,ν) −→ Fˆ(qα) −→ Fˆ(q)
‖ ∪ âut
F
Y (ν,δ) ↑
Fˆ(U) ⊃ Fˆ(rβ,ν) −→ Fˆ(rβ) −→ Fˆ(r)
2.5.25
is commutative.
Consider another ch∗(F
Y
)-morphism (µ, ε) : (t,∆ℓ)→ (r,∆m) , so that
(ν, δ) ◦ (µ, ε) =
(
ν ◦ (µ ∗ δ), ε ◦ δ
)
2.5.26
and set λ = ν ◦ (µ ∗ δ) and ϕ = ε ◦ δ ; then, choosing a suitable F -morphism
γ : t(ℓ)→ P as above, we still assume that the images of t(ϕ(n)) via t(ϕ(n)•ℓ)
9and of t(ε(m)) via t(ε(m) • ℓ) are normal in t(ℓ) . In particular, this im-
plies that the image of r(δ(n)) via r(δ(n) • m) is normal in r(m) ; that is
to say, we have already defined the k∗-group homomorphisms âut
F
Y (ν, δ) ,
âut
F
Y (µ, ε) and âut
F
Y (λ, ϕ) respectively lifting aut
F
Y (ν, δ) , aut
F
Y (µ, ε) and
aut
F
Y (λ, ϕ) and we want to prove that
âut
F
Y (λ, ϕ) = âut
F
Y (ν, δ) ◦ âut
F
Y (µ, ε) 2.5.27.
More explicitly, applying the construction in 2.5.9 above to the ch∗(F
Y
)-
morphisms (ν, δ) , (µ, ε) and (ϕ, λ) , we get F -morphisms
νˆ : rβ(m+1) −→ NP
(
α
(
q(n)
))
µˆ : tγ(ℓ+ 1) −→ NP
(
β
(
r(m)
))
λˆ : tγ(ℓ+ 1) −→ NP
(
α
(
q(n)
)) 2.5.28;
actually, it is clear that the respective images of νˆ , µˆ and λˆ are respectively
contained in qα(n+ 1) , rβ(m+1) and qα(n+1) and, with evident notation,
our construction can be explicited in the following commutative diagram
t(ℓ) ∼= γ
(
t(ℓ)
)
⊂ tγ(ℓ+ 1)
λˆ
−→ qα(n+ 1)
‖x tγ(ℓ+ 1) µˆ−→ rβ(m+ 1)
‖
t(ε(m))
µm
∼= r(m) ∼= β
(
r(m)
)
⊂ rβ(m+ 1)
νˆ
−→ qα(n+ 1)x x ∪
t
(
ϕ(n)
) µδ(n)
∼= r
(
δ(n)
) νn∼= q(n) ∼= α(q(n))
2.5.29.
That is to say, according to 2.5.10 above, λˆ , µˆ and νˆ respectively extend
the F -morphisms
γ
(
t(ϕ(n) • ℓ)
(
t(ϕ(n))
))
∼= t(ϕ(n))
λn∼= q(n) ∼= α
(
q(n)
)
⊂ P
γ
(
t(ε(m) • ℓ)
(
t(ε(m))
))
∼= t(ε(m))
µm
∼= r(m) ∼= β
(
r(m)
)
⊂ P
β
(
r(δ(n) •m)
(
r(δ(n))
))
∼= r(δ(n))
νn∼= q(n) ∼= α
(
q(n)
)
⊂ P
2.5.30
and, since β
(
r(δ(n)•m)
(
r(δ(n))
))
is contained in β
(
r(m)
)
, it is easily checked
that the composition νˆ ◦ µˆ also extends the top F -morphism in 2.5.30; then,
as above, it follows again from [4, Proposition 4.6] that λˆ and νˆ ◦ µˆ are
CP
(
α
(
q(n)
))
-conjugate; actually, up to a modification of our choice of λˆ ,
we may assume that they coincide.
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Note that, as in 2.5.17 above, we get the k∗-group homomorphisms
Fˆ(rβ,µ) −→ Fˆ(rβ) and Fˆ(tγ,µ) −→ Fˆ(tγ)
Fˆ(qα,λ) −→ Fˆ(qα) and Fˆ(tγ,λ) −→ Fˆ(tγ)
2.5.31;
similarly, we have the inclusions
Fˆ(tγ,µ) ⊂ Fˆ(rβ,µ) and Fˆ(tγ,λ) ⊂ Fˆ(qα,λ) 2.5.32
and, as in 2.5.20, we obtain(
autFY(idtγ , δ
ℓ+1
ℓ+2)
)(
F(tγ,µ)
)
= F(tγ)(
autFY(idtγ , δ
ℓ+1
ℓ+2)
)(
F(tγ,λ)
)
= F(tγ)
2.5.33.
Moreover, we have to consider chains
qα,ν,λ : ∆n+3 −→ F
Y
rβ,µ,λ : ∆m+3 −→ F
Y
tγ,µ,λ : ∆ℓ+3 −→ F
Y
2.5.34
respectively extending the chains qα,ν , rβ,µ and tγ,µ ; recall that (cf. 2.5.12)
qα,ν(n+ 2) = νˆ
(
β
(
r(m)
))
·CP
(
α
(
q(n)
))
rβ,µ(m+ 2) = µˆ
(
γ
(
t(ℓ)
))
·CP
(
β
(
r(m)
))
= tγ,µ(ℓ+ 2)
2.5.35
and that, according to our remark above and since we assume that λˆ = νˆ ◦ µˆ ,
we still have
qα,λ(n+ 2) = νˆ
(
µˆ
(
γ
(
t(ℓ)
)))
·CP
(
α
(
q(n)
))
2.5.36;
thus, since β
(
r(m)
)
⊂ µˆ
(
γ
(
t(ℓ)
))
, we get qα,ν(n+2) ⊂ qα,λ(n+2) and, since
the centralizer of α
(
q(n)
)
contains the centralizer of νˆ
(
β
(
r(m)
))
, νˆ induces
an F -morphism
rβ,µ(m+ 2) = tγ,µ(ℓ+ 2) −→ qα,λ(n+ 2) 2.5.37;
then, we complete our definition of qα,ν,λ , rβ,µ,λ and tγ,µ,λ by setting
qα,ν,λ(n+ 3) = rβ,µ,λ(m+ 3) = tγ,µ,λ(ℓ + 3) = qα,λ(n+ 2) 2.5.38,
and respectively mapping n + 2 • n + 3 , m + 2 • m + 3 and ℓ + 2 • ℓ + 3
on the inclusion qα,ν(n + 2) ⊂ qα,λ(n + 2) and on the F -morphism 2.5.34
induced by νˆ .
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Note that, since we have rβ,µ,λ(m+ 3) = tγ,µ,λ(ℓ+ 3) and
rβ,µ,λ(m+ 2 •m+ 3) = tγ,µ,λ(ℓ + 2 • ℓ+ 3) 2.5.39,
it is quite clear that, up to suitable identifications, the left-hand inclusion
in 2.5.32 forces in Fˆ
(
qα,λ(n+2)
)
a k∗-group inclusion Fˆ(tγ,µ,λ) ⊂ Fˆ(rβ,µ,λ) .
Moreover, we claim that Fˆ(rβ,µ,λ) ⊂ Fˆ(qα,λ) ; indeed, up to our identifica-
tions both are k∗-subgroups of Fˆ
(
qα,λ(n+2)
)
; but, any θ in F(rβ,µ,λ) clearly
stabilizes (cf. 2.5.19)
rβ,µ,λ
(
δ(n) •m+ 3
)(
r(δ(n)
)
= νˆ
(
β
(
r
(
δ(n) •m
)(
r(δ(n))
)))
= α
(
q(n)
) 2.5.40,
so that it stabilizes qα(n+1) in qα,λ(n+2) ; then, it is easily checked that θ
belongs to F(qα,λ) .
Now, as in 2.5.16 above, considering the maps
σˆn : ∆1 −→ ∆n+3 and τˆn : ∆0 −→ ∆n+2
σˆm : ∆1 −→ ∆m+3 and τˆm : ∆0 −→ ∆m+2
σˆℓ : ∆1 −→ ∆ℓ+3 and τˆℓ : ∆0 −→ ∆ℓ+2
2.5.41
respectively sending i to i+ n+2 , to i+m+2 or to i+ ℓ+2 , and applying
the analogous argument to the obvious ch∗(F
Y
)-morphisms
(idqα,ν , δ
n+2
n+3) : (q
α,ν,λ,∆n+3) −→ (q
α,ν ,∆n+2)
(idqα,λ , δ
n+2
n+2) : (q
α,ν,λ,∆n+3) −→ (q
α,λ,∆n+2)
(idrβ,µ , δ
m+2
m+3) : (r
β,µ,λ,∆m+3) −→ (r
β,µ,∆m+2)
(idtγ,µ , δ
m+2
m+3) : (t
γ,µ,λ,∆ℓ+3) −→ (t
γ,µ,∆ℓ+2)
(idtγ,µ , δ
m+2
m+2) : (t
γ,µ,λ,∆ℓ+3) −→ (t
γ,λ,∆ℓ+2)
2.5.42,
it is clear that the functor âut
F
X still induces k∗-group homomorphisms
Fˆ(qα,λ)←− Fˆ(qα,ν,λ) −→ Fˆ(qα,ν)
Fˆ(rβ,µ,λ) −→ Fˆ(rβ,µ)
Fˆ(tγ,λ)←− Fˆ(tγ,µ,λ) −→ Fˆ(tγ,µ)
2.5.43
and, as above, it can be proved that all the right arrows are surjective. Ac-
tually, since tγ,λ(ℓ + 2) = qα,λ(n + 2) , it follows from equality 2.5.35 that
12
the left arrows in the top and in the bottom are injective; more precisely, we
claim that, up to suitable identifications, we have an equality
Fˆ(tγ,λ) = Fˆ(tγ,µ,λ) 2.5.44;
indeed, as above, any element θ ∈ F(tγ,λ) stabilizes λˆ
(
γ
(
t(i • ℓ)
(
t(i)
)))
for
any i ∈ ∆ℓ , so that it stabilizes both νˆ
(
µˆ
(
γ
(
t(ℓ)
)))
and (cf. 2.5.30)
νˆ
(
µˆ
(
γ
(
t
(
ε(m) • ℓ
)(
t(ε(m))
))))
= νˆ
(
β
(
r(m)
))
2.5.45,
and therefore, since CP
(
β
(
r(m)
))
coincides with the centralizer of β
(
r(m)
)
in qα,λ(n+ 2) , θ also stabilizes
νˆ
(
tγ,µ(ℓ+ 2)
)
= νˆ
(
µˆ
(
γ
(
t(ℓ)
))
·CP
(
β
(
r(m)
)))
2.5.46;
hence, θ belongs to F(tγ,µ,λ)·
Finally, we have the following diagram of k∗-groups
Fˆ(tγ,λ) = Fˆ(tγ,µ,λ) ⊂ Fˆ(rβ,µ,λ) ⊂ Fˆ(qα,λ)
↓ ↓ ↓ ∪
Fˆ(tγ) ← Fˆ(tγ,µ) ⊂ Fˆ(rβ,µ) Fˆ(qα,ν,λ)
↓ ↓ ↓
Fˆ(t) Fˆ(rβ) ← Fˆ(rβ,ν) ⊂ Fˆ(qα,ν)
ց
y y
Fˆ(r) Fˆ(qα)
ց
y
Fˆ(q)
2.5.47,
including in the bottom our definitions of âut
F
Y (µ, ε) and of âut
F
Y (ν, δ) ;
the functoriality of âut
F
X guarantees the commutativity of the top left-hand
squares. Moreover, any element θˆ in Fˆ(rβ,µ,λ) determines an element θˆλ
of Fˆ(qα,λ) which also stabilizes qα,ν(n+2) (cf. 2.5.35) in qα,λ(n+2) since it
stabilizes both α
(
q(n)
)
(cf. 2.5.40) and
rβ,µ,λ(m •m+ 3)
(
r(m)
)
= νˆ
(
β
(
r(m)
))
2.5.48;
hence, up to our identifications, θˆλ belongs to Fˆ(qα,ν,λ) and induces an ele-
ment θˆν in Fˆ(qα,ν) which still stabilizes qα,ν(n+2) = rβ,ν(m+2) (cf. 2.5.12);
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thus, up to our identifications, this element belongs to Fˆ(rβ,ν) and it is easily
checked that its image in Fˆ(rβ) coincides which the image of θˆ .
At this point, since the top vertical left-hand arrow is surjective, any
element ηˆ ∈ Fˆ(t) can be lifted to some ηˆγ,λ in Fˆ(tγ,λ) which determines
elements ηˆβ,µ,λ in Fˆ(tβ,µ,λ) and ηˆα,λ in Fˆ(qα,λ) . Then, according to our
definition, the image of ηˆβ,µ,λ in Fˆ(r) is just âut
F
Y (µ, ε)(ηˆ) ; but, we already
know that ηˆα,λ determines an element ηˆα,ν in Fˆ(qα,ν) and, once again by
the functoriality of âut
F
X , the image of ηˆα,ν in Fˆ(qα) coincides with the
image of ηˆα,λ via the bottom left-hand arrow in 2.5.31; thus, according to
our definition, the image of ηˆα,ν in Fˆ(q) is just âut
F
Y (λ, ϕ)(ηˆ) . Finally, we
already know that the image of ηˆβ,µ,λ in Fˆ(rβ) can be lifted to the element
of Fˆ(rβ,ν) determined by ηˆα,ν ; consequently, according to our definition, we
get
âut
F
Y (ν, δ)
(
âut
F
Y (µ, ε)(ηˆ)
)
= âut
F
Y (λ, ϕ)(ηˆ) 2.5.49,
which proves equality 2.5.27.
Secondly, in the ch∗(F
Y
)-morphism (ν, δ) : (r,∆m) → (q,∆n) , assume
that the image of r
(
δ(n)
)
via r(δ(n)•m) is not normal in r(m) ; let m′ be
the maximal element in ∆m−∆δ(n)−1 (where ∆−1 = ∅) such that the image
of r
(
δ(n)
)
via r(δ(n)•m′) is normal in r(m′) and, setting mˆ′ = m′+1 , denote
by R the normalizer of the image of r
(
δ(n)
)
in r(mˆ′) , denote by rˆ: ∆mˆ → F
Y
the functor fulfilling
rˆ ◦ δmmˆ′ = r and rˆ(mˆ
′) = R 2.5.50
and mapping mˆ′ • mˆ′+1 on the inclusion map R ⊂ r(mˆ′) , and denote by rˆ′
the restriction of rˆ to ∆mˆ′ ; then, it is quite clear that F (ˆr) = F(r) and it
follows easily from 2.5.25 that Fˆ (ˆr) = Fˆ(r) . Now, denoting by δ′ : ∆n → ∆mˆ′
the restriction of δ , we have an evident ch∗(F
Y
)-morphism
(ν′, δ′) : (ˆr′,∆mˆ′) −→ (q,∆n) 2.5.51
such that
(ν′, δ′) ◦ (idrˆ′ , ι
mˆ
mˆ′) = (ν, δ) ◦ (idr, δ
m
mˆ) 2.5.52
where ιmˆmˆ′ : ∆mˆ′ → ∆mˆ denotes the natural inclusion; moreover, in 2.5.25 we
have already defined both âut
F
Y (idr, δ
m
mˆ) = idFˆ(r) and âutFY (ν
′, δ′) . On the
other hand, note that if |r(m)| 6= |q(n)| then we have
|ˆr(mˆ)|/|ˆr′(mˆ′)| < |r(m)|/|q(n)| 2.5.53
and therefore, arguing by induction on |r(m)|/|q(n)|, we may assume that
âut
F
Y (idrˆ′ , ι
mˆ
mˆ′) is already defined. In conclusion, we define
âut
F
Y (ν, δ) = âut
F
Y (ν′, δ′) ◦ âut
F
Y (idrˆ′ , ι
mˆ
mˆ′) 2.5.54.
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At present, for any pair of ch∗(F
Y
)-morphisms (ν, δ) : (r,∆m)→ (q,∆n)
and (µ, ε) : (t,∆ℓ)→ (r,∆m) , setting (λ, ϕ) = (ν, δ) ◦ (µ, ε) , we have already
defined âut
F
Y (ν, δ) , âut
F
Y (µ, ε) and âut
F
Y (λ, ϕ) , and then it remains to
prove that
âut
F
Y (ν, δ) ◦ âut
F
Y (µ, ε) = âut
F
Y (λ, ϕ) 2.5.55;
we argue by induction first on |t(ℓ)|/|q(n)| and after on |t(ℓ)|/|r(m)| .
First of all, we assume that the image of r
(
δ(n)
)
via r
(
δ(n) •m
)
is not
normal in r(m) and denote by m′ the maximal element in ∆m − ∆δ(n)−1
such that the image of r
(
δ(n)
)
via r(δ(n)•m′) is normal in r(m′) ; moreover,
denote by ℓ′ the maximal element in ∆ℓ − ∆ϕ(n)−1 such that the image of
t(ϕ(n)) via t(ϕ(n)•ℓ′) is normal in t(ℓ′) ; then, clearly ε(m′) ≤ ℓ′ < ε(m) and,
respectively denoting by R and T the normalizers of the images of r
(
δ(n)
)
in
r(mˆ′) and of t
(
ϕ(n)
)
in t(ℓˆ′) , it is clear that the isomorphism
µmˆ′ : t
(
ε(mˆ′)
)
∼= r(mˆ′) 2.5.56
induces an isomorphism from t
(
ℓˆ′ • ε(mˆ′)
)
(T ) onto R . At this point, it is
easily checked that we can define a ch∗(F
Y
)-morphism
(µˆ, εˆ) : (ˆt,∆ℓˆ) −→ (ˆr,∆mˆ) 2.5.57
such that
(idr, δ
m
mˆ′) ◦ (µˆ, εˆ) = (µ, ε) ◦ (idt, δ
ℓ
ℓˆ′
) 2.5.58,
that εˆ(mˆ′) = ℓˆ′ , that tˆ(ℓˆ′) = T , that rˆ(mˆ′) = R and that µˆmˆ′ :T ∼= R is
determined by both µˆm′ and t
(
ℓˆ′ • ε(mˆ′)
)
; moreover, we consider the cor-
responding restriction
(µˆ′, εˆ′) : (ˆt′,∆ℓˆ′) −→ (ˆr
′,∆mˆ′) 2.5.59
which obviously fulfills
(idrˆ′ , ι
mˆ
mˆ′) ◦ (µˆ, εˆ) = (µˆ
′, εˆ′) ◦ (idtˆ′ , ι
ℓˆ
ℓˆ′
) 2.5.60.
Now, denoting by ϕ′ : ∆n → ∆ℓˆ′ the restriction of ϕ , it is quite clear that
ϕ′ = δ′◦εˆ′ and therefore, with the notation in 2.5.51 above, the corresponding
ch∗(F
Y
)-morphism (λ′, ϕ′) : (ˆt′,∆ℓˆ′) −→ (q,∆n) fulfills
(λ′, ϕ′) = (ν′, δ′) ◦ (µˆ′, εˆ′) 2.5.61
since we have (cf. 2.5.52, 2.5.58 and 2.5.60)
(ν′, δ′) ◦ (µˆ′, εˆ′) ◦ (idtˆ′ , ι
ℓˆ
ℓˆ′
) = (ν′, δ′) ◦ (idrˆ′ , ι
mˆ
mˆ′) ◦ (µˆ, εˆ)
= (ν, δ) ◦ (idr, δ
m
mˆ′) ◦ (µˆ, εˆ)
= (ν, δ) ◦ (µ, ε) ◦ (idt, δ
ℓ
ℓˆ′
)
= (λ, ϕ) ◦ (idt, δ
ℓ
ℓˆ′
)
2.5.62;
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hence, by the very definition 2.5.25, we have
âut
F
Y (λ, ϕ) = âut
F
Y
(
(ν′, δ′) ◦ (µˆ′, εˆ′)
)
◦ âut
F
Y
(
idtˆ′ , ι
ℓˆ
ℓˆ′
)
2.5.63.
But, since |R|/|q(n)| < |t(ℓ)|/|q(n)| , it follows from the induction hypothesis
that
âutFnc(λ
′, ϕ′) = âut
F
Y (ν′, δ′) ◦ âut
F
Y (µˆ′, εˆ′) 2.5.64;
similarly, since |ˆt(ℓˆ)|/|r(m)| < |t(ℓ)|/|q(n)| , from the induction hypothesis we
get
âut
F
Y (µˆ, εˆ) = âut
F
Y
(
(idr, ι
mˆ
m) ◦ (µˆ, εˆ)
)
= âut
F
Y
(
(µ, ε) ◦ (idt, ι
ℓˆ
ℓ)
)
= âut
F
Y (µ, ε)
2.5.65;
finally, since |t(ℓ)|/|R| < |t(ℓ)|/|q(n)| , we still get (cf. 2.5.54 and 2.5.60)
âut
F
Y (λ, ϕ) = âut
F
Y (ν′, δ′) ◦ âut
F
Y (µˆ′, εˆ′) ◦ âut
F
Y (idtˆ′ , ι
ℓˆ
ℓˆ′
)
= âut
F
Y (ν′, δ′) ◦ âut
F
Y
(
(idrˆ′ , ι
mˆ
mˆ′) ◦ (µˆ, εˆ)
)
= âut
F
Y (ν′, δ′) ◦ âut
F
Y (idrˆ′ , ι
mˆ
mˆ′) ◦ âutFY (µˆ, εˆ)
= âut
F
Y (ν, δ) ◦ âut
F
Y (µ, ε)
2.5.66.
Thus, we may assume that the image of r
(
δ(n)
)
via r
(
δ(n)•m
)
is normal
in r(m) , so that the image of t(ϕ(n)) via t
(
ϕ(n)•ε(m)
)
is in particular normal
in t
(
ε(m)
)
. As above, denote by ℓ′ the maximal element in ∆ℓ−∆ϕ(n)−1 such
that the image of t
(
ϕ(n)
)
via t
(
ϕ(n)•ℓ′
)
is normal in t(ℓ′) , so that this time we
have ε(m) ≤ ℓ′ . If ℓ′ = ℓ , it follows from 2.5.27 that we may assume that the
image of t
(
ε(m)
)
is not normal in t(ℓ) ; then, mutatis mutandi denote by ℓ′′
the maximal element in ∆ℓ − ∆ε(m)−1 such that the image of t
(
ε(m)
)
via
t(ε(m)• ℓ′′) is normal in t(ℓ′′) , denote by T ′ the normalizer of this image
in t(ℓˆ′′) , denote by ˆˆt : ∆ℓˆ → F
Y
the functor fulfilling
ˆˆt ◦ δℓ
ℓˆ′′
= t and ˆˆt(ℓˆ′′) = T ′ 2.5.67
and mapping ℓˆ′′ • ℓˆ′′+1 on the inclusion map T ′ ⊂ t(ℓˆ′′) , denote by ˆˆt
′
the
restriction of ˆˆt to ∆ℓˆ′′ and denote by ε
′′ : ∆m → ∆ℓˆ′′ the restriction of ε ; as
above, we have an evident ch∗(F
Y
)-morphism
(µ′′, ε′′) : (ˆˆt
′
,∆ℓˆ′′) −→ (r,∆m) 2.5.68
such that
(µ′′, ε′′) ◦ (idˆˆ
t
′ , ιℓˆ
ℓˆ′′
) = (µ, ε) ◦ (idt, δ
ℓ
ℓˆ
) 2.5.69.
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Once again, it follows from our definition in 2.5.54 that we have
âut
F
Y (µ, ε) = âut
F
Y (µ′′, ε′′) ◦ âut
F
Y (idˆˆ
t
′ , ιℓˆ
ℓˆ′′
) 2.5.70;
but according to equality 2.5.27, setting (λ′′, ϕ′′) = (ν, δ) ◦ (µ′′, ε′′) , we have
âut
F
Y (ν, δ) ◦ âut
F
Y (µ′′, ε′′) = âut
F
Y (λ′′, ϕ′′) 2.5.71
and note that (λ′′, ϕ′′)◦(idˆˆ
t
′ , ιℓˆ
ℓˆ′′
) = (λ, ϕ) ; moreover, the first induction index
in the two compositions of (ν, δ)◦ (µ, ε) and (λ′′, ϕ′′)◦ (idˆˆ
t
′ , ιℓˆ
ℓˆ′′
) coincide with
each other, whereas for the second one we have |t(ℓ)|/|r(m)| > |t(ℓ)|/|t(ℓˆ′′)| ;
consequently, it follows from our induction hypothesis that
âut
F
Y (ν, δ) ◦ âut
F
Y (µ, ε)
= âut
F
Y (ν, δ) ◦ âut
F
Y (µ′′, ε′′) ◦ âut
F
Y (idˆˆ
t
′ , ιℓˆ
ℓˆ′′
)
= âut
F
Y
(
(ν, δ) ◦ (µ′′, ε′′)
)
◦ âut
F
Y (idˆˆt
′ , ιℓˆ
ℓˆ′′
)
= âut
F
Y
(
(ν, δ) ◦ (µ, ε)
)
2.5.72.
If ℓ′ 6= ℓ , denoting by ε′ : ∆m → ∆ℓˆ′ the restriction of ε , with the
notation in 2.5.59 above, as in 2.5.51 we have a ch∗(F
Y
)-morphism
(µ′, ε′) : (ˆt′,∆ℓˆ′) −→ (r,∆m) 2.5.73
fulfilling (cf. 2.5.52)
(µ′, ε′) ◦ (idtˆ′ , ι
ℓˆ
ℓˆ′
) = (µ, ε) ◦ (idt, δ
ℓ
ℓˆ
) 2.5.74;
hence, it follows from our definition in 2.5.54 that
âut
F
Y (µ, ε) = âut
F
Y (µ′, ε′) ◦ âut
F
Y (idtˆ′ , ι
ℓˆ
ℓˆ′
) 2.5.75.
Moreover, it is clear that ϕ′ = δ ◦ ε′ and therefore we get
(λ′, ϕ′) = (ν, δ) ◦ (µ′, ε′) 2.5.76;
once again, from our definition in 2.5.54 we obtain
âut
F
Y (λ, ϕ) = âut
F
Y (λ′, ϕ′) ◦ âut
F
Y (idtˆ′ , ι
ℓˆ
ℓˆ′
) 2.5.77;
on the other hand, since |T |/|q(n)| < |t(ℓ)|/|q(n)| , it follows from the induc-
tion hypothesis applied to 2.5.76 that
âut
F
Y (λ′, ϕ′) = âut
F
Y (ν, δ) ◦ âut
F
Y (µ′, ε′) 2.5.78.
Consequently, we obtain
âut
F
Y (λ, ϕ) = âut
F
Y (ν, δ) ◦ âut
F
Y (µ′, ε′) ◦ âut
F
Y (idtˆ′ , ι
ℓˆ
ℓˆ′
)
= âut
F
Y (ν, δ) ◦ âut
F
Y (µ, ε)
2.5.79.
We are done.
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2.6. As we mention in [5, 2.4], in order to see that a folder structure
of F induces a folder structure of NF (U) for any subgroup U of P fully
normalized in F , we have to consider the F-radical subgroups of P . Recall
that a subgroup R of P is F-radical if it is F -selfcentralizing and we have
Op
(
F˜(R)
)
= {1} 2.6.1
where we set F˜(R) = F(R)/FR(R) [7, 1.3]; let us denote by F
rd
the full
subcategory of F over the set of F -radical subgroups of P , so that we have
the inclusion of categories
F
rd
⊂ F
sc
⊂ F
nc
2.6.2.
2.7. Then, it follows from [5, Lemma 2.5] that, for any subgroup U of P
fully normalized in F , we get the inclusion NF (U)
rd
⊂ F
sc
and therefore a
folder structure âutFsc of F induces by restriction a lifting
âut
NF (U)
rd : ch∗
(
NF(U)
rd)
−→ k∗-Gr 2.7.1
of the canonical functor aut
NF(U)
rd : ch∗
(
NF(U)
rd)
→ Gr ; moreover, denote
by NFnc (U) the intersection of NF(U) with F
nc
and by i
nc
U the corresponding
inclusion NFnc (U) ⊂ F
nc
. At this point, it follows from [5, Theorem 2.9] and
Theorem 2.5 above that we obtain a folder structure of NF(U) .
Corollary 2.8. For any subgroup U of P fully normalized in F , any folded
Frobenius P -category (F , âutFnc ) induces a unique folded Frobenius NP (U)-
category
(
NF(U), âutNF (U)nc
)
such that we have a natural k∗-map
âutN
F
nc (U) −→ âutFnc ◦ ch
∗(i
nc
U ) 2.8.1
lifting the canonical natural map autN
F
nc (U) → autFnc ◦ ch
∗(i
nc
U ) .
Proof: It follows from [5, Theorem 2.9] that the lifting âut
NF (U)
rd in 2.7.1
above can be extended to a unique functor
âutNF (U)sc : ch
∗
(
NF(U)
sc)
−→ k∗-Gr 2.8.2
lifting autNF(U)sc ; then, it follows from Theorem 2.5 above that, once again,
the functor 2.8.2 can be extended to a unique functor
âutNF (U)nc : ch
∗
(
NF(U)
nc)
−→ k∗-Gr 2.8.3
lifting autNF(U)nc ; in particular, by restriction we get a functor
âutN
F
nc (U) : ch
∗
(
NFnc (U)
)
−→ k∗-Gr 2.8.4.
But, we also can consider the pull-back
autN
F
nc (U) −→ autFnc ◦ ch
∗(i
nc
U )
↑ ↑
âutN
F
nc (U) −→ âutFnc ◦ ch
∗(i
nc
U )
2.8.5
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defining the functor âutN
F
nc (U) which still extends âutNF (U)rd ; then, it is
not difficult to adapt the uniqueness arguments in the proofs of [5, Theo-
rem 2.9] and Theorem 2.5 above to get a proof of the existence of a natural
k∗-isomorphism
âutN
F
nc (U)
∼= âutN
F
nc (U) 2.8.6;
now, the natural k∗-map 2.8.1 comes from this natural k∗-isomorphism and
the bottom natural k∗-map in 2.8.5.
3. Regular central k∗-extensions of F
sc
3.1. An obvious way of getting a folder structure of F is to start with a
regular central k∗-extension Fˆ
nc
of F
nc
; indeed, in this case it follows from
[4, Proposition A2.10] that we have a canonical functor
aut
Fˆ
sc : ch∗(Fˆ
nc
) −→ k∗-Gr 3.1.1
mapping any Fˆ
nc
-chain qˆ : ∆n → Fˆ
nc
to the stabilizer Fˆ
nc
(q) in Fˆ
nc(
q(n)
)
of
all the subgroups Im
(
q(i•n)
)
for i ∈ ∆n , where q : ∆n → F
nc
denotes the cor-
responding F
nc
-chain; then, it is clear that this functor factorizes throughout
a folder structure of F
âutFnc : ch
∗(F
nc
) −→ k∗-Gr 3.1.2.
Conversely, our main purpose is to prove that any folder structure âutFnc of F
(cf. 2.4) comes from a regular central k∗-extension Fˆ
nc
of F
nc
; consequently,
once this result will be obtained, to consider a folded Frobenius P -category is
equivalent to consider a pair (F , Fˆ
nc
) formed by a Frobenius P -category F
and by a regular central k∗-extension Fˆ
nc
of F
nc
.
3.2. Recall that if Q and Q′ are F -isomorphic F -nilcentralized sub-
groups of P , for any pair of F -nilcentralized subgroups R of Q and R′ of Q′
condition 2.1.1 in F induces a restriction map
rQ
′,Q
R′,R : F(Q
′, Q)R′,R −→ F(R
′, R) 3.2.1
where F(Q′, Q)R′,R denotes the set of θ ∈ F(Q′, Q) such that θ(R) ⊂ R′ ;
in particular, we have a group homomorphism from the stabilizer F(Q)R
of R in F(Q) to F(R) . First of all, note the following consequence of condi-
tion 2.1.3.
Lemma 3.3. With the notation above, assume that R and R′ are F-isomor-
phic and fully normalized in F ; set N = NP (R) and N ′ = NP (R′) . Then
the restriction map and the composition induce a bijection
F(N ′, N)R′,R ×F(N)R F(R)
∼= F(R′, R) 3.3.1.
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Proof: It is clear that if θ ∈ F(N ′, N)R′,R and σ ∈ F(R) then the compo-
sition rN
′,N
R′,R (θ) ◦ σ belongs to F(R
′, R) ; moreover, if η ∈ F(N ′, N)R′,R and
τ ∈ F(R) fulfill rN
′,N
R′,R (η) ◦ τ = r
N ′,N
R′,R (θ) ◦ σ , then we have
rN,NR,R (θ
−1 ◦ η) = σ ◦ τ−1 3.3.2
which implies that θ−1 ◦ η belongs to F(N)R ; consequently, the pairs (θ, σ)
and (η, τ) have the same image in the quotient set
F(N ′, N)R′,R ×F(N)R F(R) =
(
F(N ′, N)R′,R ×F(R)
)/
F(N)R 3.3.3.
Conversely, any θ ∈ F(R′, R) induces by conjugation a group isomor-
phism F(R) ∼= F(R′) ; then, since FN (R) and FN ′(R′) are respective Sylow
p-subgroups of F(R) and F(R′) [4, 2.11.4], there is σ ∈ F(R) such that the
isomorphism F(R) ∼= F(R′) induced by θ ◦ σ sends FN (R) onto FN ′(R′) ; at
this point, it follows from condition 2.1.3 that there is η ∈ F(N ′, N) such
that rN
′,N
R′,R (η) = θ ◦ σ , so that η belongs to F(N
′, N)R′,R and θ is the image
of the pair (η, σ−1) .
3.4. As in the proof of Theorem 2.5 above, in order to discuss the exis-
tence and the uniqueness of the announced k∗-category Fˆ
nc
, we have to con-
sider the situation relative to a nonempty set X of F -nilcentralized subgroups
of P which contains any subgroup of P admitting an F -morphism from some
subgroup in X ; more explicitly, we denote by F
X
the full subcategory of F
nc
over the set X of objects and consider the obvious restricted functor
âut
F
X : ch∗(F
X
) −→ k∗-Gr 3.4.1;
our main purpose is to prove that this functor comes from an essentially
unique regular central k∗-extension Fˆ
X
of F
X
; actually, the uniqueness de-
pends on the choice of a lifting ιˆPQ ∈ Fˆ
X
(P,Q) of the inclusion map ιPQ :Q→ P
when Q runs over X , as shows the next lemma.
Lemma 3.5. With the notation above, any k∗-functor fˆ
X
: Fˆ
X
→ Fˆ
X
lifting
the identity on F
X
, fulfilling fˆ
X
(ιˆPQ) = ιˆ
P
Q for any Q ∈ X and such that the
composition aut
Fˆ
X ◦ ch∗(fˆ
X
) still lifts to âut
F
X coincides with the identity.
Proof: According to our hypothesis, for any Q ∈ X , the k∗-group homomor-
phism fˆ
X
(Q) : Fˆ
X
(Q) → Fˆ
X
(Q) is equal to the identity map, and it suffices
to prove that, for any ϕˆ ∈ Fˆ
X
(P,Q) , we have fˆ
X
(ϕˆ) = ϕˆ . Denoting by ϕ the
image of ϕˆ in F
X
(P,Q) and employing the terminology in [4, 5.15], we argue
by induction on the length ℓ(ϕ) of ϕ ; if ℓ(ϕ) = 0 we have ϕ = σ ◦ ιPQ for some
σ ∈ F(P ) [4, Corollary 5.14] and therefore we get ϕˆ = σˆ·ιˆPQ for a suitable
σˆ ∈ Fˆ
X
(P ) , so that fˆ
X
(ϕˆ) = fˆ
X
(σˆ)·fˆ
X
(ιˆPQ) = σˆ·ιˆ
P
Q = xˆ .
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Otherwise, we have [4, 5.15.1]
ϕ = ιPR ◦ τ ◦ η and ℓ(ι
P
R ◦ η) = ℓ(ϕ)− 1 3.5.1
for some R ∈ X , some η ∈ F(R,Q) and some τ ∈ F(R) , and therefore we
get ϕˆ = ιˆPR·τˆ ·ηˆ for suitable τˆ ∈ Fˆ
X
(R) and ηˆ ∈ Fˆ
X
(R,Q) respectively lifting
τ and η ; then, by the induction hypothesis, we obtain
ιˆPR ·ˆf
X
(ηˆ) = fˆ
X
(ιˆPR·yˆ) = ιˆ
P
R·ηˆ 3.5.2
which forces fˆ
X
(ηˆ) = ηˆ and therefore we also obtain fˆ
X
(ϕˆ) = ϕˆ .
3.6. Note that in a regular central k∗-extension Fˆ
X
of F
X
any morphism
also is a monomorphism and therefore it follows from condition 2.1.1 that,
with the notation in 3.2 above we also have a k∗-restriction map
rˆQ
′,Q
R′,R : Fˆ
X
(Q′, Q)R′,R −→ Fˆ
X
(R′, R) 3.6.1
where Fˆ
X
(Q′, Q)R′,R is the converse image of F(Q′, Q)R′,R in Fˆ
X
(Q′, Q) .
Theorem 3.7. With the notation above, there exists an essentially unique
regular central k∗-extension Fˆ
nc
of F
nc
inducing the folded Frobenius P -cate-
gory (F , âutFnc ) .
Proof: We choose a setX as in 3.4 above and, arguing by induction on |X| , we
will prove that there exists a regular central k∗-extension Fˆ
X
of F
X
inducing
the obvious restricted functor (cf. 3.4.1)
âut
F
X : ch∗(F
X
) −→ k∗-Gr 3.7.1
and that such a Fˆ
X
, endowed with a choice of a family {ιˆPQ}Q∈X of liftings
ιˆPQ ∈ Fˆ
X
(P,Q) of the inclusion maps ιPQ :Q → P , is unique up to a unique
k∗-isomorphism.
If X = {P} then F
X
has just one object P and its automorphism group
is F(P ) ; then, the folder structure maps the trivial F
nc
-chain ∆0 → F
nc
sending 0 to P on a k∗-group Fˆ(P ) ; that is to say, we get a k∗-category Fˆ
X
with one object P and with the k∗-group automorphism Fˆ(P ) , which clearly
induces the corresponding functor 3.7.1 again; the uniqueness is clear.
Otherwise, choose a minimal element U in X fully normalized in F and
set
Y = X− {θ(U) | θ ∈ F(P,U)} 3.7.2;
then, according to our induction hypothesis, there exists a regular central
k∗-extension Fˆ
Y
of F
Y
inducing the obvious restricted functor (cf. 3.4.1)
âut
F
Y : ch∗(F
Y
) −→ k∗-Gr 3.7.3
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and such a k∗-category Fˆ
Y
, endowed with a choice of a family {ιˆPQ}Q∈Y of
liftings ιˆPQ ∈ Fˆ
Y
(P,Q) of the inclusion maps ιPQ :Q → P , is unique up to a
unique k∗-isomorphism.
If NF(U) = F [4, Proposition 2.16] then it follows from [4,Proposi-
tion 19.5] that F coincides with the Frobenius P -category FL associated
with the F-localizer L of U ; moreover, since U is F -nilcentralized, we have
CF (U) = FCP (U) (cf. 2.2); thus, setting C = CL(U) and identifying P with
its canonical image in L [4, Remark 18.7], any p′-element of NC(Q) cen-
tralizes Q for any p-subgroup Q of C , so that NC(Q)/CC(Q) is a p-group,
and therefore we have [4, I1]
C = Op′(C) ⋊ CP (U) 3.7.4;
then, since Op′(C) has a trivial image in F(U) , it follows from [4, Theo-
rem 18.6 and Remark 18.7] that Op′(C) is trivial; that is to say, the F-self-
centralizing subgroup Uˆ = U ·CP (U) of P (cf.2.2) is normal in L and therefore
we also have F = NF (Uˆ) . In particular, for any pair of subgroups Q and R
in X , the restriction induces a bijection
F(Q·Uˆ , R·Uˆ)Q,R/CF(R·Uˆ)R(R)
∼= F(Q,R) 3.7.5
and, denoting by F˜ the exterior quotient of F [4, 1.3], an injective map
[4, Corollary 4.9]
F˜(Q·Uˆ , R·Uˆ) −→ F˜(Uˆ) 3.7.6.
But, the folder structure maps the trivial F
nc
-chain ∆0 → F
nc
sending
0 to Uˆ on a k∗-group Fˆ
X
(Uˆ) ; moreover, FUˆ (Uˆ) admits a canonical lifting
to Fˆ
X
(Uˆ) , still noted FUˆ (Uˆ) ; then, the quotient Fˆ
X
(Uˆ )/FUˆ (Uˆ) determines
a central k∗-extension ˆ˜F
X
(Uˆ) of F˜(Uˆ) and therefore the injection 3.7.6 de-
termines a k∗-set ˆ˜F
X
(Q·Uˆ , R·Uˆ) , so that we can consider the pull-back
F(Q·Uˆ , R·Uˆ) −→ F˜(Q·Uˆ , R·Uˆ)
↑ ↑
Fˆ
X
(Q·Uˆ , R·Uˆ) −→ ˆ˜F
X
(Q·Uˆ , R·Uˆ)
3.7.7
which defines the k∗-set Fˆ
X
(Q·Uˆ , R·Uˆ) .
On the other hand, consider the F
nc
-chains ∆0 → F
nc
and ∆1 → F
nc
sending 0 to R·Uˆ or to Uˆ , 1 to R·Uˆ and 0 • 1 to the inclusion Uˆ → R·Uˆ ; up
to a suitable identification, the folder structure provides a k∗-group homo-
morphism
Fˆ
X
(R·Uˆ) = Fˆ
X
(R·Uˆ)Uˆ −→ Fˆ
X
(Uˆ) 3.7.8;
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in particular, Fˆ
X
(R·Uˆ) acts on ˆ˜F
X
(Uˆ) via the composition on the right-
hand, clearly stabilizing the k∗-subset ˆ˜F
X
(Q·Uˆ , R·Uˆ) ; now, it is easily checked
that this k∗-group acts on the k∗-set Fˆ
X
(Q·Uˆ , R·Uˆ) and, in particular, the
stabilizer Fˆ
X
(R·Uˆ)R of R still acts on the k∗-subset Fˆ
X
(Q·Uˆ , R·Uˆ)Q,R of this
k∗-set.
Finally, since R is F -nilcentralized, it follows from [4, Corollary 4.7]
that C
F(R·Uˆ)R
(R) is a p-group and, as above, it has a canonical lifting
to Fˆ
X
(R·Uˆ)R , still noted CF(R·Uˆ)R(R) ; hence, according to bijection 3.7.5,
we can define
Fˆ
X
(Q,R) = Fˆ
X
(Q·Uˆ , R·Uˆ)Q,R/CF(R·Uˆ)R(R) 3.7.9.
Since the injective maps 3.7.6 are compatible with the composition in F˜ , it
is routine to prove that definition 3.7.9 allows a lifting to the k∗-sets in 3.7.9
of this composition, defining a central regular k∗-extension Fˆ
X
of F
X
.
If F̂
X
is another central regular k∗-extension of F
X
inducing the same
folder structure and we have NF (U) = F , note that for any Q ∈ X the
p-group FQ(Q) has a canonical lifting to F̂
X
(Q) , still noted FQ(Q) , and
that then the k∗-sets defined bŷ˜FX(Q,R) = F̂X(Q,R)/FQ(Q) 3.7.10,
where Q and R run over X , and the composition in F̂
X
induce a central
regular k∗-extension ̂˜FX of F˜X ; moreover, following the steps above, it is
clear that the natural isomorphism between the two folder structures provides
a k∗-group isomorphism F̂
X
(Uˆ) ∼= Fˆ(Uˆ) and, for any R ∈ X , provides both a
k∗-group isomorphism F̂
X
(R·Uˆ) ∼= Fˆ
X
(R·Uˆ) and a k∗-group homomorphism
F̂
X
(R·Uˆ) = F̂
X
(R·Uˆ)Uˆ −→ F̂
X
(Uˆ) 3.7.11
compatible with homomorphism 3.7.8. Now, for any Q and R in X , it is not
difficult to get a k∗-set bijection
F̂
X
(Q,R) ∼= Fˆ
X
(Q,R) 3.7.12
in such a way that they are compatible with both compositions.
From now on, we assume that NF(U) 6= F . It follows from Corol-
lary 2.8 above that for any subgroup Q of P fully normalized in F , our folded
Frobenius P -category (F , âutFnc ) induces a folded Frobenius NP (Q)-category(
NF(Q), âutNF (Q)nc
)
where
âutNF (Q)nc : ch
∗(NF(Q)
nc
) −→ k∗-Gr 3.7.13
is the unique functor lifting autNF(Q)nc and extending the restriction of âutFsc
to NF (Q)
rd
.
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Thus, since NF(U) 6= F , arguing by induction on the size of F , for any
V ∈ X −Y fully normalized in F we may assume the existence of a unique
regular central k∗-extension N̂F (V )
nc
of NF(V )
nc
determining âutNF (V )nc .
Actually, denoting by NX(V ) the set of subgroups in X contained in NP (V )
(which are clearly NF(V )-nilcentralized!), we are only interested in the full
k∗-subcategory N̂F(V )
NX(V )
of N̂F (V )
nc
over NX(V ) .
Similarly, denoting by NY(V ) the set of subgroups in Y contained in
NP (V ), we still consider the full k
∗-subcategory N̂F(V )
NY(V )
of N̂F(V )
nc
over
NY(V ) which determines the folder structure âutNF (V )NY(V ) of NF(V )
NY(V ) ;
but, it is easily checked from 3.7.3 that the k∗-subcategory N
Fˆ
Y (V ) of Fˆ
Y
still determines this folder structure; that is to say, once again according to
our induction hypothesis, we may assume that the k∗-categories N̂F(V )
NY(V )
and N
Fˆ
Y (V ) coincide with each other, so that N̂F(V )
NY(V )
is a k∗-subcate-
gory of Fˆ
Y
.
Moreover, setting N = NP (V ) and considering the NF (V )
nc
-chains
qV : ∆0 → NF(V )
nc
, qN : ∆0 → NF (V )
nc
(cf. 2.3) and n : ∆1 → NF (V )
nc
which maps 0 on V , 1 on N and 0 • 1 on ιNV , together with the obvious
ch∗(NF(V )
sc
)-morphisms (cf. 2.3)
(n,∆1)
(idV ,δ
0
1)−−−−−−→ (qV ,∆0) and (n,∆1)
(idN ,δ
0
0)−−−−−−→ (qN ,∆0) 3.7.14,
it follows from 3.7.13 that the functors âutNF (V )nc and âutFnc send (n,∆1) ,
(qV ,∆0) and (qN ,∆0) to the same respective k
∗-groups, noted F̂(N)V , F̂(V )
and F̂(N) , and that they send the ch∗(NF (Q)
nc
)-morphisms (id, δ01) and
(idN , δ
0
0) to the same respective k
∗-group homomorphisms
F̂(N)V −→ F̂(V ) and F̂(N)V −→ F̂(N) 3.7.15;
note that the respective images of F̂(N)V are NF̂(V )
(
FN(V )
)
and the stabi-
lizer of V in F̂(N) .
SinceN belongs toY , F̂(N) necessarily coincides with Fˆ
Y
(N) and there-
fore F̂(N)V also coincides with the stabilizer Fˆ
Y
(N)V of V in Fˆ
Y
(N) . Then,
for any V ′ ∈ X−Y fully normalized in F , setting N ′ = NP (V ′) and denoting
by Fˆ
Y
(N ′, N)V ′,V the converse image of F(N ′, N)V ′,V in Fˆ
Y
(N ′, N) , it is
clear that Fˆ
Y
(N)V acts on the k
∗-set Fˆ
Y
(N ′, N)V ′,V by right-hand composi-
tion in Fˆ
Y
; moreover, setting Fˆ
X
(V ) = F̂(V ) , the left-hand homomorphism
in 3.7.15 induces a k∗-group homomorphism form Fˆ
Y
(N)V to Fˆ
X
(V ) ; thus,
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we are able to define the k∗-set
Fˆ
X
(V ′, V ) = Fˆ
Y
(N ′, N)V ′,V ×FˆY(N)V Fˆ
X
(V ) 3.7.16
and then, from isomorphism 3.3.1, we get a canonical map
Fˆ
X
(V ′, V ) −→ F(V ′, V ) 3.7.17.
Note that, in the case where V ′ = V , our notation is coherent and the
pair formed by ιˆNN in Fˆ
Y
(N)V and by the image of ιˆ
N
N in Fˆ
X
(V ) , via the left-
hand homomorphism in 3.7.15, coincides with the unity element ιˆVV in Fˆ
X
(V ) .
Thus, for another V ′′ ∈ X−Y fully normalized in F , setting N ′′ = NP (V ′′)
and considering Fˆ
Y
(N ′′, N)V ′′,V , Fˆ
Y
(N ′′, N ′)V ′′,V ′ and Fˆ
X
(V ′) as above, we
also have the k∗-sets
Fˆ
X
(V ′′, V ) = Fˆ
Y
(N ′′, N)V ′′,V ×FˆY(N)V Fˆ
X
(V )
Fˆ
X
(V ′′, V ′) = Fˆ
Y
(N ′′, N ′)V ′′,V ′ ×FˆY(N ′)V ′
Fˆ
X
(V ′)
3.7.18
and we claim that the composition in Fˆ
Y
and in the corresponding k∗-groups
induces a k∗-composition
cˆXV ′′,V ′,V : Fˆ
X
(V ′′, V ′)× Fˆ
X
(V ′, V ) −→ Fˆ
X
(V ′′, V ) 3.7.19
lifting the composition in F via the canonical maps 3.7.17.
First of all, mutatis mutandi denote by qV ′ , qN ′ and n
′ , the analogous
NF(V
′)
nc
-chains and by (idV ′ , δ
0
1) and (idN ′ , δ
0
1) the analogous ch
∗(NF(V
′)
nc
)-
morphisms; it is clear that any F -morphism ϕ :N → N ′ fulfilling ϕ(V ) = V ′
determines natural isomorphisms qV ∼= qV ′ , qN ∼= qN ′ and n ∼= n′ which
induce commutative ch∗(F
nc
)-diagrams (cf. 3.7.14)
(n′,∆1) −→ (qV ′ ,∆0)
≀‖ ≀‖
(n,∆1) −→ (qV ,∆0)
and
(n′,∆1) −→ (qN ′ ,∆0)
≀‖ ≀‖
(n,∆1) −→ (qN ,∆0)
3.7.20 ;
at this point, the functor âutFnc sends these commutative ch
∗(F
nc
)-diagrams
to the commutative diagrams of k∗-groups
Fˆ
Y
(N ′)V ′ −→ Fˆ
X
(V ′)
≀‖ hˆϕ ≀‖
Fˆ
Y
(N)V −→ Fˆ
X
(V )
and
Fˆ
Y
(N ′)V ′ −→ Fˆ
Y
(N ′)
≀‖ gˆϕ ≀‖
Fˆ
Y
(N)V −→ Fˆ
Y
(N)
3.7.21
and note that the k∗-group isomorphism gˆϕ has to be induced by the compo-
sition in the k∗-category Fˆ
Y
(cf. 3.7.3); that is to say, if ϕˆ ∈ Fˆ
Y
(N ′, N)V ′,V
lifts ϕ , for any σˆ ∈ Fˆ
Y
(N) we actually have gˆϕ(σˆ) = ϕˆ·σˆ·ϕˆ−1 .
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We are ready to define the k∗-composition cˆXV ′′,V ′,V in 3.7.19; any ele-
ment in Fˆ
X
(V ′, V ) is the class (ϕˆ, σˆ) of some pair (ϕˆ, σˆ) where ϕˆ and σˆ
respectively belong to Fˆ
Y
(N ′, N)V ′,V and to Fˆ
X
(V ) ; similarly, if (ϕˆ′, σˆ′) is
an element of Fˆ
X
(V ′′, V ′) then it is clear that, in the k∗-category Fˆ
Y
, the
composition ϕˆ′·ϕˆ makes sense and belongs to Fˆ
Y
(N ′′, N)V ′′,V ; moreover,
denoting by ϕ the image of ϕˆ in F(N ′, N) , we have the k∗-group isomorphism
hˆϕ from Fˆ
X
(V ) to Fˆ
X
(V ′) and therefore (hˆϕ)
−1(σˆ′) belongs to Fˆ
X
(V ) ; then,
we set
cˆXV ′′,V ′,V
(
(ϕˆ′, σˆ′), (ϕˆ, σˆ)
)
=
(
ϕˆ′·ϕˆ, (hˆϕ)−1(σˆ′)·σˆ
)
3.7.22;
the compatibility with the action of k∗ is clear.
This makes sense since, for any τˆ ∈ Fˆ
Y
(N)V and any τˆ
′ ∈ Fˆ
Y
(N ′)V ′ ,
denoting by τ the image of τˆ in F(N) , in the category Fˆ
Y
and in the k∗-group
Fˆ
X
(V ) we respectively get (cf. 3.7.21)
(ϕˆ′·τˆ ′)·(ϕˆ·τˆ ) = ϕˆ′·ϕˆ·(gˆϕ)
−1(τˆ ′)·τˆ
(hˆϕ·τ )
−1(τˆ ′−1·σˆ′)·(τˆ−1·σˆ)
=
(
(hˆτ )
−1 ◦ (hˆϕ)
−1
)
(τˆ ′−1·σˆ′)·(τˆ−1·σˆ)
= (hˆτ )
−1
(
(gˆϕ)
−1(τˆ ′−1)·(hˆϕ)
−1(σˆ′)
)
·τˆ−1·σˆ
= τˆ−1·(gˆϕ)
−1(τˆ ′−1)·(hˆϕ)
−1(σˆ′)·σˆ
=
(
(gˆϕ)
−1(τˆ ′)·τˆ
)−1
·(hˆϕ)
−1(σˆ′)·σˆ
3.7.23;
consequently, we obtain
cˆXV ′′,V ′,V
(
(ϕˆ′·τˆ ′, τˆ ′−1·σˆ′), (ϕˆ·τˆ , τˆ−1·σˆ)
)
= cˆXV ′′,V ′,V
(
(ϕˆ′, σˆ′), (ϕˆ, σˆ)
)
3.7.24
This k∗-composition is associative since, for any V ′′′ ∈ X − Y fully
normalized in F and any element (ϕˆ′′, σˆ′′) in Fˆ
X
(V ′′′, V ′′) , denoting by ϕ′
the image of ϕˆ′ in F(N ′′, N ′) we obtain
cˆXV ′′′,V ′′,V
(
(ϕˆ′′, σˆ′′), cˆXV ′′,V ′,V
(
(ϕˆ′, σˆ′), (ϕˆ, σˆ)
))
= cˆXV ′′′,V ′′,V
(
(ϕˆ′′, σˆ′′),
(
ϕˆ′·ϕˆ, (hˆϕ)−1(σˆ′)·σˆ
))
=
(
ϕˆ′′·(ϕˆ′·ϕˆ), (hˆϕ′·ϕ)−1(σˆ′′)·
(
(hˆϕ)−1(σˆ′)·σˆ
))
=
(
(ϕˆ′′·ϕˆ′)·ϕˆ, (hˆϕ)−1
(
(hˆϕ′)−1(σˆ′)·σˆ′
)
·σˆ
)
= cˆXV ′′′,V ′,V
(
cˆXV ′′,V ′′,V ′
(
(ϕˆ′′, σˆ′′), (ϕˆ′, σˆ′)
)
, (ϕˆ, σˆ)
)
3.7.25.
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According to our definition of Fˆ
X
(V ′, V ) in 3.7.16, the unity element of
Fˆ
X
(V ) defines a canonical k∗-set homomorphism
rˆN
′,N
V ′,V : Fˆ
Y
(N ′, N)V ′,V −→ Fˆ
X
(V ′, V ) 3.7.26
lifting rN
′,N
V ′,V . More generally, let Q and Q
′ be a pair of subgroups of P
respectively contained in N and N ′ , and strictly containing V and V ′ ; we
define a k∗-set homomorphism
rˆQ
′,Q
V ′,V : Fˆ
Y
(Q′, Q)V ′,V −→ Fˆ
X
(V ′, V ) 3.7.27
lifting the restriction map (cf. 3.2.1)
rQ
′,Q
V ′,V : F(Q
′, Q)V ′,V −→ F(V
′, V ) 3.7.28
as follows. If ϕˆ ∈ Fˆ
Y
(Q′, Q)V ′,V and ϕ denotes its image in F(Q′, Q)V ′,V ,
it follows from Lemma 3.3 that rQ
′,Q
V ′,V (ϕ) = r
N ′,N
V ′,V (ψ) ◦ θ for suitable ψ in
F(N ′, N)V ′,V and θ in F(V ) ; thus, setting Q′′ = ψ−1(Q′) ⊂ N , we get
θ = rQ
′′,Q
V,V
(
rN,N
′
Q′′,Q′(ψ
−1) ◦ ϕ
)
3.7.29
and therefore, setting σ = rN,N
′
Q′′,Q′(ψ
−1) ◦ ϕ , we still get ϕ = rN
′,N
Q′,Q′′(ψ) ◦ σ .
Hence, choosing a lifting ψˆ of ψ in Fˆ
Y
(N ′, N)V ′,V , in the k
∗-category Fˆ
Y
we have the restriction rˆN
′,N
Q′,Q′′(ψˆ) (cf. 3.6) as an element of Fˆ
Y
(Q′, Q′′)V ′,V ;
then, in this k∗-category there is a unique lifting σˆ to Fˆ
Y
(Q′′, Q)V,V of σ
fulfilling
ϕˆ = rˆN
′,N
Q′,Q′′(ψˆ)·σˆ 3.7.30.
Moreover, since N̂F(V )
NY(V )
has been identified with the k∗-subcategory
N
Fˆ
Y (V ) of Fˆ
Y
and since we have Q′′ ⊂ N and σˆ ∈ Fˆ
Y
(Q′′, Q)V,V , actually
σˆ can be identified with an element of N̂F(V )
nc
(Q′′, Q) and therefore in the
k∗-category N̂P(V )
NX(V )
we have the restriction rˆQ
′′,Q
V,V (σˆ) (cf. 3.6) lifting θ
to N̂P(V )
NX(V )
(V ) which coincides with Fˆ
X
(V ) since we have (cf. 3.7.14)
N̂P(V )
nc
(V ) = âutNF (V )nc (qV ) = âutFnc (qV ) = Fˆ
X
(V ) 3.7.31.
Then, we define (cf. 3.7.12)
rˆQ
′,Q
V ′,V (ϕˆ) =
(
ψˆ, rˆQ
′′,Q
V,V (σˆ)
)
3.7.32.
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This definition is independent of our choice of ψ ∈ F(N ′, N)V ′,V since,
for another decomposition rQ
′,Q
V ′,V (ϕ) = r
N ′,N
V ′,V (ψ
′) ◦ θ′ , we actually obtain
ψ′ = ψ ◦ τ and θ′ = rNV (τ
−1) ◦ θ for some τ ∈ F(N)V ; consequently, setting
Q′′′ =
(
πN (τ
−1)
)
(Q′′) , once again an element τˆ of Fˆ
Y
(N)V lifting τ can be
identified with an element of N̂F(V )
nc
(N) and we also obtain
ϕˆ = rˆN
′,N
Q′,Q′′(ψˆ)·σˆ =
(
rˆN
′,N
Q′,Q′′′(ψˆ·τˆ )
)
·
(
rˆN,NQ′′′,Q′′(τˆ
−1)·σˆ
)
3.7.33;
but, the pairs
(
ψˆ, rˆQ
′′,Q
V,V (σˆ)
)
and
(
ϕˆ·τˆ , rˆQ
′′′,Q
V,V (rˆ
N,N
Q′′′,Q′′(τˆ
−1)·σˆ)
)
actually have
the same class in Fˆ
X
(V ′, V ) .
At present, if R and R′ are a pair of subgroups of P respectively con-
tained in Q and Q′ , and strictly containing V and V ′ , we claim that the
corresponding restriction rˆR
′,R
V ′,V agree with rˆ
Q′,Q
V ′,V ; that is to say, if ϕˆ in
Fˆ
Y
(Q′, Q)V ′,V has an image in F(Q′, Q) mapping R on R′ , it follows from 3.6
above that we have the restriction rˆQ
′,Q
R′,R (ϕˆ) in Fˆ
Y
(R′, R)V ′,V and we claim
that
rˆR
′,R
V ′,V
(
rˆQ
′,Q
R′,R (ϕˆ)
)
= rˆQ
′,Q
V ′,V (ϕˆ) 3.7.34.
Indeed, with the notation above we may assume that ϕˆ = rˆN
′,N
Q′,Q′′(ψˆ)·σˆ ; then,
setting R′′ = ψ−1(R′) ⊂ N , we clearly have
rˆQ
′,Q
R′,R (ϕˆ) = rˆ
N ′,N
R′,R′′(ψˆ)·rˆ
Q′′,Q
R′′,R (σˆ) 3.7.35;
consequently, since the restriction in the k∗-category N̂F(V )
NX(V )
is transitive
(cf. 3.6), we clearly obtain
rˆR
′,R
V ′,V
(
rˆQ
′,Q
R′,R (ϕˆ)
)
=
(
ψˆ, rˆR
′′,R
V,V (rˆ
Q′′,Q
R′′,R (σˆ))
)
=
(
ψˆ, rˆQ
′′,Q
V,V (σˆ)
)
= rˆQ
′,Q
V ′,V (ϕˆ)
3.7.36.
As above, consider a third V ′′ ∈ X − Y fully normalized in F , and a
subgroup Q′′ of P contained in N ′′ = NP (V
′′) and strictly containing V ′′ ;
thus, we have the three k∗-set homomorphisms rˆQ
′,Q
V ′,V , rˆ
Q′′,Q′
V ′′,V ′ and rˆ
Q′′,Q
V ′′,V and
we claim that they are compatible with the k∗-compositions (cf. 3.7.19),
namely that we have the following commutative diagram
Fˆ
Y
(Q′′, Q′)V ′′,V ′ × Fˆ
Y
(Q′, Q)V ′,V −→ Fˆ
Y
(Q′′, Q)V ′′,V
rˆ
Q′′,Q′
V ′′,V ′
×rˆ
Q′,Q
V ′,V
y y rˆQ′′,Q
V ′′,V
Fˆ
X
(V ′′, V ′)× Fˆ
X
(V ′, V ) −→ Fˆ
X
(V ′′, V )
3.7.37.
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Indeed, let ϕˆ and ϕˆ′ be respective elements of Fˆ
Y
(Q′, Q)V ′,V and of
Fˆ
Y
(Q′′, Q′)V ′′,V ′ ; we actually may assume that
ϕˆ = rˆN
′,N
Q′,R (ψˆ)·σˆ and ϕˆ
′ = rˆN
′′,N ′
Q′′,R′ (ψˆ
′)·σˆ′ 3.7.38
where ψˆ and ψˆ′ are suitable elements respectively belonging to Fˆ
Y
(N ′, N)V ′,V
and to Fˆ
Y
(N ′′, N ′)V ′′,V ′ , and, denoting by ψ and ψ
′ their images in F and
setting
R = ψ−1(Q′) and R′ = ψ′−1(Q′′) 3.7.39,
where σˆ and σˆ′ are suitable elements respectively belonging to Fˆ
Y
(R,Q)V ′,V
and to Fˆ
Y
(R′, Q′)V ′′,V ′ . Then, setting R
′′ = ψ−1(R′) = (ψ′ ◦ ψ)−1(Q′′) , we
clearly have
ϕˆ′·ϕˆ =
(
rˆN
′′,N ′
Q′′,R′ (ψˆ)·σˆ
′
)
·
(
rˆN
′,N
Q′,R (ψˆ)·σˆ
)
= rˆN
′′,N
Q′′,R′′(ψˆ
′·ψˆ)·
(
rˆN,N
′
R′′,R′(ψˆ
−1)·σˆ′·rˆN
′,N
Q′,R (ψˆ)
)
·σˆ
3.7.40.
Hence, setting σˆ′′ = rˆN,N
′
R′′,R′(ψˆ
−1)·σˆ′·rˆN
′,N
Q′,R (ψˆ) , we get (cf. 3.7.27)
rˆQ
′′,Q
V ′′,V (ϕˆ
′·ϕˆ) =
(
ψˆ′·ψˆ, rˆR
′′,Q
V,V (σˆ
′′·σˆ)
)
3.7.41.
On the other hand, from equalities 3.7.33 we obtain (cf. 3.7.27)
rˆQ
′,Q
V ′,V (ϕˆ) =
(
ψˆ, rˆR,QV,V (σˆ)
)
and rˆQ
′′,Q′
V ′′,V ′(ϕˆ
′) =
(
ψˆ′, rˆR
′,Q′
V ′,V ′(σˆ
′)
)
3.7.42;
but, according to our definition in 3.7.19, we get
cˆXV ′′,V ′,V
((
ψˆ′, rˆR
′,Q′
V ′,V ′(σˆ
′)
)
,
(
ψˆ, rˆR,QV,V (σˆ)
))
=
(
ψˆ′·ψˆ, (hˆψ)−1
(
rˆR
′,Q′
V ′,V ′(σˆ
′)
)
·rˆR,QV,V (σˆ)
) 3.7.43
and then we claim that we have (hˆψ)
−1
(
rˆR
′,Q′
V ′,V ′(σˆ
′)
)
= rˆR
′′,R
V,V (σˆ
′′) which forces
cˆXV ′′,V ′,V
((
ψˆ′, rˆR
′,Q′
V ′,V ′(σˆ
′)
)
,
(
ψˆ, rˆR,QV,V (σˆ)
))
=
(
ψˆ′·ψˆ, rˆR
′′,Q
V,V (σˆ
′′·σˆ)
)
= rˆQ
′′,Q
V ′′,V (ϕˆ
′·ϕˆ)
3.7.44.
Indeed, denoting by ξ′ the image of ξˆ′ = ιˆN
′
R′ ·σˆ
′ in
(
NF (V
′)
)
(N ′, Q′)
(cf. 3.7.1) and employing the terminology in [4, 5.15], we argue by induc-
tion on the length ℓ(ξ′) of ξ′ ; if ℓ(ξ′) = 0 we have ξ′ = ν′ ◦ ιN
′
Q′ for ν
′ in(
NF(V
′)
)
(N ′) [4, Corollary 5.14] and therefore we get ξˆ′ = νˆ′·ιˆN
′
Q′ for a suit-
able νˆ′ in Fˆ
Y
(N ′)V ′ , so that we obtain (cf. 3.7.21)
(hˆψ)
−1
(
rˆR
′,Q′
V ′,V ′(σˆ
′)
)
= rˆN
′
V ′
(
gˆψ(νˆ
′)
)
= rˆN
′
V ′ (ψˆ·νˆ
′·ψˆ−1) 3.7.45.
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Otherwise, we have [4, 5.15.1]
ξ′ = ιN
′
T ′ ◦ µ
′ ◦ η′ and ℓ(ιN
′
T ′ ◦ η
′) = ℓ(ξ′)− 1 3.7.46
for suitable T ′ ∈ NY(V ′) , η′ ∈
(
NF (V
′)
)
(T ′, Q′) and µ′ ∈
(
NF(V
′)
)
(T ′) ,
and therefore we get ξˆ′ = ιˆN
′
T ′ ·µˆ
′·ηˆ′ for suitable elements µˆ′ ∈ Fˆ
Y
(T ′)V ′ and
ηˆ′ ∈ Fˆ
Y
(T ′, Q′)V ′,V ′ respectively lifting µ
′ and η′ ; hence, we obtain
rˆR
′,Q′
V ′,V ′(σˆ
′) = rˆT
′
V ′(µˆ
′)·rˆT
′,Q′
V ′,V ′(ηˆ
′) 3.7.47
and therefore we still obtain
(hˆψ)
−1
(
rˆR
′,Q′
V ′,V ′(σˆ
′)
)
= (hˆψ)
−1
(
rˆT
′
V ′(µˆ
′)
)
·(hˆψ)
−1
(
rˆT
′,Q′
V ′,V ′(ηˆ
′)
)
3.7.48.
Then, by the induction hypothesis, setting
T = ψ−1(T ′) and ηˆ′′ = rˆN,N
′
T,T ′ (ψˆ
−1)·ηˆ′·rˆN
′,N
Q′,R (ψˆ) 3.7.49,
we have (hˆψ)
−1
(
rˆT
′,Q′
V ′,V ′(ηˆ
′)
)
= rˆT,RV,V (ηˆ
′′) ; moreover, it is quite clear that re-
placing N by T and N ′ by T ′ in 3.7.21, we still get the commutative diagrams
of k∗-groups
Fˆ
Y
(T ′)V ′ −→ Fˆ
X
(V ′)
≀‖ ≀‖
Fˆ
Y
(T )V −→ Fˆ
X
(V )
and
Fˆ
Y
(T ′)V ′ −→ Pˆ
Y
(T ′)
≀‖ ≀‖
Fˆ
Y
(T )V −→ Fˆ
Y
(T )
3.7.50
and thus, since µˆ′ belongs to Fˆ
Y
(T ′)V ′ , setting
µˆ′′ = rˆN,N
′
T,T ′ (ψˆ
−1)·µˆ·rˆN
′,N
T ′,T (ψˆ) 3.7.51,
we still have (hˆψ)
−1
(
rˆT
′
V ′(µˆ
′)
)
= rˆTV (µˆ
′′) . Finally, it is easly checked that
rˆR
′′,R
V,V (σˆ
′′) = rˆTV (µˆ
′′)·rˆT,RV,V (ηˆ
′′) 3.7.52,
which completes the proof of our claim.
We are ready to define the k∗-set Fˆ
X
(V ′, V ) for any pair of subgroups
V and V ′ in X − Y ; we clearly have N = NP (V ) 6= V and it follows from
[4, Proposition 2.7] that there is an F -morphism ν :N → P such that ν(V )
is fully normalized in F ; moreover, we choose νˆ ∈ Fˆ
Y(
ν(N), N
)
lifting the
F -isomorphism ν∗ determined by ν . That is to say, we may assume that
3.7.53 There is a pair (N, νˆ) formed by a subgroup N of P which strictly
contains and normalizes V , and by an element νˆ in Fˆ
Y(
ν(N), N
)
lifting the
F-isomorphism ν∗ :N ∼= ν(N) determined by a F-morphism ν :N → P such
that ν(V ) is fully normalized in F .
We denote by Nˆ(V ) the set of such pairs and often we write νˆ instead
of (N, νˆ) , setting νN = ν(N) and νV = ν(V ) .
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For another pair (N¯ , ˆ¯ν) in Nˆ(V ) , denoting by ν¯ : N¯ → P the F -mor-
phism determined by ˆ¯ν , setting M = 〈N, N¯〉 and considering a new F -mor-
phism µ :M → P such that µ(V ) is fully normalized in F , we can obtain a
third pair (M, µˆ) in Nˆ(V ) ; then, rˆ
µM,M
µN ,N (µˆ)·νˆ
−1 and rˆ
µM,M
µNˆ,Nˆ
(µˆ)·ˆ¯ν
−1
respec-
tively belong to Fˆ
Y
(µN, νN) and to Fˆ
Y
(µN¯ , ν¯N¯
)
; in particular, since νV , ν¯V
and µV are fully normalized in F , the k∗-sets Fˆ
X
(µV, νV ) , Fˆ
X
(µV, ν¯V ) and
Fˆ
X
(ν¯V, νV ) have been already defined above, and we consider the element
gˆˆ¯ν,νˆ = rˆ
µN¯,ν¯N¯
µV,ν¯V
(
rˆ
µM,M
µNˆ,Nˆ
(µˆ)·ˆ¯ν
−1)−1
·rˆ
µN,νN
µV,νV
(
rˆ
µM,M
µN,N (µˆ)·νˆ
−1
)
3.7.54
in Fˆ
X
(ν¯V, νV ) , which actually does not depend on the choice of µ .
Indeed, for another pair (M, µˆ′) in N(V ) we have
rˆ
µ′M,M
µ′N,N
(µˆ′) = rˆ
µ′M,mM
µ′N,mN
(µˆ′·µˆ−1)·rˆ
mM,M
µN,N (µˆ)
rˆ
µ′M,M
µ′ Nˆ,N¯
(µˆ′) = rˆ
µ′M,µM
µ′Nˆ,µNˆ
(µˆ′·µˆ−1)·rˆ
µM,M
µNˆ,N¯
(µˆ)
3.7.55
and therefore it follows from equality 3.7.34 that we get
rˆ
µ′N,νN
µ′V,νV
(
rˆ
µ′M,M
µ′N,N
(µˆ′)·νˆ−1
)
= rˆ
µ′N,νN
µ′V,νV
(
rˆ
µ′M,µM
µ′N,µN
(µˆ′·µˆ−1)·rˆ
µM,M
µN,N (µˆ)·νˆ
−1
)
= rˆ
µ′M,µM
µ′V,µV
(µˆ′·µˆ−1)·rˆ
µ′N,νN
µ′V,νV
(
rˆ
µM,M
µN,N (µˆ)·νˆ
−1
)
rˆ
µ′N¯,ν¯N¯
µ′V,ν¯V
(
rˆ
µ′M,M
µ′N¯,N¯
(µˆ′)·ˆ¯ν
−1)
= rˆ
µ′N¯,ν¯N¯
µ′V,ν¯V
(
rˆ
µ′M,µM
µ′N¯,µN¯
(µˆ′·µˆ−1)·rˆ
µM,M
µN¯,N¯
(µˆ)·ˆ¯ν
−1)
= rˆ
µ′M,µM
µ′V,µV
(µˆ′·µˆ−1)·rˆ
µ′N¯,ν¯N¯
µ′V,ν¯V
(
rˆ
µM,M
µN¯,N¯
(µ)·ˆˆν
−1)
3.7.56,
which proves our claim. Similarly, for any triple of pairs (N, νˆ) , (N¯ , ˆ¯ν) and
(N¯ , ˆ¯ν) in Nˆ(V ) , considering a pair
(
〈N, N¯ , N¯〉, µˆ
)
in Nˆ(V ) , it follows from
equality 3.7.34 and from the commutativity of diagram 3.7.37 that
gˆˆ¯ν,νˆ ·gˆˆ¯ν,νˆ = gˆˆ¯ν,νˆ 3.7.57.
Note that if V is fully normalized in F then the pair formed by N = NP (V )
and by the identity element ıˆNN in Fˆ
Y
(N) belongs to Nˆ(V ) .
Then, for any pair of subgroups V and V ′ in X − Y , since for any
(N, νˆ) ∈ Nˆ(V ) and any (N ′, νˆ′) ∈ Nˆ(V ′) the k∗-set Fˆ
X
(ν
′
V ′, νV ) is already
defined, we denote by Fˆ
X
(V ′, V ) the k∗-subset of the direct product∏
νˆ∈Nˆ(V )
∏
νˆ′∈Nˆ(V ′)
Fˆ
X
(ν
′
V ′, νV ) 3.7.58
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formed by the families {ϕˆνˆ′,νˆ}νˆ∈Nˆ(V ),νˆ′∈Nˆ(V ′) fulfilling
gˆˆ¯ν′,νˆ′ ·ϕˆνˆ′,νˆ = ϕˆˆ¯ν′,ˆ¯ν ·gˆˆ¯ν,νˆ 3.7.59.
In other words, the set Fˆ
X
(V ′, V ) is the inverse limit of the family formed
by the k∗-sets Fˆ
X(ν′V ′, νV ) and by the bijections between them induced by
the Fˆ
X
-isomorphisms gˆˆ¯ν,νˆ and gˆˆ¯ν′,νˆ′ .
Note that, according to equalities 3.7.57, the projection map onto the
factor labeled by the pair
(
(N, νˆ), (N ′, νˆ′)
)
induces a k∗-set isomorphism
nˆνˆ′,νˆ : Fˆ
X
(V ′, V ) ∼= Fˆ
X(ν′V ′, νV ) 3.7.60;
in particular, if V and V ′ are fully normalized in F , setting N = NP (V ) and
N ′ = NP (V
′) , the pairs (N, ıˆNN ) and (N
′, ıˆN
′
N ′) respectively belong to Nˆ(V )
and to Nˆ(V ′) , and therefore we have a canonical bijection
nˆıˆN′
N′
,ıˆN
N
: Fˆ
X
(V ′, V ) ∼= Fˆ
X( ıˆN′
N′V ′, ıˆ
N
NV
)
3.7.61,
so that our notation is coherent. Moreover, we have an obvious map
Fˆ
X
(V ′, V ) −→ F(V ′, V ) 3.7.62.
Analogously, for any pair of subgroups Q and Q′ of P respectively nor-
malizing and strictly containing V and V ′ , we can define an injective k∗-set
homomorphism
rˆQ
′,Q
V ′,V : Fˆ
Y
(Q′, Q)V ′,V −→ Fˆ
X
(V ′, V ) 3.7.63
which lifts the restriction map (cf. 3.2.1)
rQ
′,Q
V ′,V : F(Q
′, Q)V ′,V −→ F(V
′, V ) 3.7.64
and coincides with the k∗-set homomorphism 3.7.27 whenever V and V ′ are
fully normalized in F ; indeed, it is clear that we have suitable pairs (Q, νˆ)
in Nˆ(V ) and (Q′, νˆ′) in Nˆ(V ′) , and then, for any ϕˆ ∈ Fˆ
Y
(Q′, Q)V ′,V , we set
nˆνˆ′,νˆ
(
rˆQ
′,Q
V ′,V (ϕˆ)
)
= rˆ
ν′Q′,νQ
ν′V ′,νV
(
νˆ′·ϕˆ·νˆ−1
)
3.7.65,
which does not depend on our choices. Moreover, it is easily checked that
equality 3.7.34 still holds in this general situation.
On the other hand, for any V ′′ ∈ X−Y , the k∗-composition map defined
in 3.7.22 — and just noted · from now on — can be extended to a new
k∗-composition map
Fˆ
X
(V ′′, V ′)× Fˆ
X
(V ′, V ) −→ Fˆ
X
(V ′′, V ) 3.7.66
sending (ϕˆ′, ϕˆ) ∈ Fˆ
X
(V ′′, V ′)× Fˆ
X
(V ′, V ) to
ϕˆ′·ϕˆ = (nˆνˆ′′,νˆ)
−1
(
nˆνˆ′′,νˆ′(ϕˆ
′)·nˆνˆ′,νˆ(ϕˆ)
)
3.7.67
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for a choice of (N, νˆ) in Nˆ(V ) , of (N ′, νˆ′) in Nˆ(V ′) and of (N ′′, νˆ′′) in Nˆ(V ′′) .
This k∗-composition map does not depend on our choice; indeed, for another
choice of pairs (N¯ , ˆ¯ν) ∈ Nˆ(V ) , (N¯ ′, ˆ¯ν
′
) ∈ Nˆ(V ′) and (N¯ ′′, ˆ¯ν
′′
) ∈ Nˆ(V ′′) , we
get (cf. 3.7.57)
gˆνˆ′′,ˆ¯ν′′ ·
(
nˆˆ¯ν′′,ˆ¯ν′(ϕˆ
′)·nˆˆ¯ν′,ˆ¯ν(ϕˆ)
)
= nˆνˆ′′,νˆ′(ϕˆ
′)·gˆνˆ′,ˆ¯ν ·nˆˆ¯ν′,ˆ¯ν(ϕˆ)
= nˆνˆ′′,νˆ′(ϕˆ
′)·nˆνˆ′,νˆ(ϕˆ)·gˆνˆ,ˆ¯ν = nˆνˆ′′,νˆ(ϕˆ
′·ϕˆ)·gˆνˆ,ˆ¯ν
3.7.68.
In particular, for any triple of subgroups Q , Q′ and Q′′ of P respectively
normalizing and strictly containing V , V ′ and V ′′ , choosing pairs (Q, νˆ)
in Nˆ(V ) , (Q′, νˆ′) in Nˆ(V ′) and (Q′′, νˆ′′) in Nˆ(V ′′) . the commutativity of
the corresponding diagram 3.7.37 forces the commutativity of the analogous
diagram in the general situation
Fˆ
Y
(Q′′, Q′)V ′′,V ′ × Fˆ
Y
(Q′, Q)V ′,V −→ Fˆ
Y
(Q′′, Q)V ′′,V
rˆ
Q′′,Q′
V ′′,V ′
×rˆ
Q′,Q
V ′,V
y y rˆQ′′,Q
V ′′,V
Fˆ
X
(V ′′, V ′)× Fˆ
X
(V ′, V ) −→ Fˆ
X
(V ′′, V )
3.7.69.
Finally, for any V ′′′ ∈ X−Y and any ϕˆ′′ ∈ Fˆ
X
(V ′′′, V ′′) , it follows from 3.7.25
that
(ϕˆ′′·ϕˆ′)·ϕˆ = ϕˆ′′·(ϕˆ′·ϕˆ) 3.7.70.
We are ready to complete our construction of the announced regular
central k∗-extension Fˆ
X
of F
X
; we are already assuming that Fˆ
X
contains
Fˆ
Y
as a full k∗-subcategory over Y . For any subgroups V in X −Y and Q
in Y we define
Fˆ
X
(V,Q) = ∅ and Fˆ
X
(Q, V ) =
⊔
V ′
Q
Fˆ
X
(V ′, V ) 3.7.71
where V ′ runs over the set of subgroups V ′ ∈ X − Y contained in Q and
the k∗-subset
Q
Fˆ
X
(V ′, V ) of Fˆ
X
(Q, V ) is a copy of the k∗-subset Fˆ
X
(V ′, V )
(cf. 3.7.16), coinciding with the converse image of the subset ιQV ′ ◦ F(V
′, V )
of F(Q, V ) , so that we have a canonical map (cf. 3.7.17)
Fˆ
X
(Q, V ) −→ F(Q, V ) 3.7.72;
in particular, if V ′ = V then we define ιˆQV equal to the image
Q
ιˆVV of ιˆ
V
V
(cf. 3.7.17) in
Q
Fˆ
X
(V ) .
In order to define the composition of two Fˆ
X
-morphisms ϕˆ :R → Q
and ψˆ :T → R , since we assume that Fˆ
X
contains Fˆ
Y
, we already may as-
sume that T does not belong to Y ; if Q does not belong to Y then the
composition ϕˆ·ψˆ is given by the map 3.7.67; if Q ∈ Y but R does not be-
long to Y then, setting R′ = ϕ(R) where ϕ is the image of ϕˆ in F(Q,R) ,
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it follows from definition 3.7.71 that ϕˆ actually belongs to
Q
Fˆ
X
(R′, R) , so that
is the image of an element ϕˆ
Q
of Fˆ
X
(R′, R) ; since ψˆ belongs to Fˆ
X
(R, T ) ,
the composition ϕˆ
Q
·ψˆ is defined by 3.7.67 and we can define the composition
of ϕˆ and ψˆ as the image
Q
(ϕˆ
Q
·ψˆ) of ϕˆ
Q
·ψˆ in
Q
Fˆ
X
(Q, T ) .
Finally, assume that R belongs to Y and, denoting by ψ the image
of ψˆ in F(R, T ) , consider the subgroups T ′ = ψ(T ) of R and T ′′ = ϕ(T ′)
of Q ; then, it follows again from the definition 3.7.71 that ψˆ is actually
the image of an element ψˆ
R
of Fˆ
X
(T ′, T ) ; moreover, setting R¯ = NR(T
′)
and Q¯ = NQ(T
′′) , it is clear that rˆQ,R
Q¯,R¯
(ϕˆ) belongs to Fˆ
Y
(Q¯, R¯) (cf. 3.6),
so that rˆQ¯,R¯T ′′,T ′
(
rˆQ,R
Q¯,R¯
(ϕˆ)
)
belongs to Fˆ
X
(T ′′, T ′) (cf. 3.7.65); hence, we can
define the composition ϕˆ·ψˆ as the image of rˆQ¯,R¯T ′′,T ′
(
rˆQ,R
Q¯,R¯
(ϕˆ)
)
·ψˆ
R
(cf. 3.7.67)
in
Q
Fˆ
X
(T ′′, T ) .
This composition is clearly compatible with the action of k∗ . Moreover,
for a third Fˆ
X
-morphism θˆ :V → T we claim that
(ϕˆ·ψˆ)·θˆ = ϕˆ·(ψˆ·θˆ) 3.7.73.
Once again, we may assume that V does not belong to Y ; if Q does not
belong to Y then this equality follows from equality 3.7.70; if Q belongs to Y
but R does not belong to Y then, with the notation above, ϕˆ is actually the
image of an element ϕˆ
Q
of Fˆ
X
(R′, R) and we have
ϕˆ·ψˆ =
Q
(ϕˆ
Q
·ψˆ) 3.7.74;
moreover, with obvious notation we have
Q
(ϕˆ
Q
·ψˆ)·θˆ =
Q(
ϕˆ
Q
·(ψˆ·θˆ)
)
and there-
fore we get (cf. 3.7.70)
(ϕˆ·ψˆ)·θˆ =
Q(
ϕˆ
Q
·(ψˆ·θˆ)
)
= ϕˆ·(ψˆ·θˆ) 3.7.75.
From now on, we assume that R belongs to Y , denote by θ the image of
θˆ in F(T, V ) , consider the subgroups V ′ = θ(V ) of T , V ′′ = ψ(V ′) of R and
V ′′′ = ϕ(V ′′) of Q , and set T¯ = NT (V
′) , R¯ = NR(V
′′) and Q¯ = NQ(V
′′′) ;
if T belongs to Y then, with the notation above, we get
(ϕˆ·ψˆ)·θˆ =
Q
(
rˆQ¯,T¯V ′′′,V ′
(
rˆQ,T
Q¯,T¯
(ϕˆ·ψˆ)
)
·θˆ
T
)
=
Q
(
rˆQ¯,T¯V ′′′,V ′
(
rˆQ,R
Q¯,R¯
(ϕˆ)·rˆR,T
R¯,T¯
(ψˆ)
)
·θˆ
T
)
=
Q
((
rˆQ¯,R¯V ′′′,V ′′
(
rˆQ,R
Q¯,R¯
(ϕˆ)
)
·rˆR¯,T¯V ′′,V ′
(
rˆR,T
R¯,T¯
(ψˆ)
))
·θˆ
T
)
=
Q
(
rˆQ¯,R¯V ′′′,V ′′
(
rˆQ,R
Q¯,R¯
(ϕˆ)
)
·
(
rˆR¯,T¯V ′′,V ′
(
rˆR,T
R¯,T¯
(ψˆ)
)
·θˆ
T
))
3.7.76;
34
but, according to our definition above, we have
rˆR¯,T¯V ′′,V ′
(
rˆR,T
R¯,T¯
(ψˆ)
)
·θˆ
T
= (ψˆ·θˆ)
R
3.7.77
and similarly, we also get
(ϕˆ·ψˆ)·θˆ =
Q
(
rˆQ¯,R¯V ′′′,V ′′
(
rˆQ,R
Q¯,R¯
(ϕˆ)
)
·(ψˆ·θˆ)
R
)
= ϕˆ·(ψˆ·θˆ) 3.7.78,
which proves equality 3.7.73 and completes the proof of the existence of Fˆ
X
.
If F̂
X
is another central regular k∗-extension of F
X
inducing the same
folder structure and we have NF(U) 6= F , denoting by F̂
Y
the full k∗-sub-
category of F̂
X
overY and applying our induction hypothesis and Lemma 3.5,
we may assume that F̂
Y
= Fˆ
Y
. Once again, for any V ∈ X − Y fully
normalized in F we consider the same regular central k∗-extension N̂F(V )
nc
of NF(V )
nc
determining âutNF (V )nc and the two ch
∗
(
NF (V )
nc)
-morphisms
in 3.7.14; since F̂
X
and Fˆ
X
induce the same folder structure, we get the same
k∗-group homomorphisms 3.7.15 and F̂
X
(V ) necessarily coincides with F̂(V ) .
Hence, since isomorphism 3.3.1 forces a canonical k∗-group isomorphism
F̂
X
(V ′, V ) ∼= F̂
Y
(N ′, N)V ′,V ×F̂Y(N)V
F̂
X
(V ) 3.7.79
induced by the inclusion of F̂
Y
(N ′, N)V ′,V in and the action of F̂
X
(V ) on
F̂
X
(V ′, V ) , definition 3.7.16 determines a k∗-set bijection
F̂
X
(V ′, V ) ∼= Fˆ
X
(V ′, V ) 3.7.80
compatible with both canonical maps to F(V ′, V ) (cf. 3.7.17).
For another V ′′ ∈ X − Y fully normalized in F we also have k∗-set
bijections
F̂
X
(V ′′, V ) ∼= Fˆ
X
(V ′′, V ) and F̂
X
(V ′′, V ′) ∼= Fˆ
X
(V ′′, V ′) 3.7.81
and it is clear that the composition in F̂
X
induces a k∗-set homomorphism
ĉXV ′′,V ′,V : F̂
X
(V ′′, V ′)× F̂
X
(V ′, V ) −→ F̂
X
(V ′′, V ) 3.7.82;
then, since we get the same commutative diagrams of k∗-groups 3.7.21, it is
easily checked from definition 3.7.22 that we obtain an obvious commutative
diagram
F̂
X
(V ′′, V ′)× F̂
X
(V ′, V ) −→ F̂
X
(V ′′, V )
‖≀ × ‖≀ ‖≀
Fˆ
X
(V ′′, V ′)× Fˆ
X
(V ′, V ) −→ Fˆ
X
(V ′′, V )
3.7.83.
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Moreover, if Q and Q′ are a pair of subgroups of P respectively contained
in N = NP (V ) and N
′ = NP (Q
′) , and strictly containing V and V ′ , recall
that in F̂
X
we have a k∗-restriction map (cf. 3.6)
r̂Q
′,Q
V ′,V : F̂
Y
(Q′, Q)V ′,V −→ F̂
X
(V ′, V ) 3.7.84
lifting the restriction map (cf. 3.2.1); then, it is easily checked from defini-
tion 3.7.32 that we still have the commutative diagram
F̂
Y
(Q′, Q)V ′,V −→ F̂
X
(V ′, V )
‖ ‖≀
Fˆ
Y
(Q′, Q)V ′,V −→ Fˆ
X
(V ′, V )
3.7.85 .
Finally, for any subgroup V in X − Y note that the set of pairs Nˆ(V )
defined in 3.7.53 above coincides with the analogous set of pairs N̂(V ) cor-
responding to F̂
X
since both only depend on Fˆ
Y
; moreover, for any pair of
elements (N, νˆ) and (N¯ , ˆ¯ν) in N̂(V ) , it is easily checked that the correspond-
ing element ĝˆ¯ν,νˆ defined in 3.7.54 coincides with the restriction r̂
ν¯ N¯,νN
ν¯V,νV
(
ˆ¯ν·νˆ−1
)
which is indeed already defined in F̂
X
. Similarly, for another subgroup V ′ in
X−Y and an element (N ′, νˆ′) in Nˆ(V ′) , we have an obvious k∗-set isomor-
phism
n̂νˆ′,νˆ : F̂
X
(V ′, V ) ∼= F̂
X(ν′V ′, νV ) 3.7.86
induced by the corresponding restrictions of νˆ and νˆ′ ; then, it is easily checked
from definition 3.7.60 and bijections 3.7.80 that we also get the commutative
diagram
F̂
X
(V ′, V ) ∼= F̂
X(ν′V ′, νV )
‖≀ ‖≀
Fˆ
X
(V ′, V ) ∼= Fˆ
X(ν′V ′, νV ) 3.7.87.
Now, it is quite clear that the commutative diagram 3.7.85 above remains
true for any pair of subgroups V and V ′ in X−Y .
At this point, from our definition 3.7.71 and bijections 3.7.80, for any
subgroups V in X−Y and Q in Y we obtain evident k∗-set bijections
F̂
X
(V,Q) ∼= Fˆ
X
(V,Q) and F̂
X
(Q, V ) ∼= Fˆ
X
(Q, V ) 3.7.88;
that is to say, for any pair of subgroups Q and R in X we have obtained a
k∗-set bijection
F̂
X
(Q,R) ∼= Fˆ
X
(Q,R) 3.7.89
and it is routine to check that all these bijections are compatible with both
compositions. We are done.
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3.8. As in 1.1 above, consider the Frobenius P -category F(b,G) associated
with a block b of a finite groupG , having P as a defect p-subgroup; recall that
from [4, Theorem 11.32] we get a so-called Brauer folder structure of F(b,G) ;
thus, from the theorem above, we obtain the following result.
Corollary 3.9. With the notation above, the Brauer folder structure of F(b,G)
determines a regular central k∗-extension Fˆ
nc
(b,G) of F
nc
(b,G) admitting a k
∗-group
isomorphism
Fˆ
nc
(b,G)(Q)
∼= NˆG(Q, f)/CG(Q) 3.9.1
for any F(b,G)-nilcentralized subgroup Q of P .
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