Abstract The model interpretation is essential in many application scenarios and to build a classification model with a ease of model interpretation may provide useful information for further studies and improvement. It is common to encounter with a lengthy set of variables in modern data analysis, especially when data are collected in some automatic ways. This kinds of datasets may not collected with a specific analysis target and usually contains redundant features, which have no contribution to a the current analysis task of interest.
for the proposed method together with some suggested sample size. We also repost the numerical results using both synthesized and some real data sets.
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Introduction
Classification is a common task in all kinds of data analysis scenarios such as medical studies, commercial activities, industrious manufacture research and so on. In many applications, the accuracy is just a basic requirement to asses a classification rule and the model-interpretation is essential for the follow-up procedures. For example, the treatment strategy after a medical diagnostic decision may depend on the features that actually affect such a decision. Besides, a classification rule is usually build on a combination of many features, the subjects being assigned to each sub-group may still have different feature values. To enhance the customized or adaptive services, which are hot and important research topics, will rely on such information. To this end, to know why or how those subjects are assigned to each subgroup or what variables play important roles in such a decision-making is crucial. This task is more difficult in a multiple-class classification situation and more important in modern classification applications, in which binary classifiers cannot serve well. We study multiple-class classification problems, where each training point belongs to only one of c (≥ 2) different classes. Our goal is to construct a classification function using these training data such that we can correctly assign newly observed subjects to one of the class, while to learn what the important features specifying each class are.
When the densities of each class were known and assuming a person is in a class, we are able to compute the conditional probability for this person to belong to such a class. Then through comparing these conditional probabilities of each class, we can assign the subject to the class with maximum probability.
This classification rule is known as the Bayes rule, and it is known to have the minimum error rate. In practice, the information of these densities are usually not available. Hence, it is natural think of how to construct classification rule based on (non)-parametric density estimation methods. There are many discussions of this longstanding problem in the literature such as [27] , [8] , [12] , [17] and [18] . In particular, the result of [27] suggests that if we can accurately estimate the density of each class, then the classification error rate approaches to that of the optimal Bayes rule. Following his results, there are many multi-class approaches based on different density estimation methods;
for example, see [1] , [14] , [23] , and [19] and [34] .
Due to the common obstacles in general density estimation methods, besides the classification performance, the computational cost and the ratio of sample-size to number of the variable dimensions are two major issues discussed in the literature. The cons and pros of this type of nonparametric methods are intensively discussed in [11] and the a least-squares probabilistic classifier (LSPC) in [31] is a typical example. The needs of the modern applications make the model-interpretation an important feature of classification methods. Therefore, the ability of the interpretation of nonparametric classification methods recently catch the most of the attention; see [33] for example.
In this study, we propose a new algorithm which effectively combine some conventional methods to achieve better performance than its predecessors at only little cost of the computational time, while retains certain modelinterpretation ability. We illustrate the proposed method with simulation studies and real examples, and discuss its statistical properties as well.
Methodology
We consider a multiple-class classification problem in this study. Suppose that we observe a d dimensional feature vector for each subject, denoted with X ⊂ R d and let Y = {1, . . . , c} be the set of class labels, where c is the number of classes. Assume that X × Y follows a joint probability density p(x, y). Then for a given n paired samples of input x and output y:
Let p(x) denote the marginal density of x, then it follows that the conditional probability p(y|x) is p(y|x) = p(x, y) p(x) .
If both p(x) and p(x, y) are known, then we can classify a test sample x to the classŷ with confidence p(ŷ|x):
This suggests that we can build a classification rule based on some density estimation methods to estimate p(x) and p(x, y). However, this is a challenging problem. When the number of classes c is large and/or the data domain X is in high-dimensional setting, it is time-consuming computation and not easy to have a classification rule with satisfactory accuracy.
Learn simultaneously, compute separately
For computation efficiency and numerically stability, we adopt the thought in the probabilistic classification model proposed by Masashi [31] , called LeastSquares Probabilistic Classifier (LSPC), in which we will calculate the classposterior probabilities of each class simultaneously by formulating each of them as linear combinations of joint basis functions of x and y: φ(x, y). The model of the probability p(y|x) is then written as:
where α = (α 1 , . . . , α b ) T ∈ R b is a parameter vector to be learned from samples, and φ(x, y) ∈ R b is a non-negative basis function vector such that
Choosing kernel model as the basis functions, we have that
where K ′ is some kernel function and then there are c × n parameters in the
To simplify it further via separating the input x and output y with a kernel K for x and the delta kernel for y, we have
where δ y,y ′ is the Kronecker delta:
For a specific class y, the above model (3) becomes
In this case, the posterior probability model is in the form similar to the kernel density estimator:f
where K is the kernel function, H = diag(h 1 , . . . , h d ) is a diagonal matrix with bandwidths h 1 , . . . , h d , and det(H) is the determine of the matrix H and also is the product of the bandwidths: d j=1 h j . Then, assume K is a product Gaussian kernel and use the inverse of the product of bandwidths as the linear combination coefficients, the posterior probability function can be defined as
where
) is a diagonal matrix with h y j is the bandwidth in the jth coordinate for the class y.
Because the posterior function p(y|x; H y ) has higher probabilities in the regions where samples in class y are dense; conversely, p(y|x; H y ) has lower values in the regions where samples in class y are sparse. When using the Gaussian kernel function to approximate a non-negative function, more kernels are needed in the region where the output of the target function is large. In this case, the kernels located in the trainings samples in class y are the good choice.
Hence, we reduce the number of kernels further by locating the kernels only at samples belongs to the target class and rewrite the posterior probability function as
where n y is the number of training samples in the specific class y. That is, instead of using the whole training dataset, the posterior probability function for the class y is estimated just by the training input samples in class y:
, which have the most information and contribution. In this case, the posterior density function is just a kernel density function.
Therefore, in order to prevent the confusion between the posterior density function and the posterior probability function, instead of p(y|x; H y ), we use p y (x; H y ) as the notation of the posterior density function. 
Using (9), the original learning problem can be decomposed into independent class-wise learning problems; that is, we respectively estimate posterior density functions for each class using disjoint training samples. Hence, this method can notably reduce the computational cost.
The LSPC algorithm will determine its kernel bandwidth parameters through minimizing the squared error of the posterior-probabilities with the quadratic regularizer. Because one can analytically compute these bandwidth parameters through solving a linear equation system such that this procedure is highly efficient, The computational complexity of the simplified model, as in (9), drops
. However, in [10] and [29] , authors pointed out that a classification rule could perform as bad as random guessing without considering the sparsity condition and complex structure in highdimensional data sets. Thus, we target at constructing a density-estimation based classification rule with features of local bandwidth selection and variable selection, simultaneously.
Sparse, greedy nonparametric kernel density estimation
Collecting large sized datasets is feasible, while to analysis them becomes a crucial challenge. The classification will not perform well or even break down, when regardless of sparsity and overfitting issues in analyzing these data sets via simply learning with all variables. We can find a lot of discussions in the literature about the impact of the dimensionality on classification and authors of [10] pointed out that the difficulty of high-dimensional classification is intrinsically caused by the existence of many noise features that do not contribute to the reduction of classification error. In addition, the large amount of variables in such a data set does not usually offer additional benefits for decision making and may cause complexity and confusion in model-interpretation instead. Although the accuracy is a primary index for assessing classification performance, practitioners can always benefit from further understanding the "mechanism" of a classification rule, which provide information beyond clas-sification accuracy. Thus, an effective method to reduce dimensionality and remove irrelevant data will be a key to increase learning accuracy.
Nonparametric density estimation estimates the density directly from the data without assuming a particular form for the underlying distribution, which offer a advantage to a greater flexibility in modeling a given dataset with less model-specification bias than that in the common parametric approaches.
The kernel density estimation is a popular nonparametric method ( [25] and [24] ). A density estimatorf h (x) using a kernel function with a bandwidth h,
Assume that K is symmetric, i.e. K(u) = K(−u) and
It implies that the estimate at given x is a weighted average, according to the kernel function K h , of the probability mass of observed x i s around it.
The bandwidth parameter h is also called smoothing parameter, which determines the "width" of a kernel function; a large h may over-smooth the density estimator and mask the structure of the data, while a small h may make it spiky and hard to be described.
The cross-validation is a popular approach for bandwidth selection, in which one can estimate h by minimizing the integrated squared error [26] , [3] . However, there is a lack of stability in such an approach [32] . Thus, many authors study proposed some modified methods to stabilize the bandwidth selection of cross-validation methods; see [5] [4] [6] [15] . Another useful approach is plug-in methods that try to minimize the mean integrated squared error to find the bandwidths was discussed in [2] and [30] .
The data-driven properties of kernel methods provide a flexible data modeling approach, however these methods usually suffer from the curse of dimensionality, which is often in real-world tasks. The computational cost is one of those issues because we need to decide bandwidths of each dimension. In fact, Scott and Sain (2005) claim that the direct estimation of the full density by kernel methods is feasible in as many as six dimensions [28] .
There are more approaches about kernel density function estimations in high-dimensional spaces in the literature [21] , [13] . In these articles, authors find the bandwidths using different criterions or objective functions and still ignore the affection of the redundant variables which has no or little impact to the estimate. For classification problems, adaptive estimates of each density function based on the individual training samples of each group with LSPC is a promising approach to improve the classification performance. Furthermore, we can learn the relevant features for density estimation of different classes.
Hence, we adopt the thought of the greedily bandwidth selection using the regularization of derivative expectation operator (Rodeo) proposes in [22] in our estimates such that under the sparsity assumption, we can determine the relevant features with faster convergence rate and lower computational cost.
Bandwidths selection
The proposed classification rule is based on the estimated posterior density.
Suppose that these high impacts variables to the posterior density estimates of each subgroups are the only relevant features its corresponding subgroup. If we can identify the corresponding variable sets of each class, this information will
give us the about features that "describe" each class and this information will largely improve the interpretation ability the proposed nonparametric density estimation based classification rule.
For class y, y = 1, . . . , c, let R y be the index set in which x Ry = {x j : j ∈ R y } is a set of variables which have high impacts to the posterior density of subgroup y. Without lost of generality, we can rearrange the order of variables in x Ry for each class y such that j in R y , for 1 j r y , are the high impact variables and
variables. Please note we use the notation r y here. Because the high impact subsets R y for each class could be different, the size r y of the subsets may vary among these subgroups. We will drop the subscript y of R y and r y below when there is no ambiguity and for simplification. It follows that we can rewrite the posterior density function as
where u is an uniform function, g y is an unknown function depending only on the set x R and H (8) as follows:
Equation (13) is a product of the kernels of the relevant variables x R and kernels of the irrelevant variables x R c . By assumption, the second term of (13) follows a uniform distribution and hence we have (14) . It follows that we can use a large bandwidths value on h j , j = r + 1, . . . , d to obtain a smooth kernel density function for estimating such a uniform function, and the greedily bandwidth selection approach will be useful in this case. Thus, variable x j associates with a small value of bandwidth h y j is relatively important in estimating this density. On the contrary, it suggests that the variable x j may be irrelevant in the density model, if the derivatives |Z j | is small while the corresponding value of h y j is relatively large. This fact suggests us a way to find out the relative importances of variables to a particular model. Because each class has its own set of important variables, this kind of information can help us to "describe a class," which is essential in many practical applications.
T be a d-dimensional point from class y, then the estimate of the posterior density of x based on a kernel method iŝ
Algorithm Rodeo starts with a bandwidth matrix H y = diag(h 0 , . . . , h 0 ) with a large h 0 , and then for 1 j d, computes derivatives
If K is the Gaussian kernel, the Z j becomes
If |Z j | is large and changing h y j leads to a substantial change in its corresponding estimate, then we prefer a smaller bandwidth, β × h y j with some β ∈ (0, 1) to the original h y j . We repeat this process for each j and keep shrinking its corresponding bandwidth in discrete steps 1, β, β 2 , . . . , until the value of |Z j | is less than a threshold λ j . To implement the test statistic Z j , we compare it to its variance
The variance σ For other kernel functions, we can still use this method to determine λ j if the sizes of each class is large enough. Algorithm 1 states, given a datapoint x, how we use the Rodeo algorithm for the posterior density estimate with bandwidths selection in each subgroup y.
Algorithm 1: Rodeo for Posterior Density Estimation in subgroup y
Data:
. . , n y : training data set of subgroup y -x: a point on which we want to find the posterior density estimator
Input:
-0 < β < 1: reduce rate for bandwidth -h 0 = c 0 / log log n y : initial bandwidth for some constant c 0
Output:
Estimate the derivative Z j and sample variance s 2 j . Compute the threshold λ j = s j 2 log(n y c n ). Because these selections of bandwidths are data-dependent, we apply a statistical hypothesis testing method to decide whether there is significant differences among the bandwidths of each variable. After selecting local bandwidths for each training data point i, i = 1 . . . , n y in subgroup y, we calculate z-scores of the mean bandwidths so they have mean 0 and are scaled to have standard deviation 1: If x j is a relevant variable, we expect a smaller selected bandwidth compared to that of an irrelevant one. Therefore, compare z y j with a given cutpoint τ 0 , if it is smaller than the cutpoint, we think the corresponding variable x j is relatively important and then include this variable in x R . It means
The process of feature selection in subgroup y is described in Algorithm 2. That is the reason why the accuracy is highly improved. 
Example with Special Located Means between Groups
In this example, a data set with 5 groups is generated. The first two variables out of the total 10 dimensions are chosen as the relevant variables in all groups.
In this case, the last 8 variables are generated by uniform distribution. As for the two relevant variables, the means of the last four groups are scattered around the first group on purpose, which are displayed on Figure ? ?, and the true values are listed on Both accuracy rates decline as number of groups increase. However, LSPC has higher decrease range, about 28%, while the proposed algorithm is 22%, when the number of groups increases from 2 groups to 5 groups.
On the other hand, look at the lowest accuracy rates among these different combinations of the same number of groups, the proposed algorithm seems re- and 1000. For each multi-class setting, we perform the experiment on the first combination.
In Table 6 , on both methods, the accuracy rates increase when the number of training examples increase. However, even when the number of training examples is just 50, the proposed algorithm has about 10% higher performance than LSPC. In LSPC, the accuracy increases about 10% to 15% when training samples increases from 50 to 1000. In other words, through the decomposed algorithm, the proposed method has a more stable results and can achieve better classification accuracy easily even when training samples are relatively small. The Z-scores of the predicted bandwidth for all variables are listed on Table 8 . The values of the first two relevant variables are all negative.
Anuran Species Classification
This example uses the anuran calls dataset [9] for recognizing and making classification of anuran species. This dataset was created by segmenting 60 audio records belonging to 4 different families, 8 genus, and 10 species. Total 7195 Table 8 Ex3: The mean of Z-scores of the mean predicted bandwidth for all variables; trails = 1000.
syllables were identified from the 60 bioacoustic signals after segmenting. Then each syllable is represented by a set of features extracted by Mel-Frequency Spectral Coefficients (MFCCs), which perform a spectral analysis based on a triangular filter-bank logarithmically spaced in the frequency domain. Therefore, each instance in the data set is a feature set of MFCCS coefficients which belong to a special species. Here we focus on classification of the main 7 out of total 10 species: Leptodactylus fuscus, Adenomera andreae, Adenomera hylaedactyla, Hyla minuta, Hypsiboas cinerascens, Hypsiboas cordobae, and Ameerega trivittata. Besides the original dataset, we extend the dataset by Table 9 . With about 3% increase on accuracy and precision while the specificity are similar, the main progress after removing the irrelevant variables is on the true positive rate, the ability of target identification. Table 9 Classification results of anuran species.
Waveform dataset
This example uses a generated waveform data [9] . 3 classes of waves are generated and each class is generated from a combination of 2 of 3 "base" waves. Table 10 Classification results of handwritten digit dataset.
in this example. Because instead of the uniform distribution, the background pixels of the image data have a density close to point mass. In this case, the corresponding bandwidths could drop to a very small value sometimes. Therefore, in the box-plots of all 10 digits, we can see the bandwidths of attributes 1, 8, 9, 16, 17, 24, 25, 32, 33, 40, 41, 48, 49, 56, 57, 64 , which are the pixels on the top and bottom of the image, meet the situation. 
which is used to approximate the Bayes rule :
If L ⋆ and L n denote the probability of error using the Bayes rule (22) and the
Proof Here we show the consistent properties of the results of the proposed multi-class classification problem. The proposed algorithm uses the estimated conditional probability to approximate the Bayes rule:
Because
is the scaling factor, the other way to approximate the Bayes classifier is based on the probability models of each group:
where f y ′ and p y ′ denote the probability density function and population probability for the y ′ th class respectively. Van Ryzin (1966) has shown the difference of probability of error using the Bayes rule and approximation are bounded by
where L ⋆ and L n denote the probability of error using Bayes rule and approximation respectively. In Eq.(9), the estimated conditional probability is based on the function of class density estimates, so we prove the consistency of the proposed Bayes approximation from Eq. (24) by Van Ryzin (1966) .
From Eq. (24), the upper bound of the difference of probabilities of error can be rewritten as
It is natural to use the sample proportions as the estimates of unknown population probabilitiesp y ′ = n y ′ /n, y ′ = 1, . . . , c, where n y ′ is the number of training samples in class y ′ . In this case, the convergence rate of |p y ′ −p y ′ | is log(log(n))/n. Because f y ′ (x) is a density function, we have
Consider the kernel estimates of the density f y ′ arê
where K is a d-dimensional bounded symmetric kernel satisfying
and
If f y ′ is bounded and if all the second derivates of f y ′ are bounded and continuous, then by Devroye and Gyorfi (1985) [7] and Hall and Wand (1988) [16]
where H f y ′ (x) (x) denotes the Hessian matrix of f y ′ (x).
Given the sparsity assumption that f y ′ (x) could be factorized into two com-
, where the second derivate b (jj) y ′ (x) = 0 for j = 1, . . . , d, the Rodeo algorithm outputs the selected bandwidthŝ
where lim inf n | an logn | > 0, b n = O(log n), and h (0) = c 0 /(log log n) for some constant c 0 . Because the convergence rate forĥ
for some constant k. In this case,
where H R y ′ (x) is the Hessian matrix of the relevant dimension j r y ′ . If
Eq.(33) holds almost surely, by Kundu and Martinsek (1997) [20] , it means lim sup
Let r be the max value of the numbers of relevant variables among c groups: 
because log(log(n))/n is faster than n −2/(4+r) . Therefore, the consistency of the classification procedures using the proposed algorithm is proven: 
In this case, a 2-step algorithm for finding the sample sizes to approach the desired convergence level is proposed. It includes the estimation and resampling steps. In the estimation step (E-step), given the current training data, with applying the Rodeo density estimation for all groups, we have estimated bandwidths for each group and then get the estimated label for testing samples. In the resampling step (R-step), based on the density estimation and estimated label, we can make decision to include more training samples to meet the condition A ∝ B for fastening the procedure. Then using Eq.(39) as the stopping rule, when the sample sizes n 1 , . . . , n c meets the criteria, we think take the final density estimation for classification is good enough to approach the error risk of Bayes rule. The algorithm is given below. 
