Abstract-Relevance feedback is a powerful technique for image retrieval and has been an active research direction for the past few years. Various ad hoc parameter estimation techniques have been proposed for relevance feedback. In addition, methods that perform optimization on multilevel image content model have been formulated. However, these methods only perform relevance feedback on low-level image features and fail to address the images' semantic content. In this paper, we propose a relevance feedback framework to take advantage of the semantic contents of images in addition to low-level features. By forming a semantic network on top of the keyword association on the images, we are able to accurately deduce and utilize the images' semantic contents for retrieval purposes. We also propose a ranking measure that is suitable for our framework. The accuracy and effectiveness of our method is demonstrated with experimental results on real-world image collections.
I. INTRODUCTION

I
MAGE RETRIEVAL has recently drawn the attention of many researchers in the computer science community. With the increasing availability of digital imaging devices, the number of digital images is growing at a considerable rate. As a result, automatic image retrieval system is the key for efficient utilization of this massive digital resource.
Traditionally, textual features such as captions and keywords are used to retrieve images from a database. Although image retrieval techniques based on textual features can be easily automated, they suffer from the same problems as the information retrieval systems in text databases and web based search engines. Because of widespread synonymy and polysemy in natural language, the precision of such systems is very low and their recall is inadequate [3] . In addition, linguistic barriers and the lack of uniform textual descriptions for common image attributes severely limit the applicability of the keyword based systems. Content-based image retrieval systems have been built to address those issues. These systems extract visual Manuscript received November 3, 2000; revised July 25, 2002. The work presented in this paper were performed at Microsoft Research Asia, Beijing, China. Part of the work presented in this paper is published in Proceedings of ACM Multimedia 2000 [6] . The associate editor coordinating the review of this paper and approving it for publication was Dr. M. Reha Civanlar.
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Digital image features such as color, texture, and shape from the image collections and utilize them for retrieval purposes. They work well when the extracted feature vectors accurately capture the essence of the image content. For example, if the user is searching for an image with complex textures having a particular combination of colors, this query would be extremely difficult to describe using keywords but can be reasonably represented by a combination of color and texture features. On the other hand, if the user is searching for an object that has clear semantic meanings but cannot be sufficiently represented by combinations of available feature vectors, the content-based systems will not return many relevant results. Furthermore, the inherent complexity of the images makes it almost impossible for users to present the system with a query that fully describes their intentions. The more recent relevance feedback approach reduces the need for users to provide accurate initial queries by estimating their ideal query using the positive and negative examples given by the users. However, the current relevance feedback based systems estimate the ideal query parameters only from the lowlevel image features. It would be extremely advantageous to also incorporate relevance feedback into the keyword-based approach so that the semantic content of the images can be estimated. To further enhance the accuracy and usability of relevance feedback, ranking adjustment techniques can be applied to pinpoint the users' intended queries with respect to their feedbacks.
To address the limitations of the current relevance feedback systems, we put forward a framework that performs relevance feedback on both the images' semantic contents represented by keywords and the low-level feature vectors such as color, texture, and shape. Additionally, we have implemented the image retrieval system iFind to demonstrate the effectiveness of our approach. In our opinion, the primary contribution of this paper is that it proposes a framework in which semantic and low-level feature based relevance feedback can be seamlessly integrated. Moreover, we propose a ranking measure that integrates both semantic-and feature-based similarities for our framework. We also examine possible techniques for automatic and semi-automatic image annotation.
The remainder of this paper is organized as follows. In Section II, we provide an overview of the current state of the art in image retrieval using relevance feedback. Section III describes our joint relevance feedback framework and the unified similarity ranking measure along with methods for automatic image annotation and classification. The experimental results of our approach are presented in Section IV. Concluding remarks and a discussion of possible future work is given in Section V.
II. RELATED WORK
One of the most popular models used in information retrieval is the vector model [1] , [10] , [11] . Various effective retrieval techniques have been developed for this model and among them is the method of relevance feedback. Most of the previous relevance feedback research can be classified into two approaches: reweighting and query point movement [4] .
The central idea behind the reweighting method is very simple and intuitive. The MARS system implements a slight refinement to the reweighting method called the standard deviation method [8] . Since each image is represented by an -dimensional feature vector, we can view it as a point in an -dimensional space. Therefore, if the variance of the good examples is high along a principle axis , then we can deduce that the values on this axis is not very relevant to the input query so that we assign a low weight on it. Therefore, the inverse of the standard deviation of the th feature values in the feature matrix is used as the basic idea to update the weight .
The query point movement method essentially tries to improve the estimate of the "ideal query point" by moving it toward good examples point and away from bad example points. The frequently used technique to iteratively improve this estimation is the Rocchio's formula given below for sets of relevant documents and nonrelevant documents given by the user: (1) where , and are suitable constants; and are the number of documents in and respectively. This technique is implemented in the MARS system [8] . Another implementation of point movement strategy is using the Bayesian method. Cox et al. [2] and Vasconcelos and Lippman [12] used Bayesian learning to incorporate user's feedback to update the probability distribution of all the images in the database. Experiments show that retrieval performance can be improved considerably by using such relevance feedback approaches.
Recently, more computationally robust methods that perform global optimization have been proposed. The MindReader retrieval system designed by Ishikawa et al. [4] formulates a minimization problem on the parameter estimating process. Unlike traditional retrieval systems whose distance function can be represented by ellipses aligned with the coordinate axis, the MindReader system proposed a distance function that is not necessarily aligned with the coordinate axis. Therefore, it allows for correlations between attributes in addition to different weights on each component. A further improvement over this approach is given by Rui and Huang [9] . In their CBIR system, it not only formulates the optimization problem but also takes into account the multilevel image model.
All the approaches described earlier performed relevance feedback at the low-level feature vector level, but failed to take into account the actual semantics for the images themselves. The inherent problem with these approaches is that the low-level features are often not as powerful in representing complete semantic content of images as keywords in representing text documents. In other words, applying the relevance feedback approaches used in text information retrieval technologies to low-level feature based image retrieval will not be as successful as in text document retrieval. Furthermore, users often pay more attention to the semantic content (or a certain object/region) of an image than to the background and other, the feedback images may be similar only partially in semantic content, but may vary largely in low-level features due to the limited power of low-level features in representing semantics. Hence, using low-level features alone may not be effective in representing users' feedbacks and in describing their intentions. In viewing this, there have been efforts on incorporating semantics in relevance feedback for image retrieval. The framework proposed in [5] attempted to embed semantic information into a low-level feature based image retrieval process using a correlation matrix. In this effective framework, semantic relevance between image clusters is learnt from user's feedback and used to improve the retrieval performance. As we shall show later, our proposed method integrates both semantics and low-level features into the relevance feedback process in a new way. Only when the semantic information is not available, our method is reduced to one of the previously described low-level feedback approaches as a special case.
III. PROPOSED FRAMEWORK
There are two different modes of user interactions involved in typical retrieval systems. In one case, the user types in a list of keywords representing the semantic contents of the desired images. In the other case, the user provides a set of examples images as the input and the retrieval system will try to retrieve other similar images. In most image retrieval systems, these two modes of interaction are mutually exclusive. We argue that combining these two approaches and allow them to benefit from each other yields a great deal of advantage in terms of both retrieval accuracy and ease of use of the system.
In this section, we describe the proposed content based image retrieval framework with integrated relevance feedback and query expansion, in which the semantic-based index and relevance feedback are seamlessly integrated with those based on low-level feature vectors. Fig. 1 illustrates the proposed framework. The framework supports both query by keyword and query by image example through semantic network and low-level feature indexing. Besides relevance feedback, our system supports cross-modality query expansion. That is, the retrieved images based on keyword search are considered as the positive examples, based on which the query is expanded by features of these images. In this way, the system is to extend a keyword-based query into feature-based queries to expand the search range. For query by example, similar procedure takes effect to extend the retrieval from feature space to semantic space. In addition, a relevance feedback process refines the retrieval results, updates the semantic network and feature weightings in similarity measures. Details of each processing step and algorithms are presented in this section. 
A. Semantic Network
In this subsection, we describe a method to construct a semantic network from an image database and a simple machine learning algorithm to iteratively improve the system's performance over time. The semantic network in our system consists of a set of keywords having links to the images in the database, as shown pictorially in Fig. 2 . The links between the keywords and images provide structure for the network. The degree of relevance of the keywords to the associated images' semantic content is represented as the weight on each link. An image can be associated with multiple keywords, each of which with a different degree of relevance. Though, keyword associations may not be available at the beginning when the database is populated, there are several ways to obtain keyword associations. The straightforward method is to simply manually label images. This method may be expensive and time consuming, although already proved to be workable in many systems. Other automated methods include learning the keywords annotation from web pages [7] . More keywords can be learned from the user's feedback as done in this paper. Whenever the user feeds back a set of images being relevant to the current query, we add the input keywords into the system and link them with these images. In addition, since the user tells us that these images are relevant, we can confidently assign a large weight on each of the newly created links. This effectively suggests a very simple voting scheme for updating the semantic network in which the keywords with a majority of user consensus will emerge as the dominant representation of the semantic content of their associated images.
B. Semantic Based Relevance Feedback
With the semantic network, semantic based relevance feedback can be performed relatively easily compared to its lowlevel feature counterpart. The basic idea behind it is a simple voting scheme to update the weights associated with each link shown in Fig. 2 without any user intervention. The weight updating process is described as follows. For all other keywords that are already linked to this image, increment the weight by some predefined values (e.g., 1 in the implementation of this paper). 5) For each negative example, check to see if any query keyword is linked with it. If so, decrease its weight in some way (e.g., we set the new weight to be one fourth of the original weight). If the weight on any link is less than 1, delete that link.
It can be easily seen that as more queries are inputted into the system, the system is able to expand its vocabulary. Also, through this voting process, the keywords that represent the actual semantic content of each image will receive a larger weight.
The weight associated with each link of a keyword represents the degree of relevance in which this keyword describes the linked image's semantic content. For retrieval purposes, we need to consider another aspect. The importance of keywords that have links spreading over a large number of images in the database should be penalized. Therefore, we suggest the relevance factor of the th keyword association to the th image be computed as follows: (2) where is the total number of images in the database and is the number of links that the th keyword has.
C. Integration With Low-Level Feature Based Relevance Feedback
Since [9] summarized a general framework in which all the other low-level feature based relevance feedback methods discussed in Section II can be viewed as its special cases, in this section, we show how the semantic relevance feedback method can be seamlessly integrated with it.
To expand the framework summarized in [9] to include semantic feedback, notice that the inputs to it are a query vector corresponding to the th feature, an element vector that represents the degree of relevance for each of the input training samples, and a set of training vectors for each feature . As shown in [9] , the ideal query vector for feature is the weighted average of the training samples for feature given by (3) where is the training sample matrix for feature , obtained by stacking the training vectors into a matrix. It is interesting to note that the original query vector does not appear in (3) . This shows that the ideal query vector with respect to the feedbacks is not influenced by the initial query. The optimal weight matrix is given by (4) where is the weighted covariance matrix of . That is (5) Note that the optimal weight matrix is used in low-level relevance feedback only, and bares no relationship with the weight on the links of the semantic network defined in the previous section. This matrix is computed as part of the algorithm described in [9] . We can see from the above equations that the critical inputs into the system are and . Initially, the user inputs these data to the system. However, we can eliminate this first step by automatically providing the system with this initial data. This is done by searching the semantic network for keywords that appear in the input query. From these keywords, we can follow the links to obtain the set of training images (duplicate images are removed). We refer this approach as cross modality query expansion. That is, initial keyword based query is expanded into the feature space through the semantic network, which is another important feature of the proposed framework. Using this approach may seem dangerous at first, since some images may have keyword associations which the user does not intend to search for. However, the goal here is to generate a set of initial feedback images that is guaranteed to contain the user's intended search results. The user can then further narrow down his intention by providing more feedback images through the relevance feedback cycle. The vectors can be computed easily from the training set. To compute the degree of relevance vector , we can use the following formula.
where is the number of query keywords linked to the training image [cf. (2) ] is the relevance factor of the th keyword associated with image , and is a suitable constant. We can see that the degree of relevance of the th image increases exponentially with the number of query keywords linked to it. In the current implementation of our system, we have experimentally determined that setting to 2.5 gives the best result. To incorporate the low-level feature based feedback and ranking results into high-level semantic feedback and ranking, we define a unified ranking measure function to measure the relevance of any image within the image database in terms of both semantic and low-level feature content. The function is defined using a modified form of the Rocchio's formula as follows: (7) where is the distance score computed by the low-level feedback in [9] , and are the number of positive and negative feedbacks respectively; is the number of distinct keywords in common between the image and all the positive feedback images; is the number of distinct keywords in common between the image and all the negative feedback images; and are the total number of distinct keywords associated with all the positive and negative feedback images respectively; and finally, is simply the Euclidean distance of the low-level features between the images and . We have replaced the first parameter in Rocchio's formula with the logarithm of the degree of relevance of the th image. The other two parameters and are assigned a value of 1.0 in our current implementation of the system for the sake of simplicity. However, other values can be given to emphasize the weighting difference between the last two terms.
Using the previously described method, we can perform the combined relevance feedback as follows.
1) Collect the user query keywords.
2) Compute the feature vectors and the degree of relevance vector [cf. (6) ] of the retrieved images using the query keyword only and input the result into the low-level feature relevance feedback component to obtain the initial query results. 3) Collect positive and negative feedbacks from the user. 4) Update the semantic network with the method given in Section III-B. 5) Update the weights of the low-level feature based component using the methods discussed in [9] . Of course, other weight updating methods can also be used.
6) Compute the new and [cf. (6) ] and input into the low-level feedback component. 7) Compute the ranking score for each image using (7) and sort the results. 8) Show new results and go to step 3. Usually the values of are computed beforehand in a preprocessing step. We can see that using this approach, our system learns from the user's feedback both semantically and in a feature based manner. In addition, it can be easily seen that our method degenerates into the method of Rui and Huang [9] when no semantic information is available. We will show in the next section how our system deals with input queries that have no associated images from the semantic network. Also, the next section will present some experimental results to confirm the effectiveness of this approach.
D. Automatic Image Annotation and Classification
Adding new images into the database is a basic operation under many circumstances. For retrieval systems that entirely rely on low-level image features, adding new images simply involves extracting various feature vectors and building up indices for the set of new images. However, since our system utilizes keywords to represent the images' semantic contents, the semantic contents of the new images have to be labeled either manually or automatically. In this section, we present a technique to perform automatic annotation of new images.
In [7] , a method was presented which automatically classifies images into only two categories, indoor and outdoor, based on both text information and low-level feature. There is currently no algorithm available to automatically determine the semantic content of arbitrary images accurately. We implemented a scheme to automatically annotate new images by guessing their semantic contents using low-level features. The following is a simple algorithm to achieve this goal.
1) For each category in the database, compute the representative feature vectors by determining the centroid of all images within this category. 2) For each category in the database, find the set of representative keywords by examining the keyword association of each image in this category. The top keywords with largest weight whose combined weight does not exceed a previously determined threshold are selected and added into the list of the representative keywords. The value of the threshold is set to 40% of the total weight as discussed in Section IV.
3) For each new image, compare its low-level feature vectors against the representative feature vectors of each category. The images are labeled with the set of representative keywords from the closest matching category with an initial weight of 1.0 for each keyword. Because the low-level features are not enough to represent the images' semantics, some or even all of the automatically annotated keywords will inevitably be inaccurate. However, through user queries and feedbacks, semantically accurate keywords labels will emerge.
Another problem related to automatic labeling of new images is the automatic classification of these images into predefined categories based on the newly annotated keywords. This is a necessary step if we employ category-based image annotation schemes. We solve this problem with the following algorithm.
1) Put the automatically labeled new images into a special "unknown" category. 2) At regular intervals, check every image in this category to see if any keyword association has received a weight greater than a threshold . If so, extract the top keywords whose combined weight does not exceed the threshold . 3) For each image with extracted keywords, compare the extracted keywords with the list of representative keywords from each category. Assign each image to the closest matching category. If none of the available categories result in a meaningful match, leave this image in the "unknown" category. The keyword list comparison function used in step 3 of the above algorithm can take several forms. The ideal function would take into account the semantic relationship (e.g., synonym or using WordNet) of keywords in one list with those of the other list. However, for the sake of simplicity, our system only checks for the existence of keywords from the extracted keyword list in the list of representative keywords.
IV. EXPERIMENTAL RESULTS
We have presented a framework in which semantic and low-level feature based feedback can work together to achieve greater retrieval accuracy. In this section, we will describe the image retrieval system iFind that we have implemented using this framework and show some experimental results.
A. The iFind Image Retrieval System
The iFind image retrieval system implements the framework discussed in this paper. It is a Web-based retrieval system with the ultimate target of a web image search engine in mind.
The iFind system supports three modes of interaction: keyword based search, search by example images, as well as browsing the entire image database using a predefined category hierarchy. The main user interface is shown in Fig. 3 .
When the user enters a keyword-based query, the system invokes the combined relevance feedback mechanism discussed in Section III-C. The results page is shown in Fig. 4 . The user is able to select multiple images from this page and click on the "Feedback" button to give positive and negative feedback to our system. The images with check marks indicate positive feedbacks while images with "X" marks indicate negative feedbacks. Other images are not considered in the relevance feedback process. The system presents 240 images for each query. The first 100 images are retrieved using the algorithm outlined in the previous sections. The next 120 images are randomly selected from each category. The final 20 images are randomly selected regardless of categories. The purpose of presenting the randomly selected images would be to give the user a new starting point if none of the images actually retrieved by our system can be considered relevant. New search results will be presented to the user as soon as the "Feedback" button is pressed. At any point during the retrieval process, the user can click on the "View" link to view a particular image in its original size, or click on the "Similar" link to perform an example based query. One point of detail to note is that if the user enters a set of query keywords that cannot be found in the semantic network, the system will simply output the images in the database one page at a time to let the user browse through and select the relevant images to feedback into the system.
B. Results
Here are some experimental results that we have gathered from our system to validate some simple assumptions and demonstrate its effectiveness. Because we are interested in examining how the semantic network evolves with an increasing number of user feedbacks, we select a very clean but roughly labeled image set as our starting point. The dataset that we have chosen is from the Corel Image Gallery. We have selected 12 000 images and manually classified them into 60 categories, such as people, animal, train, hours, etc., as shown as examples in Figs. 3 and 4 . Some categories contain exactly 100 images each, which are used as query images in our experiments. Other categories contain different number of images. Such a categorization is subjective based on our judgment. However, we believe that a good system should be able to learn and adapt such subjectivity through relevance feedback.
To ensure that our experiments are not biased, the query tasks were performed by a group of ten users selected at random from a group of university students. These students are not involved in the design and development of our system and have no knowledge of the content of the database. To further ensure that our simulation results are balanced, we have asked each user to perform query tasks of anything they can think of regardless of the categories within our system. Furthermore, they were instructed to select a subset of images having the correct semantic content with respect to the current query as positive feedbacks and those do not as the negative feedbacks. For examples, within the "Sunset" category, there may be an image of two people walking down a beach at sunset. However, the users are able to select this image as a positive feedback if the current query is "Beach". As a result, both the query and feedback process are independent of the precategorization of the system.
One assumption we have made in the design of the system is that a significant portion of the total weight of all the keyword associations with an image is concentrated on a subset of keywords that are relevant to the semantic content of the image. This relationship is shown in Fig. 5 with the axis being the number of keywords associated with the image and the axis being the average percentage of the total weight that are assigned to relevant keywords.
To obtain the graph shown in Fig. 5 , we have asked human subjects to examine the keyword association on the images having two to seven keywords associated and pick out the relevant keywords. These keyword associations are obtained from the user query using the method described in Section III. We have also verified that the keywords with large weights are indeed the relevant keywords selected by the users. From the plot of Fig. 5 , we can see that as the number of keyword associations increases, the percentage of the weight contributed by the relevant keywords levels off to approximately 40%. We therefore conjecture that if we rank the keywords in descending order of their associated weight and select the top few that contribute no more than 40% of the total weight, the selected keywords will be an accurate representation of the semantic meaning of the image. The verification of this conjecture is currently on the list of our future works.
The performance of the system is very much dependent on how well the semantic network is constructed. The semantic network learns the relationship between keywords and images through user queries and feedbacks. In order for the voting procedure proposed in this paper to be effective, a significant amount of user queries and feedbacks are necessary. To avoid starting from scratch which slows down the learning rate of the system significantly, we initialize our system with keywords labeled on the images contained within the Corel Image Gallery. We then asked ten users to continuously use our system for a period of ten hours. We estimate on average that each user gave 100 distinct queries and gone through five feedback cycles for each query task during that period of time. We further estimate that each query on average contains around four keywords. At the end of the ten hours, the system has learnt nearly all the commonly searched keywords and was able to produce reasonably accurate search results. Therefore, we estimate from experience that at least 1000 queries and 5000 feedbacks are necessary to construct a semantic network that produces reasonably good results. Again from our experience, we do not believe that it is feasible to build the semantic network purely based on user inputs as it would slow down the learning rate of the system too much. Therefore, we have used the prelabeled keywords on the Corel dataset as a starting point. Since each of these labeled keywords are done manually, we have a lot of confidence in their correctness. As a result, we can assign a much greater weight on the link between these keywords and their associated images.
The remaining experimental result is evaluated in terms of precision and recall defined as follows. precision recall (8) where is the number of relevant images retrieved, is the number of nonrelevant images retrieved, and is the number of relevant images not retrieved. In other words, for a given query, is the total number of retrieved images and is the total number of relevant images in the database. For experiments involving Figs. 6 and 7, we have ensured that none of the query keywords are labeled on any of the images and that there are exactly 100 images with the correct semantic content in our image database. We have done that because we want to have a clear picture of how the various ranking adjustment algorithms affect the relevance feedback process and how well the joint relevance feedback algorithm converge as a function of the number of feedbacks alone. Having some of these images labeled with any query keywords would bias the result. Since we have used exactly 100 images as our ground truth for each query and that we only actually retrieve 100 images, the value of precision and recall is the same. Therefore, we have used the term "Accuracy" to refer to both in our plot. Fig. 6 shows the performance of our system in terms of accuracy. We performed eight random queries on our system. As we can see from the results, our system achieves on average 80% retrieval accuracy after just four user feedback iterations and over 95% after eight iterations for any given query. In addition, we can clearly see that more relevant images are being retrieved as the number of user feedbacks increase. Unlike some earlier methods where more user feedback may even lead to lower retrieval accuracy, our method proves to be more stable.
In addition to verifying the effectiveness of our system through the performance measure shown in Fig. 6 , we have also compared it against other state of the art image retrieval systems. We have chosen to compare our method (referred to as iFind) with the retrieval technique using relevance feedback algorithm (referred to as CBIR) in the CBIR system described in [9] . To ensure that the comparison is fair, we have implemented the core algorithms used in the CBIR system as part of our test module. This way, we are able to use the same dataset for both systems. The comparison is made through eight sets of random queries with ten feedback iterations for each set of query and the number of correctly retrieved images is counted after each user feedback. The average accuracy is then plotted against the number of user feedbacks. The result is shown in Fig. 7 .
It is easily seen from the above result that by combining semantic level feedback with low-level feature feedback, the retrieval accuracy is improved substantially.
V. CONCLUSION
In this paper, we have presented a new framework in which semantics and low-level feature based relevance feedbacks are combined to help each other in achieving higher retrieval accuracy with lesser number of feedback iterations required from the user. We have also discussed methods to perform automatic annotation and classification of new images when they are added to the retrieval system. Furthermore, we have proposed a new ranking measure that unifies both semantic and low-level features through relevance feedbacks. The novel feature that distinguished the proposed framework from the existing feedback approaches in image database is twofold. First, it introduces a method to construct a semantic network on top of an image database and uses a simple machine learning technique to learn from user queries and feedbacks to further improve this semantic network. In addition, a scheme is introduced in which semantic and low-level feature based relevance feedback is seamlessly integrated. Experimental evaluations of the proposed framework have shown that it is effective and robust and improves the retrieval performance of CBIR systems significantly.
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