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ABSTRACT
Video moment retrieval aims to localize the target moment in an
video according to the given sentence. The weak-supervised setting
only provides the video-level sentence annotations during train-
ing. Most existing weak-supervised methods apply a MIL-based
framework to develop inter-sample confrontment, but ignore the
intra-sample confrontment between moments with semantically
similar contents. Thus, these methods fail to distinguish the target
moment from plausible negativemoments. In this paper, we propose
a novel Regularized Two-Branch Proposal Network to simultane-
ously consider the inter-sample and intra-sample confrontments.
Concretely, we first devise a language-aware filter to generate an
enhanced video stream and a suppressed video stream. We then de-
sign the sharable two-branch proposal module to generate positive
proposals from the enhanced stream and plausible negative propos-
als from the suppressed one for sufficient confrontment. Further, we
apply the proposal regularization to stabilize the training process
and improve model performance. The extensive experiments show
the effectiveness of our method. Our code is released at here1.
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Query:	The	man	then	grabs	a	stick	and	begins	spinning	around	in	a	hole	on	the	stand.
63.78s 72.96sGround Truth
Figure 1: An example of video moment retrieval.
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1 INTRODUCTION
Given a natural language description and an untrimmed video,
video moment retrieval [12, 15] aims to automatically locate the
temporal boundaries of the target moment semantically matching
to the given sentence. As shown in Figure 1, the sentence describes
multiple complicated events and corresponds to a temporal mo-
ment with complex object interactions. Recently, a large amount
of methods [4, 12, 15, 33, 40] have been proposed to this challeng-
ing task and achieved satisfactory performance. However, most
existing approaches are trained in the fully-supervised setting with
the temporal alignment annotation of each sentence. Such manual
annotations are very time-consuming and expensive, especially for
ambiguous descriptions. But there is a mass of coarse descriptions
for videos without temporal annotations on the Internet, such as the
captions for videos on YouTube. Hence, in this paper, we develop a
weakly-supervised method for video moment retrieval, which only
needs the video-level sentence annotations rather than temporal
boundary annotations for each sentence during training.
Most existing weakly-supervised moment retrieval works [7,
13, 23] apply a Multiple Instance Learning (MIL) [17] based meth-
ods. They regard matched video-sentence pairs as positive samples
and unmatched video-sentence pairs as negative samples. Next,
they learn the latent visual-textual alignment by inter-sample con-
frontment and utilize intermediate results to localize the target
moment. Concretely, Mithun et al. [23] apply text-guided atten-
tion weights across frames to determine the reliant moment. And
Gao and Chen et al. [7, 13] measure the semantic consistency be-
tween texts and videos and then directly apply segment scores as
localization clues. However, these methods mainly focus on the
inter-sample confrontment to judge whether the video matches
with the given textual descriptions, but ignore the intra-sample
confrontment to decide which moment matches the given language
ar
X
iv
:2
00
8.
08
25
7v
1 
 [c
s.C
V]
  1
9 A
ug
 20
20
best. Specifically, as shown in Figure 1, given a matched video-
sentence pair, the video generally contains consecutive contents
and these are a large amount of plausible negative moments, which
have a bit of relevance to the language. It is intractable to distin-
guish the target moment from these plausible negative moments,
especially when the plausible ones have large overlaps with the
ground truth. Thus, we need to develop sufficient intra-sample
confrontment between moments with similar contents in a video.
Based on above observations, we propose a novel Regularized
Two-Branch Proposal Network (RTBPN) to further explore the fine-
grained intra-sample confrontment by discovering the plausible
negative moment proposals. Concretely, we first devise a language-
aware filter to generate an enhanced video stream and a suppressed
stream from the original video stream. In the enhanced stream, we
highlight the critical frames according to the language information
and weaken unnecessary ones. On the contrary, the crucial frames
are suppressed in the suppressed stream. Next, we employ a two-
branch proposal module to produce moment proposals from each
stream, where the enhanced branch generates positive moment
proposals and the suppressed branch produces plausible negative
moment proposals. By the sufficient confrontment between two
branches, we can accurately localize the most relevant moment
from plausible ones. But the suppressed branch may produce simple
negative proposals rather than plausible ones, leading to ineffective
confrontment. To avoid it, we share all parameters between two
branches to make them possess the same ability to produce high-
quality proposals. Moreover, parameter sharing can reduce network
parameters and accelerate model convergence. By the two-branch
framework, we can simultaneously develop sufficient inter-sample
and intra-sample confrontment to boost the performance of weakly-
supervised video moment retrieval.
Next, we consider the concrete design of the language-aware
filter and two-branch proposal module. For the language-aware
filter, we first project the language features into fixed cluster centers
by a trainable generalized Vector of Locally Aggregated Descriptors
(VLAD) [1], where each center can be regarded as a language scene,
and then calculate the attention scores between scene and frame
features as the language-to-frame relevance. Such a scene-based
method introduces an intermediately semantic space for texts and
videos, beneficial to boost the generalization ability. Next, to avoid
producing a trivial score distribution, e.g. all frames are assigned
to 1 or 0, we apply a max-min normalization on the distribution.
Based on the normalized distribution, we employ a two-branch gate
to produce the enhanced and suppressed streams.
As for the two-branch proposal module, two branches have a
completely consistent structure and share all parameters. We first
develop a conventional cross-modal interaction [4, 40] between lan-
guage and frame sequences. Next, we apply a 2D moment map [39]
to capture relationships between adjacent moments. After it, we
need to generate high-quality moment proposals from each branch.
Most existing weakly-supervised approaches [7, 13, 23] take all
frames or moments as proposals to perform the inter-sample con-
frontment, which introduces a large amount of ineffective proposals
into the training process. Different from them, we devise a center-
based proposal method to filter out unnecessary proposals and
only retain high-quality ones. Specifically, we first determine the
moment with the highest score as the center and then select those
moments having high overlaps with the center one. This technique
can effectively select a series of correlative moments to make the
confrontment between two branches more sufficient.
Network regularization is widely-used in weakly-supervised
tasks [8, 20], which injects extra limitations (i.e. prior knowledge)
into the network to stabilize the training process and improve the
model performance. Here we design a proposal regularization strat-
egy for our model, consisting of a global term and a gap term. On
the one hand, considering most of moments are semantically irrele-
vant to the language descriptions, we apply a global regularization
term to make the average moment score relatively low, which im-
plicitly encourages the scores of irrelevant moments close to 0.
On the other hand, we further expect to select the most accurate
moment from positive moment proposals, thus we apply another
gap regularization term to enlarge the score gaps between those
positive moments for better identifying the target one.
Our main contributions can be summarized as follows:
• We design a novel Regularized Two-Branch Proposal Net-
work for weakly-supervised video moment retrieval, which
simultaneously considers the inter-sample and intra-sample
confrontments by the sharable two-branch framework.
• We devise the language-aware filter to generate the en-
hanced video stream and the suppressed one, and develop
the sharable two-branch proposal module to produce the
positive moment proposals and plausible negative ones for
sufficient intra-sample confrontment.
• We apply the proposal regularization strategy to stabilize
the training process and improve the model performance.
• The extensive experiments on three large-scale datasets
show the effectiveness of our proposed RTBPN method.
2 RELATEDWORK
2.1 Temporal Action Localization
Temporal action localization aims to detect the temporal boundaries
and the categories of action instances in untrimmed videos. The
supervised methods [3, 27, 29, 37, 44] mainly adopt the two-stage
framework, which first produces a series of temporal action propos-
als, then predicts the action class and regresses their boundaries.
Concretely, Shou et al. [29] design three segment-based 3DConvNet
to accurately localize action instances and Zhao et al. [44] apply
a structured temporal pyramid to explore the context structure of
actions. Recently, Chao et al. [3] transfer the classical Faster-RCNN
framework [26] for action localization and Zeng et al. [37] exploit
proposal-proposal relations using graph convolutional networks.
Under the weakly-supervised setting only with video-level ac-
tion labels, Wang et al. [32] design the classification and selec-
tion module to reason about the temporal duration of action in-
stances. Nguyen et al. [24] utilize temporal class activations and
class-agnostic attentions to localize the action segments. Further,
Shou et al. [28] propose a novel Outer-Inner-Contrastive loss to
discover the segment-level supervision for action boundary predic-
tion. To keep the completeness of actions, Liu et al. [20] employ a
multi-branch framework where branches are enforced to discover
distinctive parts of actions. And Yu et al. [35] explore the temporal
action structure and model each action as a multi-phase process.
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Figure 2: The Overall Architecture of the Regularized Two-Branch Proposal Network.
2.2 Video Moment Retrieval
Video moment retrieval aims to localize the target moment ac-
cording to the given query in an untrimmed video. Most existing
methods employ a top-down framework, which first generates a
set of moment proposals and then selects the most relevant one.
Early approaches [12, 15, 16, 21, 22] explicitly extract the moment
proposals by the sliding windows with various lengths and individ-
ually calculate the correlation of each proposal with the query in
a multi-modal space. To incorporate long-term video context, re-
searchers [4, 19, 34, 36, 38–40] implicitly producemoment proposals
by defining multiple temporal anchors after holistic visual-textual
interactions. Concretely, Chen et al. [4] build sufficient frame-by-
word interaction and dynamically aggregate the matching clues.
Zhang et al. [38] employ an iterative graph adjustment network
to learn moment-wise relations in a structured graph. And Zhang
et al. [39] design a 2D temporal map to capture the temporal re-
lations between adjacent moments. Different from the top-down
formula, the bottom-up framework [5, 6] is designed to directly
predict the probabilities of each frame as target boundaries. Further,
He and Wang et al. [14, 33] formulate this task as a problem of
sequential decision making and apply the reinforcement learning
method to progressively regulate the temporal boundaries. Besides
temporal moment retrieval, recent works [8, 41, 43] also localize the
spatio-temporal tubes from videos according to the give language
descriptions. And Zhang et al. [42] try to localize the target moment
by the image query instead of the natural language query.
Recently, researchers [7, 10, 13, 18, 23] begin to explore the
weakly-supervised moment retrieval only with the video-level sen-
tence annotations. Mithun, Gao and Chen et al. [7, 13, 23] apply
a MIL-based framework to learn latent visual-textual alignment
by inter-sample confrontment. Mithun et al. [23] determine the
reliant moment based on the intermediately text-guided attention
weights. Gao et al. [13] devise an alignment module to measure the
semantic consistency between texts and videos and apply a detec-
tion module to compare moment proposals. And Chen et al. [7]
apply a two-stage model to detect the accurate moment in a coarse-
to-fine manner. Besides MIL-based methods, Lin et al. [18] propose
a semantic completion network to rank proposals by a language
reconstruction reward, but ignore the inter-sample confrontments.
Unlike previous methods, we design a sharable two-branch frame-
work to simultaneously consider the inter-sample and intra-sample
confrontments for weakly-supervised video moment retrieval.
3 THE PROPOSED METHOD
Given a video V and a sentence S , video moment retrieval aims to
retrieve the most relevant moment lˆ = (sˆ, eˆ) within the video V ,
where sˆ and eˆ denote the indices of the start and end frames of the
target moment. Due to the weakly-supervised setting, we can only
utilize the coarse video-level annotations.
3.1 The Overall Architecture Design
We first introduce the overall architecture of our Regularized Two-
Branch Proposal Network (RTBPN). As shown in Figure 2, we devise
a language-aware filter to generate the enhanced video stream and
the suppressed video stream, and next develop the sharable two-
branch proposal module to produce the positive moment proposals
and plausible negative ones. Finally, we develop the inter-sample
and intra-sample losses with proposal regularization terms.
Concretely, we first extract the word features of the sentence by
a pre-trained Glove word2vec embedding [25]. We then feed the
word features into a Bi-GRU network [9] to learn word semantic
representations Q = {qi }nqi=1 with contextual information, where
nq is the word number and qi is the semantic feature of the i-th
word. As for videos, we first extract visual features using a pre-
trained feature extractor (e.g. 3D-ConvNet [31]) and then apply a
temporal mean pooling to shorten the sequence length. We denote
frame features as V = {vi }nvi=1, where nv is the feature number.
After feature extraction, we devise a language-aware filter to
generate the enhanced and suppressed video streams, given by
Ven ,Vsp = Filter (V,Q), (1)
where Ven = {veni }nvi=1 represents the enhanced video stream and
Vsp = {vspi }nvi=1 is the suppressed video stream. In the enhance
stream, we highlight the critical frame features relevant to the
language and weaken unnecessary ones. On the contrary, the sig-
nificative frames are suppressed in the suppressed stream.
Next, we develop the sharable two-branch proposal module to
produce the positive moment proposals and plausible negative ones.
The module consists of a enhanced branch and a suppressed branch
with the consistent structure and sharable parameters Θ, given by
Pen , Len ,Cen = EnhancedBranchΘ (Ven ,Q),
Psp , Lsp ,Csp = SuppressedBranchΘ (Vsp ,Q),
(2)
where we feed the enhanced video stream Ven and textual fea-
turesQ into the enhanced branch and produce the positive moment
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Figure 3: The Concrete Designs of the Language-Aware Filter and Sharable Two-Branch Proposal Module.
proposals Pen = {peni }Ti=1, their corresponding temporal bound-
aries Len = {(seni , eeni )}Ti=1 and proposal scores Cen = {ceni }Ti=1.
The T is the number of moment proposals. Each proposal peni cor-
responds the start and end timestamps (seni , eeni ) and the confi-
dence score ceni ∈ (0, 1). Likewise, the suppressed branch generates
Psp , Lsp and Csp from the suppressed stream. Next, we can com-
pute the enhanced score Ken =
∑T
i=1 c
en
i and suppressed score
Ksp =
∑T
i=1 c
sp
i . The intra-sample loss is given by
Lintra = max(0, ∆intra − Ken + Ksp ), (3)
whereLintra is a margin-based triplet loss and ∆ is a margin which
is set to 0.4. Due to the parameter sharing between two branches,
the suppressed branch will select plausible negative proposals. By
sufficient intra-sample confrontment, we are able to distinguish the
target moment from the intractable negative moments.
Besides the intra-sample loss, we also develop a inter-sample
loss by utilizing the unmatched video-sentence sample, i.e. the
negative sample. Specifically, for each video V , we randomly select
a sentence from the training set as the unmatched sentence S to form
a negative sample (V , S). Likewise, we can randomly choose a video
to construct another negative sample (V , S). Next, we apply the
RTBPN to produce the enhanced scores KenS and K
en
V for negative
samples. The inter-sample loss is given by
Linter = max(0, ∆inter−Ken+KenS )+max(0, ∆inter−Ken+KenV ),
(4)
where the ∆inter is set to 0.6 and Linter encourages the enhanced
scores of positive samples to be larger than negative samples.
3.2 Language-Aware Filter
We next introduce the language-aware filter with the scene-based
cross-modal estimation. To calculate the language-relevant score
distribution over frames, we first apply a NetVLAD [1] to project the
textual features Q = {qi }nqi=1 into cluster centers. Concretely, given
the trainable center vectors C = {cj }ncj=1 where nc is the number of
centers, the NetVLAD accumulates the residuals between language
features and center vectors by a soft assignment, given by
αi = softmax(Wcqi + bc ), uj = ∑nqi=1 αi j (qi − cj ), (5)
where Wc and bc are projection matrix and bias. The softmax
operation produces the soft assignment coefficients αi ∈ Rnc corre-
sponding to nc centers. The uj is the accumulated features from Q
for the i-th center. We can regard each center as a language scene
and uj is the scene-based language feature. We then calculate the
cross-modal matching scores between {vi }nvi=1 and {uj }ncj=1 by
βi j = σ (w⊤a tanh(Wa1vi +Wa2uj + ba )), (6)
where Wa1 , W
a
2 are projection matrices, b
a is the bias, w⊤a is the
row vector and σ is the sigmoid function. The βi j ∈ (0, 1) means
the matching score of the i-th frame feature and j-th scene-based
language feature. That is, scene-based method introduces an inter-
mediately semantic space for texts and videos.
Considering a frame should be important if it is associated with
any language scene, we compute the holistic score for the i-th
frame by βi = maxj {βi j }. Then, to avoid producing a trivial score
distribution, e.g. all frames are assigned to 1 or 0, we apply a max-
min normalization on the distribution by
β˜i =
β i−minj {β j }
maxj {β j }−minj {β j }
. (7)
Thus, we obtain the normalized distribution {β˜i }nvi=1 over frames,
where the i-th value means the relevance between the i-th frame
and language descriptions. Next, we apply a two-branch gate to
produce the enhanced and suppressed streams, denoted by
veni = β˜i · vi , vspi = (1 − β˜i ) · vi , (8)
where the enhance stream Ven = {veni }nvi=1 highlights the critical
frames and weaken unnecessary ones according to the normalized
score, while the suppressed stream Vsp = {vspi }nvi=1 is the opposite.
3.3 Sharable Two-Branch Proposal Module
In this section, we introduce the sharable two-branch proposal mod-
ule, including an enhanced branch and a suppressed branch with a
consistent structure and sharable parameters. The sharing setting
can make both branches produce high-quality moment proposals,
avoiding the suppressed branch generating too simple negative
proposals and leading to the ineffective confrontment. Here we
only present the design of the enhanced branch.
Given the enhanced stream Ven = {veni }nvi=1 and textual features
Q = {qi }nqi=1, we first conduct a widely-used cross-modal interac-
tion unit [5, 40] to incorporate textual clues into visual features.
Concretely, we perform a frame-to-word attention and aggregate
the textual features for each frame, given
δi j = w⊤m tanh(Wm1 veni +Wm2 qj + bm ),
δ i j =
exp(δi j )∑nq
k=1 exp(δik )
, seni =
nq∑
j=1
δ i jqj ,
(9)
where seni is the aggregated textual representation relevant to the
i-th frame. Then, the cross gate is applied to develop the visual-
textual interaction, given by
gvi = σ (Wvveni + bv ), gti = σ (Wt seni + bt ),
seni = s
en
i ⊙ gvi , veni = veni ⊙ gti ,
(10)
where gvi is the visual gate, g
t
i is textual gate and ⊙ is element-wise
multiplication. After it, we concatenate veni and s
en
i to obtain the
language-aware frame feature meni = [veni ; seni ].
Next, we follow the 2D temporal network [39] to build a 2D
moment feature map and capture relationships between adjacent
moments. Specifically, the 2D feature map F ∈ Rnv×nv×dm consists
of three dimension: the first two dimensions represent the start
and end frame indices of a moment and the third dimension is the
feature dimension. The feature of a moment with temporal duration
[a, b] is computed by F[a,b, :] = ∑bi=a meni . Note that the location
with a > b is invalid and is padded with zeros. And we also follow
the sparse sampling setting in [39] to avoid much computational
cost. That is, not all moments with a <= b are proposed if the nv is
large. With the 2D maps, we conduct the two-layer 2D convolution
with the kernel size K to develop moment relationships between
adjacent moments. After it, we obtain the cross-modal features
{feni }Meni=1 , whereMen is the number of all moments in the 2D map,
and compute their proposal scores {ceni }Meni=1 by
ceni = σ (Wp feni + bp ). (11)
Next, we employ a center-based proposal method to fiter out
unnecessary moments and only retain high-quality ones as the
positive moment proposals. Concretely, we first choose the mo-
ment with the highest score ceni as the center moment and rank
the rest of moments according to the overlap with the center one.
We then select top T − 1 moments and obtain T positive proposals
Pen = {peni }Ti=1 with proposal scores Cen = {ceni }Ti=1. And tem-
poral boundaries (seni , eeni ) of each moment are the indices of its
location in the 2D map. This method can effectively select a series
of correlative moments. Likewise, the suppressed branch has the
completely identical structure to generate the plausible negative
proposals Psp = {pspi }Ti=1 with proposal scores Csp = {c
sp
i }Ti=1.
3.4 Proposal Regularization
Next, we devise a proposal regularization strategy to inject some
prior knowledge into our model, consisting of a global term and a
gap term. Due to the parameter sharing between two branches, we
only apply the proposal regularization in the enhanced branch.
Specifically, considering most of moments are unaligned to the
language descriptions, we first apply a global term to make the
average moment score relatively low, given by
Lдlobal = 1Men
∑Men
i=1 c
en
i , (12)
whereMen is the number of all moments in the 2D map. This global
term implicitly encourages the scores of unselected moments in
the 2D map close to 0, while Lintra and Linter guarantee positive
proposals have high scores.
On the other hand, we further expect to identify the most ac-
curate one as the final localization result from T positive moment
proposals, thus it is crucial to enlarge the score gaps between these
proposals to make them distinguishable. We perform softmax on
positive proposal scores and then employ the gap term Lдap by
ceni =
exp(ceni )∑T
i=1 exp(ceni )
, Lдap = −∑Ti=1 ceni log(ceni ), (13)
whereT is the number of positive proposals rather than the number
Men of all proposals. When the Lдap decreases, the score distri-
bution will become more diverse, i.e. it implicitly encourages to
enlarge the score gaps between positive moment proposals.
3.5 Training and Inference
Based on the aforementioned model design, we apply a multi-task
loss to train our RTBPN in an end-to-end manner, given by
LRT BPN = λ1Lintra + λ2Linter + λ3Lдlobal + λ4Lдap , (14)
where λ∗ are the hyper-parameters to control the balance of losses.
During inference, we can directly select the moment peni with
the highest proposal score ceni from the enhanced branch.
4 EXPERIMENTS
4.1 Datasets
We conduct extensive experiments on three public datasets.
Charades-STA [12]: The dataset is built on the original Cha-
rades dataset [30], where Gao et al. apply a semi-automatic way
to generate the language descriptions for temporal moments. This
dataset contains 9,848 videos of indoor activities and their average
duration is 29.8 seconds. The dataset contains 12,408 sentence-
moment pairs for training and 3,720 pairs for testing.
ActivityCaption [2]: The dataset contains 19,209 videos with
diverse contents and their average duration is about 2 minutes.
Following the standard split in [39, 40], there are 37,417, 17,505
and 17,031 sentence-moment pairs used for training, validation and
testing, respectively. This is the largest dataset currently.
DiDeMo [15]: The dataset consists of 10,464 videos and the
duration of each video is 25-30 seconds. It contains 33,005 sentence-
moment pairs for training, 4,180 for validation and 4,021 for testing.
Especially, each video in DiDeMo is divided into six five-second
clips and the target moment contains one or more consecutive clips.
Thus, there are only 21 moment candidates while Charades-STA
and ActivityCaption allow arbitrary temporal boundaries.
Table 1: Performance Evaluation Results on Charades-STA
(n ∈ {1, 5} andm ∈ {0.3, 0.5, 0.7}).
Method R@1 R@5IoU=0.3 IoU=0.5 IoU=0.7 IoU=0.3 IoU=0.5 IoU=0.7
fully-supervised methods
VSA-RNN [12] - 10.50 4.32 - 48.43 20.21
VSA-STV [12] - 16.91 5.81 - 53.89 23.58
CTRL [12] - 23.63 8.89 - 58.92 29.52
QSPN [34] 54.70 35.60 15.80 95.60 79.40 45.40
2D-TAN [39] - 39.81 23.25 - 79.33 52.15
weakly-supervised methods
TGA [23] 32.14 19.94 8.84 86.58 65.52 33.51
CTF [7] 39.80 27.30 12.90 - - -
SCN [18] 42.96 23.58 9.97 95.56 71.80 38.87
RTBPN (our) 60.04 32.36 13.24 97.48 71.85 41.18
4.2 Evaluation Criteria
Following the widely-used setting [12, 15], we apply R@n,IoU=m
as the criteria for Charades-STA and ActivityCaption and use
Rank@1, Rank@5 and mIoU as the criteria for DiDeMo. Con-
cretely, we first calculate the IoU between the predicted moments
and ground truth, and R@n,IoU=m means the percentage of at
least one of the top-n moments having the IoU > m. The mIoU
is the average IoU of the top-1 moment over all testing samples.
And for DiDeMo, due to only 21 moment candidates, Rank@1 or
Rank@5 is the percentage of samples which ground truth moment
is ranked as top-1 or among top-5.
4.3 Implementation Details
We next introduce the implementation details of our RTBPN model.
Data Preprocessing. For a fair comparison, we apply the same
visual features as previous methods [12, 15, 40], that is, C3D features
for Charades-STA and ActivityCaption and VGG16 and optical flow
features for DiDeMo. We then shorten the feature sequence using
temporal mean pooling with the stride 4 and 8 for Charades-STA
and ActivityCaption, respectively. And for DiDeMo, we compute
the average feature for each fixed five-second clips as in [15]. As
for sentence queries, we extract 300-d word embeddings by the
pre-trained Glove embedding [25] for each word token.
Model Setting. In the center-based proposal method, the pos-
itive/negative proposal number T is set to 48 for Charades-STA
and ActivityCaption and 6 for DiDeMo. During 2D feature map
construction, we fill all locations [a, b] if a <= b for DiDeMo. But
for Charades-STA, we add another limitation (b − a) mod 2 = 1.
And for ActivityCaption, we only fill the location [a, b] if (b − a)
mod 8 = 0. The sparse sampling avoids much computational cost.
We set the convolution kernel sizeK to 3, 9 and 3 for Charades-STA,
ActivityCaption and DiDeMo, respectively. Besides, the dimension
of almost parameter matrices and bias in ourmodel to 256, including
theWc , bc in the NetVLAD,Wm1 ,W
m
2 and b
m in the frame-to-word
attention and so on. We set the dimension of the hidden state of
each direction in the Bi-GRU networks to 128. And the dimension
of trainable center vectors is 256. During training, we set λ1, λ2,
λ3, λ4 to 0.1, 1, 0.01 and 0.01, respectively. And we use an Adam
optimizer [11] with the initial learning rate 0.001 and batch size 64.
During inference, we apply the non-maximum suppression (NMS)
with a threshold 0.55 while we need to select multiple moments.
Table 2: Performance EvaluationResults onActivityCaption
(n ∈ {1, 5} andm ∈ {0.1, 0.3, 0.5}).
Method R@1 R@5IoU=0.1 IoU=0.3 IoU=0.5 IoU=0.1 IoU=0.3 IoU=0.5
fully-supervised methods
TGN [4] - 43.81 27.93 - 54.56 44.20
QSPN [34] - 45.30 27.70 - 75.70 59.20
2D-TAN [39] - 59.45 44.51 - 85.53 77.13
weakly-supervised methods
WS-DEC [10] 62.71 41.98 23.34 - - -
WSLLN [13] 75.40 42.80 22.70 - - -
CTF [7] 74.20 44.30 23.60 - - -
SCN [18] 71.48 47.23 29.22 90.88 71.45 55.69
RTBPN (our) 73.73 49.77 29.63 93.89 79.89 60.56
Table 3: Performance Evaluation Results on DiDeMo.
Method Input Rank@1 Rank@5 mIoU
fully-supervised methods
MCN [15] RGB 13.10 44.82 25.13
TGN [4] RGB 24.28 71.43 38.62
MCN [15] Flow 18.35 56.25 31.46
TGN [4] Flow 27.52 76.94 42.84
MCN [15] RGB+Flow 28.10 78.21 41.08
TGN [4] RGB+Flow 28.23 79.26 42.97
weakly-supervised methods
WSLLN [13] RGB 19.40 53.10 25.40
RTBPN (our) RGB 20.38 55.88 26.53
WSLLN [13] Flow 18.40 54.40 27.40
RTBPN (our) Flow 20.52 57.72 30.54
TGA [23] RGB+Flow 12.19 39.74 24.92
RTBPN (our) RGB+Flow 20.79 60.26 29.81
4.4 Comparison to State-of-the-Art Methods
We compare our RTBPNmethodwith existing state-of-the-art meth-
ods, including the supervised and weakly-supervised approaches.
Supervised Method: Early approaches VSA-RNN [12], VSA-
STV [12], CTRL [12] and MCN [15] projects the visual features
of candidate moments and textual features into a common space
for correlation estimation. From a holistic view, TGN [4] develops
the frame-by-word interaction by RNN. And QSPN [34] integrates
vision and language features early and re-generate descriptions
as an auxiliary task. Further, 2D-TAN [39] captures the temporal
relations between adjacent moments by the 2D moment map.
Weakly-Supervised Method: WS-DEC [10] regards weakly-
supervised moment retrieval and dense video captioning as the dual
problems. Under the MIL framework, TGA [23] utilizes the text-
guided attention weights to detect the target moment, WSLLN [13]
simultaneously apply the alignment and detection module to boost
the performance, and CTF [7] detects the moment in a two-stage
coarse-to-finemanner. Different fromMIL-basedmethods, SCN [18]
ranks moment proposals by a language reconstruction reward.
The overall evaluation results on three large-scale datasets are
presented in Table 1, Table 2 and Table 3, wherewe setn ∈ {1, 5},m ∈
{0.3, 0.5, 0.7} for Charades-STA and n ∈ {1, 5},m ∈ {0.1, 0.3, 0.5}
for ActivityCaption. The results reveal some interacting points:
Table 4: Ablation results about the two-branch architecture, filter details and center-based proposal method.
Method
Charades-STA ActivityCaption
R@1 R@5 R@1 R@5
IoU=0.3 IoU=0.5 IoU=0.7 IoU=0.3 IoU=0.5 IoU=0.7 IoU=0.1 IoU=0.3 IoU=0.5 IoU=0.1 IoU=0.3 IoU=0.5
The Two-Branch Architecture
w/o. filter 56.43 29.14 11.40 94.86 67.25 37.59 73.54 43.55 26.67 89.79 73.14 57.92
w/o. parameter sharing 32.62 13.87 4.55 80.43 47.06 19.28 80.47 48.35 22.92 90.27 75.11 57.03
full model 60.04 32.36 13.24 97.48 71.85 41.18 73.73 49.77 29.63 93.89 79.89 60.56
The Filter Design
visual-only scoring 57.85 30.59 12.89 95.78 68.75 40.54 71.82 45.69 27.87 90.52 76.03 58.87
w/o. NetVALD 58.61 31.92 13.14 96.26 70.84 40.70 72.32 45.15 28.08 91.41 77.75 59.91
full model 60.04 32.36 13.24 97.48 71.85 41.18 73.73 49.77 29.63 93.89 79.89 60.56
The Proposal Method
all-proposal 57.92 30.94 12.16 95.59 68.21 38.84 82.61 48.02 21.21 90.37 73.09 55.02
top-k proposal 58.61 31.16 12.63 95.38 69.70 39.55 71.85 47.08 28.25 92.82 77.63 59.89
full model (center-based) 60.04 32.36 13.24 97.48 71.85 41.18 73.73 49.77 29.63 93.89 79.89 60.56
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Figure 4: Ablation Results of the Multi-Task Losses.
• On almost all criteria of three datasets, our RTBPN method
achieves the best weakly-supervised performance, especially
on Charades-STA. This fact verifies the effectiveness of our
two-branch framework with the regularization strategy.
• The reconstruction-based method SCN outperforms MIL-
based methods TGA, CTF and WSLLN on Charades-STA
and ActivityCaption, but our RTBPN achieves a better per-
formance than SCN, demonstrating our RTBPN with the
intra-sample confrontment can effectively discover the plau-
sible negative samples and improve the accuracy.
• On the DiDeMo dataset, our RTBPN outperforms the state-of-
the-art baselines using RGB, Flow and two-stream features.
This fact suggests our method is robust for diverse features.
• Our RTBPN outperforms the early supervised approaches
VSA-RNN, VSA-STV, CTRL and obtains the results compara-
ble to other methods TGN, QSPN and MCN, which indicates
even under the weakly-supervised setting, our RTBPN can
still develop the sufficient visual-language interacting and
retrieve the accurate moment.
4.5 Ablation Study
In this section, we conduct the ablation study for the multi-task
loss and the concrete design of our model.
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Figure 5: Effect of the Proposal Number on Charades-STA
and ActivityCaption Datasets.
4.5.1 Ablation Study for the Multi-Task Loss. We discard one loss
from the multi-task loss at a time to generate an ablation model,
including w/o. intra loss, w/o. inter loss and so on. The ablation
results are shown in Figure 4. We can find the full model outper-
forms all ablation models on two datasets, which demonstrates
the intra-sample and inter-sample losses can effectively offer the
supervision signals, and the regularized global and gap losses can
improve the model performance. The model (w/o. inter loss) and
model (w/o. intra loss) have close performance, suggesting intra-
sample and inter-sample confrontments are equally important for
weakly-supervised moment retrieval. Moreover, the model (w/o.
global loss) achieves the worst accuracy, which shows filtering out
irrelevant moments is crucial to model training.
4.5.2 Ablation Study for the Model Design. We next verify the
effectiveness of our model design, including the two-branch archi-
tecture, filter designs and center-based proposal method. Note that
the cross-modal interesting unit [40] and 2D temporal map [39] are
mature techniques that do not need further ablation.
• Two-Branch Architecture. We remove the crucial filter
and only retain a branch to perform the conventional MIL-
based training without the intra-sample loss as w/o. filter.
We then keep the entire framework but discard the parameter
sharing between two branches as w/o. parameter sharing.
• Filter Design.We discard the cross-modal estimation and
generate the score distribution by only frame features asw/o.
visual-only scoring. And we remove the NetVALD and
directly apply the textual features during the cross-modal
estimation as w/o. NetVALD.
• Proposal Method. During moment proposal generation in
two branches, we discard the center-based proposal and sam-
ple all candidate moments as all-proposal. And we replace
the center-based proposal method with a top-k proposal
method as top-k proposal, where we directly select T mo-
ments with the high proposal scores.
The ablation results on ActivityCaption and Charades-STA datasets
are reported in Table 4 and we can find some interesting points:
• The model (w/o. filter) and model (w/o. parameter sharing)
have severe performance degradation than the full model.
This fact demonstrates that the two-branch architecture with
the language-aware filter can develop the intra-sample con-
frontment and boost the model performance, and the pa-
rameter sharing is crucial to make two branches generate
high-quality proposals for sufficient confrontment.
• The full model achieves better results than model (visual-
only scoring) and model (w/o. NetVALD). It suggests that
the cross-modal estimation with language information can
generate a more reasonable score distribution than visual-
only scoring. And the NetVALD can further enhance the
cross-modal estimation by introducing an intermediately
semantic space for texts and videos.
• As for the proposal method, the model with the center-
based strategy outperforms the model (all-proposal) and
model (top-k proposal), which proves our center-based pro-
posal method can discover a series of correlative moments
for MIL-based intra-sample and inter-sample training.
• Actually, some ablation models, e.g. model (visual-only scor-
ing) and model (top-k proposal), still yield better perfor-
mance than state-of-the-art baselines, validating our RTBPN
network is robust and does not depend on a key component.
4.6 Hyper-Parameters Analysis
In our RTBPN model, the number of selected positive/negative pro-
posal numberT is an important hyper-parameter. Therefore, we fur-
ther explore its effect by varying the proposal number. Specifically,
we set T to 8, 16, 48, 64, 128 on ActivityCaption and Charades-STA
datasets and report the experiment results in Figure 5, where we
select "R@1, IoU=0.3" and "R@1, IoU=0.5" as evaluation criteria. We
note that the model achieves the best performance on both datasets
when the number is set to 48. Because too many proposals will
introduce irrelevant moments in the model training and affect the
model performance. And too few proposals may miss the crucial
moments and fail to develop sufficient confrontment, leading to
poor performance. Moreover, the trends of the effect of proposal
number T on two datasets are similar, which demonstrates this
hyper-parameter is insensitive to different datasets.
4.7 Qualitative Analysis
To qualitatively validate the effectiveness of our RTBPNmethod, we
display two typical examples on ActivityCaption and Charades-STA
Query:	The	man	gets	in	the	beam	and	start	doing	gymnastics.
6.96s 50.37s
5.30s 53.97s
GT
SCN
Enhanced	Branch
6.96s 48.73s
Suppressed	Branch
8.75s 57.22s
Proposal Score: 0.99
Proposal Score: 0.79
Our RTBPN
Filter Score Distribution
Query:	People	are	rafting	on	rapids	on	river..
GT
SCN
Enhanced	Branch
Suppressed	Branch
Proposal score: 0.16
Proposal Score: 0.98
Our RTBPN
Filter Score Distribution
50.12s 233.1s
52.28s
233.1s
38.47s 203.97s
42.36s
230.45s
Figure 6: Qualitative Examples on the Charades-STA andAc-
tivityCaption datasets
in Figure 6, where we show the score distribution from the language-
aware filter, the retrieval results from the enhanced branch and
suppressed branch and the result of the SCN baseline.
By intuitive comparison, we find that our RTBPN method can
retrieve a more accurate moment from the enhanced branch than
SCN, qualitatively verifying the effectiveness of our method. And
we can observe that the filter gives higher scores to the language-
relevant frames than unnecessary ones. Based on the reasonable
score distribution, the enhanced branch can localize the precise
moment while the suppressed branch can only retrieve the relevant
but not accurate moment as the plausible negative proposal.
5 CONCLUSION
In this paper, we propose a novel regularized two-branch proposal
network for weakly-supervised video moment retrieval. We devise
a language-aware filter to generate the enhanced and suppressed
video streams, and then design the sharable two-branch proposal
module to generate positive proposals from the enhanced stream
and plausible negative proposals from the suppressed one. Further,
we design the proposal regularization to improve the model perfor-
mance. The extensive experiments show the effectiveness of our
RTBPN method.
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