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BRAID GROUP ACTIONS FOR QUANTUM SYMMETRIC
PAIRS OF TYPE AIII/AIV
LIAM DOBSON
Abstract. In the present paper we construct braid group actions on quantum
symmetric pair coideal subalgebras of type AIII/AIV. This completes the proof
of a conjecture by Kolb and Pellegrini in the case where the underlying Lie
algebra is sln. The braid group actions are defined on the generators of the
coideal subalgebras and the defining relations and braid relations are verified
by explicit calculations.
1. Introduction
1.1. Background. Let g be a complex semisimple Lie algebra and Uq(g) the corre-
sponding Drinfeld-Jimbo quantised enveloping algebra. In the theory of quantum
groups, a crucial role is played by Lusztig’s braid group action on Uq(g), see [Lus94].
This braid group action provides an algebra automorphism Tw of Uq(g) for each
element w in the Weyl group W of g.
Let θ : g → g be an involutive Lie algebra automorphism and let k = {x ∈ g |
θ(x) = x} denote the fixed Lie subalgebra. Recall from [Ara62] that involutive au-
tomorphisms of g are parameterised up to conjugation by combinatorial data (X, τ)
attached to the Dynkin diagram of g. Here X ⊂ I where I denotes an index set for
the nodes of the Dynkin diagram of g, and τ : I → I is a diagram automorphism.
In a series of papers, G. Letzter constructed and investigated quantum group ana-
logues of k, see [Let99, Let02, Let03]. More precisely, she defined families of coideal
subalgebras Bc,s = Bc,s(X, τ) ⊂ Uq(g) which are quantum group analogues of U(k)
depending on parameters c and s. The algebras Bc,s can be described explicitly in
terms of generators and relations. We call (Uq(g), Bc,s) a quantum symmetric pair
and we refer to Bc,s as a quantum symmetric pair coideal subalgebra.
There exists a braid group action on the fixed Lie subalgebra k by Lie algebra
automorphisms. LetW denote the Weyl group of g with corresponding braid group
Br(g), generated by elements {ςi | i ∈ I}. We writeBr(WX ) to denote the subgroup
of Br(g) generated by {ςi | i ∈ X}; this is the braid group corresponding to the
parabolic subgroup WX ⊂W . Further, associated to the pair (X, τ) is a restricted
root system Σ with Weyl group W˜ generated by elements σ˜i parameterised by
the τ -orbits in I \ X . The group W˜ can be considered as a subgroup of W . Let
Br(W˜ ) ⊂ Br(g) denote the corresponding braid group, generated by elements ς˜i.
Then the semidirect product Br(WX ) ⋊ Br(W˜ ) ⊂ Br(g) acts on k by Lie algebra
automorphisms.
It was conjectured by Kolb and Pellegrini that there exists a quantum group
analogue of this action on Bc,s by algebra automorphisms [KP11, Conjecture 1.2].
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This conjecture has been proved in type AII and in all cases where X = ∅ with the
help of computer calculations [KP11]. In the case g = sln, this leaves one substantial
case in Araki’s list [Ara62, p.32], namely the type AIII/AIV with X 6= ∅. This case
is shown in Figure 1.
1.2. Results. In the present paper we construct an action of Br(WX ) ⋊ Br(W˜ )
on Bc,s by algebra automorphisms in type AIII/AIV, hence completing the proof
of Kolb and Pellegrini’s conjecture for g = sln. In this case Br(WX) is a classical
1 2 r
n− r + 1n− 1n
Figure 1. The Satake diagram of type AIII/AIV
braid group in n − 2r + 1 strands and Br(W˜ ) is isomorphic to an annular braid
group in r strands. The subgroups Br(WX ) and Br(W˜ ) of Br(g) commute and
hence their semidirect product is just a direct product. Moreover, the parameters
s satisfy s = (0, 0, . . . , 0) and hence we write Bc = Bc,0. The following is the main
result of this paper.
Theorem A. (Theorem 3.8) Let (X, τ) be a Satake diagram of type AIII/AIV
with X 6= ∅. Then there exists an action of Br(WX ) × Br(W˜ ) on Bc by algebra
automorphisms. The action of Br(W˜ ) on Bc is given by algebra automorphisms Ti
defined by Equations (3.7) and (3.9).
The action of Br(WX) on Bc coincides with the Lusztig action, see [BW18,
Section 4.1]. However, the action of Br(W˜ ) ⊂ Br(g) on Uq(g) does not restrict to
an action on the coideal subalgebra Bc. Taking guidance from [KP11], the Lusztig
automorphisms corresponding to elements of W˜ ⊂W are used in order to construct
algebra automorphisms Ti for 1 ≤ i ≤ r. In particular, let Tσ˜i for 1 ≤ i ≤ r be
the Lusztig automorphism defined by (2.18) and (2.8). We then construct elements
Ti(Bj) for j ∈ I \X such that Ti(Bj) and Tσ˜i(Bj) have identical terms containing
maximal powers of the generators Fk of Uq(g) for k ∈ I, up to a factor. For
1 ≤ i ≤ r − 1 the results of [KP11] imply that Ti defines an algebra automorphism
of Bc. In this case, our definition of Ti(Bj) coincides with the definition in [KP11,
Equation 4.11] up to a factor.
The proof of Theorem A proceeds in three steps. First we verify that the formulae
for Tr given in (3.9) define an algebra automorphism of Bc. Secondly, we show that
the algebra automorphisms Ti for 1 ≤ i ≤ r satisfy the braid relations for Br(W˜ ).
By [KP11, Section 4.2] we only need to show that TrTr−1TrTr−1 = Tr−1TrTr−1Tr
and TiTr = TrTi for 1 ≤ i ≤ r − 2 holds on each generator of Bc. This gives an
action of Br(W˜ ) on Bc by algebra automorphisms. Finally, we show directly that
the actions of Br(WX ) and Br(W˜ ) commute by case-by-case checks.
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We emphasise that all of the original results of the present paper are established
without the use of computer calculations. The fact that the maps Ti for 1 ≤ i ≤ r−1
define algebra automorphisms of Bc translates from [KP11] where it was verified by
computer calculations using the package QUAGROUP of the computer algebra program
GAP. We do not reprove this fact. However, the calculations in the present paper
suggest that one can prove Theorem 3.2 ([KP11, Theorem 4.6]) without the use of
computer calculations.
In [LW19a], M. Lu and W. Wang developed a Hall algebra approach to the
construction of quantum symmetric pairs with X = ∅ for g of type ADE (also ex-
cluding type An for n even if τ 6= id). In this setting they subsequently constructed
Bernstein-Gelfand-Ponomarev type reflection functors in [LW19b] which recover the
corresponding braid group action in [KP11]. At the end of [LW19b, Section 1.5],
they express great interest to develop this approach fully to cover general Satake
diagrams with X 6= ∅. The braid group action for quantum symmetric pairs of type
AIII/AIV with X 6= ∅ constructed in the present paper provides a crucial test case
for any such generalisations. Formula (3.9) indicates that the general setting will
be substantially more complicated.
1.3. Organisation. In Section 2 we recall fixed Lie subalgebras of type AIII/AIV
and their corresponding quantum symmetric pairs. We also recall the braid group
action of Br(WX )×Br(W˜ ) on the fixed Lie subalgebra in this case.
In Section 3 we present the main results of the present paper. We recall the action
of Br(WX ) on Bc and define the algebra automorphisms Ti, giving an action of
Br(W˜ ) on Bc. We also show that the two actions commute. In Sections 4 and 5
we prove that Tr is an algebra automorphism of Bc and that the automorphisms Ti
satisfy the braid relations for Br(W˜ ), respectively. This requires the use of many
involved relations in Bc, which are given in Appendix A.
Acknowledgement. The author is grateful to Stefan Kolb for useful comments
and advice.
2. Preliminaries
2.1. Braid group actions on fixed Lie subalgebras of type AIII/AIV. Let
g = sln+1(C) for n ∈ N with Cartan subalgebra h consisting of traceless diagonal
(n+ 1)× (n+ 1) matrices. Let Φ ⊂ h∗ be the corresponding root system. Choose
a set Π = {αi | i ∈ I} of simple roots where I = {1, 2, . . . , n} denotes an index set
for the nodes of the Dynkin diagram of g.
1 2 n − 1 n
Let Q = ZΠ denote the root lattice of g. Let ̟i ∈ h∗ denote the ith fundamental
weight and let P =
∑
i∈I Z̟i denote the weight lattice of g. Write W to denote
the Weyl group of g, generated by reflections σi for i ∈ I. Fix a W -invariant scalar
product (−,−) on the real vector space spanned by Φ such that (α, α) = 2 for all
roots α. For i, j ∈ I let
aij =

2 if i = j,
−1 if |i− j| = 1,
0 otherwise
(2.1)
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denote the entries of the Cartan matrix of g. Let Br(g) denote the classical braid
group corresponding to g. This is the group generated by elements {ςi | i ∈ I}
subject to relations
ςiςj = ςjςi if aij = 0, (2.2)
ςiςjςi = ςjςiςj if aij = −1. (2.3)
Let {ei, fi, hi | i ∈ I} denote a set of Chevalley generators of g and define
Ad(ςi) = exp(ad(ei)) exp(ad(−fi)) exp(ad(ei)) (2.4)
for i ∈ I where exp denotes the exponential series and ad denotes the adjoint action.
Then there exists a group homomorphism
Ad : Br(g)→ Aut(g) (2.5)
such that Ad(ςi) is given by Equation (2.4), see [Ste67, Lemma 56].
Let θ : g → g be an involutive Lie algebra automorphism and let k = {x ∈
g | θ(x) = x} denote the corresponding fixed Lie subalgebra. Recall from [Let03,
Section 7] and [Kol14, Section 2.4] that involutive automorphisms of g are classified
up to conjugation via Satake diagrams (X, τ) where X ⊂ I and τ : I → I is a
diagram automorphism. Throughout this paper, we consider Satake diagrams of
type AIII/AIV, as indicated by [Ara62, Table 1] and Figure 1. In particular we fix
r ∈ N such that 1 ≤ r ≤ ⌈n2 ⌉ − 1 and let X = {r + 1, r + 2, . . . , n − r} 6= ∅. The
diagram automorphism τ is given by
τ(i) = n− i+ 1 (2.6)
for each i ∈ I. This can be lifted to a Lie algebra automorphism, also denoted by τ .
For any J ⊂ I, letWJ denote the parabolic subgroup ofW generated by {σi | i ∈ J}
and let Br(WJ ) denote the associated braid group, generated by {ςi | i ∈ J}. We
denote by wJ and mJ the longest element in WJ and the corresponding element of
Br(WJ ), respectively.
By [Kol14, Theorem 2.5], the involution θ is given by
θ = Ad(s) ◦Ad(mX) ◦ ω ◦ τ (2.7)
where Ad(s) : g → g is a Lie algebra automorphism such that restriction of Ad(s)
to any root space is given by multiplication by a scalar, see [BK19, Section 5.1] and
ω : g→ g denotes the Chevalley involution.
Generally, the braid group action on g given by Equation (2.5) does not restrict
to an action on k. We consider instead a suitable subgroup of Br(g) that depends
on X ⊂ I and τ : I → I. For any 1 ≤ i ≤ r let
σ˜i = w{i,τ(i)}∪Xw
−1
X =
{
σiστ(i) if 1 ≤ i ≤ r − 1,
σrσr+1 · · ·σn−r+1 · · ·σr+1σr if i = r
(2.8)
and denote by W˜ the subgroup of W generated by {σ˜i | 1 ≤ i ≤ r}. The subgroup
W˜ can be interpreted as the Weyl group of the restricted root system Σ of the sym-
metric Lie algebra (g, θ), see [DK19, Section 2.2]. Let Br(W˜ ) denote the subgroup
of Br(g) generated by the elements
ς˜i = m{i,τ(i)}∪Xm
−1
X =
{
ςiςτ(i) if 1 ≤ i ≤ r − 1,
ςrςr+1 · · · ςn−r+1 · · · ςr+1ςr if i = r.
(2.9)
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The elements ς˜i satisfy the relations
ς˜i ς˜j = ς˜j ς˜i if aij = 0 and 1 ≤ i, j ≤ r,
ς˜i ς˜j ς˜i = ς˜j ς˜iς˜j if aij = −1 and 1 ≤ i, j < r,
ς˜i ς˜j ς˜i ς˜j = ς˜j ς˜iς˜j ς˜i if i = r, j = r − 1.
Since Br(WX ) and Br(W˜ ) commute, we consider the subgroup Br(WX ) ×
Br(W˜ ). We state without proof the version of [KP11, Lemma 2.1] correspond-
ing to the present case. In many cases, Ad(s) appearing in Equation (2.7) does
not commute with Ad(b) for b ∈ Br(WX ) × Br(W˜ ). For this reason, conjugating
the action Ad by a Lie algebra isomorphism ψs : g → g depending on Ad(s) is
necessary. Details of this construction can be found in [Dob19, Section 7.1].
Lemma 2.1 ([Dob19, Lemma 7.6]). Under the action ψs ◦Ad ◦ ψ−1s the subgroup
Br(WX)×Br(W˜ ) maps k to itself.
2.2. Quantum symmetric pairs of type AIII/AIV. Let K be a field of char-
acteristic zero and q an indeterminate. Denote by K(q1/2) be the field of rational
functions in q1/2 with coefficients in K. Following [Jan96] and [Lus94] the Drinfeld-
Jimbo quantised enveloping algebra Uq(g) = Uq(sln+1(C)) is the associativeK(q
1/2)-
algebra generated by elements Ei, Fi,Kµ for i ∈ I and µ ∈ P satisfying the following
relations:
(1) K0 = 1, KµKλ = Kµ+λ for all µ, λ ∈ P .
(2) KµEi = q
(αi,µ)EiKµ for all i ∈ I, µ ∈ P .
(3) KµFi = q
−(αi,µ)FiKµ for all i ∈ I, µ ∈ P .
(4) EiFj − FjEi = δij Ki−K
−1
i
q−q−1 for all i, j ∈ I.
(5) Quantum Serre relations,
We use the notation Ki = Kαi for i ∈ I and K−1µ = K−µ for µ ∈ P throughout.
We make the quantum Serre relations (5) more explicit. Let p denote the non-
commutative polynomial in two variables given by
p(x, y) = x2y − (q + q−1)xyx+ yx2. (2.10)
Then the quantum Serre relations can be written as
EiEj = EjEi, FiFj = FjFi if aij = 0, (2.11)
p(Ei, Ej) = p(Fi, Fj) = 0 if aij = −1. (2.12)
Analogously to (2.5), there exists an action of the braid group Br(g) on Uq(g)
by algebra automorphisms, see [Lus94, 39.4.3]. Under this action the generator
ςi ∈ Br(g) is mapped to the Lusztig automorphism Ti as in [Jan96, Section 8.14].
We recall explicitly how Ti acts on the generators of Uq(g). For any a, b ∈ Uq(g),
c ∈ K(q1/2) let
[a, b]c = ab− cba (2.13)
For any i, j ∈ I and µ ∈ P we have
Ti(Ei) = −FiKi, Ti(Fi) = −K−1i Ei, (2.14)
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and
Ti(Kµ) = Kσi(µ), (2.15)
Ti(Ej) =
{
Ej if aij = 0,
[Ei, Ej ]q−1 if aij = −1,
(2.16)
Ti(Fj) =
{
Fj if aij = 0,
[Fj , Fi]q if aij = −1,
(2.17)
For any w ∈ W with reduced expression w = σi1σi2 · · ·σit we write
Tw := Ti1Ti2 · · ·Tit . (2.18)
For any J = {a, a+ 1, . . . , b− 1, b} ⊂ I with a < b we define elements
E+J :=
[
Ea, [Ea+1, . . . , [Eb−1, Eb]q−1 . . . ]q−1
]
q−1
, (2.19)
E−J :=
[
Eb, [Eb−1, . . . , [Ea+1, Ea]q−1 . . . ]q−1
]
q−1
(2.20)
and similarly we write
F+J :=
[
Fa, [Fa+1, . . . , [Fb−1, Fb]q . . . ]q
]
q
, (2.21)
F−J :=
[
Fb, [Fb−1, . . . , [Fa+1, Fa]q . . . ]q
]
q
. (2.22)
Additionally, let
KJ = KaKa+1 · · ·Kb−1Kb. (2.23)
If J = {a} ⊂ I then we write
E+J = E
−
J = Ea, F
+
J = F
−
J = Fa. (2.24)
For later use, we note the following formulae, which follow from [Kol14, Lemma 3.4].
We have
TwX (F
+
X ) = −K−1X E+X , TwX (F−X ) = −K−1X E−X , (2.25)
TwX (E
+
X) = −F+XKX , TwX (E−X) = −F−XKX . (2.26)
Following [Let99] and the conventions of [Kol14] we now recall the definition
of quantum symmetric pair coideal subalgebras for Satake diagrams (X, τ) of type
AIII/AIV. LetMX = Uq(gX) denote the subalgebra of Uq(g) generated by {Ei, Fi,K±1i |
i ∈ X}. Let U0Θ = K(q1/2)〈Kµ | µ ∈ P,−wX ◦τ(µ) = µ〉. By construction, Ki ∈ U0Θ
for i ∈ X and K̟i−̟τ(i) ∈ U0Θ for i ∈ I. We use the notation
̟′i = ̟i −̟τ(i) for i ∈ I. (2.27)
Quantum symmetric pair coideal subalgebras depend on a choice of parameters
ǫ = (ǫi)i∈I\X ∈ (K(q1/2)×)I\X satisfying additional constraints. We assume for
the remainder of this paper that
ǫi = ǫτ(i) for i ∈ I \X ∪ {r, τ(r)}, (2.28)
compare with [Kol14, Section 5.1].
Remark 2.2. The parameters ǫi relate to the parameters ci and s(i) seen in [Kol14],
[BK15] and [BK19] in the following way: ǫi = cis(τ(i)) for each i ∈ I \X .
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Following [Kol14, Definition 5.1, 5.6] we denote by Bǫ = Bǫ(X, τ) the subalgebra
of Uq(g) generated by MX , U0Θ and the elements
Bi =

Fi − ǫiEτ(i)K−1i if i 6= r, τ(r),
Fr − ǫr[E+X , Eτ(r)]q−1K−1r if i = r,
Fτ(r) − ǫτ(r)[E−X , Er]q−1K−1τ(r) if i = τ(r).
(2.29)
for all i ∈ I \X . For consistency, we set Bi = Fi and ǫi = 0 for i ∈ X .
We recall now the defining relations ofBǫ, following [Let03, Section 7] and [Kol14,
Section 7]. For i ∈ I \X let
Li = KiK
−1
τ(i) (2.30)
and define
Zi =

−(1− q−2)E+XLτ(r) if i = r,
−(1− q−2)E−XLr if i = τ(r),
−Lτ(i) otherwise.
(2.31)
Further, let
Γi := ǫiZi − ǫτ(i)Zτ(i) (2.32)
for i ∈ I \X . Then the algebra Bǫ is generated over MXUΘ0 by the elements Bi
for i ∈ I \X , subject to the relations
BiKµ = q
(µ,αi)KµBi for i ∈ I \X , Kµ ∈ U0Θ, (2.33)
BiEj = EjBi for i ∈ I \X , j ∈ X , (2.34)
BiBj −BjBi = δi,τ(j)(q − q−1)−1Γi for i ∈ I \X , j ∈ I, aij = 0, (2.35)
p(Bi, Bj) = 0 for i, j ∈ I, aij = −1. (2.36)
3. Main Results
Recall from Lemma 2.1 that an action of Br(WX)×Br(W˜ ) on k by Lie algebra
automorphisms is obtained by restriction of the action of Br(g) on g. We now
construct an analogous braid group action in the setting of quantum symmetric
pairs of type AIII/AIV. Recall that the algebra automorphisms Ti for i ∈ X give
rise to a representation of Br(WX ) on Uq(g). In [BW18, Section 4.1] it was shown
that Bǫ is invariant under the automorphisms Ti for i ∈ X .
Theorem 3.1 ([BW18, Section 4.1]). There exists an action of Br(WX) on Bǫ
by algebra automorphisms such that the generator ςi ∈ Br(WX) is mapped to the
Lusztig automorpshism Ti.
We give this action explicitly on the elements Bi for i ∈ I \X . For i ∈ X and
j ∈ I \X we have
Ti(Bj) =
{
Bj if aij = 0,
[Bj , Fi]q if aij = −1,
T−1i (Bj) =
{
Bj if aij = 0,
[Fi, Bj ]q if aij = −1.
(3.1)
It follows that
TwX (Br) = [Br, F
+
X ]q, (3.2)
TwX (Bτ(r)) = [Bτ(r), F
−
X ]q. (3.3)
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Similarly, one also obtains
T−1wX (Br) = [F
−
X , Br]q, (3.4)
T−1wX (Bτ(r)) = [F
+
X , Bτ(r)]q. (3.5)
We now construct the action of Br(W˜ ) on Bǫ by algebra automorphisms. For
reasons observed in Equations (3.7) and (3.9) we now consider an extension K′
of the field K(q1/2) that contains
√
ǫi for i ∈ I \ X . For 1 ≤ i ≤ r the algebra
automorphisms
T˜i := Tσ˜i =
{
TiTτ(i) if 1 ≤ i ≤ r,
TrTr+1 · · ·Tτ(r) · · ·Tr+1Tr if i = r
(3.6)
do not leave Bǫ invariant. However, they are still used as a guide to the construction
of a braid group action on Bǫ. The general strategy is similar to that of [KP11].
We first define the action of the generators ς˜i for 1 ≤ i ≤ r − 1.
For 1 ≤ i ≤ r − 1 and j ∈ I \X define
Ti(Bj) =

q−1Bτ(j)Lτ(j) if j = i or j = τ(i),(
qǫi
)−1/2
[Bj , Bi]q if aij = −1,(
qǫτ(i)
)−1/2
[Bj , Bτ(i)]q if aτ(i)j = −1,
Bj if aij = 0 and aτ(i)j = 0.
(3.7)
Theorem 3.2. Suppose (X, τ) is a Satake diagram of type AIII with X = {r +
1, . . . τ(r + 1)} and 1 ≤ r ≤ ⌈n2 ⌉ − 1. Let 1 ≤ i ≤ r − 1.
(1) There exists a unique algebra automorphism Ti of Bǫ such that Ti(Bj) is
given by Equation (3.7) for j ∈ I \X and Ti|MXUΘ0 = T˜i|MXUΘ0 .
(2) The inverse automorphism T −1i is given by
T −1i (Bj) =

qBτ(j)Lj if j = i or j = τ(j),(
qǫi
)−1/2
[Bi, Bj ]q if aij = −1,(
qǫτ(i)
)−1/2
[Bτ(i), Bj ]q if aτ(i)j = −1,
Bj if aij = 0 and aτ(i)j = 0
(3.8)
and T −1i |MXUΘ0 = T˜i|MXUΘ0 .
(3) The relation TiTi+1Ti = Ti+1TiTi+1 holds for 1 ≤ i < r − 1. Further the
relation TiTj = TjTi holds for aij = 0 with 1 ≤ i, j ≤ r − 1.
Proof. The result follows from [KP11, Theorems 4.3 and 4.6] where the only differ-
ence occurs in Ti(Bj) when aij = −1 or aτ(i)j = −1. Here, one checks that
[Bj , Bi]q[Bτ(j), Bτ(i)]q − [Bτ(j), Bτ(i)]q[Bj , Bi]q
=
qǫi
q − q−1
(
ǫjTi(Zj)− ǫτ(j)Ti(Zτ(j))
)
.
Hence for symmetry reasons and the fact that ǫi = ǫτ(i) for 1 ≤ i ≤ r−1, we choose
Ti(Bj) and Ti(Bτ(j)) as in Equation (3.7). 
Remark 3.3. In Equations (3.7) and (3.8) the coefficients ǫi appear whereas they
did not in [KP11]. This is because Kolb and Pellegrini took ǫi = 1 for all i ∈ I in
their paper.
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It remains to construct the algebra automorphism Tr. For ease of notation, let
C =
(
qǫrǫτ(r)
)−1/2
. Recall from Equation (2.27) that we set ̟′i = ̟i −̟τ(i) for
i ∈ I. Define
Tr(Bj) =

q−1BrLrK̟′
r+1
if j = r,
q−1Bτ(r)Lτ(r)K̟′
τ(r+1)
if j = τ(r),
C
([
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
+ qǫτ(r)Br−1LrK
−1
X
)
if j = r − 1,
C
([
Bτ(r−1), [Bτ(r), [F
−
X , Br]q]q
]
q
+ qǫrBτ(r−1)Lτ(r)K
−1
X
)
if j = τ(r − 1),
Bj otherwise
(3.9)
for j ∈ I \ X . The following theorem establishes that Equation (3.9) defines an
algebra automorphism Tr : Bǫ → Bǫ.
Theorem 3.4. Suppose (X, τ) is a Satake diagram of type AIII/AIV with X =
{r + 1, . . . τ(r + 1)} and 1 ≤ r ≤ ⌈n2 ⌉ − 1.
(1) There exists a unique algebra automorphism Tr of Bǫ such that Tr(Bj) is
given by Equation (3.9) and Tr|MXUΘ0 = T˜r|MXUΘ0 .
(2) The inverse automorphism T −1r is given by
T −1r (Bj) =

qBrLτ(r)K̟′
τ(r+1)
if j = r,
qBτ(r)LrK̟′
r+1
if j = τ(r),
C
([
Bτ(r), [F
−
X , [Br, Br−1]q]q
]
q
+ ǫrBr−1Lτ(r)K
−1
X
)
if j = r − 1,
C
([
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
+ ǫτ(r)Bτ(r−1)LrK
−1
X
)
if j = τ(r − 1),
Bj otherwise
(3.10)
and T −1r |MXUΘ0 = T˜−1r |MXUΘ0 .
Remark 3.5. A desirable property of the algebra automorphism Tr is that it is local,
meaning Tr(Bi) = Bi is satisfied for i ∈ I \X and air = aτ(i)r = 0. With this, it
is not possible to omit the elements K̟′
i
for i ∈ I \X from our constructions. In
particular, K̟′
i
appears so that the relation
BiEj − EjBi = 0
for i ∈ I \X , j ∈ X is preserved under Tr.
The proof of Theorem 3.4 requires non-trivial calculations which are postponed
to Section 4. Crucially, the algebra automorphisms T1, . . . , Tr satisfy type Br braid
relations.
Theorem 3.6. Suppose (X, τ) is a Satake diagram of type AIII with X = {r +
1, . . . , τ(r + 1)} and 1 ≤ r ≤ ⌈n2 ⌉ − 1. Then the relation
TrTr−1TrTr−1 = Tr−1TrTr−1Tr (3.11)
holds. Further, the relations TrTi = TiTr hold for any 1 ≤ i < r − 1.
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Similarly to Theorem 3.4, the proof of Theorem 3.6 requires a series of calcula-
tions which are given in Section 5. As a result of Theorems 3.2, 3.4 and 3.6 a braid
group action of Br(W˜ ) on Bǫ by algebra automorphisms is established.
Corollary 3.7. Suppose (X, τ) is a Satake diagram of type AIII/AIV with X =
{r + 1, . . . , τ(r + 1)} and 1 ≤ r ≤ ⌈n2 ⌉ − 1. Then there exists an action of Br(W˜ )
on Bǫ by algebra automorphisms. Under this action the generator ς˜i ∈ Br(W˜ ) is
mapped to the algebra automorphism Ti for 1 ≤ i ≤ r.
Since the subgroups Br(WX ) and Br(W˜ ) of Br(g) commute, we now combine
Theorem 3.1 and Corollary 3.7 to give an action of Br(WX ) × Br(W˜ ) on Bǫ by
algebra automorphisms.
Theorem 3.8. Let (X, τ) be a Satake diagram of type AIII/AIV with X = {r +
1, . . . , τ(r + 1)} and 1 ≤ r ≤ ⌈n2 ⌉ − 1. Then there exists an action of Br(WX) ×
Br(W˜ ) on Bǫ by algebra automorphisms. The action of Br(WX) on Bǫ is given by
the Lusztig automorphisms Tj for j ∈ X and the action of Br(W˜ ) on Bǫ is given
by the algebra automorphisms Ti for 1 ≤ i ≤ r given by Equations (3.7) and (3.9).
Proof. In order to prove Theorem 3.8 it suffices to show that for all x ∈ Bǫ, the
relation
TjTi(x) = TiTj(x)
holds for j ∈ X and 1 ≤ i ≤ r. Since Ti|MXUΘ0 = T˜i|MXUΘ0 for all 1 ≤ i ≤ r the
result follows if x ∈ MXUΘ0 . As a result of this and the underlying symmetry, we
hence only consider x = Bk for 1 ≤ k ≤ r. We proceed by casework.
Case 1. 1 ≤ i ≤ r − 1 and j ∈ X \ {r + 1}.
By Equations (3.1) and (3.7) it follows that Ti(Bk) is invariant under Tj for all
j ∈ X \ {r + 1} and 1 ≤ k ≤ r. The result follows from this.
Case 2. 1 ≤ i ≤ r − 1 and j = r + 1.
Recall from Equation (3.1) that for 1 ≤ k ≤ r we have
Tr+1(Bk) =
{
Bk if 1 ≤ k ≤ r − 1,
[Br, Fr+1]q if k = r.
There are three cases to consider, depending on the value of aik. If aik = 0 then
Ti(Bk) = Bk and Ti ◦ Tr+1(Bk) = Tr+1(Bk). The claim follows from this. If
aik = −1 then Ti(Bk) =
(
qǫi
)−1/2
[Bk, Bi]q. Since 1 ≤ i ≤ r − 1, Equation (3.1)
implies that we need only check the claim when k = r and i = r − 1. We obtain
Tr+1Tr−1(Br) =
(
qǫi
)−1/2
Tr+1([Br, Br−1]q)
=
(
qǫi
)−1/2
[[Br, Fr+1]q, Br−1]q
=
(
qǫi
)−1/2
[[Br, Br−1]q, Fr+1]q = Tr−1Tr+1(Br)
as required. Finally, if aik = 2 then the claim follows since 1 ≤ i ≤ r− 1 and hence
Ti(Bi) = q−1Bτ(i)Lτ(i) is invariant under Tr+1.
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Case 3. i = r and k 6= r − 1.
Suppose that 1 ≤ k ≤ r− 2. Then both Tj and Tr act as the identity on Bk so the
claim follows. Hence assume that k = r. Then recall from Equation (3.9) that
Tr(Br) = q−1BrLrK̟′
r+1
where ̟′r+1 = ̟r+1 −̟τ(r+1). Let λ = αr − ατ(r) +̟′r+1. Since αr = −̟r+1 +
2̟r −̟r−1 it follows that (αj , λ) = 0 for all j ∈ X . This implies that σj(λ) = λ
for all j ∈ X and hence Tj(LrK̟′
r+1
) = LrK̟′
r+1
.
If j 6= r + 1 then Tj(Br) = Br and the result follows. Otherwise by Equation
(3.1) we have
Tr+1Tr(Br) = q−1Tr+1(Br)Kλ
= q−1[Br, Fr+1]qKλ = TrTr+1(Br)
where we use the fact that Kλ commutes with Fr+1. The result follows from this.
Case 4. i = r, j ∈ X \ {r + 1} and k = r − 1.
By Lemma A.16 the result is clear for j 6= τ(r + 1) since Tj acts as the identity on
the elements F+X , Lr,K
−1
X and Bk for k ∈ I \X . On the other hand if j = τ(r + 1)
then by Equation (3.1) we have
Tτ(r+1)([F
+
X , Bτ(r)]q) = Tτ(r+1)
(
[FX\{τ(r+1)}, [Fτ(r+1), Bτ(r)]q]q
)
= [F+X , Bτ(r)]q.
Hence Tr(Br−1) is invariant under Tτ(r+1) and the result follows.
Case 5. i = r, j = r + 1 and k = r − 1.
Recall from Equation (3.9) that
Tr(Br−1) = C
([
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
+ qǫτ(r)Br−1LrK
−1
X
)
.
We are done if we show that Tr(Br−1) is invariant under Tr+1. Using Lemma A.17
we obtain
Tr+1
([
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
)
=
[
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
+ qǫτ(r)Br−1Lr(K
−1
r+1 −Kr+1)K−1X\{r+1}.
Further, we have
Tr+1(Br−1LrK
−1
X ) = Br−1LrKr+1K
−1
X\{r+1}.
Combining these we obtain
Tr+1Tr(Br−1) = C
[
Br−1, [Br, [FX , Bτ(r)]q]q
]
q
+ Cqǫτ(r)Br−1LrKr+1K
−1
X\{r+1}
+ Cqǫτ(r)Br−1Lr(K
−1
r+1 −Kr+1)K−1X\{r+1}
= Tr(Br−1)
as required. 
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4. Proof of Theorem 3.4
We divide the proof of Theorem 3.4 into three parts. In the first part, we show
that Tr is an algebra endomorphism of Bǫ by checking that all of the necessary
relations are satisfied. Next, we show that T −1r is also an algebra endomorphism
of Bǫ. Finally, we show that T −1r really is the inverse of Tr.
4.1. Proof that Tr is an algebra endomorphism. Recall from Equations (2.10)
and (2.32) the polynomial p : Uq(g) × Uq(g) → Uq(g) and the elements Γi =
ǫiZi − ǫτ(i)Zτ(i). In view of relations (2.33) to (2.36) and Equation (3.9) we show
that the relations
Br−1x− xBr−1 = 0 for x ∈MX , (4.1)
Br−1Bτ(r−1) −Bτ(r−1)Br−1 = 1
q − q−1Γr−1, (4.2)
p(Br, Br−1) = 0, (4.3)
p(Br−1, Br) = 0 (4.4)
are preserved under the map Tr. The remaining relations either follow from the
above by symmetry, or can be verified by short calculations. Such checks are not
shown here. Using Lemma A.2, the elements Tr(Br−1) and Tr(Bτ(r−1)) can be
expressed in the following way. Let
S =
[
Br−1, [Br, F
+
X ]q
]
q
, (4.5)
Sτ =
[
Bτ(r−1), [Bτ(r), F
−
X ]q
]
q
(4.6)
and let
∆ = qǫτ(r)Br−1LrKX , (4.7)
∆τ = qǫrBτ(r−1)Lτ(r)KX . (4.8)
Then we have
Tr(Br−1) = C
(
[S,Bτ(r)]q +∆
)
, (4.9)
Tr(Bτ(r−1)) = C
(
[Sτ , Br]q +∆
τ
)
. (4.10)
We use Equations (4.9) and (4.10) to establish many of the results of this section.
We first show that (4.1) is invariant under Tr. The following lemma establishes
invariance for x ∈ {Ei, Fi | i ∈ X , i 6= r + 1, τ(r + 1)}.
Lemma 4.1. For any i ∈ X \ {r + 1, τ(r + 1)} the relations
F+XEi − EiF+X = 0,
F+XFi − FiF+X = 0
hold in Uq(g).
Proof. For any i ∈ X \ {r + 1, τ(r + 1)} let Wi = {r + 1, r + 2, . . . , i − 1} and
Yi = {i+1, i+2, . . . , τ(r+1)}. Since EiFj −FjEi = δij(q− q−1)−1(Ki−K−1i ) for
i, j ∈ I, it follows that
F+XEi = EiF
+
X −
1
q − q−1
[
F+Wi , [Ki −K−1i , F+Yi ]q
]
q
.
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Since [Ki, Fi+1]q = 0 and [Fi−1,K
−1
i ]q = 0, it follows that F
+
XEi = EiF
+
X . Now,
using Equation (2.17) we have
Fi = T
−1
i−1T
−1
i (Fi−1),[
Fi−1, [Fi, Fi+1]q
]
q
= T−1i−1T
−1
i (Fi+1).
This implies that [
Fi−1, [Fi, Fi+1]q
]
q
Fi = Fi
[
Fi−1, [Fi, Fi+1]q
]
q
and hence F+XFi = FiF
+
X as required. 
We now consider (4.1) for x ∈ {Er+1, Eτ(r+1), Fr+1, Fτ(r+1)}.
Lemma 4.2. The relations
Tr(Br−1)Er+1 − Er+1Tr(Br−1) = 0,
Tr(Br−1)Eτ(r+1) − Eτ(r+1)Tr(Br−1) = 0
hold in Bǫ.
Proof. Suppose first that X = {r + 1}. Since [Br,K−1r+1]q = 0 we have
SEr+1 =
[
Br−1, [Br, Fr+1Er+1]q
]
q
= Er+1S − 1
q − q−1
[
Br−1, [Br,Kr+1]q
]
q
= Er+1S + q[Br−1, Br]qKr+1.
It follows that
[S,Br+2]qEr+1 = Er+1[S,Br+2]q + q
[
[Br−1, Br]qKr+1, Br+2
]
q
= Er+1[S,Br+2]q + q
2
[
Br−1, [Br, Br+2]
]
q
Kr+1
= Er+1[S,Br+2]q − q
2ǫr+2
q − q−1 [Br−1,Zr+2]qKr+1.
Recalling that Zr+2 = −(1− q−2)Er+1Lr we obtain using (2.33) and (2.34)
[S,Br+2]qEr+1 = Er+1[S,Br+2]q + q(1− q2)ǫr+2Er+1Br−1LrKr+1.
This and Equation (4.8) implies
1
C
[Tr(Br−1), Er+1] = [S,Br+2]qEr+1 +∆Er+1 − Er+1[S,Br+2]q − Er+1∆
= (1− q2)Er+1∆+∆Er+1 − Er+1∆
= 0
where the last equality follows since Er+1∆ = q
−2∆Er+1. This shows that Er+1
commutes with Tr(Br−1) when |X | = 1.
Suppose now that |X | > 1. Let Y = X \ {r + 1}. Then
F+XEr+1 = Er+1F
+
X −
1
q − q−1 [Kr+1 −K
−1
r+1, F
+
Y ]q
= Er+1F
+
X − F+Y K−1r+1.
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It follows from this and the relation [Br,K
−1
r+1]q = 0 that
SEr+1 =
[
Br−1, [Br, F
+
XEr+1]q
]
q
=
[
Br−1, [Br, Er+1F
+
X − F+Y K−1r+1]q
]
q
= Er+1S − F+Y
[
Br−1, [Br,K
−1
r+1]q
]
q
= Er+1S.
Further, we have ∆Er+1 = Er+1∆ since Er+1 commutes with LrKX . This im-
plies that Tr(Br−1) commutes with Er+1. To show that Tr(Br−1) commutes with
Eτ(r+1), one proceeds similarly but instead using the form of Tr(Br−1) given in
Equation (3.9) and the relation [Kτ(r+1), Bτ(r)]q = 0. 
Lemma 4.3. The relations
Tr(Br−1)Fr+1 − Fr+1Tr(Br−1) = 0,
Tr(Br−1)Fτ(r+1) − Fτ(r+1)Tr(Br−1) = 0
hold in Bǫ.
Proof. Suppose first that X = {r + 1}. Since Br−1 commutes with Br+2 we have
[S,Br+2]q =
[
Br−1, [[Br, Fr+1]q, Br+2]q
]
q
.
We commute Fr+1 through [S,Br+2]q using the algebra automorphism TwX = Tr+1.
In particular, by Equations (2.14) and (3.1) we have
Fr+1 = −Tr+1(Er+1Kr+1),
[Br, Fr+1]q = Tr+1(Br),
Br+2 = Tr+1([Fr+1, Br+2]q).
It hence follows that
[S,Br+2]qFr+1 = −Tr+1
([
Br−1, [Br, [Fr+1, Br+2]q]q
]
q
Er+1Kr+1
)
. (4.11)
We consider the right hand side of Equation (4.11). We have
[Br, [Fr+1, Br+2]q]qEr+1Kr+1 − Er+1Kr+1[Br, [Fr+1, Br+2]q]q
=
1
q − q−1 [Br, [K
−1
r+1, Br+2]q]qKr+1
= − 1
q − q−1 (ǫrZr − ǫr+2Zr+2).
Substituting this into Equation (4.11) we obtain
[S,Br+2]qFr+1 = Fr+1[S,Br+2]q +
1
q − q−1Tr+1([Br−1, ǫrZr − ǫr+2Zr+2)
= Fr+1[S,Br+2]q + qǫr+2Br−1Tr+1(Zr+2).
Since Zr+2 = −(1− q−2)Er+1Lr we have
Tr+1(Zr+2) = (1 − q−2)Fr+1Kr+1Lr.
This implies that
[S,Br+2]qFr+1 = Fr+1[S,Br+2]q + q(1 − q−2)ǫr+2Fr+1Br−1Kr+1Lr
= Fr+1[S,Br+2]q + (1 − q−2)Fr+1∆.
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Since Fr+1∆ = q
2∆Fr+1 we have
1
C
[Tr(Br−1), Fr+1] = [S,Br+2]qFr+1 +∆Fr+1 − Fr+1[S,Br+2]q − Fr+1∆
= (1− q−2)Fr+1∆+∆Fr+1 − Fr+1∆
= 0.
This shows that Fr+1 commutes with Tr(Br−1) when |X | = 1.
Suppose now that |X | > 1. The relation Fr+1 = −TwX (Eτ(r+1)Kτ(r+1)) and
Equation (3.2) imply[
Fr+1, [Br, F
+
X ]q
]
= −TwX
(
[Eτ(r+1)Kτ(r+1), Br]
)
= 0
and hence S commutes with Fr+1. This, paired with the relation
Fr+1LrKX = LrKXFr+1,
shows that Fr+1 commutes with Tr(Br−1). In order to verify that Tr(Br−1) com-
mutes with Fτ(r+1), one shows that Fτ(r+1) commutes with [F
+
X , Bτ(r)]q similarly
to the above. The result then follows by considering Equation (3.9). 
This completes the proof that Equation (4.1) is preserved under Tr. We now
show that (4.2) is invariant under Tr.
Proposition 4.4. The relation
[Tr(Br−1), Tr(Bτ(r−1))] = 1
q − q−1Γi (4.12)
holds in Bǫ.
Proof. Using the expressions for Tr(Br−1) and Tr(Bτ(r−1)) given in Equations (4.9)
and (4.10) we have
1
C2
[Tr(Br−1), Tr(Bτ(r−1))] =
[
[S,Bτ(r)]q, [S
τ , Br]q
]
+
[
∆, [Sτ , Br]q
]
+
[
[S,Bτ(r)]q,∆
τ
]
+ [∆,∆τ ].
By Lemma A.7 we have[
[S,Bτ(r)]q, [S
τ , Br]q
]
= −[∆, [Sτ , Br]q]− [[S,Bτ(r)]q,∆τ ]
− qǫrǫτ(r)
q − q−1 (KX −K
−1
X )KXΓr−1.
The result follows by recalling from (3.9) that C2 = (qǫrǫτ(r))
−1 and noting that
[∆,∆τ ] =
qǫrǫτ(r)
q − q−1K
2
XΓr−1.

It remains to show that Equations (4.3) and (4.4) are invariant under Tr.
Proposition 4.5. The relation
p(Tr(Br), Tr(Br−1)) = 0 (4.13)
holds in Bǫ.
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Proof. Using the expression for Tr(Br−1) from Equation (4.9) and recalling that
Tr(Br) = q−1BrLrK̟′
r+1
we have
q2
C
p
(Tr(Br),Tr(Br−1))
=
(
BrLrK̟′
r+1
)2(
[S,Bτ(r)]q +∆
)
+
(
[S,Bτ(r)]q +∆
)(
BrLrK̟′
r+1
)2
− (q + q−1)(BrLrK̟′
r+1
)
(
[S,Bτ(r)]q +∆
)
(BrLrK̟′
r+1
).
By taking (LrK̟′
r+1
)2 out as a factor, we obtain
q2
C
p
(Tr(Br), Tr(Br−1))(LrK̟′
r+1
)−2
= B2r [S,Bτ(r)]q − q−1(q + q−1)Br[S,Bτ(r)]qBr + q−2[S,Bτ(r)]qB2r (4.14)
+B2r∆− q−1(q + q−1)Br∆Br + q−2∆B2r .
By Equation (A.10) the element Br commutes with S which implies
Br[S,Bτ(r)]q = [S,Bτ(r)]qBr +
1
q − q−1 [S,Γr]q. (4.15)
It follows from that
B2r [S,Bτ(r)]q = Br[S,Bτ(r)]qBr +
1
q − q−1Br[S,Γr]q,
[S,Bτ(r)]qB
2
r = Br[S,Bτ(r)]qBr +
1
q − q−1 [S,Γr]qBr.
Substituting these two expressions into Equation (4.14) we obtain
q2
C
p
(Tr(Br), Tr(Br−1))(LrK̟′
r+1
)−2
=
1
q − q−1
[
S, [Br,Γr]q−2
]
q
+B2r∆
− q−1(q + q−1)Br∆Br + q−2∆B2r . (4.16)
Recall from Lemma A.3 that
SZτ(r) = qZτ(r)S − q(q − q−1)[Br−1LrKX , Br]. (4.17)
Since
[Br,Γr]q−2 = −(q2 − q−2)ǫτ(r)Zτ(r)Br
one calculates that
1
q − q−1
[
S, [Br,Γr]q−2
]
q
= −(q + q−1)ǫτ(r)[S,Zτ(r)]qBr
(4.17)
= (q2 − q−2)[∆, Br]Br.
The result follows by substituting this expression into Equation (4.16) and observing
that
[∆, Br]Br = q
−2Br[∆, Br]
holds since p(Br, Br−1) = 0. 
Proposition 4.6. The relation
p(Tr(Br−1), Tr(Br)) = 0
holds in Bǫ.
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Proof. Using Equations (3.9) and (4.9) we have
q
C2
p(Tr(Br−1),Tr(Br))
(
LrK̟′
r+1
)−1
=
(
[S,Bτ(r)]q +∆
)2
Br + q
2Br
(
[S,Bτ(r)]q +∆
)2
− q(q + q−1)([S,Bτ(r)]q +∆)Br([S,Bτ(r)]q +∆). (4.18)
Since Br−1[Br−1, Br]q = q
−1[Br−1, Br]qBr−1 and Br−1 commutes with F
+
X and
Bτ(r) it follows that
[S,Bτ(r)]q∆ = ∆[S,Bτ(r)]q.
This implies (
[S,Bτ(r)]q +∆
)2
= [S,Bτ(r)]
2
q + 2[S,Bτ(r)]q∆+∆
2.
We consider terms involving different powers of ∆ in (4.18) separately. First, we
consider the expression
[S,Bτ(r)]
2
qBr − q(q + q−1)[S,Bτ(r)]qBr[S,Bτ(r)]q + q2Br[S,Bτ(r)]2q . (4.19)
Using the relation
[S,Bτ(r)]qBr = Br[S,Bτ(r)]q − 1
q − q−1 [S,Γr]q
from Equation (4.15) it follows that
[S,Bτ(r)]
2
qBr − q(q + q−1)[S,Bτ(r)]qBr[S,Bτ(r)]q + q2Br[S,Bτ(r)]2q
=
q2
q − q−1 [S,Γr]q[S,Bτ(r)]q −
1
q − q−1 [S,Bτ(r)]q[S,Γr]q.
(4.20)
By Lemma A.3 we have
ǫτ(r)[S,Zτ(r)]q = −(q − q−1)[∆, Br]
which implies
[S,Γr]q[S,Bτ(r)]q = ǫr[S,Zr]q[S,Bτ(r)]q + (q − q−1)[∆, Br ][S,Bτ(r)]q, (4.21)
[S,Bτ(r)]q[S,Γr]q = ǫr[S,Bτ(r)]q[S,Zr]q + (q − q−1)[S,Bτ(r)]q[∆, Br]. (4.22)
Using Lemmas A.8 and A.9 we commute [S,Zr]q through [S,Bτ(r)]q. In particular
we have
Zr[S,Bτ(r)]q = q−1[S,Bτ(r)]qZr + q−2(q − q−1)∆Zr,
S[S,Bτ(r)]q = q
−1[S,Bτ(r)]qS − q−2(q2 − q−2)S∆.
Combining this with the relations
S∆ = q3∆S,
Zr∆ = q−3∆Zr
we obtain
[S,Zr]q[S,Bτ(r)]q = q−2[S,Bτ(r)]q[S,Zr]q − (1− q−2)∆[S,Zr]q (4.23)
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Again by Equation (4.15) we have
[∆, Br][S,Bτ(r)]q = ∆[S,Bτ(r)]qBr −Br[S,Bτ(r)]q∆+ 1
q − q−1∆[S,Γr]q, (4.24)
[S,Bτ(r)]q[∆, Br] = −Br[S,Bτ(r)]q∆+∆[S,Bτ(r)]qBr + 1
q − q−1 [S,Γr]q∆. (4.25)
By Equation (4.17) we have
ǫτ(r)[S,Zτ(r)]q = −(q − q−1)[∆, Br]. (4.26)
Substituting Equations (4.23) and (4.24) into (4.21), Equation (4.25) into (4.22)
and using (4.26) we obtain
[S,Γr]q[S,Bτ(r)]q = q
−2ǫr[S,Bτ(r)]q[S,Zr]q + q−2ǫr∆[S,Zr]q + (q − q−1)∆[∆, Br]
+ (q − q−1)∆[S,Bτ(r)]qBr − (q − q−1)Br[S,Bτ(r)]q∆,
[S,Bτ(r)]q[S,Γr]q = ǫr[S,Bτ(r)]q[S,Zr]q + ǫr[S,Zr]q∆+ (q − q−1)∆[S,Bτ(r)]qBr
− (q − q−1)Br[S,Bτ(r)]q∆+ (q − q−1)[∆, Br]∆.
Hence Equation (4.20) implies that
[S,Bτ(r)]
2
qBr−q(q + q−1)[S,Bτ(r)]qBr[S,Bτ(r)]q + q2Br[S,Bτ(r)]2q
= (q2 − 1)∆[S,Bτ(r)]qBr − (q2 − 1)Br[S,Bτ(r)]q∆−
[
[∆, Br],∆
]
q2
.
(4.27)
We next consider the expression
2∆[S,Bτ(r)]qBr − (1 + q2)
(
[S,Bτ(r)]qBr∆+∆Br[S,Bτ(r)]q
)
+ 2q2Br[S,Bτ(r)]q∆.
By Equations (4.15) and (A.8) we have
[S,Bτ(r)]qBr∆ = Br[S,Bτ(r)]q∆− 1
q − q−1 ǫr[S,Zr]q∆− [∆, Br]∆,
∆Br[S,Bτ(r)]q = ∆[S,Bτ(r)]qBr +
1
q − q−1 ǫr∆[S,Zr]q +∆[∆, Br]
from which it follows that
2∆[S,Bτ(r)]qBr − (1 + q2)
(
[S,Bτ(r)]qBr∆+∆Br[S,Bτ(r)]q
)
+ 2q2Br[S,Bτ(r)]q∆
= (q2 − 1)Br[S,Bτ(r)]q∆− (q2 − 1)∆[S,Bτ(r)]qBr + (q2 + 1)
[
[∆, Br],∆
]
.
(4.28)
Combining Equations (4.27) and (4.28) and substituting into Equation (4.18) gives
q
C2
p
(Tr(Br−1), Tr(Br))(LrK−1̟′
r+1
)
= −[[∆, Br],∆]q2 + (q2 + 1)[[∆, Br],∆]+∆2Br − q(q + q−1)∆Br∆
+ q2Br∆
2
= 0
as required. 
Lemmas 4.1 to 4.3 and Propositions 4.4 to 4.6 together show that Tr is an algebra
endomorphism of Bǫ.
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4.2. Proof that T −1r is an algebra endomorphism. We now show that T −1r
given in Equation (3.10) also defines an algebra endomorphism of Bǫ. First, with
an additional constraint on the parameters ǫ, we construct an anti-involution φ :
Bǫ → Bǫ such that
T −1r = φ ◦ Tr ◦ φ (4.29)
holds, compare with [Lus94, Section 37.2.4]. In particular, set
φ(Bi) = Bi, φ(Li) = Lτ(i) for i ∈ I \X ,
φ(Ej) = Ej , φ(Fj) = Fj , φ(Kj) = K
−1
j for i ∈ X .
(4.30)
Note that the restriction of φ onMX coincides with Lusztig’s algebra anti-automorphism
τ on Uq(g), see [Lus94, Section 3.1.3].
Lemma 4.7. The map φ given by Equation (4.30) is an involutive algebra anti-
automorphism of Bǫ if and only if ǫr = ǫτ(r).
Proof. By considering the defining relations of Bǫ given in Equations (2.33) – (2.36),
it suffices to show that φ preserves the relation
BiBτ(i) −Bτ(i)Bi = 1
q − q−1 (ǫiZi − ǫτ(i)Zτ(i)) (4.31)
for i ∈ I \X . Since φ(E+X) = E−X and φ(E−X) = E+X , it follows that
φ(Zi) = Zτ(i) for all i ∈ I \X .
Since
φ(BiBτ(i) −Bτ(i)Bi) = Bτ(i)Bi −BiBτ(i) = 1
q − q−1 (ǫτ(i)Zτ(i) − ǫiZi)
holds for all i ∈ I \X , Equation (4.31) is preserved by φ if and only if
ǫτ(i)Zτ(i) − ǫiZi = ǫiZτ(i) − ǫτ(i)Zi
for all i ∈ I \X . This holds if and only if ǫi = ǫτ(i) for all i ∈ I \X . The result
follows from this and Equation (2.28). 
By the above lemma and the results of the previous section, the map φ ◦ Tr ◦ φ
is an algebra endomorphism of Bǫ if ǫr = ǫτ(r).
Lemma 4.8. Suppose ǫr = ǫτ(r). Then for i ∈ I \X the relation
T −1r (Bi) = φ ◦ Tr ◦ φ(Bi)
holds.
Proof. By Equation (3.10) it suffices to only consider i = r − 1 and i = r. The
result for i = r follows since
φ(BrLrK̟′
r+1
) = q2BrLτ(r)K̟′
τ(r+1)
and hence
φ ◦ Tr ◦ φ(Br) = qBrLτ(r)K̟′
τ(r+1)
= T −1r (Br−1).
Recall from Equation (4.9) that we have
Tr(Br−1) = C
([
[[Br−1, Br]q, F
+
X ]q, Bτ(r)
]
q
+ qǫτ(r)Br−1LrKX
)
.
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Since φ is an anti-involution of Bǫ we have
φ
([
[[Br−1, Br]q, F
+
X ]q, Bτ(r)
]
q
)
=
[
Bτ(r), [F
−
X , [Br, Br−1]q]q
]
q
,
φ(Br−1LrKX) = q
−1Br−1Lτ(r)K
−1
X .
Combining both relations and comparing with Equation (3.10) gives
φ ◦ Tr ◦ φ(Br−1) = C
([
Bτ(r), [F
−
X , [Br, Br−1]q]q
]
q
+ ǫrBr−1Lτ(r)K
−1
X
)
= T −1r (Br−1)
as required, where we have additionally used the condition ǫr = ǫτ(r). 
As a consequence of Lemma 4.8 and Section 4.1 the following corollary is imme-
diate.
Corollary 4.9. If ǫr = ǫτ(r) then T −1r given by Equation (3.10) defines an algebra
endomorphism of Bǫ.
We now show that T −1r defines an algebra endomorphism of Bǫ also for general
parameters. When necessary, we specify the dependence on the parameters ǫ ex-
plicitly by writing Tr,ǫ for Tr and Bǫi for Bi, where i ∈ I \X . Additionally, we also
write Cǫ for the constant C appearing in Tr(Br−1) and Tr(Bτ(r−1)). By [Wat19,
Lemma 2.5.1], there exists a field extension K1 of K(q
1/2) ([Wat19, Section 2.4])
and additional parameters η, ζ ∈ (K×1 )I satisfying
ζiζτ(i) = 1 for all i ∈ I, (4.32)
ζi = 1 unless i = r, τ(r), (4.33)
ǫiηiητ(i)ζi = ǫ
′
i for all i ∈ I (4.34)
such that the map Aη,ζ : Bǫ → Bǫ′ with Aη,ζ |MX = id|MX and
Aη,ζ(Bǫi ) = η−1i Bǫ
′
i , (4.35)
Aη,ζ(Li) = ζ−1i Li, (4.36)
Aη,ζ(Kj) = Kj (4.37)
for all i ∈ I \ X and j ∈ X is an algebra isomorphism. Here, we consider the
algebras Bǫ and Bǫ′ over K1. We note that Aǫ,ζ restricted to the semisimple part
is the identity. In particular, we have Aǫ,ζ(K̟j ) = K̟j for j ∈ X .
Additionally, by (2.35) and (4.32) the map f : Bǫ′ → Bǫ′ given by
f(Bi) =
{
ζ−1i Bi if i = r, τ(r),
Bi otherwise
(4.38)
and f |MXUΘ0 = id|MXUΘ0 is an algebra automorphism of Bǫ.
Lemma 4.10. For any ǫ and ǫ′ satisfying (2.28) and for any η, ζ ∈ (K×1 )I satis-
fying (4.32), (4.33) and (4.34), the relation
T −1r,ǫ′ (Bǫ
′
i ) = Aη,ζ ◦ T −1r,ǫ ◦ A−1η,ζ ◦ f(Bǫ
′
i ) (4.39)
holds for any i ∈ I \X.
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Proof. By Equations (3.10), (4.35) and (4.38), it suffices to verify (4.39) on the
elements Br and Br−1. We have
Aǫ,ζ ◦ T −1r,ǫ ◦ A−1ǫ,ζ ◦ f(Bǫ
′
r ) = ζ
−1
r ηrAǫ,ζ ◦ T −1r,ǫ (Bǫr)
(3.10)
= qζ−1r ηrAǫ,ζ(BǫrLτ(r)K̟′τ(r+1))
= qζ−1r ζ
−1
τ(r)B
ǫ′
r Lτ(r)K̟′τ(r+1)
(4.32)
= T −1r,ǫ′ (Bǫ
′
r )
and hence (4.39) holds on Bǫ
′
r .
Using relations (4.32) and (4.34) we obtain
Cǫη−1r η
−1
τ(r) = (qǫrǫτ(r))
−1/2η−1r η
−1
τ(r)
= (qη−2r η
−2
τ(r)ζ
−1
r ζ
−1
τ(r)ǫ
′
rǫ
′
τ(r))
−1/2η−1r η
−1
τ(r)
= Cǫ
′
.
Hence
Aǫ,ζ ◦ T −1r,ǫ ◦ A−1ǫ,ζ ◦ f(Bǫ
′
r−1)
= ηr−1Aǫ,ζ ◦ T −1r,ǫ (Bǫr−1)
= ηr−1C
ǫAǫ,ζ
([
Bǫτ(r), [F
−
X , [B
ǫ
r , B
ǫ
r−1]q]q
]
q
+ ǫrB
ǫ
r−1Lτ(r)K
−1
X
)
= Cǫ
′[
Bǫ
′
τ(r), [F
−
X , [B
ǫ′
r , B
ǫ′
r−1]q]q
]
q
+ Cǫ
′
ǫrηrητ(r)ζ
−1
τ(r)B
ǫ′
r−1Lτ(r)K
−1
X
= T −1r,ǫ′ (Bǫ
′
r−1)
as required, where the last equality follows again from relations (4.32) and (4.34).

Recall by Corollary 4.9 that T −1r,ǫ is an algebra endomorphism of Bǫ if ǫr = ǫτ(r).
Since Aǫ,ζ and f are algebra homomorphisms, Lemma 4.10 implies the following
corollary.
Corollary 4.11. For any ǫ satisfying (2.28), the map T −1r,ǫ is an algebra endomor-
phism of Bǫ.
Remark 4.12. It is possible to complete similar calculations as in Section 4.1 in order
to show that T −1r is an algebra endomorphism of Bǫ. This way, it is not necessary
to consider the field extension K×1 of K
×, which is required in the construction of
the algebra automorphism Aǫ,ζ : Bǫ → Bǫ′ .
4.3. Proof that T −1r is the inverse of Tr. In order to complete the proof of
Theorem 3.4, we now show that Tr ◦ T −1r = T −1r ◦ Tr = id. It suffices to check this
on the generators Bi for i ∈ I \X . The relation
Tr ◦ T −1r (Bi) = Bi = T −1r ◦ Tr(Bi)
is straightforward for all i ∈ I \X except i = r − 1 and i = τ(r − 1). Here we only
consider the case i = r − 1 since the case i = τ(r − 1) is analogous.
Proposition 4.13. The relation
Tr ◦ T −1r (Br−1) = Br−1 (4.40)
holds in Bǫ.
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Proof. By Equations (3.9) and (3.10) we have
1
C2
Tr ◦ T −1r (Br−1) =
[
q−1Bτ(r)Lτ(r), [F
−
X , [q
−1BrLr, [S,Bτ(r)]q +∆]q]q
]
q
+ ǫr([S,Bτ(r)]q +∆)Lτ(r)K
−1
X .
(4.41)
We consider the first summand of the above expression and simplify it. By Equa-
tion (A.10), the element Br commutes with S. It follows that[
q−1BrLr, [S,Bτ(r)]q +∆
]
q
=
[
Br, [S,Bτ(r)]q
]
Lr + [Br,∆]Lr
=
[
S, [Br, Bτ(r)]
]
q
Lr + [Br,∆]Lr
=
1
q − q−1 [S,Γr]qLr + [Br,∆]Lr.
We now commute this with F−X . Using Equation (A.8) and Equation (A.25) we
obtain [
F−X , [S,Γr]q
]
q
= ǫr
[
F−X , [S,Zr]q
]
q
− ǫτ(r)
[
F−X , [S,Zτ(r)]q
]
q
= q(q − q−1)ǫrSLτ(r)K−1X + (q − q−1)
[
F−X , [∆, Br]
]
q
.
It follows from that[
F−X , [q
−1BrLr, [S,Bτ(r)]q +∆]q
]
q
=
1
q − q−1
[
F−X , [S,Γr]q
]
q
Lr +
[
F−X , [Br,∆]
]
Lr
= qǫrSK
−1
X
We now q-commute q−1Bτ(r)Lτ(r) and qǫrSK
−1
X which gives[
q−1Bτ(r)Lτ(r), qǫrSK
−1
X
]
q
= qǫr[Bτ(r), S]q−1Lτ(r)K
−1
X
= −ǫr[S,Bτ(r)]qLτ(r)K−1X .
Substituting the above into Equation (4.41) we obtain
1
C2
Tr ◦ T −1r (Br−1) = ǫr∆Lτ(r)K−1X
= qǫrǫτ(r)Br−1
=
1
C2
Br−1
and hence we have Tr ◦ T −1r (Br−1) = Br−1 as required. 
In the proof of the following proposition, we write
T −1r (Br−1) = C
(
[Bτ(r), T ]q + Λ
)
(4.42)
where
T =
[
F−X , [Br, Br−1]q
]
q
, (4.43)
Λ = ǫrBr−1Lτ(r)K
−1
X . (4.44)
Proposition 4.14. The relation
T −1r ◦ Tr(Br−1) = Br−1 (4.45)
holds in Bǫ.
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Proof. By Equations (3.10) and (4.9) we have
1
C2
T −1r ◦ Tr(Br−1) =
[
[[[Bτ(r), T ]q + Λ, qBrLτ(r)]q, F
+
X ]q, qBτ(r)Lr
]
q
qǫτ(r)([Bτ(r), T ]q + Λ)LrKX .
(4.46)
By a similar proof to Lemma A.4 the elements Br and T commute. It follows that[
[Bτ(r), T ]q + Λ, qBrLτ(r)
]
q
= q
[
[Bτ(r), T ]q, Br
]
Lτ(r) + q[Λ, Br]Lτ(r)
= q
[
[Bτ(r), Br]q, T
]
Lτ(r) + q[Λ, Br]Lτ(r)
= − q
q − q−1 [Γr, T ]qLτ(r) + q[Λ, Br]Lτ(r). (4.47)
Similarly to Equation (A.8) we have
ZrT = qTZr − (q − q−1)[Br, Br−1]qLτ(r)K−1X . (4.48)
It follows that
− q
q − q−1 ǫr
[
[Zr, T ]q, F+X
]
q
Lτ(r) = qǫr
[
[Br, Br−1]qLτ(r)K
−1
X , F
+
X
]
q
Lτ(r)
= q
[
[Br, ǫrBr−1Lτ(r)K
−1
X ], F
+
X
]
q
Lτ(r)
= −q[[Λ, Br], F+X ]qLτ(r).
As in the proof of Lemma A.10 the relation[
[Zτ(r), T ]q, F+X
]
q
= (1− q−2)TLrKX (4.49)
holds in Bǫ. This and Equation (4.47) implies that[
[[Bτ(r), T ]q + Λ, qBrLτ(r)]q, F
+
X
]
q
=
q
q − q−1 ǫτ(r)
[
[Zτ(r), T ]q, F+X
]
q
Lτ(r) −
q
q − q−1 ǫr
[
[Zr, T ]q, F+X
]
q
Lτ(r)
+ q
[
[Λ, Br], F
+
X
]
q
Lτ(r)
= ǫτ(r)TKX .
We substitute this into Equation (4.46) to obtain
1
C2
T −1r ◦ Tr(Br−1) = [ǫτ(r)TKX , qBτ(r)Lr]q + qǫτ(r)([Bτ(r), T ]q + Λ)LrKX
= q2ǫτ(r)[T,Bτ(r)]q−1LrKX + qǫτ(r)([Bτ(r), T ]q + Λ)LrKX
= qǫτ(r)ΛLrKX
=
1
C2
Br−1
as required. 
5. Proof of Theorem 3.6
Restricted to MXUΘ0 the automorphisms Ti act as the Lusztig automorphism
T˜i = Tσ˜i for i ∈ I \ X . As a result, the braid relations of Theorem 3.6 hold on
elements ofMXUΘ0 . Hence it suffices to verify Theorem 3.6 on the elements Bi for
i ∈ I \X .
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5.1. Braid relations I. We first check that the relation TrTi = TiTr holds for all
1 ≤ i ≤ r − 2.
Proposition 5.1. For 1 ≤ i ≤ r − 2 and j ∈ I \X the relation
TrTi(Bj) = TiTr(Bj) (5.1)
holds.
Proof. By symmetry, we only check Equation (5.1) for 1 ≤ j ≤ r. This is done by
a case-by-case analysis.
Case 1. aij = 0, ajr = 2.
In this case we have j = r and hence Ti(Bj) = Bj . This implies
TrTi(Bj) = Tr(Bj) = q−1BrKrK−1τ(r)K̟′r+1 = TiTr(Bj)
as required.
Case 2. aij = 0, ajr = −1.
Then j = r − 1 and Ti(Bj) = Bj hence
TrTi(Bj) = Tr(Bj) = TiTr(Bj)
as required.
Case 3. aij = 0, ajr = 0.
In this case, we have Tr(Bj) = Bj and Ti(Bj) = Bj so the statement of the
proposition holds.
Case 4. aij = −1, ajr = 0.
Here, we have Tr(Bj) = Bj and Ti(Bj) = (qǫi)−1/2[Bj , Bi]q. Hence
TrTi(Bj) = (qǫi)−1/2[Tr(Bj), Tr(Bi)]q
= (qǫi)
−1/2[Bj , Bi]q = TiTr(Bj).
Case 5. aij = −1, ajr = −1.
This case can only occur if i = r − 2 and j = r − 1. Then by Equation (3.9) we
have
Tr−2Tr(Br−1) = CTr−2
([
Br−1, [Br, [F
+
X , Bτ(r)]q]Q
]
q
+ qǫτ(r)Br−1KrK
−1
τ(r)K
−1
X
)
= q−1/2C
([
[Br−1, Br−2]q, [Br, [F
+
X , Bτ(r)]q]q
]
q
+ qǫτ(r)[Br−1, Br−2]qKrK
−1
τ(r)K
−1
X
)
= q−1/2C
([
[Br−1, [Br, [F
+
X , Bτ(r)]q]q]q.Br−2
]
q
+ qǫτ(r)[Br−1KrK
−1
τ(r)K
−1
X , Br−2]q
)
= q−1/2[Tr(Br−1), Tr(Br−2)]q
= TrTr−2(Br−1)
as required.
Case 6. aij = 2
Then we have Tr(Bi) = Bi and Tr(Ti(Bi)) = Ti(Bi) which implies the result in this
case. This completes the proof.

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5.2. Braid relations II. We now check that the relation
TrTr−1TrTr−1(Bj) = Tr−1TrTr−1Tr(Bj) (5.2)
holds for all j ∈ I \X . Again for symmetry reasons it is enough to only consider
1 ≤ j ≤ r. Many of the remaining proofs in this section require the use of relations
that are proven in Appendix A. Since Tr(Bj) = Bj and Tr−1(Bj) = Bj for 1 ≤ j <
r − 2 the following lemma is immediate.
Lemma 5.2. For 1 ≤ j < r − 2 the relation (5.2) holds.
As a result of the above lemma, it remains to verify Equation (5.2) for j ∈
{r − 2, r − 1, r}. For the next result, we use the relation
Tr−1Tr(Br−1) = T −1r (Bτ(r−1)) (5.3)
which appears in the proof of Lemma A.13.
Proposition 5.3. For j = r − 1 the relation (5.2) holds.
Proof. Using Equation (5.3) we have
TrTr−1TrTr−1(Br−1) = TrTr−1Tr
(
q−1Bτ(r−1)Kτ(r−1)K
−1
r−1
)
= q−1Br−1Kr−1K
−1
τ(r−1)
= Tr−1(Bτ(r−1)).
The result follows from Lemma A.13. 
Proposition 5.4. For j = r − 2 the relation (5.2) holds.
Proof. On one hand we have
TrTr−1TrTr−1(Br−2) = q−1/2TrTr−1Tr([Br−2, Br−1]q)
= q−1/2TrTr−1([Br−2, Tr(Br−1)]q)
= q−1Tr
([
[Br−2, Br−1]q, Tr−1Tr(Br−1)
]
q
)
Again by Equation (5.3) it follows that
TrTr−1TrTr−1(Br−2) = q−1
[
[Br−2, Tr(Br−1)]q, Bτ(r−1)
]
q
= q−1
[
Br−2, [Tr(Br−1), Bτ(r−1)]q
]
q
where the last equality follows since Br−2 commutes with Bτ(r−1). On the other
hand we have
Tr−1TrTr−1Tr(Br−2) = Tr−1TrTr−1(Br−2)
= q−1
[
[Br−2, Br−1]q, T −1r (Bτ(r−1))
]
q
.
Since Bτ(r−1) commutes with Tr(Br−2) it follows that
Br−2T −1r (Bτ(r−1)) = T −1r (Bτ(r−1))Br−2. (5.4)
By Corollary A.15 the element [Br−1, T −1r (Bτ(r−1))]q is invariant under Tr. This
and Equation (5.4) imply
Tr−1TrTr−1Tr(Br−2) = q−1
[
Br−2, [Br−1, T −1r (Bτ(r−1))]q
]
q
= q−1
[
Br−2, [Tr(Br−1), Bτ(r−1)]q
]
q
= TrTr−1TrTr−1(Br−2)
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as required. 
Proposition 5.5. For j = r the relation (5.2) holds.
Proof. Consider first the term Tr−1TrTr−1Tr(Br). By Equations (3.7) and (3.9),
Equation (5.3) and Ti|MXUΘ0 = T˜i|MXUΘ0 for 1 ≤ i ≤ r we obtain
Tr−1TrTr−1Tr(Br)
= q−3
[
[Br, Br−1]qLrLr−1K̟′
r+1
, T −1r (Bτ(r−1))
]
q
LrK̟′
r+1
= q−2
[
[Br, Br−1]q, T −1r (Bτ(r−1))
]
q
L2rLr−1K
2
̟′
r+1
where the second equality follows from Equation (2.33) and noting that K̟′
r+1
commutes with T −1r (Bτ(r−1)). Since [Tr(Br), Bτ(r−1)]q−1 = 0, it follows that
[Br, T −1r (Bτ(r−1))]q−1 = 0. Using this and Corollary A.15 it follows that[
[Br, Br−1]q, T −1r (Bτ(r−1))
]
q
=
[
Br, [Br−1, T −1r (Bτ(r−1))]q
]
=
[
Br, [Tr(Br−1), Bτ(r−1)]q
]
and hence we obtain
Tr−1TrTr−1Tr(Br) = q−2
[
Br, [Tr(Br−1), Bτ(r−1)]q
]
L2rLr−1K
2
̟′
r+1
.
Considering now the term TrTr−1TrTr−1(Br) we obtain
TrTr−1TrTr−1(Br)
= q−1/2TrTr−1Tr([Br , Br−1]q)
= q−3/2TrTr−1([BrLrK̟′
r+1
, Tr(Br−1)]q)
= q−2Tr
([
[Br, Br−1]qLrLr−1K̟′
r+1
, T −1r (Bτ(r−1))
]
q
)
= q−2
[
[BrLrK̟′
r+1
, Tr(Br−1)]q, Bτ(r−1)
]
LrLr−1K̟′
r+1
= q−2
[
Br, [Tr(Br−1), Bτ(r−1)]q
]
L2rLr−1K
2
̟′
r+1
= Tr−1TrTr−1Tr(Br)
as required. 
Appendix A. Relations in Bǫ
Many of the results in Sections 3 to 5 require the use of additional relations
which we provide here. We first give two useful relations that are used throughout
this appendix.
Recall from Equations (2.19) to (2.24) the elements E+J , E
−
J , F
+
J , F
−
J and KJ
where J ⊂ I is a subset of the form J = {a, a+1, . . . , b−1, b} with a ≤ b. Rewriting
these elements using the Lusztig automorphisms, one sees that
E+J F
−
J − F−J E+J =
KJ −K−1J
q − q−1 = E
−
J F
+
J − F+J E−J (A.1)
holds in Uq(g). Additionally, the q-commutator satisfies[
[x, y]q, z
]
q
− [x, [y, z]q]q = q[[x, z], y] (A.2)
for all x, y, z ∈ Uq(g).
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A.1. Relations needed for the proof of Theorem 3.4.
Lemma A.1. The relations[
Br−1, [F
+
X ,Zr]
]
q
= 0, (A.3)[
Br−1, [F
+
X ,Zτ(r)]
]
q
= −(q − q−1)Br−1Lr(KX −K−1X ) (A.4)
hold in Bǫ.
Proof. Since [Br−1, F
+
X ] = 0 and [Br−1,Zr]q = 0 it follows that Equation (A.3)
holds. On the other hand, making use of the relation
[F+X ,Zτ(r)] = q−1(KX −K−1X )Lr, (A.5)
which follows from (A.1), we obtain[
Br−1, [F
+
X ,Zτ(r)]
]
q
= q−1[Br−1, (KX −K−1X )Lr]q
= −(q − q−1)Br−1(KX −K−1X )Lr
as required. 
Lemma A.2. The relations[
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
=
[
[Br−1, [Br, F
+
X ]q]q, Bτ(r)
]
q
+ qǫτ(r)Br−1Lr(KX −K−1X ), (A.6)[
Bτ(r−1), [Bτ(r), [F
−
X , Br]q]q
]
q
=
[
[Bτ(r−1), [Bτ(r), F
−
X ]q]q, Br
]
q
+ qǫrBτ(r−1)Lτ(r)(KX −K−1X ) (A.7)
hold in Bǫ.
Proof. By symmetry we only verify Equation (A.6). By Equation (A.2) we have[
Br, [F
+
X , Bτ(r)]q
]
q
=
[
[Br, F
+
X ]q, Bτ(r)
]
q
+ q
[
F+X , [Br, Bτ(r)]
]
=
[
[Br, F
+
X ]q, Bτ(r)
]
q
− qǫτ(r)
q − q−1 [F
+
X ,Zτ(r)] +
qǫr
q − q−1 [F
+
X ,Zr].
Since Br−1 commutes with Bτ(r), Lemma A.1 implies[
Br−1, [Br, [F
+
X ,Bτ(r)]q]q
]
q
=
[
Br−1, [[Br, FX ]q, Bτ(r)]q
]
q
− qǫτ(r)
q − q−1
[
Br−1, [F
+
X ,Zτ(r)]
]
q
=
[
[Br−1, [Br, F
+
X ]q]q, Bτ(r)
]
q
+ qǫτ(r)Br−1Lr(KX −K−1X )
as required. 
Recall from Section 4.1 the elements
S =
[
Br−1, [Br, F
+
X ]q
]
q
,
Sτ =
[
Bτ(r−1), [Bτ(r), F
−
X ]q
]
q
,
∆ = qǫτ(r)Br−1LrKX ,
∆τ = qǫrBτ(r−1)Lτ(r)KX .
For the remainder of this section, we provide relations that include the terms
S, Sτ , T and T τ .
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Lemma A.3. The relations
Zτ(r)S = q−1SZτ(r) + (1− q−2)[Br−1, Br]qLrKX , (A.8)
ZrSτ = q−1SτZr + (1 − q−2)[Bτ(r−1), Bτ(r)]qLτ(r)KX , (A.9)
hold in Bǫ.
Proof. We only prove that Equation (A.8) holds since the remaining checks are
similar. By Equation (A.1) and the relation Zτ(r)Bi = q(αi,ατ(r)−αr)BiZτ(r) for
any i ∈ I \X we have
Zτ(r)S = Zτ(r)
[
Br−1, [Br, F
+
X ]q
]
q
= q−1
[
Br−1, [Br,Zτ(r)F+X ]q3
]
= q−1
[
Br−1, [Br, F
+
XZτ(r) − q−1(KX −K−1X )Lr]q3
]
= q−1SZτ(r) − q−2
[
Br−1, [Br, (KX −K−1X )Lr]q3
]
= q−1SZτ(r) + q−2(q2 − 1)[Br−1, BrLrKX ]
= q−1SZτ(r) + (1− q−2)[Br−1, Br]qLrKX
as required.

Lemma A.4. The relations
BrS = SBr, (A.10)
Bτ(r)S
τ = SτBτ(r), (A.11)
hold in Bǫ.
Proof. By symmetry we only verify Equation (A.10). Using the relations
p(Br, Br−1) = p(Br, F
+
X ) = 0
we obtain
BrS = Br
[
[Br−1, Br]q, F
+
X
]
q
= BrBr−1BrF
+
X − qB2rBr−1F+X − qBrF+XBr−1Br + q2BrF+XBrBr−1
= 1q+q−1
(
B2rBr−1 +Br−1B
2
r
)
F+X − qB2rBr−1F+X − qBrF+XBr−1Br
+ q
2
q+q−1
(
B2rF
+
X + F
+
XB
2
r
)
Br−1
= 1q+q−1Br−1B
2
rF
+
X − qBrF+XBr−1Br + q
2
q+q−1F
+
XB
2
rBr−1
= 1q+q−1Br−1
(
(q + q−1)BrF
+
XBr − F+XB2r
)− qBrF+XBr−1Br
+ q
2
q+q−1F
+
X
(
(q + q−1)BrBr−1Br −Br−1B2r
)
=
[
[Br−1, Br]q, F
+
X
]
q
Br
= SBr
as required. 
Lemma A.5. The relations
SBτ(r−1) = Bτ(r−1)S − qǫr−1Zr−1[Br, F+X ]q, (A.12)
SτBr−1 = Br−1S
τ − qǫτ(r−1)Zτ(r−1)[Bτ(r), F−X ]q, (A.13)
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hold in Bǫ.
Proof. We have
SBτ(r−1) =
[
Br−1, [Br, F
+
X ]q
]
q
Bτ(r−1)
=
[
Br−1Bτ(r−1), [Br, F
+
X ]q
]
q
= Bτ(r−1)S +
1
q−q−1
[
[Γr−1, Br]q, F
+
X
]
q
= Bτ(r−1)S − qǫr−1Zr−1[Br, F+X ]q
as required. Equation (A.13) is verified similarly. 
In the following lemma, we introduce the terms
Ω− = ǫτ(r)ǫτ(r−1)F
−
XKXLrZτ(r−1), (A.14)
Ω+ = ǫrǫr−1F
+
XKXLτ(r)Zr−1, (A.15)
Lemma A.6. The relations
SSτ − SτS = Ω− − Ω+, (A.16)
hold in Bǫ.
Proof. Recall from Theorem 3.2 that Tr−1 is an algebra automorphism of Bǫ with
inverse T −1r−1 given by Equation (3.8). We express S and Sτ using the algebra
automorphisms TwX and T −1r−1. In particular using Equations (3.2), (3.3) and (3.8)
we have
S = (qǫr−1)
1/2T −1r−1 ◦ TwX (Br),
Sτ = (qǫτ(r−1))
1/2T −1r−1 ◦ TwX (Bτ(r)).
Since ǫr−1 = ǫτ(r−1) we obtain
SSτ − SτS = qǫr−1T −1r−1 ◦ TwX (BrBτ(r) −Bτ(r)Br)
=
q
q − q−1 T
−1
r−1 ◦ TwX (ǫr−1ǫrZr − ǫτ(r)ǫτ(r−1)Zτ(r)).
Equation (2.26) implies that
TwX (Zr) = (1− q−2)F+XKXLτ(r),
TwX (Zτ(r)) = (1− q−2)F−XKXLr.
Hence we obtain
SSτ − SτS = T −1r−1
(
ǫr−1ǫrF
+
XKXLτ(r) − ǫτ(r)ǫτ(r−1)F−XKXLr
)
= ǫτ(r)ǫτ(r−1)F
−
XKXLrZτ(r−1) − ǫr−1ǫrF+XKXLτ(r)Zr−1
= Ω− − Ω+
as required. 
Lemma A.7. The relation[
[S,Bτ(r)]q, [S
τ , Br]q
]
= −[∆, [Sτ , Br]q]− [[S,Bτ(r)]q,∆τ ]
− qǫrǫτ(r)
q − q−1
(
KX −K−1X )KXΓr−1
(A.17)
holds in Bǫ.
30 LIAM DOBSON
Proof. We first use Equations (A.10), (A.11) and (A.16) to rewrite each term of
[S,Bτ(r)]q[S
τ , Br]q. In particular we have
SBτ(r)S
τBr = SS
τBτ(r)Br
=
(
SτS +Ω−− Ω+)(BrBτ(r) − 1q−q−1 Γr)
= SτSBrBτ(r) − 1q−q−1SτSΓr + (Ω−− Ω+)BrBτ(r)
− 1q−q−1 (Ω−− Ω+)Γr.
Similarly, one finds that
SBτ(r)BrS
τ = BrS
τSBτ(r) +Br(Ω
−− Ω+)Bτ(r) − 1q−q−1SΓrSτ ,
Bτ(r)SS
τBr = S
τBrBτ(r)S +Bτ(r)(Ω
−− Ω+)Br − 1q−q−1SτΓrS,
Bτ(r)SBrS
τ = BrS
τBτ(r)S +Bτ(r)Br(Ω
−− Ω+)− 1q−q−1ΓrSSτ
+ 1q−q−1Γr(Ω
−− Ω+).
Combining these four expressions we obtain[
[S,Bτ(r)]q, [S
τ , Br]q
]
= − 1q−q−1
[
Sτ , [S,Γr]q
]
q
+
[
[Ω−− Ω+, Br]q, Bτ(r)
]
q
− 1q−q−1
[
Ω−− Ω+,Γr
]
q2
.
(A.18)
We now consider the term
[
Sτ , [S,Γr]q
]
q
in more detail. Using Equations (A.8)
and (A.9) we have
SτΓrS = ǫrS
τZrS − ǫτ(r)SτZτ(r)S
= ǫr
(
qZrSτ − (q − q−1)[Bτ(r−1), Bτ(r)]qKXLτ(r)
)
S
− ǫτ(r)Sτ
(
q−1SZτ(r) + (1− q−2)[Br−1, Br]qKXLr
)
= qǫrZrSτS − q−1ǫτ(r)SτSZτ(r) − (q − q−1)[∆τ , Bτ(r)]S
− (1− q−2)Sτ [∆, Br].
We similarly obtain
SΓrS
τ = q−1ǫrSS
τZr − qǫτ(r)Zτ(r)SSτ + (1− q−2)S[∆τ , Bτ(r)]
+ (q − q−1)[∆, Br]Sτ .
It hence follows from this and Equation (A.16) that[
Sτ , [S,Γr]q
]
q
= (q − q−1)[Sτ , [∆, Br]]q − (q − q−1)[S, [∆τ , Bτ(r)]]q
− cr(Ω−− Ω+)Zr + q2crZr(Ω−− Ω+).
(A.19)
We now consider the elements
[
Sτ , [∆, Br]
]
q
and
[
S, [∆τ , Bτ(r)]
]
q
and write them
in the form that appears in Equation (A.17). By Equation (A.13) it follows that[
Sτ , [∆, Br]
]
q
= Sτ∆Br − SτBr∆− q∆BrSτ + qBr∆Sτ
=
(
∆Sτ + [Ω−, Bτ(r)]q
)
Br − SτBr∆− q∆BrSτ
+ qBr
(
Sτ∆− [Ω−, Bτ(r)]q
)
=
[
∆, [Sτ , Br]q
]
+
[
[Ω−, Bτ(r)]q, Br
]
q
.
Similarly, by Equation (A.12) we have[
S, [∆τ , Bτ(r)]
]
q
= −[[S,Bτ(r)],∆τ ]+ [[Ω+, Br]q, Bτ(r)]q.
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Substituting these two expressions into Equation (A.19) gives[
Sτ , [S,Γr]q
]
q
= (q − q−1)[∆, [Sτ , Br]q]+ (q − q−1)[[S,Bτ(r)],∆τ ]
+ (q − q−1)[[Ω−, Bτ(r)]q, Br]q − (q − q−1)[[Ω+, Br]q, Bτ(r)]q
− ǫr(Ω−− Ω+)Zr + q2ǫrZr(Ω−− Ω+).
(A.20)
We substitute Equation (A.20) into Equation (A.18). Noting that[
[Ω−, Br]q, Bτ(r)
]
q
− [[Ω−, Bτ(r)]q, Br]q = 1q−q−1 [Ω−,Γr]q2 ,
we obtain[
[S,Bτ(r)]q, [S
τ , Br]q
]
= −[∆, [Sτ , Br]q]− [[S,Bτ(r)]q,∆τ ]
+ 1q−q−1
(
cr[Ω
−,Zr]q2 − cτ(r)[Ω+,Zτ(r)]q2
)
.
Using Equation (A.1) we compute [Ω−,Zr]q2 and [Ω+,Zτ(r)]q2 . This gives
[Ω−,Zr]q2 = qǫτ(r)ǫτ(r−1)
(
KX −K−1X
)
KXZτ(r−1),
[Ω+,Zτ(r)]q2 = qǫrǫr−1
(
KX −K−1X
)
KXZr−1.
It hence follows that[
[S,Bτ(r)]q, [S
τ , Br]q
]
= −[∆, [Sτ , Br]q]− [[S,Bτ(r)]q,∆τ ]
− qǫrǫτ(r)
q − q−1
(
KX −K−1X )KXΓr−1
as required. 
Lemma A.8. The relation
Zr[S,Bτ(r)]q = q−1[S,Bτ(r)]qZr + q−2(q − q−1)∆Zr (A.21)
holds in Bǫ.
Proof. The difficulty in the proof comes from that fact that the element Zr contains
E+X as a factor, and there is generally no simple way to commute E
+
X with F
+
X . The
idea is to verify that Equation (A.21) holds if the algebra automorphism T−1wX is
applied to both sides. More precisely, using (2.25), (2.26), (3.2) and (3.5) we have
[S,Bτ(r)]q = TwX
([
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
)
,
Zr = q2(1− q−2)TwX
(
F+XK
−1
X Lτ(r)
)
,
∆ = qǫτ(r)TwX
(
Br−1LrK
−1
X
)
and hence verifying Equation (A.21) is equivalent to showing that
F+X
[
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
=
[
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
F+X
+ (q − q−1)ǫτ(r)Br−1LrK−1X F+X
(A.22)
holds in Bǫ. Using the relations
p(F+X , Br) = p(F
+
X , Bτ(r)) = 0
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we can commute F+X through [Br, [F
+
X , Bτ(r)]q]q. This gives
F+X [Br, [F
+
X , Bτ(r)]q]q
= F+XBrF
+
XBτ(r) − qF+XBrBτ(r)F+X − qF+2X Bτ(r)Br + q2F+XBτ(r)F+XBr
= 1q+q−1
(
F+2X Br +BrF
+2
X
)
Bτ(r) − qF+XBrBτ(r)F+X − qF+2X Bτ(r)Br
+ q
2
q+q−1
(
F+2X Bτ(r) +Bτ(r)F
+2
X
)
Br
= 1q2−q−2F
+2
X Γr +
1
q+q−1Br
(
(q + q−1)F+XBτ(r)F
+
X −Bτ(r)F+2X
)
− qF+XBrBτ(r)F+X + q
2
q+q−1Bτ(r)
(
(q + q−1)F+XBrF
+
X −BrF+2X
)
= [Br, [F
+
X , Bτ(r)]q]qF
+
X +
1
q2−q−2
(
F+2X Γr − (1 + q2)F+XΓrF+X + q2ΓrF+2X
)
where the third equality follows from observing that terms beginning with F+2X
simplify. Since Br−1 commutes with F
+
X , and
[Br−1,Γr]q = (q
2 − 1)ǫτ(r)Br−1Zτ(r)
it follows that
F+X
[
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
− [Br−1, [Br, [F+X , Bτ(r)]q]q]qF+X
=
q
q + q−1
ǫτ(r)Br−1
(
F+2X Zτ(r) − (1 + q2)F+XZτ(r)F+X + q2Zτ(r)F+2X
)
.
The relation
F+XZτ(r) = Zτ(r)F+X + q−1(KX −K−1X )Lr
implies that
F+2X Zτ(r) − (1 + q2)F+XZτ(r)F+X + q2Zτ(r)F+2X
= q−1F+X (KX −K−1X )Lr − q(KX −K−1X )LrF+X
= q−1(q2 − q−2)K−1X LrF+X .
Hence (A.22) holds as required. 
Lemma A.9. The relation
S[S,Bτ(r)]q = q
−1[S,Bτ(r)]qS − q−2(q2 − q−2)S∆ (A.23)
holds in Bǫ.
Proof. As in the proof of Lemma A.8 we verify a relation that is equivalent to
Equation (A.23). The difference here is that we additionally use the algebra auto-
morphism Tr−1 from Equation (3.7). In particular using (3.2), (3.3) and (3.8) we
have
S = (qǫr−1)
1/2TwX ◦ T −1r−1(Br),
Bτ(r) = (qǫτ(r−1))
−1/2TwX ◦ T −1r−1
(
[F+X , [Bτ(r), Bτ(r−1)]q]q
)
,
∆ = ǫτ(r)TwX ◦ T −1r−1
(
Bτ(r−1)LrK
−1
X
)
and hence we are done if we show that
Br
[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
= q−1
[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
Br
− q−2(q2 − q−2)ǫτ(r)BrBτ(r−1)LrK−1X .
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Noting that
Br[Bτ(r), Bτ(r−1)]q = [Bτ(r), Bτ(r−1)]qBr +
1
q−q−1 [Γr, Bτ(r−1)]q
= [Bτ(r), Bτ(r−1)]qBr + qǫτ(r)Zτ(r)Bτ(r−1) (A.24)
one calculates[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
=
[
[Br, F
+
X ]q, [Bτ(r), Bτ(r−1)]q
]
q
+ q2cτ(r)[F
+
X ,Zτ(r)]Bτ(r−1).
Using this, the relation Br[Br, F
+
X ]q = q
−1[Br, F
+
X ]qBr and Equation (A.24) we
have
Br
[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
= Br
[
[Br, F
+
X ]q, [Bτ(r), Bτ(r−1)]q
]
q
+ q2ǫτ(r)Br[F
+
X ,Zτ(r)]Bτ(r−1)
= q−1
[
[Br, F
+
X ]q, [Bτ(r), Bτ(r−1)]q
]
q
Br + ǫτ(r)Br[F
+
X ,Zτ(r)]Bτ(r−1)
− q3ǫτ(r)[F+X ,Zτ(r)]BrBτ(r−1) + q2ǫτ(r)Br[F+X ,Zτ(r)]Bτ(r−1)
= q−1
[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
Br + (1+q
2)ǫτ(r)
[
Br, [F
+
X ,Zτ(r)]
]
q
Bτ(r−1).
Since [F+X ,Zτ(r)] = q−1(KX −K−1X )Lr we have[
Br, [F
+
X ,Zτ(r)]
]
q
= q−1[Br, (KX −K−1X )Lr]q
= −q−1(1 − q−2)BrK−1X Lr
and hence we obtain
Br
[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
= q−1
[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
Br
− q−2(q2 − q−2)ǫτ(r)BrBτ(r−1)K−1X Lr
as required. 
Lemma A.10. The relation[
F−X , [S,Zr]q
]
q
= (q2 − 1)SLτ(r)K−1X , (A.25)
holds in Bǫ.
Proof. Observe that[
F−X , [S,Zr]q
]
q
=
[
[F−X , S]q,Zr
]
q
+ q
[
S, [F−X ,Zr]
]
holds by Equation (A.2). Since S = TwX ([Br−1, Br]q) and F
−
X = −TwX (E−XKX) it
follows that
[F−X , S]q = −TwX
([
E−XKX , [Br−1, Br]q
]
q
)
= 0
since [E−XKX , Br]q = 0. Further we have
[F−X ,Zr] = −(1− q−2)[F−X , E+XLτ(r)]
= −(1− q−2)[F−X , E+X ]Lτ(r)
= q−1(KX −K−1X )Lτ(r).
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Hence we obtain [
F−X , [S,Zr]q
]
q
= q
[
S, [F−X ,Zr]
]
=
[
S,KX −K−1X ]qLτ(r)
= (q2 − 1)SLτ(r)K−1X
as required. 
A.2. Relations needed for the proof of Theorem 3.6.
Lemma A.11. The relation[Tr−1(Br−1), [F+X , [Bτ(r), Bτ(r−1)]q]q] = 0 (A.26)
holds in Bǫ.
Proof. Since Tr−1(Br−1) = q−1Bτ(r−1)Lτ(r−1) it follows that Tr−1(Br−1) commutes
with Fj for j ∈ X . Further, Equation (2.36) implies that
Bτ(r−1)[Bτ(r), Bτ(r−1)]q = q[Bτ(r), Bτ(r−1)]qBτ(r−1)
and hence Tr−1(Br−1) commutes with [Bτ(r), Bτ(r−1)]q. The result follows from
this. 
Lemma A.12. For any i ∈ I \ (X ∪ {r, τ(r)}) the relations[
Bτ(i)Lτ(i), [Bi±1, Bi]q
]
q
= q2ǫiBi±1, (A.27)[
[Bi, Bi±1]q, Bτ(i)Li
]
q
= ǫiBi±1 (A.28)
hold in Bǫ.
Proof. The relations follow immediately by applying the automorphisms Ti and
T −1i to
T −1i (Bi±1) = (qǫi)−1/2[Bi, Bi±1]q,
Ti(Bi±1) = (qǫi)−1/2[Bi±1, Bi]q,
respectively. 
In the following Lemma, which is used in the proof of Proposition 5.3, we make
use of the fact that Tr is an algebra automorphism of Bǫ, see Theorem 3.4 and
Section 4.
Lemma A.13. The relation
Tr−1TrTr−1Tr(Br−1) = Tr−1(Bτ(r−1)) (A.29)
holds in Bǫ.
Proof. Calculating directly we have
Tr−1Tr(Br−1) = C
([Tr−1(Br−1), [Tr−1(Br), [F+X , Tr−1(Bτ(r))]q]q]q
+ qǫrTr−1(Br−1Lr)K−1X
)
= C
(
q−2ǫ−1r
[
Bτ(r−1)Lτ(r−1), [[Br, Br−1]q, [F
+
X , [Bτ(r), Bτ(r−1)]q]q]q
]
q
+ ǫrBτ(r−1)LrK
−1
X
)
= T −1r (Bτ(r−1))
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where the last equality is obtained using Equations (A.26) and (A.27). This implies
that
Tr−1TrTr−1Tr(Br−1) = Tr−1(Bτ(r−1))
as required. 
Lemma A.14. The relation[
Br−1, [Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q]q
]
q
=
[
[Br−1, [Br, [F
+
X , Bτ(r)]q]q]q, Bτ(r−1)
]
q
(A.30)
holds in Bǫ.
Proof. First observe that since Bτ(r−1) commutes with Br and F
+
X we have[
Br, [F
+
X , [Bτ(r), Bτ(r−1)]q]q
]
q
=
[
[Br, [F
+
X , Bτ(r)]q]q, Bτ(r−1)
]
q
.
To shorten notation, let Y = [Br, [F
+
X , Bτ(r)]q]q. Recall from Equation (2.35) that
Br−1Bτ(r−1) −Bτ(r−1)Br−1 = (q − q−1)−1(ǫr−1Zr−1 − ǫτ(r−1)Zτ(r−1))
where Zr−1 = −Lτ(r−1) and Zτ(r−1) = −Lr−1. Then Y commutes with both Zr−1
and Zτ(r−1). Recalling the notation Γi from Equation (2.32) we hence have[
Br−1,[Y,Bτ(r−1)]q
]
q
= Br−1Y Bτ(r−1) − qBr−1Bτ(r−1)Y − qY Bτ(r−1)Br−1 + q2Bτ(r−1)Y Br−1
= Br−1Y Bτ(r−1) − q(Bτ(r−1)Br−1 + (q − q−1)−1Γr−1Y )
− qY (Br−1Bτ(r−1) − (q − q−1)−1Γr−1) + q2Bτ(r−1)Y Br−1
=
[
[Br−1, Y ]q, Bτ(r−1)
]
q
as required. 
Corollary A.15. The element [Br−1, T −1r (Bτ(r−1))]q is Tr-invariant i.e.
[Br−1, T −1r (Bτ(r−1))]q = [Tr(Br−1), Bτ(r−1)]q. (A.31)
Proof. The result follows immediately from Lemma A.14 and the fact that
[Br−1, Bτ(r−1)LrK
−1
X ]q = q[Br−1LrK
−1
X , Bτ(r−1)]q.

A.3. Relations needed for the proof of Theorem 3.8.
Lemma A.16. For any j ∈ X \ {r + 1, τ(r + 1)} the relation
Tj(F
+
X ) = F
+
X (A.32)
holds.
Proof. Since j ∈ X \ {r + 1, τ(r + 1)} we assume that |X | ≥ 3. Recalling that
F+X =
[
Fr+1, [Fr+2, . . . , [Fτ(r+2), Fτ(r+1)]q . . . ]q
]
q
the result follows since for any j ∈ X \ {r + 1, τ(r + 1)} we have
Tj([Fj−1, [Fj , Fj+1]q]q) = Tj([Fj−1, T
−1
j (Fj+1)]q)
= [[Fj−1, Fj ]q, Fj+1]q
= [Fj−1, [Fj , Fj+1]q]q.

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Lemma A.17. The relation
Tr+1
([
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
)
= [Br−1, [Br, [F
+
X , Bτ(r)]q]q]q
+ qǫτ(r)Br−1Lr(K
−1
r+1 −Kr+1)K−1X\{r+1}
(A.33)
holds in Bǫ.
Proof. First suppose that X = {r+1}. By Equation (3.1) we have [Fr+1, Br+2]q =
T−1r+1(Br+2) and Tr+1(Br) = [Br, Fr+1]q. Hence
Tr+1
([
Br−1, [Br, [Fr+1, Br+2]q]q
]
q
)
=
[
Br−1, [[Br, Fr+1]q, Br+2]q
]
q
. (A.34)
By Equation (A.2) we have[
[Br, Fr+1]q, Br+2
]
q
=
[
Br, [Fr+1, Br+2]q
]
q
+ q
[
[Br, Br+2], Fr+1
]
=
[
Br, [Fr+1, Br+2]q
]
q
+
q
q − q−1 [ǫrZr − ǫr+2Zr+2, Fr+1].
Since [Br−1, Lr+2]q = 0 it follows that
[
Br−1, [Zr, Fr+1]
]
q
= 0. On the other hand
we have
[Zr+2, Fr+1] = −(1− q−2)[Er+1Lr, Fr+1]
= −(1− q−2)Lr[Er+1, Fr+1]
= −q−1Lr(Kr+1 −K−1r+1)
and hence [
Br−1, [Zr+2, Fr+1]
]
q
= −q−1[Br−1, Lr]q(Kr+1 −K−1r+1)
= (q − q−1)Br−1Lr(Kr+1 −K−1r+1).
It follows that[
Br−1, [[Br, Fr+1]q, Br+2]q
]
q
=
[
Br−1, [Br, [Fr+1, Br+2]q]q
]
q
+ qǫr+2Br−1Lr(K
−1
r+1 −Kr+1).
The result follows by substituting this into (A.34).
We now consider the case |X | > 1. Let Y = X \ {r + 1}. Observing that
[F+X , Bτ(r)]q = T
−1
r+1([F
+
Y , Bτ(r)]q) we have
Tr+1
([
Br−1, [Br, [F
+
X , Bτ(r)]q]q
]
q
)
=
[
Br−1, [[Br, Fr+1]q, [F
+
Y , Bτ(r)]q]q
]
q
. (A.35)
Since F+Y commutes with Br, Equation (A.2) implies[
[Br, Fr+1]q, [F
+
Y , Bτ(r)]q
]
q
− [Br, [F+X , Bτ(r)]q]q
=
q
q − q−1
[
[F+Y , ǫrZr − ǫτ(r)Zτ(r)]q, Fr+1
]
.
Since [Br−1, Lτ(r)]q = 0 it follows that[
Br−1, [[F
+
Y ,Zr]q, Fr+1]
]
q
= 0.
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On the other hand, using Equation (A.1) it follows that
[F+Y , E
−
X ] =
[
[F+Y , E
−
Y ], Er+1
]
q−1
=
1
q − q−1 [K
−1
Y −KY , Er+1]q−1
= q−1K−1Y Er+1.
This implies that[
[F+Y ,Zτ(r)]q, Fr+1
]
= −(q − q−1)[[F+Y , E−X ], Fr+1]q−1Lr
= −(1− q−2)[K−1Y Er+1, Fr+1]q−1Lr
= q−1Lr(K
−1
r+1 −Kr+1)K−1Y .
As a result we obtain[
Br−1, [[Br, Fr+1]q,[F
+
Y , Bτ(r)]q]q
]
q
− [Br−1, [Br, [F+X , Bτ(r)]q]q]q
= −q(q − q−1)−1ǫτ(r)
[
Br−1, [[F
+
Y ,Zτ(r)]q, Fr+1]]q
= (q − q−1)−1ǫτ(r)
[
Br−1, Lr(Kr+1 −K−1r+1)K−1Y
]
q
= qǫτ(r)Br−1Lr(K
−1
r+1 −Kr+1)K−1Y .
By substituting this into (A.35), we obtain the required result. 
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