ABSTRACT. We show that F -crystals over an algebraically closed field of characteristic p > 0 are uniquely determined by their truncations modulo high powers of p that are effectively computable in terms of ranks and greatest Hodge numbers. We use this to obtain two purity results. First we introduce a new type of stratifications of smooth Mumford moduli schemes over F p of principally polarized abelian schemes and we show that these stratifications satisfy the purity property and that their strata are regular and equidimensional. Second we show that the stratifications of reduced Spec(F p )-schemes by Newton polygons of F -crystals satisfy the purity property (a weaker form of this for reduced, locally noetherian Spec(F p )-schemes was first obtained by de Jong and Oort). Most of the results are stated in the general context of latticed F -isocrystals with a group.
Let (r, d) ∈ N × N ∪ {0}, with r ≥ d. Let D be a p-divisible group over Spec(k) of height r and dimension d. If d ∈ {0, 1, r − 1, r}, then it is well known that D is uniquely determined up to isomorphism by its p-torsion subgroup D [p] . This result does not hold if 2 ≤ d ≤ r − 2. In 1963 Manin published an analogue of this result for 2 ≤ d ≤ r − 2 but unfortunately he stated it into several different parts (see [Ma, p. 44, 3.6, and 3.8] and below). Only very recently, this paper and [Oo3] contain explicit general analogues of this result for 2 ≤ d ≤ r − 2. The two main reasons for this delay in the literature are: (i) the widely spread opinion, that goes back more than 40 years, that p-divisible groups involve an infinite process, and (ii) the classification results of [Ma, p. 44] had been relatively little used. Our point of view is that F -crystals in locally free sheaves of finite rank over many Spec(k)-schemes Y involve a "bounded infinite" process. In this paper we give full meaning to it for Y = Spec(k). We start with a general definition.
we can not appeal to the results of [Ko1] (or of [RR], etc.) . Also the language of latticed F -isocrystals is more general and more suited for truncations modulo powers of p, for deformations, and for functorial purposes than the languages of σ-conjugacy classes (of [Ko1] ) or of equivalence classes of I(G). If g 1 , g 2 , g 12 ∈ G(W (k)) satisfy g 2 ϕg 12 = g 12 g 1 ϕ, it is of interest to keep track of which reductions modulo powers of p of g 12 are identity elements and so for the sake of uniformity we will not use I(G) outside this introduction. This paper is a starting point for general classifications of latticed F -isocrystals with a group overk. The fact that such classifications are possible is supported by the following universal principle (it also supports our "bounded infinite" process point of view).
First Main Theorem (Crystalline Boundedness Principle).
We assume k =k. Let (M, ϕ, G) be a latticed F -isocrystal with a group over k. Then there is n univ ∈ N effectively bounded above such that for any g n univ ∈ G(W (k)) congruent mod p n univ to 1 M and for every g ∈ G(W (k)), there are isomorphisms between (M, g n univ gϕ, G) and (M, gϕ, G) defined by elements of G(W (k)).
So the equivalence class [g] ∈ G(W (k))/I(G) depends only on g mod p n univ . If G = GL(M ) and (M, ϕ) is a Dieudonné module over k, then 1.2 is a direct consequence of [Ma, p. 44, 3.6, and 3.8] . By a classical theorem of Dieudonné (see [Di, Thms. 3 and 5] , [Ma, §2] , [Dem, p. 85] , or [Fo, §6 of Ch. III] ), the category of p-divisible groups over Spec(k) is antiequivalent to the category of Dieudonné modules over k. We obtain a new proof of the following result due in essence to Manin (and contained also in [Oo3] ): The proof of 1.2 is presented in 3.1. It relies on what we call the stairs method. The method is rooted on the simple fact that for any l ∈ N and every y, z ∈ End(M ), the two automorphisms 1 M + p l y and 1 M + p l z of M commute mod p 2l . To outline the method, we assume in this paragraph that k =k and that G is smooth. Let m ∈ N ∪ {0} be the smallest number such that there is a W (k)-submodule E of Lie(G) which contains p m (Lie(G)) and for which there is a direct sum decomposition (E, gϕ) = ⊕ i∈I (E i , ϕ i ) of latticed F -isocrystals having the following "stairs" property. For i ∈ I there is a W (k)-basis {e 1,i , ..., e s i ,i } of E i such that ϕ i (e j,i ) = p n j,i e j+1,i and the integers n 1,i , ..., n s i ,i are either all non-negative or all non-positive; here e s i +1,i := e 1,i . The existence of m is implied by Dieudonné's classification of F -isocrystals over k (see [Ma, §2] ). Warning: in general E is not a Lie subalgebra of Lie(G). Let t ∈ N ∪ {0}. For anyg ∈ G(W (k)) congruent mod p 2m+1+t to 1 M , there is e ∈ E such that the elementsg and 1 M +p m+1+t e of GL(M )(W (k)) are congruent mod p 2m+2+t . Due to the "stairs" property of E i 's, for (p, m) = (2, 0) there is an isomorphism between (M, gϕ, G) and (M,ggϕ, G) defined by an element of G(W (k)) congruent mod p m+1+t to 1 M . If (p, m) = (2, 0), then a slight variant of this holds. See 2.2 to 2.4 for the σ-linear preliminaries necessary for the estimates giving the effectiveness part of 1.2 for G smooth. These estimates provide inductively upper bounds of m in terms of dim (G B(k) ) and of the s-number and the h-number of the latticed F -isocrystal (Lie(G), ϕ) (see definition 2.2.1 (e) for these numbers); thus these upper bounds are independent of g ∈ G(W (k)).
See 3.2 for interpretations and variants of 1.2 in terms of truncations modulo powers of p; in particular, see 3.2.3 for the passage from 1.2 to 1.3. In 3.3 we refine 3.1 in many cases of interest. In 3.4 we include four Examples. Example 2 generalizes the well known fact that an ordinary p-divisible group over Spec(k) is uniquely determined up to isomorphism by its p-torsion. Example 4 shows that if r = 2d, d ≥ 3, and the slopes of the Newton polygon of D are In §4 we collect four direct applications of 1.2 and 3.2. First we include the homomorphism form of 1.2 (see 4.1). Second we define transcendental degrees of definition for large classes of latticed F -isocrystals with a group (see 4.2). In particular, Theorem 4.2.3 indirectly points out that it is possible to build up an "atlas" and a "list of tables" for isomorphism classes of p-divisible groups over Spec(k) that are definable over the spectrum of a fixed finite field F p q , similar to the atlas for finite groups (see [ATL] ) and to the list of tables for elliptic curves over Spec(Q) (see [Cr] ).
Third we apply the principally quasi-polarized version of 1.3 (see 3.2.4) to get a new type of stratifications of the moduli stacks over Sch red is the category of reduced Spec(F p )-schemes and is endowed with thé etale topology, and the word stratification is used in a wider sense (see 2.1.1 for stratifications of reduced schemes over fields) that allows an infinite number of strata. The strata we get are defined by isomorphism classes of principally quasi-polarized p-divisible groups over spectra of algebraically closed fields of characteristic p (see 4.3.2). These new type of stratifications satisfy the purity property and the pulls back of their strata to smooth Mumford moduli schemes over spectra of such fields are regular and equidimensional (see 4.3.1 and 4.3.2) . The purity property (see 2.1.1) says that these pulled back strata are affine over the corresponding Mumford moduli schemes. Variants of 1.3, 3.2.4, 3.2.5, 4.3 .1 without its purity part, and 4.3.2 are also contained in math.AG/0207050 and its published version [Oo3] ; but this paper is the splitting of tiny bits of math.NT/0104152 and its first version math.NT/0205199 precedes math.AG/0207050.
Fourth we apply 4.1 to get a new proof of the "Katz open part" of the GrothendieckKatz specialization theorem of [Ka1, 2.3 .1 and 2.3.2] (see 4.4).
Our Second Main Theorem shows that all stratifications by Newton polygons defined by F -crystals in locally free sheaves of finite rank over arbitrary reduced Spec(F p )-schemes, satisfy the purity property (see 5.1 and 5.2). A weaker form of this was obtained previously for the particular case of reduced, locally noetherian Spec(F p )-schemes in [dJO, 4.1] . The guiding principle of §5 is: Newton polygons are "encoded" in the existence of suitable morphisms between different evaluations (as in 2.8.2) of such F -crystals.
We would like to thank U. of Utah and U. of Arizona for good conditions for the writing of this paper and D. Ulmer, G. Faltings, and the referee for valuable comments. §2 Preliminaries See 2.1 for our notations, conventions, and few basic definitions to be used throughout the paper. See 2.2 for the extra needed definitions and some simple properties pertaining to them. In particular, in 2.2.2 we introduce Dieudonné-Fontaine torsions and volumes of latticed F -isocrystals. Different inequalities and estimates on such torsions are gathered in 2.3 and 2.4 (respectively); they are essential for examples and for the effectiveness part of 1.2. In 2.5 we deal with Z p structures associated naturally to large classes of latticed F -isocrystals with a group overk. In 2.6 and 2.7 we include few simple group theoretical properties needed in §3. Different complements on the categories M(W q (S)) of 2.1 are gathered in 2.8. In 2.9 we recall two results of commutative algebra. Sections 2.8 and 2.9 are not used before 4.3.1. For Newton polygons of F -isocrystals over k we refer to [Ka1] .
2.1. Notations, conventions, and few definitions. For q ∈ N, let F p q be the field with p q elements. If R is a commutative F p -algebra, let W (R) be the Witt ring of R and let W q (R) be the ring of Witt vectors of R of length q. Let Φ R be the canonical Frobenius endomorphism of W (R) or of W q (R) (and so also of R); so Φ k = σ k = σ. Let R (p n ) be R but viewed as an R-algebra via the n-th power Frobenius endomorphism Φ n R : R → R. Let M(W q (R)) be the abelian category whose objects are W q (R)-modules endowed with Φ R -linear endomorphisms and whose morphisms are W q (R)-linear maps respecting the Φ R -linear endomorphisms. We identify M(W q (R)) with a full subcategory of M(W q+1 (R)) and so we can define M(W (R)) := ∪ q∈N M(W q (R)). If R is reduced, let R perf be the perfection of R. By w we denote an arbitrary variable.
and acts on T (M )[
1 p ] in the logical tensor product way. The W (k)-span of some elements v 1 , ..., v n ∈ N is denoted by < v 1 , ..., v n >. The latticed F -isocrystal (M * , ϕ) is referred as the dual of (M, ϕ). Warning: (M * , ϕ) involves no Tate twist. If G 1B(k) is a connected subgroup of GL(M [
]), then the abstract group {ϕg 1 ϕ −1 |g 1 ∈ G 1B(k) (B(k))} is the group of B(k)-valued points of the unique subgroup of GL(M [ 1 p ]) having ϕ(Lie(G 1B(k) )) as its Lie algebra (see [Bo, 7 .1 of Ch. 1] for the uniqueness part). So as ϕ normalizes Lie(G B(k) ), for g ∈ G(B(k)) we have ϕgϕ −1 ∈ G(B(k)); in what follows this is used without any extra comment. A bilinear form on M is called perfect if it defines a W (k)-linear isomorphism M→M * .
In this paragraph we assume ϕ(M ) ⊂ M . We also call (M, ϕ, G) an F -crystal with a group over k. We refer to [Ka1] for the Hodge numbers of (M, ϕ) . If N is a W (k)-submodule of M such that ϕ(N ) ⊂ N , we denote also by ϕ the resulting σ-linear endomorphism of M/N . We refer to the triple (M/p q M, ϕ, G W q (k) ) as the truncation mod p q of (M, ϕ, G). As in 1.1, if G = GL(M ) we often do not mention G and so implicitly "with a group". The pair (M/p q M, ϕ) is an object of M(W q (k)).
For a, b ∈ Z, b ≥ a, let S(a, b) := {a, a + 1, ..., b}. If (n 1 , ..., n l ) is an l-tuple that is either an ordered W (k)-basis or such that its entries are in Z and are denoted by a lower right index to the same small letter, then for t ∈ Z let n t := n u , where u ∈ {1, ..., l}∩t+lZ. For x ∈ R, let [x] be the greatest integer of the interval (−∞, x].
2.1.1. Definitions. Let K be an arbitrary field. By a stratification S of a reduced Spec(K)-scheme X (in potentially an infinite number of strata), we mean that:
(a) for any field L that is either K or an algebraically closed field containing K, a set S L of disjoint reduced, locally closed subschemes of X L is given such that each point of X with values in the algebraic closure of L factors through an element of S L ; (b) if i 12 : L 1 ֒→ L 2 is an embedding between two fields as in (a), then the pull back to L 2 of any member of S L 1 , is an element of S L 2 ; so we have a natural pull back injective map S(i 12 ) : S L 1 ֒→ S L 2 .
The inductive limit of all maps S(i 12 ) is called the class of S; in general it is not a set. Each element of some S L is referred as a stratum of S. We say S satisfies the purity property if for any L as in (a), every element of S L is an affine X L -scheme.
1 If all maps S(i 12 )'s are bijections, then we identify S with S K and we say S is of finite type.
Definitions and simple properties.
We now include few extra definitions and simple properties.
2.2.1. Complements to 1.1. (a) A morphism (resp. an isogeny) between two latticed F -isocrystals (M 1 , ϕ 1 ) and (M 2 , ϕ 2 ) over k is a W (k)-linear map (resp. isomorphism) f :
If f is an isogeny, then by its degree we mean p to the power the length of the artinian W (k)-module M 2 /f (M 1 ).
(b) By a latticed F -isocrystal with a group and an emphasized family of tensors over k we mean a quadruple
where (M, ϕ, G) is a latticed F -isocrystal with a group over k, J is a set of indices, and t α ∈ T (M ) is fixed by both ϕ and G, such that
α ) α∈J ) are two latticed F -isocrystals with a group and an emphasized family of tensors (indexed by the same set J ) over k, by an isomorphism between them we mean an isomor-
(c) By a principal bilinear quasi-polarized latticed F -isocrystal with a group over k we mean a quadruple (M, ϕ, G, p M ), where (M, ϕ, G) is a latticed F -isocrystal with a group over k and
is a perfect bilinear form with the properties that W (k)p M is normalized by G and that there is c ∈ Z such that we have
for all x, y ∈ M . We refer to p M as a principal bilinear quasi-polarization of (M, ϕ, G) or of (M [
of the identity component of the subgroup of G B(k) fixing p M . We refer to (M, ϕ, G 0 ) as the latticed F -isocrystal with a group over k of (M, ϕ, G, p M ). The quotient group
is either trivial or a 1 dimensional split torus. By an isomorphism between two principal bilinear quasi-polarized latticed F -isocrystals with a group (M 1 , ϕ 1 , G 1 , p M 1 ) and (M 2 , ϕ 2 , G 2 , p M 2 ) we mean an isomorphism f :
We speak also about principal bilinear quasi-polarized latticed F -isocrystals with a group and an emphasized family of tensors over k and about isomorphisms between them; notation (M, ϕ, G, (t α ) α∈J , p M ). If p M is alternating, then we drop the word bilinear.
(d) We say the W -condition holds for the latticed F -isocrystal with a group (M, ϕ, G)
) and the cocharacter µ : G m → G with the property that β ∈ G m (W (k)) acts onF i (M ) through µ as the multiplication by β −i , factors through G. In such a case we also refer to (M, ϕ, G) as a p-divisible object with a group over k and to (M, ϕ) as a p-divisible object over k; we also refer to µ as a Hodge cocharacter of (M, ϕ, G). Here "W " stands to honor [Wi, p. 512] while the notion "p-divisible object" is a natural extrapolation of the terminology "object" of [Fa1, §2] .
(e) By the s-number of a latticed F -isocrystal (M, ϕ) we mean the smallest number s ∈ N ∪ {0} such that ϕ(p s M ) ⊂ M . By the h-number of (M, ϕ) we mean the greatest Hodge number h of (M, p s ϕ), i.e. the unique number h ∈ N ∪ {0} such that we have
Torsions and volumes. (a)
By an elementary Dieudonné-Fontaine pdivisible object over k we mean a latticed F -isocrystal (M, ϕ) over k for which the following two things hold:
, with the integers n i 's being either all non-negative or all non-positive;
(ii) we can not write (M, ϕ) as a direct sum of latticed F -isocrystals whose W (k)-modules are non-trivial and have W (k)-bases as in (i).
We refer to {e 1 , ..., e d M } as a standard W (k)-basis of (M, ϕ). If moreover, either
then we refer to (M, ϕ) as an elementary Dieudonné p-divisible object over k. A latticed F -isocrystal over k is called a Dieudonné-Fontaine (resp. a Dieudonné) p-divisible object over k if it is a direct sum of elementary Dieudonné-Fontaine (resp. Dieudonné) pdivisible objects over k; any such latticed F -isocrystal is definable over F p .
(b) By the Dieudonné-Fontaine torsion (resp. volume) of a latticed F -isocrystal (M, ϕ) over k we mean the smallest number
. Similarly, by replacing Dieudonné-Fontaine with Dieudonné, we define the Dieudonné torsion DT (M, ϕ) (resp. volume DV (M, ϕ)) of (M, ϕ).
The existence of DV (M, ϕ) (and so also of DF V (M, ϕ), DT (M, ϕ), and DF T (M, ϕ)) is equivalent to Dieudonné's classification of F -isocrystals overk. This and the fact that suitable truncations of p-divisible objects over k are studied systematically for the first time in [Fo] and [FL, §1] , explains our terminology. Classically one uses more frequently such volumes as they keep track of degrees of isogenies. However, in this paper we will see that from many points of view it is more practical to work with such torsions.
]}, let k 1 be the composite field of k and F p d M ! , and let m ∈ N. We have the following two properties:
is a Dieudonné p-divisible object over k, then the previous sentence holds with e M being substituted by d M .
We check that (a) holds. Let i 0 ∈ S(1, s) and let j 0 ∈ S(1, d M i 0 ). We write
where m
and where q
be the greatest number such that we can write β
) and so to W he M +m−m
If (M, ϕ) is a Dieudonné p-divisible object over k, then the Hodge numbers of (M i 0 , ϕ) are 0, ..., 0, and some integer in S(0, h); so m
Part (b) follows from (a) by taking m → ∞.
Some deviations of tuples
n i is non-negative (resp. is non-positive), then by the non-negative (resp. the non-positive) sign deviation of τ we mean the maximum possible value of max{0, −x} (resp. of max{0, x}), where x = u i=t n i for some t ∈ S(1, l) and some u ∈ S(t, l + t − 1) such that u i=v n i is non-positive (resp. is non-negative) for all v ∈ S(t, u).
n i is non-negative (resp. is non-positive), then by the non-negative (resp. the non-positive) value deviation of τ we mean the sum of all non-positive (resp. of all non-negative) entries of τ . As a convention, this sum is 0 if τ has no non-positive (resp. no non-negative) entries.
n i is positive (resp. is negative), then by the sign deviation SD(τ ) of τ we mean its non-negative (resp. its non-positive) sign deviation. If l i=1 n i = 0, then by the sign deviation SD(τ ) of τ we mean the smaller of its non-negative and non-positive sign deviations. We also use this definition with (sign,SD) replaced by (value,VD).
Here are few examples. We have SD(−1, 1, −1, −1, 1, 1, 0, −1) = 1 + 1 = 2, V D(−1, 1, −1, −1, 1, 1, 0, −1) = 3, SD(1, 1, −2, 1, 3) = V D(1, 1, −2, 1, 3) = 2, and
and the same holds with DF being replaced by D. Classically one works only with Dieudonné p-divisible objects (see [Di] , [Ma] , [dJO] , etc.). But working with Dieudonné-Fontaine p-divisible objects one can get considerable improvements for many practical calculations or bounds (like the ones we will encounter in §3).
Then we have the following sequence of three inequalities
Proof: The second and the third inequalities follow from very definitions.
We check the first inequality of (2) only in the case when
n i > 0 and at least one n i is negative, as all other cases are entirely the same. We perform the following type of operation. Let u ∈ N ∪ {0} be the biggest number such that there is t ∈ S(1, d M ) with the property that we have a t−v,t := t i=t−v n i ≤ 0 for all v ∈ S(0, u); so n t+1 and n t−u−1 are positive, n t ≤ 0, and t i=t−u−1 n i > 0. For v ∈ S(0, u), we replace e t−v byẽ t−v := p −a t−v,t e t−v . Up to a cyclic rearrangement of τ , we can assume t − u = 1; so
is a Dieudonné-Fontaine p-divisible object over k and we are done as by very definitions −a t−v,t ∈ S(0, SD(τ )); if this is not the case, we next deal with the "unoperated" entries n u+2 ,..., n d M .
We repeat the operation as follows. Let u 1 ∈ N∪{0} be the biggest number such that there is t 1 ∈ S(u + 2, d M ) with the property that we have a t 1 −v 1 ,t 1 := t 1 i=t 1 −v 1 n i ≤ 0 for all v 1 ∈ S(0, u 1 ); so n t 1 +1 and n t 1 −u 1 −1 are positive and n t 1 ≤ 0. Due to the "biggest" property of u we have t 1 − u 1 > u + 2. For v 1 ∈ S(0, u 1 ), we replace e t 1 −v 1 by p −a t 1 −v 1 ,t 1 e t 1 −v 1 and again we repeat the operation for the "unoperated" entries n u+2 , n u+3 , ..., n t 1 −u 1 −1 , n t 1 +1 , n t 1 +2 , ..., n d M . So by induction on the number of remaining "unoperated" entries (they do not need to be indexed by a set of consecutive numbers of S(1, d M )), we get that the first inequality of (2) holds.
where n − (resp. n + ) is the number of i's such that n i = −1 (resp. such that n i = 1).
We now consider the case when d M ≥ 3 and (n 1 , n 2 , ..., n d M ) = (1, 1, ..., 1, −1). So (M, ϕ) has a unique slope
is an elementary Dieudonné-Fontaine p-divisible object whose Hodge numbers are 0, 0, 1, ..., 1. On the other hand we have
2.4. Estimates. Let (M, ϕ) be a latticed F -isocrystal over k. Let H be the set of slopes of (M [
] = ⊕ α∈H W α be the direct sum decomposition normalized by ϕ and such that all slopes of (W α , ϕ) are α. For α ∈ H, we write α =
; let n α ∈ N be such that the multiplicity of the slope α is n α b α . Let s and h be as in 2.2.1 (e).
For (a, b, c) ∈ N ×N ∪{0} ×N ∪{0} let L k (a, b, c) be the class of latticed F -isocrystals (N, ϕ N ) over k with d N = a and whose s-number and h-number are b and respectively c. 
To check (4) we first remark that if N is a W (k)-submodule of M such that the pair (N, p s ϕ) is an elementary Dieudonné p-divisible object over k and if
, we get that (4) holds.
So it suffices to prove the Lemma under the extra assumption that b = 0. So H ⊂ [0, ∞). We prove the Lemma for b = 0 by induction on a. The case a = 1 is trivial. To accomplish the passage from a ≤ d M −1 to a = d M we can assume (a, 0, c) = (d M , s, h) (so we can work with (M, ϕ) instead of C) and we consider the following three Cases. Case 1. We consider the case when H has at least two elements. Let α 2 ∈ H. 
Case 2. We consider the case when H = {α} has only one element and n α ≥ 2. The proof in this case is the same as of Case 1. The only difference is that we need to take α 1 = α 2 = α and to take
Case 3. We are left with the case when H = {α} and n α = 1.
2.4.1.1. Claim. There is an increasing sequence (c t ) t∈S(0,b α −1) of elements of N that depends only on d M (or α) and h, is effectively computable, and such that we have (6) ϕ(e t ) / ∈ p c t M + < e 1 , ..., e t > ∀t ∈ S(0, b α − 1).
To check this Claim we use a second induction on t ∈ S(0, b α − 1). Taking c 0 := 1, (6) holds for t = 0. We assume now that (6) holds for t ≤ r − 1 ∈ S(0, b α − 2). Let M r :=< e 1 , ..., e r >. As c 0 ≤ c 1 ≤ ... ≤ c r−1 and as ϕ(e r−1 ) = e r , from (6) we get
We now prove that (6) holds for t = r. We write (8) ϕ(e r ) = p n r x + a 1 e 1 + a 2 e 2 + ... + a r e r , with x ∈ M \ pM , n r ∈ N ∪ {0}, and a 1 , ..., a r ∈ W (k). Let q r := (b α − 1)!(h + c r−1 ). By our initial induction (on ranks a), we can speak about an effectively computable number
We now show that the assumption n r ≥ c r leads to a contradiction. From (7) we get that ϕ(e r − r−1 i=1 σ −1 (a i+1 )e i ) / ∈ p h+c r−1 M . So as n r ≥ c r ≥ c r−1 + h and as
, we get that a 1 is not divisible by p h+c r−1 . Let ϕ r be the σ-linear endomorphism of M r that takes e i into e i+1 if i ≤ r − 1 and takes e r into r j=1 a j e j . The pair (M r , ϕ r ) is an F -crystal over k whose h-number is the p-adic valuation of a 1 and so it is at most h + c r−1 − 1.
Let N r be a W (k)-submodule of M r such that M r /N r is annihilated by p
and (N r , ϕ r ) is a Dieudonné p-divisible object over k. Writing (N r , ϕ r ) as a direct sum of elementary Dieudonné p-divisible objects over k, we choose a simple factor (N
r , ϕ r ) of (N r , ϕ r ) such that the component e
(with respect to the resulting direct sum decomposition of N r ) is not divisible inside N
(e 1 ), cf. (8) and the definition of ϕ r . We have
We have p m r x(r)−p q r a α e
(1)
r . As n r ≥ c r , from (9) we get that n r −c r−1 −DT (M r , ϕ r ) > max{q r b α u r +(h+c r−1 −1), q r b α h, q r a α }. From this inequality and the relation p m r x(r) − p q r a α e
(1) 1
r , we get q r a α = m r . So |q r a α − q r b α u r | ≤ h + c r−1 − 1 (cf. (10)); dividing this inequality by q r b α we get |α − u r | < ∈ N ∪ {0} we get b α = 1. As b α = 1 we have r = 0 and this contradicts the inequality r ≥ 1. So n r < c r . As c r depends only on α, h, and c r−1 , this ends the argument for the Claim.
From 2.4.1.1 we get that (7) holds even if r = b α − 1. So DT (M, ϕ) ≤ c b α −1 − 1. This ends the initial induction (on ranks a) and so the proof of the Lemma.
2.4.
2. An interpretation. The estimates of Case 3 of 2.4.1 are different from the ones of [Ka1, Ch. 1]. It seems to us possible to refine Case 3 of 2.4.1, starting from loc. cit; so we now make the connection between loc. cit., [dJO, §2] , and Case 3 of 2.4.1. We situate ourselves in the context of Case 3 of 2.4.1. Let O α be the Z p -algebra of endomorphisms of the elementary Dieudonné p-divisible object over k of slope α. So O α is a maximal order of the central division algebra over Q p whose invariant is the image of α in Q/Z (see [Dem, p. 80] 
n -linear endomorphism ϕ n ofM for all n ∈ N), cf. [Ka1, . We have ]-modules of rank 1, see [dJO, 2.4 and 2.5] . It is easy to see that under this correspondence, Claim 2.4.1.1 is equivalent to the following well known result.
2.4.2.1. Claim. There is N (α) ∈ N effectively computable and such that for any x ∈ O α \ pO α , the length of the artinian
2.5. Standard Z p structures. Let (M, ϕ, G, (t α ) α∈J ) be a latticed F -isocrystal with a group and an emphasized family of tensors over k and for which the W -condition holds. Let a, b, (F i (M )) i∈S (a,b) , and µ be as in 2.2.
. We refer to the decreasing and exhaustive filtration (F i (M )) i∈S(a,b) of M as a lift of (M, ϕ, G). Each t α is fixed by both µ and ϕ. So the inverse of the canonical split cocharacter of (M, (F i (M )) i∈S(a,b) , ϕ) as defined in [Wi, p. 512] factors through G (cf. the functorial aspects of [Wi, p. 513] ). So for canonical purposes, in what follows we will assume µ is this inverse. Let
2.6. Exponentials. Let H = Spec(A) be an integral, affine group scheme over Spec(W (k)) of finite type. Let N be a free W (k)-module such that we have a faithful representation H ֒→ GL(N ) that is a closed embedding. One constructs N as a W (k)-submodule of A, cf. [Ja, 2.13 of Part I] and the fact that A is a finitely generated commutative W (k)-algebra. If p ≥ 3, let E N := pEnd(N ). If p = 2, let E N be the sum of p 2 End(N ) and of the set of nilpotent elements of pEnd(N ). Let
be the exponential map that takes x ∈ E N into ∞ i=0
Here are the well known properties of the map exp we will need:
2 and is congruent mod
To check (c) it is enough to show that exp(x) ∈ H(B(k)). It suffices to check this under the extra assumption that the transcendental degree of k is countable. Fixing an embedding W (k) ֒→ C, the relation exp(x) ∈ H(B(k)) follows easily from [He, (by viewing H(C) as a Lie subgroup of GL(N )(C)).
Proof: We use induction on i. The case i = 1 is trivial. Letz 1,l be the reduction mod p of z 1,l . The passage from i to i + 1 goes as follows. If p ≥ 3 or if p = 2 and
2.6 (a) and (b)). By replacing g l with g l+1 , the role of the pair (i + 1, l) is replaced by the one of the pair (i, l + 1). So as 1 N − p l z 1,l and exp(−p l z 1,l ) are congruent mod p i+1+l (cf. 2.6 (a) and (b)), using induction we get that we can take as z i+1,l the sum z 1,l + pz i,l+1 .
Let now p = 2 and i + 1 = l ≥ 2. We havez
1,l ) (cf. 2.6 (a) and (b)). The rest is as in the previous paragraph but for
1,l ). This ends the induction.
2.7. Dilatations. In this section we study an arbitrary integral, closed subgroup
sh be the strict henselization of W (k). If a : Spec(W (k) sh ) → G is a morphism, then the Néron measure of the defect of smoothness δ(a) ∈ N ∪ {0} of G at a is the length of the torsion part of a * (Ω G/Spec(W (k)) ). As G is a group scheme, the value of δ(a) does not depend on a and so we denote it by δ(G).
By the canonical dilatation of G we mean the affine G-scheme
is integral and has a canonical group structure such that the morphism G 1 → G is a homomorphism of group schemes over Spec(W (k)), cf. [BLR, p. 63 and (d) 
So by using at most δ(G) canonical dilatations, we get the existence of a unique smooth, affine group scheme G ′ over Spec(W (k)) endowed with a homomorphism G ′ → G whose fibre over Spec(B(k)) is an isomorphism and which has the following universal property (cf. [BLR, Thm. 5 of p. 174] ): any morphism Y → G of Spec(W (k))-schemes and with Y a smooth Spec(W (k))-scheme, factors uniquely through
The closed embedding i G : G ֒→ GL(M ) gets replaced by a canonical homomorphism
) is the identity element.
2.7.1. Lemma. We have the following three properties:
Proof: Part (a) is trivial. Let I G be the ideal of R G defining the identity section of G.
follows from a repeated application of this fact to the sequence of n(G) dilatations needed to get G ′ . The cokernel of the cotangent map at the W (k)-valued identity elements of each dilatation performed to get G ′ is annihilated by p, cf. the definition of R G 1 . From this (c) follows.
Complements on M(W q (S)
). Let q ∈ N and let l ∈ S(0, q). Let f : S 1 → S be a morphism of Spec(F p )-schemes. Let C be an F -crystal over S. We use lower right indices by Spec(F p )-schemes or by commutative F p -algebras to denote pulls back of Fcrystals over S. For instance, if U is an open subscheme of S, then C U is the pull back of C via the open embedding U ֒→ S. We now include four complements on M(W q (S)).
. Thus, in general the restriction of f * q+1 to M(W q (S)) and f * q do not coincide and so the sequence (f * q ) q∈N does not define a pull back functor from M(W (S)) to M(W (S 1 )). If the Frobenius endomorphism of O S 1 is surjective, then regardless of who S is we have W q (S)× W q+1 (S) W q+1 (S 1 ) = W q (S 1 ) and so the sequence (f * q ) q∈N does define a pull back functor f
If u is an object (or a morphism) of M(W q (S)), then by its pull back to an object (or a morphism) of M(W q (S 1 )) we mean f * q (u). If s ∈ N and if f * q+s (u) is an object (or a morphism) of M(W q (S 1 )), then we have f * q+s (u) = f * q (u). If S 1 is the spectrum of a perfect field, we also speak simply of the pull back of u via f , to be denoted f * (u). If S is integral and k S is its field of fractions, then we say Coker(u) is generically annihilated by p l if the pull back of u to a morphism of M(W q (k S )) has a cokernel annihilated by p l .
2.8.2. The evaluation functor E. Let δ q (S) be the canonical divided power structure of the ideal sheaf defining the closed embedding S ֒→ W q (S). The evaluation of C at the thickening (S ֒→ W q (S), δ q (S)) is a triple (F , ϕ F , ∇ F ), where F is a locally free O W q (S) -module of locally finite rank, ϕ F : F → F is a Φ S -linear endomorphism, and ∇ F is a nilpotent and integrable connection on F , that satisfies certain axioms. In the whole paper, connections as ∇ F will play no role and so we denote E(C;
The functorial morphism (S 1 ֒→ W q (S 1 ), δ q (S 1 )) → (S ֒→ W q (S), δ q (S)) defined by f , gives birth to a canonical isomorphism (viewed as an identification)
If e : S 2 → S 1 is another morphism of Spec(F p )-schemes, then we have identities
In what follows we will use without any extra comment the identities (11) and (12).
2.8.3. Inductive limits. Let V ֒→ V 1 be a monomorphism of commutative F palgebras. Suppose we have an inductive limit V 1 = ind.lim. α∈Λ V α of commutative Vsubalgebras of V 1 indexed by the set of objects of a filtered, small category.
whose cokernel is annihilated by p l . We fix ordered W q (V )-bases B N and B N ′ of N and N ′ (respectively). Let A u be the matrix representation of u with respect to B N and
, where each β xx ′ ∈ W q (V 1 ). Let V u be the V -subalgebra of V 1 generated by the components of the Witt vectors of V 1 of length q of the entries of A u and of the β xx ′ 's. As V u is a finitely generated V -algebra, there is α 0 ∈ Λ such that V u ֒→ V α 0 . Thus u is the pull back of a morphism u α 0 : f
is annihilated by p l . We now list four special cases of interest.
(a) If V is a field and V 1 is the algebraic closure of V , then as V α 's we can take the finite field extensions of V . (c) We now consider the case when each V α is a flat V -algebra of finite type, when V is a discrete valuation ring that is an N-2 ring in the sense of [Mat, (31.A) ], and when V 1 is a faithfully flat V -algebra that is also a discrete valuation ring. The morphism Ch. IV, Cor. (17.16.2) ]. In other words, there is a finite field extensionk of k and a V -subalgebraṼ ofk such that: (i)Ṽ is a faithfully flat, local V -algebra of finite type, and (ii) the morphism f : Spec(Ṽ ) → Spec(V ) factors through f α 0 . As V is an N-2 ring, its normalization ink is a finite V -algebra and so a Dedekind domain. This implies that we can chooseṼ such that it is also a discrete valuation ring. We recall that any excellent ring is a Nagata ring (cf. [Mat, (34. A)]) and so also an N-2 ring (cf. the definitions of [Mat, (31 
be the pull back of u α 0 to a morphism of M(W q (Ṽ )); its cokernel is annihilated by p l . If V is the local ring of an F p -scheme U , thenṼ is a local ring of the normalization of U ink. So from (b) we get that there is an open subschemeŨ of this normalization havingṼ as a local ring and such thatũ extends to a morphismũŨ of M(W q (Ũ )) whose cokernel is annihilated by p l .
(d) If V is reduced and V 1 = V perf , then we can take Λ = N and
2.8.4. Hom schemes. Let O 1 and O 2 be two objects of M(W q (S)) such that their underlying O W q (S)-modules are locally free of finite ranks. We consider the functor Hom(O 1 , O 2 ) from the category Sch S of S-schemes into the category Set of sets, such that
′ that locally is of finite presentation.
Proof: Localizing, we can assume that S = Spec(R) is affine and that O 1 = (N 1 , ϕ N 1 ) and O 2 = (N 2 , ϕ N 2 ) are such that N 1 and N 2 are free W q (R)-modules of finite ranks r 1 and r 2 . Let Hom(N 1 , N 2 ) : Sch S → Set be the functor that takes an affine S-scheme
that is of finite presentation, the Lemma follows.
2.9. Two results of commutative algebra. In 4.3.1 and §5 we will use the following two variations of well known results. 
Proof: It is enough to show that U is affine if U ′ is affine. The morphism U ′ → U is surjective (see [Mat, (5 
.E)]). So as U
′ is quasi-compact (being affine), U is also quasicompact. So X \ U is the zero locus of a finite number of elements of R. So there is a finitely generated F p -subalgebra R 0 of R such that U is the pull back of an open subscheme U 0 of Spec(R 0 ) through the morphism Spec(R) → Spec(R 0 ).
are finite products of finitely generated fields and are finite over K ′ α ∩ K. Here Λ is the set of objects of a filtered, small category. Let R α be a finitely generated
We choose R α 's such that X is the projective limit of Spec(R α )'s; so U ′ is the projective limit of U ′ α 's. Obviously U ′ α is a quasi-compact, open subscheme of X ′ α and so is an X ′ α -scheme of finite presentation. As U ′ is affine, by applying [EGA IV, Ch. IV, (8.10.5)] to the projective system defined by X ′ α 's, we get that there is an α 0 ∈ Λ such that U ′ α 0 is affine. So U α 0 is affine, cf. Chevalley theorem of [EGA II, (6.7.1)]. So U = U α × Spec(R α ) X is also affine. §3 Proof of the First Main Theorem, complements, and examples
In 3.1 we prove 1.2. See (16) of 3.1.2 for a concrete expression of n univ . In 3.2 we include interpretations and variants of 1.2 in terms of truncations, including the passage from 1.2 to 1.3. See 3.3 for refinements of 3.1.1 in many particular cases. Examples to 3.1 to 3.3 are gathered in 3.4.
3.1. Proof of 1.2. We start the proof of 1.2. Until 3.1.3 we will assume k = k.Let v := dim B(k) (Lie(G B(k) )). It suffices to prove 1.2 under the extra hypothesis v ≥ 1. Let G ′ , n(G), and M ′ be as in 2.7. We have
and a permutation π L of S(1, v) such that the following three things hold:
-for any l ∈ S(1, v) we have ϕ(e l ) = p n l e π L (l) for some n l ∈ Z; -for any cycle C i = (a 1 , ..., a q ) of the cyclic product decomposition π L = i∈I C i , the integers n a 1 ,..., n a q are either all non-negative or all non-positive.
If we have n a j ≥ 0 for all j ∈ S(1, q), let τ (C i ) := 1; otherwise, let τ (
and below we will only use this congruence.
As W (k) is p-adically complete, the second part of the Claim follows from its first part (asg 0 we can take an infinite product of the form ...g 3g2g1 ). So to prove the Claim, it suffices to prove its first part for t = 1 (as for t ≥ 2 we can replace n by n+t−1). For t = 1 we will use what we call the stairs method modeled on E. As 2(n − n(G)) ≥ n − n(G) + 1, the element g n is congruent mod p n−n(G)+1 to 1 M ′ + p n−n(G) z n , where z n ∈ Lie(G ′ ) (cf. 2.6.1). As n − n(G) ≥ m we can write p n−n(G) z n = v l=1 c l p u l e l , with u l ∈ N depending only on the cycle of π L to which l belongs and with c l ∈ W (k). We take the u l 's to be the maximal possible values subject to the last sentence. So we have
The order in which the productg
is taken, is irrelevant mod p 2(n−n(G)−m) and so mod p n−n(G)+1 (cf. (14)). The element
, with all x l 's in W (k). We chose ε = 2 for (p, m) = (2, 0) in order that this last product makes always sense, cf. 2.6 (a) and (b) and the fact that u l + q l ≥ u l ≥ 2 for p = 2. We have to show that we can choose x l 's such thatg 1 g n ϕg
For this, it suffices to show that if g n is not congruent mod p n−n(G)+1 to 1 M ′ , then we can choose x l 's such that by replacing g n with g n+1g1 g n ϕg
we can also replace each u l by u l + t l , where t l ∈ N depends only on the cycle of π L to which l belongs.
The elementg 1 g n ϕg
So from (14) and 2.6 (a) and (b) we get that the productg 1g
n , and is ϕg
to the following product of three elements
and so to 1
))e l (we recall that u l depends only on the cycle of π L to which l belongs). To show that we can take each t l to be at least 1, we only need to show that we can choose the x l 's such that we
In other words ifx ∈ k is the reduction mod p of x ∈ W (k), we only need to show that for each cycle C i = (a 1 , ..., a q ) of π L there are solutions of the following circular system of equations (15)
over k, wherex a 0 :=x a q and whereb a j ,d a j ∈ k are computed as follows. If τ (C i ) = 1, then q a j = 0 and so
; moreover, there is j 0 ∈ S(1, j) such that q a j 0 = −n a j 0 > 0. So depending on the value of τ (C i ) we have:
, 1} for all j ∈ S(1, q) and there is j 0 ∈ S(1, q) such that
If τ (C i ) = 1, then by eliminatingx a q ,x a q−1 , ..., andx a 2 in (15), the equation inx a 1 we get is of the formx a 1 =ū a 1 +v a 1x p q a 1 , whereū a 1 andv a 1 ∈ k. This equation defines anétale k-algebra. So, as k is separably closed, (15) has solutions in k. If τ (C i ) = −1, then (as k is perfect) the values ofx a j 0 −1 ,x a j 0 −2 , ...,x a 1 ,x a q ,x a q−1 , ...,x a j 0 are one by one uniquely determined and so (15) has a unique solution. This ends the proof of the first part of the Claim for t = 1 and so ends the proof of the Claim.
3.1.2. End of the proof of 1.2. Let s ′ L and h ′ L be the s-number and the h-number (respectively) of (Lie(G ′ ), ϕ). As G ′ and n(G) depend only on G, the number
we have n univ ≥ 2m + ε + n(G). So from (13) applied with n = n univ and from 3.1.1, we get that for any
. This holds even if ϕ gets replaced by gϕ. Let s L and h L be the s-number and the h-number (respectively) of (Lie(
So based on the effectiveness part of 2.4.1, to end the proof of 1.2 it is enough to show that d dil and n(G) are effectively bounded above. As we have n(G) ≤ δ(G) (see 2.7) and d dil ≤ n(G) (see 2.7.1 (c)), it suffices to show that δ(G) is effectively bounded above. But from [BLR, Lemma 2 of p. 66] we get that δ(G) is effectively computable in terms of the ideal defining the closed embedding G ֒→ GL(M ). This ends the proof of 1.2.
3.1.3. Definition. Let (M, ϕ, G) be a latticed F -isocrystal with a group over k. By the isom-number of (M, ϕ, G) we mean the smallest number n ∈ N ∪ {0} such that for any
is as in 2.2.1 (c), then by its isom-number we mean the isom-number of its latticed F -isocrystal with a group over k.
3.2. On truncations. In 3.2.1 to 3.2.6 we work in a context pertaining to pdivisible groups. In 3.2.7 we deal with the case of F -crystals with a group (M, ϕ, G) over k with G smooth. In 3.2.8 we define a general analogue of the D-truncations of 3.2.1. 
Let q ∈ N. By the D-truncation mod p q of (M, ϕ, G) we mean the quadruple (M/p q M, ϕ, ϑ, G W q (k) ), where we denote also by ϑ its reduction mod p q . It determines (resp. it is determined) by the truncation mod p q (resp. mod p q+1 ) of (M, ϕ, G).
Proof: The "if" part is trivial. As G is smooth, the homomorphism G(W (k)) → G(W q (k)) is onto. So it suffices to check the "only if" part under the extra assumptions that the σ-linear endomorphisms ϕ and gϕ coincide mod p q and that the σ −1 -linear endomorphisms ϑ and ϑg 
Let U big −1 be the smooth, unipotent, commutative, integral, closed subgroup of GL(M ) whose Lie algebra is the maximal direct summandF 
and so there is a unique smooth, integral, closed subgroup
−1 has U −1 as the identity component and has smooth fibres. As the group U big −1 (B(k))/U −1 (B(k)) is torsion free, we have
Thus we have g 0,q ∈ Ker(U −1 (W q (k)) → U −1 (W q−1 (k))), cf. the two properties of g 0,q listed in the first paragraph of this proof. So up to a replacement of g by a Ker(G (W (k) 
0 ϕ =gϕ. So as g q we can takeg. This ends the proof of the "only if" part.
3.2.3. Proof of 1.3. To prove 1.3, we take k =k, (M, ϕ) to be the Dieudonné module of D, and G = GL(M ). Let n be as in 3.1.3 and let n univ be as in (16). Let
So D 1 has also height r and dimension d. So the Dieudonné module of D 1 is (isomorphic to one) of the form (M, gϕ) , where g ∈ G(W (k)). But for any q ∈ N, the classical Dieudonné theory achieves also a bijection between isomorphism classes of truncated Barsotti-Tate groups of level q over k and of D-truncations mod p q of Dieudonné modules over k (see [Fo, pp. 153 and 160] ). So from this and 3.2.2 applied with G = GL(M ) and q = n, we get that we can assume g is congruent mod p n to 1 M . So there is an isomorphism (M, ϕ)→(M, gϕ), cf. def. of n. So D→D 1 (see paragraph before 1.3). So as n ≤ n univ (cf. 3.1.1 and 3.1.2), the number T (r, d) exists and we have T (r, d) ∈ S(0, n univ ). If d ∈ {0, r} (resp. if d / ∈ {0, r}), then the s-number and the h-number of (End(M ), ϕ) are both 0 (resp. are 1 and respectively 2). So from (16) we get that T (r, d) is effectively bounded above in terms of r 2 = rk W (k) (End(M )) and so implicitly of r itself. This proves 1.3.
3.2.4. Principal quasi-polarizations. Suppose r = 2d = d M , k =k, and we have a principal quasi-polarization p M of (M, ϕ). We refer to the triple (M, ϕ, p M ) as a principally quasi-polarized Dieudonné module. Let n be the isom-number of (M, ϕ, Sp(M, p M )). Let (D 1 , p D 1 ) be another principally quasi-polarized p-divisible group of height r = d M over Spec(k); its principally quasi-polarized Dieudonné module is of the form (M, gϕ, p M ), where g ∈ Sp(M, p M )(W (k)). So if there is an isomorphism between the truncations of (D, p D ) and (D 1 , p D 1 ) of level n, then entirely as in 3.2.3 we argue that in fact (D, p D )→(D 1 , p D 1 ). Thus (cf. also 1.2 applied with G = Sp(M, p M )) there is a smallest number T (d) ∈ N such that any principally quasi-polarized p-divisible group of height r = 2d over Spec(k) is uniquely determined up to isomorphism by its truncation of level T (d). As in 3.2.3, the number T (d) is effectively bounded above in terms of the relative dimension 2d 
Proof: It suffices to check the if part. Let r,d) ] and such that its fibre over r,d) ] is the pull back of a truncated Barsotti-Tate group
We have a logical variant of 3.2.6 in the principally quasi-polarized context. We now move to the general context of F -crystals with a group over k.
. Let h be the h-number of (M, ϕ). Let m := DF T (Lie(G), ϕ) and let n := 2m + ε, with ε ∈ {1, 2} as in 3.1. Let t ∈ N ∪ {0}.
(a) We assume that G is smooth and that the truncations mod p h+n+t of (M, ϕ, G) and (M, gϕ, G) are isomorphic under an isomorphism defined by an elementg h+n+t ∈ G(W h+n+t (k)). Then there is an isomorphism between (M, ϕ, G) and
the images of the two truncation homomorphisms
Proof: Part (b) is a practical reformulation of (a) for the case when G = GL(M ). As G(W (k)) surjects onto G(W h+n+t (k)), it suffices to prove (a) under the extra assumption
So g is congruent mod p n+t to 1 M . So the elementg 0 exists, cf. 3.1.1.
3.2.8. On F -truncations. In many cases it is possible to generalize the Dtruncations of 3.2.1 as follows. We use the notations of 2.5. For i ∈ S(a, b) let
, where x ∈ F i (M ). We denote also by ϕ i its reduction mod p q . By the F -truncation mod p q of (M, ϕ, G, (t α ) α∈J ) we mean the set F q (M, ϕ, G, (t α ) α∈J ) of isomorphism classes of quintuples of the form
runs through all lifts of (M, ϕ, G) and where t q α is the reduction mod p q of t α . The isomorphisms between such a quintuple and a similar one (M /p qM , (
α for all α ∈ J , and such that we have f ϕ i =φ i f for all i ∈ S(a, b). If (M 1 , ϕ 1 ) and (M 2 , ϕ 2 ) are Dieudonné modules, then one easily checks that their Dtruncations mod p q are isomorphic iff their F -truncations mod p q are isomorphic.
3.3. Refinements of 3.1.1. In many particular cases we can choose E of 3.1.1 to be stable under products and so we can refine (16). For the sake of generality we now formalize such refinements in a relative context. Let (M, ϕ, G) be a latticed F -isocrystal with a group over k. Until §4 we assume k =k. Until 3.4 we assume there is an integral, closed subgroup G 1 of GL(M ) such that the following two conditions hold:
(i) G G 1 and the triple (M, ϕ, G 1 ) is a latticed F -isocrystal with a group over k;
(ii) there is a B(k)-basis B 1 := {e 1 , ..., e v 1 } of Lie(G 1B(k) ) and a permutation π 1L of S(1, v 1 ) having the following four properties:
(iib) we can decompose π 1L into a product i∈I 1 C i of disjoint cycles, each such cycle C i = (a 1 , ..., a q ) having the property that for j ∈ S(1, q) we have ϕ(e a j ) = p n a j e a j+1 , where the integers n a j 's are either all non-negative or all non-positive;
(iic) there is v ∈ S(1, v 1 ) such that the intersection E := E 1 ∩ Lie(G B(k) ) has {e 1 , ..., e v } as a W (k)-basis and the permutation π 1L normalizes S(1, v);
(iid) for any t ∈ N and for every element of G(W (k)) of the form 1 M + l∈S(1,v 1 ) p t x l e l , where all x l 's belong to W (k), we have x l ∈ pW (k) for all l ∈ S(v + 1, v 1 ).
. From (iia) we get that 1 M + E 2 is a semigroup with identity contained in End(M ).
3.3.1. Lemma. Let G 2 be the subgroup of GL(M ) such that for any commutative W (k)-algebra R, G 2 (R) is the group of invertible elements of the semigroup with identity
Proof: We show that G 2 is an integral, closed subgroup of GL(M ) and that
. We first consider the case when 1 M ∈ E 2 . So 1 M + E 2 = E 2 is a W (k)-subalgebra of End(M ) which as a W (k)-submodule is a direct summand. So obviously G 2 is an integral, closed subgroup of GL(M ) and Lie (G 2B(k) 
We now consider the case when 1 M / ∈ E 2 . So
R that have an invertible determinant. Argument: the inverse of such an element belongs to G 3 (R) and modulo the ideal
In general, if x ∈ E 1 , then we have 1 M + tx ∈ G 2 (W (k)) for any t ∈ W (k) closed to 0 in the p-adic topology. So
If p = 2 we assume that either v = v 1 or all g l (1)'s belong to pW (k). We have: (c) The isom-number of (M, ϕ, G) is at most m 1 + 1.
Proof: We prove (a). By induction on t ∈ N we show that there isg t ∈ G(W (k)) such thatg t gϕg
, where all g l (t)'s belong to W (k). If t = 1 we can takeg 1 to be 1 M . The passage from t to t+1 goes as follows. We can assume pg l (1) = p t g l (t), where all g l (t)'s belong to W (k). We first consider the case p > 2. Let
where q l := − min{0, n l } with n l ∈ Z such that ϕ(e l ) = p n l e π 1L (l) . We have ϕg
)e π 1L (l) ). As q l + n l ≥ 0 and E 1 E 1 ⊂ E 1 , we can writẽ
For any l ∈ S(1, v), the element g l (t + 1) is congruent mod p to the following sum
(l) (t + 1)) (cf. 2.6 (a)). So as in the part of 3.1.1 involving (+) and (-) we can chooseg l (t + 1)'s such that g l (t + 1) ∈ pW (k) for all l ∈ S(1, v). This completes the induction for p > 2.
Let now p = 2. The above passage from t to t + 1 needs to be modified only if t = 1, cf. 2.6 (b). But if t = 1 and v = v 1 , then we can takeg 2 = 1 M + l∈S(1,v) p 1+q lg l (2)e l ∈ G 2 (W (k)) = G 1 (W (k)) = G(W (k)) (cf. 3.3.1) and we can proceed as above. This ends the induction. As W (k) is p-adically complete, the existence ofg follows. So (a) holds.
We prove (b). We takeg t to be 1 M if t ≤ j. If t ≥ j, then the elementg t+1 is of the form 1 M + p t E (cf. (17) and the relations EE = E 1 E 1 ⊂ E = E 1 ). Asg is an infinite product of the form ...g 3g2g1 , we get that (b) holds. Each element of G 1 (W (k)) congruent mod p m 1 +1 to 1 M is of the form 1 M + pe, with e ∈ E 1 (cf. 3.3.1 and the definition of m 1 ). So (c) follows from (a) and definition 3.1.3.
3.3.3. Variant. We assume that G = G 1 and that we have e l e j = 0 for all l, j ∈ S(1, v 1 ). Then 3.3.2 (a) holds even if g ∈ G(W (k)) is 1 M + e, with e ∈ E. This is so as exp(x) = 1 + x makes sense for any x ∈ E = E 1 . So the proof of 3.3.2 (c) can be entirely adapted to get that the isom-number of (M, ϕ, G) is at most m 1 .
Corollary.
We assume that G = G 1 and that all slopes of (Lie(G B(k) ), ϕ) are 0. Then the isom-number of (M, ϕ, G) is at most m 1 .
Proof:
We can assume E = E 1 is the W (k)-span of the subset E Z p of Lie(G B(k) ) ∩ End(M ) formed by elements fixed by ϕ. We have
be congruent mod p m 1 to 1 M . We write g m 1 = 1 M + e, with e ∈ E (cf. 3.3.1 and the definition of m 1 ). Based on 3.3.2 (a), to prove this Corollary we only need to check that there isg ∈ G(W (k)) such thatgg m 1 ϕg
Let H be the group scheme over Spec(Z p ) such that H(R) is the group of invertible elements of the semigroup with identity
, by reasons of length of artinian modules we get that (1 M + e)E = E. So (1 M + e) −1 ∈ E and so g m 1 ∈ H(W (k)). If 1 M / ∈ E 2 , let E 3 and G 3 be as in the proof of 3.3.1. So E is an ideal of E 3 . So g
Letḡ m 1 be the image of g m 1 in H(k). The group H has connected fibres and is smooth. Argument: H is an open subscheme of the affine space of relative dimension rk Z p (E Z p ) defined naturally by E Z p . Letḡ ∈ H(k) be such thatḡḡ m 1 σ(ḡ) −1 is the identity element of H(k), cf. [Bo, 16.4 
) has a trivial image in H(k) and so is 1 M + pẽ, whereẽ ∈ E. For reader's convenience here is the version of the last sentence in the language of this paper. We assume there is a W (k)-basis {e 0 , e 1 , ..., e r−1 } of M such that ϕ(e i ) is e i+d if i ∈ S(0, c − 1) and is pe i+d if i ∈ S(c, r − 1). Here and below the right lower indices of e and n are mod r. For i, j ∈ S(0, r − 1) let e i,j ∈ End(M ) be such that it annihilates e l if l = j and takes e j into e i . We have ϕ(e i,j ) = p n i,j e i+d,j+d , where n i,j :
We check that m = 1. Replacing D by D t if needed, we can assume c > d; so r = uc + v, with u ∈ N \ {1} and v ∈ S(1, c − 1). Based on (2) and the inequality m ≥ 1, to show that m = 1 it is enough to show that for all (i, j) ∈ S(0, r − 1) 2 we have SD(τ i,j ) = 1, where τ i,j := (n i,j , n i+d,j+d , n i+2d,j+2d , ..., n i+d(r−1),j+d(r−1) ).
So it suffices to show that none of the τ i,j 's is of the form (−1, 0, 0, ..., 0, −1, ...) (cf. definitions 2.2.4 (b) and (c)). So for (i 0 , j 0 ) ∈ S(0, c − 1) × S(c, r − 1), we need to show that in the sequence −1 = n i 0 ,j 0 , n i 0 +d,j 0 +d , ..., n i 0 +qd,j 0 +qd , ..., the first 1 comes before the second −1. We write j 0 = u 0 c + v 0 , with u 0 ∈ S(1, u) and v 0 ∈ S(0, c − 1). We have n i 0 +qd,j 0 +qd = 0 if q ∈ S(1, u 0 − 1). If u 0 < u, then n i 0 +u 0 d,j 0 +u 0 d = 1 and so we can assume u = u 0 . So v 0 ∈ S(0, v − 1) (as j 0 ≤ r − 1) and We need to show that the first non-zero entry of the sequence n i 1 ,j 1 , ..., n i 1 +qd,j 1 +qd , ..., is 1. If q ∈ S(1, u − 1), then n i 1 +qd,j 1 +qd = 0. We can assume n i 1 +ud,j 1 +ud = 1 (otherwise we are done). As i 1 ≥ j 1 we have n i 1 +ud,j 1 +ud = n i 1 +v,j 1 +v = −1. So n i 1 +v,j 1 +v = 0. If
as n i 1 +v,j 1 +v = 0 we have (i 2 , j 2 ) ∈ S(0, c − 1) 2 . So always (i 2 , j 2 ) ∈ S(0, c − 1) 2 and i 2 ≥ j 2 . We need to show that the first non-zero entry of the sequence n i 2 ,j 2 , ..., n i 2 +qd,j 2 +qd , ..., is 1. As in this way we can not replace indefinitely (i t , j t ) by a new pair (i t+1 , j t+1 ) ∈ S(0, c−1) 2 such that i t+1 ≥ j t+1 (here t ∈ N), we get that the first non-zero entry of the sequence n i 2 ,j 2 , ..., n i 2 +qd,j 2 +qd , ..., is 1.
So SD(τ i,j ) = 1 and m = 1. So D is uniquely determined up to isomorphism by D [p] . This was predicted by [Oo2, Conjecture 5.7] .
3.3.6. Example. We assume that all slopes of (End(M ), ϕ) are 0 and G 1 = GL(M ). So 3.3 (i) holds. Let E 1Z p be the Z p -subalgebra of End(M ) formed by elements fixed by ϕ. Let
M and E 2 = End(M ). We also assume that p > 2 and that G = Sp(M, p M ) (resp. G = SO(M, b M )), with p M a perfect alternating (resp. perfect symmetric) form on M that is a principal (resp. a principal bilinear) quasi-polarization of (M, ϕ). As p > 2, we have a direct sum decomposition End(M ) = Lie(G) ⊕ Lie(G) ⊥ , where Lie(G) ⊥ is the perpendicular of Lie(G) with respect to the trace form on M . So E 1 has a W (k)-basis B 1 that is the union of Z p -bases of E 1Z p ∩ Lie(G) and E 1Z p ∩ Lie(G) ⊥ . Let π 1L := 1 S(1,v 1 ) . From constructions we get that 3.3 (iia) to (iic) hold. We check that 3.3 (iid) holds. Let g ∈ G(W (k)) be of the form 1 M + l∈S(1,v 1 ) p t x l e l , where all x l 's belong to W (k). The involution of End(M ) defined by p M (resp. by b M ) fixes Lie(G) ⊥ and acts as −1 on Lie(G). So the product
it is also congruent mod p t+1 to 1 M + 2 v 1 l=v+1 p t x l e l . So as p > 2, we get x l ∈ pW (k) if l > v. So 3.3 (iid) holds. So 3.3 (ii) also holds and so 3.3.2 applies.
3.4. Examples to 3.1 to 3.3. We recall that k =k. Let (M, ϕ, G), µ, a, b, and
We assume G is a reductive group scheme; so we have G = G ′ and n(G) = 0. Let
be the direct sum decomposition defined by µ; so β ∈ G m (W (k)) acts onF i (Lie(G)) through µ as the multiplication with
. If b L ≤ 1, then we say (M, ϕ, G) is a Shimura p-divisible object over k. Let n be the isom-number of (M, ϕ, G). In 3.4.1 to 3.4.4 we consider four unrelated situations.
3.4.1. Example 1. We assume that all slopes of (Lie(G), ϕ) are 0 and that b L = 1. Let f ∈ N be the smallest number such that there is a filtration
by W (k)-submodules that are direct summands, with the property that E i /E i−1 is a maximal direct summand of Lie(G)/E i−1 normalized by ϕ, for any i ∈ S(1, f ). For i ∈ S(2, f ) we choose x i ∈ E i \ (E i−1 + pE i ) such that pϕ(x i ) − px i ∈ E i−1 \ pE i−1 and the images of x 1 , ... x i−1 , and x i in Lie(G)/(F 0 (Lie(G)) +F 1 (Lie(G)) + pLie(G)) are klinearly independent. The possibility of making such choices is guaranteed by the maximal property of E i /E i−1 . So by reasons of ranks we have f − 1 ≤ f −1 . As ϕ(
So n ≤ 2(f − 1) + 1 + 1 ≤ 2f −1 + 2 and we can replace +2 by +1 if (p, f −1 ) = (2, 0), cf. (16) and the definition of ε in 3.1.
Often 3.3.4 (resp. 3.3.2 (c) and 3.3.6) provide better upper bounds of n. For instance, if G = GL(M ) (resp. if p > 2 and G = Sp(M, p M ) with p M a perfect alternating form on M ) we get n ≤ f −1 (resp. n ≤ f −1 + 1). In particular, we have the following concrete case of 3.2.3 (resp. of 3.2.4):
any (resp. any principally quasi-polarized) supersingular p-divisible group of height r = 2d over Spec(k) is uniquely determined up to isomorphism by its truncation of level d
2 (resp. level
For the next three Examples we assume there is a maximal torus T of G such that µ factors through it and we have ϕ(Lie(T )) = Lie(T ). Let B be a Borel subgroup of G containing T and normalizing
i (Lie(G)). We consider the Weyl direct sum decomposition Lie(G) = Lie(T ) ⊕ β∈Φ g β of the action of T on Lie(G) via inner conjugation. So Φ is a root system and g β 's are free W (k)-modules of rank 1 normalized by T . Let Φ + := {β ∈ Φ|g β ⊂ Lie(B)}. Let Φ − := Φ \ Φ + . As ϕ(Lie(T )) = Lie(T ), there is a permutation Π of Φ such that we have
Let E be a W (k)-submodule of Lie(G) containing Lie(T ) and maximal with the property that it has a W (k)-basis B such the following condition holds:
], any e ∈ B belongs to either {x ∈ Lie(T )|ϕ(x) = x} or some g β , and the pair (E, ϕ) is a direct sum of elementary Dieudonné-Fontaine p-divisible objects over k that have standard W (k)-bases formed by (certain) subsets of B.
The existence of E is implied by (18) and the fact that Lie(T ) = ϕ(Lie(T )) has a W (k)-basis formed by elements fixed by ϕ. Let π be the permutation of B fixing B∩Lie(T ) and taking the element g β ∩ B into the element g Π(β) ∩ B.
Example 2. We assume that ϕ(Lie(B)) ⊂ Lie(B). So Π normalizes Φ
+ and Φ − ; moreover, we have n(β) ≥ 0 if β ∈ Φ + and n(β) ≤ 0 if β ∈ Φ − . Thus we can take E = Lie(G) and we can choose B such that B ∩ g β is a W (k)-basis of g β for any β ∈ Φ. So DF T (Lie(G), ϕ) = 0, i.e. (Lie(G), ϕ) is a Dieudonné-Fontaine p-divisible object over k. So from (13) and 3.1.1 we get that n ≤ 1 if p > 2 and that n ≤ 2 if p = 2. We now refine this last inequality for p = 2.
3.4.2.1. Proposition. For any prime p we have n ≤ 1.
Proof: Let σ 0 := ϕµ(p), Φ(0) := {0} ∪ Φ, n(0) := 0, and G(0) := T . If β ∈ Φ, let G(β) be the unique G a subgroup of G normalized by T and such that Lie(G(β)) = g β , cf. [SGA3, Vol. III, Thm. 1.1 of p. 156]. Let g 1 ∈ G(W (k)) be congruent mod p to 1 M . Let l 1 ∈ Lie(G) be such that g 1 is congruent mod p 2 to 1 M + pl 1 . We show there is g ∈ G(W (k)) congruent mod p to 1 M and such that gg 1 ϕg
). Thus by replacing g with gg 1 ϕg −1 ϕ −1 , l 1 gets replaced bỹ
So entirely as in the part of 3.1.1 involving (+) and (-) we get that we can choose the l β 1 's and so implicitly the g β 1 's such thatl 1 ∈ pLie(G). So gg 1 ϕg −1 ϕ −1 is congruent mod p 2 to 1 M . So if n = 2, then we get that the isom-number of (M, ϕ, G) is at most 1 and this contradicts the definition of n. As we showed that n ≤ 2, we get n ≤ 1. Proposition 3.4.2.1 generalizes the well known fact that an ordinary p-divisible group D over Spec(k) is uniquely determined by D [p] . We refer to (M, ϕ, G) of 3.4.2 as an ordinary p-divisible object with a reductive group and (cf. 3.4.2.2 below) to ( ,b) , ϕ, G) as its canonical lift.
Proposition. There is a unique Hodge cocharacter of (M, ϕ, G) fixing each element of
Proof: We have n(β) = 0 iff g β ⊂F 0 (Lie(G)). So as Π normalizes Φ + and Φ − , each element of Lie(G) fixed by ϕ belongs toF 0 (Lie(G)) and so leaves invariant F i (M ) for all i ∈ S(a, b). So µ fixes them all. Let µ 1 be another Hodge cocharacter of (M, ϕ, G) fixing each element of Lie(G) fixed by ϕ. As ϕ(Lie(T )) = Lie(T ), Lie(T ) is W (k)-generated by such elements. So µ 1 factors through T . So µ and µ 1 commute. So to show that µ = µ 1 it is enough to show that µ k = µ 1k . As (M )) i∈S(a,b) , ϕ, G) fixes all such elements (cf. the functorial aspects of [Wi, p. 513] ) and so it is µ. So for all i ∈ S(a, b) we have
We assume that b L = 1 and there is a direct sum decomposition
. So π has at most two cycles formed by elements not in Lie(T ). If we have one such cycle, then its length is 2c. If we have two such cycles, then their length are c. Let l ∈ {c, 2c} be such that we have a cycle (d 1 , ..., d l ) of π formed by elements not in Lie(T ). For i ∈ S(1, l) let s i ∈ N ∪{0} be such that e i := p −s i d i generates g β i for some β i ∈ Φ. Let (n 1 , ..., n l ) ∈ Z l be the l-tuple such that ϕ(e l ) = p n l π(e l ). As b L = 1, we have n i ∈ {−1, 0, 1} for all i ∈ S(1, l). The number n + (resp. n − ) of i ∈ S(1, l) such that n i = 1 (resp. n i = −1) is at most f −1 and we have n + + n − ≤ l.
], f −1 }. So DF T (< e 1 , ..., e l >, ϕ) ≤ l −1 and there are numbers a i ∈ S(0, l −1 ) such that (< p a 1 e 1 , ..., p a l e l >, ϕ) is a Dieudonné-Fontaine p-divisible object over k, cf. (3) and the proof of (2). Due to the maximal property of E, we can choose E such that < p a 1 e 1 , ..., p a l e l >⊂< d 1 , ..., d l >. Thus we can choose E such that we have p l −1 Lie(G) ⊂ E. So any element of G(W (k)) congruent mod p l −1 +1 to 1 M is of the form 1 M + pe, with e ∈ E. As Lie(T ) ⊂ E, E is a W (k)-subalgebra of Lie(G) and so also of End(M ). So we have n ≤ l −1 + 1, cf. 3.3.2 (c) applied with G = G 1 . [Zi, §3] ). As D 1 and D 2 are uniquely determined up to isomorphisms (see [Dem, p. 92] ), there is a W (k)-basis {e 1 , ..., e r } of M such that ϕ 0 takes the elements of the r-tuple (e 1 , ..., e r ) into (e 2 , pe 3 , ..., pe d , pe 1 , e d+2 +x 2 , ..., e r +x d , pe d+1 +px 1 ), where x 1 , ..., x d ∈< e 1 , ..., e d >. Let M 1 :=< e 1 , ..., e d > and M 2 :=< e d+1 , ..., e r >. The pairs (M 1 , ϕ 0 ) and (M/M 1 , ϕ 0 ) are the Dieudonné modules of D 1 and D 2 (respectively). Let ϕ be the σ-linear endomorphism of M that takes (e 1 , ..., e r ) into (e 2 , pe 3 , ..., pe d , pe 1 , e d+2 , ..., e r , pe d+1 ).
Let P 1 be the maximal parabolic subgroup of GL(M ) normalizing M 1 . Let U 1 be the unipotent radical of P 1 . We have ϕ 0 = u 0 ϕ, with u 0 ∈ U 1 (W (k)). As T we take the maximal torus of GL(M ) normalizing < e i > for all i ∈ S(1, r). Let U 2 be the unipotent subgroup of G that is opposite to U 1 with respect to T . Let L 1 be the Levi subgroup of P 1 such that T L 1 . We have natural identifications Lie(L 1 ) = End(M 2 ) ⊕ End(M 1 ), Lie(U 1 ) = Hom(M 2 , M 1 ), and Lie(U 2 ) = Hom(M 1 , M 2 ). The triples (M, ϕ 0 , P 1 ) and (M, ϕ 0 , U 1 ) are latticed F -isocrystals with a group over k. As U 1 is abelian we can identify (Lie(U 1 ), ϕ) = (Lie(U 1 ), ϕ 0 ). We easily get that Lie(U 1 ) has a W (k)-basis {e either (1, 1, ..., 1, 1, −1) or some (1, 1, ..., 1, 0, 1, .., 1, 0) . As SD(1, 1, ..., 1, −1) = 1 and SD(1, 1, ..., 1, 0, 1, . .., 1, 0) = 0, from 2.3 (2) we get DF T (Lie(U 1 ), ϕ 0 ) ≤ 1. As Lie(U 1 ) is a subset of End(M ) of square {0}, from 3.3.3 we get that the isom-numbers of (M, ϕ 0 , U 1 ) and (M, ϕ, U 1 ) are at most 1. Similarly we argue that both DF T (Lie(U 2 ), ϕ) and the isom-number of (M, ϕ, U 2 ) are at most 1.
Proposition. The p-divisible group D is uniquely determined up to isomorphism by
Proof: Let t ∈ N \ {1}. Let g t ∈ GL(M ) be congruent mod p t to 1 M . We first show that if t ≥ 3, then there is g ∈ GL(M ) such that gg t ϕ 0 g 
, and u 2 ∈ U 2 (W (k)) are all congruent mod p t to 1 M . As the isom-number of (M, ϕ 0 , U 1 ) is at most 1, to show the existence of g we can replace u 0 by u
is congruent mod p to 1 M . So we can assume u 1 = 1 M .
For i ∈ {1, 2} let E i be the W (k)-span of the Z p -algebra of endomorphisms of (M i , ϕ). Let E := E 1 ⊕ E 2 . We have pLie(L 1 ) ⊂ E (see 3.3.5). So there isl 1 ∈ L 1 (W (k)) congruent mod p t−1 to 1 M and such thatl 1 l 1 ϕl −1 1 = ϕ (cf. 3.3.2 (b) applied with j = t−1 to (M, ϕ, L 1 ) and E). So, as L 1 normalizes U 2 , by replacing g t ϕ 0 withl 1 g t ϕ 0l
−1 1 and u 0 with the elementl 1 l 1 u 0 l −1 1l −1 1 ∈ U 1 (W (k)) congruent mod p t−1 to u 0 , we can assume l 1 is congruent mod p t+1 to 1 M . So g t and u 2 are congruent mod p t+1 .
As DF T (Lie(U 2 ), ϕ) ≤ 1, from 3.3.2 (b) applied in a way similar to the one of the previous paragraph we deduce the existence ofũ 2 ∈ U 2 (W (k)) congruent mod p t−1 to 1 M and such thatũ 2 u 2 ϕũ −1 2 = ϕ. As g t and u 2 are congruent mod p t+1 , the element
is congruent mod p t+1 to the commutator ofũ 2 u 2 and u 0 . A simple matrix computation of this commutator shows that for t ≥ 3 we can write g
is congruent mod p 2t−2 and so also mod p t+1 to 1 M .
Repeating twice the above part that allowed us to assume that u 1 and l 1 are congruent mod p t+1 to 1 M , we get that for t ≥ 3 we can assume g ′ t is congruent mod p t+1 to 1 M . This implies that t + 1 = n. Thus n ≤ 3. So the Proposition follows from 3.2.3.
3.4.4.2. The case d = 3. Let d = 3. For α ∈ W (k) \ {0} let ϕ α be the σ-linear endomorphism of M that takes (e 1 , ..., e 6 ) into (e 2 , pe 3 , pe 1 , e 5 , e 6 + αe 1 , pe 4 ). The slopes of (M, ϕ α ) are 1 3 and 2 3 . For i ∈ {1, 2, 3} and j ∈ {4, 5, 6} let N ij be the unique G a subgroup of U 1 normalized by T , fixing e j 1 for j 1 ∈ {4, 5, 6} \ {j}, and such that it takes e j into < e i , e j >. We can write ϕ α = n α ϕ, with n α ∈ N 16 (W (k)).
Proposition. Let α 1 , α 2 ∈ W (k) \ {0} be such that the F p 3 -vector subspace of k generated by α 1 mod p is different from the F p 3 -vector subspace of k generated by α 2 mod p. Then (M, ϕ α 1 ) and (M, ϕ α 2 ) are not isomorphic.
Proof: We show that the assumption that there is g 1 ∈ GL(M )(W (k)) defining an isomorphism between (M, ϕ α 1 ) and (M, ϕ α 2 ) leads to a contradiction. As Lie(P 1 )[
normalized by ϕ α and such that all slopes of (Lie(P 1 )[ 1 p ], ϕ α ) are non-negative, g 1 ∈ GL(M ) normalizes Lie(P 1 ) and so also P 1 . So g 1 ∈ P 1 (W (k)). So we can write
and n α 2 ϕu 1 ϕ −1 belong to U 1 (W (k)), the actions of l 1 ϕ and ϕl 1 on both M 1 and M/M 1 are equal. So as l 1 ϕ and ϕl 1 both normalize the direct supplement M 2 of M 1 in M , we get l 1 ϕ = ϕl 1 ; so we also have u 1 l 1 n α 1 l −1 1 = n α 2 ϕu 1 ϕ −1 . A simple computation shows that l 1 takes e 1 (resp. e 6 ) into a 1 e 1 + b 1 e 2 + c 1 e 3 (resp. pa 6 e 4 + pb 6 e 5 + c 6 e 6 ), where a 1 , b 1 , c 1 ∈ W (F p 3 ) (resp. a 6 , b 6 ∈ W (F p 3 ) and c 6 ∈ G m (W (F p 3 )) ). The group U 1 is the product of the N ij 's groups. So we can write u 1 = 3 i=1 6 j=4 u ij , where u ij ∈ N ij (W (k)). We refer to u ij as the component of u 1 in N ij . But g 1 and l 1 mod p normalize the kernel of ϕ α 's mod p, i.e. normalize < e 2 , e 3 , e 6 > mod p. So u 1 mod p also normalizes < e 2 , e 3 , e 6 > mod p. We easily get that each u ij mod p normalizes < e 2 , e 3 , e 6 > mod p and so u 16 mod p is 1 M/pM . As N 35 fixes both < e 2 , e 3 , e 6 > and M/ < e 2 , e 3 , e 6 >, ϕ(u 35 ) mod p is 1 M/pM . So the component of n α 2 ϕu 1 ϕ −1 in N 16 is congruent mod p to n α 2 . The component of
in N 16 is n α 3 , where α 3 := a 1 α 1 c −1 6 . So α 3 mod p belongs to the F p 3 -vector subspace of k generated by α 1 mod p. The component of u 1 l 1 n α 1 l −1 1 in N 16 is congruent mod p to n α 3 . As u 1 l 1 n α 1 l −1 1 = n α 2 ϕu 1 ϕ −1 , we get that n α 2 and n α 3 are congruent mod p. So α 2 mod p belongs to the F p 3 -vector subspace of k generated by α 1 mod p. This contradicts our hypothesis. So g 1 does not exist.
3.4.4.3. Remark. From 3.4.4.2 we get that the number of isomorphism classes of p-divisible groups of height 6 and dimension 3 over Spec(k) is infinite. But the number of isomorphism classes of truncations of level 1 of such p-divisible groups over Spec(k) is finite (see [Kr] ; to be compared with [Oo1, §1] ). Based on this, 3.4.4.1, and 3.2.2, we get that there is an infinite number of α ∈ G m (W (k)) such that the isom-number of (M, ϕ α ) is either 2 or 3. Let p M be the perfect alternating form on M such that for i, j ∈ S(1, 6) with i < j we have p M (e i , e j ) ∈ {0, 1}, and moreover p M (e i , e j ) = 1 iff (i, j) ∈ {(1, 6), (3, 5), (2, 4)}. It is a principal quasi-polarization of any (M, ϕ α ). §4 Four direct applications Until 4.4 we continue to assume that k =k.
4.1. The homomorphism form of 1.2. If (M 1 , ϕ 1 ) and (M 2 , ϕ 2 ) are two Fcrystals over k and if i ∈ {1, 2}, let h i be the h-number of (M i , ϕ i ), let h 12 := max{h 1 , h 2 },
Until 4.3 we take G to be smooth. Thus there is a cocharacter
is. This justifies the following definitions. 4.2.1. Definitions. (a) We say k 1 (resp. T D 1 ) is the field (resp. the transcendental degree) of definition of (M, ϕ, G) or of (M, ϕ, G, (t α ) α∈J ) with respect to the lift (
we mean the smallest number we get by considering transcendental degrees of definition of (M, ϕ, G) with respect to (arbitrary) lifts of it.
(b) If T D = 0, then by the field of definition of (M, ϕ, G) or of (M, ϕ, G, (t α ) α∈J ) we mean the finite field with the smallest number of elements and which is the field of definition of (M, ϕ, G) with respect to some lift of it.
If T D = 0 we do not stop to study when the field of definition of (M, ϕ, G) is contained in all fields of definition of (M, ϕ, G) with respect to (arbitrary) lifts of (M, ϕ, G).
Fact. We have
Proof: Let B be a W (k)-basis of M such that the W (k)-span of any element of it is normalized by µ. Let B 1 be a Z p -basis of M Z p and we view it also as a W (k)-basis of M . Let B ∈ M d M ×d M (W (k)) be the change of the coordinate matrix that changes B 1 -coordinates into B-coordinates. Let B n be the reduction of B mod p n . Let k 2 be the F p -subalgebra of k generated by the coordinates of the Witt vectors of k of length n that are entries of B n . Obviously k 1 is a subfield of the field of fractions of k 2 . As k 2 is generated by nd
We recall that G is smooth. Let q ∈ N. Let I(q) ∈ N∪{∞} be the number of isomorphism classes of latticed F -isocrystals with a group and an emphasized family of tensors over k that have the form (M, gϕ, G, (t α ) α∈J ), with g ∈ G(W (k)), that have transcendental degrees of definition 0, and that have F p q as their fields of definition. Then we have I(q) ∈ N.
Proof: We check that the number N 0 ∈ N ∪ {∞} of isomorphism classes of pairs of the form (M Z p , (t α ) α∈J ) obtained by replacing ϕ by gϕ or by considering another lift of (M, ϕ, G), is finite. The "difference" between two such pairs is measured by a torsor T S of G Z p in the flat topology of Spec(Z p ). So T S is smooth and so T S is a trivial torsor iff T S F p is. Let G 0 F p be the identity component of G F p . A theorem of Lang (see [Se, p. 132]) says that each torsor of G 0 F p is trivial. So as theétale group G F p /G 0 F p is finite, we get that the number of isomorphism classes of torsors of G F p is finite. So also the number of isomorphism classes of torsors of G Z p is finite. Thus N 0 is finite.
, is also finite. Based on the infinitesimal liftings of [SGA3, Vol. II, p. 48] , it suffices to prove that N (µ, 1, q, GL(M Z p )) is finite. But the number of maximal split tori of GL(M Z p ⊗ F p F p q ) is finite and each such torus has a finite number of cocharacters that act on M Z p ⊗ F p F p q via some i-th power of the identity character of G m , where
Let n univ be as in 1.2. Based on the paragraph before 4.2.1, we get that I(q) is bounded above by a sum of N 0 numbers of the form N (µ, n univ , q, G Z p ) and in particular that
4.3. Groupoids and stratifications. The First Main Theorem has many reformulations in terms of (stacks of) groupoids. Not to make this paper too long, we postpone to future work the introduction of Shimura (stacks of) groupoids parameterizing isomorphism classes of Shimura p-divisible objects defined in 3.4. Presently, this Shimura context is the most general context to which we can extend the classical deformation theories of p-divisible groups (see [Il, Ch. 3 and 4] , [Me, Ch. 4 and 5] , [Fa1, 7 .1], [Fa2, Ch. 7] , [dJ1, Main Thm. of Introd.] , and [dJ2, Main Theorem 1]). Here, as an anticipation of the numerous possibilities offered by 1.2, we work only with p-divisible groups. However, it is worth pointing out that based on 3.2.2 and using [Va, 5.4 ] as a substitute for the deformation theory of [Il, 4.8] , the below proof of 4.3.1 can be entirely adapted to contexts involving Shimura varieties of Hodge type (like the ones of [Va, 5.1 
]).
Let S be a reduced Spec(F p )-scheme. Let D be a p-divisible group over S of height r and dimension d. Let D i be its pull back to S 12 := S × Spec(F p ) S via the i-th projection p i : S 12 → S, i ∈ {1, 2}. For l ∈ N, let I l be the affine S 12 -scheme parameterizing isomorphisms between
; it is of finite presentation. The morphism i l : I l → S 12 of S-schemes is a Spec(F p )-groupoid acting on S in the sense of [De, Proof: Part (a) follows from 1.3: as l we can take any integer greater that T (r, d). For the rest of the proof we take S to be smooth over Spec(F p ) of dimension d(r − d) and D to be a versal deformation at each maximal point of S. We first construct the strata of S(D) that are subschemes of
top is a constructible subset of S top K (cf. [EGA IV, Ch. IV, (1.8.4) and (1.8.5)]). LetS(y 1 ) be the Zariski closure of S(y 1 ) top in S K ; it is a reduced, closed subscheme of S K . We identify a maximal point of S(y 1 )
top with a K-valued point of S K . We say S(y 1 ) top is regular at a maximal point of it, if there is an open subset ofS(y 1 ) top containing this point and such that its intersection with S(y 1 ) top is the underlying topological space of a locally closed subscheme ofS(y 1 ) that is regular. As S(y 1 )
top is a dense, constructible subset of A point
top . Let I y i be the spectrum of the completion of the local ring of S K at y i , i ∈ {1, 2}. We denote also by y i the factorization of y i through I y i . Let I y i × S S(y 1 ) top be the pull back of S(y 1 ) top to a constructible subset of I top y i . Due to the versal assumption, there is a unique isomorphism I 12 : I y 1→ I y 2 such that the following two things hold (cf. [Il, 4.8] ; see [dJ2, 2.4.4] for the fact that the categories of p-divisible groups over I i and over the formal completion of I i along y i are equivalent):
(i) we have I 12 • y 1 = y 2 : Spec(K) → I y 2 ; (ii) we have an isomorphism I * 12 (D I y 2 )→D I y 1 lifting i 12 . Due to (ii) the local geometries of S(y 1 ) top at y 1 and y 2 are the same. In other words, I 12 induces via restriction an isomorphism J top 12 : I y 1 × S S(y 1 ) top→ I y 2 × S S(y 1 ) top between constructible subsets. Any commutative F p -algebra of finite type is excellent, cf. [Mat, (34.A) and (34.B) ]. So the morphism I y i → S is regular. From the last two sentences we get (cf. [Mat, pp. 251 and 253] for the regular part of (iv)) that:
(iii) the dimensions of S(y 1 ) top at y 1 and y 2 are the same;
top is regular at y 2 , then S(y 1 ) top is also regular at y 1 .
Taking y 2 to be a maximal point of W (y 1 ) top and y 1 to be an arbitrary maximal point of S(y 1 ) top , from (iii) we get that S(y 1 ) top is equidimensional and from (iv) we get that S(y 1 )
top is regular at all its maximal points. SoS(y 1 ) is also equidimensional. As S(y 1 ) top is a constructible subset ofS(y 1 ) top , from the last two sentences we get that S(y 1 ) top is the underlying topological space of an equidimensional, regular, open subscheme S(y 1 ) ofS(y 1 ). Thus S(y 1 ) is a reduced, locally closed subscheme of S K . Let J 12 : I y 1 × S S(y 1 )→I y 2 × S S(y 1 ) be the isomorphism of reduced schemes defined by J top 12 .
Let S K (D) be the set of reduced, locally closed subschemes of S K that are of the form S(y 1 ) for some y 1 ∈ S(K) = S K (K). Let S F p (D) be the set of locally closed subschemes of S whose pull backs to S Let v, n ∈ N be as in 4.1 (c) for r 1 = r 2 = r. Letñ := max{q, l, n}. For m ∈ {ñ,ñ+v} let ISO m (y 1 ) be the scheme parameterizing isomorphisms between DS (y 1 ) and the pull back of y * 1 (D) through the natural morphismS(y 1 ) → Spec(K). We consider the natural truncation morphism T R : ISOñ +v (y 1 ) → ISOñ(y 1 ).
Let ISOñ ,ñ+v (y 1 ) be the minimal reduced, closed subscheme of ISOñ(y 1 ) red through which the reduced morphism T R red defined by T R factors. To prove (c) and (d), it suffices to show that S(y 1 ) is an affineS(y 1 )-scheme and that ISOñ ,ñ+v (y 1 ) is a regular scheme that is finite, flat over S(y 1 ). It suffices to check this under the extra assumption that S is affine. So the schemesS(y 1 ), ISOñ(y 1 ), and ISOñ ,ñ+v (y 1 ) are also affine.
We check that the morphism mñ(y 1 ) : ISOñ ,ñ+v (y 1 ) →S(y 1 ) is quasi-finite above any point y gen ofS(y 1 ) of codimension 0. Let F gen and I gen be the fibres over y gen of ISOñ ,ñ+v (y 1 ) and ISOñ +v (y 1 ) (respectively). We show that the assumption that F gen is not of dimension 0 leads to a contradiction. This assumption implies that the image of 
) is infinite. But this image is finite and so we reached a contradiction. So F gen has dimension 0. Thus there is an open, dense subscheme U (y 1 ) of S(y 1 ) such that ISOñ ,ñ+v (y 1 ) ×S (y 1 ) U (y 1 ) is regular as well as (cf. [EGA IV, Ch. IV, (9.6 .1) and (11.1.1)]) finite, flat over U (y 1 ). The fibre of mñ(y 1 ) above a K-valued point ofS(y 1 ) \ S(y 1 ) is empty, cf. (a). So ISOñ ,ñ+v (y 1 ) is an S(y 1 )-scheme. From (ii) and constructions we get the existence of an isomorphism K 12 : I y 1 × S ISOñ ,ñ+v (y 1 )→I y 2 × S ISOñ ,ñ+v (y 1 ) such that we have (1 I y 2 × S mñ(y 1 )) • K 12 = J 12 × S(y 1 ) mñ(y 1 ). In particular, we get: As in the above part referring to local geometries, the existence of such isomorphisms K 12 implies that ISOñ ,ñ+v (y 1 ) is regular and equidimensional. Moreover, from (v) and the existence of U (y 1 ) we get that ISOñ ,ñ+v (y 1 ) is a finite, flat S(y 1 )-scheme. So ISOñ ,ñ+v (y 1 ) is the normalization of S(y 1 ) in the ring of fractions of ISOñ ,ñ+v (y 1 ). As ISOñ ,ñ+v (y 1 ) is affine, from 2.9.2 (applied with X replaced by S(y 1 )) we get that S(y 1 ) is an affine scheme. So (c) and (d) hold.
Ultimate stratifications.
Let N ∈ N \ {1, 2}. Let A d,1,N be the moduli scheme over Spec(F p ) parameterizing isomorphism classes of principally polarized abelian schemes with level-N structures and of relative dimension d over Spec(F p )-schemes (see [MFK, p. 139] ). There is a natural stratification S d,N of A d,1,N defined by the property that two geometric points of A d,1,N with values in the same algebraically closed field K factor through the same stratum iff the principally quasi-polarized p-divisible groups of the pulls back through them of the universal principally polarized abelian scheme over A d,1,N , are isomorphic. The stratification S d,N satisfies the purity property and its strata are regular and equidimensional. The proofs of the last two sentences are entirely the same as of 4.3.1 (b) and (c), cf. 3.2.4. We only need to add that the use of [Il, 4.8] in the proof of 4.3.1 (b) needs to be substituted by the well known fact that the formal deformation space of a principally polarized abelian scheme A K over Spec(K) is naturally identified with the formal deformation space of the principally quasi-polarized p-divisible group over Spec(K) of A K (see Serre-Tate deformation theory of [Ka2, Ch. 1 
]).
Let A d,1 be the moduli stack over Sch [FC, p. 17 and 4.3 of p. 19] ). The stratification S d,N descends to a stratification S d of A d,1 . As we did not formalize stratifications of stacks, we describe S d directly as follows. We fix a principally quasi-polarized p-divisible group T := (D, p D ) of height r = 2d over Spec(k). The objects of A d,1 are principally polarized abelian schemes over reduced Spec(F p )-schemes. The substack A d,1 (T ) of A d,1 associated to T is the full subcategory of A d,1 whose objects are principally polarized abelian schemes over reduced Spec(F p )-schemes such that all principally quasi-polarized p-divisible groups obtained from them via pulls back to a Spec(K) are isomorphic to T K , where K ←֓ k.
We refer to S d (resp. to S d,N ) as the ultimate stratification of A d,1 (resp. of A d,1,N ). [FC, p. 20] but working only with reduced Spec(k)-schemes. The following Proposition to which we refer as the integral Manin problem for Siegel modular varieties (see [Ma, p. 76] and [Ta, p. 98] for the original Manin problem), implies that A d,1 (T ) is non-empty.
4.3.3. Proposition. Let Spec(C) be a complete, local scheme whose residue field is k =k. Then any principally quasi-polarized p-divisible group T ′ C over Spec(C) lifting T is the one of a principally polarized abelian scheme over Spec(C).
Proof: We first show that T is associated to a principally polarized abelian variety (A, p A ) over Spec(k). Let (M, ϕ, p M ) be the principally quasi-polarized Dieudonné module of T . From [Ta, p. 98] and [Mu, Cor. 1 of p. 234] we deduce the existence of an abelian varietyÃ over Spec(k) whose F -isocrystal is (M [ 
], ϕ) is a direct sum of F -isocrystals of rank 2. Using the standard argument that shows that any two non-degenerate symmetric, bilinear forms on a B(k)-vector space are isomorphic, we can write (M [ 1 p ], ϕ, ψ i ) as a direct sum of principally quasi-polarized F -isocrystals of rank 2. So we can assume d M = 2. But in this case the Lemma is trivial (for instance, cf. [LO, ).
The Lemma implies that it suffices to prove the Proposition under the extra hypothesis that p M = pM . We have the following obvious property. [Il, 4.8] one needs to use the logical principal quasi-polarized version of [Il, 4.7 and 4.8]) . Warning: we do not know when S d,N,q satisfies the purity property. (c) The existence of the stratifications S d and S d,N , though of foundation, is only a first step toward the solution of the below Main Problem. Due to its importance, we already state it generally, even if in this paper we do not formalize specializations of latticed F -isocrystals with a group (such specializations are standard for p-divisible groups; see also 3.2.6). To be short, we state it only in a context that involves tensors but no principal bilinear quasi-polarizations. Let (M, ϕ, G, (t α ) α∈J ) be as in 2.5.
The isogeny property. There is a unique principally polarized abelian variety
Main Problem. List using families all isomorphism classes of (M, gϕ, G, (t α ) α∈J )'s (where g ∈ G(W (k))) and decide which such classes specialize to which other. 4.4. On the specialization theorem. Let S be an integral Spec(F p )-scheme. Let k be the algebraic closure of the field of fractions k S of S. Let C be an F -crystal over S. Let N be the Newton polygon of C k . Let U top := {x ∈ S top |x * (C) has Newton polygon N }. We recall that Grothendieck proved that for any geometric point y of S the Newton polygon of y * (C) is above N (see [Gr, Appendice] ) and that Katz added that in fact there is an open subscheme U of S such that the notations match, i.e. U top is the set of points of U (see [Ka1, 2.3 It suffices to prove the existence of U ′ under the assumption that there is h C ∈ N such that all h-numbers of pulls back of C via geometric points of S are at most h C .
Let C 0 be a Dieudonné-Fontaine p-divisible object over F p of Newton polygon N . Let h 0 be the h-number of C 0 and let r 0 be the rank of C 0 . Let i : C 0k → C k be an isogeny. Let q ∈ N be such that p q annihilates Coker(i). Let v := max{v(r 0 , r 0 , h 0 , b)|b ∈ S(0, h C )} and n := max{n(r 0 , r 0 , h 0 , b)|b ∈ S(0, h C )} be defined using the numbers of 4.1 (b).
Let i(n+v+q) be the truncation of i mod p n+v+q ; it is a morphism of M(W n+v+q (k)) whose cokernel is annihilated by p q . From 2.8.3 (a) (applied with (V 1 , V, q, l) = (k, k S , n+ v + q, q)), we get that there is a finite field extension kS of k S such that i(n + v + q) is the pull back of a morphism i(n + v + q) kS of M(W n+v+q (kS)) whose cokernel is annihilated by p q . LetS be the normalization of S in kS. The continuous mapS top → S top is proper, cf. the going-up theorem of [Mat, (5 
As the cokernel of the truncation mod p n+q of i z is annihilated by p q , the morphism i z is injective and so by reasons of ranks it is an isogeny. So z * (C) has Newton polygon N . So U ′top ⊂ U top . This ends the argument for the existence of U ′ and so also of U . §5 An application to stratifications by Newton polygons
Let S be a reduced Spec(F p )-scheme. Let C be an F -crystal over S. Let S(C) be the stratification of S by Newton polygons of pulls back of C via geometric points of S, cf. is algebraically closed. Let V 1 := V perf 2
. We fix an identification V 2 = k(V 2 ) [[w] ]. With respect to it, we view V 2 and V 1 as k(V 2 )-algebras. Let Φ 2 be the Frobenius endomorphism of W (k(V 2 )) [[w] ] that takes w into w p and is compatible with σ k(V 2 ) .
Let i V 1 : C 0V 1 → C V 1 be an isogeny of F -crystals over Spec(V 1 ) (cf. [Ka1, 2.7.4] ). Let n V ∈ N be the smallest number such that p n V annihilates Coker(i V 1 ).
5.1.2. Lemma. There is q ∈ N greater than max{h 0 r 2 0 , h C }, depending only on C 0 and h C but not on V , and such that we can choose i V 1 with the property that n V ≤ q.
Proof: Let α 1 be the smallest slope of N and letq 1 := −[−(r 0 − 1)α 1 ]. Theorem [Ka1, 2.6 .1] says that there is an isogeny i
at the thickening attached naturally to the closed embedding
) is annihilated by pq
over Spec(V 2 ), where * is an arbitrary index. We show by induction on r 0 that there isq CO ∈ N that does not depend on V but only on h C and on N and such that we have an isogeny i 1 :
) and where the role of C V 1 is that of the pull back to Spec(V 1 ) of an F -crystal over Spec(V 2 ).
If α 1 is the only slope of N , then the proof of [Ka1, 2.7 .1] checks that C
is the pull back of an F -crystal over Spec(k(V 2 )); so we can takeq CO to beq 1 . This also takes care of the case r 0 = 1. We now consider the case when N has at least two slopes. From [Ka1, proof of 2.6.2] we get that we have a unique short exact sequence
→ 0 of F -crystals over Spec(V 2 ) with the property that the Newton polygons of the pulls back of C
) via geometric points of Spec(V 2 ) have all slopes equal to α 1 (resp. greater than α 1 ). As V 1 is perfect, loc. cit. also proves that this short exact sequence has a unique splitting after we pull it back to Spec(V 1 ). Thus we have a unique direct sum decomposition C
of F -crystals over Spec(V 1 ). Using this decomposition and the fact that both F -crystals C ′ 1V 2 and C ′ 2V 2 have ranks smaller than r 0 , we get the existence ofq CO .
The h-number of C V is at most h C +q CO . So from 2.4.1 we get that there is a Dieudonné-Fontaine p-divisible object C ′ 0 over F p and an isogeny i 2 :
whose cokernel is annihilated by pq DF , whereq DF := max{f (r 0 , 0, s)|s ∈ S(0, h C +q CO )}. As the number of isomorphism classes of Dieudonné-Fontaine p-divisible objects over F p having N as their Newton polygons is finite, we get that there isq N ∈ N such that we have an isogeny i 3 :
whose cokernel is annihilated by pq N . So as i V 1 we can take i 1 •i 2 •i 3 . Thus as q we can take any integer greater than max{h 0 r 2 0 , h C ,q CO +q DF +q N }. 5.1.3. Gluing morphisms. With q as in the Lemma, let m := 8q + n + v + 1. We continue the proof of 5.1 by applying 2.8.3 (c) to (see 2.8.2) the following evaluation morphism
) (but with (q, l) being replaced by (m + 2v, q)). So there is a finite field extension k S,V of k S and an open, affine subscheme U (Ṽ ) of the normalization of U in k S,V , such that U (Ṽ ) has a local ringṼ dominating V and we have a morphism
of M(W m+2v (U (Ṽ ))) whose cokernel is annihilated by p q . See 2.1 for i U(Ṽ ) (m + v).
Letm ∈ {m, m + v}. Let Im be the set of morphisms C 0k /pmC 0k → C k /pmC k that are reductions mod pm of morphisms C 0k /pm +v C 0k → C k /pm +v C k . Any morphism of Im lifts to a morphism C 0k → C k (cf. 4.1 (b)) and thus Im is a finite set. Let Jm be the subset of Im formed by morphisms whose cokernels are annihilated by p q . By performing (R1) we can assume that the set Jm is the pull back of a set Lm of morphisms of M(Wm(k S )) whose cokernels are annihilated by p q , cf. 2.8.3 (a). The pull back of i U(Ṽ ) (m + v) to a morphism of M(W m+v (k S,V )), is the pull back of a morphism of the set
. This implies that the pull back of i U(Ṽ ) (m + v) to a morphism of M(W m+v (Ṽ )), is in fact the pull back of a morphism of M(W m+v (V )) whose cokernel is generically annihilated by p q (in the sense of 2.8.1). So (see case 2.8.3 (b) applied with (V 1 , V ) replaced by (V, R)) there is an open subscheme U (V ) of U having V as a local ring and such that we have a morphism
of M(W m+v (U (V ))) whose cokernel is generically annihilated by p q .
For i ∈ J m let V(i) be the set of all those discrete valuation rings V of U such that the pull back of
) be the morphism of M(W m (U i )) obtained by gluing together the i U(V ) (m)'s with V ∈ V(i). We have:
(a) if U 0 := ∪ i∈J m U i , then U \ U 0 has codimension at least 2 in U ; (b) for any i ∈ J m , the cokernel of i U i (m) is generically annihilated by p q .
We now modify the i U i (m)'s (i ∈ J m ) so that they glue together. The pull back of cf. 4.1 (b) and the definition of J m ⊂ I m ). As m > q and i ∈ J m , the cokernel of l i is annihilated by p q and so l i is an isogeny.
Let I ∈ {p q l i |i ∈ J m }. The following two things hold for this isogeny I :
(c) the image of I lies inside the intersection of the images of all l i 's (i ∈ J m ); (d) the cokernel of I is annihilated by p 2q .
Let s i : C 0k → C 0k be the isogeny such that we have I = l i •s i , cf. (c). So Coker(s i ) is annihilated by p 2q , cf. (d). We know that s i is the pull back of an isogeny C 0F p q 0 → C 0F p q 0 , cf. 2.2.3 (b) applied to C 0 . So as F p q 0 ֒→ R, we get that the truncation mod p m of s i is the pull back of a (constant) morphism
) whose cokernel is annihilated by p 2q . If i 1 , i 2 ∈ J m , then the pulls back of
Argument: this is so as their pulls back to morphisms of M(W m (k)) are the truncation 
Proof: Let S ′ be the affine S-scheme of finite type that parameterizes morphisms from E(C 0 ; W m (S)) to E(C; W m (S)), cf. 2.8.4.1. Let U 0 ֒→ S
′ be the open embedding of S-schemes defining i U 0 (m). Let U ′ be the normalization of the Zariski closure of U 0 in S ′ . As S is an excellent scheme, the S-scheme U ′ is integral, normal, affine, and of finite type. As U 0 is an open subscheme of both U and U ′ and due to (a), the affine morphism U ′ × S U → U between normal, integral, noetherian schemes is such that any V as above is as well a local ring of U ′ × S U . So U ′ × S U → U is an isomorphism, cf. 2.9.1. So U is an open subscheme of U ′ . So by performing (R2) (withS = U ′ ), we can assume U ′ = S. Thus we can speak about the morphism i S (m) of M(W m (S)) extending i U 0 (m).
5.1.5. Some duals. Let C(q) be the Tate twist of C by (q), i.e. C tensored with the pull back to S of the F -crystal Z p (q) := (Z p , p q 1 Z p ) over F p . As for modules, let C * be the dual of C (one could call it a latticed F -isocrystal over S). We also define the Tate twist C * (q) of C * by (q); it is an F -crystal over S. Similarly we define C * 0 (q). As q > h 0 , C * 0 (q) is a Dieudonné-Fontaine p-divisible object over F p with non-negative slopes.
We repeat the constructions we performed for C 0 and C (like the ones getting U 0 , i S (m), etc.) in the context of C * 0 (q) and C * (q). So by enlarging q and by performing (R1) and (R2), we can assume there is a morphism i * S (m) : E(C * 0 (q); W m (S)) → E(C * (q); W m (S)) of M(W m (S)) whose cokernel is generically annihilated by p 3q and which is the analogue of i S (m). As q > h C , we think of E(C * (q); W m (S)) to be a "twisted dual" of E(C; W m (S)) in the sense that there is a morphism j S (m−q) : E(C; W m−q (S)) → E(C 0 ; W m−q (S)) that at the level of O W m−q (S) -modules is the dual of i * S (m − q). 5.1.6. End of the proof of 5.1. We show that the assumption U = S leads to a contradiction. Let y : Spec(k 1 ) → S be a geometric point factoring through S \ U . Let co(m − q) := j S (m − q) • i S (m − q) : E(C 0 ; W m−q (S)) → E(C 0 ; W m−q (S)).
We check that Coker(co(m − q)) is annihilated by p 7q . Let co(m − q) gen and co(m − 2q) gen be the morphisms of M(W m−q (k)) and M(W m−2q (k)) that are the pulls back of co(m − q) and co(m − 2q) (respectively). As co(m − 2q) gen is the composite of two morphisms of M(W m−2q (k)) whose cokernels are annihilated by p 3q , Coker(co(m−2q) gen ) is annihilated by p 6q . As co(m−2q) gen lifts to co(m−q) gen and as q > h 0 r 2 0 , co(m−2q) gen is the pull back of a morphism of M(W m−2q (F p q 0 )) (cf. 2.2.3 (a) applied with (K, k) replaced by (k, F p )). So as F p q 0 ֒→ R, we get that Coker(co(m − 2q)) itself is annihilated by p 6q . So p 7q annihilates Coker(co(m − q)).
As y * (co(m−q)) = y * (j(m−q))•y * (i S (m−q)) (see 2.8.1 for notations) has a cokernel annihilated by p 7q , we get that p 7q annihilates Coker(y * (i S (m−q))). Let l y : C 0k 1 → y * (C) be a morphism lifting y * (i S (m − q − v)), cf. 4.1 (b). As m − v − q ≥ 7q + 1 and as p 7q
annihilates Coker(y * (i S (m − q − v))), the morphism l y is injective and so an isogeny. So y * (C) has Newton polygon N . So y factors through U . This contradicts the choice of y. So U = S. Thus U is an affine scheme. This ends the proof of the Theorem 5.1.
Second Main Theorem.
For any reduced F p -scheme S and for every Fcrystal C on S, the Newton polygon stratification S(C) satisfies the purity property.
Proof: Let U be a reduced, locally closed subscheme of S that is a stratum of S(C). We need to show that U is an affine S-scheme. It suffices to check this under the extra assumptions that S = Spec(R) is affine, that U is an open, dense subscheme of S, and that there is h C ∈ N such that all h-numbers of pulls back of C through geometric points of S are bounded above by h C . We will show that U is an affine scheme. It suffices to check this under the extra assumption that R is normal and perfect (cf. 2.9.2 applied with X, K, and K ′ replaced by S and by the rings of fractions of R and respectively of R perf ). Let N be the Newton polygon of pull backs of C U via geometric points of U .
Let C 0 , h 0 , r 0 , v, and n be associated to N as in 4.4 (this makes sense even if R is not an integral domain). So C 0 = (M 0 , ϕ 0 ) is a Dieudonné-Fontaine p-divisible object over F p that has rank r 0 , h-number h 0 , and Newton polygon N . Letñ be the maximum between n and 2 + h C + 2 max{f (r 2 0 , 0, c)|c ∈ S(0, 2h C )} (see 2.4.1 for the numbers f (r 2 0 , 0, c)). We choose a number q ∈ N as follows. We consider quadruples of the form (k,Φ,M ,φ), wherek is an algebraically closed field of characteristic p,Φ is a Frobenius endomorphism of W (k) [[w] ] that is compatible with σk and takes w into w p , M is a free W (k) [[w] ]-module of rank r 0 , andφ is aΦ-linear endomorphism ofM , such that the Newton polygons and the h-numbers of extensions of (M ,φ) via W (k)-homomorphisms W (k) [[w] ] → W (K) compatible with the Frobenius endomorphisms and involving fields K =K ←֓ F p , are N and respectively are at most h C . We recall that there is a unique W (k)-monomorphism W (k) [ The results [Ka1, 2.6.1, 2.6.2, 2.7.1, and 2.7.4] hold as well in the context of pairs of the form (M ,φ) that are not endowed with connections (one only needs to disregard all details of loc. cit. pertaining to connections). So the existence of q is argued entirely as in the proof of 5.1.2. Let m := 8q +ñ + v + 1. Letm := m + 2v. Asñ ≥ 2 + h C + 2 max{f (r (i) the isomorphism class of either a pull back of C via a geometric point of S or an extension of (M ,φ) via a W (k)-homomorphism W (k) [[w] ] → W (K) compatible with Frobenius endomorphisms, is uniquely determined by its truncation mod pñ.
Let (N, ϕ N ) := proj.lim. s∈N E(C; W s (S)). So N is a projective W (R)-module that locally has rank r 0 and ϕ N is a Φ R -linear endomorphism of it. As R is perfect, the W s (R)-module of differentials Ω W s (R) is trivial. So the connection on N induced by C is trivial. From this and [Ka1, p. 145] we get that the pair (N, ϕ N ) determines C up to isomorphism. It suffices to prove that U is affine under the extra assumption that N has a W (R)-basis B = {e 1 , ..., e r 0 }. Let A ∈ M r 0 ×r 0 (W (R)) be the matrix representation of ϕ N with respect to B. Let Am ∈ M r 0 ×r 0 (Wm(R)) be A mod pm. Let R 0 be the normalization of the F p -subalgebra of R generated by the components of the Witt vectors of R of lengthm that are entries of Am. So Am ∈ M r 0 ×r 0 (Wm(R 0 )). Let ϕ ), to prove that U is affine we can assume that A = A ′ , R = R 0perf , and C = C ′ . Let U 0 be the open subscheme of S 0 := Spec(R 0 ) such that U = U 0 × S 0 S. To prove that U is affine, it suffices to show that U 0 is affine. The affine scheme S 0 is a finite sum of integral, normal, excellent schemes. So to prove that U 0 is affine, we can assume S 0 is integral.
Let V 0 be an arbitrary local ring of U 0 that is a discrete valuation ring. Let w 0 be a uniformizer of it. Let V 0 3 be a V 0 -algebra that is a complete discrete valuation ring, having w 0 as a uniformizer, and having an algebraically closed residue field k(V As in 5.1.3 to 5.1.6 we only used evaluation functors E and pulls back of F -crystals via geometric points of S and as for any K as above the map S(K) → S 0 (K) is a bijection, the rest of the proof that U 0 is affine is entirely the same as 5.1.3 to 5.1.6 (but with the role of (n, m) being replaced by the one of (ñ,m)). We will just add two extra sentences. First, from 2.8.3 (c) (applied with (q, l) replaced bym + 2v, q)) we get that there is a morphism i U(Ṽ 0 ) : E(C 0 ; Wm(U (Ṽ 0 ))) → E(C; Wm(U (Ṽ 0 ))) of M(Wm(U (Ṽ 0 ))) whose cokernel is annihilated by p q , where U (Ṽ 0 ) is an open subscheme of the normalization of U 0 in a finite field extension k S 0 ,V 0 of the field of fractions k S 0 of S 0 that has a local ringṼ 0 dominating V 0 . Second, for the remaining parts of 5.1.3 to 5.1.6 we only need to add systematically a right upper index 0 (to all schemes to be introduced).
Remarks. (a)
Let S and U be as in 5.1. Then either U = S or the complement of U in S is of pure codimension 1 in S. It suffices to check this under the extra assumptions that S \ U has pure codimension in S and (cf. proof of 5.1) that S is local, complete, and normal. If S \ U is not of (pure) codimension 1 in S, then by applying 2.9.1 to the affine morphism U → S we get that U = S.
Thus 5.1 implies [dJO, 4.1] . On the other hand, in general [dJO, 4 .1] does not imply 5.1 if S is not a locally factorial scheme. This is so as there are normal, noetherian, affine schemes S = Spec(R) that have a prime Weil divisor C such that S \ C is not an affine scheme. Here is an example. Let R = k[x 1 , x 2 , x 3 , x 4 ]/(x 1 x 4 − x 2 x 3 ) and let C be the irreducible divisor x 4 = x 2 = 0. We have S \ C = Spec(R[ ]) is an S-scheme whose fibre over the point of S defined by x 1 = x 2 = x 3 = x 4 = 0 is non-empty; so S \ C = W . Thus the scheme S \ C is non-affine.
(b) Let (M, ϕ) be an F -crystal over a perfect field k. There is n 0 ∈ N such that the Newton polygon of (M,gϕ) depends only on the reduction mod p n 0 ofg ∈ GL(M )(W (k)), cf. [Ka1, 1.4 and 1.5]. We can take n 0 = n univ , cf. 1.2 applied with G = GL(M ). One can use this (in a way similar to the proof of 5.2) to define stratifications by Newton polygons for truncations modulo adequate powers of p of F -crystals over reduced Spec(F p )-schemes.
For instance, it can be easily checked starting from 1.3 and [Il, 4.4 e) ] that any truncated Barsotti-Tate group BT of level T (r, d) over a reduced Spec(F p )-scheme S of height r and relative dimension d, defines a stratification S(BT ) of S that has the following two properties: (i) it is functorial with respect to pulls back, and (ii) if BT = D S [p T (r,d) ], with D S a p-divisible group over S, then S(BT ) is the Newton polygon stratification of S defined by D S .
