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1Première partie
De l’hydrodynamique aux champs
relativistes multivalués

3Introduction
L’action de cette première partie se déroule dans le domaine des systèmes intégrables,
aire de la physique tellement vaste que celui qui y consacre une thèse peut avoir l’im-
pression de cambrioler la caverne d’Ali Baba : pour peu qu’on y entre, on en ressort les
mains pleines mais on n’a pu emporter avec soi qu’une infime partie des richesses à sa
disposition. La première définition d’un système intégrable, apparue dans le cadre de la
mécanique hamiltonienne, est relativement simple :
Un système à N degrés de liberté de Hamiltonien H est intégrable
s’il possède N quantités Fi qui soient 1. intégrales du mouvement et 2. en involution :
1.
dFi
dt
=
∂Fi
∂t
+ {H,Fi} = 0
2. {Fi, Fj} = 0
où {A,B} est un crochet de Poisson [1].
Depuis lors, cette notion n’a cessé de se diversifier, de se généraliser, par exemple aux
systèmes à nombre de degrés de liberté infini que sont les théories de champs. Des ou-
tils théoriques de plus en plus puissants ont été créés par d’incessants échanges entre
physique et mathématiques, devenant parfois des branches de ces sciences à part entière.
Le développement de la géométrie symplectique à partir des travaux de Liouville [2], la
démonstration du théorème de Liouville-Arnold prouvant l’existence des variables actions-
angles par Arnold [3] et l’introduction de nouvelles méthodes telles que les paires de Lax
[4], les groupes quantiques [5] ou les théories conformes [6] en sont des illustrations mar-
quantes. De plus, on retrouve des modèles intégrables dans de très nombreuses spécialités
de la physique moderne, théoriques comme expérimentales [8], voire également en mathé-
matiques ou en biologie. Cette ubiquité et cette richesse ont rendu ce domaine quelque
peu labyrinthique et il est temps de préciser ce qui fut l’objet de mon intérêt pendant ces
années prédoctorales.
Toute cette aventure commence par une histoire de vagues. Plus prosaïquement, avec
l’étude du problème bien connu en mécanique des fluides qu’est la propagation d’ondes
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à la surface d’un fluide incompressible (densité constante) et idéal (viscosité nulle). En
pratique, le problème complet est insoluble analytiquement et nécessite le recours à des
approximations telles que la shallow water theory (“théorie en eau peu profonde”), qui a
donné de nombreux modèles d’ondes longues (long-wave models), tel celui de Korteweg-de
Vries (KdV) , qui est d’ailleurs une des équations intégrables les plus étudiées, [9, 10, 11].
Le qualificatif “d’ondes longues” vient du fait que ces modèles possèdent un mécanisme
de dispersion linéaire qui favorise grandement la propagation des longueurs d’onde élevées.
Même si dans la plupart des cas elle est interdite par des propriétés comme une croissance
exponentielle de l’amplitude ou des vitesses de phase complexes, la propagation des ondes
courtes est parfois possible [12]. En effet, les ondes de surfaces résultent d’une gamme
continue d’excitations et les méthodes habituelles pour obtenir ces modèles à partir des
équations d’Euler n’éliminent pas systématiquement les plus courtes longueurs d’onde.
Le cas échéant, ces dernières influencent la dynamique du système car elles contribuent
aux solutions des équations du mouvement et peuvent les rendre instables si elles-même
le sont. C’est la raison pour laquelle l’étude de leur propagation dans des modèles dit
“d’ondes longues” a suscité un grand intérêt et fait l’objet d’un nombre important de
simulations numériques [13, 14, 15].
C’est précisément l’étude de la dynamique de ces ondes courtes dans le cadre de l’un
des avatars de la shallow water theory qui a mené Miguel Manna et André Neveu à dé-
couvrir une nouvelle équation intégrable pour la composante horizontale u de la vitesse à
la surface du fluide, qui, dès le premier abord, présente des caractéristiques inhabituelles.
Elle possède une invariance relativiste, des solutions singulières et multivaluées ainsi qu’un
lien inattendu avec plusieurs modèles, dont le très fameux sine-Gordon, au travers d’une
transformation d’espace-temps dépendant des champs [16].
Pour rappeler quelques rudiments sur sine-Gordon, disons que ce modèle a fait son
apparition en mathématiques, dans l’étude des surfaces de courbure constante négative et
qu’il s’est répandu dans de très nombreux domaines de la physique moderne et au delà.
En deux dimension, il représente la propagation d’un champ v(x, t) soumis à un potentiel
cosinusoïdal :
vtt − vxx = − 1
α
sinαv, (1)
où α est une constante de couplage, et est décrit par le Lagrangien :
L = 1
2
(
v2t − v2x
)− 1
α2
(1− cosαv) . (2)
J’en profite pour préciser que dans cette première partie j’ai utilisé de manière intensive
la notation vx ≡ ∂xv très habituelle en physique non linéaire. De plus, par un abus de
langage communément usité en théorie des champs, j’ai souvent désigné par “Lagrangien”
ou “Hamiltonien” la densité lagrangienne ou hamiltonienne. Cependant, l’usage de lettres
cursives pour les densités et de lettres droites pour les fonctions proprement dites devrait
éviter toute confusion.
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Les solutions les plus connues de (2) se rangent en deux catégories : les solitons, ondes
solitaires d’apparence typique
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qui se propagent en conservant leur forme et leur énergie, même après collisions avec
d’autres ondes progressives, et les breathers, qui sont des états liés de solitons, dont le
nom fait référence à leur caractère oscillatoire autour de v = 0.
En conclusion de cet aparté, citons parmi les nombreuses applications de ce modèle la
représentation de la propagation d’onde de dislocation dans un cristal, de la transmission
de flux magnétique à une jonction Josephson ou encore une approximation de l’interac-
tions entre quarks et gluons [7].
Revenons à notre nouvelle équation intégrale née de l’hydrodynamique. Elle va se ré-
véler le point de départ de plusieurs développements aussi intéressants que surprenants,
tels la construction d’un modèle de champ scalaire relativiste, lié lui aussi à sine-Gordon,
ou la découverte d’équations similaires et leurs généralisations, qui permettra de dégager
une structure commune et d’éclaircir des relations qui semblaient a priori fortuites.
Dans un premier chapitre, nous partirons de l’étude d’ondes à la surface d’un fluide
en tenant compte des effets de la gravité et de la tension de surface. Une première ré-
duction des équations d’Euler à un système dit de Green-Naghdi par l’hypothèse d’une
faible profondeur, puis la limite d’ondes courtes nous mèneront à l’équation en question.
Nous détaillerons ensuite ses aspects fondamentaux, telle son intégrabilité, les premières
quantités conservées et ses solutions singulières et multivaluées. Inspirée par ces solutions,
la dernière section concernera la recherche d’ondes solitaires et d’instabilité dans les équa-
tions de Green-Naghdi.
Dans le chapitre qui suit sera construit un Lagrangien relativiste à partir de l’équa-
tion en u et héritera de ses caractéristiques inhabituelles par l’apparition d’un terme non
local. Ce modèle pourra être vu comme le transformé de sine-Gordon dans une métrique
dépendant des champs. On verra également comment généraliser l’équation pour u en
une famille d’équations à deux paramètres, laissant entrevoir le début d’un réseau de
ramifications plus vaste que prévu. Cette impression est renforcée par l’existence d’un
modèle intégrable très similaire par ses propriétés mathématiques et lui aussi apparenté à
sine-Gordon. Tout naturellement, ces points communs seront exploités pour construire un
formalisme général dont ces systèmes sont des cas particuliers ainsi que pour créer un mé-
lange de ces deux nouvelles équations intégrables dont l’étude révélera des conséquences
surprenantes.
Cette partie se conclura par la pose des premières pierres d’un édifice qui sera sans
nul doute long à bâtir, la quantification des modèles définis au chapitre précédent. Nous
nous concentrerons sur les effets de la transformation dépendant des champs en théorie
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des perturbations. Tout d’abord, une ambiguïté due à la structure du terme non local du
Lagrangien dès le niveau des arbres pour les diagrammes de Feynman sera résolue par une
méthode inspirée de la mécanique quantique. En second, le calcul de toutes les contribu-
tions au premier ordre quantique, i.e. les graphes à une boucle, dans un cas particulier ne
mettra en évidence aucun comportement anormal.
7Chapitre 1
Nouveau système intégrable en
hydrodynamique
1.1 Equations de Green-Naghdi avec tension de surface
Considérons un fluide dans un espace identifié à un repère cartésien rectangulaire
de centre O et d’axes (ξ, ξ2, ξ3), Oξ3 indiquant la verticale. On suppose l’invariance par
translation dans la direction transverse Oξ2, ce qui nous laisse avec un système à deux
dimensions dans le plan ξξ3. Le fluide évolue dans un domaine délimité verticalement par
un fond fixe à ξ3 = 0 et une surface libre paramétrée par ξ3 = S(ξ, η), η représentant le
temps. On désigne par h la profondeur moyenne et par (u,w) les composantes du vecteur
vitesse d’une particule de fluide, vérifiant l’équation de continuité
uξ + wξ3 = 0. (1.1)
Le mouvement du fluide est décrit par les équations d’Euler
σ(uη + uuξ + wuξ3) = −p∗ξ , (1.2)
σ(wη + uwξ + wwξ3) = −p∗ξ3 − gσ, (1.3)
où p∗(ξ, ξ3, η) est la pression, σ la densité du fluide et g représente la gravitation. On
établit ensuite les conditions aux limites en tenant compte de la tension de surface T
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w(ξ, ξ3, η) = 0 ξ3 = 0, (1.4)
Sη + uSξ − w = 0 ξ3 = S(ξ, η), (1.5)
p∗ − p0 = −TSξξ
(1 + S2ξ )
3
2
ξ3 = S(ξ, η). (1.6)
L’usage en shallow water theory est de développer perturbativement les composantes
de la vitesse u et w, la pression p, etc., à ce stade. Cependant, l’approche que nous avons
adoptée consiste à étudier l’évolution non linéaire d’un Ansatz initial pour la vitesse,
au lieu de traiter le problème complet de manière perturbative. On choisit de rendre u
indépendant de ξ3
u = u(ξ, η). (1.7)
Ce choix particulier se justifie a posteriori par des arguments théoriques au niveau linéaire
et, davantage encore, par l’observation de la trajectoire des particules de fluide d’une onde
plane périodique dans de l’eau suffisamment peu profonde [17]. Cette méthode, introduite
par Green et Naghdi sous une forme quelque peu différente, porte le nom de columnar-flow
Ansatz (ansatz de flot colonnaire) [18, 19, 20].
A partir de (1.1), de l’Ansatz (1.7) et des conditions aux limites en ξ3 = 0 on peut
déterminer la composante verticale de la vitesse w en fonction de u
w = −ξ3uξ. (1.8)
Nous voulons obtenir un système d’équations pour u et S uniquement donc nous allons
chercher à éliminer la pression p(ξ, η) définie par
p(ξ, η) =
∫ S(ξ,η)
0
p∗(ξ, ξ3, η)dz − p0S(ξ, η). (1.9)
On peut réécrire l’équation (1.2) en intégrant sur ξ3 de 0 à S(ξ, η) et en utilisant (1.6) :
σS(uη + uuξ) = −pξ + T [(1 + S2ξ )−
1
2 ]ξ, (1.10)
Puis, on multiplie (1.3) par ξ3 et une seconde intégration nous mène à
σ
S3
3
(−uξη − uuξξ + u2ξ) = p+
TSSξξ
(1 + S2ξ )
3
2
− gσS
2
2
. (1.11)
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Finalement, (1.10) et (1.11) se combinent en
S(uη + uuξ)
1
3
[
S3(uξη + uuξξ − u2ξ)
]
ξ
− gSSξ + (T/σ)S
[
Sξξ(1 + S
2
ξ )
−3/2]
ξ
. (1.12)
et les équations (1.5) et (1.12) sont les équations de Green-Nagdhi avec tension de surface
pour u et S. Elles correspondent à une première réduction des équations d’Euler dans une
couche mince de fluide.
Il est intéressant de remarquer qu’on peut également arriver à ces équations par la
méthode variationnelle appliquée au Lagrangien d’un fluide incompressible et non vis-
queux. Dans le volume intérieur (bulk), ce Lagrangien est simplement l’énergie cinétique
du fluide, à laquelle on ajoute un terme avec un multiplicateur de Lagrange µ, destiné à
rendre compte de l’incompressibilité (1.1) :
Lbulk = 1
2
σ(u2 + w2) + µ(uξ + wξ3). (1.13)
A la surface il faut tenir compte de la gravitation, l’énergie due à la tension de surface
ainsi que de la condition aux limites dynamique (1.5) que l’on rassemble dans
Lsurface = −1
2
g(S − h)2 − T (1 + S2ξ ) + µ′(Sη + uSξ − w). (1.14)
où µ′ est un autre multiplicateur de Lagrange. On vérifie assez facilement que les équations
du mouvement dérivées de ce Lagrangien, avec l’Ansatz (1.7), redonnent le système formé
par (1.1), (1.5), (1.12) [21].
1.2 Dynamique des ondes courtes
Le système ((1.5), (1.12)) pour les champs S(ξ, η) et u(ξ, η) est le modèle d’ondes
longues qui résulte d’une première réduction des équations d’Euler par l’hypothèse de
flot colonnaire. Nous allons maintenant le développer perturbativement afin d’étudier
la dynamique des ondes courtes. Pour ce faire, il est préférable d’utiliser les variables
adimensionnées obtenues par les transformations
S → S
h
, u→ u√
gh
, ξ → ξ
h
, η → η
√
g/h. (1.15)
dans lesquelles (1.5) et (1.12) s’écrivent :
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S(uη + uuξ) =
1
3
[S3(uξη + uuξξ − u2ξ)]ξ − SSξ + θS
[
Sξξ(1 + S
2
ξ )
−3/2]
ξ
, (1.16)
Sη + (uS)ξ = 0, (1.17)
où θ = (T/σh2g) est le nombre de Bond sans dimension. La relation de dispersion linéaire
correspondant à ces équations
Ω2 =
k2 + θk4
1 + 1
3
k2
(1.18)
a un comportement régulier lorsque le nombre d’onde k tend vers zéro (ondes longues)
mais également lorsque k tend vers l’infini (ondes courtes). Le système est par conséquent
caractérisé par une dispersion finie dans la limite des ondes longues, qui donne l’équation
de KdV, et celle des ondes courtes, que nous voulons étudier. Il faut en premier lieu se
doter d’une longueur de référence, pour laquelle le choix se porte naturellement sur la
profondeur du fluide au repos h, et d’un paramètre pour le développement asymptotique
ǫ << 1 défini par
k = O(1/ǫ). (1.19)
Il convient ensuite d’introduire des nouvelles variables, appropriées à ce développement :
ζ décrivant de très courtes distances et τ mesurant des grands temps, qui s’écrivent en
fonction de ξ et η
ζ =
1
ǫ
ξ , (1.20)
τ = ǫη. (1.21)
De cette manière, ζ et τ sont d’ordre un quand ξ << 1 et η >> 1 : elles sont donc tout à
fait désignées pour décrire l’évolution asymptotique d’ondes courtes dans le temps.
Cependant, le changement de variables ((1.20), (1.21)) n’aura de sens que s’il est
compatible avec la solution en onde progressive dont la fréquence est donnée par (1.18)
dans la limite k →∞. C’est en effet le cas, car
kξ − Ωη ∼ 1
ǫ
(ξ − η
√
3θ)− ǫ
2
(
1
θ
− 3)η +O(ǫ2)η pour
{
k →∞
ǫ→ 0 . (1.22)
et la contribution dominante est bien de la forme qζ − ωτ . Les nouvelles variables ζ et τ
définissent de nouveaux opérateurs différentiels reliés aux anciens par
∂
∂ξ
=
1
ǫ
∂
∂ζ
, (1.23)
∂
∂η
= −c
ǫ
∂
∂ζ
+ ǫ
∂
∂τ
. (1.24)
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Afin de déterminer la dynamique des ondes courtes de capillarité-gravité, il nous faut
développer les équations de Green-Naghdi adimensionnées (1.16) et (1.17) en puissances
de ǫ, en utilisant (1.23) et (1.24) ainsi que les décompositions suivantes (chaque terme un,
Sn , n = 0, 1, ... tend vers 0 lorsque ζ →∞)
u = ǫ2(u0 + ǫ
2u2 + ...), (1.25)
S = 1 + ǫ2(S0 + ǫ
2S2 + ...). (1.26)
Aux ordres 1/ǫ3 et 1/ǫ le système (1.16) et (1.17) se réduit à
cu0ζ = 3θS0ζ , (1.27)
cS0ζ = u0ζ . (1.28)
et a pour solution
c2 = 3θ, cS0 = u0. (1.29)
Les ordres suivants, 1/ǫ et ǫ0, donnent
c
3
u2ζζ − θS2ζζ = cu0 + 1
3
u0ζτ − cS0u0ζζ + 1
3
u0u0ζζ − 1
3
u20ζ −
1
2
θS20ζ (1.30)
−3
2
θS0ζζS
2
0ζ + θS0S0ζζ − S0, (1.31)
cS2ζ − u2ζ = u0τ + (u0S0)ζ . (1.32)
Les quatre relations entre les composantes de u et S (1.27), (1.28), (1.31) et (1.32) nous
permettent d’obtenir une équation pour u0
u0ζτ =
3
2
(1− 3θ)
c
u0 − 1
4
u20ζ −
1
2
u0u0ζζ +
3
4c
u0ζζu
2
0ζ , (1.33)
qui s’écrit finalement dans les coordonnées “du laboratoire” (ξ, η)
uξη =
3g(1− 3θ)
2vph
u− 1
2
uξξu− 1
4
u2ξ +
3h2
4vp
uξξu
2
ξ . (1.34)
avec vp = (3T/σh)
1/2 .
Cette équation gouverne la propagation non linéaire des ondes courtes de surface dans
le cadre de la réduction des équations d’Euler en eau peu profonde (1.5), (1.12). Elle
possède des propriétés remarquables que nous allons présenter dans la section suivante.
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1.3 Un nouveau système intégrable
Commençons par normaliser différemment l’équation (1.34) pour l’écrire sous la forme
uξη = u− uuξξ − 1
2
u2ξ +
γ
2
uξξu
2
ξ . (1.35)
dans laquelle γ est un paramètre dépendant des constantes physiques présentes dans
l’équation (1.34). Il est possible d’obtenir (1.35) à partir du Lagrangien :
Lu = 1
2
uξuη +
1
2
u2 +
1
2
uu2ξ −
γ
24
u4ξ . (1.36)
Une caractéristique fondamentale de cette équation est son intégrabilité qui se dé-
montre par l’existence d’une paire de Lax (L,M)
L =
∂
∂ξ
+ i
√
λFτ3 +
1
2
uξξξ
√
1− γ
F 2
τ1, (1.37)
M =− 1
2
(
u− 1
2
γu2ξ
)
uξξξ
√
1− γ
F 2
τ1 − i
√
λ
(
u− 1
2
γu2ξ
)
Fτ3
− i
4
√
λ
1− uξξ
F
τ3 +
1
4
√
λ
uξξ
√
1− γ
F
τ2, (1.38)
où les τi sont les matrices de Pauli usuelles, λ le paramètre spectral et
F 2 = 1− 2uξξ + γu2ξξ. (1.39)
Un second point très intéressant est la possibilité de construire une première quantité
conservée à partir de F quelque soit γ. En effet, F vérifie l’identité suivante :
∂ηF = −∂ξ
[(
u− γ
2
u2ξ
)
F
]
, (1.40)
que j’appellerai souvent par abus de langage équation de conservation, et la quantité
définie par
Q(η) =
∫ ∞
−∞
F (ξ, η)dξ,
est conservée au cours du temps si u s’annule à l’infini. Notons au passage que (1.40) se
retrouve également par l’équation de Lax.
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L’importance majeure de F et de sa loi de conservation réside dans la propriété de
ce nouveau système intégrable que nous allons voir maintenant. En effet, si l’on définit le
changement de variable et la transformation de champs suivants :
{
ξ′ =
∫ ξ
F (ξ1, η)dξ1
η′ = η
, (1.41)
v(ξ′, η′) =
1√
γ − 1Arctan
uξξ
√
γ − 1
1− uξξ , (1.42)
on trouve que le champ v satisfait l’équation de sine-Gordon dans les coordonnées du cône
de lumière
vξ′η′ =
1√
γ − 1sinv
√
γ − 1. (1.43)
Ceci est valable pour γ > 1 et uξξ suffisamment faible pour que F soit réel. Si uξξ est
grand, des transformations similaires conduisent au modèle de cos-Gordon et dans le cas
où γ < 1 on obtient l’équation de sinh-Gordon, toujours dans les coordonnées du cône de
lumière. Cette relation inattendue va se révéler très fructueuse car elle est à l’origine de
toutes les investigations que nous présentons dans la suite.
La dernière propriété marquante de (1.35) concerne la forme des solutions. Quelque
soit la valeur de γ, il peut arriver lorsque l’on fait la transformation inverse de (1.41)-
(1.42) qu’un v(ξ′, η′) régulier donne un u(ξ, η) singulier et multivalué si le changement de
variable de ξ′ à ξ n’est pas bijectif. Ceci se produit si |v| est suffisamment grand, faisant
tendre uξξ vers l’infini et changer de signe F dans (1.41). Pour illustrer cette propriété,
nous avons tracé en figure 1.1 deux solutions pour u à partir de deux breathers de sine-
Gordon : une (courbes en tirets) pour laquelle l’amplitude de v est juste en dessous du
seuil de singularité, et l’autre (courbe pleine) pour |v| au-dessus du seuil, entraînant un u
singulier et multivalué avec un comportement “en queue d’hirondelle”.
De plus, ce genre de solutions singulières et multivaluées peut s’obtenir en un temps
fini. Considérons une solution de sine-Gordon v(ξ′, η′) composé de deux breathers dont les
amplitudes sont suffisamment faibles pour que le changement ξ′ → ξ soit bijectif lorsqu’ils
sont loin l’un de l’autre. Il se peut cependant qu’elles soient suffisamment importantes
pour que l’amplitude totale |v| dépasse le seuil. Dans ce cas la singularité apparaît lors
de la collision et ce n’est pas un phénomène asymptotique dans le temps. Dans les cas
γ = 1 (champ libre) et de sinh-Gordon, le même raisonnement s’applique si on remplace
les breathers par des paquets d’ondes.
La solution u(ξ, η) correspondant au soliton de sine-Gordon est quant à elle toujours
singulière et multivaluée. Nous l’avons tracée en figure 1.2 pour la valeur particulière
γ = 10/9.
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Fig. 1.1 – u(ξ, η = 0) correspondant aux breathers de sine-Gordon v(ξ′, η′)
√
γ − 1 =
−4Arctand cos[c(ξ′−η′)]
cosh[s(ξ′+η′)]
, c2 + s2 = 1, d = s/c, pour γ = 2.02, d = 0.2 (courbe en tirets),
d = 0.35 (courbe pleine).
Pour clore cette description, ajoutons que Brunelli, Das et Popowicz ont récemment
mis en évidence dans [22] la structure bi-hamiltonienne d’une famille d’équations com-
prenant (1.35), en s’inspirant notamment des résultats de [16] qui constituent la majeure
partie de ce chapitre. F y joue le rôle d’un des Hamiltoniens, soulignant encore son im-
portance.
1.4 Ondes solitaires et solutions singulières pour l’équa-
tion de Green-Naghdi
Comme nous l’avons vu précédemment, l’équation (1.35) possède des solution de type
soliton, qui deviennent singulières pour certaines valeurs des paramètres. Etant donné
que ce modèle dérive des équations de Green-Naghdi avec tension de surface (1.5) et
(1.12), il est intéressant de rechercher pour ces dernières l’existence, probablement pas de
solitons, mais d’ondes solitaires ainsi que d’éventuels domaines de l’espace des paramètres
où ces solutions deviendraient singulières. Tout d’abord, il faut considérer des solutions
se propageant à une vitesse w constante, que l’on choisit positive, c’est-à-dire qu’elles ne
dépendent que de ξ − wη. Avec l’identité ∂η = −w∂ξ et en fixant η à zéro, (1.5) et (1.12)
se réécrivent
1.4. Ondes solitaires et solutions singulières pour l’équation de
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Fig. 1.2 – u(ξ, η = 0) correspondant au soliton de sine-Gordon g(ξ′, η′)
√
γ − 1 =
4Arctan exp(ξ′ + η′) à γ = 10/9.
S(u− w)uξ = 1
3
[
S3
(
(u− w)uξξ − u2ξ
)]
ξ
− gSSξ
+ (T/σ)S
[
Sξξ(1 + S
2
ξ )
−3/2]
ξ
, (1.44)
[(u− w)S]ξ = 0. (1.45)
Exprimons ensuite u− w en fonction de S grâce à (1.45) et la condition S = h à l’infini,
puis utilisons cette relation dans (1.44) pour obtenir une équation pour S et Sξ
3 (S − h)2 (gS − w2)+ h2w2S2ξ − 6TSσ + 6TSσ√1 + S2ξ = 0. (1.46)
Nous cherchons des solutions qui décroissent exponentiellement vers h à l’infini, donc
supposons
S ∼ hes(ξ), s→ 0
et vérifions pour quelles valeurs des paramètres la fonction s(ξ) est réelle. Le développe-
ment
S ∼ h(1 + s(ξ) + 1
2
s2(ξ))
transforme (1.46) en une équation pour s(ξ)
(
gh− w2) s2 + (1
6
h2w2 − Th
2σ
)
sξ
2 = 0. (1.47)
Pour que s soit réelle, elle doit vérifier la condition :(
w2 − gh) (w2 − 3gθh) < 0, (1.48)
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et les domaines de l’espace (θ, v) pour lesquels il existe des solutions de ((1.5), (1.12)) :
de type onde solitaire sont :
θ > 1
3
w <
√
gh (i) w >
√
3gθh ( ii),
θ < 1
3
w <
√
3gθh (iii) w >
√
gh (iv).
(1.49)
Une fois l’existence de telles solutions déterminée, cherchons si certaines d’entre elles
sont singulières et, le cas échéant, dans quel domaine. La présence du terme S2ξ dans (1.46)
permet de faire l’analogie avec une équation pour la trajectoire d’un point matériel de
coordonnée S dépendant d’une variable temporelle ξ
1
2
S2ξ + Ep = 0.
où 1
2
S2ξ est l’énergie cinétique et Ep l’énergie potentielle. Le but est de tracer cette “énergie
potentielle” en fonction de S pour un ensemble de valeurs de (θ, v) et d’étudier le com-
portement des solutions correspondantes. A partir de l’équation (1.46) et de la définition
de Ep on obtient une équation pour ces courbes :
√
1− Ep
[
3 (S − h)2 (gS − w2)− h2w2Ep − 6TS
σ
]
+
6TS
σ
= 0. (1.50)
Les graphes correspondant aux domaines i − iv sont rassemblés dans l’appendice A
avec pour chacun une discussion de la forme de l’onde solitaire S(ξ − wη). Le résultat
important est qu’il existe en effet des solutions singulières à l’équation (1.46) dans les
domaines ii et iii, et qu’elles sont très similaires à celles trouvées dans le cas de l’équation
(1.35). On peut également noter que l’onde de dépression du cas i (tension de surface
importante) a été observée expérimentalement dans du mercure [23].
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Chapitre 2
Relations entre champs multivalués et
équations locales
Le chapitre précédent nous a permis d’introduire un nouveau système intégrable, défini
par l’équation d’évolution (1.35), à partir de l’étude de la propagation d’ondes courtes
de capillarité-gravité et sa relation avec sine-Gordon via une transformation d’espace-
temps dépendant des champs. Nous voulons explorer ici les conséquences de ce type de
relations et la première est la possibilité de construire le Lagrangien d’un champ relativiste
multivalué du fait de la présence d’un terme non local inhabituel.
2.1 Présentation des modèles
2.1.1 Première construction d’un Lagrangien relativiste
En plus de celles présentées en section 1.3, une caractéristique intéressante de l’équa-
tion (1.35) est son invariance par la transformation
ξ → κξ, η → η
κ
, u→ κ2u (2.1)
pour un paramètre réel arbitraire κ, qui n’est autre qu’une transformation de Lorentz dans
les coordonnées du cône de lumière. Cette invariance relativiste est le reflet de celle de
sine(sinh)-Gordon, car les changements de variables (1.41) et de champ (1.42) qui lient ces
deux modèles sont eux-même invariants de Lorentz. Cependant, l’action correspondant au
Lagrangien (1.36) ne l’est pas et il paraît sensé de chercher une formulation lagrangienne
qui tient compte de cette propriété. L’idée est de prendre pour champ fondamental de la
théorie ϕ ≡ uξξ qui, à l’inverse de u, est un scalaire pour (2.1). L’équation du mouvement
pour ϕ s’obtient en dérivant deux fois (1.35) par rapport à ξ :
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ϕξη = ϕF
2 − 3uξϕξ(1− γϕ)− ϕξξ(u− γ
2
u2ξ). (2.2)
On peut montrer que le Lagrangien suivant, invariant de Lorentz et possédant un terme
non local inhabituel
Lϕ = −1
2
ϕξϕη
F 4
+
ϕ2ξ
2F 5
∂η
∫ ξ
(F − 1)dξ1 + F + ϕ− 1
1− γ . (2.3)
est celui que l’on cherche. En effet, on retrouve l’équation du mouvement (2.2) après
variation, conditions aux limites appropriées à l’infini et en faisant disparaître la non-
localité grâce aux lois de conservations de F (1.40) et de ϕ2ξ/2F
5
∂η
(
ϕ2ξ
2F 5
)
= ∂ξ
[
ϕ− 1
(γ − 1)F − (u−
γ
2
u2ξ)
ϕ2ξ
2F 5
]
. (2.4)
Concentrons-nous sur le cas où γ > 1, autrement dit dans le cas de la relation avec
sine-Gordon et écrivons le modèle en termes du champ v pour étudier cette relation. La
transformation de champ (1.42) s’écrit alors
v =
1√
γ − 1Arctan
ϕ
√
γ − 1
1− ϕ . (2.5)
et en utilisant
dϕ = F 2dv, (2.6)
on obtient un Lagrangien pour le champ v
Lv =− 1
2
vξvη +
v2ξ
2F
∂η
∫ ξ
(F − 1)dξ1 − 2√
γ − 1
sin2(v
√
γ−1
2
)√
γ − 1 cos v√γ − 1 + sin v√γ − 1 ,
(2.7)
F =
√
γ − 1√
γ − 1 cos v√γ − 1 + sin v√γ − 1 . (2.8)
Après cette transformation, nous obtenons un modèle de champ scalaire relativiste plus
exploitable que celui défini par (2.3) car le terme cinétique a une forme standard mais le
terme intégro-dérivatif peu familier est toujours présent.
Une remarque s’impose à ce stade, à savoir qu’en dépit des apparences, la relation
entre (1.35) et (2.7) n’est pas à sens unique. Plus précisément, la manière dont nous avons
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construit ce Lagrangien peut laisser penser qu’on ne peut faire le chemin inverse, de v à u,
sans plusieurs conditions extérieures telles que (1.35) ou différentes lois de conservation.
Cela n’est pas exactement le cas car, même si la forme de l’équation de conservation de
F est fortement contrainte dans le cas général, toutes les autres informations nécessaires
pour retrouver l’équation pour u sont contenues dans (2.7).
Nous avons donc un Lagrangien qui n’est séparé du très étudié modèle de sine-Gordon
que par la seule transformation d’espace-temps. Le Lagrangien (2.7) peut se mettre sous
la forme plus compacte
Lv = −1
2
vξvη +
v2ξ
2F
∂η
∫ ξ
(F − 1)dξ1 − FV (v), (2.9)
V étant le potentiel de sine-Gordon
V (v) =
1
γ − 1
[
1− cos(v
√
γ − 1)
]
.
pour rendre plus visible le fait que ce modèle n’est autre que sine-Gordon dans une
métrique complètement non triviale, dépendant des champs mais cependant plate. En
effet, si l’on écrit
{
S =
∫
dξdη
√−gL,
L = −1
2
gµν∂µv ∂νv − V (v),
(2.10)
avec la métrique g définie par
g∗ =
1
2F
(
− 2
F
∂η
∫ ξ
(F − 1) 1
1 0
)
,
g∗ = 2F
(
0 1
1 2∂η
∫ ξ
(F − 1)
)
, (2.11)
g = detg∗ = −2F 2,
(2.10) correspond bien à (2.9) à une constante multiplicative près. C’est, à notre connais-
sance, la première fois que l’on rencontre un tel mélange des coordonnées d’espace-temps
et des champs.
L’endroit est d’ailleurs propice pour faire une remarque sur l’importance de cette forme
du Lagrangien. On voit qu’on pourrait appliquer cette transformation à n’importe quel
modèle de champ scalaire en prenant simplement un potentiel V différent dans (2.9). Ce
dernier est donc l’outil idéal pour étudier les effets du passage de la métrique de Minkovski
à (2.11) à un niveau général, i.e. pour V quelconque.
Etudions maintenant quelques propriétés du modèle relativiste que nous venons de
construire. Comme dans le cas de l’équation (1.35) le changement de variables poten-
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tiellement singulier entraîne l’apparition de solutions mutlivaluées inexistantes dans sine-
Gordon. Pour illustrer cette propriété, nous avons tracé le soliton correspondant au La-
grangien (2.7) en figure 2.1.
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v(χ)
χ
Fig. 2.1 – soliton multivalué, fonction de χ = ξ − wη, où w est sa vitesse.
On trouve la même valeur pour l’énergie du soliton que dans sine-Gordon. Cela s’explique
peut-être par le fait que la transformation d’espace-temps est localement régulière sauf en
certains points entraînant que le soliton sent seulement un changement sur sa forme mais
pas sur l’intégrale d’une densité d’énergie.
2.1.2 Extension à deux paramètres
Afin de mieux comprendre la relation entre un modèle de champs multivalués comme
(1.35), d’une part, et sine-Gordon, d’autre part, intéressons-nous à la généralisation sui-
vante du problème hydrodynamique
uξη = u− uuξξ + Au2ξ +
γ
2
uξξu
2
ξ , (2.12)
et cherchons à la relier à une équation de champ scalaire en coordonnées du cône de
lumière
vξ′η′ = V
′(v), (2.13)
où
(V (v))′ =
d
dv
V.
L’équation (2.12) est elle aussi invariante par la transformation de Lorentz (2.1) donc
comme dans le cas précédent, le champ scalaire de Lorentz est ϕ ≡ uξξ. Par conséquent,
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il nous faut trouver, s’ils existent, la transformation de ϕ à v ainsi qu’un changement de
variables de la forme (1.41) qui repose sur une densité de quantité conservée F .
Pour déterminer F (ϕ), on impose la loi de conservation (1.40) dont le membre de
gauche vaut
∂ηF = F
′(ϕ)uξξη ≡ dF
dϕ
uξξη.
Si l’on calcule uξξη en dérivant (2.12), alors (1.40) devient une condition sur F
(
1 + (2A− 1)ϕ+ γϕ2)F ′ + (1− γϕ)F = 0 (2.14)
Définissons les racines ϕ± du coefficient de F ′ dans (2.14) par
1 + (2A− 1)ϕ+ γϕ2 ≡
(
1− ϕ
ϕ+
)(
1− ϕ
ϕ−
)
(2.15)
et décomposons celui de F en introduisant une constante β telle que
1− γϕ = β
(
1− ϕ
ϕ+
)
+ (1− β)
(
1− ϕ
ϕ−
)
. (2.16)
En identifiant les coefficients de ϕ on trouve l’équation suivante
βϕ− + (1− β)ϕ+ = 1 (2.17)
de laquelle on tire la valeur de β
β =
ϕ+ − 1
ϕ+ − ϕ− . (2.18)
Nous pouvons maintenant calculer F en écrivant (2.14) sous la forme
F ′
F
=
1− γϕ
1 + (2A− 1)ϕ+ γϕ2 (2.19)
et en y insérant (2.15) et (2.16). La solution est donnée par
F =
(
1− ϕ
ϕ−
)βϕ− (
1− ϕ
ϕ+
)(1−β)ϕ+
. (2.20)
Il nous faut ensuite trouver la transformation de champ. La méthode est de transformer
(2.12) en une équation pour ϕ seul dans les coordonnées (ξ′, η′). On choisit ensuite une
fonction v(ϕ) vérifiant
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dv
dϕ
=
1
1 + (2A− 1)ϕ+ γϕ2 (2.21)
et l’équation pour ϕ devient
vξ′η′ =
ϕ
F
. (2.22)
Grâce à l’utilisation de (2.15), (2.20) dans les deux identités précédentes, on peut calculer
la fonction v(ϕ) :
v(ϕ) =
1
B
(
log
ϕ− ϕ+
ϕ− ϕ− − log
ϕ+
ϕ−
)
=
1
B
log
(
1− ϕ
ϕ+
1− ϕ
ϕ−
)
, (2.23)
dϕ = (1− ϕ
ϕ+
)(1− ϕ
ϕ−
)dv, (2.24)
ainsi que l’équation du mouvement pour le champ scalaire v
vξ′η′ =
1
B
(
eβϕ−Bv − e−(1−β)ϕ+Bv) , (2.25)
où nous avons introduit
B =
ϕ+ − ϕ−
ϕ+ϕ−
. (2.26)
Comme on s’y attendait, on retrouve facilement le cas particulier (1.35)/sine-Gordon
pour
βϕ− =
1
2
car ce cas correspond à A = 1
2
et γ arbitraire, et (2.12) redonne bien (1.35).
Il est plus intéressant de remarquer que pour βϕ− = 13 ou βϕ− =
2
3
le champ v satisfait
l’équation intégrable de Bullough-Dodd [24] et dans les deux cas la condition sur (A, γ)
est
8A2 + 10A+ γ + 2 = 0. (2.27)
Pour conclure, disons que nous avons obtenu une famille de modèles qui sont intégrables
quand les deux paramètres dont ils dépendent appartiennent aux courbes représentées
ci-dessous
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L’intersection de ces deux courbes est le point (A, γ) = (−1
2
, 1) correspondant au
champ libre.
2.1.3 Un modèle jumeau
Présentons maintenant une autre équation intégrable dépendant d’un paramètre α
uξη = u+ α
2
(
u2uξξ + uu
2
ξ
)
, (2.28)
qui partage de nombreuses propriétés avec (1.35), et son Lagrangien
Lu = 1
2
uξuη +
1
2
u2 − 1
2
α2u2u2ξ . (2.29)
Cette section est calquée sur 2.1.1, donc les différentes étapes seront abordées plus suc-
cinctement. Tout d’abord, on trouve une quantité F ainsi qu’une loi de conservation qui
s’écrivent
F =
(
1 + α2u2ξ
)
, (2.30)
∂ηF = ∂ξ
(
u2F
)
. (2.31)
L’équation (2.28) est elle aussi invariante par une transformation de Lorentz, qui diffère
de (2.1) par son effet sur u
ξ → κξ, η → η
κ
, u→ κu. (2.32)
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Le champ que nous allons utiliser pour construire une théorie scalaire relativiste est alors
ϕ ≡ uξ. La seconde loi de conservation, analogue de (2.4), est ici
∂η
(
ϕ2ξ
2F 3
)
= ∂ξ
[
u2
ϕ2ξ
2F 5
+
ϕ2
2F
]
. (2.33)
et le Lagrangien pour ϕ s’écrit :
Lϕ = −1
2
ϕξϕη
F 2
+
ϕ2ξ
2F 3
∂η
∫ ξ
(F − 1)− ϕ
2
2
. (2.34)
Dans ce cas la transformation qui définit le champ v est
v(ϕ) =
1
α
Arctanαϕ, (2.35)
dϕ = Fdv (2.36)
ce qui nous permet de calculer le Lagrangien pour v
Lv = −1
2
vξvη +
v2ξ
2F
∂η
∫ ξ
(F − 1)dξ1 + 1
2α2
(
1− 1
cos2 αv
)
. (2.37)
Là encore, Lv peut se mettre sous la forme plus compacte (2.9) avec :
F =
1
cos2 αv
. (2.38)
V =
1
2α2
sin2 αv. (2.39)
En remarquant que V peut se réécrire comme
V =
1
4α2
(1− cos 2αv) , (2.40)
il devient explicite qu’il s’agit encore une fois d’un modèle obtenu par transformation de
sine-Gordon.
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Fig. 2.2 – Nouveau soliton, multivalué en un point
Comme précédemment, il existe une solution de type soliton que nous présentons en
figure 2.2.
Ce graphe mérite une petite remarque : il est intéressant de noter que le domaine où
le soliton est multivalué est réduit à un point. Ceci suggère que ce cas marque une limite
entre les cas avec et sans solutions multivaluées, autrement dit, entre les situations avec
ou sans repliement de l’espace, causé par deux changements de signe de F (1.41) lorsque
ξ parcourt l’axe réel.
L’histoire de ce modèle jumeau de (1.35) aurait pu s’arrêter là sans l’apparition, dans
[25], d’une équation intégrable lui ressemblant de manière frappante quand α = 1 :
uξη = u+ uu
2
ξ +
1
2
u2uξξ (2.41)
mais différant, et cela a son importance, par le rapport des coefficients des termes non
linéaires. Cette équation, nommée Short Pulse Equation (SPE), intervient par exemple
dans la description de courts trains d’ondes à très haute fréquence dans les fibres optiques.
En l’intégrant une fois par rapport à ξ et en définissant ψ(x, t) =
∫ ξ
u(ξ1, η)dξ1, on obtient
ψξη = ψ +
1
2
ψ2ξψξξ. (2.42)
qui, de manière inattendue, n’est autre que la limite γ →∞ de (1.35), à un rescaling de
ψ près. Il n’apparaît donc pas surprenant que les auteurs de [25] aient prouvé une relation
avec sine-Gordon par les transformations (réécrites dans nos notations)
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F =
(
1 + u2ξ
) 1
2 , (2.43)
v(ξ′, η′) = arccos
1
F
, (2.44)
qui sont, encore une fois, (1.42, 1.41) dans la limite γ →∞.
De plus, remarquant que (2.44) est exactement identique à (2.35), on est amené à
explorer plus en détail la similarité entre (2.28) et (2.41) en étudiant l’équation suivante
pour n ∈ R
uξη = u+ α
2
(
uu2ξ +
n
2
u2uξξ
)
. (2.45)
Comme précédemment, en posant ϕ ≡ uξ, on trouve une quantité F
F =
(
1 + α2ϕ2
)n
2 , (2.46)
conservée selon
∂ηF = ∂ξ
(n
2
α2u2F
)
(2.47)
et une transformation de champ (cf. (2.35)) :
v(ξ′, η′) =
1
α
arccos
[(
1
F
) 1
n
]
, (2.48)
dϕ =
(
1 + α2ϕ2
)
dv (2.49)
telle que v soit un champ scalaire vérifiant l’équation du mouvement
vξ′η′ =
1
α
sinαv cosn−1 αv. (2.50)
Finalement, cette équation se réduit à sine-Gordon pour n = 1 et n = 2, correspondant à
(2.41) et (2.28) respectivement. Il y a donc une analogie frappante avec la situation de la
précédente section, car on se trouve encore une fois dans le cas d’une famille d’équations
qui donnent deux modèles intégrables pour deux “courbes” dans l’espace des paramètres
(ici α ∈ R, n=1,2).
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2.2 Recherche d’une équation locale dans le cas général
relativiste
Tout au long de la section précédente, nous avons rencontré des modèles de champs
relativistes multivalués construits à partir d’équations locales en termes d’un champ u et
reliés par une transformation d’espace-temps à des modèles de champs scalaire dont cer-
tains cas particuliers sont les modèles intégrables de sine-Gordon et Bullough-Dodd. Nous
allons aborder ici le problème dans l’autre sens puisque nous considérerons le Lagrangien
non local (2.9) comme objet fondamental. Nous chercherons à déterminer dans quels cas
il est possible de trouver, pour un champ u fonction de v une équation d’évolution et des
lois de conservation locales , considérées ici comme une sorte de théorie effective. L’idée
derrière ce changement de point de vue est d’esquisser une méthode pour étudier ce genre
de théories de champs scalaires avec des propriétés topologiquement non triviales.
2.2.1 Introduction de champs auxiliaires
Afin de mieux appréhender le modèle défini par (2.9) et avant de chercher une des-
cription locale, il est utile d’introduire les champs auxiliaires σ1 et σ2 par
Lv → Lv −
[
σ1 − ∂η
∫ ξ
(F − 1)
] [
σ2ξ −
v2ξ
2F
]
(2.51)
car ce procédé permet d’obtenir un Lagrangien d’aspect plus familier
Laux = −1
2
vξvη − σ1σ2ξ + σ1
v2ξ
2F
+ σ2η(F − 1)− FV (v), (2.52)
et plus facile à manipuler, en “camouflant” le terme non local dans l’équation du mou-
vement pour σ1. Comme attendu, on retrouve (2.9) lorsque l’on intègre sur les champs
σ1 et σ2. De plus, la forme des termes contenant les champs auxiliaires laisse penser que
ceux-ci ne se propagent pas et n’interviendront pas dans les états externes des amplitudes
de diffusion.
Les équations du mouvement de v, σ1 et σ2 qui dérivent de (2.52) sont
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vξη − ∂ξ
(σ1vξ
F
)
− σ1v2ξ
(
1
F
)′
+ σ2ηF
′ − (FV )′ = 0, (2.53)
σ1ξ − ∂ηF = σ1ξ − vηF ′ = 0, (2.54)
σ2ξ −
v2ξ
2F
= 0. (2.55)
L’équation (2.54) semble être la loi de conservation de F en fonction des nouveaux champs
mais, en réalité, on ne peut en obtenir une forme locale sans une condition supplémentaire
que nous verrons par la suite. En effet, lorsque l’on intègre sur σ1 cette équation devient
∂ηF = ∂ξ∂η
∫ ξ
(F − 1), (2.56)
ce qui est assez trivial.
Il est bien entendu possible de calculer le tenseur énergie-impulsion canonique et les
équations auxquelles obéissent ses composantes
∂µT
µξ = 0 = ∂η (FV ) + ∂ξ
(
v2η
2
+ σ1σ2ξ − σ1vξvη
2F
)
, (2.57)
∂µT
µt = 0 = ∂η
(
−1
2
v2ξ + σ2ξ (F − 1)
)
−
∂ξ
(
σ2η (F − 1)−
σ1v
2
ξ
2F
− FV
)
. (2.58)
On peut montrer l’utilité de ce formalisme en retrouvant l’analogue des loi de conser-
vation (2.4) et (2.33) avec toutefois une réserve sur la localité identique à celle exprimée
plus haut. Remarquons en premier lieu que ϕ2ξ/2F
5 dans 2.1.1 et ϕ2ξ/2F
3 dans 2.1.3 valent
tous les deux
v2x
2F
(2.59)
Ensuite, grâce aux équations du mouvement, transformons la “conservation de l’énergie”
(2.57) et la “conservation de l’impulsion” (2.58) de la sorte
∂η (FV ) = ∂ξ
(
σ1V − 1
2
(∫ ξ
FV ′
)2)
, (2.60)
∂η
(
v2ξ
2F
)
= ∂ξ
(
σ1v
2
ξ
2F 2
− V
)
, (2.61)
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et (2.61) est bien une loi de conservation pour (2.59).
Enfin, à partir de (2.53) et (2.55), on peut calculer l’identité
vη =
σ1
F
vξ +
∫ ξ
FV ′ (2.62)
de laquelle on déduit cette équation très importante pour la suite
∂η (FV
′) =
σ1
F
∂ξ (FV
′) +
dFV ′
dv
∫ ξ
FV ′. (2.63)
2.2.2 Equation locale
La première étape pour exprimer le modèle décrit par le Lagrangien Lv en termes
d’une équation locale pour un champ u est de trouver ϕ, dérivée de u et champ invariant
de Lorentz intervenant dans l’analogue de (1.42) qui fait le lien entre les deux. Pour nous
guider sur cette voie, observons de plus près les cas particuliers que nous connaissons, à
savoir (2.12) et (2.45), pour lesquels ϕ ≡ uξξ et ϕ ≡ uξ respectivement
ϕη =uξ
(
1 + (2A− 1)ϕ+ γϕ2)− ϕξ (u− γ
2
u2ξ
)
,
ϕη =u
(
1 + α2ϕ2
)
+
n
2
α2u2ϕξ.
D’après (2.24) et (2.49), il est assez facile de remarquer que ces deux équations sont de la
forme
ϕη =
dϕ
dv
∫ ξ
ϕ+ ϕξh(
∫ ξ
ϕ,
∫∫ ξ
ϕ) (2.64)
où
∫∫ ξ
ϕ ≡
∫ ξ
dξ1
∫ ξ1
dξ2ϕ(ξ2, η) (2.65)
h est la fonction intervenant dans la loi de conservation de F
∂ηF = ∂ξ [hF ] , (2.66)
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et vaut, respectivement
h =


−(u− γ
2
u2ξ),
n
2
α2u2.
(2.67)
Il nous faut désormais trouver une fonction de v qui satisfasse (2.64) afin d’obtenir la
forme générale de la transformation de v à ϕ. Ceci est déjà fait en pratique car si l’on
pose
φ ≡ FV ′. (2.68)
l’équation précédente est exactement (2.63), à condition de montrer que σ1
F
= h dans ces
cas précis, ce qui sera fait par la suite. Nous avons donc déterminé ϕ comme une fonction
de v dans le cas général et il est aisé de vérifier que cette définition coïncide avec les
résultats déjà rencontrés.
La dernière étape est de définir le champ u, très certainement comme une intégrale
double ou simple de ϕ, et prouver que la loi de conservation pour F s’écrit de manière
locale en fonction de ce champ et de ses dérivées. D’ailleurs, nous supposons que F ne
dépend de v qu’à travers ϕ ce qui équivaut à ce que la transformation de v à ϕ soit
inversible.
Réécrivons tout d’abord l’équation satisfaite par ϕ en utilisant les champs auxiliaires
ϕη =
dϕ
dv
(v)
∫ ξ
ϕ(v) + ϕξ(v)
σ1
F
(ϕ,
∫
ϕ,
∫∫
ϕ, ...). (2.69)
ainsi que l’équation de conservation de F (2.54) dans ce contexte
∂ηF (ϕ) = ∂ξ
[
σ1
F
(ϕ,
∫
ϕ,
∫∫
ϕ, ...)F (ϕ)
]
. (2.70)
puis, comme dans la section 2.1.2, insérons (2.69) dans (2.70) pour obtenir
F ′
F
=
∂ξ
σ1
F
dϕ
dv
∫ ξ
ϕ
. (2.71)
Nous imposons que F dépende uniquement de ϕ, ce qui implique la même contrainte sur
le membre de droite. C’est le cas de dϕ
dv
et il reste la condition suivante sur σ1
F
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∂ξ
σ1
F
= h2(ϕ)
∫ ξ
ϕ. (2.72)
De plus, comme nous voulons également que l’équation d’évolution de ϕ (2.69) soit inva-
riante par la transformation de Lorentz
ξ −→ κξ, η −→ η
κ
σ1
F
doit satisfaire
σ1
F
−→ κ2σ1
F
dont on déduit que h2 doit être au plus linéaire en ϕ
h2 = a1 + a2ϕ. (2.73)
σ1
F
s’écrit finalement
σ1
F
= a1
∫∫ ξ
ϕ+
a2
2
(∫ ξ
ϕ
)2
. (2.74)
Si l’on pose {
u ≡ ∫∫ ξ ϕ a1 6= 0
u ≡ ∫ ξ ϕ a1 = 0 (2.75)
alors il est clair que nous avons atteint le but recherché. En effet nous avons réussi à
exprimer le modèle de champ scalaire relativiste correspondant au Lagrangien Lv (2.9),
pour un potentiel V quelconque, en termes d’un nouveau champ u satisfaisant une équation
d’évolution locale. Comme on peut le voir en la comparant à (2.67), l’expression (2.74)
recouvre tous les cas particuliers rencontrés jusqu’à maintenant que nous déduirons plus
en détail de ce formalisme dans la section suivante.
Avant cela, il me faut faire une remarque, à savoir que nous aurions pu arriver à
certains de ces résultats en partant de l’équation suivante
ϕη = g(ϕ)
∫ ξ
ϕ+ ϕξh(
∫ ξ
ϕ,
∫∫ ξ
ϕ). (2.76)
où g et h sont quelconques. En imposant ensuite que
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∂ηF = ∂ξ [hF ] , (2.77)
ainsi que l’invariance de Lorentz, h s’exprime en fonction de ϕ comme σ1
F
dans (2.74). Le
changement de variables (ξ, η) −→ (ξ′, η′) et (2.76) nous mène comme dans 2.1.2 à définir
le champ v selon
dv
dϕ
=
1
g
, (2.78)
avec une équation du mouvement
vξ′η′ =
ϕ
F
. (2.79)
Dans ce cas, la deuxième loi de conservation, outre celle de F , utilisée pour construire un
Lagrangien relativiste pour ϕ est donnée par
∂η
(
ϕ2ξ
Fg2
)
= ∂ξ
[
h
ϕ2ξ
Fg2
+ 2
∫ ϕ
0
ϕ
Fg
]
, (2.80)
et ce Lagrangien s’écrit
Lϕ = −1
2
ϕξϕη
g2
+
ϕ2ξ
2Fg2
∂η
∫ ξ
(F − 1)dξ1 +H(ϕ). (2.81)
avec H = −F ∫ ϕ
0
ϕ
Fg
. Il suffit ensuite de remarquer que, d’après (2.78),
∫ ϕ
0
ϕ
Fg
= V (v)
et d’exprimer (2.81) en fonction de v pour retrouver le désormais familier Lagrangien (2.9).
2.2.3 Retour sur les modèles connus
Intégrons maintenant les cas présentés en section 2.1 au contexte général défini en
2.2.2. Comme nous l’avons déjà vu, les lois de conservation pour F (1.40) et (2.47) sont
en accord avec (2.70)-(2.74), mais il semble de plus que F et V soient liés plus intimement
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et V est toujours une somme d’exponentielles.
Prenons les exemples des équations (1.35) et (2.45) pour lesquelles nous rassemblons
ici les quantités qui nous intéressent
– (1.35)
V = 1
γ−1
[
1− cos(v√γ − 1)]
F =
√
γ−1√
γ−1 cos v√γ−1+sin v√γ−1
}
=⇒ F = 1
1− (γ − 1)V + V ′ ,
– (2.45)
V = 1
nα2
[1− cosn(αv)]
F = 1
cosn αv
}
=⇒ F = 1
1− nα2V .
On peut directement voir que F s’écrit dans ces cas là
F =
1
1 + aV + bV ′
, (2.82)
avec (a, b) = (−(γ− 1), 1) et (−nα2, 0) respectivement. Explorons les conséquences d’une
telle relation entre V et F .
Cette relation permet de calculer une autre expression pour la loi de conservation de F .
En effet, le calcul de ∂η
1
F
et l’équation du mouvement (2.13) pour v dans les coordonnées
(ξ′, η′) mènent à
∂ηF = −∂ξ
[(a
2
v2η′ + bvη′η′
)
F
]
. (2.83)
Ce qui dérange au premier coup d’oeil dans cette nouvelle version de la conservation de
F est la présence de v2η′ et de vη′η′ , créant un mélange des deux systèmes de coordonnées.
Afin de s’affranchir de tout problème, nous allons donc relier ces quantités à d’autres
exprimées dans les coordonnées (ξ, η). Utilisons à nouveau (2.13) pour obtenir
vη′ =
∫ ξ′
dξ′1V
′ =
∫ ξ
dξ1FV
′ =
∫ ξ
dξ1ϕ(v) (2.84)
vη′η′ =
∫ ξ′
dξ′1V
′′vη′ =
∫ ξ
dξ1FV
′′
∫ ξ1
dξ2ϕ(v). (2.85)
Les résultats de la section 2.2.2 nous ont montré que l’équation de conservation de F devait
être de la forme (2.70)-(2.74) donc vη′η′ doit être fonction de (
∫ ξ
ϕ)2 et
∫∫ ξ
ϕ seulement
sauf bien sûr si b = 0. La seule façon de réaliser cette condition est d’avoir
FV ′′ ≡ a3 + a4ϕ, (2.86)
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et finalement (2.83) devient
∂ηF = −∂ξ
[(
a+ ba4
2
(∫ ξ
ϕ
)2
+ ba3
∫∫ ξ
ϕ
)
F
]
. (2.87)
On peut vérifier que tout ça est compatible avec les résultats généraux. La combinaison
de (2.71) et (2.73) nous donne :
1
F
dF
dv
= a1 + a2ϕ, (2.88)
qu’on réécrit
1
F
dF
dv
= −a1
a3
(a3 + a4FV
′) +
(
a2 − a1a4
a3
)
FV ′
= −F
(
a1
a3
V ′′ −
(
a2 − a1a4
a3
)
V ′
)
. (2.89)
On retrouve bien (2.82) lorsque l’on intègre sur v, que l’on prend la condition F → 1 à la
limite v → 0 et que l’on identifie les constantes comme suit :
{
a1 = −ba3
a2 = −(a+ ba4)
. (2.90)
Nous voyons donc que la condition supplémentaire par rapport au cas général est (2.86)
(ou a1 = 0) et qu’elle engendre la forme particulière (2.82) de F et de sa conservation.
Il est intéressant de se demander quelle contrainte elle entraîne sur V , autrement dit
quels potentiels on peut atteindre avec cette restriction. Pour obtenir une équation pour
V il suffit de remplacer F par son expression (2.82) dans (2.86) :
V ′′ = a3 (1 + aV + bV
′) + a4V
′. (2.91)
Avec les conditions aux limites V (0) = 0 et V ′(0) = 0, la solution de cette équation est
donnée par le système
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V = −1
a
+ d1e
r+v + d2e
r−v (2.92)
d1 + d2 − 1
a
= 0 (2.93)
r+d1 + r−d2 = 0 (2.94)
où r± sont les racines de
r2 + (bc1 − c2) r − ac1
et sont complètement déterminées quand on connaît a, b, a3 et a4.
Tous les potentiels correspondant aux équations que nous avons présentés en 2.1 sont
du type de (2.92). Cela achève donc de dresser un cadre théorique autour de ces modèles
qui semblaient partager de manière fortuite des propriétés remarquables.
2.3 Equation locale non relativiste et modèle de sine-
Gordon
Nous venons de tirer au clair les structures sous-jacentes responsables des grandes
similarités entre plusieurs familles d’équations et de déterminer les conditions plus géné-
rales de l’existence d’un lien entre modèles de champs relativistes multivalués et équations
locales possédant elles aussi une symétrie de Lorentz. Un dernier développement mathé-
matique mérite d’être mentionné dans ce chapitre avant de se tourner vers une étude
quantique du Lagrangien Lv. Du fait de leur relation à un même système intégrable, à
savoir celui de sine-Gordon, il paraît pertinent de se demander s’il existe une équation de
laquelle (1.35) et (2.28) seraient des limites particulières. On peut en effet construire une
telle équation en les mélangeant comme nous allons le voir immédiatement.
2.3.1 Equation de mélange
Après quelques essais aux premiers ordres dans les dérivées et les non-linéarités, le
Lagrangien suivant, composé à partir de (1.36) et (2.37),
L = 1
2
uξuη +
1
2
u2 − 1
2
α2u2u2ξ + uf −
γ
24
u4ξ , (2.95)
où f = f(u2ξ), semble l’outil approprié pour commencer cette quête. On en tire immédia-
tement une équation du mouvement qui s’écrit, si l’on pose f ′ = df/du2ξ
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uξη = u+ f − 2u2ξf ′ − 2uuξξf ′ − 4uu2ξuξξf ′′ + α2
(
u2uξξ + uu
2
ξ
)
+
γ
2
uξξu
2
ξ . (2.96)
Mélangeant à nouveau les expressions obtenues dans les cas de (1.35) et (2.28), nous
sommes amenés à supposer pour F et sa loi de conservation les formes suivantes
F =
√
f1 + 2uξξf2 + u2ξξf3, (2.97)
∂ηF =− ∂ξ
(
−α2u2F +
(
uf4 − γ
2
u2ξ
)
F
)
, (2.98)
où les fi sont encore fonction de u
2
ξ uniquement. Identifier les coefficients des différents
termes en unumξ u
p
ξξ, (m 6= 2) dans (2.98) permet de déterminer f1
f1 =
(
1 + α2u2ξ
)2
, (2.99)
et d’obtenir un système d’équations pour les f et les fi restantes
2f ′ + 4u2ξf
′′ − f4 = 0, (2.100)
f ′2 +
(
1 + α2u2ξ
)
f ′4 = 0, (2.101)
f ′3
(
1 + α2u2ξ
)− 12f2f ′′ − 8u2ξf2f ′′′ + 2α2f3 + 4f2f ′4 = 0, (2.102)
f ′3f − 2u2ξf ′f ′3 − γf2 − f3f4 = 0, (2.103)
2ff ′2 − 4u2ξf ′f ′2 +
(
1 + α2u2ξ
)
f3 − γf1 = 0. (2.104)
En examinant attentivement ces équations, on peut remarquer que f n’apparaît qu’au
travers de (2.100). Nous allons donc utiliser cette dernière pour éliminer f dans un premier
temps puis la calculer en fonction de f4. Commençons par transformer (2.102) en
f ′3
(
1 + α2u2ξ
)
+ 2α2f3 − 2f ′5f2 = 0 (2.105)
puis en la multipliant par
(
1 + α2u2ξ
)
et en se servant de (2.101), on obtient
f ′3
(
1 + α2u2ξ
)2
+ 2α2
(
1 + α2u2ξ
)
f3 − 2f ′2f2 = 0 (2.106)
qui s’intègre en
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f3
(
1 + α2u2ξ
)2 − f 22 = 0. (2.107)
L’étape suivante est de réécrire le système de la sorte
2f ′ + 4u2ξf
′′ − f4 = 0, (2.100)
f ′2 +
(
1 + α2u2ξ
)
f ′4 = 0, (2.101)
f3
(
1 + α2u2ξ
)2 − f 22 = 0, (2.102)′
−1
2
f ′3
∫
f4 − γf2 − f3f4 = 0, (2.103)′
−f ′2
∫
f5 +
(
1 + α2u2ξ
)
f3 − γf1 = 0. (2.103)′
De fastidieux calculs nous mènent finalement aux solutions pour les fi
f1 =
(
1 + α2u2ξ
)2
, (2.108)
f2 = − 1√
1 + α2γu2ξ
[
1 +
3
2
α2γu2ξ +
1
2
α4γu4ξ
]
, (2.109)
f3 = γ +
1
4
α4γ2u4ξ
1 + α2γu2ξ
, (2.110)
f4 =
1 + 3
2
α2γu2ξ√
1 + α2γu2ξ
, (2.111)
puis pour f
f = −1
4
α2γu2ξ
√
1 + α2γu2ξ +
√
−α2γu2ξ arctan
(√
−α2γu2ξ
1 + α2γu2ξ
)
. (2.112)
Après avoir résolu les contraintes sur les fonctions (f, fi), il est possible de reformuler
l’équation du mouvement pour u de manière nettement plus simple, notamment grâce à
(2.100) :
uξη = u− 1
2
u2ξ
√
1 + α2γu2ξ −uuξξ

 1 + 32α2γu2ξ√
1 + α2γu2ξ

+α2 (u2uξξ + uu2ξ)+ γ2uξξu2ξ . (2.113)
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Nous sommes bien arrivé à ce que nous recherchions : cette équation se réduit au
premier modèle (1.35) lorsque α = 0 et tend vers le second (2.28) à la limite γ = 0,
α→∞, αu fini. Remarquons en dernier lieu que l’équation de mélange (2.113) n’est plus
invariante relativiste comme on pouvait s’y attendre pour avoir mélangé deux équations
avec des transformations de Lorentz différentes.
2.3.2 Transformations de Bäcklund
Maintenant que nous avons une équation qui englobe à la fois (1.35) et (2.28), nous
allons bien entendu chercher quel lien elle pourrait avoir avec le modèle de sine-Gordon.
L’idée est, comme d’habitude, d’effectuer un changement de coordonnées du type (1.41)
avec F défini par (2.97) et une transformation de champ pour laquelle nous choisissons
(2.35). (2.113) devient alors
vξ′η′ =
1
α
√
1 + (γ − 1) v2ξ′ sinαv, (2.114)
qui n’est autre que sine-Gordon dans la limite γ = 0, α → ∞, αv fini, correspondant à
la seconde limite évoquée à la fin du paragraphe précédent. Il est amusant de remarquer
que (2.114) se réduit aussi à sine-Gordon si l’on prend γ = 1, ce à quoi on ne s’attendait
pas en observant (2.113) qui se révèle être dans cette limite un énième système lié avec
ce modèle omniprésent. Le Lagrangien pour cette équation s’écrit
Lv =1
2
vξ′vη′ +
1
α2
(cosαv − 1)
√
1 + (γ − 1) v2ξ′
− 1
2 (γ − 1)
√
1 + (γ − 1) v2ξ′∂η′
∫ ξ′√
1 + (γ − 1) v2ξ′ . (2.115)
et le modèle est intégrable grâce à la paire de Lax suivante
L =∂ξ′ − i
√
λτ1 − 1
2

√γ − 1 vξ′ξ′√
1 + (γ − 1) v2ξ′
+ iαvξ′

 τ3 (2.116)
M =− i
4
√
λ
[
i
√
γ − 1vξ′ sinαv +
√
1 + (γ − 1) v2ξ′ cosαv
]
τ1
+
1
4
√
λ
[√
γ − 1vξ′ cosαv + i
√
1 + (γ − 1) v2ξ′ sinαv
]
τ2 (2.117)
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où les τi sont les matrices de Pauli usuelles comme au chapitre précédent. En observant
attentivement ces matrices de Lax, on se rend compte qu’il est possible d’aller encore plus
loin dans l’exploration de la relation de ce modèle à celui de sine-Gordon, par l’introduction
d’un champ w selon
[√
γ − 1vξ′ +
√
1 + (γ − 1) v2ξ′
]
eiαv =eiαw, (2.118)[
−
√
γ − 1vξ′ +
√
1 + (γ − 1) v2ξ′
]
e−iαv =e−αiw. (2.119)
On dérive ensuite ces équations par rapport à ξ′, ce qui donne
iαvξ′ +
√
γ − 1 vξ′ξ′√
1 + (γ − 1) v2ξ′
= iαwξ′ , (2.120)
−iαvξ′ +
√
γ − 1 vξ′ξ′√
1 + (γ − 1) v2ξ′
= iαwξ′ , (2.121)
et l’on exprime (2.116) et (2.117) en fonction de w. Comme par miracle, on retrouve la
paire de Lax de sine-Gordon, qui encore une fois est cachée derrière une équation non
linéaire loin d’être triviale !
Pour comprendre ce que représente le champ v par rapport au champ w, divisons
(2.118) et (2.119) par eiαv et e−iαv respectivement et prenons la différence, ce qui nous
laisse avec
√
1− γvξ′ = sinα (w − v) . (2.122)
Cette identité rappelle une transformation de Bäcklund pour sine-Gordon. En effet, celle-
ci s’écrit pour deux solutions w1 et w2 et un paramètre k
∂ξ′
(
w1 + w2
2
)
= k sin
(
w1 − w2
2
)
= k sin
(
w1 − w1 + w2
2
)
, (2.123)
∂η′
(
w1 − w2
2
)
=
1
k
sin
(
w1 + w2
2
)
, (2.124)
et (2.123) est tout simplement (2.122) si l’on identifie champs et paramètres comme suit
αw = w1,
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αv =
w1 + w2
2
,
et
k =
α√
1− γ .
Afin de vérifier que tout est bien cohérent, dérivons l’équation (2.123) par rapport à ξ′
∂2ξ′η′
(
w1 + w2
2
)
=k∂η′ sin
(
w1 − w2
2
)
= cos
(
w1 − w2
2
)
sin
(
w1 + w2
2
)
=
√
1 +
1
k2
(
∂ξ′
(
w1 + w2
2
))2
sin
(
w1 + w2
2
)
(2.125)
qui correspond comme attendu à (2.114).
Un dernier point doit être examiné ici, à savoir le sort de la deuxième combinaison
de solutions de sine-Gordon utilisée dans la transformation de Bäcklund. Avec l’aide des
équations (2.35), (2.97) et (2.96) notamment, on peut montrer que
w1 − w2
2
= arctan
uξξ
√
γ − 1(
1 + α2u2ξ
)2 − uξξf2 (2.126)
qui est la transformation de u et ses dérivées à v2, défini par
v2 ≡ 1√
γ − 1
w1 − w2
2
,
et qui se réduit à (2.5) pour α = 0. Ce résultat est assez rassurant car on s’attendait à voir
intervenir cette transformation tôt ou tard par souci de symétrie. v2 satisfait l’équation
du mouvement suivante
v2ξ′η′ =
1√
γ − 1
√
1 + α2v22η′ sin v2
√
γ − 1 (2.127)
qui est à nouveau sine-Gordon pour α = 0, comme le suggérait la fin de la dernière section.
Disons pour finir qu’il est, là aussi, possible de construire un Lagrangien et une paire de
Lax semblable à celle de v mis à part l’échange des rôles de α et
√
γ − 1 d’une part, et
de ∂ξ′ et ∂η′ d’autre part.
Le résultat important auquel nous sommes arrivés ici est donc que nous avons dé-
couvert une équation, (2.113) dont les solutions sont des combinaisons de deux solutions
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de sine-Gordon reliées par une transformation de Bäcklund, auxquelles on applique des
transformations de coordonnées et de champ.
Pour conclure cette discussion, ajoutons simplement que l’on peut réaliser le même
genre de construction en remplaçant (2.28) par la SPE (2.41), avec α quelconque, de la
manière suivante
uξη = u+ f − uuξξh+ γ
2
uξξu
2
ξ + α
2
(
u2uξξ + 2uu
2
ξ
)
, (2.128)
où f et h sont toujours des fonctions de u2x. On garde la même forme pour F ainsi que pour
sa loi de conservation. Ces contraintes débouchent sur des équations et solutions encore
plus compliquées que dans le cas précédent et cela n’apporterait rien de les présenter
explicitement ici. De façon analogue, on trouve des relations avec des champs v et v2
satisfaisant les mêmes équations, avec α remplacé par α
√
2, et les mêmes résultats à propos
de combinaisons de solutions de sine-Gordon reliées par transformation de Bäcklund.
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Chapitre 3
Premières étapes de quantification
Au chapitre précédent, nous avons exploré de nombreux développements liés à une
transformation d’espace-temps du type (1.41), tels que la création de modèles de champs
relativistes à partir de diverses équations, provenant de l’hydrodynamique ou purement
mathématiques ; tournons-nous maintenant vers une étude des effets potentiels d’une telle
transformation au niveau quantique, dans le contexte de la théorie des champs. Etant
donné son caractère particulier et la présence d’un terme non local dans les Lagrangiens qui
nous intéressent, il est indispensable de procéder pas-à-pas et, comme nous le verrons dans
quelques lignes, des problèmes surviennent dès l’ordre le plus bas, à savoir les diagrammes
de Feynman en arbres.
3.1 Résolution d’une indétermination à l’ordre des arbres
par une méthode hamiltonienne
Lorsque l’on veut étudier la théorie des perturbations d’un modèle de champ scalaire,
il est assez naturel de commencer par l’ordre le plus bas, à savoir les diagrammes en
arbres. Prenons l’exemple de (2.37) :
Lv = −1
2
vξvη +
v2ξ
2F
∂η
∫ ξ
(F − 1)dξ1 − 1
2α2
tan2 αv.
Développons F et FV pour obtenir les premiers termes d’interaction :
F =
1
cos2 αv
∼ 1 + α2v2 (3.1)
FV =
1
2α2
tan2 αv ∼ 1
2
v2 +
1
3
α2v4, (3.2)
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qui sont d’ordre v4. Le terme FV va donner au niveau des arbres une fonction à quatre
points usuelle constante et nous allons nous focaliser sur le vertex
v2ξ
2F
∂η
∫ ξ
(F − 1)dξ′ ∼ v2ξ∂η
∫ ξ
dξ1v
2 (3.3)
Suivant une des méthodes habituelles de théorie des champs, calculons les diagrammes
dans l’espace des impulsions, ce qui demande la petite introduction suivante. Nous choi-
sissons pour la métrique dans les coordonnées d’espace-temps (x0 ≡ t, x1 ≡ x)
ηµν = diag(−1, 1, 1, 1) (3.4)
ce qui implique pour l’énergie-impulsion ou moment k ≡ kµ = (k0, k1)
k2 = k21 − k20 (= −m2 < 0 ⇐⇒ k sur la couche de masse), (3.5)
où m est la masse de la particule élémentaire associée à v, ici égale à 1. La plupart de
nos résultats étant exprimés en coordonnées du cône de lumière (x+ ≡ ξ, x− ≡ η), il faut
introduire les composantes de k dans ce système{
k+ = k0 + k1
k− = k1 − k0
, (3.6)
et l’on obtient une nouvelle forme pour (3.5)
k2 = k+k− (3.7)
Partant de ces définitions, on peut ensuite énoncer les règles de Feynman suivantes
• Propagateur
−i
k2 +m2
(3.8)
• Interactions
Pour traduire le vertex (3.3) dans le langage de l’espace des impulsions, on s’inspire
de ce qu’on sait sur les couplages dérivatifs pour définir
−ik+ ←− vξ (3.9)
Pn1
i=1 ki−Pn1
i=1 ki+
←− ∂η
∫ ξ
vn1dξ1. (3.10)
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Le vertex s’écrit donc :
2
k
3
k + k
4
1
k
3
k
4
k
k1+k2+
(k3 + k4)−
(k3 + k4)+
(3.11)
Ici tous les moments externes sont considérés entrant dans le vertex et, comme d’habitude,
leur somme est nulle. La fonction à quatre points que l’on peut construire à partir de cette
expression se calcule en prenant quatre moments externes pi, i = 1, 2, 3, 4 et en sommant
sur toutes les répartitions possibles de ces moments sur les pattes du vertex. Le résultat
est proportionnel à
G = p1+p2+
(p3 + p4)−
(p3 + p4)+
+ p1+p3+
(p2 + p4)−
(p2 + p4)+
+ p1+p4+
(p2 + p3)−
(p2 + p3)+
+p2+p3+
(p1 + p4)−
(p1 + p4)+
+ p2+p4+
(p1 + p3)−
(p1 + p3)+
+ p3+p4+
(p1 + p2)−
(p1 + p2)+
.
(3.12)
Tout semble aller pour le mieux jusqu’ici mais la situation se gâte quelque peu lorsque
l’on impose aux moments externes d’être sur la couche de masse :
pi+pi− = −m2 = −1. (3.13)
ce qui correspond à l’hyperbole habituelle dans le plan (p0, p1). Cette contrainte implique
pi+pj+
(pi + pj)−
(pi + pj)+
= −1 (3.14)
En utilisant
∑
pi = 0, on pourrait mettre tous les termes de (3.12) sous la forme du
membre de gauche de l’identité précédente et montrer que la fonction à quatre points est
constante. Le problème vient du fait que quatre moments vérifiant (3.13) doivent être
opposés deux à deux pour que leur somme soit nulle, entraînant une situation indéfinie
où zéro divise zéro dans certains des termes de G.
Pour lever cette indétermination, l’idée est de calculer les amplitudes de probabilité
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correspondant à la fonction à quatre points en arbres avec la théorie des perturbations de
mécanique quantique. Pour ce faire :
• dans un premier temps, on calcule le Hamiltonien correspondant au Lagrangien∫
d2xLaux , puis on exprime les champs v et σi en termes d’opérateurs d’oscillateurs
harmoniques puis le Hamiltonien libre et les termes d’interaction qui nous intéressent en
fonction de ces mêmes oscillateurs.
• La seconde étape consiste à déterminer et à calculer, en appliquant les formules de la
théorie des perturbations de mécanique quantique, les amplitudes de probabilité avec un
état initial et un état final tous deux à deux particules et tous les états intermédiaires
possibles.
3.1.1 Hamiltonien en présence des champs auxiliaires
Le point de départ est la densité lagrangienne pour le champ v et les champs auxiliaires
σ1 et σ2 :
Laux = −1
2
vξvη − σ1∂ξσ2 + σ1
v2ξ
2F
+ (F − 1) ∂ησ2 − FV (v). (3.15)
Avant de déterminer le Hamiltonien, il faut écrire Laux dans les coordonnées d’espace-
temps (x, t) :
Laux = 1
2
(
v2t − v2x
)− 1
2
σ1 (∂xσ2 + ∂tσ2) + σ1
(vx + vt)
2
2F
+ (F − 1) (∂xσ2 − ∂tσ2)− FV (v), (3.16)
et calculer les moments associés aux champs :
πv ≡ ∂Laux
∂vt
= vt +
σ1
F
(vx + vt) , (3.17)
π1 ≡ ∂Laux
∂ (∂tσ1)
= 0, (3.18)
π2 ≡ ∂Laux
∂ (∂tσ2)
= −1
2
σ1 − 1
2
(F − 1) . (3.19)
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Le fait que π1 soit nul signifie que l’on peut éliminer σ1 du Hamiltonien et, d’après (3.19),
on peut l’exprimer en fonction des autres champs selon :
σ1 = − (2π2 + F − 1) . (3.20)
La densité de Hamiltonien s’écrit alors :
H = πvvt + π2∂tσ2 − L (3.21)
soit, après quelques simplifications,
H = 1
2
v2t
(
1 +
σ1
F
)
+
1
2
v2x
(
1− σ1
F
)
+
1
2
σ1∂xσ2 − 1
2
(F − 1) ∂xσ2 + FV. (3.22)
Pour supprimer toute dépendance explicite de H par rapport au temps, on cherche à
réécrire vt en fonction des champs et des moments. (3.17) nous donne
vt
(
1 +
σ1
F
)
= πv − σ1vx
F
(3.23)
puis, grâce à (3.20), on obtient
vt =
Fπv + vx (2π2 + F − 1)
1− 2π2 . (3.24)
En insérant (3.20) et (3.24) dans (3.22), on trouve l’expression suivante pour le Hamilto-
nien :
H = 1
2
Fπ2v + 4πvπ2vx + 2πvvx (F − 1) + v2xF
1− 2π2 − π2∂xσ2 − (F − 1) ∂xσ2 + FV. (3.25)
En vue des calculs à venir, il faut décomposer le Hamiltonien
H =
∫
dxH = H(0) +H(Int), (à t = 0) (3.26)
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oùH(0) est le Hamiltonien libre ou cinétique etH(Int) le Hamiltonien d’interaction à l’ordre
souhaité. En effet, nous allons appliquer les formules suivantes de mécanique quantique
A(1) =〈f |H(Int)|i〉 (3.27)
A(2) =
∑
int
〈f |H(Int)|int〉〈int|H(Int)|i〉
E
(0)
i − E(0)int
(3.28)
où l’on a défini un ensemble d’états propres de H(0), dont l’état initial |i〉 et l’état final |f〉
sont deux représentants, et où E
(0)
i et E
(0)
int sont les valeurs propres de H
(0) correspondant
à |i〉 et à l’état intermédiaire du terme considéré.
En développant (3.25) pour des champs de faible amplitude et en remplaçant F et FV
par (3.1) et (3.2), on arrive, à l’ordre quartique, à
H(0) =
∫
dx
[
1
2
π2v +
1
2
v2x +
1
2
v2 − π2∂xσ2
]
, (3.29)
H(Int) =
∫
dx
[
1
2
α2v2 (πv + vx)
2 +
1
3
α2v4 + π2 (πv + vx)
2 − α2v2∂xσ2
]
. (3.30)
3.1.2 Développement en opérateurs de création et d’annihilation
Comme attendu, le Hamiltonien libre pour v, qu’on note H
(0)
v , est la limite continue
d’un ensemble infini d’oscillateurs harmoniques de fréquences ω2n = 1 + k
2
n. Prenons la
transformée de Fourier de v en fonction d’opérateurs de création et d’annihilation
v(x) =
∫
dk˜
[
vke
ikx + v†ke
−ikx
]
, (3.31)
où dk˜ est la mesure invariante relativiste. Si l’on restreint x à un intervalle [0, L], ceci
devient
v(x) =
1√
L
∑
n
1√
2ωn
[
vne
iknx + v†ne
−iknx] . (3.32)
avec kn =
2npi
L
. Le moment associé πv s’écrit
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πv(x) =
−i√
L
∑
n
√
ωn
2
[
vne
iknx − v†ne−iknx
]
. (3.33)
Les opérateurs vn et v
†
n obéissent à
[vn, vm] =
[
v†n, v
†
m
]
= 0;
[
vn, v
†
m
]
= δn,m (3.34)
Enfin, si l’on insère (3.32) et (3.33) dans (3.29) on retrouve bien le Hamiltonien d’une
somme d’oscillateurs harmoniques
H(0)v ≡
∫ L
0
dx
[
1
2
π2v +
1
2
v2x +
1
2
v2
]
=
1
2
∑
n
ωn
(
vnv
†
n + v
†
nvn
)
. (3.35)
H(0)v =
∑
n
ωn : v
†
nvn :, (ordre normal) (3.36)
Le terme −π2∂xσ2 dans (3.29) correspond à une densité de quantité de mouvement et
l’on nomme son intégrale H
(0)
2 . L’idée, inhabituelle, pour traiter le champ σ2 est de le
décomposer de la même manière que v
σ2(x) =
1√
L
∑
m6=0
1√
2γn
[
σme
iqmx + σ†me
−iqmx] . (3.37)
π2(x) =
−i√
L
∑
n
√
γm
2
[
σme
iqmx − σ†me−iqmx
]
. (3.38)
où σm et σ
†
m vérifient l’analogue de (3.34), ce qui implique que son énergie est donnée par
un Hamiltonien du type de (3.36) et que H
(0)
2 lit sa quantité de mouvement. En effet, H
(0)
2
devient
H
(0)
2 ≡ −
∫ L
0
dxπ2∂xσ2 =
1
2
∑
m6=0
qm
(
σmσ
†
m + σ
†
mσm
)
. (3.39)
H
(0)
2 =
∑
m6=0
qm : σ
†
mσm :, (ordre normal) (3.40)
qui est la quantité de mouvement d’un ensemble d’oscillateurs définis comme précédem-
ment.
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Nous sommes maintenant en mesure de définir un ensemble d’états propres de H(0) et
de calculer les valeurs propres correspondantes :
– états propres
|..., Ni, ...; ...,Mj, ...〉 ≡ ...v†i ...σ†j ...|0〉 (3.41)
avec
{
Ni : nombre de particules créées par le mode i du champ v
Mj : nombre de particules créées par le mode j du champ σ2
– valeurs propres
Ea ≡ H(0)|a〉 =
∑
i
Niωi +
∑
j 6=0
Mjqj (3.42)
L’état fondamental |0〉 est tel que :
v†n|0〉 = 0, n ∈ Z (3.43)
On s’intéresse à présent aux termes d’interaction, qu’on va exprimer avec les vn, v
†
n, σm, σ
†
m.
H(Int) =I + II + III + IV (3.44)
I ≡
∫ L
0
dx
1
2
α2v2 (πv + vx)
2
II ≡
∫ L
0
dx
1
3
α2v4
III ≡
∫ L
0
dxπ2 (πv + vx)
2
IV ≡− α2v2∂xσ2 (3.45)
De la manière analogue à ce qu’on a fait pour H(0), on remplace v, σ2 et leurs moments
par leurs décompositions en oscillateurs dans (3.30). Après intégration sur x et en utilisant
la notation δn ≡ δn,0, on obtient une expression pour chacun des termes I − IV :
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I =− α
2
8L
∑
i1
∑
i2
∑
i3
∑
i4
(ki1 − ωi1) (ki2 − ωi2)√
ωi1ωi2ωi3ωi4[
δi1+i2+i3+i4
(
vi1vi2vi3vi4 + v
†
i1
v†i2v
†
i3
v†i4
)
− δ−i1+i2+i3+i4
(
v†i1vi2vi3vi4 + vi1v
†
i2
v†i3v
†
i4
)
−δi1−i2+i3+i4
(
vi1v
†
i2
vi3vi4 + v
†
i1
vi2v
†
i3
v†i4
)
− δi1+i2−i3+i4
(
vi1vi2v
†
i3
vi4 + v
†
i1
v†i2vi3v
†
i4
)
+δi1+i2+i3−i4
(
vi1vi2vi3v
†
i4
+ v†i1v
†
i2
v†i3vi4
)
+ δi1+i2−i3−i4
(
vi1vi2v
†
i3
v†i4 + v
†
i1
v†i2vi3vi4
)
−δi1−i2−i3+i4
(
vi1v
†
i2
v†i3vi4 + v
†
i1
vi2vi3v
†
i4
)
− δi1−i2+i3−i4
(
vi1v
†
i2
vi3vi4 + v
†
i1
vi2v
†
i3
vi4
) ]
(3.46)
II =
α2
12L
∑
i1
∑
i2
∑
i3
∑
i4
1√
ωi1ωi2ωi3ωi4[
δi1+i2+i3+i4
(
vi1vi2vi3vi4 + v
†
i1
v†i2v
†
i3
v†i4
)
+ δ−i1+i2+i3+i4
(
v†i1vi2vi3vi4 + vi1v
†
i2
v†i3v
†
i4
)
+δi1−i2+i3+i4
(
vi1v
†
i2
vi3vi4 + v
†
i1
vi2v
†
i3
v†i4
)
+ δi1+i2−i3+i4
(
vi1vi2v
†
i3
vi4 + v
†
i1
v†i2vi3v
†
i4
)
+δi1+i2+i3−i4
(
vi1vi2vi3v
†
i4
+ v†i1v
†
i2
v†i3vi4
)
+ δi1+i2−i3−i4
(
vi1vi2v
†
i3
v†i4 + v
†
i1
v†i2vi3vi4
)
+δi1−i2−i3+i4
(
vi1v
†
i2
v†i3vi4 + v
†
i1
vi2vi3v
†
i4
)
+ δi1−i2+i3−i4
(
vi1v
†
i2
vi3vi4 + v
†
i1
vi2v
†
i3
vi4
) ]
(3.47)
III =
i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj√
ωi1ωi2γj[
δj+i1+i2
(
vi1vi2σj − v†i1v†i2σ†j
)
+ δj−i1+i2
(
v†i1vi2σj + vi1v
†
i2
σ†j
)
+δj+i1−i2
(
vi1v
†
i2
σj + v
†
i1
vi2σ
†
j
)
+ δj−i1−i2
(
vi1vi2σ
†
j + v
†
i1
v†i2σj
) ]
(3.48)
IV =− iα
2
2
√
2L
∑
i1
∑
i2
∑
j 6=0
qj√
ωi1ωi2γj[
δj+i1+i2
(
vi1vi2σj − v†i1v†i2σ†j
)
+ δj−i1+i2
(
v†i1vi2σj − vi1v†i2σ†j
)
+δj+i1−i2
(
vi1v
†
i2
σj − v†i1vi2σ†j
)
+ δj−i1−i2
(
vi1vi2σ
†
j − v†i1v†i2σj
) ]
(3.49)
Il faut convenir que ces termes ont une apparence terrifiante, mais nous verrons par la
suite qu’ils ne sont pas si compliqués à manipuler. L’étape suivante est de calculer les
sommes I + II et III + IV , car elles interviendront dans les amplitudes de probabilité
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du type de (3.27) et (3.28) respectivement.
S1 ≡I + II
=
α2
8L
∑
i1
∑
i2
∑
i3
∑
i4
1√
ωi1ωi2ωi3ωi4[(
2
3
− (ki1 − ωi1) (ki2 − ωi2)
)
×
(
δi1+i2+i3+i4
(
vi1vi2vi3vi4 + v
†
i1
v†i2v
†
i3
v†i4
)
+ δi1+i2−i3+i4
(
vi1vi2v
†
i3
vi4 + v
†
i1
v†i2vi3v
†
i4
)
+δi1+i2+i3−i4
(
vi1vi2vi3v
†
i4
+ v†i1v
†
i2
v†i3vi4
)
+ δi1+i2−i3−i4
(
vi1vi2v
†
i3
v†i4 + v
†
i1
v†i2vi3vi4
))
+
(
2
3
+ (ki1 − ωi1) (ki2 − ωi2)
)
×(
δ−i1+i2+i3+i4
(
v†i1vi2vi3vi4 + vi1v
†
i2
v†i3v
†
i4
)
+ δi1−i2+i3+i4
(
vi1v
†
i2
vi3vi4 + v
†
i1
vi2v
†
i3
v†i4
)
+δi1−i2−i3+i4
(
vi1v
†
i2
v†i3vi4 + v
†
i1
vi2vi3v
†
i4
)
+ δi1−i2+i3−i4
(
vi1v
†
i2
vi3vi4 + v
†
i1
vi2v
†
i3
vi4
))]
(3.50)
S2 ≡III + IV
=
i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
1√
ωi1ωi2γj
×
[ (
(ki1 − ωi1) (ki2 − ωi2) γj − α2qj
)×(
δj+i1+i2
(
vi1vi2σj − v†i1v†i2σ†j
)
+ δj−i1−i2
(
v†i1v
†
i2
σj − vi1vi2σ†j
))
+
(
(ki1 − ωi1) (ki2 − ωi2) γj + α2qj
)×(
δj−i1+i2
(
vi1v
†
i2
σ†j − v†i1vi2σj
)
δj+i1−i2
(
v†i1vi2σ
†
j − vi1v†i2σj
))]
(3.51)
Voyons maintenant comment se calculent les amplitudes de probabilité à partir de ces
sommes.
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3.1.3 Amplitudes de probabilité
En premier lieu, nous choisissons comme états initial et final
{
|i(n1, n2)〉 ≡ |1n1 , 1n2 ; 0〉
Ei = ωn1 + ωn2
(3.52)
{
|f(n3, n4)〉 ≡ |1n3 , 1n4 ; 0〉
Ei = ωn3 + ωn4
(3.53)
Afin de prendre en compte toutes les possibilités, il faudra sommer sur toutes les valeurs
des ni. Lorsqu’aucune confusion n’est possible, j’utiliserai la notation |i〉, |n〉. A partir de
ces définitions et de celles des sommes (3.50) et (3.51), nous trouvons sept amplitudes
qui approximent la fonction à quatre points (3.12) et nous les représentons de manière
diagrammatique :
• A1
n3 n4
3
4
n1 n2
1 2
• A2 et A3
σ m
n1
1 2
3
4
n3 n4
n2
n3 n4
3
4
n1 n2
1 2
σ m
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• A4 et A5
σ m
n1
n2
n4
n3
1
4
2
3
n1
n2
n4 n3
σ m
4 3
2
1
• A6 et A7
n1
n2
n3n4
σ m
4
3
2
1
σ m
n2n1
n3n4
4 3
21
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Les propriétés du formalisme que nous avons choisi nous fournissent des règles pour le
calcul des Ai. Tout d’abord, on ne garde que les termes dans lesquels apparaissent le
même nombre d’opérateurs de création et d’annihilation de même espèce, car en vertu de
(3.43), ou de son conjugué hermitique, les autres termes sont nuls. Ensuite, nous n’avons
considéré que des amplitudes dont les représentations sont connexes, ce qui implique
que nous ne conserverons que les termes pour lesquels les opérateurs de création (resp.
d’annihilation) des états initial et final sont commutés avec des opérateurs d’annihilation
(resp. de création) des termes d’interaction, comme dans le calcul des diagrammes de
Feynman en formalisme canonique en théorie des champs - cas très proche en pratique de
ce qu’on fait ici.
Voyons cela de plus près avec l’exemple de A1 qui est la seule amplitude du premier
ordre et s’écrit
A1 =
∑
n1
∑
n2
∑
n3
∑
n4
〈f |S1|i〉. (3.54)
Le premier terme non nul contient
〈f |vi1vi2v†i3v†i4 |i〉 = 〈0|vn3vn4vi1vi2v†i3v†i4v†n1v†n2|0〉 (3.55)
Conformément aux règles de calcul énoncées précédemment, nous allons d’abord commu-
ter v†i3v
†
i4
avec v†n1v
†
n2
puis utiliser l’identité suivante
vavbv
†
cv
†
d = v
†
cv
†
dvavb + δa,cv
†
dvb + δa,dv
†
cvb + δb,cv
†
dva + δb,dv
†
cva + δa,cδb,d + δa,dδb,c, (3.56)
ce qui nous mène à
〈f |vi1vi2v†i3v†i4|i〉 = (δi1,n1δi2,n2 + δi1,n2δi2,n1) 〈0|vn3vn4v†i3v†i4 |0〉
= (δi1,n1δi2,n2 + δi1,n2δi2,n1) (δi3,n3δi4,n4 + δi3,n4δi4,n3) . (3.57)
Afin de ne pas saturer le texte de calculs qui n’apportent rien de plus à la compréhension,
j’ai reporté celui des autres termes à l’appendice B.
On voit clairement dans la formule (3.50) que A1 est symétrique sous l’échange
(i1 ↔ i2, i3 ↔ i4),
ce qui nous amène à regrouper les termes en fonction de cette symétrie. Par exemple,
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〈f |vi1vi2v†i3v†i4 + v†i1v†i2vi3vi4|i〉
contient la somme
δi1,n1δi2,n2δi3,n3δi4,n4 + δi1,n1δi2,n2δi3,n4δi4,n3
+ δi1,n2δi2,n1δi3,n3δi4,n4 + δi1,n2δi2,n1δi3,n4δi4,n3 (3.58)
qui est invariante par l’ensemble des permutations évoquées ci-dessus. Lorsque l’on insère
ces résultats dans (3.54) et que l’on somme sur i1, i2, i3 et i4, on obtient la contribution
de (3.58) à A1
∑
n1
∑
n2
∑
n3
∑
n4
4√
ωn1ωn2ωn3ωn4
(
2
3
− (kn1 − ωn1) (kn2 − ωn2)
)
δn1+n2−(n3+n4) (3.59)
Le calcul des autres contributions est fait dans l’appendice B. Finalement, l’amplitude A1
vaut
A1 =
α2
8L
∑ ′ 1√
ωn1ωn2ωn3ωn4
[
4−∆n1∆n2 −∆n3∆n4
+∆n1∆n3 +∆n1∆n4 +∆n2∆n3 +∆n2∆n4
]
(3.60)
où l’on a défini la somme ∑ ′ ≡ ∑
n1,n2,n3,n4
n1+n2=n3+n4
et ∆ni ≡ kni − ωni .
Les amplitudes restantes sont du type (3.28)
Ai =
∑
n1
∑
n2
∑
n3
∑
n4
∑
int
〈f |S2|int〉〈int|S2|i〉
E
(0)
i − E(0)int
(3.61)
où les états initial et final |i〉 et |f〉 sont définis comme avant par (3.52) et (3.53). Je vais
présenter ici le calcul de A2 et renvoyer le compréhensif lecteur à l’appendice B pour les
autres.
Dans le cas de A2, les états intermédiaires et leurs énergies sont
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{
|int〉 ≡ |0; 1m〉 = σ†m|0〉
Eint = qm
(3.62)
et
∑
int ≡
∑
m. Commençons par déterminer les éléments de matrice de (3.61), en utilisant
les règles de commutation des opérateurs de création/annihilation et la restriction aux
amplitudes connexes pour sélectionner les termes a priori non nuls.
〈int|S2|i〉 = 〈0|σmS2v†n1v†n2|0〉
= − i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj − α2qj√
ωi1ωi2γj
× δj−i1−i2〈0|σmσ†jvi1vi2v†n1v†n2 |0〉
= − i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj − α2qj√
ωi1ωi2γj
× δj−i1−i2δm,j (δi1,n1δi2,n2 + δi1,n2δi2,n1)
〈int|S2|i〉 = − i√
2L
∆n1∆n2γm − α2qm√
ωn1ωn2γm
δm−n1−n2 (3.63)
où ∆n est défini comme avant. De même
〈f |S2|int〉 = 〈0|vn3vn4S2σ†m|0〉
=
i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj − α2qj√
ωi1ωi2γj
× δj−i1−i2〈0|vn3vn4v†i1v†i2σjσ†m|0〉
〈f |S2|int〉 = i√
2L
∆n3∆n4γm − α2qm√
ωn3ωn4γm
δm−n3−n4 (3.64)
Nous pouvons maintenant calculer la valeur de A2 d’après (3.61) pour finalement obtenir
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A2 =
∑
n1
∑
n2
∑
n3
∑
n4
∑
m
δm−n1−n2δm−n3−n4
2L
(∆n1∆n2γm − α2qm) (∆n3∆n4γm − α2qm)
γm
√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 − qm)
A2 =
∑ ′ 1
2L
(∆n1∆n2γn1+n2 − α2qn1+n2) (∆n3∆n4γn3+n4 − α2qn3+n4)
γn1+n2
√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 − qn1+n2)
(3.65)
Le calcul des autres amplitudes de probabilité est présenté dans l’appendice B. Il ne
reste désormais qu’à faire la somme de toutes les amplitudes pour obtenir la valeur de
la fonction à quatre points et il est intéressant de regrouper les termes de cette somme
comme suit :
A2 + A3 = −
∑ ′ α2
L
∆n1∆n3qn3+n4 +∆n3∆n4qn1+n2√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 − qn1+n2)
,
A4 + A5 =
∑ ′ α2
L
∆n2∆n3qn1−n4 −∆n1∆n4qn2−n4√
ωn1ωn2ωn3ωn4 (ωn1 − ωn4 − qn1−n4)
,
A6 + A7 =
∑ ′ α2
L
∆n2∆n4qn1−n3 −∆n1∆n3qn2−n3√
ωn1ωn2ωn3ωn4 (ωn1 − ωn3 − qn1−n3)
.
(3.66)
En remarquant que qn = kn et que (cf. appendice B)
∆i∆jki+j
ωi + ωj − qi+j = −
1
2
(∆i∆j − 1) , (3.67)
et, en additionnant A1 aux trois termes précédents, on obtient finalement
G =
∑
i
Ai = − α
2
L
√
ωn1ωn2ωn3ωn4
(3.68)
Les artefacts introduits par la forme particulière du vertex (3.73) disparaissent donc
et la fonction à quatre points se révèle être constante. Le choix d’étudier le problème
sous l’angle de vue de la théorie des perturbations par le biais du Hamiltonien permet
de contourner les problèmes de définition rencontrés lorsque l’on envoie tous les moments
externes sur la couche de masse en même temps. Cependant, il est possible que d’autres
choix pour ce Hamiltonien, dus à d’éventuels termes de bord, mènent à des résultats
différents, ce qu’il serait intéressant d’étudier.
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3.2 Corrections à une boucle pour un modèle trans-
formé de sinh-Gordon
Comme nous venons de le voir, le changement de système de coordonnées particulier
qui transforme un Lagrangien de champ scalaire “usuel”
L = −1
2
vξ′vη′ − V (v), (3.69)
en (2.9) est responsable dès le niveau classique, autrement dit les diagrammes de Feynman
en arbres, d’ambiguïtés lorsque l’on cherche à déterminer les propriétés de diffusion des
modèles obtenus. Nous allons maintenant poursuivre cette investigation sur l’influence
de cette transformation sur les aspects quantiques de ces modèles en étudiant les correc-
tions au premier ordre, i.e. les diagrammes de Feynman à une boucle, dans le cas d’un
exemple simple. En effet, il est connu que, dans le cas de modèles de champs scalaires en
1 + 1 dimensions avec un potentiel exponentiel, le terme de masse n’est pas renormalisé
et la renormalisation du couplage revient simplement à prendre l’ordre normal des termes
d’interaction, multiplié par une constante, ce qui implique que l’on n’observe pas de di-
vergence UV (hautes énergies). Nous nous concentrerons donc sur l’apparition éventuelle
de telles divergences dans le cas d’un Lagrangien du type de (2.9).
3.2.1 Elimination de diagrammes par intégration angulaire
L’exemple que nous allons utiliser est basé sur le modèle de sinh-Gordon, soit un
potentiel donné par
V = 1− cosh v, (3.70)
et nous choisissons la fonction F de la forme
F ≡ 1
1− V − V ′ =
1
ev
. (3.71)
Le Lagrangien pour le champ v est alors
Lv = −1
2
vξvη + v
2
ξe
v∂η
∫ ξ
(e−v − 1)dξ1 − 1
2
+ e−v − 1
2
e−2v. (3.72)
D’après les propriétés des termes d’interaction exponentiels mentionnées dans l’introduc-
tion, les derniers termes du Lagrangien précédent, correspondant à FV , ne causent pas de
comportements divergents dans la limite des grandes énergies et impulsions. Par consé-
quent, les seules divergences UV possibles ne peuvent provenir que du terme
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v2ξe
v∂η
∫ ξ
(e−v − 1)dξ1 = v2ξ
∞∑
n2=0
vn2
n2!
∂η
∫ ξ ∞∑
n1=1
vn1
n1!
dξ1 (3.73)
Il faut donc étudier la limite UV de tous les diagrammes à une boucle que l’on peut
construire avec ce vertex. On conserve ici les règles de Feynman et les conventions définies
au début de 3.1 et on écrit (3.73) dans l’espace des impulsions sous la forme
−(−1)
n1
n1!n2!
∑n1
i=1 ki−∑n1
i=1 ki+
ka+kb+. (3.74)
Dans le but d’alléger les explications à venir, désignons les pattes du vertex du type
(3.9) comme “chargées” et les autres comme “neutres” et disons qu’une patte chargée est
dans le sens du flot de moment si ce dernier entre dans le vertex sur cette patte.
Au lieu de recenser et de calculer brutalement tous les diagrammes, on peut simplifier
drastiquement la situation et gagner beaucoup de temps en déterminant a priori quels
sont ceux qui sont susceptibles de diverger dans la limite asymptotique |k| → ∞, où k
désigne ici le moment interne à la boucle. L’utilisation d’une rotation de Wick k0 ≡ ik2
en deux dimensions revient à passer dans un plan complexe (kc, k¯c) défini par
{
k+ = k0 + k1
k− = k1 − k0
−→
{
kc = ki + ik2 ≡ ρeiθ
k¯c = k1 − ik2 ≡ ρe−iθ
(3.75)
L’intégrale angulaire sur θ permet alors d’effectuer une sélection, grâce à la propriété∮
dθeirθ = δr,0, (3.76)
dans le cadre de considérations générales communes à tous les diagrammes à la limite
asymptotique. Remarquons également que cette identité garantit l’invariance de Lorentz
dans les calculs futurs. En effet, une rotation d’angle θ correspond à un boost et (3.76)
assure que les fonctions à n-points ne dépendent pas de θ.
D’après les expressions du propagateur et du vertex, tous les graphes de Feynman à
une boucle que l’on peut construire ne contiennent que trois types de facteurs dépendant
du moment interne à la boucle k et des moments externes pi :
• (k + pi)+ ←− (3.9), qui se réécrit quand on passe dans le plan complexe
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ρeiθ + pi+ = ρe
iθ
(
1 +
pi+
ρ
e−iθ
)
≡ ρeiθΓ1i , (3.77)
• (k+pi)−(k+pi)+ ←− (3.10), qui devient
e−2iθ
1 + pi−
ρ
eiθ
1 + pi+
ρ
e−iθ
ρ→∞−→ e−2iθ
(
1 +
pi−
ρ
eiθ
)(
1− pi+
ρ
e−iθ +O( 1
ρ2
)
)
≡ e−2iθΓ2i (3.78)
• 1
(k+pi)2+m2
, le propagateur, donne quand ρ→∞
1
ρ2
(
1− ρ
(
pi−eiθ + pi+e−iθ
)
+ q2i +m
2
ρ2
+ ...
)
≡ Γ
3
i
ρ2
. (3.79)
L’intégrale de boucle I la plus générale vérifie donc
I
ρ→∞−→
∫
dρdθρn++1−2Nei(n+−2n−)θ
n+∏
i=1
n−∏
j=1
N∏
l=1
Γ1iΓ
2
jΓ
3
l (3.80)
où l’on a introduit les paramètres suivants, fixés pour chaque diagramme,


n+ : nombre de internes
n− : nombre de internes
N : nombre de vertex = nombre de propagateurs dans le cas d’une boucle
. (3.81)
Le +1 dans l’exposant de ρ est dû à
dkcdk¯c = ρdρdθ. (3.82)
En rassemblant les termes du développement des trois produits précédents selon leurs
contributions δ ≥ 0 à l’exposant de ρ et ν à celui de e−iθ (le signe − est un choix en vue
de la suite) respectivement, on obtient la somme suivante
I
ρ→∞−→
∫
dρdθ
∑
δ,ν
ρn++1−2N−δei(n+−2n−−ν)θΓδ,ν({pi}, {pj}, {pl}) (3.83)
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où Γδ,ν ne dépend pas de ρ et θ. A ce stade, on peut déjà trouver une relation entre δ et
ν car, en observant les Γij, on remarque que chaque e
iθ vient avec au moins une puissance
de 1/ρ ce qui implique que
ν ∈ {−δ, ..., δ} ⇐⇒ |ν| ≤ δ. (3.84)
Après avoir transformé les intégrales de boucle de la sorte, on peut maintenant détermi-
ner les conditions sur les paramètres n+, n−, N , δ et ν pour l’apparition d’une divergence
à limite ρ → ∞. Notons que n+, n− et N sont fixés pour chaque diagramme mais que δ
et ν caractérisent les termes dans le calcul des intégrales. Nous allons donc chercher en
priorité à obtenir des contraintes sur les premiers pour éliminer les diagrammes finis puis
l’étude des derniers permettra de préciser quels termes sont responsables des divergences
des diagrammes restants.
Tout d’abord, on ne peut avoir plus de deux couplages dérivatifs sur chacune des N
lignes internes d’un graphe de Feynman et plus d’un couplage interne de type (3.10) par
vertex, ce qui se traduit par les inégalités
n+ + n− ≤ 2N, (3.85)
n− ≤ N. (3.86)
Le terme dominant de (3.83) est celui pour lequel δ = 0, ν = 0, Γδ,ν = 1, donc une
condition nécessaire pour qu’un diagramme soit divergent est que l’exposant de ρ pour ce
terme là soit supérieur à −1, ou encore
2N − 2 ≤ n+(≤ 2N) (3.87)
Pour un terme quelconque, cette condition se généralise à
n+ + 1− 2N − δ ≥ −1, (3.88)
et pour qu’il ne soit pas nul, le facteur de θ doit, lui, être nul d’après (3.76), ce qui s’écrit
n+ − 2n− − ν = 0. (3.89)
En combinant (3.84), (3.87) et (3.88), on peut encadrer δ et ν
−2 ≤ − (n+ − 2N + 2) ≤ −δ ≤ ν ≤ δ ≤ n+ − 2N + 2 ≤ 2. (3.90)
Dans le cas où (3.89) est vérifiée, (3.85) et (3.87) nous donnent une autre borne pour ν
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ν = n+ − 2n− ≥ 2N − 2− 2 (2N − n+) = 2 (n+ −N − 1) . (3.91)
Des deux précédentes relations, on extrait une condition absolue, i.e. ne dépendant pas
d’autre paramètre, sur n+
n+ ≤ 4, (3.92)
qui, elle-même associée à (3.87), restreint les valeurs de N à
N ≤ 3 . (3.93)
L’inégalité (3.87) sélectionne trois valeurs de n+ qu’il est utile de considérer séparément
avant de recenser les diagrammes.
• n+ = 2N − 2 =⇒ n− ≤ 2
On peut déduire dans un premier temps les valeurs de δ et ν
(3.90) =⇒ δ = 0 =⇒ ν = 0, (3.94)
puis celle de n− d’après (3.89)
n+ = 2n− =⇒ n− = N − 1. (3.95)
Pour cette valeur de n+, l’intégrale (3.83) diverge comme∫ Λ
dρρ−1 ∼ log Λ,
où Λ est un cut-off arbitraire.
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• n+ = 2N − 1 =⇒ n− ≤ 1
Dans ce cas les valeurs de δ permises par (3.90) sont δ ≤ 1, −1 ≤ ν ≤ 1. Ici, n+ − 2n−
est impair donc ν = ±1 et δ = 1. Examinons les deux cas :
– ν = 1
n+ − 2n− = 1 =⇒ n− = N − 1. (3.96)
La borne n− ≤ 1 implique une restriction supplémentaire sur N , N ≤ 2
– ν = −1
n+ − 2n− = −1 =⇒ n− = N. (3.97)
ce qui entraîne N ≤ 1.
Pour la valeur de δ trouvée, la divergence est du même type que dans le premier cas
en n+, i.e. log Λ.
• n+ = 2N =⇒ n− = 0
On n’apprend rien de plus sur δ et ν que dans (3.90) mais (3.89) nous dit que ν = n+. La
seule solution possible est donc
{
ν = 2
N = 1
. (3.98)
Finalement, comme δ peut prendre les trois valeurs autorisées, la divergence peut être en
Λ2,Λ, log Λ.
Le travail est alors presque terminé et il ne reste plus, pour déterminer toutes les
sources de divergences UV, qu’à déduire de l’analyse qui précède les valeurs de n+, n−, δ
et ν pertinentes selon les différents cas pour N ainsi que les types de graphes qui leur
correspondent.
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• N = 1
•n+ = 0, δ = ν = n− = 0
G1 G2
• n+ = 1, δ = 1
ν = 1, n− = 0
G3
ν = −1, n− = 1
G4
• n+ = 2 = δ = ν, n− = 0
G5
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• N = 2
• n+ = 2, δ = ν = 0, n− = 1
G6 G7
G8
•n+ = 3, δ = ν = 1, n− = 1
G9
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• N = 3
• n+ = 4, δ = ν = 0, n− = 2
G10 G11
G12 G13
Cependant, on peut tout de suite éliminer les graphes G3 et G5 car les moments
externes n’interviennent pas dans la boucle donc δ et ν ne peuvent être différents de zéro,
autrement dit le facteur de θ ne peut être compensé. L’intégrale angulaire est alors nulle.
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3.2.2 Exemple de calcul de corrections : le cas N = 1
Nous allons maintenant nous attaquer au calcul du petit nombre de diagrammes qui
ont survécu à la sélection de la section précédente. Pour chacun d’eux, il faut d’abord
évaluer l’intégrale de boucle à la limite où l’amplitude du moment interne tend vers
l’infini, puis sommer sur toutes les configurations de moments externes possibles. Dans la
suite, on appellera n le nombre de ces moments externes qui satisfont
n∑
i=1
pi = 0. (3.99)
Afin de détailler ces étapes, étudions pas-à-pas G4 qui est un exemple relativement simple
regroupant les différents types de calculs que nous pouvons rencontrer. Commençons par
préciser la répartition des moments pour ce diagramme :
k
ni
2
q
p
1
q
1
n  + 1n
k + q 1
2
 − 1
n = n1 − 1 + n2 + 1 = n1 + n2, q1 =
n1−1∑
a=1
pia , q2 =
n∑
b=n1
pib
Nous avons introduit J = {i1, ..., ir, ...in}, permutation de l’ensemble des indices des n
moments externes car prendre en compte toutes les contributions à ce diagramme revient
à sommer sur ces permutations à n1 fixé puis sur n1 (ou n2). Choisissons de mettre pin
sur la patte externe chargée. On remarque que n1 doit être supérieur à 2 car G4 s’annule
quand n1 = 1 pour la même raison que G3 et G5.
L’expression mathématique de G4 contient un facteur dû aux coefficients du propaga-
teur (3.8) et du vertex (3.74) ainsi qu’au développement perturbatif de l’intégrale fonc-
tionnelle. Il faut également tenir compte du nombre de possibilités de former la boucle, à
savoir deux choix pour une patte chargée à connecter avec une des n1 pattes neutres. Le
tout s’écrit
c4 = 2n1 × (−i)× (−i)
2(−1)n1
2n1!n2!
× i = − (−1)
n1
(n1 − 1)!n2! (3.100)
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On ne tient pas compte dans le calcul de l’intégrale du facteur numérique précédent
mais on inclut celui dû aux moment externes. Pour une configuration choisie, elle vaut :
I4 = pin+
∫
d2k
−k+
k2 +m2
(
k +
∑n1−1
r=1 pir
)
−(
k +
∑n1−1
r=1 pir
)
+
. (3.101)
à Le signe “−” vient du fait que k est un moment sortant du vertex au niveau du couplage
dérivatif contrairement à la convention (3.9). Nous savons que le seul terme non nul est
celui pour lequel ν = −1, soit :
IΛ4 ≡ lim
ρ→∞
I4 = −pin+
∫ Λ
dρ
∮
dθ
∑n1−1
r=1 pir−
ρ
IΛ4 = −pin+
n1−1∑
r=1
pir−2π log Λ (3.102)
Faisons le calcul complet dans les cas où n = 2, 3 et 4 afin de se familiariser avec les
raisonnements impliqués dans l’étude du problème pour n quelconque.
• n = 2
k
−pp k+p


{p1, p2} = {p,−p}
n1 = 2
n2 = 0
Dans ce cas, c4 = −1 et l’on voit facilement que les seules configurations possibles sont
{pi1 , pi2} =
{
{p,−p}
{−p, p} . (3.103)
D’après (3.102), leurs contributions sont identiques et G4 vaut dans la limite asymptotique
ΣΛ4 ≡
∑
perm
c4I
Λ
4 = −4πp+p− log Λ (3.104)
où
∑
perm
représente la somme sur l’ensemble J des permutations des indices des moments
externes.
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• n = 3
On peut répartir les pattes externes de deux façons :
pi1
i2
i2i1
k
p
pi3+ pk + p 


n1 = 3
n2 = 0
c4 =
1
2
i1
p i1
k+p
k
pi2
pi3


n1 = 2
n2 = 1
c4 = −1
– n1 = 3
Pour une configuration {i1, i2, i3}, l’intégrale (3.102) vaut
IΛ4 = −pi3+ (pi1− + pi2−) 2π log Λ, (3.105)
ou encore, d’après (3.99),
IΛ4 = pi3+pi3−2π log Λ. (3.106)
Cette dernière est symétrique en pi1 et pi2 ce qui correspond aux deux choix équi-
valents pour placer ces moments sur les deux pattes externes neutres et permet de
compenser c4 = 1/2. Les seules permutations qu’il reste à prendre en compte sont
les permutations circulaires des valeurs de i1, i2 et i3 et finalement,
ΣΛ4 = (p1+p1− + p2+p2− + p3+p3−) 2π log Λ. (3.107)
– n1 = 2
Ici, l’intégrale de boucle s’écrit
IΛ4 = −pi1−pi2+2π log Λ. (3.108)
Sommer sur les différentes configurations revient à chercher toutes les paires (i1, i2)
(l’ordre compte) construites à partir de {1, 2, 3}. En pratique, pour i1 fixé, il y a
deux termes possibles
pi1− (pi2+ + pi3+) (3.109)
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et il ne reste plus qu’à considérer les permutations circulaires pour obtenir :
ΣΛ4 = (p1− (pi2+ + pi3+) + p2− (pi1+ + pi3+) + p3− (pi1+ + pi2+)) 2π log Λ
= − (p1+p1− + p2+p2− + p3+p3−) 2π log Λ. (3.110)
De manière inattendue, les valeurs des graphes (3.107) et (3.110) se compensent. Qu’en
est-il pour n = 4 ?
• n = 4
Trois types de diagrammes correspondent à cette valeur de n :
i1
p
i3
p
i2
p
i
p
i1 i3i2
k
4
+ p + p k + p 


n1 = 4
n2 = 0
c4 = − 13! = −16
i1
p i3
p
i
p
4
i2
p
i1
k + p 
k


n1 = 2
n2 = 2
c4 = −12
i2
p
i1
p
i
p
4
i3
p
i1 i2
k + p + p 
k


n1 = 3
n2 = 1
c4 =
1
2
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Etudions ces trois possibilités en nous inspirant de ce qui précède
– n1 = 4
Valeur de l’intégrale :
IΛ4 = −pi4+ (pi1− + pi2− + pi3−) 2π log Λ (3.111)
IΛ4 = pi4+pi4−2π log Λ. (3.112)
Ce cas est analogue à (3.105) car on voit aisément que les 3! permutations entre les
valeurs de i1, i2, i3 ne changent pas l’expression précédente. Seules les permutations
circulaires des quatre moments externes vont contribuer différemment au résultat
final :
ΣΛ4 = −
1
3!
× 3!(− (p1+p1− + p2+p2− + p3+p3− + p4+p4−) 2π log Λ)
ΣΛ4 = −2π log Λ
4∑
i=1
pi+pi−. (3.113)
– n1 = 3
IΛ4 = − (pi1− + pi2−) pi4+2π log Λ (3.114)
Cette situation mélange les propriétés des deux diagrammes pour n = 3. D’une
part, comme pour le cas n = n1 = 3, l’échange des valeurs de i1 et i2 laisse (3.114)
inchangée, ce qui fait apparaître un facteur 2 qui compense c4. Si l’on pose d’autre
part q1 = pi1 + pi2 , on retrouve l’autre cas (n = 3, n1=2), ce qui permet, d’après
(3.109), de rassembler tous les termes correspondant à (i1, i2) fixés dans l’expression :
− (pi1− + pi2−) (pi3+ + pi4+) 2π log Λ (3.115)
Posons (a, b)± ≡ (pa + pb)± pour écrire le résultat final
ΣΛ4 = − [(1, 2)−(3, 4)+ + (1, 3)−(2, 4)+ + (1, 4)−(2, 3)+ + ((a, b)+ ↔ (a, b)−)] 2π log Λ
= − [2p1− (p2+ + p3+ + p4+ + circ(1, 2, 3, 4))]
ΣΛ4 = 4π log Λ
4∑
i=1
pi+pi−, (3.116)
où (a, b)+ ↔ (a, b)− signifie qu’on reprend les termes en intervertissant les compo-
santes + et − et circ(1, 2, 3, 4) désigne les permutations circulaires des moments
externes.
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– n1 = 2
IΛ4 = −pi1−pi4+2π log Λ (3.117)
Comme dans le cas n = 3, la somme des configurations pour i1 fixé va faire apparaître
la somme des composantes + des n2+1 moments externes de droite, mais également
un facteur 2 dû à la liberté de choix pour placer pi2 et pi3 , qui encore une fois,
compense c4. Σ
Λ
4 vaut donc
ΣΛ4 = [p1− (p2+ + p3+ + p4+) + circ(1, 2, 3, 4)] 2π log Λ
ΣΛ4 = −2π log Λ
4∑
i=1
pi+pi−. (3.118)
A nouveau, la somme de tous ces diagrammes s’annule. De manière assez évidente, on
s’attend à trouver un résultat nul dans le cas où n est quelconque et nous pouvons tenter
de tirer des exemples précédents quelques pistes pour appréhender au mieux les calculs.
La première remarque que l’on peut faire est que la somme des carrés pi+pi− de tous les
moments externes est en facteur quelle que soit leur répartition sur les pattes externes ;
on va donc chercher à la faire apparaître. De plus, les factorielles provenant du dévelop-
pement des exponentielles du vertex semblent être compensées par les permutations qui
ne modifient pas la valeur de IΛ4 . Réécrivons cette dernière :
IΛ4 = −pin+
n1−1∑
r=1
pir−2π log Λ,
et notons J1 = {i1, ...in1−1} et J2 = {in1 , ..., in} les sous-ensembles de J = {i1, ..., in}
correspondant respectivement aux moments connectés aux n1 − 1 et aux n2 + 1 pattes
externes du vertex. Rappelons que considérer toutes les configurations possibles revient
pour chaque valeur de n1 permise à une somme sur les permutations J à n1 fixé. On
peut dégager deux types parmi celles-ci en fonction de leur effet sur IΛ4 . Certaines la
laissent invariante : ce sont les permutations qui agissent séparément sur J1 et J2 − {in}
et qui représentent les différentes possibilités de connecter les moments avec les pattes
externes neutres situées à gauche et à droite du vertex (3.74). Elles donnent les facteurs
combinatoires An1−1n1−1 et A
n2
n2
. Le second type comprend, bien entendu, les permutations
qui modifient IΛ4 et ceci de deux façons : soit en changeant pin soit en mélangeant J1 et
J2−{in} ce qui affecte
∑
pir−. Elles se regroupent selon la valeur de i ≡ in : i va prendre
toutes les valeurs de 1 à n et, pour chaque, la somme sur les configurations se réduit à
une somme sur les permutations qui répartissent différemment les n−1 moments restants
entre J1 et J2 − {i} et que nous appelons
∑ ′
i
. D’après tous ces éléments ΣΛ4 devient
donc :
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ΣΛ4 =
n∑
n1=2
∑
J
c4I
Λ
4
=
n∑
n1=2
− (−1)
n1
(n1 − 1)!n2! (n1 − 1)!n2!
(
−
n∑
i=1
pi+
∑ ′
in
n1−1∑
s=1
pis−
)
2π log Λ
ΣΛ4 =2π log Λ
n−2∑
n′
1
=0
(−1)n′1
n∑
i=1
pi+
∑ ′
i
n′
1
+1∑
s=1
pis− ⇐ (n′1 = n1 − 2). (3.119)
A i fixé, un indice j ∈ {1, ..., i − 1, i + 1, ...n} va se retrouver Cn′1n−2 fois dans J1, ce qui
permet d’écrire l’équation
n∑
i=1
pi+
∑ ′
i
n′
1
+1∑
r=1
pir− = C
n′
1
n−2
n∑
i=1
∑
j 6=i
pi+pj− (3.120)
que l’on insère dans (3.119)
ΣΛ4 =2π log Λ
n−2∑
n1=0
(−1)n′1Cn′1n−2
n∑
i=1
∑
j 6=i
pi+pj−
=− 2π log Λ
n∑
i=1
pi+pi−
n−2∑
n′
1
=0
(−1)n′1Cn′1n−2 ⇐ (3.99) (3.121)
(3.122)
Or on reconnaît un développement binomial
n−2∑
n′
1
=0
(−1)n′1Cn′1n−2 =
n−2∑
n′
1
=0
C
n′
1
n−2(−1)n
′
11n−2−n
′
1 = (1− 1)n−2 (3.123)
et donc
ΣΛ4 =
{
0, n ≥ 3
−4πp+p− log Λ n = 2
. (3.124)
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Ce résultat confirme bien l’impression évoquée plus haut qu’intervient à chaque ordre
n ≥ 3 une compensation systématique des contributions à ce graphe de Feynman. Fort
des techniques développées dans l’étude de cet exemple, tournons-nous maintenant vers
les diagrammes restants.
3.2.3 Compensations
Parmi les graphes qu’il reste à étudier, certains n’ont pas besoin d’être calculés complè-
tement car on peut déduire facilement qu’ils se compensent deux à deux. Intéressons-nous
en premier lieu aux graphes G6 et G7 :
2
n
in
p
4
q
2
q
4
n  + 1
3
q
3
n
k + q 4k − q 1 − q 2
1
q
1
n
k
 − 1
in
p
3
q
k + q 4
1
q
1
n
3
n  − 1
2
n
4
q
4
n  + 1
2
q
k − q 1 − q 2
k
n = n1 + n2 − 1 + 1 + n3 − 1 + n4 + 1 = n1 + n2 + n3 + n4,
q1 =
n1∑
a=1
pia , q2 =
n1+n2∑
b=n1+1
pib , q3 =
n1+n2+n3−1∑
c=n1+n2+1
pic , q4 =
n∑
d=n−n4
pid
Ici et dans la suite n1 et n3 correspondent au développement de e
−v−1 et sont supérieurs
à 1, n2 et n4 à celui de e
v. De plus, n2 ≥ 1. On a défini J ≡ {{J1}, {J2}, {J3}, {J4}} ≡
{{ia}, {ib}, {ic}, {id}}, les permutations de {1, ..., n}. G6 et G7 ont un “habillage externe”
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identique, i.e. une même répartition des moments externes sur les pattes chargées et
neutres, et donc les mêmes facteurs devant l’intégrale de boucle :
c6 = c7 = (−i)2 × (−i)4 × i21
4
(−1)n1(−1)n3
n1!n2!n3!n4!
2× 2× n2n3
c6 = c7 =
(−1)n1(−1)n3
n1!(n2 − 1)!(n3 − 1)!n4! (vertex × boucle) (3.125)
P6 = P7 =
q1−
q1+
pin+pin−1+ (moments externes) (3.126)
Ils ne diffèrent que par les caractéritiques de l’intégrale de boucle qui s’écrit dans chacun
des cas :
I6 =
∫
d2k
k+
k2 +m2
(k − q1 − q2)+
(k − q1 − q2)2 +m2
(k + q4)−
(k + q4)+
(3.127)
I7 =
∫
d2k
1
k2 +m2
−k2+
(k − q1 − q2)2 +m2
(k + q4)−
(k + q4)+
(3.128)
D’après la fin de la section 3.2.1, n+ = 2n−, δ = ν = 0 pour ces diagrammes donc le seul
terme non nul de (3.83) à la limite asymptotique est le terme dominant, indépendant des
moments externes, et les intégrales deviennent :
IΛ6 = 2π log Λ (3.129)
IΛ7 = −2π log Λ (3.130)
Ces graphes ont des valeurs opposées pour un choix de n1, n2, n3 et n4 et une répartition
des moments externes donnée donc la somme sur les configurations est évidemment nulle.
Cherchons à analyser un peu plus la raison de cette compensation. La seule différence
entre les diagrammes 6 et 7 réside dans la position d’une patte interne chargée qui donne
les facteurs (k − q1 − q2)+ et −k+ dans (3.127) et (3.128) respectivement. Le signe “-” dans
le deuxième cas vient du fait que cette patte n’est pas dans le sens du flot de moment
(cf. (3.9)). Or nous sommes dans un cas où seul subsiste le terme dominant de l’intégrale
de boucle à la limite asymptotique et ce terme ne dépend pas du détail des moments
externes. Ceci implique que les valeurs précises des moments qui circulent dans la boucle
n’importent pas et que l’intégrale de boucle vaudra dans ce genre de situation :
IΛ = (−1)s2π log Λ (3.131)
où s est le nombre de pattes internes chargées qui vont à l’encontre du flot de moment.
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On peut appliquer ce raisonnement pour les diagrammes
G10 G11
G12 G13
pour lesquels n+ = 2n−. En effet, tous ont le même habillage externe et (3.131) vaut
2π log Λ pour les graphes G10 et G12 et −2π log Λ pour les graphes G11 et G13. Encore
une fois, la somme de ces diagrammes s’annule pour n fixé et une répartition donnée des
moments externes.
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Etudions ensuite G1 et G2.
k + q 1
1
q
n − 1i
p
ni
p
2
q
+ 22
n
− 21
n
k
n = n1 − 2 + n2 + 2 = n1 + n2
n1 ≥ 3
1
q
1
n
2
n
2
q
n − 1i
p
ni
p
k + q 1
k
n = n1 + n2 − 2 + 2 = n1 + n2
n2 ≥ 2
Encore une fois, J = {i1, ..., in} est une permutation des indices des moments et
J = {i1, ..., in1−2}, J = {in1−1, ..., in} graphe 1 (3.132)
J = {i1, ..., in1}, J = {in1+1, ..., in} graphe 2 (3.133)
L’intégrale de boucle vaut dans les deux cas
I1 = I2 =
∫
d2k
k2 +m2
=
∫
dρdθ
ρ
ρ2 +m2
ρ→∞−→ IΛ1 = IΛ2 = 2π log Λ (3.134)
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et les coefficients c1 et c2 sont donnés par
c1 = −1
2
(−1)n1
n1!n2!
C2n1 = −
1
4
(−1)n1
(n1 − 2)!n2! , (3.135)
c2 = −1
2
(−1)n1
n1!n2!
C2n2 = −
1
4
(−1)n1
n1!(n2 − 2)! . (3.136)
Les facteurs C2n1 et C
2
n2
représentent le nombre de possibilités de former la boucle avec n1
et n2 pattes du vertex respectivement. Parmi toutes les configurations possibles à n1 fixé,
certaines contribuent de manière identique à
ΣΛ1,2 ≡
∑
config
c1,2I
Λ
1,2;
elles correspondent aux permutations qui agissent séparément sur J1 et J2 − {in−1, in}.
Comme dans le cas de G4, cela se traduit par l’apparition de facteurs de symétrie :
ΣΛ1 = −
n∑
n1=3
n2=n−n1
∑
perm
′ 1
4
(−1)n1
(n1 − 2)!n2!A
n1−2
n1−2A
n2
n2
pin+pin−1+
q1−
q1+
2π log Λ
ΣΛ1 = −
1
2
π log Λ
n∑
n1=3
n2=n−n1
∑
perm
′
(−1)n1pin+pin−1+
q1−
q1+
, (3.137)
ΣΛ2 = −
n−2∑
n1=1
n2=n−n1
∑
perm
′ 1
4
(−1)n1
(n1)!(n2 − 2)!A
n1
n1
An2−2n2−2pin+pin−1+
q1−
q1+
2π log Λ
ΣΛ2 = −
1
2
π log Λ
n−2∑
n1=1
n2=n−n1
∑
perm
′
(−1)n1pin+pin−1+
q1−
q1+
(3.138)
∑
perm
′ est la somme sur les permutations restantes, celles qui mélangent J1 et J2. Si l’on
défini n′1 = n1 − 2 dans (3.137), il apparaît clairement que ces diagrammes sont égaux,
notamment car leurs habillages externes sont identiques.
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Il n’est pas nécessaire de continuer plus avant le calcul car nous allons maintenant
montrer que G8 compense la somme de G1 et G2 .
3
q
3
n  − 1
in
p
k + q 4
k − q 1 − q 2
4
q
4
n  + 1
2
q
1
q
1
n
2
n
in−1
p
k
n = n1 + n2 − 1 + 1 + n3 − 1 + n4 − 1 + 2 = n1 + n2 + n3 + n4
n4 ≥ 1
q1 =
n1∑
a=1
pia , q2 =
n1+n2∑
b=n1+1
pib , q3 =
n1+n2+n3−1∑
c=n1+n2+1
pic , q4 =
n∑
d=n−n4
pid
J ≡ {{J1}, {J2}, {J3}, {J4}} ≡ {{ia}, {ib}, {ic}, {id}}
De manière analogue aux diagrammes G6 et G7, les facteurs devant l’intégrale sont ici
c8 = (−i)2 × (−i)4 × i21
4
(−1)n1(−1)n3
n1!n2!n3!n4!
2× n3n4
c8 =
1
2
(−1)n1(−1)n3
n1!n2!(n3 − 1)!(n4 − 1)! (vertex × boucle) (3.139)
P8 =
q1−
q1+
pin+pin−1+ (moments externes) (3.140)
Nous sommes à nouveau dans le cas où n+ = 2n− donc nous pouvons nous servir de
(3.131) et de la discussion qui précède cette identité pour affirmer que
IΛ8 = −2π log Λ. (3.141)
Comme nous commençons à en avoir l’habitude, la somme sur un certain nombre de
configurations, celles qui ne modifient pas {J1}, {J2}, {J3} et {J4}, va faire apparaître des
facteurs de symétrie :
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ΣΛ8 =
n−2∑
n1=1
n−n1−1∑
n4=1
n−n1−n4∑
n3=1
n2=n−n1−n4−n3
∑
perm
′ 1
2
(−1)n1(−1)n3
n1!n2!(n3 − 1)!(n4 − 1)!
× An1n1An2n2An3−1n3−1An4−1n4−1pin+pin−1+
q1−
q1+
(−2π log Λ)
ΣΛ8 = −π log Λ
n−2∑
n1=1
n−n1−1∑
n4=1
n−n1−n4∑
n3=1
n2=n−n1−n4−n3
∑
perm
′
(−1)n1(−1)n3pin+pin−1+
q1−
q1+
(3.142)
où
∑
perm
′ est toujours la somme sur les permutations restantes, celles qui modifient au
moins deux des ensembles d’indices Js, s = 1, 2, 3, 4. Parmi celles-ci, les permutations
qui laissent invariant J1 et J4 et qui échangent des indices uniquement entre J2 et J3
ne modifient pas non plus l’argument des sommes de l’expression précédente.
∑
perm
′ se
décompose ∑
perm
′
= Cn3−1n−n1−n4−1
∑
perm
′′
(3.143)
Le facteur combinatoire représente le nombre de manières de choisir n3−1 moments parmi
n−n1−n4− 1 lorsque n1 et n4 sont fixés et
∑
perm
′′ rassemble le reste des permutations.
ΣΛ8 devient alors
ΣΛ8 = −π log Λ
n−2∑
n1=1
n−n1−1∑
n4=1
n−n1−n4∑
n3=1
n2=n−n1−n4−n3
Cn3−1n−n1−n4−1(−1)n3
∑
perm
′′
(−1)n1pin+pin−1+
q1−
q1+
. (3.144)
Il faut remarquer que
n−n1−n4∑
n3=1
Cn3−1n−n1−n4−1(−1)n3 = −
n−n1−n4∑
n3=1
Cn3−1n−n1−n4−1(−1)n3−11n2
= −(1− 1)n−n1−n4−1 =
{
−1 n = n1 + n4 + 1
0 sinon
(3.145)
La seule possibilité pour que (3.144) ne s’annule pas est donc n = n1 + n4 + 1, ce qui
implique n2 + n3 = 1. Comme n3 ≥ 1, tout ceci fixe n2 = 0 et n3 = 1 et finalement
ΣΛ8 = −π log Λ
n−2∑
n1=1
n4=n−n1−1
∑
perm
′′
(−1)n1pin+pin−1+
q1−
q1+
. (3.146)
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A cause de la restriction sur n2 et n3, les seules permutations à prendre en compte dans∑
perm
′′ sont celles qui mélangent J1 et J4. Dès lors, si l’on identifie le n2 de (3.137)-(3.138)
à n4 + 1 dans (3.146), il devient évident que
ΣΛ1 + Σ
Λ
2 + Σ
Λ
8 = 0. (3.147)
Il ne nous manque plus que le calcul de G9 et un petit peu de courage pour terminer
cette étude des corrections quantiques au premier ordre du Lagrangien (3.72). Heureu-
sement, tous les raisonnements nécessaires à ce calcul ont déjà été rencontrés donc nous
allons nous référer à ce qui a été fait précédemment, chaque fois que cela sera possible.
Rappelons à quoi ressemble le graphe G9 en précisant ses caractéristiques :
3
q
3
n  − 1
in
p
k + q 4
k − q 1 − q 2
4
q
4
n  + 1
2
q
1
q
1
n
2
n
in−1
p
k
n = n1 + n2 + n3 − 1 + n4 + 1 = n1 + n2 + n3 + n4
n4 ≥ 1
q1 =
n1∑
a=1
pia , q2 =
n1+n2∑
b=n1+1
pib , q3 =
n1+n2+n3−1∑
c=n1+n2+1
pic , q4 =
n∑
d=n−n4
pid
J ≡ {{J1}, {J2}, {J3}, {J4}} ≡ {{ia}, {ib}, {ic}, {id}}
Les facteurs par lesquels on doit multiplier l’intégrale de boucle sont :
c9 =
1
4
(−1)n1(−1)n3
n1!n2!n3!n4!
2× 2× n3
c9 =
(−1)n1(−1)n3
n1!n2!(n3 − 1)!n4! (vertex × boucle) (3.148)
P9 =
q1−
q1+
pin+ (moments externes) (3.149)
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et elle vaut
I9 =
∫
d2k
−k2+
k2 +m2
(k − q1 − q2)+
(k − q1 − q2)2 +m2
(k + q4)−
(k + q4)+
I9
ρ→∞−→ −
∫ Λ
dρ
∮
dθeiθ
(
1− (q1 + q2)+
ρ
e−iθ
)
(
1 +
q4−
ρ
eiθ
)(
1− q4+
ρ
e−iθ
)(
1 +
(q1 + q2)+ e
−iθ + (q1 + q2)− e
iθ
ρ
)
(3.150)
On sait que les seuls termes non nuls dans ce cas sont ceux pour lesquels ν = −1 et l’on
obtient au final
IΛ9 = −2π log Λ
(− (q1 + q2)+ − q4+ + (q1 + q2)+)
IΛ9 = 2π log Λq4+. (3.151)
De manière tout à fait analogue à (3.142), les facteurs combinatoires dus aux permutations
qui laissent les Js, s = 1, 2, 3, 4 invariants compensent les factorielles de c9 et
ΣΛ9 = 2π log Λ
n−1∑
n1=1
n−n1−1∑
n4=0
n−n1−n4∑
n3=1
n2=n−n1−n4−n3
∑
perm
′
(−1)n1(−1)n3pin+q4+
q1−
q1+
(3.152)
Là encore, l’identité (3.143) est valable et il est possible de montrer que n3 = 1 et n2 = 0.
Ceci implique que q4 = −q1 et ΣΛ9 s’écrit
ΣΛ9 = 2π log Λ
n−1∑
n1=1
n4=n−n1−1
∑
perm
′′
(−1)n1pin+q1− (3.153)
ΣΛ9 = −2π log Λ
n−1∑
n′
1
=0
n4=n−n′1
∑
perm
′′
(−1)n′1pin+q1− (n′1 = n1 − 1) (3.154)
Et là, miracle ! On se trouve exactement avec la même expression que (3.119) pour peu
que l’on identifie n4 − 1 à n2 et que l’on remarque que la somme
∑
perm
′′
est identique à
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∑
i
∑ ′
i
dans le cas de G4. Cela permet d’appliquer le raisonnement qui suit (3.119) et
d’obtenir
ΣΛ9 =
{
4πp+p− log Λ, n = 2
0, n ≥ 3 . (3.155)
Finalement, ce dernier diagramme est nul, sauf lorsque n = 2, valeur pour laquelle il
compense (3.124).
Le résultat de cette investigation est donc que la somme de toutes les contributions
du vertex (3.73) aux corrections quantiques à une boucle s’annule de manière inattendue
à tous les ordres en n. Il semble donc que le modèle défini par le Lagrangien (3.72) se
comporte au niveau quantique comme le modèle de sinh-Gordon, à partir duquel il a été
obtenu par une transformation du type (1.41). Dans ce cas précis, cette transformation
d’espace-temps ne modifie apparemment pas les propriétés de renormalisation usuelles
des modèles intégrables à deux dimensions. Cependant, cette avalanche de compensations
miraculeuses des diagrammes à une boucle est due essentiellement aux propriétés de sy-
métrie et à la simplicité de la fonction F obtenue à partir du potentiel de sinh-Gordon
et il y a fort à parier que la situation est plus compliquée dans les cas que nous avons
rencontré dans le chapitre 2. Affaire à suivre.
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Au cours de cette première partie, nous avons pu avoir un infime aperçu de la richesse et
de la grande multiplicité de ce que désignent aujourd’hui les termes “systèmes intégrables”.
Partis de la description de la dynamique d’ondes courtes à la surface d’un fluide, nous
sommes arrivés au calcul de corrections quantiques au modèle de sinh-Gordon dans un
espace-temps dont la métrique est influencée par la présence des champs. Tous les résultats
et développements rencontrés entre ces extrémités reposent sur une constante : l’existence
d’une relation en deux étapes, une transformation de champ et une d’espace-temps, entre
une équation de type hydrodynamique pour un champ u et un modèle décrivant un champ
scalaire relativiste v.
Le nouveau système intégrable découvert par Miguel Manna et André Neveu dans le
cadre de la shallow water theory n’aurait pas engendré tant de développements s’il n’avait
été lié à sinh/sine-Gordon. Il aurait été plus difficile d’appréhender les caractéristiques
particulières de ses solutions singulières et multivaluées en se passant de cette référence et
l’idée d’étudier une nouvelle version de sine-Gordon dans une métrique modifiée, conte-
nant, elle aussi, des champs multivalués, n’aurait bien évidemment jamais vu le jour. Par
la suite, l’apparition d’une nouvelle relation de ce type, jumelle de celle que nous avions
déjà observée, et les extensions à deux paramètres de ces deux cas décrites en 2.1.2 et
2.1.3, nous ont poussé à chercher une formulation plus générale pour dégager l’essence
de ces transformations dans le cas relativiste. En 2.3, nous avons exposé une autre di-
rection pour étendre ce genre de constructions en créant une nouvelle équation pour u
mélangeant les deux premières équations rencontrées. A l’inverse de tous les autres cas,
le résultat n’est plus invariant de Lorentz, ce qui nous a fait douter de la possibilité de
trouver un lien avec un modèle de champ scalaire relativiste. Pourtant, là encore, ce lien
existe et se manifeste de façon surprenante, faisant apparaître une transformation de Bä-
cklund. La volonté d’explorer les aspects quantiques des modèles de champs multivalués
est venue naturellement compléter cette étude.
Cependant, il reste encore beaucoup à faire pour comprendre pleinement ce qui a
seulement été esquissé dans cette partie car des questions troublantes sont toujours en
suspens. La plus importante est certainement celle de la non-invariance par parité, ou ren-
versement de l’espace, des équations en u ou des Lagrangiens pour les champs relativistes
multivalués. Alors qu’elle n’a rien d’inhabituel en hydrodynamique, cette situation pose
des problèmes en théorie des champs, et, dans notre cas, ces problèmes se manifestent
notamment dans la diffusion de deux solitons. En effet, si l’on considère la fonction de
diffusion de sine-Gordon dans les limites t′ −→ ±∞, on obtient dans les deux cas un
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soliton à chaque extrémité de l’espace, de centres x′1 et x
′
2, et x
′
3 et x
′
4 respectivement :
x
1´
x
2´
c
−c
v
x
x
3´
x
4´
−c
c
v
x
Lorsque que l’on passe aux coordonnées non primées, il faut tenir compte pour x2 et
x4 de la présence des solitons en x1 et x3 d’après la forme de la transformation, et ces
contributions dépendent du signe de la vitesse et les décalages diffèrent. Le résultat gênant
est que le centre de masse des solitons, supposé fixe, semble s’être déplacé après la diffusion,
comme si le système avait acquis une impulsion supplémentaire pendant un temps fini
remettant en cause les lois de conservation usuelles.
Une fois ce point éclairci, de nombreuses facettes de ces transformations mériteront
une étude approfondie. Comme je l’ai écrit à la fin de 3.2.3, les diagrammes de Feynman
à une boucle pour des potentiels autres que celui de sinh-Gordon risquent de ne pas se
compenser entraînant des effets quantiques et une renormalisation différents de ce qu’on
a l’habitude de voir en théorie des champs en deux dimensions. Au cours notre recherche,
nous avions tenté de savoir ce que devient la célèbre équivalence entre les modèles de
sine-Gordon et de Thirring dans ce contexte mais sans réel succès. Il serait intéressant
de continuer un peu plus loin dans cette direction et, par extension, de trouver comment
adapter la transformation d’espace-temps à un Lagrangien de fermions. Enfin, le monde
des systèmes intégrables utilise des outils puissants tels les groupes quantiques, les matrices
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de monodromie ou les perturbations de théories conformes pour n’en citer que quelques
uns, qu’il faudrait essayer d’appliquer aux modèles de champs multivalués dont nous avons
longuement parlé. A bon entendeur...
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Deuxième partie
Construction de théorie de champs de
spins élevés en interaction
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Introduction
Depuis longtemps déjà, les théories de jauge suscitent l’intérêt des physiciens et leur
représentant le plus célèbre qu’est le champ de Yang-Mills occupe une place fondamen-
tale dans le Modèle Standard sur lequel repose actuellement la physique des particules.
Dans le contexte des tentatives d’unification des forces, les motivations pour étudier les
champs de spins élevés se sont révélées nombreuses mais des problèmes ont très vite em-
pêché des avancées significatives [26, 27, 28]. Le théorème de Coleman-Mandula [29] et sa
généralisation [30] affirment sous certaines conditions que ceux-ci ne peuvent intervenir
dans la matrice S. Cependant, on observe un regain d’intérêt pour ces spins élevés dû aux
développements des théories de cordes desquelles ils pourraient être une limite quand la
tension de la corde tend vers 0. Des progrès ont été réalisés en contournant les hypothèses
de ce théorème, par exemple en se plaçant dans un espace-temps courbe et/ou en intro-
duisant une infinité de champs [31, 32].
Nous présentons ici une construction basée sur ce deuxième principe et vouée à obtenir
un Lagrangien pour ces champs en interaction. La méthode la plus souvent rencontrée
dans ce genre de démarche est de rechercher la forme des termes d’interaction et des
transformations de jauge en partant de la théorie libre et en essayant de préserver l’inva-
riance du Lagrangien ordre par ordre. A l’inverse, nous avons commencé par déterminer
les transformations non abéliennes en nous inspirant d’une théorie des champs de cordes
dans laquelle apparaît un groupe de jauge mélangeant tous les niveaux de spin lorsque
l’on cherche à satisfaire les contraintes de Virasoro [33, 34]. Nous verrons dans le premier
chapitre le détail de la construction des éléments du groupe et de leur loi de composition.
Dans un second chapitre, nous exposerons la représentation choisie pour les champs, à
savoir le groupe lui-même, puis les nouveaux champs obtenus après un développement du
spin 2 autour de la métrique de Minkovski. Finalement, nous redéfinirons le spin 3 pour
qu’on ne soit pas forcé, dans le cas abélien, d’annuler la trace du paramètre λµν inter-
venant dans sa transformation. Cette redéfinition entraînera l’introduction d’un champ
auxiliaire qui permettra d’écrire un Lagrangien pour le spin 2 libre selon une analogie
avec un procédé utilisé pour le champ de Yang-Mills.
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Chapitre 1
Le groupe de jauge
1.1 Choix du groupe d’après la théorie des cordes
L’approche que nous utilisons se base sur un groupe de jauge G construit pour contenir
les transformations agissant à tous les niveaux de spin. Cette idée vient de la théorie des
cordes dans laquelle un champ peut être défini en fonction des coordonnées Xµ de la
corde, des composantes αµm des opérateurs de Virasoro et du vide |0〉 par [33, 34] :
Ψ[Xµ] ≡
[
φ+ Aµα†1µ + h
µνα†1µα
†
1ν + (A
µ)2 α†2µ + ...
]
|0〉 (1.1)
Suivant cette suggestion, définissons les transformations de jauge locales f appartenant à
ce “méga-groupe” dans un espace-temps à D dimensions par
f(x, y) =
∞∑
r=0
Λµ1...µr(x)∂µ1 ...∂µrδ(x− y)
=Λ(x)δ(x− y) + Λµ(x)∂µδ(x− y) + Λµ1µ2(x)∂µ1∂µ2δ(x− y) + ...
(1.2)
Nous avons utilisé la notation usuelle ∂µ1 ≡ ∂/∂xµ et, sauf mention contraire, ces dérivées
partielles se référeront à la coordonnée x dans la suite. Les Λµ1...µr sont des tenseurs
symétriques et se décomposent eux-mêmes suivant
Λµ1...µr =
∞∑
s=0
asr∂ν1 ...∂νsλ
µ1...µrν1...νs
=a0rλ
µ1...µr + a1r∂νλ
µ1...µrν + a2r∂ν1∂ν2λ
µ1...µrν1ν2 + ...
(1.3)
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où les coefficients asr sont réels et les λ
µ1...µrν1...νs sont également des tenseurs symétriques
qui correspondent aux paramètres de jauge usuels comme on le verra avec l’exemple des
champs de spins 1, 2 et 3. Il est d’ailleurs utile de réécrire les Λµ1...µr en introduisant
l’ordre n = r + s des λµ1...µn :
Λµ1...µr =
∞∑
n=r
an−rr ∂µr+1 ...∂µnλ
µ1...µn . (1.4)
Dans le cas le plus général, f et les Λµ1...µr et λµ1...µn sont des matrices qui agissent
sur un champ à N composantes Φ = (φ1, ..., φN) selon
δΦ(x) =
∫
dyf(x, y)Φ(y). (1.5)
ou en termes de composantes
δφi(x) =
∫
dy
N∑
j=1
fij(x, y)φj(y). (1.6)
Afin de construire un éventuel Lagrangien pour Φ invariant sous ces transformations de
jauge, il faut notamment que la variation du terme de masse
∫
dxΦ†(x)Φ(x) s’annule, ce
qui va impliquer une contrainte sur f . En effet,
δ
∫
dxΦ†(x)Φ(x) =
∫
dx
[
δΦ†(x)Φ(x) + Φ†(x)δΦ(x)
]
δ
∫
dxΦ†(x)Φ(x) =
∫∫
dxdy
[
Φ†(y)f †(x, y)Φ(x) + Φ†(x)f(x, y)Φ(y)
]
(1.7)
et, de manière évidente, f doit être anti-hermitique
∫∫
dxdyΦ†(y)f †(x, y)Φ(x) = −
∫∫
dxdyΦ†(x)f(x, y)Φ(y). (1.8)
Cette contrainte va permettre de préciser les propriétés d’hermiticité des λµ1...µn et de
réduire les choix possibles pour les coefficients an−rr , mais pour arriver à en tirer ces infor-
mations il faut mettre les deux termes sous une forme qui rende possible une comparaison.
La première étape est de s’inspirer de la définition des dérivées de δ(x) pour montrer que
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∫∫
dxdyΦ†(x)Λµ1...µr∂µ1 ...∂µrδ(x− y)Φ(y) =
(−1)r
∫∫
dxdyΦ†(y)∂µ1 ...∂µr (Λ
µ1...µrδ(x− y)) Φ(x)
= (−1)r
∫∫
dxdyΦ†(y)
(
r∑
i=0
Cir∂µ1 ...∂µiΛ
µ1...µr∂µi+1 ...∂µrδ(x− y)
)
Φ(x), (1.9)
puis en y insérant (1.4), l’égalité précédente se transforme en
∫∫
dxdyΦ†(x)Λµ1...µr∂µ1...µrδ(x− y)Φ(y) =
(−1)r
∫∫
dxdyΦ†(y)
(
r∑
i=0
∞∑
n=r
Cira
n−r
r ∂µ1 ...∂µi∂µr+1 ...∂µnλ
µ1...µn∂µi+1 ...∂µrδ(x− y)
)
Φ(x).
(1.10)
Nous pouvons donc exprimer le membre de droite de (1.8) en fonction des λµ1...µn en
sommant (1.10) sur toutes les valeurs de r. Afin de rendre visible l’ordre des dérivées de
δ(x−y), introduisons r′ = r−i. Grâce à la symétrie des indices µ1, ..., µn et à Cr−r′r = Cr′r ,
les quantités dépendant de i se réécrivent :
r∑
i=0
Cir∂µ1 ...∂µi∂µr+1 ...∂µnλ
µ1...µn∂µi+1 ...∂µrδ(x− y) =
r∑
r′=0
Cr
′
r ∂µr′+1 ...∂µnλ
µ1...µn∂µ1 ...∂µr′δ(x− y).
(1.11)
Réarrangeons les différentes sommes selon
∞∑
r=0
∞∑
n=r
=
∞∑
n=0
n∑
r=0
,
n∑
r=0
r∑
r′=0
=
n∑
r′=0
n∑
r=r′
(1.12)
pour obtenir une expression pour le membre de droite de (1.8) organisée selon l’ordre n
des λµ1...µn puis les nombres r et r′ de dérivées appliquées à δ(x− y) et à ces tenseurs
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∫∫
dxdyΦ†(x)f(x, y)Φ(y) =
∫∫
dxdyΦ†(y)
( ∞∑
n=0
n∑
r′=0
n∑
r=r′
(−1)rCr′r an−rr ∂µr′+1 ...∂µnλµ1...µn∂µ1 ...∂µr′δ(x− y)
)
Φ(x).
(1.13)
Il reste désormais à mettre le membre de gauche de (1.8) sous une forme similaire ce
qui se fait plus simplement.
∫∫
dxdyΦ†(y)f †(x, y)Φ(x)
=
∫∫
dxdyΦ†(y)
( ∞∑
r′=0
(Λµ1...µr′ )† ∂µ1 ...∂µr′δ(x− y)
)
Φ(x)
=
∫∫
dxdyΦ†(y)
( ∞∑
r′=0
∞∑
n=r′
an−r
′
r′ ∂µr′+1 ...∂µn (λ
µ1...µn)† ∂µ1 ...∂µr′δ(x− y)
)
Φ(x) (1.14)
Ici également on peut inverser l’ordre des sommes et cette expression devient finalement
∫∫
dxdyΦ†(y)f †(x, y)Φ(x)
=
∫∫
dxdyΦ†(y)
( ∞∑
n=0
n∑
r′=0
an−r
′
r′ ∂µr′+1 ...∂µn (λ
µ1...µn)† ∂µ1 ...∂µr′δ(x− y)
)
Φ(x). (1.15)
L’invariance du terme de masse sera donc assurée si (1.13) et (1.15) sont opposés, i.e.
si, à n et r′ fixés, l’équation suivante est satisfaite :
an−r
′
r′ ∂µr′+1 ...∂µn (λ
µ1...µn)† +
n∑
r=r′
(−1)rCr′r an−rr ∂µr′+1 ...∂µnλµ1...µn = 0. (1.16)
Pour ce faire, les propriétés d’hermiticité des λµ1...µn peuvent être choisies de plusieurs
façons mais nous retenons la moins restrictive pour f
(λµ1...µn)† = (−1)n+1λµ1...µn (1.17)
dans le sens où le maximum de coefficients an−r
′
r′ ne sont pas nuls. Ces derniers sont alors
les seules inconnues restantes et sont reliées par
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an−r
′
r′ (−1)n+1 +
n∑
r=r′
(−1)rCr′r an−rr = 0. (1.18)
ce qui nous permet de les calculer aux premiers ordres avec une liberté de choix pour
certains des an−r
′
r′ qui ne sont pas contraints. A l’ordre n = 3, f s’écrit
f(x, y) = λ(x)δ(x− y)
+ λµ∂µδ(x− y) + 1
2
∂µλ
µδ(x− y)
+ λµν∂µ∂νδ(x− y) + ∂µλµν∂νδ(x− y) + 1
2
∂µ∂νλ
µνδ(x− y)
+ λµνρ∂µ∂ν∂ρδ(x− y) + 3
2
∂µλ
µνρ∂ν∂ρδ(x− y)
+
3
2
∂µ∂νλ
µνρ∂ρδ(x− y) + 1
2
∂µ∂ν∂ρλ
µνρδ(x− y). (1.19)
1.2 Loi de composition
Maintenant que nous avons précisé la forme d’un élément du groupe de jauge, étudions
la loi de composition de deux de ces éléments, définie par
f[21](x, y) = [f2, f1]G (x, y) ≡ f2 ∗ f1(x, y)− f1 ∗ f2(x, y), (1.20)
où l’on a défini la multiplication ∗
f2 ∗ f1(x, y) ≡
∫
dzf2(x, z)f1(z, y).
Le but que l’on cherche à atteindre est d’obtenir la composition des λµ1...µn car c’est par
eux qu’on fera l’analogie à chaque ordre avec les champs de jauge usuels.
Il faut dans un premier temps calculer f[21] en se servant d’identités du type de
∫
dzΛ
µ1...µr2
2 ∂µ1 ...∂µr2δ(x− z)Λ
ν1...νr1
1 ∂ν1 ...∂νr1δ(z − y)
= Λ
µ1...µr2
2
r2∑
i=0
Cir2∂µ1 ...∂µiΛ
ν1...νr1
1 ∂µi+1 ...∂µr2∂ν1 ...∂νr1δ(x− y).
(1.21)
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puis en tirer les Λµ1...µr[21] qui sont les facteurs des ∂µ1 ...∂µrδ(x−y). Nous ne considérons que
les termes comprenant au plus une dérivée et nous ne prenons pas en compte les Λµ1...µr
ou les λµ1...µn d’ordre supérieur à trois. En effet, ceux-ci interviendront avec deux dérivées
ou plus dans la variation d’éventuels termes cinétiques pour les spins s ≤ 3 auxquels nous
entendons nous limiter pour l’instant. Pour r = 0, 1, 2 et 3, nous trouvons
Λ[21] = [Λ2,Λ1] + Λ
σ
2∂σΛ1 − Λσ1∂σΛ2, (1.22)
Λµ[21] = [Λ
µ
2 ,Λ1] + [Λ2,Λ
µ
1 ] + Λ
σ
2∂σΛ
µ
1 − Λσ1∂σΛµ2
+ 2 (Λµσ2 ∂σΛ1 − Λµσ1 ∂σΛ2) , (1.23)
Λµν[21] = [Λ
µν
2 ,Λ1] + [Λ2,Λ
µν
1 ] +
1
2
([Λµ2 ,Λ
ν
1] + [Λ
ν
2,Λ
µ
1 ])
+ Λσ2∂σΛ
µν
1 − Λσ1∂σΛµν2 + Λµσ2 ∂σΛν1 + Λνσ2 ∂σΛµ1
− Λµσ1 ∂σΛν2 − Λνσ1 ∂σΛµ2 + 3 (Λµνσ2 ∂σΛ1 − Λµνσ1 ∂σΛ2) , (1.24)
Λµνρ[21] = [Λ
µνρ
2 ,Λ1] + [Λ2,Λ
µνρ
1 ]
+
1
3
([Λµν2 ,Λ
ρ
1] + [Λ
νρ
2 ,Λ
µ
1 ] + [Λ
ρµ
2 ,Λ
ν
1])
+
1
3
([Λµ2 ,Λ
νρ
1 ] + [Λ
ν
2,Λ
ρµ
1 ] + [Λ
ρ
2,Λ
µν
1 ])
+ Λσ2∂σΛ
µνρ
1 − Λσ1∂σΛµνρ2
+
2
3
(Λµσ2 ∂σΛ
νρ
1 + Λ
νσ
2 ∂σΛ
ρµ
1 + Λ
ρσ
2 ∂σΛ
µν
1 )
− 2
3
(Λµσ1 ∂σΛ
νρ
2 + Λ
νσ
1 ∂σΛ
ρµ
2 + Λ
ρσ
1 ∂σΛ
µν
2 )
+ Λµνσ2 ∂σΛ
ρ
1 + Λ
νρσ
2 ∂σΛ
µ
1 + Λ
ρµσ
2 ∂σΛ
ν
1
− Λµνσ1 ∂σΛρ2 − Λνρσ1 ∂σΛµ2 − Λρµσ1 ∂σΛν2. (1.25)
Le crochet [A,B] représente ici un commutateur, par opposition à (1.20) où il désigne la
composition dans le groupe de jauge. L’étape suivante est de remplacer Λµ1...µr1 et Λ
µ1...µr
2
par leurs expressions respectives en fonction des λµ1...µn puis de séparer les termes qui sont
des dérivées totales et ceux qui n’en sont pas, afin de mettre les Λµ1...µr[21] sous la forme
Λµ1...µr[21] = a
0
rλ
µ1...µr
[21] + a
1
r∂µr+1λ
µ1...µrµr+1
[21] (1.26)
de laquelle on tire les λµ1...µn[21] . Ces longs et quelque peu fastidieux calculs nous mènent
finalement à
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λ[21] = [λ2, λ1] +
1
2
({λσ2 , ∂σλ1} − {λσ1 , ∂σλ2}) , (1.27)
λµ[21] = [λ
µ
2 , λ1] + [λ2, λ
µ
1 ] + {λµσ2 , ∂σλ1} − {λµσ1 , ∂σλ2}
+
1
2
({λσ2 , ∂σλµ1} − {λσ1 , ∂σλµ2}) , (1.28)
λµν[21] = [λ
µν
2 , λ1] + [λ2, λ
µν
1 ] +
1
2
([λµ2 , λ
ν
1] + [λ
ν
2, λ
µ
1 ])
+
1
2
({λµσ2 , ∂σλν1}+ {λνσ2 , ∂σλµ1} − {λµσ1 , ∂σλν2} − {λνσ1 , ∂σλµ2})
+
1
2
({λσ2 , ∂σλµν1 } − {λσ1 , ∂σλµν2 }) +
3
2
({λµνσ2 , ∂σλ1} − {λµνσ1 , ∂σλ2}) , (1.29)
λµνρ[21] = [λ
µνρ
2 , λ1] + [λ2, λ
µνρ
1 ]
+
1
3
([λµν2 , λ
ρ
1] + [λ
νρ
2 , λ
µ
1 ] + [λ
ρµ
2 , λ
ν
1])
+
1
3
([λµ2 , λ
νρ
1 ] + [λ
ν
2, λ
ρµ
1 ] + [λ
ρ
2, λ
µν
1 ])
+
1
2
({λσ2 , ∂σλµνρ1 } − {λσ1 , ∂σλµνρ2 })
+
1
3
({λµσ2 , ∂σλνρ1 }+ {λνσ2 , ∂σλρµ1 }+ {λρσ2 , ∂σλµν1 })
− 1
3
({λµσ1 , ∂σλνρ2 }+ {λνσ1 , ∂σλρµ2 }+ {λρσ1 , ∂σλµν2 })
+
1
2
({λµνσ2 , ∂σλρ1}+ {λνρσ2 , ∂σλµ1}+ {λρµσ2 , ∂σλν1})
− 1
2
({λµνσ1 , ∂σλρ2}+ {λνρσ1 , ∂σλµ2}+ {λρµσ1 , ∂σλν2}) . (1.30)
où nous avons introduit l’anticommutateur
{A,B} ≡ AB +BA.
A ce niveau, il nous faut faire plusieurs remarques. La première est assez évidente et
concerne le fait que la composition interne au groupe de jauge mélange les λµ1...µn de
tous les ordres. De ce fait, les transformations des champs de jauge correspondants, qui
forment une représentation de ce groupe, mélangent tous les spins, de manière analogue
à (1.1).
Cependant, lorsque que l’on considère les situations où seuls λ[21] et λ
µ
[21] respectivement
sont non nuls, les lois de compositions restantes sont dans l’une
λ[21] = [λ2, λ1] (1.31)
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et dans l’autre
λµ[21] =
1
2
({λν2, ∂νλµ1} − {λν1, ∂νλµ2}) . (1.32)
On reconnaît les paramètres de la composition de deux transformations de jauge pour un
champ de spin 1, dans un cas, et, dans l’autre, pour un champ de spin 2 sans masse si les
λµ commutent.
Au contraire de ces deux cas, les compositions des transformations correspondant aux
champs de spins s ≥ 3 ne produisent pas, à cet ordre en dérivées, de termes qui ne
dépendent que de λ
µ1...µs−1
1 et λ
µ1...µs−1
2 . On peut en déduire qu’à partir du spin 3, il est
nécessaire d’avoir une infinité de champs pour construire les représentations du groupe de
jauge, retrouvant ainsi un résultat commun à plusieurs articles sur le sujet [35, 31, 32].
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Chapitre 2
Champs de jauge
2.1 Représentations
Partant de la forme des éléments du groupe de jauge que nous venons de trouver,
nous pouvons à présent chercher à construire les champs correspondants. Un tel champ
h est nécessairement une somme sur tous les spins et on détermine sa transformation
en fonction de f en imposant que le terme
∫∫
dxdyΦ†(x)h(x, y)Φ(y) soit invariant sous
l’action du groupe G, ce qui se traduit par
δ
∫∫
dxdyΦ†(x)h(x, y)Φ(y)
=
∫∫
dxdy
(
Φ†(x)δh(x, y)Φ(y) + δΦ†(x)h(x, y)Φ(y) + Φ†(x)h(x, y)δΦ(y)
)
=
∫∫
dxdy
(
Φ†(x)δh(x, y)Φ(y)
)
+
∫∫∫
dxdydz
(
Φ†(x)h(x, y)f(y, z)Φ(z) + Φ†(z)f †(x, z)h(x, y)δΦ(y)
)
=
∫∫
dxdy
(
Φ†(x)δh(x, y)Φ(y) + Φ†(x)
(∫
dzh(x, z)f(z, y)− f(x, z)h(z, y)
)
δΦ(y)
)
(2.1)
Pour que la variation de ce terme s’annule, δh(x, y) doit donc vérifier
δh(x, y) = f ∗ h(x, y)− h ∗ f(x, y). (2.2)
La forme de cette transformation assure qu’elle est bien compatible avec le fait que les
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champs h(x, y) forment une représentation du groupe, c’est-à-dire que l’égalité suivante
est vérifiée
δ[21]h(x, y) = (δ2δ1 − δ1δ2)h(x, y). (2.3)
où, bien entendu, δ1, δ2 et δ[21] sont les transformations associées à f1, f2 et f[21] respecti-
vement. Par (δ2δ1 − δ1δ2)h(x, y), on entend
h(x, y) + δ1h(x, y) + δ2 (h(x, y) + δ1h(x, y))− (1↔ 2) .
Le choix le plus naturel pour h est celui d’une expression analogue à celle de f
h(x, y) = h(x)δ(x− y)
+ hµ∂µδ(x− y) + 1
2
∂µh
µδ(x− y)
+ hµν∂µ∂νδ(x− y) + ∂µhµν∂νδ(x− y) + 1
2
∂µ∂νh
µνδ(x− y)
+ hµνρ∂µ∂ν∂ρδ(x− y) + 3
2
∂µh
µνρ∂ν∂ρδ(x− y)
+
3
2
∂µ∂νh
µνρ∂ρδ(x− y) + 1
2
∂µ∂ν∂ρh
µνρδ(x− y). (2.4)
avec, cependant, des propriétés d’hermiticité opposées
(hµ1...µs)† = (−1)nhµ1...µs (2.5)
car h(x, y) est alors hermitique ce qui est nécessaire pour construire une action. Il est facile
de déduire de ce qui précède les transformations des hµ1...µs puisqu’il suffit de remplacer
λµ1...µs2 par λ
µ1...µs et λµ1...µs1 par h
µ1...µs dans (1.27), (1.28), (1.29), (1.30) :
δh = [λ, h] +
1
2
({λσ, ∂σh} − {hσ, ∂σλ}) , (2.6)
δhµ = [λµ, h] + [λ, hµ] + {λµσ, ∂σh} − {hµσ, ∂σλ}
+
1
2
({λσ, ∂σhµ} − {hσ, ∂σλµ}) , (2.7)
δhµν = [λµν , h] + [λ, hµν ] +
1
2
([λµ, hν ] + [λν , hµ])
+
1
2
({λµσ, ∂σhν}+ {λνσ, ∂σhµ} − {hµσ, ∂σλν} − {hνσ, ∂σλµ})
+
1
2
({λσ, ∂σhµν} − {hσ, ∂σλµν}) + 3
2
({λµνσ, ∂σh} − {hµνσ, ∂σλ}) , (2.8)
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δhµνρ = [λµνρ, h] + [λ, hµνρ]
+
1
3
([λµν , hρ] + [λνρ, hµ] + [λρµ, hν ])
+
1
3
([λµ, hνρ] + [λν , hρµ] + [λρ, hµν ])
+
1
2
({λσ, ∂σhµνρ} − {hσ, ∂σλµνρ})
+
1
3
({λµσ, ∂σhνρ}+ {λνσ, ∂σhρµ}+ {λρσ, ∂σhµν})
− 1
3
({hµσ, ∂σλνρ}+ {hνσ, ∂σλρµ}+ {hρσ, ∂σλµν})
+
1
2
({λµνσ, ∂σhρ}+ {λνρσ, ∂σhµ}+ {λρµσ, ∂σhν})
− 1
2
({hµνσ, ∂σλρ}+ {hνρσ, ∂σλµ}+ {hρµσ, ∂σλν}) . (2.9)
Pour les raisons évoquées dans la première section, on ne considère pas λµ1...µs et hµ1...µs
pour s ≥ 4.
Nous remarquons que les transformations de ces champs ne contiennent pas de termes
inhomogènes comme c’est le cas habituellement. Pour les faire apparaître et se rapprocher
des constructions usuelles, développons hµν autour de la métrique Minkovskienne selon
hµν −→ ηµν + h′µν
. Revenons aux deux situations évoquées à la fin du chapitre précédent.
Si λ n’est pas une matrice et que λµ et λµν sont nuls, δhµ devient :
δhµ = −2∂µλ, (2.10)
et −hµ/2 est le champ de Yang-Mills libre. Par contre, si les λµ sont les seuls paramètres
non nuls et commutent avec h′µν alors :
δh′µν = − (∂µλν + ∂νλµ) , (2.11)
et on peut identifier −h′µν à la métrique du champ gravitationnel.
Les deux exemples précédents nous montrent l’utilité de redéfinir les champs afin de
retrouver les termes inhomogènes habituels. Introduisons
h′ = −h −→ δh′ = 0 + ... (2.12)
h′µ = −
1
2
hµ −→ δh′µ = ∂µλ+ ... (2.13)
h′′µν = −h′µν −→ δh′′µν = ∂µλν + ∂νλµ + ... (2.14)
h′µνρ = −
3
2
hµνρ −→ δh′µνρ = ∂µλνρ + ∂νλρµ + ∂ρλµν + ... (2.15)
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et omettons les primes dès à présent. Ces nouveaux champs se transforment selon
δh = [λ, h] + {λσ, ∂σh} − 1
2
{hσ, ∂σλ} , (2.16)
δhµ = ∂µλ+
1
2
[λµ, h] + [λ, hµ] + {λµ σ , ∂σh} − {hµ σ , ∂σλ}
+
1
2
({λσ, ∂σhµ} − {hσ, ∂σλµ}) , (2.17)
δhµν = ∂µλν + ∂νλµ + [λµν , h] + [λ, hµν ] + [λµ, hν ] + [λν , hµ]
+ {λµ σ , ∂σhν}+ {λν σ , ∂σhµ} − 1
2
({hµ σ , ∂σλν}+ {hν σ , ∂σλµ})
+
1
2
{λσ, ∂σhµν} − {hσ, ∂σλµν}+ 3
2
{λµν σ , ∂σh} − {hµν σ , ∂σλ} , (2.18)
δhµνρ = ∂µλνρ + ∂νλρµ + ∂ρλµν
+
3
2
[λµνρ, h] + [λ, hµνρ] + [λµν , hρ] + [λνρ, hµ] + [λρµ, hν ]
+
1
2
([λµ, hνρ] + [λν , hρµ] + [λρ, hµν ]) +
1
2
({λσ, ∂σhµνρ} − 3 {hσ, ∂σλµνρ})
+
1
2
({λµ σ , ∂σhνρ}+ {λν σ , ∂σhρµ}+ {λρ σ , ∂σhµν})
− 1
2
({hµ σ , ∂σλνρ}+ {hν σ , ∂σλρµ}+ {hρ σ , ∂σλµν})
+
3
2
({λµν σ , ∂σhρ}+ {λνρ σ , ∂σhµ}+ {λρµ σ , ∂σhν})
− 1
2
({hµν σ , ∂σλρ}+ {hνρ σ , ∂σλµ}+ {hρµ σ , ∂σλν}) . (2.19)
2.2 Spin 3 non abélien
Nous pouvons désormais nous intéresser aux conséquences de ce choix pour les champs
de jauge correspondant au groupe G en nous inspirant de ce qui existe dans la littérature.
Outre la construction de représentations de ce type de groupes englobant tous les niveaux
de spin, un objectif primordial de la recherche sur les champs de spins s supérieur à 3 est
de construire des Lagrangiens invariants de jauge avec interactions. Cette tâche s’avère
compliquée car, même pour le cas libre, des nouvelles contraintes sur les paramètres de
jauge apparaissent dès s = 3 [35]. En effet, le Lagrangien libre pour hµνρ s’écrit
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L = −1
2
(∂µhνρσ)
2 +
3
2
(∂µh
µνρ)2 − 3∂µ hνρ ρ ∂σhµνσ + 3
2
(∂µ hνρ
ρ)2 +
3
4
(∂µ h
µρ
ρ)
2 (2.20)
et pour la transformation de jauge abélienne
δhµνρ = ∂µλνρ + ∂νλρµ + ∂ρλµν (2.21)
les variations des différents termes valent :
δ
(
−1
2
(∂µhνρσ)
2
)
= −3∂νhνρσ∂2λρσ (2.22)
δ
(
3
2
(∂µh
µνρ)2
)
= 3∂νh
νρσ∂2λρσ − 6∂σλσρ∂µ∂νhµνρ (2.23)
δ (−3∂µ hνρ ρ ∂σhµνσ) = 6∂ρλρν∂µ∂σhµνσ + 3∂ν λρ ρ ∂µ∂σhµνσ
+ 6∂2 hνρ
ρ ∂σλ
νσ − 3∂ν hνρ ρ ∂µ∂σλµσ (2.24)
δ
(
3
2
(∂µ hνρ
ρ)2
)
= 3∂2 hνρ
ρ (2∂σλ
νσ + ∂ν λσ
σ) (2.25)
δ
(
3
4
(∂µ hµν
ν)2
)
=
3
2
∂µ hµν
ν
(
∂2 λρ
ρ + ∂ρ∂σλ
ρσ
)
, (2.26)
où ∂2 est le d’Alembertien. δL devient finalement :
δL = 3∂σ λρ ρ ∂µ∂νhµνσ − 3
2
∂µ hµν
ν ∂2 λρ
ρ (2.27)
donc la condition λρ
ρ = 0 est nécessaire pour que L soit invariant de jauge. Toutefois,
cette contrainte apparaît lorsque hµνρ vérifie (2.21) et on peut tenter de s’en affranchir en
introduisant un champ hˆµνρ qui se transforme différemment :
δhˆµνρ = ∂µ
(
λνρ − 1
D
ηνρ λσ
σ
)
+ circ(µ, ν, ρ). (2.28)
circ(µ, ν, ρ) désigne les permutations circulaires des indices µ, ν, ρ. Les termes à rajouter
à la variation du Lagrangien (2.27) sont
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δ
(
−1
2
(
∂µhˆνρσ
)2)
−→ 3
D
∂µ hˆν
νσ
∂µ∂σ λτ
τ (2.29)
δ
(
3
2
(
∂µhˆ
µνρ
)2)
−→ − 6
D
∂µhˆ
µνρ∂ν∂ρ λτ
τ − 3
D
∂µ hˆµν
ν
∂2 λτ
τ (2.30)
δ
(
−3∂µ hˆνρ ρ ∂σhˆµνσ
)
−→ 3(D + 2)
2D
∂σhˆ
µνσ∂µ∂ν λτ
τ
+
3
D
∂µ hˆµν
ν
∂2 λτ
τ +
6
D
∂µ hˆνρ
ρ
∂µ∂ν λτ
τ (2.31)
δ
(
3
2
(
∂µ hˆνρ
ρ
)2)
−→ −3(D + 2)
D
∂µ hˆνρ
ρ
∂µ∂ν λτ
τ (2.32)
δ
(
3
4
(
∂µ hˆµν
ν
)2)
−→ −3(D + 2)
2D
∂µ hˆµν
ν
∂2 λτ
τ (2.33)
Leur somme se réduit à
−3∂σ λρ ρ ∂µ∂ν hˆµνσ + 3
2
∂µ hˆµν
ν
∂2 λρ
ρ (2.34)
et dans ce cas, il est clair que δL[hˆµνρ] = 0, conformément à ce que l’on cherche.
Afin que hˆµνρ soit un “bon” champ de jauge, il doit encore satisfaire (2.3) dans le cas
non-abélien. Il faut pour cela compenser les contributions à δ[21]hˆ
µνρ dues à la trace de
λµν qui s’écrivent à l’ordre d’une dérivée :
−ηµν
D
∂ρ λ[21]σ
σ + circ(µ, ν, ρ) = −ηµν
D
∂ρ ([λ2σ
σ , λ1] + [λ2σ, λ
σ
1 ] + [λ2, λ1σ
σ]) + circ(µ, ν, ρ).
(2.35)
Le point de départ le plus simple pour δhˆµνρ est la transformation de hµνρ (2.19), dont on
modifie les termes inhomogènes selon (2.28) et dans laquelle on remplace hµνρ par hˆµνρ.
Outre la somme (2.35), il n’y a pas de nouveau terme à une dérivée au plus dans δ[21]hˆ
µνρ.
Par contre, dans (δ2δ1 − δ1δ2) hˆµνρ, apparaît :
−ηµν
D
[λ2, ∂ρ λ1σ
σ] +
ηµν
D
[λ1, ∂ρ λ2σ
σ] + circ(µ, ν, ρ). (2.36)
Or, (δ2δ1 − δ1δ2) appliquée à
−ηµν
D
[λσ
σ , hρ] + circ(µ, ν, ρ) (2.37)
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donne l’expression
−ηµν
D
[∂ρλ2, λ1σ
σ] +
ηµν
D
[∂ρλ1, λ2σ
σ] + circ(µ, ν, ρ). (2.38)
Il faut donc ajouter (2.37) à la transformation de hˆµνρ pour reconstruire deux des termes
de (2.35) :
−ηµν
D
∂ρ ([λ2, λ1σ
σ] + [λ2σ
σ , λ1]) + circ(µ, ν, ρ). (2.39)
par la somme de (2.36) et (2.38). Il ne reste plus qu’à retrouver le commutateur des λσ,
et ce dernier pourrait provenir de
−ηµν
D
[λσ, hρσ] + circ(µ, ν, ρ), (2.40)
mais cela produirait une contribution supplémentaire
−ηµν
D
([λσ2 , ∂σλ1ρ] + [∂σλ2ρ, λ
σ
1 ]) + circ(µ, ν, ρ) (2.41)
qui ne peut être compensée grâce aux champs hµνρ.... La solution est de définir un champ
auxiliaire kµ qui se transforme selon :
δkµ = mλµ + ... (2.42)
où le paramètre m a la dimension d’une masse et la correction à δhˆµνρ devient
−ηµν
2D
(
[λσ, hρσ] +
1
m
[λσ2 , ∂ρkσ − ∂σkρ]
)
+ circ(µ, ν, ρ). (2.43)
La transformation de hˆµνρ s’écrit finalement :
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δhµνρ = ∂µ
(
λνρ − 1
D
ηνρ λσ
σ
)
+
3
2
[λµνρ, h] +
[
λ, hˆµνρ
]
+ [λµν , hρ]
+
1
2
[λµ, hνρ] +
1
2
({
λσ, ∂σhˆµνρ
}
− 3 {hσ, ∂σλµνρ}
)
+
1
2
{λµ σ , ∂σhνρ} − 1
2
{hµ σ , ∂σλνρ}+ 3
2
{λµν σ , ∂σhρ}
− 1
2
{
hˆµν
σ
, ∂σλρ
}
− ηµν
D
[λσ
σ , hρ]− ηµν
2D
(
[λσ, hρσ] +
1
m
[λσ2 , ∂ρkσ − ∂σkρ]
)
+ circ(µ, ν, ρ). (2.44)
2.3 Lagrangien de spin 2
Revenons sur le champ auxiliaire kµ. A l’instar d’un champ de Yang-Mills, ce dernier a
un degré de liberté en trop et λµ, présent dans sa transformation de jauge, ne peut servir
à supprimer une de ses composantes car il joue déjà ce rôle pour hµν . Il nous faut donc un
nouveau paramètre de jauge. On peut utiliser ∂µ λσ
σ pour compléter δkµ et en imposant
que cette dernière vérifie (2.3), on trouve :
δkµ = mλµ + ∂µ λσ
σ + [λ, kµ] + [λσ
σ , hρ] +
1
2
(
[λσ, hρσ] +
1
m
[λσ2 , ∂ρkσ − ∂σkρ]
)
(2.45)
De manière analogue à un champ de Yang-Mills, un terme cinétique pour kµ serait
1
m2
(∂µkν − ∂νkµ)2 = 1
m2
(∂µkν + ∂νkµ)
2 − 4(∂µkµ)2. (2.46)
La contribution à sa variation correspondant à ∂µ λσ
σ s’annule mais λµ engendre des
termes qu’on peut compenser en couplant kµ à hµν de la sorte :
1
2
(mhµν − (∂µkν + ∂νkµ))2 − 1
2
(m hµ
µ − 2m∂µkµ)2 . (2.47)
A leur tour, les termes croisés dans le carré ci-dessus font apparaître des contributions
dues à ∂µ λσ
σ :
−2mhµν∂µ∂ν λσ σ + 2m hµ µ ∂2 λσ σ (2.48)
2.3. Lagrangien de spin 2 111
Heureusement, cette apparition en cascade de nouveaux termes est stoppée si l’on définit
un deuxième champ auxiliaire l, appartenant au groupe, tel que
δl = m λσ
σ + ... (2.49)
et que l’on ajoute
2hµν∂µ∂νl − 2 hµ µ ∂2l (2.50)
à (2.47). La forme de ce dernier rappelle une méthode initiée par Veltman [36, 37] qui
permet de construire un Lagrangien pour un champ de Yang-Mills massif Wµ, pour lequel
le propagateur ne contient pas de terme en kµkν/m
2 provenant du fixage de jauge et
posant des problèmes dans la limite m −→ 0. L’idée est de définir un nouveau champ
W ′µ(ϕ) à partir de Wµ et d’un champ ϕ selon :
W ′µ(ϕ) ≡ U(ϕ)WµU−1(ϕ) +
2
ig
∂µ(U(ϕ))U
−1(ϕ) (2.51)
U(ϕ) ≡ e− ig2mϕ (2.52)
ϕ ≡ ϕaτa (2.53)
où g est la constante de couplage dans le Lagrangien de Wµ :
L = −1
4
TrF 2µν −
1
2
m2W 2µ (2.54)
Fµν = ∂µWν − ∂νWµ + g[Wµ,Wν ] (2.55)
et les τa sont les générateurs de la représentation adjointe. En utilisant l’identité
U = cos
g
2m
|ϕ| − ig
2m
ϕ
sin g
2m
|ϕ|
g
2m
|ϕ| (2.56)
on peut écrire W ′µ aux premiers ordres en ϕ
W ′µ = Wµ −
1
m
∂µϕ− g[Wµ, ϕ] + g
2m
[∂µϕ, ϕ] +O(Wµϕ2) +O(ϕ3). (2.57)
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Le but de l’introduction de ces nouveaux champs est de compenser les transformations
de jauge de Wµ de paramètre λ
Wµ −→ VWµV −1 + 2
ig
∂µ(V )V
−1 (2.58)
V ≡ e ig2mλ (2.59)
λ = λaτa (2.60)
par celle de ϕ, de telle sorte que W ′µ(ϕ) soit invariant. Lorsque l’on insère (2.58) dans
(2.51), cette contrainte prend la forme
U(ϕ) = U(ϕ+ δϕ)V (2.61)
et l’on en tire
δϕ = mλ+
g
2
[ϕ, λ] +O(λϕ2). (2.62)
L’étape suivante est de choisir un Lagrangien pour le champ invariant W ′µ. L’idée la
plus naturelle est de prendre une expression identique à (2.54). Exprimons-la ensuite en
fonction deWµ et ϕ. Du fait de la forme de (2.51), TrF
2
µν ne change pas et les modifications
par rapport à (2.54) proviennent uniquement du terme de masse m2W ′2µ . Nous obtenons
finalement :
L =− 1
2
(∂µWν)
2 +
1
2
(∂µW
µ)2 − 1
2
m2W 2µ
− 1
2
g (∂µWν − ∂νWµ) · [W µ,W ν ]− 1
4
g2(Wµ ·W µ)(Wν ·W ν) + 1
4
g2(Wµ ·Wν)(W µ ·W ν)
− 1
2
(∂µϕ)
2 −mϕ · ∂µW µ +O(Wµϕ2) +O(ϕ3) (2.63)
où A ·B ≡ AaBa. A ce stade, considérons deux manières de fixer la jauge. La première est
simplement ϕ = 0, qui nous ramène au Lagrangien usuel (2.54) et qui nous confirme que
nous sommes toujours en présence d’un pur spin 1 massif. La seconde consiste à rajouter
à (2.63) le terme
−1
2
(∂µW
µ −mϕ)2 (2.64)
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pour aboutir à
L =− 1
2
(∂µWν)
2 − 1
2
m2W 2µ
− 1
2
g (∂µWν − ∂νWµ) · [W µ,W ν ]− 1
4
g2(Wµ ·W µ)(Wν ·W ν) + 1
4
g2(Wµ ·Wν)(W µ ·W ν)
− 1
2
(∂µϕ)
2 − 1
2
m2ϕ2 +O(Wµϕ2) +O(ϕ3). (2.65)
Nous avons donc atteint l’objectif fixé : le propagateur du champ Wµ est ici
−iηµν
k2 +m2
et admet une limite continue quand m tend vers zéro. De plus, nous savons que ϕ ne peut
apparaître sur les pattes externes car nous sommes en présence d’une théorie de pur spin
1 massif et il n’existe pas de terme d’interaction linéaire en ϕ. On en déduit que ce champ
ne peut apparaître dans les diagrammes en arbres ce qui semble raisonnable.
Revenons maintenant aux champs hµν , kµ et l et appliquons ce que nous venons de
voir, en nous concentrant toutefois sur le cas abélien. Partons du Lagrangien suivant pour
le champ de spin 2 libre massif :
L =− 1
2
(∂µhνρ)
2 + (∂µh
µν)2 − ∂µhµν∂ν hσ σ
+
1
2
(∂µ hσ
σ)2 − m
2
2
(hµν)2 +
m2
2
(hσ
σ)2 (2.66)
dans lequel nous effectuons le remplacement
hµν −→ hµν − 1
m
(∂µkν + ∂νkµ) , (2.67)
d’après (2.47), et auquel nous ajoutons (2.50), ce qui nous donne
L =− 1
2
(∂µhνρ)
2 + (∂µh
µν)2 − ∂µhµν∂ν hσ σ + 1
2
(∂µ hσ
σ)2
− m
2
2
(hµν)2 +
m2
2
(hσ
σ)2 + 2mhµν∂µkν − 2m hσ σ ∂µkµ
− (∂µkν)2 + (∂µkµ)2 − 2∂µhµν∂νl −+2∂µ hσ σ ∂µl. (2.68)
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Comme précédemment on peut fixer les cinq jauges en annulant les deux champs auxi-
liaires et (2.68) devient le Lagrangien de Fierz-Pauli d’un pur spin 2 massif. Le propagateur
du champ hµν contient alors au numérateur des termes d’ordre supérieur en kρkσ/m
2 qui,
encore une fois, posent des problèmes dans la limite m −→ 0.
Ici aussi, il existe une autre manière de procéder qui contourne ce problème. Pour λµ, on
utilise le fixage de jauge :
−
[
∂νhµν − 1
2
∂µ hσ
σ + ∂µl −mkµ
]2
(2.69)
mais cette expression est invariante par la transformation de paramètre λσ
σ donc il est
nécessaire d’ajouter :
−
[
∂µk
µ − 1
2
m hσ
σ −ml
]2
. (2.70)
Finalement, L devient
L = −1
2
(∂µhνρ)
2 +
1
2
(∂µ hσ
σ)2 − m
2
2
(hµν)2 +
m2
2
(hσ
σ)2
− (∂µkν)2 −m2k2µ − (∂µl)2 −m2l2 (2.71)
après la redéfinition de l suivante
l −→ l + 1
2
hσ
σ .
Pour ces choix de jauges, les propagateurs des champs s’écrivent :
l −→ 1
k2 +m2
(2.72)
kµ −→ ηµν
k2 +m2
(2.73)
hµν −→
ηµµ′ηνν′ − 1D−1ηµνηµ′ν′
k2 +m2
(2.74)
et les termes problématiques ont disparu, comme dans le cas du spin 1. On pressent qu’une
construction analogue pour un Lagrangien contenant des termes d’interaction est possible
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et que, là également, les champs auxiliaires n’interviendront vraisemblablement pas dans
les diagrammes en arbres.
Il est intéressant de souligner un dernier point : afin d’obtenir une transformation pour
hˆµνρ qui satisfasse la loi de groupe (2.3), nous avons utilisé kµ pour compenser ∂µ [λ2σ, λ
σ
1 ].
Cependant si les λµ commutent, l’introduction de ce champ n’est plus nécessaire. Or c’est
la forme du terme cinétique de kµ qui requiert l’apparition d’un terme de masse pour hµν
donc dans le formalisme que nous avons développé dans cette partie, le champ de spin 2
est naturellement massif si son groupe de symétrie interne n’est pas trivial, i.e. si les λµ
ne commutent pas.
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Conclusions et perspectives
Dans le contexte d’un besoin de plus en plus présent d’obtenir une théorie cohérente des
champs de spin élevé, nous avons présenté la construction d’un groupe de jauge inspirée
du formalisme des champs de cordes. De manière plus précise, les éléments sont des séries
de matrices de tenseurs symétriques et de leurs dérivés, qu’on identifie aux paramètres
de jauge de Yang-Mills et de la gravitation pour les ordres les plus bas. Afin de préserver
l’invariance d’un terme de masse pour des champs de matière, nous avons imposé des
conditions d’hermiticité qui nous ont permis de calculer exactement ces éléments jusqu’au
troisième ordre puis leur loi de composition.
L’étape suivante fut de choisir les champs de jauge dans le groupe lui-même puis de se
placer dans la limite hµν −→ ηµν + h′µν afin de retrouver les termes inhomogènes usuels
dans leurs transformations. Dans la dernière section, nous avons dû modifier ce terme dans
le cas du spin 3 pour éviter d’annuler la trace du paramètre λµν . Dans le cas non-abélien,
cette redéfinition a requis l’introduction d’un champ auxiliaires kµ se transformant en
partie comme le groupe pour que hµνρ vérifie la loi de groupe. La variation du terme
cinétique de kµ a entraîné l’apparition d’un terme de masse pour hµν , puis d’un autre
champ auxiliaire l. Il a alors été possible de construire un Lagrangien pour un spin 2
massif libre avec un propagateur admettant un limite de masse nulle continue. De plus,
l’absence de termes linéaires en kµ et l assure que ces derniers ne peuvent se retrouver au
niveau des arbres dans le cas en interaction. Cette situation est l’extension d’un mécanisme
bien connu pour le spin 1.
Il reste bien entendu à trouver un Lagrangien en interaction pour ces champs de spins
élevés qui soit compatible avec leurs transformations non abéliennes, mais on peut déjà
souligner l’intérêt de ce formalisme qui constitue un intermédiaire entre une approche de
théorie des champs usuelle et la théorie des cordes.
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Annexe A
Représentations des ondes solitaires de
Green-Naghdi avec tension de surface
Nous montrons ici les graphes correspondant aux quatre domaines (1.49). Comme
expliqué dans la section 1.4, nous avons considéré (1.46) comme l’équation d’un point
matériel de coordonnées S(ξ) et nous avons tracé de manière paramétrique (1.50) dans le
plan (S,Ep). A partir des morceaux des courbes pour lesquels Ep est négatif (on a défini
Ep = −12S2ξ ) il est possible de déduire la forme des solutions de (1.46). A ξ → −∞, S → h,
que l’on a fixé à 1 dans ce cas, suit le profil du potentiel et tend à nouveau vers h = 1
quand ξ → ∞. Tout cela rejoint le comportement habituel d’une onde solitaire mais les
graphes des domaines ii et iii partagent une propriété inhabituelle, l’existence de points
particuliers où Ep continue à croître (ou décroître) alors que S passe un extremum local.
L’existence de chacun de ces points résulte en une singularité dans la forme de la solution
S. Voyons le détail selon les cas :
0.4 0.6 0.8 1 1.2
-0.1
-0.08
-0.06
-0.04
-0.02
0
0.02 Ep(S) = −12S2x
S
-4 -2 2 4
-12
-10
-8
-6
-4
-2
S(x)
x
Fig. A.1 – Domaine i : Onde de dépression ou “creux”.
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0 1 2 3 4
-8
-6
-4
-2
0 A.
B .
C
.
Ep(S) = −12S2x
S
Fig. A.2 – Domaine ii : On obtient la forme de S comme suit : la solution S part de
la valeur 1 à ξ = −∞, croît jusqu’au point B, puis commence à décroître alors que sa
dérivée ne change pas de signe, ce qui entraîne l’apparition d’un point singulier du même
type que le point B′ de la figure 1.1. S atteint finalement un minimum local au point A où
Ep = 0 et fais le chemin inverse de manière symétrique (croissance → B → décroissance
jusqu’à h = 1 en à ξ = ∞). En résumé, S ressemble à une traditionnelle onde solitaire
“en bosse” avec un comportement singulier en “queue d’hirondelle”, comme le breather de
la figure 1.1.
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0.6 0.8 1 1.2 1.4
-3
-2
-1
0
1
C .
A
.
. B
Ep(S) = −12S2x
S
Fig. A.3 – Domaine iii : Il y a deux points singuliers dans ce cas et la forme de S est
essentiellement la même que la solution singulière u(ξ, η) de la figure 1.2. En effet, pour
la solution de type “soliton” (le sens de parcours est celui des aiguilles d’une montre), S
part de 1, croît jusqu’à A, similaire au point A′ de la figure 1.2, puis décroît de A à C, en
passant par un point d’inflexion minimum B de Ep(S). L’autre point singulier C, est du
type de C ′ de la figure 1.2, et pour finir, S croît de nouveau jusqu’à 1.
0.6 0.8 1 1.2 1.4 1.6 1.8 2
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-0.2
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0
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-4 -2 2 4
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6
8
10
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S(x)
x
Fig. A.4 – Domaine iv : Onde d’élévation ou “bosse” .
124
A. Représentations des ondes solitaires de Green-Naghdi avec tension de
surface
125
Annexe B
Amplitudes de probabilité
Nous présentons ici les principales étapes du calcul des amplitudes de probabilités
entrant en considération dans la section 3.1.
Termes présent dans A1
〈f |v†i1v†i2vi3vi4|i〉c = (δi3,n1δi4,n2 + δi3,n2δi4,n1) (δi1,n3δi2,n4 + δi1,n4δi2,n3) . (B.1)
〈f |vi1v†i2vi3v†i4 |i〉c = (δi1,n1δi3,n2 + δi1,n2δi3,n1) (δi2,n3δi4,n4 + δi2,n4δi4,n3) . (B.2)
〈f |v†i1vi2v†i3vi4 |i〉c = (δi2,n1δi4,n2 + δi2,n2δi4,n1) (δi1,n3δi3,n4 + δi1,n4δi3,n3) . (B.3)
〈f |vi1v†i2v†i3vi4 |i〉c = (δi1,n1δi4,n2 + δi1,n2δi4,n1) (δi2,n3δi3,n4 + δi2,n4δi3,n3) . (B.4)
〈f |v†i1vi2vi3v†i4 |i〉c = (δi2,n1δi2,n2 + δi2,n2δi3,n1) (δi1,n3δi4,n4 + δi1,n4δi4,n3) . (B.5)
Calcul des Ai, i = 3, 4, 5, 6, 7
– A3 :
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– état intermédiaire{
|int〉 ≡ |1n1 , 1n2 , 1n3 , 1n4 ; 1m〉 = v†n1v†n2v†n3v†n4σ†m|0〉
Eint = ωn1 + ωn2 + ωn3 + ωn4 + qm
(B.6)
– premier facteur
〈int|S2|i〉 = 〈1n1 , 1n2|vn3vn4σmS2|1n1 , 1n2〉
= − i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj − α2qj√
ωi1ωi2γj
× δj+i1+i2〈1n1 , 1n2|vn3vn4σmσ†jv†i1v†i2 |1n1 , 1n2〉
〈int|S2|i〉 = − i√
2L
∆n3∆n4γm − α2qm√
ωn3ωn4γm
δm+n3+n4 (B.7)
– second facteur
〈f |S2|int〉 = 〈1n3 , 1n4 |S2v†n1v†n2σ†m|1n3 , 1n4〉
=
i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj − α2qj√
ωi1ωi2γj
× δj+i1+i2〈1n3 , 1n4|σjvi1vi2v†n1v†n2σ†m|1n3 , 1n4〉
〈f |S2|int〉 = i√
2L
∆n1∆n2γm − α2qm√
ωn1ωn2γm
δm+n1+n2 (B.8)
– expression complète
A3 =
∑
n1
∑
n2
∑
n3
∑
n4
∑
m
δm+n1+n2δm+n3+n4
2L
×
(∆n1∆n2γm − α2qm) (∆n3∆n4γm − α2qm)
γm
√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 −
∑
iωni − qm)
A3 =−
∑ ′ 1
2L
(∆n1∆n2γn1+n2 + α
2qn1+n2) (∆n3∆n4γn3+n4 + α
2qn3+n4)
γn1+n2
√
ωn1ωn2ωn3ωn4 (ωn3 + ωn4 − qn1+n2)
(B.9)
– A4
– état intermédiaire {
|int〉 ≡ |1n2 , 1n4 ; 1m〉 = v†n2v†n4σ†m|0〉
Eint = ωn2 + ωn4 + qm
(B.10)
B. Amplitudes de probabilité 127
– premier facteur
〈int|S2|i〉 = 〈1n2|vn4σmS2v†n1|1n2〉
=
i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj + α2qj√
ωi1ωi2γj
× 〈1n2|vn4σm
(
δj+i1−i2σ
†
jv
†
i1
vi2 + δj−i1+i2σ
†
jvi1v
†
i2
)
|1n2〉
〈int|S2|i〉 = i√
2L
∆n1∆n4γm + α
2qm√
ωn1ωn4γm
δm−n1+n4 (B.11)
– second facteur
〈f |S2|int〉 = 〈1n4|vn3S2v†n2σ†m|1n4〉
= − i
2
√
2L
∑
i1
∑
i2
∑
j 6=0
(ki1 − ωi1) (ki2 − ωi2) γj + α2qj√
ωi1ωi2γj
× 〈1n4|
(
δj+i1−i2σjvi1v
†
i2
+ δj−i1+i2σjv
†
i1
vi2
)
|1n4〉
〈f |S2|int〉 = − i√
2L
∆n2∆n3γm + α
2qm√
ωn2ωn3γm
δm+n2−n3 (B.12)
– expression complète
A4 =
∑
n1
∑
n2
∑
n3
∑
n4
∑
m
δm+n1+n2δm+n3+n4
2L
×
(∆n1∆n4γm + α
2qm) (∆n2∆n3γm + α
2qm)
γm
√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 − ωn2 − ωn4 − qm)
A4 =
∑ ′ 1
2L
(∆n1∆n2γn1+n2 + α
2qn1+n2) (∆n3∆n4γn3+n4 + α
2qn3+n4)
γn1+n2
√
ωn1ωn2ωn3ωn4 (ωn1 − ωn4 − qn1−n4)
(B.13)
Par analogie avec A4, on peut déduire simplement les étapes du calcul des amplitudes
restantes.
– A5
– état intermédiaire {
|int〉 ≡ |1n1 , 1n3 ; 1m〉 = v†n1v†n3σ†m|0〉
Eint = ωn1 + ωn3 + qm
(B.14)
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– premier facteur
〈int|S2|i〉 = 〈1n1 |vn3σmS2v†n2 |1n1〉
〈int|S2|i〉 = i√
2L
∆n2∆n3γm + α
2qm√
ωn2ωn3γm
δm−n2+n3 (B.15)
– second facteur
〈f |S2|int〉 = 〈1n3|vn4S2v†n1σ†m|1n3〉
〈int|S2|i〉 = − i√
2L
∆n1∆n4γm + α
2qm√
ωn1ωn4γm
δm+n1−n4 (B.16)
– expression complète
A5 =
∑
n1
∑
n2
∑
n3
∑
n4
∑
m
δm+n1−n4δm−n2+n3
2L
×
(∆n1∆n4γm + α
2qm) (∆n2∆n3γm + α
2qm)
γm
√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 − ωn1 − ωn3 − qm)
A5 =
∑ ′ 1
2L
(∆n1∆n2γn1+n2 − α2qn1−n4) (∆n3∆n4γn3+n4 + α2qn2−n3)
γn2−n3
√
ωn1ωn2ωn3ωn4 (ωn2 − ωn3 − qn2−n3)
(B.17)
– A6
– état intermédiaire {
|int〉 ≡ |1n2 , 1n3 ; 1m〉 = v†n2v†n3σ†m|0〉
Eint = ωn2 + ωn3 + qm
(B.18)
– premier facteur
〈int|S2|i〉 = 〈1n2|vn3σmS2v†n1 |1n2〉
〈int|S2|i〉 = i√
2L
∆n1∆n3γm + α
2qm√
ωn1ωn3γm
δm−n1+n3 (B.19)
– second facteur
〈f |S2|int〉 = 〈1n3|vn4S2v†n2σ†m|1n3〉
〈int|S2|i〉 = − i√
2L
∆n2∆n4γm + α
2qm√
ωn2ωn4γm
δm+n2−n4 (B.20)
B. Amplitudes de probabilité 129
– expression complète
A6 =
∑
n1
∑
n2
∑
n3
∑
n4
∑
m
δm−n1+n3δm+n2−n4
2L
×
(∆n1∆n3γm + α
2qm) (∆n2∆n4γm + α
2qm)
γm
√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 − ωn2 − ωn3 − qm)
A6 =
∑ ′ 1
2L
(∆n1∆n3γn1+n2 + α
2qn1−n3) (∆n2∆n4γn3+n4 − α2qn2−n4)
γn1−n3
√
ωn1ωn2ωn3ωn4 (ωn1 − ωn3 − qn1−n3)
(B.21)
– A7
– état intermédiaire {
|int〉 ≡ |1n1 , 1n4 ; 1m〉 = v†n1v†n4σ†m|0〉
Eint = ωn1 + ωn4 + qm
(B.22)
– premier facteur
〈int|S2|i〉 = 〈1n1|vn4σmS2v†n2 |1n2〉
〈int|S2|i〉 = i√
2L
∆n2∆n4γm + α
2qm√
ωn2ωn4γm
δm−n2+n4 (B.23)
– second facteur
〈f |S2|int〉 = 〈1n4|vn3S2v†n1σ†m|1n4〉
〈int|S2|i〉 = − i√
2L
∆n1∆n3γm + α
2qm√
ωn1ωn3γm
δm+n1−n3 (B.24)
– expression complète
A7 =
∑
n1
∑
n2
∑
n3
∑
n4
∑
m
δm+n1−n3δm−n2+n4
2L
×
(∆n1∆n3γm + α
2qm) (∆n2∆n4γm + α
2qm)
γm
√
ωn1ωn2ωn3ωn4 (ωn1 + ωn2 − ωn1 − ωn4 − qm)
A7 =
∑ ′ 1
2L
(∆n1∆n3γn1+n2 − α2qn1−n3) (∆n2∆n4γn3+n4 + α2qn2−n4)
γn2−n4
√
ωn1ωn2ωn3ωn4 (ωn2 − ωn4 − qn2−n4)
(B.25)
Démonstration de la formule (3.67)
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∆i∆jki+j
ωi + ωj − ki+j =
1
2
(ki + kj − ωi − ωj + ki + kj + ωi + ωj) (ki − ωi) (kj − ωj)
ωi + ωj − ki + kj
=
1
2
[
−∆i∆j +
(k2i − ω2i ) (kj − ωj) +
(
k2j − ω2j
)
(ki − ωi)
ωi + ωj − ki + kj
]
(B.26)
La relation de dispersion nous dit que
ω2i = k
2
i + 1
ce qui implique que
∆i∆jki+j
ωi + ωj − ki+j =
1
2
[
−∆i∆j − kj − ωj + ki − ωi
ωi + ωj − ki − kj
]
= −1
2
(∆i∆j − 1) (B.27)

Summary
I.The equation describing short waves dynamique on the surface of a fluid after a Green-
Naghdi type reduction of Euler equations is found to be a new integrable system that
exhibits very interesting properties. Indeed, an unexpected relation with the sine-Gordon
model, through transformations involving a conserved quantity, leads to singular and
multi-valued solutions for the new equation and allows to build a description in terms
of the Lagrangian of a relativistic field. The existence of cases very similar to this one
leads us to investigate general condition for this kind of relations to appear and to study a
model not explicitly Lorentz-invariant which mix two of the equations we obtained earlier.
The last point we focus on is the effects on low-order quantum corrections due to those
transformations.
II. In order to find a consistent theory for higher-spin fields, we have studied a new way
to build gauge groups and fields based on string field theory and mixing all levels of spin.
We first calculate elements of the group and the composition law thanks to hermiticity
constraints. We then choose the gauge fields to belong to the adjoint representation of
the group and modify them to get closer to usual definitions. Eventually, the study of the
spin 3 needs us to introduce auxiliary fields which can be used to build a Lagrangian for
the massive spin 2, analogous to what Veltman did in the Yang-Mills case.
Key-words : I. integrable models, field theory, sine-Gordon, multi-valued fields, field-
dependent metric , non linear equations, solitons. II. gauge theory, interacting higher-spin
fields, spin 3, massive spin 2 , auxiliary fields.

Résumé
I. L’équation décrivant la dynamique des ondes courtes à la surface d’un fluide après
une réduction de Green-Naghdi des équations d’Euler se trouve être un nouveau système
intégrable exhibant des propriétés remarquables. Une relation insoupçonnée avec le modèle
de sine-Gordon, au travers de transformations impliquant une quantité conservée, nous
permet en effet d’obtenir des solutions singulières et multivaluées pour la nouvelle équation
intégrable et, par la suite, d’en construire une description en terme du Lagrangien d’un
champ relativiste. L’existence de modèles très similaires au système hydrodynamique et
partageant les mêmes propriétés nous pousse à rechercher les conditions d’apparition
d’une telle relation dans un cadre plus général puis à construire un modèle non relativiste
mélangeant deux des équations obtenues auparavant. Cette partie se clôt sur une étude aux
premiers ordres quantiques des effets de ces transformations responsables de l’apparition
de champs relativistes multivalués.
II. Dans l’optique d’arriver à une théorie cohérente décrivant des champs de spins élevés en
interaction, nous présentons dans la seconde partie une construction, basée sur la théorie
des champs de cordes, qui mélange tous les niveaux de spin. Grâce à des contraintes
d’hermiticité, on détermine dans un premier temps les éléments d’un groupe de jauge et
leur loi de composition. Les champs de jauge sont choisis comme la représentation adjointe
du groupe puis modifiés pour se rapprocher des définitions usuelles. Finalement, l’étude
du spin 3 nécessite l’introduction de champs auxiliaires qui nous permettent d’obtenir un
Lagrangien pour le champ de spin 2 massif en généralisant une méthode introduite par
Veltman dans le cas de Yang-Mills.
Mots-clefs : I. systèmes intégrables, théorie des champs, sine-Gordon, champs multiva-
lués, métrique dépendant des champs, équations non linéaires, solitons. II. théories de
jauge, champs de spins élevés en interaction, spin 3, spin 2 massif, champs auxiliaires.
Discipline : Constituants élémentaires de la matière
Laboratoire : Laboratoire de Physique Théorique et Astroparticules, UMR
5207 CNRS-UM2, Université Montpellier II.
