Hierarchical classification is critical to knowledge management and exploration, as in gene function prediction and document categorization. In hierarchical classification, an input is classified according to a structured hierarchy. In a situation as such, the central issue is how to effectively utilize the inter-class relationship to improve the generalization performance of flat classification ignoring such dependency. In this article, we propose a novel large margin method through constraints characterizing a multi-path hierarchy, where class membership can be non-exclusive. The proposed method permits a treatment of various losses for hierarchical classification. For implementation, we focus on the symmetric difference loss and two large margin classifiers: support vector machines and ψ-learning. Finally, theoretical and numerical analyses are conducted, in addition to an application to gene function prediction. They suggest that the proposed method achieves the desired objective and outperforms strong competitors in the literature.
prediction, functions of genes are often organized by a gene function annotation system such as MIPS (Mewes et al., 2002) , which defines a hierarchy with lower level categories being more detailed while upper level categories being more general. Furthermore, a gene can be classified into one or more classes non-exclusively according to the prespecified hierarchy.
The central issue to be addressed is how to effectively utilize the inter-class relationship to improve the generalization performance of flat classification ignoring such dependency.
In the literature, conventional approaches have been applied to hierarchal classification, including the nearest neighbor method (Yang and Liu, 1999) , Naive Bayes (Lewis, 1998) , boosting (Schapire, Singer and Singhal, 1998) , and support vector machines (Joachims, 1998) . As argued in Cai and Hoffman (2004) , these methods have not taken into account the inter-class relationship. Therefore, recent effort has been centered at incorporating hierarchy into classification, c.f., Cai and Hoffman (2004) , Rousu et al. (2006) , Cesa-Bianchi, Gentile and Zaniboni (2006), Shahbaba and Neal (2007) , among others. Despite the progress, problems remain with regard to how to utilize a hierarchical structure without loss of information. In this article, we shall develop a large margin classifier to achieve the objective of effectively incorporating the hierarchical structure for higher classification performance.
This article concerns multi-path hierarchical classification, where class membership can be non-exclusive, that is, one input can be assigned to more than one class. Here each class is represented by a node in a directed acyclic graph (DAG), and the inter-class relationship is represented by directed paths, where a directed path from node u to node v indicates that an input must be assigned to class u if it is assigned to class v. Specifically, we introduce a novel large margin method through constraints describing path connectivity as well as a hierarchy-induced decision rule for classification. The advantage of this proposed method is two-fold: first, it effectively captures the hierarchical structure through simple constraints; second, it can deal with DAG permitting each node to have multiple parents, which differs from most existing hierarchical classification methods designed for tree only.
The proposed method is implemented for the symmetric difference loss with support vector machine (SVM, Cortes and Vapnik, 1995) and ψ-learning (Shen, et al., 2003) through quadratic programming and difference convex programming. The operating characteristics of the proposed method are examined in simulations, and we show that it outperforms several strong competitors. Moreover, rates of convergence of the proposed method are quantified in terms of the generalization error, which provides an insight into hierarchical classification.
Indeed, incorporating the hierarchy into classification improves a large margin classifier's generalization performance, owing to the fact that the hierarchical structure described by the constraints reduces the size of the underlying parameter space. With regard to the hierarchy, a deep one tends to lead to high improvement, especially when its depth increases with the sample size, whereas a short one specifies an weak inter-class relationship, hence that its improvement is expected to be small. This article is organized in seven sections. Section 2 formulates the problem of hierarchal classification and Section 3 introduces the proposed large margin classification method. Section 4 presents some numerical examples, together with an application to gene function prediction. Section 5 develops a statistical learning theory. Section 6 contains a discussion, followed by technical proofs in the Appendices.
Hierarchical classification
In hierarchical classification, input X = (X (1) , . . . , X (p) ) ∈ X ⊆ R p is a vector of p variables, and class Y = (Y (1) , . . . , Y (K) ) is coded as {−1, 1} K with Y (j) = ±1 indicating if X belongs to class j. A hierarchy is defined by a DAG with nodes 0, 1, . . . , K, where nodes 1, . . . , K correspond to classes 1, . . . , K, and node 0 is the root corresponding to the union of classes 1, . . . , K. The dependency among all classes is described by the paths in DAG, connecting the root to any non-root node. A decision function vector f = (f 1 , . . . , f K ) ∈ F = K j=1 F j is introduced with f j ∈ F j representing class j; j = 1, . . . , K, in addition to a classification
Before proceeding, we introduce some notations to be used. Given node j, denoted by par(j), chi(j) sib(j), anc(j) its parent(s) (immediate ancestors), its children (immediate offsprings), its siblings (nodes sharing the same parent with node j), and its ancestors (immediate or remote). Note that par(j), chi(j) and sib(j) are allowed to have multiple elements, or empty in absence of parents, children or siblings for node j. Moreover, when each par(j) contains at most one node, the hierarchy becomes a tree.
Hierarchical structure for classification
One salient aspect of hierarchical classification is that the prespecified hierarchy imposes constraints on f and thus needs to be built into classification. Through suitable constraints, the hierarchical structure can be fully taken into account.
A multi-path hierarchical structure is one kind of hierarchy requiring that input x must be assigned to class par(j) if it is assigned to class j. This assures that a path, possibly multiple paths, can be constructed from anc(j) to j within the hierarchy. Mathematically, it is equivalent to enforcing constraints
implying that sign(f k (x)) = 1 for all k ∈ anc(j) if sign(f j (x)) = 1, whereas no constraint is imposed on anc(j) if sign(f j (x)) = −1. Note that (1) is enforced only on X as opposed to the entire R p . Moreover, (1) permits x to be classified to multiple classes, which differs from the conventional classification where class membership of x is exclusive.
Generalization error and hierarchical structure
For hierarchical classification, the generalization error is used to measure a classifier's generalization performance. The generalization error for a decision function vector f is
where loss l measures accuracy of predicting outcome of Y by classifier Sgn(f(X)).
Unlike in multi-class classification, loss l in (2) may take various forms, depending on the cost of misclassification with respect to the hierarchy. For a tree, there have been proposed three types of losses. They are the 0-1 loss
the symmetric difference loss (Tsochantaridis et al., 2005) 
For the H-loss, two common choices of c j 's have been suggested:
or c 0 = 1 and c j = c par(j) /|sib(j)|; j = 1, . . . , K,
where subtree(j) is the subtree rooted by j and | · | is the size of a tree.
By comparison, l 0−1 penalizes path disagreements, whereas l ∆ penalizes disagreements at each node and l H penalizes disagreements of nodes while tolerating subsequent errors of offsprings. In other words, l 0−1 focuses on complete correctness of predicting the entire path(s), whereas l ∆ and L H discriminate partial correctness from complete correctness. In many real applications such as gene function prediction, a partially correct prediction is usually preferable than a completely wrong one, and so are l ∆ and L H . In addition, l H modifies l ∆ by incorporating the hierarchical structure into the loss function, as claimed in Cesa-Bianchi et al. (2004) . However, this modification becomes unnecessary when the hierarchical structure has already been fully captured through constraints (1) . Moreover, the definition of l ∆ can be straightforwardly extended to a DAG, but such an extension for l H remains unclear. Based on the forgoing discussion, we will focus our attention on l ∆ in implementation subsequently.
Decision rule with respect to hierarchy
In multi-path hierarchical classification, the decision rule is important as well. Here we adopt a top-down decision rule (Cesa-Biahchi, Conconi and Gentile, 2004) induced by the hierarchy, that is, X is assigned to class j if sign(f j ) = 1 and sign(f k ) = 1 for all k ∈ anc(j); and it is not otherwise. This is performed by classifying each node from the top to bottom of the hierarchy sequentially, while the order of siblings does not matter. Note that classifying X to none of the classes in the hierarchy is permitted, which occurs when all sign(f j ) = −1. This is sensible in applications such as gene function prediction where some genes are unannotated by any of known function classes. Furthermore, it is worthy of pointing out that simply applying the top-down decision rule is inadequate. However, when (1) is enforced through appropriate constraints, the top-down rule offers an effective way of incorporating the hierarchal structure into classification, and hence that better classification performance can be realized.
3 Proposed method
Large margin classification
In general l(Y, f(X)) is nonconvex, and hence that minimizing (2) becomes difficult if not intractable. For this reason, it is often replaced by a surrogate loss L(Y, f(X)), especially so in multi-class classification. In hierarchical classification, we say that loss L is a margin loss
componentwise product, and is large margin if L(z) is non-increasing with respect to each
In implementation, we only consider
for our target gene function discovery where partial correctness of prediction is of interest, although the formulation is also applicable to other losses as well. For l ∆ , it is natural to employ a margin loss As discussed in Section 2.1, f must satisfy (1) so that the hierarchical structure can be incorporated. However, (1) defines nonlinear constraints that are difficult to treat numerically.
We therefore invoke linear constraints:
which imply (1) and are easier to work with in constrained optimization. Note that the linear constraints enforced at all values of x may be infinite. We therefore approximate them through finite constraints for computation. Toward this end, we samplex t ; t = 1, · · · , m, from X and impose (5) over these points. Here the specific form of the sampling distribution is irrelevant as long as it covers X .
In light of the aforementioned discussion, we propose a cost function for large margin hierarchical classification:
subject to f par(j) (x t ) − f j (x t ) ≥ 0; t = 1, . . . , m; j = 1, . . . , K,
where
are the training sample and C > 0 is a regularization parameter.
Subject to (7), minimizing (6) with respect to f ∈ F , the candidate function space, yields our estimatedf , and thus the classification rule.
In linear classification, f is linearized in that each f j (x) = x T w j + b j represents a hyperplane with w j ∈ R p and b j ∈ R 1 . In nonlinear classification, a kernel K(·, ·), mapping from
with a j ∈ R n , where the reproducing kernel Hilbert spaces (RKHS) plays an important role;
c.f., Gu (2000) . For this reason, this is also referred as to kernel learning.
The penalty J(f) is often related to the so called geometric separation margin, which can be defined when a specific form of L(·, ·) is given. When L ∆ is used, we define J(f)
to be the reciprocal of the geometric margin of various form in the componentwise additive form. For instance, in linear learning with f j (x) = w
where · is a L 2 -norm; in nonlinear learning with
The values of m andx t 's control the precision of the approximation of (7) to (5) . Roughly, larger m yields better approximation at cost of an increased computational burden. For generatingx t 's, it is trivial when X is discrete. When X is continuous, one may apply the convex hull scheme as in Shen, Shi and Wong (1999) by first generating the convex hull defined by the sample points x 1 , . . . , x n and then placing uniformed spaced points inside the convex hull. As for the choice of m, we recommend m to be n, which yields adequate approximations as showed in Section 4.3.
As a technical remark, in the linear case, (5) can be substituted by
based on the fact that (8) is equivalent to (5) when X is unbounded. However, this is no longer true when X is bounded as in many real applications, where (8) may impose more constraints than necessary for the hierarchical structure, and thus impede the classification performance. This aspect is illustrated numerically in Section 4. In the nonlinear case, it is unclear how to extend such a formulation.
Implementation
In this section, we implement (6) and (7) with the hinge loss V (z) = (1 − z) + and the ψ loss V (z) = ψ(z), respectively. For the hinge loss, (6) subject to (7) 
where ψ 1 = 2(1 − z) + and ψ 2 = 2(−z) + . Here ψ 1 and ψ 2 are obtained through a convex decomposition of ψ = ψ 1 − ψ 2 as displayed in Figure 1 .
Figure 1 about here
With these decompositions, we treat the nonconvex minimization (6) by solving a sequence of quadratic problems iteratively. In step k + 1, we solve
where ·, · K is the inner product with respect to kernel K and ∇s 2 (f (k) ) is a gradient vector of s 2 (f) at the k-th step solutionŵ (k) , defined as the sum of partial derivatives of s 2 over each observation, with ∇ψ 2 (z) = 0 if z > 0 and ∇ψ 2 (z) = −2 otherwise. Note that
following the convexity of
The detailed algorithm is given as follows.
Algorithm 1: (Sequential quadratic programming)
Step 1. (Initialization) Set initialf (0) to be the solution of min f s 1 (f). Specify precision tolerance level ǫ > 0.
Step 2. (Iteration) At iteration k + 1, computef (k+1) by solving (9).
Step 3. (Stopping rule) Terminate when |s(
Then the estimatef is the best solution amongf
The convergence of A classifier's generalization performance is measured by the test error averaged over 100 simulation replications, approximating the generalization error defined in (2) . The test error can be written as
where l is an evaluation loss with four specific forms:
and l H with c j 's defined in (4) . The corresponding test errors are denoted by T E 0−1 , T E ∆ , T E sub and T E sib , respectively. Note that our focus here is T E ∆ as discussed in Section 2.2, although the other three losses are used as an evaluation reference.
For comparison, we use FlatSVM as a baseline. For a simulated example where the Bayes rule is available, the amount of improvement of a classifier over FlatSVM is defined as the percent of improvement in terms of the Bayesian regret
where T E can be T E 0−1 , T E ∆ , T E sub or T E sib , and Bayes denotes the corresponding Bayes error. The Bayes error is the ideal optimal performance and serves as a benchmark for comparison. For real application of gene function prediction where the Bayes rule is unavailable, the amount of improvement is defined as
which may underestimate the actual percentage of improvement over FlatSVM.
All numerical analyses are conducted in R2.1.1 for FlatSVM, ParSVM, HoffSVM, HSVM and HPSI. In linear learning, K(x, y) = x, y ; in Gaussian kernel learning, K(x, y) = exp(− x−y 2 /(2σ 2 )), where σ is set to be the median distance between positive and negative classes to reduce computational cost of tuning σ 2 , c.f., Jaakkola, Diekhans and Haussler (1999). 
Simulated examples
. This yields the first simulated example defined by a DAG with multiple parents, in which 100 and 900 instances are used for training and testing. This yields the second simulated example defined a deep tree, in which 100 and 900 instances are used for training and testing. Table 1, with the smallest test errors over the four competing classifiers boldfaced. three are verified to one 1-level parent node (P1) and two are verified to one 2-level parent node (P2). Note that (P1) and (P2) are considered to be partially correct. For example, the 2008 version of MIPS indicates that gene YOR039W has annotated "G1/S transition of mitotic cell cycle", whereas it is predicted to be annotated by "mitotic cell cycle and cell cycle control" (030301), which is the 2-level parent node of "G1/S transition of mitotic cell cycle". In this case, the general hierarchical structure is correctly predicted whereas the detailed ones are missed. Overall, these ten predictions are confirmed by the new biological discovery given in the 2008 version of MIPS. optimal C is determined by minimizing T E ∆ . Table 4 displays the averaged proportion of inconsistent prediction as well as corresponding averaged T E ∆ over 100 independent replicates. Evidently, the proportions of inconsistent predictions are about 18% and 0%, with and without the top-down decision rule, when m = 303 and p = 300, implying an adequate approximation accuracy of (7). The proportions of inconsistent prediction decrease when p becomes smaller or m becomes larger. Intuitively, this is sensible because (7) enforces the hierarchical structure well when m is relative large comparing with p, but it may require a significantly increased computational cost. There-fore, we recommend to choose a moderate size of m, and employ the top-down decision rule to enforce the final prediction to be consistent with the hierarchy. 
Statistical learning theory
This section quantifies the asymptotic behavior of the generalization accuracy of the proposed classifierf defined by (6) and (7). The generalization accuracy is measured by the Bayesian
, which is the difference between the actual performance off and the ideal performance of the Bayes rulef = (f 1 , . . . ,f K ), with GE(f) = El ∆ (Y, f(X)).
Asymptotic theory for large margin hierarchical classifiers
Bounds for e(f,f ) will be derived in terms of complexity of the class of candidate decision functions defined by sample constraints F = {f : f ∈ F with f satisfying (7)}, n, m, K(·, ·)
and tuning parameter λ = (nC) −1 . 
Corollary 1 Under the assumptions of Theorem 1 in Appendix A,
e(f ,f) = O p δ 2α n , Ee(f ,f) = O δ 2α n , provided that n(λJ * ) 2−min(β,
Corollary 1 indicates that the imposed hierarchical constraints (5) play a key role in
hierarchical classification because they may reduce the capacity of the candidate function classF = {f : f ∈ F with f satisfying (5)} ⊂ F. As a result, better generalization accuracy can be realized than its flat counterpart, which is in contrast to Theorem 1 for multi-class large margin classification in Shen and Wang (2007) . More specifically, the rate δ 2α n becomes faster when the entropy ofF gets smaller, especially so when the number of levels of the involved hierarchy gets larger, c.f., Lemma 2.
Theoretical examples
We now apply Corollary 1 to one linear and one nonlinear learning examples to obtain the generalization error rates of HSVM and HPSI, as measured by the Bayesian regret e(f,f ).
In either case, we will demonstrate that HSVM and HPSI outperform their flat counterparts FlatSVM and FlatPSI, when sufficient structural information is provided by the hierarchy.
Technical details are deferred to Appendix C.
Linear learning: Consider linear classification where X = (X (1) , X (2) ) is sampled in- An application of Corollary 1 yields that the convergence rates of HSVM and HPSI are O (min(K, n 1/2 )n −1 log n) 1/2 and O min(K, n 1/2 )(n −1 log n) respectively, while the convergence rates of FlatSVM and FlatPSI are O (Kn −1 log n) 1/2 and O (Kn −1 log n) respectively, where K comes from the fact that the metric entropy of F is K times as large as that of F 1 . These rates are slower than those of HSVM and HPSI when K > O(n 1/2 ).
Nonlinear learning: Consider, in the preceding case, kernel learning with a different candidate decision function space defined by the Gaussian kernel. By the representa-tion theorem of RKHS, c.f., Wahba (1990) , it is convenient to embed a finite-dimensional Gaussian kernel representation into an infinite-dimensional space
n )) with σ 2 n to be specified.
An application of Corollary 1 yields that the convergence rate of HSVM is Ee(f ,f) =
n is fixed, or τ ∼ n(log n) −3 and
n ∼ log n. In contrast, the convergence rates of FlatSVM with fixed or optimally chosen 
Discussion
This article proposed a novel large margin method for the symmetric difference loss in the hierarchical classification. In contrast to existing hierarchical methods, the proposed method integrates the hierarchical structure into classification through simple constraints, leading to better classification accuracy than its flat counterparts. Both theoretical and numerical analyses suggest that the generalization error of the proposed method becomes smaller than its flat counterpart due to the built-in hierarchical structure. The utility of the method is illustrated on an application to gene function prediction, where the proposed method successfully predicts the function categories of various genes that have not been annotated in the original data.
Appendix A: Theorem and Technical Assumptions
) the surrogate loss used in (6) and L(·) any margin loss. The following assumptions are made.
Assumption A. (Approximation error) For some positive sequence such that s n → 0 as
Assumption A is analogous to that in Shen et al. (2003) , and ensures that the Bayes rulē f is well approximated byF .
Next, we define a truncated L
for any f ∈ F and some truncation constant
Assumption B. (Conversion formula) There exist constants 0 < α ≤ ∞, β ≥ 0, a 1 > 0 and a 2 > 0 such that for any sufficiently small δ > 0,
Assumptions B describes local smoothness of e(f,f) and Var(L
The exponents α and β depend on the joint distribution of (X, Y).
Moreover, (11) is implied by the low noise assumption, c.f., Shen and Wang (2006) .
Next, we define the L 2 -metric entropy with bracketing that measures the cardinality of LetF
Assumption C. (Metric entropy) For some constants a i > 0; i = 3, . . . , 5 and ǫ n > 0,
where φ(ǫ, t) =
There exist some constants a 6 > 0, a 7 > 0 and δ 0 > 0, such that for any j = 1, . . . , K, f j ∈ F j and 0 < δ ≤ δ 0 , sup
| and 1 r is a vector of length k with all elements being 0 but the r-th element being 1.
Assumption D requires that f j ; j = 1, . . . , K satisfy a Lipschitz condition. This is usually met when F is a RKHS according to the representer theorem (Kimeldorf and Wahba, 1971 ), which includes RKHS defined by linear, polynomial, Gaussian and spline kernels and so on. (6) and (7), there exist constants a 8 > 0 and a 9 > 0 such that
Theorem 1 Under Assumptions A-D, forf defined in
provided that m ≥ (2a
n J * , where δ 
, where
) is a L 2 -metric entropy with g 2 = ( g 2 dQ) 1/2 . The proof requires a slight modification, and the constant 3.5 on the right hand side of (13) 
) is identical to that of EI(Y (j) = sign(f j (X))) for each j. It can be shown as in Lin (2002) that the global minimizer isf j (x) = sign(P (Y (j) = 1|X = x) − 1/2), satisfying (1).
Proof of Theorem 1: It follows from the definition off and L
where P * denotes the outer probability measure on Ω, Ω is the convex hull spanned by
We will proceed to bound the three terms in (14) separately.
To bound P (max j,r |f j (X + δ1 r ) −f j (X)| ≥ nδ), note that K j=1 EJ(f j ) is bounded by some constant, c.f., Lemma 5 of Wang and Shen (2007) . This, together with Assumption D, implies that there exists a constant a 7 > 0 such that E K j=1 ∇f j 1 ≤ a 7 , implying that E max j,r δ −1 |f j (X + δ1 r ) −f j (X)| ≤ a 7 . By Markov's inequality, P (max j,r |f j (X + δ1 r ) −
To bound P (X / ∈ Ω), we first consider the one-dimensional case, where Ω becomes an interval [min i X i , max i X i ]. Then P (X / ∈ Ω) = 2/(n + 1) by noting that X, X 1 , . . . , X n are i.i.d. samples from the distribution of X. Next, suppose that the dimension is greater than
Finally, we bound the third term in (14) by applying Theorem 1 of Shen and Wang (2007) .
Here it suffices to verify Assumptions A-C in Shen and Wang (2007) . First, Assumptions
A-B are satisfied by replacing ǫ there by ǫ + 4T (T + 1)/(n + 1),
, and E Ω and Var Ω are taken with respect to X ∈ Ω. Next, Assumption C is satisfied forF by Assumption C in Appendix A. It remains to show that the entropy inequality (12) also holds for F n or F through the relationship between F andF . Note that the support pointsx t are uniformly spaced inside the convex hull Ω and a 4 m 1/p ≥ 2nǫ −2 n max i,j x i − x j 1 . For any point x ∈ Ω, there exists a support
n , ∀j}, and hence (12) . Solving (12) yields ǫ 
. Plugging it into (12), we have
with the Gaussian kernel, c.f., Smola, Schökopf and Müller (1998).
HPSI: For Assumption A, let f * j = τ (x (1) + 1 − 2j/(K + 1)) with τ > 0 to be specified,
is met with α = β = 1 by Theorem 3.1 of Liu and Shen (2006) . For Assumption C, as in the HSVM case, solving (12) yields ǫ
n . Assumption D is met with the Gaussian kernel.
Lemma 2 In the example in Section 5.2, assume that the hierarchy is a nested sequence
where u ≺ v means u/v is bound by some constant.
where M is the minimal integer greater than 3 log(T /ǫ) + 160 log 2/σ 2 + 5.
Proof of Lemma 2: (a) Polynomial kernel: For any f ∈F (t), constraints (5) imply that
Without loss of generality, we assume that sets {x : f 1 (x) < 0} and
Choose points u 1 , . . . , u S from {x :
with S = (m 2 + 3m)/2. By construction, there exist distinct w sj such that f j (w sj ) = 0; j = 1, . . . , K. This is because f j (x) is continuous in x, and f j (u s ) < 0 and f j (v s ) > 0 for all j and s. Next we permute each row of W = (w sj ) S×K to obtain the permuted W. Note that each W corresponds to an f in F (t) in that the j-th column of W uniquely determines f j (x) = 0 because f j (x) is a polynomial having no more than S unknown coefficients.
On the other hand, only W corresponds to an f inF(t) given the constraints defined by the hierarchy. Therefore, an f inF(t) corresponds to (K!) S f's in F (t). This implies that
(b) Gaussian kernel: As showed in Zhou (2002) , for any f ∈ F 1 (t), there exists a polynomial function g of order M such that g − f K ≤ ǫ. Therefore, the L 2 ǫ-bracketing entropy of F(t) with Gaussian kernel can be bounded by that ofF(t) with polynomial kernel of order M. The result then follows from (a). To identify the exact function class for each node, we need to combine all numbers from its ancestors at the first level to itself. For example, the grey node stands for function class 03010501, which is "DNA repair" according to MIPS. 
