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Abstract
We investigate the descriptional complexity of deterministic two-way k-head ﬁnite automata (k-
DHA). It is shown that between non-deterministic pushdown automata and any k-DHA, k2, there
are savings in the size of description which cannot be bounded by any recursive function. The same
is true for the other end of the hierarchy. Such non-recursive trade-offs are also shown between
any k-DHA, k1, and DSPACE(log) = multi-DHA. We also address the particular case of unary
languages. In general, it is possible that non-recursive trade-offs for arbitrary languages reduce to
recursive trade-offs for unary languages. Here we present huge lower bounds for the unary trade-
offs between non-deterministic ﬁnite automata and any k-DHA, k2. Furthermore, several known
simulation results imply the presented trade-offs for other descriptional systems, e.g., deterministic
two-way ﬁnite automata with k pebbles or with k linearly bounded counters.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Formal languages can have many representations in the world of automata, grammars
and other rewriting systems, language equations, logical formulas etc. So it is natural to
investigate the succinctness of their representation by different models. The regular lan-
guages are one of the ﬁrst and most intensely studied language families. It is well known
that non-deterministic ﬁnite automata (NFA) can offer exponential savings in size compared
E-mail address: Kutrib@informatik.uni-giessen.de (M. Kutrib).
0304-3975/$ - see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2004.04.013
312 M. Kutrib / Theoretical Computer Science 330 (2005) 311–324
with deterministic ﬁnite automata (DFA). Concerning the number of states, 2n is a tight
bound for the NFA to DFA conversion [13]. Further asymptotic bounds are O(nn) for the
two-way DFA to one-way DFA conversion [13], 2O(n2) for the two-way NFA to one-way
DFA conversion [23], O(
√
2n) for the two-way DFA to one-way NFA conversion [1], and
O(23n) for the two-way NFA to one-way NFA conversion [1]. The latter reference is a
valuable source for further simulation results.
All trade-offs mentioned with respect to the number of states are bounded by recursive
functions. But, for example, there is no recursive function which bounds the savings in de-
scriptional complexity between deterministic and unambiguous pushdown automata [30].
In [25] it is proved that the trade-off between unambiguous and non-deterministic pushdown
automata is also non-recursive. Recent results involving the parallel model of cellular au-
tomata can be found in [10]. In particular, non-recursive trade-offs are shown between DFA
and real-time one-way cellular automata (real-time OCA), between pushdown automata
and real-time OCA, and between real-time OCA and real-time two-way cellular automata.
A comprehensive survey of descriptional complexity of machines with limited resources
in [3], which is a valuable source for further results and references.
Nevertheless, some challenging problems of ﬁnite automata are open. An important
example is the question of how many states are sufﬁcient and necessary to simulate two-
way NFA with two-way DFA. The problem has been raised in [23] and partially solved in
[7,9,28].
When certain problems are difﬁcult to resolve in general, a natural question concerns
simpler versions. To this regard, promising research has been done for unary languages. It
turned out that this particular case is essentially different from the general case. The problem
of evaluating the costs of unary automata simulations has been raised in [28]. In [2] it has
been shown that the unary NFA to DFA conversion takes e(
√
n ln(n)) states, the NFA to
two-way DFA conversion has been solved with a bound of O(n2) states, and the costs of
unary two-way to one-wayDFA conversion reduces to e(
√
n ln(n))
. Several more results can
be found in [11,12]. Furthermore, in [10] it is shown for real-time OCA that non-recursive
trade-offs for arbitrary languages reduce to recursive trade-offs for unary languages.
Here we investigate the descriptional complexity of deterministic two-way k-head ﬁnite
automata (k-DHA). In particular, we consider the trade-offs between non-deterministic
pushdownautomata and k-DHA, for any k2, and the trade-offs between any k-DHA, k1,
and the deterministic log-space bounded Turing machines, whose languages are exactly the
languages accepted by the union of all k-DHA. All these trade-offs are shown to be non-
recursive. For unary languages it is not known whether the trade-offs are recursive or not.
Here we present huge lower bounds between non-deterministic ﬁnite automata and any
k-DHA, k2. Furthermore, these lower bounds increase with the number of heads in a
nice way. Provided minimality can be shown, these bounds can also serve as lower bounds
between k-DHA and (k + 1)-DHA.
In the next section, we deﬁne the basic notions and present a preliminary example. Section
3 is devoted to the study of the mentioned non-recursive trade-offs. Unary languages and
the huge lower bounds are considered in Section 4. Finally, in Section 5 the results are
adapted to other types of acceptors, e.g., deterministic two-way ﬁnite automata with k
pebbles or with k linearly bounded counters. Some concerned and related open questions are
discussed.
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2. Basic notions
We denote the positive integers {1, 2, ...} byN and the setN∪ {0} byN0. For the length
of a word w we write |w|. We use ⊆ for inclusions and ⊂ if the inclusions are strict. By
log : N→ N we denote the function max{1, log2}.
Let k ∈ N be a natural number. A two-way k-head ﬁnite automaton is a ﬁnite automaton
having a single read-only input tape whose inscription is the input word in between two
endmarkers. The k heads of the automaton can move freely on the tape but not beyond
the endmarkers. In Example 2, a two-head ﬁnite automaton is sketched that accepts the
non-context-free language {ww | w ∈ {a, b}+}. A formal deﬁnition is:
Deﬁnition 1. A deterministic two-way k-head ﬁnite automaton (k-DHA) is a system
〈S,A, k, ,,, s0, F 〉, where
1. S is the ﬁnite set of internal states,
2. A is the set of input symbols,
3. k ∈ N is the number of heads,
4.  /∈ A and  /∈ A are the left and right endmarkers,
5. s0 ∈ S is the initial state,
6. F ⊆ S is the set of accepting states,
7.  : S×(A∪{,})k → S×{−1, 0, 1}k is the partial transition functionwhich satisﬁes:
Whenever (s, (a1, . . . , ak)) = (s′, (d1, . . . , dk)) is deﬁned, then di ∈ {0, 1} if ai = ,
and di ∈ {−1, 0} if ai = , 1 ik.
LetA = 〈S,A, k, ,,, s0, F 〉 be a k-DHA.A conﬁguration ofA at some time t ∈ N0
is a triple ct = (w, s, p), where for some n ∈ N the word w = a1 · · · an ∈ An is the input,
s ∈ S is the current state, and p = (p1, . . . , pk) ∈ {0, . . . , n + 1}k gives the current head
positions. If a positionpi is 0, then head i is scanning the symbol, if it isn+1, then the head
is scanning the symbol, otherwise it is scanning api . The initial conﬁguration for inputw
is set to (w, s0, (0, . . . , 0)). During its course of computation,A runs through a sequence of
conﬁgurations. One step from a conﬁguration to its successor conﬁguration is denoted by .
Let w = a1 · · · an be the input, a0 = , and an+1 = , then we set (w, s, (p1, . . . , pk)) 
(w, s′, (p1 + d1, . . . , pk + dk)) if and only if (s, (ap1 , . . . , apk )) = (s′, (d1, . . . , dk)). As
usual we deﬁne the reﬂexive, transitive closure of  by ∗. Note, that due to the restriction
of the transition function, the heads cannot move beyond the endmarkers.
We say a k-DHA halts in a conﬁguration c, if the transition function is not deﬁned for
c. If necessary, by adding some new states we can always modify a given k-DHA such
that it halts in distinguished states with all heads on the right endmarker. This observation
allows together with the deterministic behavior to apply the technique developed in [27].
So, we can force every k-DHA to halt on every input. This immediately implies the closure
of L(k-DHA) under complement and intersection.
The language accepted by k-DHA A is
L(A) = {w ∈ A∗ | (w, s0, (0, . . . , 0)) ∗ (w, s, (p1, . . . , pk)), s ∈ F,
and A halts in (w, s, (p1, . . . , pk))}.
The family of all languages accepted by k-DHA is denoted by L(k-DHA).
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Fig. 1. Trace of the head positions ofA.
Example 2. The language {ww | w ∈ {a, b}+} is accepted by some 2-DHA A as follows
(cf. Fig. 1).
At ﬁrstAmoves its ﬁrst head to position n+1. Then it moves the second head to position
one. The two head positions can be considered as pair from {0, . . . , n+ 1}2. So, continuing
at position (p1, p2) = (n+ 1, 1), automaton A moves its ﬁrst head to n and then to n− 1.
Then its second head is moved to 2. From this position (n − 1, 2) the movement repeats.
After another three time steps the heads are at position (n − 3, 3). After i repetitions the
heads are located at (n+ 1− 2(i − 1), i). If n is even, then after i = (n/2)+ 1 repetitions
the heads are at position (1, (n/2)+ 1). This situation is recognized by A during the next
step since the ﬁrst head is moved onto the left endmarker. This next step is the ﬁrst left move
of a repetition. If otherwise n is odd, then the ﬁrst head is moved onto the left endmarker
during the second left move of a repetition. This situation can also be recognized and leads
to rejection.
Considering the head positions 1 and (n/2) + 1, now it is easy for A to compare the
ﬁrst half of the input with the second half symbolwise, thus, to verify ww by moving the
heads to positions (2, (n/2)+ 2), . . . , ((n/2), n), and ﬁnally to ((n/2)+ 1, n+ 1), which
is recognized by the second head that scans the right endmarker.
3. Non-recursive Trade-offs
On one hand, the 1-head automata accept exactly the regular languages. On the other
end of complexity, it is known that the languages accepted by ﬁnite automata with an
arbitrary number of heads are exactly the languages accepted by deterministic Turing
machines with a read-only input tape and a log-space bounded read–write working tape
[4,24,26]: L(DHA) = ⋃k∈N L(k-DHA) = DSPACE(log). In between it is known that
k + 1 heads are better than k heads [14,15]. So, the computational capacity increases
with the number of heads, and for k2 all families L(k-DHA) are proper supersets of
the regular languages. Since DSPACE(log) is properly contained in DSPACE(n), each
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family L(k-DHA) is a proper subset of the context-sensitive languages. From Exam-
ple 2 follows that a non-context-free language belongs to each family L(k-DHA), k2.
The general question whether the context-free languages are a subset of some family
L(k-DHA) or even of L(DHA) is open. The question relates to famous open problems
in computational complexity theory as follows. If the answer is positive, then the equality
DSPACE(log) = NSPACE(log) follows, since there is a context-free language which is
complete for NSPACE(log). If the answer is negative, then there exists a context-free lan-
guage not belonging to DSPACE(log). Since the context-free languages are a subset of P,
the complexity classes DSPACE(log) and P would be separated.
Apart from computational complexity, natural questions ask for the descriptional capacity
of k-DHA. How succinctly can a language be presented by a k-DHA compared with the pre-
sentation by a non-deterministic pushdown automaton? How succinctly can it be presented
by a log-space bounded Turing machine compared with the presentation by a k-DHA?
This section is devoted to these questions. In particular, it is studied whether there exist
upper bounds for the increase in complexity when changing from a minimal description of
a language by non-deterministic pushdown automata to an equivalent minimal description
by k-DHA, and when changing from a minimal description by k-DHA to an equivalent
minimal description by a log-space bounded Turing machine. It will turn out that there are
no recursive functions serving as upper bounds, the trade-offs are said to be non-recursive.
In fact, by this result non-recursive trade-offs are obtained for any reasonable complexity
measure (e.g., size of description). A non-recursive trade-off will exceed any difference
caused by applying two reasonable complexity measures.
Concerning the deﬁnitions of descriptional complexity, we follow the presentation in
[3]. A descriptional system D is a decidable set of ﬁnite descriptors for languages, such
that each descriptor can effectively be converted into a Turing machine that decides the
described language L, if L is recursive, or semidecides L, if L is recursively enumerable.
For every L, let
D(L) = {D | D ∈ D and D describes L}.
A total, recursive function C : D → N0 is a complexity (size) measure for D, if for
any alphabet A the set of descriptors in D describing languages over A (1) is recursively
enumerable in order of increasing complexity, and (2) does not contain inﬁnitely many
descriptors of the same size.
Let D1 and D2 be two descriptional systems, each with descriptors for all languages in
some family L, and C be a complexity measure for D1 and D2. A function f : N0 → N0,
f  id, is said to be an upper bound for the increase in complexity when changing from a
minimal description in D1 to an equivalent minimal description in D2, if for all L ∈ L:
min{C(D) | D ∈ D2(L)}f (min{C(D) | D ∈ D1(L)}.
If there is no recursive upper bound, then the trade-off is non-recursive. The deﬁnition of
lower bounds is given in Section 4.
A powerful technique for proving non-recursive trade-offs has been developed in [5]. Its
idea is generalized in the following theorem.
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Theorem 3. Let D1 and D2 be two descriptional systems for recursive languages. If there
exists a descriptional system D3 such that, given an arbitrary A ∈ D3,
1. there exists an effective procedure to construct a descriptor in D1 for some language
LA,
2. LA has a descriptor in D2 if and only if L(A) has not a property P , and
3. property P is not semidecidable for languages with descriptors in D3,
then the trade-off between D1 and D2 is non-recursive.
Proof. Assume the trade-off with respect to a complexity measure C is bounded by some
recursive function f . Let L be a language with a descriptor A1 ∈ D1. If L has a de-
scriptor A2 in D2, then there exists an A2 such that C(A2)f (C(A1)). Since f and
C are recursive, the value f (C(A1)) can be computed. We can recursively enumerate
the ﬁnite number of descriptors in D2 whose size is at most f (C(A1)). All these de-
scriptors can effectively be converted into Turing machines that decide for any input
whether it belongs to the described languages. The same holds for the descriptor A1.
By comparing the enumerated descriptors and A1 on successive inputs over the alpha-
bet of L, we can detect when none of the descriptors is equivalent to A1. As a result,
a Turing machine is constructed that halts if and only if L has no descriptor in D2.
So, the set
R = {A | A ∈ D1 and L(A) has no descriptor in D2}
is recursively enumerable.
Now the theorem follows due to the following contradiction.Assuming that the trade-off
is bounded by a recursive function, we show that there exists an effective procedure that
semidecides property P for L(A) with a descriptorA ∈ D3. Since there exists an effective
procedure to construct the descriptorA1 in D1 for the languageLA, there exists an effective
procedure to semidecide whetherA1 belongs to the set R. If the answer is yes, then LA has
no descriptor in D2, which implies that L(A) has the property P . 
The goal of the following is to apply this theorem. In order to satisfy the conditions, we
have to ﬁnd the descriptional system D3 and the languages LA. To this end, we will use at
some point the set of valid computations of Turing machines [6]. It sufﬁces to consider de-
terministic Turing machines with one single tape and one single read–write head. Basically,
a valid computation is a string built from a sequence of conﬁgurations which are passed
through during an accepting computation. Let S be the state set of someTuringmachineM,
where s0 is the initial state, T ∩ S = ∅ is the tape alphabet containing the blank symbol unionsq,
A ⊂ T is the input alphabet, and F ⊆ S is the set of accepting states. Then a conﬁguration
ofM can be written as a word of the form T ∗ST ∗ such that t1 · · · tisti+1 · · · tn is used to
express thatM is in state s, scanning tape symbol ti+1, and t1 to tn is the support of the
tape inscription.
For the purpose of the following, valid computationsVALC(M) are now deﬁned to be the
set of words of the formw1$w2$ · · · $wn, where $ /∈ T ∪S,wi ∈ T ∗ST ∗ are conﬁgurations
ofM, w1 is an initial conﬁguration of the form s0A∗, wn is an accepting conﬁguration of
the form T ∗FT ∗, andwi+1 is the successor conﬁguration ofwi , 1 in. The set of invalid
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computations INVALC(M) is the complement of VALC(M) (with respect to the alphabet
{$} ∪ T ∪ S).
Theorem 4. LetM be a Turing machine.Then a 2-DHAA can be constructed that accepts
VALC(M).
Proof. The ﬁrst task of A is to scan the input and to verify its structure. In particular, it
has to verify whether it is of the form w1$ · · · $wn, whether each wi is of the form T ∗ST ∗,
whether w1 is of the form s0A∗, and whether wn is of the form T ∗FT ∗.
The second task is to verify for each two adjacent subwords whether the second one rep-
resents the successor conﬁguration of the ﬁrst one. We show the construction for wi$wi+1.
Starting with the ﬁrst head on the ﬁrst symbol ofwi and the second head on the ﬁrst symbol
ofwi+1, automatonA compares the subwords symbolwise bymoving the heads to the right.
Turing machineM has three possibilities to move its head. So, wi = t1 · · · tisti+1 · · · tn
goes to t1 · · · tis′t ′i+1 · · · tn, to t1 · · · s′ti t ′i+1 · · · tn, or to t1 · · · ti t ′i+1s′ · · · tn. Each of the three
possibilities can be detected by A. Furthermore, A can verify whether the differences be-
tweenwi andwi+1 are due to a possible application of the transition function ofM. Finally,
the ﬁrst head is moved on the ﬁrst symbol of wi+1 and the second head is moved on the
ﬁrst symbol of wi+2 to start the veriﬁcation of wi+1 and wi+2. 
An immediate consequence of the previous theorems are non-recursive trade-offs between
the languages accepted by any k-DHA, k2, and the context-free languages.
Theorem 5. Let k2 be a natural number. The trade-off between k-DHA and non-
deterministic pushdown automata is non-recursive.
Proof. In order to apply Theorem 3, let D3 be the set of Turing machines. For everyM ∈
D3, deﬁne LM to be VALC(M). So, LM belongs to L(k-DHA). Furthermore, it is not
semidecidable for Turing machines whether they accept inﬁnite languages [6,10]. Since in
[6] it is shown that VALC(M) is context free if and only if L(M) is ﬁnite, all conditions
of Theorem 3 are satisﬁed and the assertion follows. 
Corollary 6. Let k2 be a natural number. The trade-off between k-DHA and 1-DHA is
non-recursive.
Another consequence of the fact that the set of valid computations is accepted by k-DHA,
k2, is that many properties of L(k-DHA) are not even semidecidable. We can transfer
the results from Turing machines to k-DHA. See, e.g., [10] where this has been done for
real-time one-way cellular automata.
Lemma 7. Let k2 be a natural number. It is not semidecidable for arbitrary k-DHA A,
A′ whether L(A) is context free, L(A) is regular, L(A) is ﬁnite, L(A) is inﬁnite, L(A) is
empty, L(A) = L(A′), and L(A) ⊆ L(A′), respectively.
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The proof of the lemma relies on the fact that k-DHA can be constructed that accept
VALC(M) and INVALC(M) for arbitrary Turing machinesM. If, for example, the ﬁnite-
nesswould be semidecidable for k-DHA, it would be forTuringmachines, too. Furthermore,
we can exploit the facts that VALC(M) is context free if and only if L(M) is ﬁnite, and
INVALC(M) is regular if and only if L(M) is ﬁnite.
A further consequence is that there exists no minimization algorithm for k-DHA, k2.
Now we turn to the non-recursive trade-offs at the upper end of the hierarchy in question.
Theorem 8. Let k2 be a natural number. The trade-off between log-space bounded
Turing machines and k-DHA is non-recursive.
Proof. In order to apply Theorem 3, let D3 be the set of k-DHA.
From [4,24,26] the proper inclusion L(k-DHA) ⊂ DSPACE(log) follows. Let L1 be a
ﬁxed language from DSPACE(log) \ L(k-DHA) which is deﬁned over some alphabet A.
There exists an acceptorM1 for L1. For every k-DHA A we deﬁne
LA = {w ∈ A+ | w ∈ L1 ∨ ∃u ∈ L(A) : |u| log(|w|)}.
The property P which is not semidecidable for languages in L(k-DHA) is emptiness.
At ﬁrst we show LA ∈ L(k-DHA) if and only if L(A) is not empty.
If L(A) = ∅, then LA = L1. This implies LA /∈ L(k-DHA).
If L(A) = ∅, then there exists a shortest u0 ∈ L(A). This implies that LA is the union
of the regular language {w ∈ A+ | |u0| log(|w|)} and the ﬁnite language {w ∈ L1 |
log(|w|) < |u0|}. Therefore, LA is regular and belongs to L(k-DHA).
It remains to be shown that there exists an effective procedure to construct a log-space
bounded Turing machineM that acceptsLA.With inputw Turing machineM can succes-
sively generate all words uwith lengths less than or equal to log(|w|). For each u it simulates
the k-DHA A (which can be assumed to halt on every input without loss of generality). If
some u is accepted by A, thenM accepts w. If none of the u is accepted by A, thenM
simulates the acceptorM1 for L1 in order to determine whether to accept the input w.
Altogether, we can now apply Theorem 3 and conclude that a recursive trade-off would
imply the semidecidability of emptiness for k-DHA. 
4. Lower bounds for unary languages
After investigating some upper bounds in the previous section, now we turn to lower
bounds. Since this is sensible only for cases where no non-recursive trade-offs are known,
we restrict to unary languages. On one hand, unary languages are often much simpler than
general languages such that open problems are solved for the particular unary case. An
important example is the open question how many states are sufﬁcient and necessary in the
worst case to simulate non-deterministic ﬁnite automata with two-way deterministic ﬁnite
automata. The problem has been raised in [23] and solved for the unary case with a bound
of O(n2) states in [2]. On the other hand, it may happen that non-recursive trade-offs for
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general languages reduce to recursive trade-offs for unary languages, e.g., between real-time
one-way cellular automata and ﬁnite automata [10].
Let D1 and D2 be two descriptional systems, each with descriptors for all languages in
some family L, and C be a complexity measure for D1 and D2. A function f : N0 → N0,
f  id, is said to be a lower bound for the increase in complexity when changing from a
minimal description in D1 to an equivalent minimal description in D2, if for inﬁnitely many
L ∈ L:
min{C(D) | D ∈ D2(Li)}f (min{C(D) | D ∈ D1(Li)}).
The rest of the section is devoted to huge unary lower bounds for the trade-off between ﬁnite
automata with k heads and non-deterministic ﬁnite automata. To this end, we present an
inﬁnite series of functions fi , i ∈ N, whose inverses Fi are used to deﬁne an inﬁnite series
of regular languages. These languages are witnesses for the lower bounds of the trade-offs.
Let f : N→ N be a function. We write f [i], i ∈ N, for its i-fold composition, which is
deﬁned by f [0] = id, f [m+1] = f (f [m]),m0. If f (n) < n for all n ∈ N, then we deﬁne
f ∗(n) = min{m ∈ N | f [m](n) = 1}.
Now let f1 = id, f2 = log, f3 = f ∗2 = log∗, f4 = f ∗3 = (log∗)∗, and in general
fi = f ∗i−1 = (((log∗)∗) · · ·∗)︸ ︷︷ ︸
i−2 times
for i3.
Let us mention that even f3 grows very slowly: log∗(2) = 1, log∗(4) = 2, log∗(16) = 3,
log∗(65536) = 4, and log∗(265536) = 5.
For an increasing function f : N→ N the inverse is deﬁned by
f−1(n) = min{m ∈ N | f (m)n}.
We denote the inverses of fi by Fi . In order to obtain the functions Fi , we observe that the
inverse of f ∗(n) is F [n](1), where F denotes f−1, i.e., f ∗(F [n](1)) = n.
The witness languages for the lower bounds are as follows. Let k ∈ N and d ∈ N be
constants, then the inﬁnite unary language
Lk,d = {ax | xFk(d)}
is regular. Just to give a ﬂavor of the numbers in question, let exp(n) denote the function 2n
and consider f2(n) = log(n), F2(n) = exp(n) = 2n, and F3 and F4:
f3(n)= log∗(n),
F3(n)= exp[n](1) = 2
2··
·2
}
n
,
f4(n)= f ∗3 (n) = (log∗)∗(n),
F4(n)= ((log∗)−1)[n](1) = (exp[n](1))[n](1) = 2
2··
·2
}
2
2··
·2

 ··· 2
2··
·2

n
︸ ︷︷ ︸
n
.
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Fig. 2. Trace of the head positions during the division of n by 2.
Since we are dealing with so big numbers, in the following we use a somehow sloppy
notation. For readability we omit the big O for the orders of magnitude at most places. The
goal is to show the following theorem.
Theorem 9. Let k1 be a natural number. A lower bound for the trade-off between the
number of states of unary k-DHA and non-deterministic ﬁnite automata is given by the
function Fk .
Obviously, a non-deterministic ﬁnite automaton needs at least Fk(d) states in order to
accept Lk,d .
The next example shows that two heads can save at least exponentially many states, and
thus 1-DHA and 2-DHA are considered as separated from a descriptional complexity point
of view [3].
Example 10. We sketch the construction of a 2-DHA A that accepts the language L2,d
with O(d) states. Basically, A tests whether the logarithm of the length of the input is at
least d. To this end, A successively tries to divide the input length d times by 2. The result
of the iterated divisions is given by the position of the ﬁrst head, respectively. Fig. 2 depicts
the trace of the head positions during the ﬁrst division.
In general, a division of some number q starts with the ﬁrst head at position p1 = q and
the second head at position p1 = 0. (Before the ﬁrst division, the ﬁrst head is moved to the
right end.) Then during q time steps the ﬁrst head is moved to the left and the second head
to the right, respectively. Now the heads are located at position (p1, p2) = (0, q). Next,
automatonAmoves the second head to the left, and subsequently the second head again to
the left and simultaneously the ﬁrst head to the right. From this position (p1, p2) = (1, q−2)
the movement repeats. After another two time steps the heads are at position (p1, p2) =
(2, q − 4). After (q/2) repetitions the heads are at position (p1, p2) = ((q/2), 0), what
completes the division.
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Clearly, for the iterated phases of head movements during one division some constant
number of states are sufﬁcient. In addition,A has to count the number of performed divisions
up to d, which gives O(d) states altogether.
In the following proof of Theorem 9we generalize the behavior of the 2-DHA of Example
10 to more heads.
Proof of Theorem 9. It has been shown by the previous example that L2,d is accepted by a
2-DHA with O(d) states. The constructed 2-DHA veriﬁes in d phases of head movements
whether the logarithmof the input length is at least d. The input values of the phases are given
by the positions of a head. Concluding inductively, we now assume that Lk,d is accepted by
a k-DHA A with O(d) states, whereby A veriﬁes in d phases of head movements whether
the function fk applied to the input length yields at least d. The input values of the phases
are given by the positions of a head.
A (k + 1)-DHA A′ for Lk+1,d extends A as follows. At ﬁrst A′ uses k heads in order to
simulate the behavior ofA, but instead of performing the phases of headmovements at most
d times, A′ performs these phases as long as possible. In addition, A′ counts the number
of performed phases by the position of its (k + 1)th head. Therefore, the (k + 1)th head
position gives the result of applying the function fk to the input length. This completes the
ﬁrst phase of head movements of A′. Now A′ can iterate this phase by using its (k + 1)th
head position as input value of the next phase, simulating A with its heads 2 to k + 1 and
counting the new number of performed phases ofA by its ﬁrst head. So, the position of the
ﬁrst head gives the result of applying the function f [2]k to the input length. Now A′ can try
to iterate its behavior d times in order to try to apply the function f [d]k to the input length.
Since fk+1 = f ∗k , this implies that A′ veriﬁes in d phases of head movements whether the
function fk+1 applied to the input length is at least d. Moreover, the input values of the
phases of A′ are given by the positions of a head, respectively.
For the phases of head movement some constant number of states is sufﬁcient, which
depends on k only. Since A′ has to count up to d, we obtain O(d) states. 
From the construction we obtain also upper bounds for the number of states that are
necessary for a k′-DHAA to accept the languages Ld,k , for k > k′ > 1.We letA do clever
counting. This means, that A applies the function fk′−1 successively to the input length,
and counts the number of application by states. So, A needs to be able to count up to
f ∗
k′−1(Fk(d)) = fk′(Fk(d)), for k′3. For k′ = 2 we obtain immediately log(Fk(d)) =
f2(Fk(d)) states.
5. Other types of acceptors and open questions
We have shown the results of the previous sections in terms of k-head ﬁnite automata.
Due to a wide range of relations between several types of ﬁnite automata, the non-recursive
trade-offs in general and the huge lower bounds in the unary case are also true for other
types. In fact, we obtain non-recursive trade-offs between a descriptional system D and
nondeterministic pushdown automata, if the computational capacity of D is not weaker
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than of 2-DHA. For adaption of the non-recursive trade-offs between DSPACE(log) and
k-DHA it sufﬁces that the computational capacity of D is not stronger than of k-DHA,
for some k. Here we use known results about deterministic two-way ﬁnite automata with k
pebbles (k-DPA), with k linearly bounded counters (k-DBCA), and with k linearly bounded
counters with full-test (k-DFCA). In order to adapt our results, we present the hierarchy
L(k-DHA) ⊆ L(k-DPA) ⊆ L(k-DBCA) ⊆ L(k-DFCA) ⊆ L((k + 1)-DHA)
which has been shown in several famous papers, e.g., [16,18,21,29]. A consequence is
L(DHA) = L(DPA) = L(DBCA) = L(DFCA) = DSPACE(log).
Therefore, the non-recursive trade-offs are adapted to the devices in question. The lower
bounds in the unary case are adapted by the observations
L(k-DFCA) = L((k + 1)-DHA) ⊆ L((k + 1)-DPA),
which are easily veriﬁed for unary languages, and that the construction for acceptors of the
languages Lk,d also works for k-DBCA.
5.1. Some open questions
We have done a few steps towards the exploration of descriptional complexity of deter-
ministic two-way ﬁnite automata with additional resources as heads, pebbles or bounded
counters. There are still many open problems in that ﬁeld. Finally, we brieﬂy discuss some
of them in terms of k-head ﬁnite automata.
• What is the general trade-off between (k + 1)-DHA and k-DHA?
To apply the technique used so far, one could try to use a language from L((k+ 1)-DHA) \
L(k-DHA) and to bound the accepted words from it by the lengths of VALC(M). This
could be done, e.g., by concatenating the words. Obviously, the resulting language can be
accepted by some (k+ 1)-DHA, but it is open to show that it can be accepted if and only if
M does not have some desired property P . Nevertheless, we conjecture that the trade-offs
are non-recursive.
• Can we derive unary lower bounds for the trade-off between (k + 1)-DHA and k-DHA
from the presented lower bounds?
If the acceptors for the languagesLk,d could be shown to be minimal, then the answer to the
question is yes. In that case we would obtain fk2(Fk1) = Fk1−k2+2 as lower bound between
k1-DHA and k2-DHA, for k1 > k23.
• What are the upper bounds for the unary case?
Are they non-recursive as in the general case?
Are they recursive as is the situation for real-time OCA?
• Thenext questions concern an in some sense intermediatemodel. So-called k-dimensional
rebound automata (k-DRA) [8,16,19,20,22,29] are ﬁnite automata whose input tape is a
d-dimensional hypercube. But the input is provided one-dimensional only, all the other
tape cells are blank.
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For the unary case it holdsL(k-DHA) = L(k-DRA). For arbitrary languagesL(k-DHA)
⊃ L(k-DRA) is known. Furthermore, L(DRA) ⊂ DSPACE(log). So, natural questions
are for the trade-offs between rebound automata and DFA etc. Do we obtain non-recursive
trade-offs?
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