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                                               Abstract 
 
 
In this report we continue our work on the idempotent generators of 
generalized residue codes (GR-codes). Explicit expressions for these 
generators are derived for the quadratic residue codes (QR-codes), 
generalized quadratic residue codes (GQR-codes), double generalized 




C λ . 
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1.  Introduction 
 
In [3] we introduced the notion of generalized residue codes (GR-codes) , ,
i
n q tC , 1 i t≤ ≤ , 
of length n over ( )GF q , with q some prime power with ( , ) 1n q = , where t is the index of 
some subgroup K of nU , such that :K H q⊇ =< > , and where nU  is the subgroup 
consisting of all elements of {i│ ( , ) 1,1 }i n i n= ≤ <  which are multiplied among each 
other mod n . These codes are cyclic. For fixed values of n, q and t, they are equivalent 




g x x ζ
∈
= −∏ , 1 i t≤ ≤ , where ζ  is a primitive thn  
root of unity, while iK  is one of the cosets of K  with respect to nU . In particular, one 
can take K H= , as will be done frequently in this report. In that case the polynomials 
( ) ( )ig x  can be identified with the ( ) /t n rϕ=  irreducible polynomials ( )iP x , ti ≤≤1 , of 
degree r, r =  ord ( )n q , contained in ( )n xΦ , the 
thn  cyclotomic polynomial in ( )[ ]GF q x . 
In the general case K H⊇ , the generators ( ) ( )ig x  are products of these irreducible 
polynomials. For a more extended discussion and for general properties of these codes, 
we refer to [3]. 
Among other properties, it is proved in [3] that if nU  is cyclic, its subgroup K of index t 
consists of the t-powers  (t-residues)  mod n. It is a well-known property that says that nU  
is cyclic if and only if 2{2,4, , }n p pλ λ∈ , where λ  is an arbitrary integer 1≥ . So, for 
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these values of n, the subgroup K is identical to tnU , the subgroup of nU  consisting of all 
t-residues, i.e. : {t tnU a= │ }na U∈ . 
In [4] we defined a matrix M  with │ S │ rows and│ S │ columns, where S  stands for 
the index set of the cyclotomic cosets  mod n with respect to q. A column with label 
Si∈  determines the primitive idempotent generator )(xiθ  which corresponds to the 
cyclotomic coset iC  which on its turn corresponds to the irreducible polynomial 
( ) ( )[ ]iP x GF q x∈ . In this sense, the columns of M determine the primitive idempotent 
generators of the minimal cyclic codes of length n over ( )GF q  generated by  
=:)(^ xPi )(/1 xPx i
n − .   Here, the adjective minimal refers to the fact that the ideal  
>< )(^ xPi  has no subideals except the zero-ideal. As a consequence, by taking sums of 
primitive idempotent generators in ( )[ ]GF q x , the idempotent generators of all cyclic 
codes of length n over ( )GF q  can be determined.  In [4] the labeling of the matrix M was 
chosen such, that the first row and column correspond to 0 ( ) 1P x x= − , or equivalently to 
0 {0}C = , and the next t rows and columns to the t irreducible polynomials ( )iP x ,  
contained in ( )n xΦ . The actual values of the indices are the elements of nS U∩ . It also 
follows easily (cf. again [3]) that 1 ( )i xθ−  is the idempotent generator of the cyclic code 
generated by  ( )iP x , i.e..the GR-code  , ,
i
n q tC , ni S U∈ ∩ .  Therefore, we now index the 
GR-codes (for fixed n, q and t) by the elements of nS U∩  instead of 1, 2,…,t. The 
remaining rows and columns of M  correspond to irreducible polynomials contained in 
cyclotomic polynomials ( )k xΦ , k │n  and 1 k n≤ < .   
It is shown in [4] that the matrix M  has a number of orthogonality and symmetry 
properties. These properties can be helpful to determine the columns of M which stand 
for the idempotent generators of GR-codes. In this report we shall determine the 




C λ , {1,2}i∈ , 1λ ≥ , p prime,  known as 





C λ , {1,2}i∈ , 1λ ≥ , p an odd prime, which we shall call double generalized  
quadratic residue codes (DGQR-codes). The idempotent generators of GQR-codes were 
already known, and can be found e.g. in [8,9,10] (QR-codes) and in [7] (GQR-codes). As 
for the idempotent generators of DGQR-codes, it came recently to our attention that 
expressions for these idempotents are derived in [1] and [2], by quite a different method.  
 
 
2.  Preliminaries 
 
In Section 3 we shall derive explicit expressions for the idempotent generators of codes 
of length λp , with p  an odd prime, over )(qGF , q  some prime power, and for 2=t , 
i.e. for so-called generalized quadratic residue codes (GQR-codes). As preparation we 
first  present a few lemmas which will be helpful to distinguish between the cases when 
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1−  is a quadratic residue mod λp  and when it is not. The first lemma is Proposition 
4.2.3 in [5]. 
 
Lemma 1 
 Let p be an odd prime which does not divide a and m. Then if axm =  mod p is solvable,  
so is mx a=  mod ep  for all 1e ≥ . All these congruences have the same number of 
solutions. 
 
By taking 2m = , 1a = − , e λ=  and applying the well-known result that 1−  is a 
quadratic residue mod p  if and only if p = 1 mod 4, we obtain part (i) of the next lemma. 
Part (ii) is obtained by taking 2=m , 2=a , λ=e  and applying the property that 2 is a 
quadratic residue if and only if 1±=p  mod 8. 
 
Lemma 2 
Let p be an odd prime and let λ  be some integer 1≥ . Then the following holds. 
 (i)  1−  is a quadratic residue mod λp  if and only if 1=p  mod 4; 
(ii)  2 is a quadratic residue mod pλ  if and only if 1±=p  mod 8. 
 
We also present for a possible future application a property relating the solutions of 





Let p be an odd prime and let p=1 mod 4. Let λ be an integer 1≥ . If b is a solution of 
2 1x = −  mod p, then pb is a solution of 2 1x = −  mod pλ . 
 
Proof 
We shall prove this  result by mathematical induction on λ . 
For 1=λ  the Lemma is well-known (cf. e.g. [5]). 
Assume that for 1=p  mod 4 we have that 1−  is a square mod λp  for a certain fixed 
1≥λ . Then we can write 
                                  λλ pkb +=−
21 ,     1),( =pb ,     b, ∈λk ℤ, 
or equivalently 
                                                    λλ pkb −−= 1
2 . 
It follows that 





















































 for all }1,....,3,2{ −∈ pl , all terms in the summand are divisible by 2+λp . 
Moreover, since p  is odd, we have 23 +≥≥ λλλp , and so the last term is also divisible 
by 2+λp . Hence, we can write 





with 1),( =pb p , ∈+1, λkb
p ℤ. Therefore, 1−  is a square mod 1+λp . By the principle of 
mathematical induction we may conclude that 1−  is a square mod λp  for all 1≥λ .    □   
 
 
For further applications  to codes of length λp2  in Section 4, we also present a  condition 
for the existence of solutions of the equation ax =2  mod n  when n  is an arbitrary 




ee ppn .....2 11=  be the prime decomposition of n, and suppose that 1),( =na . Then 
2x a=  mod n  is solvable if and only if the following conditions are satisfied: 
(i)   if 2=e , then 1=a  mod 4; 
(ii)  if 3≥e , then 1=a  mod 8; 





3. Idempotent generators for QR-codes 
 
For the definition of generalized quadratic residue codes (GQR-codes) we refer to [3]. 
Here, we only remind the reader that GQR-codes are generalized  residue codes of length 
λpn =  over )(qGF  for some odd prime p and some prime power q , ( , ) 1p q = , and such 
that the parameter t  has value 2. In that case i qnC 2,, , }2,1{∈i , are both 2-residue codes, 
meaning that the group nUK ⊆  consists of all quadratic residues mod n  (cf. [3]). The 
group nU  is cyclic for n p
λ=  and so is K . The choice 2t =  implies that q has to be a 
quadratic residue itself. We choose q such that it generates K which itself has index 2 
with respect to .nU   Consequently, KqH >==<: , and 1=s , 2== stκ  and 
=:r ord )(qn 2/)(nϕ= . In the next we shall denote the group of quadratic residues mod n 
by nQ , or just by Q  when it is clear from the context what value n has. Hence, under the 
above condititions the group K is identical to nQ . 
 
For reasons of convenience, we first consider the case 1=λ , i.e. the subfamily of the 
conventional quadratic residue codes (QR-codes).  In this case 1)()( −== ppn ϕϕ , so 
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                                                 2/)1( −= pr .                                                                    (1) 
 
The two nonzero cyclic cosets mod p  with respect to q  are },......,,1{ 11
−= rqqC  and 
1{ , ,......, }raC a aq aq
−= , where a  is some non-quadratic residue or nonsquare mod p . 
If 1−=p  mod 4, we can take 1−=a , and if 1=p  mod 4, 1−≠a , since 1−  is a square 
in that case. Because there  are three cyclotomic cosets, the matrix M is a −×33 matrix, 
which is of the form 
                                     
                                                  0   1     a 





















,            )(, qGF∈βα .                                  (2) 
 
Remember that the third column has to be a permutation of the second one (cf. [4]). The 
only possible permutation unequal to the identity is obtained by interchanging the second 
and third entry.  
                                                                                                                                                
                                                                                                 . 
(i)  1=p  mod 4 
In this case 1−  is a quadratic residue mod p , and so 11 C∈−  and 1a ≠ − .First we 
consider the case q is odd. The orthogonality relations of [4, Theorem 28 (i)]  provide us 
with 
 
                                           1 0α β+ + = ,                                                                           (3) 
 
                                           2 2r pα β+ + = ,                                                                      (4) 
 
                                           2 0r αβ+ = .                                                                            (5) 
 
Substituting (3) in (4) and (5) gives  
 
                                           pr =+12 ,                                                                               (6) 
 
                                          p=+ 2)12( α ,                                                                          (7) 
 
resulting in  
                                        
2
1 p+−
=α ,  
2
1 p−−
=β .                                                   (8) 
 
 
Hence, the primitive idempotent generators of the cyclic codes generated by columns 1 
and a  are  
 9
 
                                    
1
1
1( ) ( )
a
i i
i C i C
x p r x xθ α β−
∈ ∈
= + +∑ ∑                                                     (9) 
and 
 
                                   
1
1
2 ( ) ( )
a
i i
i C i C
x p r x xθ β α−
∈ ∈
= + +∑ ∑ ,                                                 (10)  
 
with α and β  as defined in (8). All coefficients have to be interpreted as elements of 
( )GF q . The idempotent generators of the QR-codes i qpC 2,, ,  are )(1)( xx ii θϑ −= , 
},1{ ai∈ . 
 
Since we know that the above idempotent generators are uniquely determined, we are 
entitled to conclude that p is a quadratic residue mod q , and consequently there exist 
precisely two solutions of the equation px =2  in )(qGF under the assumptions made in 
this case. If we choose one of these to be p , the other is p− . The remaining question 
is how to choose p in order that 1( )xθ  corresponds to the column of  M with index 1, 
and )(xaθ  with the column indexed by a. More precisely, the remaining question is to 
which of the two irreducible factors of ( )p xΦ  the idempotent generator 1( )xθ  
corresponds. Notice that we computed 1( )xθ  and )(xaθ  without using or even defining 
the primitive p th  root ζ ,  i.e. without selecting the defining polynomial of ζ . 
 
Next, we consider the case q even, i.e. 2mq = . The equations (3) and (4) now take the 
form 
  
                                                  1 0α β+ + = ,                                                                  (11) 
 
                                                     2 2 1α β+ = .                                                                 (12) 
 
Observe that eq. (5) is trivially satisfied now, because 0r =  in the case 1p =  mod 4 (cf. 
eq. (1)). Furthermore, if α  and β  are chosen such that eq. (11) holds, eq. (12) follows 
immediately by squaring both sides of (11). It follows that by putting :α ξ=  for some 
arbitrary  element ξ  of (2 )mGF  and by taking 1β ξ= + , we obtain a solution. However, 
only solutions )},(),,(),1,0(),0,1{(),( 22 ξξξξβα ∈  with 012 =++ξξ  are allowed. We 
can see this as follows. If 1=p  mod 8 then Q∈2 (cf. Lemma 2) and hence, since m2  is 
assumed to generate Q , 2 also generates Q  and ord =)2(p ord 2/)1()2( −= p
m
p . So, the 
splitting of )(xpΦ  into two irreducible polynomials over )2(
mGF  is the same as over 
)2(GF  and the elements of the matrix M  are actually in )2(GF . So, 1=α , 0=β  or 
0=α , 1=β .  
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If  3−=p  mod 8, then Q∉2 . Since we required that 2mq =  generates ( )K Q= , we now 
have again ord ( ) ( 1) / 2mp q p= − , but ord ( ) 1p q p= − . Hence, 
22  generates Q  and m  
must be even. So, the splitting of )(xpΦ  into two irreducible polynomials over )2(
mGF  
is the same as over )2( 2GF . Hence, ξα = , 2ξβ =  or 2ξα = , ξβ =  in that case. 
                      
 (ii)   1−=p  mod 4 
In this case  1−  is not a quadratic residue and so 1 aC− ∈  and we can put 1a = − . 
First, let q be odd. The relations [4, Theorem 28 (i)] now give 
 
                                                1 0α β+ + =                                                                      (13) 
 
                                                 2r pαβ+ = ,                                                                    (14) 
                          
                                                 2 2 0r α β+ + = .                                                               (15)  
 
Adding and subtracting (14) and (15) and substituting (13) gives 
 
                                                  pr =+12 ,                                                                      (16) 
 
                                                  p−=+ 2)12( α ,                                                              (17) 
 
providing us with the solution                                                                                   
 
                                      
2
1 p−+−
=α ,     
2
1 p−−−
=β .                                          (18) 
 
So, the primitive idempotent generators corresponding to the second and third column are 
 
 



















x p r xθ α−−
∈




ixβ ,                                            (20) 
 
with α  and β  as defined in (18). 
Similar remarks as in the case 1p =  mod 4 can be made with respect to these expressions 
and their relationship with the irreducible factors of ( )p xΦ . 
 
Finally, we take 2mq = . The equations (13) and (15) take the form 
 11
 
                                                       1 0α β+ + = ,                                                             (21) 
 
                                                       2 21 0α β+ + = .                                                          (22) 
 
Equation (14) is again trivially satisfied, since 1r =  in the case 1p = −  mod 4. 
Similarly as in the case 1=p  mod 4, we now find that 1=α , 0=β  or 0=α , 1=β , 






Take 11p = . The group of quadratic residues mod p is 11 {1,4,9,5,3}Q = . All its elements 
1≠  are generators of 11Q , so we can take any of these elements as value of the prime 
power q . For all these q  we have r =  ord11( ) 5q = . Since 11 1= −  mod 4, we are in case 
(ii) and we may use (18)  to determine idempotent generators in the case q is odd. 
 
a. If 3q =  we have 2p =  in (3)GF  and 11−  = 1. So the matrix M  equals 
 









The matrix elements 0 and 1−  correspond to the coefficients of 4x  in 
5 3 2
1( ) 1P x x x x x= − + + −  and 
5 4 3 2
2 ( ) 1P x x x x x= + − + −  (cf. [3,Example 5.3]),  
which are the irreducible factors of 11( )xΦ  over (3)GF . 
The primitive idempotent generators are  
 
                        1 2 6 7 8 101 0 1( ) 11 (2 ( ) ( )) 1x c x c x x x x x xθ
−
−= − = + + + + +  
and 
                           1 3 4 5 91 0 1( ) 11 (2 ( ) ( )) 1x c x c x x x x x xθ
−
− = − = + + + + + . 
 
For the idempotent generators of the codes 111,3,2C  and 
2
11,3,2C  we find 
 
                            * 3 4 5 91 1 1( ) ( ) 1 ( ) ( )x x x x x x x xϑ ϑ θ− −= = − = − + + + +  
and 
                              * 2 6 7 8 101 1 1( ) ( ) 1 ( ) ( )x x x x x x x xϑ ϑ θ− = = − = − + + + + . 
 




b. If 5q = ,  we have 1p =  in (5)GF  and 11−  = 4  = 2, and hence 
 











The matrix elements 3(= 2)−  and 1 correspond to the coefficients of 4x  in 
5 4 3 2
1( ) 2 1P x x x x x x= + − + + −  and 
5 4 3 2
2 ( ) 2 1P x x x x x x= − − + − − , which are the 
irreducible factors of 11( )xΦ  over (5)GF . 
The primitive idempotent generators are 
 
              1 3 5 9 2 6 7 8 101 1 1( ) 11 (3 ( ) ( )) 3 3 3 3x c x c x x x x x x x x x xθ
−
−= + = + + + − − − − −  
and 
            1 3 4 5 9 2 6 7 8 101 1 1( ) 11 ( ( ) 3 ( )) 3 3 3 3 3x c x c x x x x x x x x x x xθ
−
− −= + = + + + + + + + + + . 
 
c. If 4q = , we have 1p =  in (4)GF . Moreover, since ord11(2) = 10, there is no 
decomposition of 11( )xΦ  into two irreducible polynomials in (2)GF . Notice that 2 Q∉  
and that 2mq =  with ( 2)m =  even, and hence 4 generates Q. Consequently the solutions 
1α = , 0β =  and 0α = , 1β =  do not apply here. We have to take α ξ= , 2β ξ=  or 
2α ξ= , β ξ= , since 3p =  mod 8 in this case (cf. the previous page), and hence we  
have the following  matrix over GF(4) 
 





















where ξ  is defined by the equation 
 
                                                             012 =++ξξ . 
 
 The second and third column of the matrix M  which determine the primitive idempotent 
generators of iC 2,4,11 , }2,1{∈i , are in line with the irreducible polynomials )(1 xP  and 
)(2 xP over )4(GF  in the decomposition  
 
       )1)(1()()()( 23425223452111 ++++++++++==Φ xxxxxxxxxxxPxPx ξξξξ , 
 
yielding  ξ=1,1p  and 
2
1,2 ξ=p  (cf. [3, Example 5.3]). 
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The primitive idempotent generators are  
 
                               1 21 0 1 1( ) 11 ( ( ) ( ) ( )x c x c x c xθ ξ ξ
−
−= + + ) 
                                        3 4 5 9 2 2 6 7 8 101 ( ) ( )x x x x x x x x x xξ ξ= + + + + + + + + + +  
and 
                              1 22 0 1 1( ) 11 ( ( ) ( ) ( ))x c x c x c xθ ξ ξ
−
−= + +  
                                       2 3 4 5 9 2 6 7 8 101 ( ) ( )x x x x x x x x x xξ ξ= + + + + + + + + + + . 
 
d. If 9=q  , then 2p =  in )9(GF . Since ord11(9) 5=  and hence 10 / 5 2κ = = , we have 
again that 11( )xΦ  is the product of two irreducible polynomials, this time over the field 
(9)GF . We conclude that the polynomials 1( )P x  and 2 ( )P x  in case a do not split when 
extending (3)GF  to (9)GF . Applying (18)  with 11−  = 1 = 1, we find  that 0α = , 
1β = −  and 1α = − , 0β =  satisfy all conditions now interpreted as equations in (9)GF . 
So, we have the following matrix M  in this case 
 










which gives rise to the idempotent generators 
 
                                  1 2 6 7 8 101 0 1( ) 11 (2 ( ) ( )) 1x c x c x x x x x xθ
−




                                   1 3 4 5 91 0 1( ) 11 (2 ( ) ( )) 1x c x c x x x x x xθ
−
− = − = + + + + + . 
 
In all cases a – d we verified the idempotency relation 2( ) ( )i ix xθ θ= .                              □ 
 
 
Of course, one also can compute the elements of the matrix M, and hence the idempotent 
generators, straightforwardly. Let us do so in the case of p = 1 mod 4. 
We have from [4, eq. 27] that 
 




                                     
1 1
1( ) ( ) ( )
i i
i K i C
P x x xζ ζ
∈ ∈
= − = −∑ ∑ ,                                                (24) 
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it follows that 






ip ζ .                                                                (25) 
 
Analogously, we find  
 




ip ζ1,2 .                                                                (26) 
 
Now, the sum and the difference of the rhs of eqs. (19) and (20) are equal to respectively 
 














ζζζ ,                                                  (27) 
 






i C i C
Gζ ζ
∈ ∈
− =∑ ∑ .                                                         (28) 
 
The notation (2)qG  stands for the Gauss sum )2(G  taken as an element in )(qGF . 
So, by putting 1,1μα =  and 1,2μβ =  and using (25) and (26), we find 
 










= .                                            (29) 
 
From the literature (cf. [6]) it is known that for p = 1 mod 4, the value of (2)G  is equal to 
p+ . Substituting (2)qG p=  in (29) gives the expressions for )(
*
1 xθ  and )(
* xaθ  as 
presented in (9) and (10). 
We conclude that the problem of how to define p  in )(qGF  such that the idempotent 
generators of (19) and (20) correspond to the right cyclotomic coset or to the right 
column of M, is  the q-analogon of the famous problem of how to determine the sign of 
the Gauss sum (2)G , after having determined its absolute value p . 
In case (ii), when 1−=p  mod 4, similar considerations apply. For this p-value 
one has (2)G i p= . 
 
 
4. Idempotent generators for GQR-codes 
 
Next, we  take n pλ= , 1λ ≥ , and again q an arbitrary prime power such that ( , ) 1p q = .  
We also assume again that q generates the subgroup K ):( λpQQ == of nU  consisting of 
quadratic residues mod pλ , which are prime to n. Just like in the case 1λ = ,  it follows 
that K is a subgroup of 
p
U λ  of index 2. The group pU λ  itself has order 
 15
1( ) ( 1)p p pλ λϕ −= − . In [4, eq. (64)]] we labeled the rows and columns of the matrix M  
by the integers 
 
                       
1 1
1 1 1 1 1 1
1 2 1 2 1 20, , ,...., , , ,....., ,............., , ,.....,i i i i i i i i iλ λ
λ λ λ λ λ λ
κ κ κ−
− − − ,                              (30) 
 
with 11 =
λi . These integers represent the cyclotomic cosets mod pλ  to which they belong. 
The subindices bκ , 1 b λ≤ ≤ , can be obtained from ( ) /
b
b bp rκ ϕ= , where :br =  ord ( )bp q  
is equal to the degree of the irreducible polynomials contained in ( )bp xΦ  or to the size of 
the corresponding cyclotomic cosets mod bp . Together the indices (30) constitute the 
index set S. However, the value of the index of a particular cyclotomic coset is not 
uniquely determined. One convention (cf. [3]) is to take the least integer of that 
cyclotomic coset, but this cannot be maintained in a consistent way when calculations 
with the indices have to be carried out like in our theory of the matrix M. Especially, 
when one takes into account the mutual relationship between the cosets with respect to 
multiplication by some integer a, expressed by iaa CiC = . The order of the indices in (30) 
is chosen such that the column indices 1 2, ,....., b
b b bi i iκ , 1 b λ≤ ≤ , indicate the bκ  irreducible 
polynomials ( )b
ji
P x  of degree br  which are contained in ( )bp xΦ , whereas when 
interpreted as row indices, they stand for the corresponding cyclonomials  ( )ic x . Our 
case was defined by the requirement 2tλκ = = . In [4, Lemma 58] we proved that for 
n pλ=  and 2λκ = , one has to distinguish between the following cases 
 
                                                    1 22 ....κ κ= = = , for  p odd,                                         (31) 
 
                                1 2 31 2 ....κ κ κ= < = = = ,  for 2p = , 1 4q l= + , l  odd ,                  (32) 
 
                             1 2 3 41 2 4 ....κ κ κ κ= < = < = ≤ ≤  , for 2p = , 1 4q l= + , l  even,       (33) 
 
                             1 2 3 41 2 ....κ κ κ κ= = < = = = ,  for 2p = , 1 4q l= − + , l  odd,            (34) 
 
                       1 2 3 4 51 2 4 ....κ κ κ κ κ= = < = < = ≤ ≤ ,  for 2p = , 1 4q l= − + , l  even.  (35) 
 
We conclude that in these cases one has 1λ ≥ , 2λ ≥ , 2λ = , 3λ ≥  and 3λ = , 
respectively. 
 
Since QR-codes were primarily defined for odd values of the prime p, we start with the 
case (31). This  implies that M  is a (2 1) (2 1)λ λ+ × + -matrix. We showed in [4] (cf. [4, 





                                        0    1i
λ    2i
λ    11i
λ−   12i
λ−  .    .          11i           
1
2i  
                            




1 0 0 . . . .
1 0 0 . . . .
. . . . . . . . .
. . . . . . . . .
1 0 0 . . . . . .
1 0 0 . . . . . .
1 . . . . . .
1 . . . . . .




















































− .                      (36)       
 
 
For the integers br :=  ord ( )bp q , which represent the size of the cyclotomic cosets mod 
bp , 
we have in general  (cf. [4, Lemma 57 (i) with 1d = ]) 
 
                                                       11
b
br r p
−= ,   1 .b λ≤ ≤                                                (37) 
 
Furthermore, due to our choice of q being a generator of the group of quadratic residues 
mod λp ,  
 
                                                       2/)( λλ ϕ pr = ,                                                           (38)  
 
 and hence 
 
                                  2/)1(2/)( 1 −== −− ppppr bbb
λλϕ ,  λ≤≤ b1 .                             (39)                          
 
The columns with index )1(1 =









θ (= ( )a xθ ). By means of the relation  
*( ) ( ) 1 ( )i i ix x xϑ ϑ θ− −= = − , 
},{ 21
λλ iii∈ , the idempotent generators of the GQR- codes then follow.  
 
Assume 1p =  mod 4. Hence, 1−  is a square mod pλ  (cf. Lemma 2(i)), and so 1a ≠ − .   
First we consider the case that q  is odd. Applying the relations of [4, Theorem 28]  to the 
first three columns and rows, i.e. to the columns and rows with labels 0, 1i
λ , 2i
λ , provides 
us with the equalities 
 
                                               1 1 0r r rλ α β+ + =                                                                 (40) 
 
                                               1 2 1 2r p p pλ λ λλ α β
− −+ + = ,                                                 (41) 
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                                                12 0r p λλ αβ
−+ = .                                                              (42) 
 
Applying 11r r p
λ
λ
−=  (cf. eq. (37))  we obtain 
 
                                               1 0pλ α β− + + = ,                                                               (43) 
 
                                                1 2 2 2 1r p pλ λλ α β
− −+ + = ,                                                   (44) 
 
                                                 1 2 0r pλλ αβ
− + = .                                                             (45) 
 
From these relations we obtain in a similar way as for 1=λ  that 
 












=  .                                      (46) 
 




                                             1 1
1 1 2
( ) ( ( ) ( ))
i i i
x p r c x c xλ λ λθ α β
−= + +                                      (47) 
and 
                                              1 1
2 1 2
( ) ( ( ) ( ))
i i i
x p r c x c xλ λ λθ β α
−= + + .                                   (48)  
with α  and β  from (46).   
  
If 1−=p   mod 4, then 1−  is not a square mod pλ  (cf. Lemma 2(i)), and so 1a = −   We 
can argue similarly as in the case 1=λ . Applying the orthogonality relations of [4, 
Theorem 28] again, now gives rise to 
                                                          1 0pλ α β− + + = ,                                                     (49) 
 
                                                        1 2 2 0r pλλ α β
− + + = ,                                                 (50) 
 
                                                         1 2 12r p pλ λλ αβ
− −+ = .                                               (51) 
 
We find for the primitive idempotent generators corresponding to columns λ1i  and 
λ
2i  the 
same expressions as (47) and (48), but this time with 
 












= .                                  (52)  
 
As for the existence of the square roots p  and p−  we can make the same remarks as 




λ  for the second and third column of the matrix M , we shall use 
11( )i
λ=  and 2( )a i
λ= , since we assume that the corresponding cyclotomic cosets are 
1
1
1 {1, ,......, }
r
i
C C q q λλ −= =  and 
2
1{ , ,......., }raiC C a aq aq
λ
λ
−= =  for some a. The other 




Let p be some odd prime and q some prime power with 1),( =qp  and let q be a 
generator of  the group 
p
Q λ  of quadratic residues mod pλ . Let furthermore, M be the 
matrix for codes of length pλ , 1λ ≥ , over ( )GF q , and with 2.t =  
 
(i) If q is odd, then the two primitive idempotent generators corresponding to the  
columns indexed by 1 and a of the matrix M,  can for 1p =  mod 4 be written as  
                            ( ) ( )1 11 1( ) [ 1 1 1 ]2
p P
ip aip
i Q i Q






= − + − + + − −∑ ∑ , 




i Q i Q






= − + − − + − +∑ ∑ , 
and  for 1p = −  mod 4 as 
                           ( ) ( )1 11 1( ) [ 1 1 1 ]2
p p
ip ip
i Q i Q






= − + − + − + − − −∑ ∑ , 
                          ( ) ( )1 11 1( ) [ 1 1 1 ]2
p p
ip ip
i Q i Q







= − + − − − + − + −∑ ∑ , 
where all coefficients are to be taken in ( )GF q , and where p  and p− have to be 
selected  appropriately from the two possible values in ( )GF q . 
 
(ii) If 2mq = , then these two primitive idempotent generators can for 1p = ±  mod 8  be 
written as 
 











= + ∑ ,  












= + ∑ , 
with 1a = −  if 1p = −  mod 8 and 1a ≠ −  if 1p =  mod 8, while for 3p = ±  mod 8 
 











= + +∑ ∑ , 
                                       










= + +∑ ∑ , 
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(i) The proof is analogous to the proof for 1λ =  on the previous pages. Since 
p
U λ  is 
cyclic for odd primes p, its subgroup ( )
p
K Q Q λ= =  has index 2, because the even powers 
of some generator of 
p
U λ  are quadratic residues , while the odd powers are non-quadratic 
residues.Moreover, Q is also cyclic and therefore generators which are prime powers may 
exist. 
Lemma 2 (ii) gives that if 1p =  mod 4, then 1a ≠ − , and if 1p = −  mod 4, then 1a = − . 
First we consider the case 1p =  mod 4. From (36) it follows that the only nonzero 
elements in column λ1i  of M are λλμ ri =1,0 , αμ λ =111 ,, ii  and 12 1,i iλμ β= . Hence, 







βαθ λλ ++= , 



























λ . Here, we used the relations pp QpC
1
1
−=− λλ  and 
pap
QapC 11 −=− λλ . The expressions for )(1 xθ  and )(xaθ  now follow easily. The 
expressions in case that 1−=p  mod 4 can be derived similarly.   
                                       
(ii) Take 2mq = . For 1p =  mod 4 and hence 1a ≠ − , eqs. (43)  and (44) take the 
form1 0α β+ + =  and 2 2 1α β+ = , respectively, while eq. (45) is trivially satisfied since 
the value of 1( ) / 2 ( 1) / 2r p p pλ λλ ϕ
−= = −  is even for 1p =  mod 4. Just like in the case 
1λ = , as discussed on p. 9, we find the solutions 1, 0α β= =  or 0, 1α β= =  if 1p =  
mod 8 and 2,α ξ β ξ= =  or 2 ,α ξ β ξ= =  if 3p = −  mod 8, while m must be even. 
For 1p = −  mod 4, and hence 1a = − , eqs. (49) and (50) again take the form 
1 0α β+ + =  and 2 2 1α β+ = , respectively, while now eq.(51) is trivially satisfied, since 
rλ  has an odd value in this case. This proves the remaining part of the Theorem.             □ 
                          
                                                                                            
Corollary 7 





prime power with (p,q) = 1, },1{ ai∈ , are given by )(1)( xx ii θϑ −= , with  the 





Of course one can determine the primitive idempotent generators which occur in 
Theorem 6 more straightforwardly, i.e. not in terms of the matrix M. This was 
accomplished for QR-codes ( 1=λ  and q prime) in e.g. [7, 9, 10] and for GQR-codes in 
[8]. Furthermore, we already indicated that the precise correspondence between the 
expressions in Theorem 6 and the column indices λ1i (=1) and 
λ
2i = (a) of M (which stand 
for the two irreducible polynomial factors of )(x
pλ
Φ ) is still a remaining problem. 
However, we don’t have to solve this problem if we are only interested in the codes 
themselves which are defined by these idempotent generators. This demonstrates the fact 
that in general one can find the idempotent generators of cyclic codes of length n , 




Take 27n pλ= = , i.e. 3p =  and 3λ = . The group of quadratic residues mod 27 is 
27 {1,4,7,10,13,16,19,22,25}Q = . It appears that 4, 7, 13, 16 and 25 are generators 
 
a. Let 7q = . Since ord 9 (7) 3= >ord 3(7) 1=  we are entitled to apply Theorem 6. If we 
define 3−  = 2 in (7)GF , we obtain 
 
                          
3 3
9 9 9 18
1( ) 2 3 2 3
i i
i Q i Q
x x x x xθ
∈ ∉
= − − + = − − +∑ ∑ ,    
and 
                          
3 3
9 9 9 18
1( ) 2 3 2 3
i i
i Q i Q
x x x x xθ−
∈ ∉
= − + − = − + −∑ ∑ .  
 
The same expressions were computed in [8, Example  ] by different means 
 
b. Let 13q = . Since ord 9 (13) 3= > ord 3(13) 1= , we may apply again Theorem 6. When 
defining 3−  = 10 = 6 in (13)GF , we find 
 
                          
3 3
9 9 9 18
1( ) 4 3 4 3
i i
i Q i Q
x x x x xθ
∈ ∉
= − + + = − + +∑ ∑ ,  
 
                           
3 3
9 9 9 18
1( ) 4 3 4 3
i i
i Q i Q
x x x x xθ−
∈ ∉
= − + + = − + +∑ ∑ . 
                             
c.  Let 25q = . Since ord 9 (25) 3= >ord 3(25) 1= , we may apply Theorem 5. In this case 
3−  = 2   has no solution in (5)GF , but it does have in (25)GF . To obtain such a 
solution explicitly, we extend (5)GF  by a zero ξ  of the irreducible (5)GF -polynomial 
2 1x x+ + . So, 2 1ξ ξ= − −  and one can easily verify that 2 1ξ +  and 3 1ξ −  are square 
roots of 2. We define 2 = 2 1ξ + . Completely similarly as in a, we now find 
 21
 
                                         9 181( ) 2 2 2(1 )x x xθ ξ ξ= + − + , 
and 
                                         9 182 ( ) 2 2(1 ) 2x x xθ ξ ξ= − + + .  
 
d. Let q = 4. Since ord 9 (4) 3= >ord 3(4) 1= , we may apply Theorem 6 (ii) which 
provides us with the expressions 
                                             9 2 181( ) 1x x xθ ξ ξ= + + , 
and 
                                              
                                              2 9 182 ( ) 1x x xθ ξ ξ= + + . 
e. Let 16q = . Since (4) (16)GF GF⊂ , the expressions in c are also primitive idempotent 
generators in (16)[ ]GF x .                                                                                                    □ 
 
 




C λ  
 
The next case of GR-codes with 2t λκ= =  are codes of length 2
λ , which are subdivided 
into four classes by (32) – (34).  Strictly speaking, the resulting GR-codes are not 
quadratic residue codes, since now the group H q=< >  is not  identical to the group of 
quadratic residues mod 2λ . Actually, H  contains a subgroup of index 2 consisting of 
quadratic residues, i.e. the even powers of q . All squares of elements of the coset aH,  
a ∉H, are in H. Such a square cannot be equal to an odd power of q, since then U would 
have a single generator which is false. Therefore, the complete subgroup of quadratic 
residues is contained in H and is of  index 2 w.r.t. H and of index 4 w.r.t. U . It also  
follows that H  can neither be extended to a group K , such that K  is identical to the full 
group of quadratic residues.   
 
Case A 
The first class of such codes is characterized by 2n λ= , 2λ ≥ , 1 4q l= + , l  odd, (cf. 













                                     0   1i
λ    2i
λ   11i
λ−    12i
λ−     .     .         21i            
2
2i      
1
1i  
                          















1 . . 0
1 0 0 . . . . 2 2 1
1 0 0 . . . . 2 2 1
. . . . . . . . . .
. . . . . . . . . .
. . . . . . . . . . .
1 0 0 . . . . . . . .
1 . . . . . . 1
1 . . . . . . 1
1 . . . . . . 1





































⎜ ⎟− −⎝ ⎠
             (53)                       
 
The column with index 1i
λ (=1) corresponds, as usual, with the irreducible polynomial 
which defines the primitive 2λ -th root of unity ζ  in some extension field of ( )GF q  and  
also with the cyclotomic coset 11 {1, ,..., }
rC q q λ −= . The column with index 11i  corresponds 
with the irreducible polynomial 1
1
2( ) : ( ) 1iP x x x= Φ = +  which defines the only element of 
the cyclotomic coset 12C λ− =





−=  , 2 b λ≤ ≤ , and 1 2 1r r= =  (cf. [4, Lemma 58 (ii) and its proof]). The integers 
in the last column are equal to 1 if the value of the row index kji  is even, and they are 








μ = −  where am  is the degree of the irreducible polynomial ( )aP x  
while ,1ap  denotes the coefficient of the term 
1amx −  in that polynomial. All matrix 







We continue the case 2p = , 4λ = , 5q = which was studied already in [4, Example 60]. 
With the facts found and derived in [4] we are able to construct the matrix M completely. 
For the index set S we found 
 
                                        4 4 3 3 2 2 11 2 1 2 1 2 10, , , , , , , 0,1,3,2,6,4,12,8i i i i i i i = , 
 
which shows that 1 1κ = , 2 3 4 2κ κ κ= = = ,  as should be according to eq. (32). 
The corresponding irreducible polynomials are  
 23
 
0 ( ) 1P x x= − , 
4
1( ) 2P x x= + , 
4
3 ( ) 3P x x= + , 
2
2 ( ) 2P x x= + , 
2
6 ( ) 3P x x= + , 4 ( ) 2P x x= + , 
12 ( ) 3P x x= +  and 8 ( ) 1P x x= + . 




μ = −  for its elements, we are now able to construct the 
matrix M. We find 
 
 
                                         0        1        3      2      6      4     12    8 
                               
1 4 4 2 2 1 1 1
1 0 0 0 0 2 3 1
1 0 0 0 0 3 2 1
1 0 0 4 6 1 1 1
1 0 0 6 4 1 1 1
1 8 12 2 2 1 1 1
1 12 8 2 2 1 1 1
1 4 4 2 2 1 1 1
M
⎛ ⎞
⎜ ⎟− − −⎜ ⎟
⎜ ⎟− − −
⎜ ⎟
− − − −⎜ ⎟= ⎜ ⎟− − − −
⎜ ⎟
− − − −⎜ ⎟
⎜ ⎟− − − −











With the help of the weight vector (1, 4, 4, 2, 2, 1, 1, 1) (i.e. the vector containing the 
sizes of the cyclotomic cosets), one can check the various orthogonality relations of M, as 
stated in [4, Theorem 28].                                                                                                    □ 
 
Case B 
The second class consists of GR-codes with 22n = , 1 4q l= + , l  even, (cf. (33)). 
The cyclotomic cosets mod 4 are 0C ={0}, 1C ={1}, 2C ={2}, 3C ={3}, and so 
0 1 2 3 1m m m m= = = = . The corresponding irreducible polynomials are 0 ( ) 1P x x= − , 
1( )P x x α= − , 2 ( )P x x β= − , 3 ( ) 1P x x= + , where α :=
1ζ  and 3:β ζ= , if ζ  is a 
primitive 4th  root of 1 in ( )GF q . Notice that 2 2( )( ) 1 ( )x x x xα β− − = + = Φ . By defining 
2
1 1i = , 
2
2 3i = , 
1
1 2i = , and by putting 1 2 1r r= = , the matrix M  is also of the form (53) 
with 2λ = : 
 
                                                        0     21i      
2
2i     
1
1i  



























.                                                (54) 
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When taking as specific example q = 17, we have 4α =  and 4β = − . All orthogonality 
relations of [4, Theorem 28] are satisfied, e.g. column 21i  is orthogonal to itself, since 
1 16 16 34 0+ + = =  in (17)GF , while the innerproduct of columns  21i  and 
2
2i  equals 
1 16 16 1 30 4 n− − + = − = = . 
Another specific example is 9q = . In this case we have α ζ=  and β ζ= − , where ζ is 
again defined as a primitive 4th  root of unity, this time in (9)GF . Since 2 1ζ = − , the 
orthogonality relations hold again. It can easily be seen that these relations hold in 
general for all relevant values of q , for the same reason. 
 
Case C 
The third class consists of the GR -codes with 2n λ= , 3λ ≥ , 1 4q l= − + , l  odd (cf. (34)). 
The matrix M  is now a (2 1) (2 1)λ λ− × − -matrix of the form 
 
 
                                0    1i
λ   2i
λ    11i
λ−    12i
λ−    .     .          31i          
3
2i    
2
1i    
1
1i  
                      




1 0 0 . . . . 2 2 0 1
1 0 0 . . . . 2 2 0 1
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
. . . . . . . . . . .
1 . . . . . . . 1
1 . . . . . . . 1
1 0 0 . . . . . . . 1
1 . . . . . . . 1
r r r r r r r r
M
r r

























































       (55) 
 
 
The column with index 1 ( 1)i
λ =  corresponds (again) with the irreducible polynomial 
which defines the 2λ -th root of unity in some extension field of ( )GF q  and also with the 
cyclotomic coset 11 {1, ,...., }
rC q q λ −= . The column with index 11i  corresponds with the 
polynomial 1
1
2( ) : ( ) 1iP x x x= Φ = +  and also with the cyclotomic coset 1
1
2
{2 } { 1}C λ λ− −= = − , 




4( ) : ( ) 1iP x x x= Φ = +  and with the cyclotomic coset 2
2 2
2
{2 , 2 }C qλ λ λ− − −= . 
Consequently, we have 1 11 2i
λ−= , 2 21 2i
λ−= , 1 1r =  and 2 2r = . We also know (cf. [4, 
Lemma 58 (iii) and its proof]) that 3 32
b
br r




Take  3λ =  and 11q = . The cyclotomic cosets mod 8 with respect to 11 are 
0 {0}C = , 1 {1,3}C = , 2 {2,6}C = , 4 {4}C = , 5 {5,7}C = , so 0 4 1m m= =  and 
1 2 5 2m m m= = = . The irreducible polynomials in (11)[ ]GF x  are 0 ( ) 1P x x= − , 
2
1( ) 3 1P x x x= + − , 
2
5 ( ) 3 1P x x x= − + , 
2
2 ( ) 1P x x= +  and 4 ( ) 1P x x= + .  
Notice that 41 5 8( ) ( ) 1 ( )P x P x x x= + = Φ  and 2 4( ) ( )P x x= Φ . Using these facts, we  find for 
M  the following matrix 
 
 
                                                      0      1      5      2      4 
                                            
1 2 2 2 1
1 3 3 0 1
1 3 3 0 1
1 0 0 2 1
1 2 2 2 1
M
⎛ ⎞
⎜ ⎟− −⎜ ⎟
⎜ ⎟= − −
⎜ ⎟
−⎜ ⎟











The fourth class consists of GR-codes with 32n = , 1 4q l= − + , l  even (cf. (35)). 
First we give an example for 3λ > . 
  
Example 12 
Take 2p = , 5λ =  and 7q =  (cf. again [4, Example 60]). 
In [4] we found for the index set S  
 
                5 5 5 5 4 4 4 4 3 3 2 11 2 3 4 1 2 3 4 1 2 1 10, , , , , , , , , , , , 0,1,9,3,11,2,18,6,22,4,12,8,16i i i i i i i i i i i i = , 
 
which shows that indeed 1 2 1κ κ= =  and 3 2κ = , and that 4 5 4κ κ= =  (cf. eq. (35)).  The 
irreducible polynomials corresponding to the respective indices are 0 ( ) 1P x x= −  and 
 
4 2
1( ) 1P x x x= − − , 
4 2
9 ( ) 1P x x x= + − , 
4 2
3( ) 4 1P x x x= − − , 
4 2
11( ) 4 1P x x x= + − , 
2
2 ( ) 1P x x x= − − , 
2
18 ( ) 1P x x x= + − , 
2
6 ( ) 4 1P x x x= − − , 
2
22 ( ) 4 1P x x x= + − , 
2
4 ( ) 4 1P x x x= + + , 
2
12 ( ) 4 1P x x x= − + , 
2
8 ( ) 1P x x= + , 16 ( ) 1P x x= + .                              □ 
 
The above example confirms the result that if 2p =  and 1 4q l= − + , l  even, λκ  can 
only be equal to 2 for 3λ = .  In general, we have that for 32n =  and 1 4q l= − + , l  even, 
the cyclotomic cosets with respect to q  are 0 {0}C = , 1 {1,7}C = , 2 {2,6}C = , 3 {3,5}C =  
and 4 {4}C = . So, 0 4 1m m= =  and 1 2 3 2m m m= = = . The corresponding irreducible 
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polynomials are 0 ( ) 1P x x= − , 
2
1( ) 1P x x xα= + + , 
2
2 ( ) 1P x x= + , 
2
3( ) 1P x x xα= − +  and 
4 ( ) 1P x x= + , where ( )GF qα ∈  is defined by 
2 2.α =  




μ = −  for the matrix elements of the matrix M , we  
derive the following matrix 
 
                                                0      1       3      2      4 
                                      
1 2 2 2 1
1 0 1
1 0 1
1 0 0 2 1





⎜ ⎟− −⎜ ⎟
⎜ ⎟= − −
⎜ ⎟
−⎜ ⎟






.                                             (56) 
 
One can easily verify the orthogonality relations for this matrix M. Remark that the 
matrix at the end of C is not a special case of (56), since 23 2 2= − ≠  in (11)GF . As a 
consequence the inner product of the columns with index 1 and with index 5 in that 
matrix is equal to 11.2.2 2.( 3).3 2.3.( 3) 2.0.0 1.( 2).( 2) 5( 2.8)m n+ − + − + + − − = = =  in 
(11)GF , while these columns are orthogonal to themselves, since e.g. 
2 2 2 2 21.2 2.( 3) 2.3 2.0 1.( 2) 0+ − + + + − = . On the other hand, the inner product of columns 
1 and 3 in (56) equals 21.2.2 2.( ).( ) 2.( ).( ) 2.0.0 1.( 2).( 2) 8 4 0α α α α α+ − + − + + − − = − = , 
and so they are orthogonal, while the inner product of such a column with itself equals 
16 2.8 im n= = , {1,3}i∈ , e.g. 
2 2 2 2 2 21.2 2.( ) 2. 2.0 1.( 2) 8 4 16α α α+ − + + + + − = + = .  
 
 
6.  Idempotent generators for DGQR-codes 
 





as applied in the previous sections is the fact that λpU  is a cyclic group. This enhances 
that its subgroup λpQ  of  quadratic residues is also cyclic and that it has an index 2 with 
respect to λpU . In [3] we saw that there exists another family of cyclic groups nU , i.e. 
when λpn 2= , with p an odd prime. In this section we shall develop a similar 




 which are 
based on λpU 2 . We shall call such codes double generalized quadratic residue codes, or 
briefly DGQR-codes), since the underlying group K is equal to the group of quadratic 
residues mod λp2 , similar to the case of generalized quadratic residue codes.  
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We take for p an odd prime and for q  an odd prime power with 1),( =qp  and we assume 
that q  is a generator of the group λpQ2 . This group will also be indicated by just Q when 
it is clear from the context that we are dealing with quadratic residues mod λp2 . 
As a consequence, we have again (cf. Section 3) that KqH >==<: = Q, 1=s , 
2== stκ , while now =:r ord 2/)()( nqn ϕ=  with 
λpn 2= . 
 
For reasons of convenience, we first consider the case 1=λ , like in Section 3. Then we 
have 1)2()( −== ppn ϕϕ , and so 
 
                                                            2/)1( −= pr .                                                       (57) 
 
The cyclotomic polynomial )(2 xpΦ  can be factorized as 
 
                        )()()()()( 2212 xxxxx ppp ΦΦΦΦ=Φ )()()1)(1( 2 xxxx pp ΦΦ+−= .        (58) 
 
Furthermore, the nonzero cyclotomic cosets mod p2  are },.....,,1{ 11
−= rqqC , 
},.....,,{ 1−= ra aqaqaC , }2,.....,2,2{
1
2
−= rqqC , }2,.....,2,2{ 12
−= ra aqaqaC  and }{pC p = , 
for some odd integer a. Because q generates 2 pQ , we have 1 2 pC Q= . 
The cosets 1C  and aC  correspond to the two irreducible polynomials of degree 1−r  
contained in )(2 xpΦ , while 2C  and aC2  correspond to the two irreducible polynomials 
of degree 1−r  contained in )(xpΦ , all over the field )(qGF . The cyclotomic coset pC  
corresponds to 1)(2 +=Φ xx . Like in Sections 3 and 4, we can take 1−=a  if and only if 
1−=p  mod 4. 
Because the total number of cyclotomic cosets is six, the matrix M  is a 66× -matrix.  
 
For 1p = ±  mod 8, we have that 2 pQ∈ , so 1 2pC C+ =  and 2a p aC C+ =  (cf.   ). Hence, in 
this case the rows and columns of M  can be labeled by the indices 0,1, , 2, 2 ,a a p . Using 




                                       0     1      a       2      2a     p 











r r r r p
γ δ γ δ
δ γ δ γ
γ δ γ δ
δ γ δ γ
⎛ ⎞
⎜ ⎟− − −⎜ ⎟
⎜ ⎟− − −
= ⎜ ⎟
− − − −⎜ ⎟
⎜ ⎟− − − −
⎜ ⎟⎜ ⎟− − −⎝ ⎠
,        , , ( ).r GF qγ δ ∈               (59) 
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The mutual dependence of the matrix elements is mainly due to the properties 
2 1 1( ) ( ) ( 1) ( )
r
pP x P x P x+= = − −  and 2 ( ) ( ) ( 1) ( )
r
a a p aP x P x P x+= = − −  as one can prove easily 
(cf. also [4, Section 6]), and hence 2,1 1,1p p= −  and 2 ,1 ,1a ap p= − . 






−=μ  and from the values 11,0 −=p  and 11, =pp  as coefficients in the 
polynomials 1)(0 −= xxP  and 1)( += xxPp , respectively. As for the matrix elements 
1,, jppj p−=μ , these are equal to 1 if j  has an even value (0, 2 or 2a), and to 1−  if j has 
an odd value (1, a or p). After putting 1,1 :μ γ=  and ,1 :aμ δ= , the remaining matrix 
elements follow from their definition, e.g. 1,2 2,1 1,1 1,1p pμ μ γ= − = = − = −  and 
1,2 2 ,1a apμ = − ,1 ,1a ap μ δ= = − = − .  For the elements ,j iμ , , {2,2 }i j a∈  we also use the fact 
that 24 C∈  if and only if 12 pQ C∈ = , which is the case if and only if 1p = ±  mod 8. 
Since we assumed 1p = ±  mod 8, it follows e.g. that 2,2 2,1 1,1 1,1p pμ μ γ= − = = − = − .  
 
For 3p = ±  mod 8, we have 2 pQ∉ , and so 
'2 aC∈ . It follows that 1 2p aC C+ = , 2a pC C+ = . 
According to our labeling convention in [4], the indices of the rows and columns of M  
are 0,1, , 2 , 2,a a p , and the matrix itself appears to have the form 
 
                                           0       1      a      2a     2     p 







r r r r
M
r r r r
γ δ γ δ
δ γ δ γ
γ δ γ δ
δ γ δ γ
⎛ ⎞
⎜ ⎟− − −⎜ ⎟
⎜ ⎟− − −
= ⎜ ⎟
− − − −⎜ ⎟
⎜ ⎟− − − −















The matrices (59) and (60) are completely identical. This suggests that distinguishing 
between the cases 2 pQ∈  and 2 pQ∉  is not necessary. Therefore, in the general case of 
code length n pλ= , 1λ ≥ , we shall avoid this distinction. 
 
 
Next, we shall determine explicit expressions for the values of γ  and δ  in (59) and (60), 
in terms of p and q. 
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(i) 1=p  mod 4 
In this case 1−  is a quadratic residue and so 11 C∈− , .1−≠a  Since q is odd, the 
relations of [4, Theorem 28 (i)] give 
 
                                                      1 0γ δ− − = ,                                                               (61) 
 
                                                    2 2r pγ δ+ + = ,                                                             (62) 
 
                                                        2 0r γδ+ = .                                                               (63) 
 
Eqs. (62) and (63) follow from the orthonormality of row 1 and columns 1 and a, 
respectively. Eq. (61) follows from the orthogonality of row 0 and column 2 in (59) if 
1p =  mod 8 and of  row 0 and column 2 in (60) if 3p = −  mod 8. 
Solving δ  from (61) and substituting in (62) or in (63) yields the equation 
 
                                                        2(2 1) pγ − = ,                                                            (64) 
resulting in 
 












= .                                                   (65) 
 
(ii)  1p = −  mod 4 
Now, 1−  is not a quadratic residue, and so we can put 1a = − . 
From [4, Theorem 28 (i)] we obtain  
 
 
                                                          1 0γ δ− − = ,                                                           (66) 
 
                                                        2 2 0r γ δ+ + = ,                                                         (67) 
 
                                                            2r pγδ+ = .                                                          (68) 
 
From these equations it follows easily that 
 












= .                                            (69) 
 
We conclude that the primitive idempotent generators of the cyclic codes corresponding 
to columns 1 and a of the matrix M are  
 
                               
1
1 2 2
1( ) (2 ) ( (1 ) ( ) ( ))
a
p i i i i
i C i C
x p r x x x x xθ γ δ−
∈ ∈
= − + − + −∑ ∑ ,                (70) 
 30
 
                               
1
1 2 2( ) (2 ) ( (1 ) ( ) ( ))
a
p i i i i
a
i C i C
x p r x x x x xθ δ γ−
∈ ∈
= − + − + −∑ ∑ .                (71) 
 
with γ  and δ  from (65) if 1p =  mod 4, and from (69) if 1p = −  mod 4. 
Finally, the idempotent generators of the DGQR-codes 2 , ,2
i
p qC , {1, }i a∈ , can be written 
as  
 




Take 5p = (= 3)−  mod 8.  The group 10 {1,3,7,9}U =  with 10 {1,9}Q =  as subgroup of 
quadratic residues mod 10 which are prime to 10. So, 9q =  is a prime power which 
generates 10Q  with :r =  ord10 (9) 2= . 
The cyclotomic cosets mod 10 with respect to q  are 0 {0}C = , 1 {1,9},C =  3 {3,7},C =  
2 {2,8},C =  6 {6,4}C =  and 5 {5}.C =  
Since 5 = 1 mod 4, we are in case (i). Hence, by applying (59) we have in (9)GF  
 
                      1 5 1 2 1 ( 1)
2 2 2
ξγ ξ+ + + −= = = = − ,    1 5 1
2
δ ξ−= = + , 
 
where ξ  is a zero of 2 1 0x x+ − =  and hence satisfies 2 1.ξ ξ= − +  
 
With (70) and (71) we find the following idempotent generators corresponding to the 
columns indexed by 1 and 3(=a). 
 
                    5 9 2 8 3 7 6 41( ) 1 ( ) (1 )( ),x x x x x x x x x xθ ξ ξ= − + − + − − + + + − −  
 
                    5 9 2 8 3 7 6 43( ) 1 (1 )( ) ( ).x x x x x x x x x xθ ξ ξ= − + + + + − − − + − −  
 
 The idempotent generators of the two DGQR-codes  10,9,2
iC , {1,3}i∈ , are obtained by  
( ) 1 ( )i ix xϑ θ= − .   
 
We shall also establish the relationship between the cyclotomic cosets and the irreducible 
polynomials in a similar way as in [4, Example 40]. We introduce the following 
irreducible polynomials                                                                                                    
over (9)GF : 0 ( ) 1,P x x= −
2
1( ) 1,P x x xξ= + + 1)1()(
2
2 +++= xxxP ξ ,
2
3 ( ) ( 1) 1,P x x xξ= − + +  1)(
2
6 +−= xxxP ξ  and 5 ( ) 1P x x= + .  One can easily show that 
these polynomials correspond to the cyclotomic cosets 0C , 1C , 2C , 3C , 6C  and 5C , 
respectively. Moreover, one can also verify that the cyclotomic polynomials 
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4 3 2
5 ( ) 1x x x x xΦ = + + + +  and 
4 3 2
10 5( ) ( ) 1x x x x x xΦ = Φ − = − + − +  factorize as 
10 1 3( ) ( ) ( )x P x P xΦ =  and 5 2 6( ) ( ) ( )x P x P xΦ = . 
From the coefficients ,1ip , {0,1,2,3,6,5}i∈ , we now derive  the complete matrix M 
 
 
                                       0           1           3           6           2      5 
                             
1 2 2 2 2 1 0
1 1 1 1 1
1 1 1 1 3
1 1 1 1 6
1 1 1 1 2
1 1 1 1 1 1 5
M
ξ ξ ξ ξ
ξ ξ ξ ξ
ξ ξ ξ ξ
ξ ξ ξ ξ
⎛ ⎞
⎜ ⎟− + − − −⎜ ⎟
⎜ ⎟+ − − + −
= ⎜ ⎟
− − − +⎜ ⎟
⎜ ⎟− − − −
⎜ ⎟⎜ ⎟− − −⎝ ⎠
       
 
As one immediately can verify, the second and third column, indexed by 1 and 3, contain 
the very same coefficients as we found by applying (60) which was derived without using 
the explicit form of the irreducible polynomials. The only knowledge our method does 
not provide us with, is which one of the constructed idempotent generators corresponds to 
which polynomial. The whole matrix is conform the general structure of M for 3p = −  as 




Now we take 7( 1)p = = −  mod 8.  The group 14 {1,3,5,9,11,13}U =  has 14 {1,9,11}Q =  as 
subgroup of quadratic residues. So, 9 and 11 are prime powers which generate 14Q  with 
:r =ord14 (9) = ord14 (11) 3= . Take 9q = . The cyclotomic cosets mod 14 with respect to q 
are 0 {0}C = , 1 {1,9,11}C = , 3 {3,13,5}C = , 2 {2,4,8}C = , 6 {6,12,10}C =  and 7 {7}C = . 
Since 7 = 1−  mod 4, we apply (69), yielding in (9)GF  
                                                       1 7
2
γ + −= , 1 7
2
δ − −= . 
Let (9)GF  be defined as the extension of (3)GF  by ξ  which satisfies 2 1ξ ξ= − + . Then 
4 1ξ = − , and hence 7− = 1− = 2ξ  and so 3γ ξ= − and δ ξ= − . With expressions (70) 
and (71) we find the following primitive idempotent generators corresponding to the 
columns with index 1 and 3(=a) 
 
              3 9 11 2 4 8 3 5 13 6 10 121( ) ( ) ( )x x x x x x x x x x x x xθ ξ ξ= + + − − − + + + − − − , 
 
              9 11 2 4 8 3 3 5 13 6 10 123( ) ( ) ( )x x x x x x x x x x x x xθ ξ ξ= + + − − − + + + − − − . 
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The irreducible polynomials which correspond to the cyclotomic cosets mod 14 are 
0 ( ) 1P x x= − , 
3 3 2
1( ) 1P x x x xξ ξ= + + + , 
3 2 3 2
3 ( ) 1P x x x xξ ξ= + + + , 
3 3 2
2 ( ) 1P x x x xξ ξ= − + − , 
3 2 3
6 ( ) 1P x x x xξ ξ= − + −  and 7 ( ) 1P x x= + .  
The cyclotomic polynomials 6 5 4 3 27 ( ) 1x x x x x x xΦ = + + + + + +  and 
7 6 5 4 3 2
14 ( ) 1x x x x x x x xΦ = − + − + − + −  factorize as 14 1 3( ) ( ) ( )x P x P xΦ =  and 
7 2 6( ) ( ) ( )x P x P xΦ = . The coefficients ,1ip , {0,1,3,2,6,7}i∈ , of the irreducible 
polynomials, give rise to  the matrix  
 
                                                     0        1       3      2      6      7 










1 0 0 0 0 1
M
ξ ξ ξ ξ
ξ ξ ξ ξ
ξ ξ ξ ξ
ξ ξ ξ ξ
⎛ ⎞
⎜ ⎟− − −⎜ ⎟













which is indeed an illustration of the general form (59).                                                    □ 
 
 
Next, we study the general case where λ  is arbitrary integer 1≥ . From [4,(62)] it follows 
that the rows and columns of the matrix M  for codes of length 2 pλ  over ( )GF q , with 
2t = , are labeled by  
 
                              1 1 1 11 2 1 2 1 20, , , , ,....., , ,i i i i i i
λ λ λ λ− − 1 1 1 1
3 4 3 4 3 4, , , ,......., , ,i i i i i i p
λ λ λ λ λ− − .                       (73) 
 
So, the size of M is (4 2) (4 2)λ λ+ × + . Similarly as in the case of the matrix M for codes 
of length pλ  over ( )GF q  with 2t =   (cf. Section 2), and also similar to the case 1=λ  in 
the first part of this section, we put 1 1i
λ = , 2i a
λ = , λλ pi +=13  and
λλ pai +=4 . Here, we 
assume that we have cyclotomic cosets 
1
1
1 {1, ,....., }
r
i
C C q q λλ −= = , 
2
1{ , ,....., }raiC C a aq aq
λ
λ
−= = , },.....,,1{ 1
13
λλλ λ
λλ pqpqpCC rpi +++==
−
+




λλ paqpaqpaCC rpai +++==
−
+
. In general the cyclotomic cosets 
0C≠ , pC λ  can be labeled as bpC −λ , bapC λ− , λλ pp bC +−  and  λλ pap bC +−  (we omit the 
enumeration of the elements in the various cosets), for 1 b λ≤ ≤ .  The size of all these 
cosets equals  
 
                                                   bbr rp
λ−= .                                                                      (74) 
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N U Qλ λ λ= , 1 pC λ+  with 2 pp Q λ
λ +  and 
a p
C λ+  with 2 pp N λ








and λpQ , appears to be useful for the derivation of the general form of the matrix M.  
 
Lemma 16 




⊂  be the group of quadratic residues mod λp2  in λpU 2 , and λλ pp UQ ⊂  be 
the group of quadratic residues mod λp , 1≥λ . Let furthermore λpN 2 λpU 2⊂  be the set 
of non-quadratic residues in λpU 2 . 
(i) The mapping λλ pp UQf 2: → , ccf =)(  if c is odd,  and 
λpccf +=)(  if a is even, 
defines a one-to-one mapping of λpQ onto λpQ2 ; 





+  contains the even quadratic residues mod 
λp2 , while  the other contains the even non-quadratic residues; 
 
Proof 
For any λpQc∈  we have 
λkpbc += 2 , λpUb∈ , for some integer k . 
(i) Let c  be odd. If b  is odd, then k  is even, and so λpQc 2∈ . 
If b is even, then k  is odd. We write )()( 222 kppcpbpb −+=+=+ λλλλ  mod λp2 . 
Since kp −λ  is even, we may conclude that again λpQc 2∈ . 
Let c  be even. If b  is even, then k  is even, and so λpQc 2∈ . 
If b  is odd, then k  is odd. We write )()( 222 kppcpbpb −+=+=+ λλλλ  mod λp2 , 
from which it follows that again λpQc 2∈ , since kp −
λ  is even. 
It is obvious that f  is an injective mapping. We know that │ λpQ2 │=│ λpQ │ )(
λϕ p= , 
and therefore f  is  also onto. 
(ii)  Take λpQc 2∈ , then 
2bc = , mod λp2 , with b  odd. We can write 
)12()( 22 −+−+=+=+ bpppbpbpc λλλλλ , and hence 22 )()( λpbpc +=+  mod 
λp2 , and λpb +  is even.  






With respect to the conventions for the labeling of rows and columns, the matrix M  takes 
in general the following form.  
 
                
          0       1       a    .   .          1pλ−  1apλ−   1 pλ+ a pλ+ . .  1p pλ λ− + 1ap pλ λ− +   pλ                                      
M =  
1 1 1 1
1 1 1 1
1 1 1 1
1 . . . . 1
1 0 0 . . 0 0 . . 1
1 0 0 . . 0 0 . . 1
. . . . . . . . . . . . . .
1 0 0 . . . . 0 0 . . . . 1
1 . . . . . . . . . . 1
1 . . . . . . . . . . 1
1 0 0 . . . . 0 0 . . . . 1
1 0 0 . . . . 0 0 . . . . 1
. . . . . . . . . . . . . .
1 0 0 . . . . . . . .
r r r r r r r r
p p p p
p p p p
λ λ λ λ
λ λ λ λ
λ λ λ λ
γ δ γ δ
δ γ δ γ
γ δ
δ γ
− − − −






1 1 1 1
. . 1
1 . . . . . . . . . . 1
1 . . . . . . . . . . 1























⎜ ⎟− − − − −⎝ ⎠
   (75)  
 
 
with γ , ( )GF qδ ∈ . 
 We did not fill in the remaining open positions in the matrix M, because we don’t need 
these for the computation of the primitive idempotents which correspond to columns 1 
and a. The zeros in these columns stem from the fact that the indices 1
bi  and 2
bi  indicate 











, for any b with 1 b λ≤ ≤ . In these 
polynomials the coefficients 
1 ,1
bi
p  and 
,1bai
p  are equal to zero for all b with 1 .b λ< ≤   
Only for 1=λ  we shall fill in the vacancies. From Lemma 16 (ii) it follows that  
ppp CCC +++ = 111  and ppapa CCC +++ = 1 . Hence, γμμ −=−==−= +++ 1,11,11,11,1 pp ppp  
and γμ −==−= +++ 1,11,1, pp ppapa . Also papap CC +++ =,1  and so 
δμμμ −=−==−== +++++ 1,1,1,1,,1 aapappapap pp . This proves Remark 13. 
 
Next, we shall state and prove the theorem which will enable us to write explicit 
expressions for the primitive idempotent generators for codes belonging to columns 1 and 





Let p be some odd prime and q some odd prime power with ( , ) 1p q =  which satisfy 
conditions (43) and (44), and let q be a generator of the group 
2 p
Q λ  of quadratic 
residues mod 2 pλ . Let furthermore M be the matrix for codes of length 2 pλ , 1λ ≥ , over 
( )GF q , with t = 2, and let a be some integer from λλ pp QU 22 \ . Then the two primitive 
idempotent generators which correspond to the columns 1 and a of the matrix M can for 
1=p  mod 4 be written as  
                   
1 1
1





i Q i Q








= − + + + −∑ ∑ , 
                   






i Q i Q








= − + − + +∑ ∑ , 
and  for 1−=p  mod 4  
                   
1 1
1





i Q i Q








= − + + − + − −∑ ∑ , 
                   
1 1
1





i Q i Q









= − + − − + + −∑ ∑ , 
where all coefficients are to be taken in )(qGF , and p  and p−  have to be selected 




The proof is similar to the proof of the case for 1λ = . 
If 1p =  mod 4, then 1−
2 p
Q λ∈  (cf. Lemma 2), so 1a ≠ − .  Applying the relations of        
[4, Theorem 28 (i)] to row 0 and column 2 and to row 1 and columns 1 and a  yields  
 
                                                            1 1 0r r rλ γ δ− − = ,                                                   (76) 
 
                                                    1 2 1 2r p p pλ λ λλ γ δ
− −+ + = ,                                             (77) 
 
                                                            12 0r p λλ γδ
−+ = .                                                   (78)           
 
Adding and subtracting (77) and (78) and using 1( 1) / 2r p pλλ
−= −  gives 
 
                                                             2 2 2( ) p λγ δ −+ = ,                                                  (79) 
 
                                                              2 2 1( ) p λγ δ −− = ,                                                  (80) 
 
and finally, similar to (53),                     
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= .                                 (81) 
 
So, we may conclude from the matrix M in (75) that in this case the primitive idempotent 
generators which correspond to columns 1 and a of M are given by (cf. also the proof of 
Theorem 6 (i))  
 
                        
1
1
1( ) (2 ) ( (1 ) ( ) ( )
a
p i i p i i p
i C i C





= − + − + −∑ ∑  
                                  = 1(2 ) (1 )( )
p p
p i i
i Q i N







− + +∑ ∑ , 




















=∑ ∑ . 
Finally, after having substituted 2/)1(2/)( 1 −== − pppr λλλ ϕ , we obtain the first two 
expressions in the Theorem. 
 
If 1−=p  mod 4,  λpQ21∉− , and so 1−=a . We obtain from the relations [4, Theorem 
28 (i)] that  
                                                             011 =−− δγλ rrr ,                                                 (76) 
 
                                                       02121 =++ −− δγ λλλ ppr ,                                          (82) 
 
                                                             λλλ γδ ppr =+
−12 ,                                              (83) 
 
which yield in the same way as in the previous case 
 
                                        1
2
1 −−+= λγ p
p
,   1
2
1 −−−= λδ p
p
.                                   (84) 
 
The remaining part of the proof is completely similar to the arguments presented in the 
case 1=p  mod 4.     
 
 
                                                                                                             
Corrolary 18 




,q an odd prime 
power with (p,q) = 1, },1{ ai∈ , are given by )(1)( xx ii θϑ −= , with the polynomials 





Take 2 18n pλ= = . So, 3p =  and 2λ = . We have 18 {1,5,7,11,13,17}U =  and 
18 {1,7,13}Q = . Since 7 generates 18Q , we take 7q = . The cyclotomic cosets mod 18 with 
respect to 7 are 0 {0}C = , 1 {1,7,13}C = , 5 {5,17,11}C = , 2 {2,14,8}C = , 10 {10,16,4}C = , 
3 {3}C = , 6 {6}C = , 12 {12}C = , 15 {15}C =  and 9 {9}C = . As a consequence, we can put 
5( 1)a = ≠ − .  
From Theorem 17 we conclude that the idempotent generators corresponding to the 
columns indexed by 1 and 5 are 
 





xx −−+−++−=θ  
and 





xx −++−−+−=θ . 
 
Since in )7(GF  we have 23 =−  and 3512 11 == −− , we obtain    
  
                                 15129631 32321)( xxxxxx +−+−+−=θ  
and 
                                  15129635 23231)( xxxxxx +++−−−=θ . 
 
These results correspond with the idempotents )(5 xθ  and )(1 xθ , respectively, as obtained 
in [4, Example 52]. Remember that our method does not deliver the precise 
correspondence between the idempotent generators and the irreducible polynomials 
which generate the same cyclic code. 
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