O. BOLZA: extension of weierstrass' THEOREM [October where p =p(x, y) is the slope of the extremal of the field passing through (x, y), at that point :
p(x, y)= Y'(x, a).
We shall call these formulas Hamilton's Formulas, because they have first been given by Hamilton* as early as 1835, even for a much more general case. From Hamilton's formulas follow immediately : on the one hand " Weier strass' theorem " f AJ= HEdx, «Ar0 by means of " Weierstrass' construction " ; on the other hand " BeltramiHilbert's independence theorem," \ which states that the expression (3) lf(x,y, p)-pfv'(x,y, p)]dx+fy,(x,y, p)dy is a complete differential if the slope-function p(x, y) is substituted for p. When one attempts to extend Hamilton's formulas and the allied theory from the particular case of a set of extremals through a fixed point to the case of any set of extremals, one meets at once with a difficulty.
It is, in this case, not a priori clear from what point as lower limit the integral W should be taken on the different extremals of the set. This difficulty has been removed by Kneser as follows: § He first takes the integral W(x, y) from an arbitrary but fixed curve *% drawn across the field and computes the partial derivatives of W; it turns out that they differ from the simple expressions (2) only by an additional term in the expression of dW/dy.
And then he so determines the curve X that this additional tern vanishes.
He finds as solution of this problem -which we shall call "Kneser's Problem" -the result that the curve £ must be a " transversal " to the set of extremals forming the field. Closely connected with this result is " Kneser's Theorem on Transversals." || Hamilton's formulas being thus extended to any set of extremals, the corresponding extension of Weierstrass' theorem on the one hand, and of Bel-TRAMI-Hilbert's independence theorem on the other hand follow easily. Opere, vol. 1, . This important paper seems to have remained unnoticed until quite recently (my own attention has been called to it by Professor Kneser). The theorem was rediscovered thirty years later by Hilbert who made it the basis of his well-known proof of Weierstrass' theorem (see Göttinger Nachrichten, 1900, pp. 253-297, and Archiv für Mathematik und Physik, ser. 3, vol. 1(1901), p. 231.) ê See Kneskr, Lehrbuch der Variationsrechnung, \ 15, and OSGOOD, 1. c, p. 119. || See Kneser, Lehrbuch, p. 48, and Bolza, Lectures, § 33. A second method for the extension of Weierstrass' theorem to any set of extremals has been given by Hilbert.* Instead of starting from the integral W, he starts from the differential expression (3) with an arbitrary function p of x and y, and proposes so to determine the function p that the expression (3) becomes a complete differential.
He finds as solution of this problem -which we shall call (according to A. Mayer) "Hubert's Problem" -the slope-function P= Y'(x, a), derived from any set of extremals, and bases on this result a new proof of Weierstrass' theorem by means of his Invariant Integral. Hilbert's theory has recently been extended by A. Mayer f to the so-called most general case of an extremum of a simple definite integral, in which it is required to minimize an integral of the form Mayer finds the remarkable result that for n > 1 not all, but only a certain jlass of w-parametric sets of extremals, furnish solutions of Hilbert's problem, and derives from his results a proof of Weierstrass' theorem by means of Hilbert's invariant integral. In the present paper, which has developed out of the study of Professor Mayer's memoirs, I propose to give an analogous extension, to the same general case, of Weierstrass' original theory and of Kneser's theory as sketched above.
I have endeavored to reach in the discussion of the general case the same degree of rigor which has been attained for the simplest type of problems. For this purpose, I make use of certain existence-theorems concerning implicit functions and systems of differential equations, which extend the results, usually given for the vicinity of a point, to the vicinity of a point set; these auxiliary theorems are given in § § 1 and 2. der einfachen Integrale, Leipziger Berichte, 1903, pp. 131-145; 1905, pp. 49-67 and 1905, pp. 313-314 . We shall refer to these papers as " Mayer, I, II, III."
Hilbert himself has given a geometrical proof of the generalized independence theorem for the case r = 0, in which he reduces the ease n to the case n -1 ; see his paper, Zur Variationsrechnung, Güttinger Nachrichten, February, 1905. o. BOLZA : extension of weierstrass' theorem [October In § 3 follows a short sketch of the reduction of Euler-Lagrange's differential equations to a canonical system, in § § 4 and 5 the proof of Weierstrass' theorem for a set of extremals through a fixed point, based upon a combination of Hamilton's formulas and Weierstrass' consfruction. In § § 6 and 7 the extension of Kneser's theory is given, and finally § 8 contains the application to Weierstrass' theorem for Mayer's class of «-parametric sets of extremals. § 1. Auxiliary theorems concerning implicit functions.
For brevity I shall say that a function fixx, ■ ■ ■, xn ), which is defined in * a The vicinity (p) of the set M thus defined will be denoted by (p)mThe following theorem holds :
Lemma I. Let the functions f(xx, ■ ■ -, xn) be of class C in a region A; let further C be a bounded § closed \\ point set in the interior^ of A which has the property that any two distinct points (x' ), (x")ofC are transformed into two dhti.netpoints (u), (u") by the transformation
If then the Jacobian
*in signifies at all points of. 11 use the word "region " for a point set which contains "inner" points, in accordance with Bliss, Annals of Mathematics, ser. 2, vol. 6 (1905) , p. 49.
X This additional clause is necessary if we wish to cover the case where the region A contains also "boundary points," because the derivative of a function, as usually defined, has a meaning only for inner points of the region in which the function is defined. § "Borné" (Jordan). || " Abgeschlossen" (Cantor). 'j 1. e., every point of C is an "inner" point of A.
is different from zero in* C, a vicinity (p)c contained in the interior of A can be assigned such that 1) the transformation (6) defines a one-to-one correspondence between the point set (p)c and its image Sp in the (u)-space ;
2) the set S is made up exclusively of inner points ; 3) the inverse functions thus defined for S are of class C in Sp. For every point (tí) in (a)E the equations (6) are fulfilled for all the ¡mints of a point set C of the foliote big properties : 1) the set C is bounded and closed, and lies in the interior of A. ; 2) if (x, y), and (x", y") are two distinct points of C, then always (x')^(x'); 3) the Jacobian
then, ifX denote the "projection" J of C into the (x)-space, two ¡positive quantities p (first) and a (second) can be assigned such that *I. e., at every point of C. t This is au extension of the ordinary theorem on implicit functions which refers to the solution of a system of equations in the vicinity of a point, see are of class C in ( a )x. To prove lemma II apply lemma I to the system of equations
and put afterwards um+i = 0. § 2. An existence theorem for systems of ordinary differential equations.
We consider a system of n differential equations For analytic functions _/^ the theorem has been given, in a slightly different form, by Kneser in his Lehrbuch der Variationsrechnung ( § 27), for nonanalytic functions by A. C. Lunn in his Thesis (Chicago, 1904) , as yet unpublished.
On account of the importance of the theorem for the Calculus of Variations, I add here still another proof :
Since the solution (10) is supposed to lie in the interior of the region A, it can be " continued " * beyond the interval ( ta i, ) to a slightly larger interval (h -eo' *i ~r" ei) without leaving the interior of A, and without ceasing to be of class G'.
From theorems on continuous functions it follows then that we can assign a positive quantity a such that the domain fies the same initial conditions as (10), the two solutions must be identical; hence also the solution (10) exists, is of class C and lies in the interior of A for every t in the interval (t0 --e0, tx + e,), if the condition (14) We start in our developments from the assumption that we have found a solution 
of the following properties : A) the functions y¡(x) are of class C", the functions X (x) of class C in the interval (x0xx).
B) the curve With the system (I) is associated a " canonical system " * of differential equations which is obtained as follows :
We apply lemma II to the problem of solving the n + r equations | 
On account of our assumptions ^4), B), C) the curve (18) t Here and in the sequel the index i ( and likewise j, k ) is always understood to run from 1 to n, the index /> from 1 to r. Hence the system (II) may also be written
which is the characteristic form of a canonical system. On account of (212), the expression for H may also be written
The functions on the right-hand side of (II) and the solution (20) of the canonical system (II) fulfil the conditions of lemma III.
Hence we can take two quantities X0 < x0 and Xx > xx so near to x0 and a;, respectively, and choose the positive quantity d so small that the following statements are true :
Let a" be an arbitrary value of x in the interval ( A^A", ) and write yi(a°) = a% vi(a") = V\; then if we choose \a-a"\Sd, K-a'î| ^d, |6,. On the other hand, if in the identities (22) we replace y. and r. by 2); and 3J{, respectively, and make use of (29) and (30) t We notice incidentally that on account of (37a) the Jacobian A is (apart from the sign) identical with Mayeb's determinant given there. We also notice that the assumption D) implies that a0 lies outside of the interval ix0, x\), since on account of (373) A(a°;a°,a;,.-.;4»)=0.
According to its definition, a" must therefore be taken in one of the two intervals -Toga«^, or %<0*£X1.
A(x-a a ■■■ a ■ b ■■■ b )--O^' "''%1
is different from zero along the particular extremal ©o: ft-ft(*)«s ÜU»; «".ft0.
••■; ft0.---) (i,s^i,),
i. e., that Z>) A(£c; a0, aj, •■■; 6°, ...)4=0 for a^SasSsa;,.
It follows then from our lemma III* that two positive quantities Jc and I (I = h) can be assigned such that for every point x,yx, • ■ -, yn in the vicinity (35), (38), (39), we obtain the following theorems due to Hamilton : * The partial derivatives of Hamilton's " Principal Function," defined by the equations (34) and (44) To this curve we can apply Weierstrass' construction. In order to fix the ideas we choose* a" < x0. Then, if P(x, yx, ■ • -, yn) is any point of 6, we draw the unique extremal 6 of the field from P° to P and consider the function S(x) = Jls(P»P) + J1[(PPx).
We have then, in the usual manner,
Hence we obtain for the derivative S'(x) : In the preceding section Weierstrass' theorem has been proved for the special case of an «-parametric set of extremals passing through a fixed point; in this and the following sections, we propose to extend the theorem to a more general class of n-parametric sets. The method which we shall use will be entirely analogous to the method by which Kneser * has accomplished the same result for the simplest case n = 1, r = 0. Accordingly, let (57), i. e., from the point Pu whose abscissa is £(a,, • • ■, an), to the point P whose abscissa is a;, i. e., the integral
The same integral, considered as a function of the coordinates x, yx, • • •, yn of the end point P will be denoted by W(x, yx, ■ ■ •, yn), so that (59) W(x,yx, •■•,yj= U(x; a,,.--,a").
We call the surface (57) the " surface of reference " for the definition of the function W.
And now we propose so to choose the sut face (57) As soon as this is accomplished Weierstrass' theorem for the set (55) will follow immediately. The expression for dU/dx has always the desired form, however we may choose £; it remains, therefore, so to determine the function ¡;(ax, •■ -, a ) that (612) shall hold.
We start from the remark, which is easily verified, that every «-parametric set of solutions of the system (II), which furnishes a field of extremals about our Substituting the values of dl\/dak, d\l/dbk from (38) and (39) We shall call these special n-parametric sets of extremals Mayerian sets of extremals, because they are identical with the sets discovered by Mayer,* which have the peculiarity of furnishing solutions of Hilbert's Problem. We suppose in the sequel that for our set (54) the condition (67) (71), it follows that through every point of the field S; passes one and but one surface of the set.
We shall call these surfaces the " transversal surfaces " of the field S, To complete the analogy with the case n -1, r -0, it remains to show that the transversal surfaces can also be characterized by differential equations which are the analogue of Kneser's condition of transversality. Differentiating the identity (74) with respect to a,, and utilizing the results obtained in deriving 
_ H
Through an arbitrary point P(x,yx, ■ ■ ■, yu) of 6 passes a unique extremal G of the field, which meets the transversal surface %' at one and but one point P'. We consider then the function S(x) = J,(P'P)+J~,(PPx).
Since according to the generalized theorem on transversals, Jh(P'2P2)=Jic(P'0P0), (see figure) , it follows exactly as in the case n = 1, r = 0, that A</ = J~(P2PX) -JH(P9Pt) = fl S'(x)dx. J,(P'P) = W[x,yx(x),...,yn(x)], if X' is used as surface of reference for W; and since the expressions for the partial derivatives of W are the same as in the special case of a set of extremals through a fixed point, also the computation of S'(x) is the same as in § 5 and need therefore not be repeated here.
We thus obtain Weierstrass' theorem 
