Maintaining the continuity of operations becomes increasingly important for systems that are subject to disruptions due to various reasons. In this paper, we study an inventory system operating under a (q, r) policy, where the supply can become inaccessible for random durations. The availability of the supply is modeled by assuming a single supplier that goes through ON and OFF periods of stochastic duration, both of which are modeled by phase-type distributions (PTD). We provide two alternative representations of the state transition probabilities of the system, one with integral and the other employing Kolmogorov differential equations. We then use an efficient formulation for the analytical model that gives the optimal policy parameters and the long-run average cost. An extensive numerical study is conducted, which shows that OFF time characteristics have a bigger impact on optimal policy parameters. The ON time characteristics are also important for critical goods if disasters can happen.
Introduction
Hurricanes in the U.S.A., tsunami in Asia, and terrorist attacks are some examples from recent years which have caused serious disruptions in trade transactions and supply of materials. When Silver [1] and Nahmias [2] first pointed out the need of studying supplier unavailability, disruptions in the context of inventory models were usually considered to be arising due to strikes, shut down plants under preventive maintenance, or vendors committed fully to the contracts of other patrons. While these factors still deserve full attention, the unavoidable natural disasters or unwanted social tragedies have worsened the severity of problems when supply is inaccessible. When the problem involves non-essential consumer goods, the demand of which can display certain levels of variation due to prices set and existence of competitors, managerial tools become crucial to safeguard the continuity of high service levels until the supply chain is retained. In cases of disasters, the humanitarian concerns about providing affected people effectively with basic needs, such as water, food, heating energy, and medicine come forward. Unlike the former case, the demand for most of the items in this category hardly shows variation due to their role in our lives. Under this scenario, it is reasonable to assume that as soon as physical connections are set up, the demanded basic items can be transferred, which implies that an additional lead time may not be observed.
In this paper, we study an inventory problem with deterministic demand where supply can be disrupted at random times for random durations. In particular, we consider a single product, single location inventory system operating under the (q,r ) policy. Unlike the common assumption that the inventory can be replenished any time an order is placed, we now assume that the supplier goes through ON (or is accessible) and OFF periods (or is inaccessible) of stochastic durations. Hence, when the inventory level drops to the reorder point r , if the supplier is not available or cannot be reached, the supply chain is interrupted for random durations.
The fundamental difficulty in this problem is obviously due to the uncertainty about when the supply chain will be broken and for how long the disconnect will continue. In some cases, including natural disasters like recurring hurricanes, historical data could be used to fit underlying distributions for the ON and OFF periods of the supplier. Otherwise, hypothetical distributions could be considered for examining worst-case scenarios. When general distributions are fit supplier status are presented. Numerical results are presented in Section 4. Finally, in Section 5 concluding remarks are stated.
PTD
A PTD of order k is considered to be the distribution of the time until absorption in a CTMC with states {1, . . . , k +1}, (k +1)st (or state 0) being the single absorbing state. The general structure of PTD is depicted in Figure 1 , where c 0,i denotes the initial branching probabilities, i is the rate of the sojourn time in state i, and c i, j denotes the transition probability from state i to state j satisfying c i,1 +···+c i,k +c i,k+1 = 1 for i = 1, . . . , k.
A PTD r.v. can be expressed in matrix notation as well. LetĈ = (C, 0) with C = (c 0,1 , c 0,2 , . . . , c 0,k ) be the initial probability vector satisfying CE = 1 with E being a k ×1 column vector of 1. The (k +1)×(k +1) infinitesimal generatorĜ of this CTMC chain is thenĜ
where G is a k ×k matrix with entries as G ii = − i for i = 1, . . . , k and G ij = c i, j i for i = j and the k ×1 G 0 vector satisfies GE+G 0 = 0 (Neuts [17, Section 2.2]). The pair (C, G) is called a representation of the PTD. Two special PTDs, namely the Coxian and the Hyper-exponential distributions will be considered in this study due to their popularity in modeling underlying distributions. In a Coxian distribution, once the sojourn time in phase i with exponential rate i is over, the only possible transition types are either to the next state i +1 with probability c i,i+1 = a i or to the absorbing state k +1 with probability c i,k+1 = 1−a i for i = 1, . . . , k −1 and c k,k+1 = 1. The graphical representation of a Coxian distribution is provided in Figure 2 . In many cases, the probability a 0 is usually assumed to be 1.
Two-stage Coxian distributions with a 1 1 are practical for modeling or approximating distributions with squaredcoefficient of variation (variance to the squared-mean ratio) c 2 0.5. Another special case of the Coxian distribution is the generalized Erlang distribution with a i = 1 for i = 1, . . . , k. In case i = , the generalized Erlang reduces to the well-known k-stage Erlang distribution. For the two-stage Coxian distribution to be focused on in Sections 3.3 and 4, we have C = (1, 0) and from Equation ( A k-stage Hyper-exponential random variable, on the other hand, is a proper mixture of Exponential random variables (see Figure 3 ). With an initial branching probability of c 0,i = p i , it enters state i to stay for an exponential duration with rate i , where
Once the sojourn time in that state is over, it enters the absorbing state. The Hyper-exponential r.v. is popularly used to model or approximate distributions with squared-coefficient of variation c 2 1. In many practical settings, the special case of two-stage Hyper-exponential is deemed sufficient for accurate modeling.
The model and the cost function
We consider a continuous review inventory system with constant demand and negligible delivery lead times, where the demand per unit time is denoted by D. The holding cost per unit per unit time is assumed to be h and an ordering cost of K is incurred per order. Furthermore, we assume that supply disruptions of random durations can occur due to the unavailability or inaccessibility of the supplier, which goes through ON and OFF periods of stochastic durations. Although, the delivery lead times are assumed negligible, due to the possibility of disruptions with random durations, a modified (q,r ) ordering policy is employed as follows: (i) when the inventory position (IP) hits the reorder point r , and the supplier is ON, q units are ordered to bring the IP immediately to R = q +r and (ii) if the supplier is OFF when the IP drops to reorder point r , an amount is ordered to bring the IP to the target level R as soon as the supplier becomes ON again. Obviously, the order quantity in the second scenario becomes a random variable. In this case, unsatisfied demands can occur if the inventory level drops below zero before the supplier becomes available again and such orders are fully backordered at a cost of b per unit. The objective of the study is to minimize the average cost rate function in reference to the renewal reward theorem.
The CTMC and the average cost function
The ON/OFF status of the supplier is an alternating renewal process and from the point of view of the retailer, which cannot observe at which ON or OFF phase the system is, the supplier status appears as a semi-Markov process. However, using PTD, we are able to model the ON/OFF status of the supplier as a CTMC. Before introducing it, let us assume that the representation of the ON PTD is (C, G) as given in Equation (1). We will assume that the OFF period follows a d-stage PTD such that the sojourn time in any OFF state 0n is exponentially distributed with rate n , n = 1, 2, . . ., d. The representation of the OFF PTD is denoted by (B, H), where B = (c 0,01 , c 0,02 , . . . , c 0,0d ) is the initial probability vector and H is a d ×d matrix with entries as H nn = − n for n = 1, . . . , d and for n = m, H nm = c 0n,0m n with c 0n,0m denoting the transition probability from state 0n to state 0m satisfying c 0n,01 +···+c 0n,0d +c 0n,0 = 1, for n, m = 1, . . . , d. And finally, BE = 1 and the d ×1 H 0 vector satisfies HE +H 0 = 0, where E is a d ×1 column vector of 1. Accordingly, the absorbing state 0 (k +1) for the OFF PTD (ON PTD) is an ON (OFF) phase and from state 0n (i), with probability c 0n,0 (c i,k+1 ) the system enters an arbitrary ON (OFF) phase. Now we can introduce { (t), t 0} representing the supplier's status, where (t) = 0n corresponds to the nth stage of the OFF period and (t) = j indicates that the supplier is at the jth stage of the ON period. Thus, P xw (t) = P{ (t) = w| (0) = x}, x, w = 1, 2, . . . , k, 01, 02, . . . , 0d denotes the transition probability of CTMC being in state w at time t given that it was in state x at time 0.
Considering a typical realization (see Figure 4 ) of the system under study, one would see that every time the IP reaches R right after the completion of an OFF period, the system regenerates itself. In other words, the time between instances of IP reaching R at the end of OFF periods are considered to be a regenerative cycle. Then, the renewal reward theorem [18, p. 78] can be exploited to construct the long run average cost rate function, which would be the ratio of the expected cost of a regenerative cycle to its expected length.
We identify two types of subcycles within a cycle. The first type, referred to as the standard subcycle, starts each time the IP is raised to R during an ON period, and has a length of q/D. Standard subcycles repeat themselves until the IP drops down to r during an OFF period. This leads to the last subcycle, which will continue until the supplier becomes ON again. A regenerative cycle is composed of a random number, N (q)−1, of standard subcycles and a last one of length q/D + T 0 , where T 0 refers to the waiting time until the supplier becomes ON again. Let the cumulative distribution function (CDF) and the probability density function (PDF) of T 0 be denoted by G(y) (Ḡ(y) = 1− G(y)) and g(y), respectively.
Let N i (q) be the number of subcycles needed to complete the cycle with an expected value of N i (q), if (t) is in the ON state i, i = 1, 2, . . . , k when the inventory is raised to R = q +r at the beginning of a cycle. Since the state of (t) when a new cycle starts will be i with probability c 0,i (irrespective of which OFF state was preceding, hence 0 denotes any OFF state), we can write the expected number of subcycles N (q) within a cycle as
where as before C = (c 0,1 , c 0,2 , . . . , c 0,k ) and N T = (N 1 (q), N 2 (q), . . . , N k (q)). Depending on the state of (t) when the inventory drops to r for the first time after the cycle starts, we can write
where N * i (q) has the same distribution as N i (q), i = 1, 2, . . ., k and I (·) is the indicator function, which is used to imply that the reorder point is down-crossed in one of the ON or OFF state. Taking the expectation of both sides and arranging the terms give the expected number of standard subcycles as
where P = {P ij (q/D)}i, j = 1, 2, . . . , k is the probability transition matrix between ON states over the interval (0, q/D) and I is the k ×k identity matrix, and as in Section 2, E is the k ×1 column vector of 1. Hence, the expected length of a cycle will be
The expected total cost within a cycle consists of ordering, inventory holding, and backordering costs. Let c(q,r ) be the expected cost of a standard subcycle given as
The cost incurred during the waiting time in the last subcycle depends on the length of T 0 . The expected holding cost HC during the waiting time is
whereas the expected backordering cost is
The summation of the two gives the expected cost, C(q,r ) = HC + BC, that the system incurs during the waiting time. Now, invoking the renewal reward theorem, the long run average cost rate function K(q,r ) is obtained as
The cost rate function given above does not provide closed-form solutions and the optimization should be done by numerical methods. However, to implement the numerical methods, we first need to obtain the state transition probabilities, P xw (t), of the CTMC { (t), t 0}, which we will discuss next.
State-transition probabilities
Let F i (t) = 1−e − i t , t 0 be the CDF of the sojourn time in ON state i with rate i , (F i (t) = 1− F i (t)) and f i (t) be its density function, i = 1, . . . , k. Similarly, let G n (t) = 1−e − n t , t 0 be the CDF of the sojourn time in OFF state 0n with rate n , (Ḡ n (t) = 1− G n (t)) and g n (t) be its density function, n = 1, . . . , d.
One way to obtain P xw (t) x, w = 1, . . . , k, 01, . . . , 0d is exploiting the integral equations as given below.
Theorem 1
The state-transition probabilities P xw (t), t 0 of the CTMC representing the supplier availability whose ON and OFF times follow a k-stage and a d-stage PTD, respectively, are the solutions of the following integral equations:
Proof
We will only derive Equation (6), since the others are similar. Note that the probability of making a transition from ON state i in the interval (x, x +dx) is f i (x)dx. With probability c i,m (see Figure 1 ) the transition from state i will be into ON state m. P mj (t − x) gives the probability of transition into ON state j during the remaining t − x time units from ON state m. Similarly, with probability c i,k+1 ×c 0,0n , upon leaving ON state i, CTMC enters OFF state 0n. P 0n, j (t − x) gives the probability of transition into ON state j during the remaining t − x time units from OFF state 0n. The final equation is obtained by considering all possible values of m and n via the summation. Equation (7) is very similar except this time we find the probability of starting from an ON state i and ending at an OFF state. Equations (8)- (10) are the probabilities of starting from an OFF state.
The set of integral equations such as the ones in Theorem 1 has been used, e.g. by Gürler and Parlar [9] , Parlar [6] to obtain the transition probabilities. This set of integral equations can be approximated by employing techniques such as the trapezoidal rule before inverting, but this usually yields huge sparse matrices, which are difficult to invert (Gürler and Parlar [9] ).
Another approach is to exploit the Kolmogorov equations as presented below.
Theorem 2
The transient probabilities of the CTMC representing the supplier's ON/OFF status are obtained as the solution of the following Kolmogorov equations:
where P(t) = [P xw (t)], t 0, x, w = 1, . . ., k, 01, . . ., 0d is the (k +d)×(k +d) matrix of finite time transition probabilities, I is the (k +d)×(k +d) identity matrix, andÂ is the (k +d)×(k +d) infinitesimal generator of the CTMC, given aŝ
the rows and columns of which are indexed as 1, . . ., k, 01, . . ., 0d.
Proof
By definition, the matrix G gives the transition rates of flow balance equations among ON states. Similarly, the matrix H has the same rates among OFF states. Since the vector G 0 contains the rates of entering an arbitrary OFF state from each ON state, the product G 0 B yields the matrix of transition rates of entering a given OFF state from a given ON state. Similarly, the product H 0 C is the matrix of transition rates of entering a given ON state from a given OFF state.
The solution of Equation (11) is
and one can approximately compute e tÂ by following techniques in the literature [19] . From P(q/D) one can obtain P xw (q/D) for x, w = 1, . . ., k, namely, transition probabilities between ON states and form P to compute N (q) and T (q), which are finally used in Equation (4) . Note that the expected wait time T 0 that is needed for T (q) andḠ(t) with g(t) that are needed in Equation (2) (g(t) for Equation (3) as well) have to be obtained considering the OFF PTD. To do this, we defineP i,0n (m, q/D) as the steady-state probability that a cycle starting with ON state i ends after m subcycles when the IP down-crosses r in state 0n. Note thatP i,0n (m, q/D) goes rapidly to zero when m gets large. Hence, the steady-state probability of down-crossing r in state 0n of the OFF period in an arbitrary cycle,P 0n , is given as follows by adding over m,
where for m>1 we find the required probabilities by conditioning on the ON state where the CTMC is found at the end of the first subcycle:
, which are readily available from either the solution of Theorem 1 or Equation (13) . Letting R n (t) denote the CDF of the waiting time of the last subcycle if r is down-crossed in state 0n of the OFF period, we have
from which its derivative g(t) and its expected value, namely, T 0 can be obtained. Obviously, R n (t) depends on the underlying OFF PTD. For instance, if a k-stage Erlang is the underlying OFF period distribution, the waiting time will be a k −n −1-stage Erlang r.v. if r is down-crossed in state 0n of the OFF period.
Although we summarized two alternative approaches by Theorems 1 and 2, obtaining P xw (t) becomes difficult especially when the number of PTD phases increases. Thus, similar to earlier work in the literature we will restrict ourselves to simpler yet highly versatile PTDs in Section 3.3. Due to its flexibility in modeling distributions with c 2 0.5 while providing a small state space with only two different stages, we have chosen two-stage Coxian distribution for modeling the supplier ON time. In similar vain, a two-stage Hyper-exponential OFF period is considered, with 01 and 02 as the possible OFF period states. The model studied in Section 3.3 will be employed in our numerical examples presented in Section 4 while testing the impact of different ON/OFF time distributions.
The case with two-stage Coxian on times and two-stage Hyper-exponential off times
In this special case, the supplier ON period is modeled by Coxian (a 1 , 1 , 2 ) and the supplier OFF period follows H2( p, 1 , 2 ) distribution with p (1− p) being the probability of entering OFF state 01 (02). Observe that when a 1 = 1 and 1 = 2 , the ON period distribution becomes a two-stage Erlang distribution and when p = 1, the OFF period distribution is Exponential with rate 1 . We will consider both these distributions in numerical examples in Section 4 as well.
The state-transition probabilities P xw (t), t 0 of the CTMC modeling the supplier status are the solutions of the integral equations from Theorem 1. In particular, we need the transition probabilities among ON states for constructing the matrix P = {P ij (q/D)} i, j = 1, 2, which are
Direct method of solving the integral equations such as the ones above is based on approximating an integral using one of many classical formulae, such as the trapezoidal rule, the Simpson's rule, or the Bode's rule. For instance, Gürler and Parlar [9] employ the trapezoidal rule towards this end. However, this approach results in large sparse matrices to be inverted for different (q,r ) values during the search process described in Section 4. Alternatively, one can exploit the Kolmogorov equations of this system following Theorem 2, for whicĥ
to be used in Equation (13) to obtain the required transition probabilities. In this paper, we have chosen to exploit the integral equations from Theorem 1 to obtain P xw (t), t 0 but employed a different approach as explained in Appendix A from approximations such as the Trapezoidal rule. Our approach requires having the Laplace transforms of the integral equations, which are numerically inverted. This approach turns out to give quick and accurate computations. With these probabilities found in Appendix A, the matrix P = {P ij (q/D)} i, j = 1, 2 and then N (q) in Section 3.1 can be obtained. In order to obtain the expected cycle length T (q), one must keep track of the OFF state that has initiated the waiting time in the last subcycle. Noting that each cycle starts with ON state 1, for m>1 we needP 1,0n (m, q/D), n = 1, 2 from Equation (15) to be substituted in Equation (14) to computeP 01 andP 02 (= 1−P 01 ). For m = 1, as noted before,P 1,0n (1, q/D) = P 1,0n (q/D). In Appendix A, we also explain how P 1,0n (q/D) can be computed.
WithP 01 andP 02 , which are the steady-state probabilities of starting the waiting time of an arbitrary cycle in OFF state 01 or 02, respectively, we can write the expected length of a cycle as
Similarly, we can also obtain the respective expected holding and backordering costs during the waiting time using Equations (2) and (3), 
Numerical results
In this section, we present the results of our numerical study, which aims to elaborate (i) the significance of exact modeling of the OFF time distribution and (ii) the impact of different ON and OFF distributions on the cost figures.
Defining the unavailability rate as E(OFF)/[E(ON)+ E(OFF)]
, we considered three cases: (i) a reliable supplier with 11% overall unavailability, (ii) a highly reliable supplier with 5% overall unavailability, and (iii) an unreliable supplier with 40% overall unavailability. In each case, we conducted tests using four pairs of ON/OFF time distributions: (a) 1 , 2 ) OFF times. In the numerical analysis, the demand is taken as D = 100 per unit time, holding cost is set to h = 1 and several ordering and back order costs are considered.
As stated earlier, the expected cost rate function does not yield a closed-form expression, hence numerical optimization methods are used to find the optimal (q * ,r * ). We applied adaptive random search (ARS) [20] method, which is proven to be effective and simple. The algorithm to compute the optimal (q * ,r * ) values is summarized next, where C is used for K(q,r ):
Step 0. Set C to a high positive initial value.
Step 1. Start with a feasible (q,r ) in a set that is known to contain the optimal pair.
Step 2. Evaluate P ij (q/D)
Step 3. Generate the P matrix, compute the expected cycle length and the expected cycle cost using Equation (4).
Step 4. Evaluate C. If it is smaller than the previous one, keep the corresponding (q,r ). If the improvement is negligible, stop. Otherwise go to the next step.
Step 5. Generate a new feasible q value as follows: If q * is known to be in the interval [q l , q h ] and if q old refers to the previous point, generate the new point q new = q old +(q h −q l )(2 −1) v , where is a random number between 0 and 1 and v is an odd integer. Similarly find a new feasible r value. Go to Step 2.
We next summarize our results. In Tables I-VIII , the first two columns show the K and b parameters assumed for the numerical examples. In all tables, except Table II, we present the economic order quantity q EOQ = √ 2K D/ h in the third Table I . Erlang(2,1) ON, Exponential(4) OFF times with 11% overall supplier unavailability. column. Note that because of the cost parameters we have chosen, the cost rate C EOQ satisfies C EOQ = q EOQ , hence the same column also gives the EOQ cost that would be incurred if the supplier were always available.
Sensitivity and the benefit of modeling the OFF time distribution
We first discuss a more realistic case of 11% overall unavailability, for which the results are presented in Tables I-IV.  Table I shows the results when ON time is Erlang(2,1), with E[ON] = 2 and OFF time is Exponential(4) with E[OFF] = 0.25, where columns 5-7 display the optimal inventory policy parameters q * , r * , and the resulting cost K(q * ,r * ). As expected, we observe that as the backorder costs increase, both the (q * ,r * ) values and the corresponding costs increase, however, the rate of these increases become less for higher ordering costs. We also observe that as the ordering costs increase, the order quantity approaches EOQ. If supplier unavailability were ignored, one would have to resort to the suboptimal EOQ parameters (q,r ) = (q EOQ , 0) (see column 3 for q EOQ ), incurring a cost of C A EOQ given in column 4. The percentage increase in the cost by using suboptimal parameters are given in the last column. These error terms indicate that severity of using EOQ policy instead of the optimal policy is felt more for higher backordering costs, which indicate the criticality of the goods under study. On the other hand, higher ordering costs slightly mitigate the cost discrepancy, which implies that if less frequent but larger orders are placed, the impact of missing the optimal policy is lessened to an extent.
In Table II , ON times are taken as Coxian(0.05,1,0.05) with the same E[ON] = 2, whereas the OFF times are the same as given in Table I . We see that the optimal policy parameters presented in columns 3 and 4 are the same as those of the parallel cases in Table I . The optimal costs in the last column of Table II are slightly less than those with Erlang(2,1) ON times. At first glance, this looks surprising since Coxian(0.05,1,0.05) ON times with a c 2 ON = 10 is obviously more variable than Erlang(2,1) ON times. On the other hand, we should consider the failure (or hazard) rate function of a variable defined as r (t) = f (t)/F(t), where f (t) andF(t) are the probability density and complementary distribution functions, respectively. Coxian(0.05,1,0.05) has a decreasing failure rate (DFR) function, which makes the supplier with such ON time distributions more reliable than the one with Erlang(2,1) ON times, which has an increasing failure rate (IFR) function.
In Table III , the OFF time is taken as H2(0.95, 47.5, 0.2174) which preserves E[OFF] = 0.25 of Table I , but results in a c 2 OFF = 32.87, and the ON time is the same Exponential distribution of Table I . The optimal policy parameters and the resulting cost are given in columns 5-7. Except the case with K = 400, b = 25, policies from Table I are no more optimal (in fact, for this case EOQ is still the optimal policy). We observe in general that the costs have increased significantly when the OFF time has Hyper-exponential (H2) distribution and optimal parameters no longer get close to the EOQ parameters as K increases. This can be explained by the fact that H2(0.95, 47.5, 0.2174) has a DFR function, as opposed to the constant failure rate of the Exponential distribution. Note that the specific H2 OFF time structure provides a good model to account for extremely rare disaster cases. Here, only with 5% probability, the system will experience a long recovery time with a mean of 1/0.2174 = 4.6 more than twice as much as an average ON period.
If it is assumed that OFF times are Exponential when in fact they are H2(0.95, 47.5, 0.2174), the optimal policy parameters of Table I would be obtained which would result in costs as given in Column 4 of Table III . We observe that not using the optimal policy costs us more as backordering cost increases, whereas higher ordering costs slightly decrease the penalty.
This can be traced from the last column, which lists the percent error of C A Er/Exp with respect to K(q * ,r * ). We observe that the loss due to wrongly assuming an Exponential OFF distribution may result in as much as 101.1%.
In Table IV , ON times are taken as Coxian(0.05,1,0.05), which is the only difference from Table III . We observe that using Coxian ON times as opposed to Erlang does not have a monotone impact on costs and in most of the cases the optimal cost difference in the two models are not significant. However, using the suboptimal parameters of the Erlang ON times still may cause significant increases in the cost, especially with high backorder costs. Note for example in the last column that for the cases where b = 500, using suboptimal parameters increases the costs by 5.2, 9.0 and 5.6% for K = 50, 100, 400, respectively, which may be highly significant in nominal terms. As a summary of the reliable supplier case with 11% overall unavailability, we see that OFF time characteristics are more crucial on the optimal policy than those of ON time, although the latter is also important for critical goods.
We next examine the highly reliable supplier case with a 5% overall unavailability: Table V presents the results with Erlang(2,1) ON times and Exponential(9.5) OFF times with E[OFF] = 0.105. Increase in availability obviously has reduced the optimal costs significantly, and in comparison to Table I the cost increase as backorder increases is less emphasized in this case. We observe that EOQ policy (q,r ) = (q EOQ , 0) is optimal when backordering cost is low and ordering cost is high. When backordering cost increases, on the other hand, EOQ policy is not optimal anymore. Note that, using the suboptimal EOQ policy becomes unacceptably costly for higher backorder costs, even with a supplier which is available 95% of the time (see column 8).
Assuming Coxian(0.05,1,0.05) distribution for modeling ON times instead of Erlang(2,1) distribution has not changed the optimal policies. Similar to our comparison of Tables II and I , we have detected a slight decrease in optimal cost when Coxian(0.05,1,0.05) with DFR function is considered. Hence, the table for this scenario is not presented.
The impact of changing the OFF time distribution is given in Table VI , which differs from Table V in its H2(0.9954, 13, 0.1603) OFF times with a c 2 OFF = 32.37. Comparing these two tables, we observe that H2 OFF distribution results in much higher costs and increase in backorder costs result in steep increase in the optimal costs, whereas increase in ordering costs has relatively less impact. The costs with suboptimal parameters of Exponential OFF times are given in Column 4 and the percentage difference with the optimal costs are provided again in the last column. When the supplier is highly available, these cost differences appear to be tolerable. However, the impact of wrong modeling of the OFF time distribution on cost estimation is further discussed below.
Our numerical results with Coxian(0.05,1,0.05) ON times and H2(0.9954, 13, 0.1603) OFF times were almost the same as the results in Table VI . Hence, we have chosen not to present that table here.
We close our discussion by presenting the analysis of the unreliable supplier with a 40% overall unavailability: Table VII shows the results when ON times follow Erlang(2,1) distribution and OFF times are Exponential(0.75) with E[OFF] = 1.334. As expected, when the supplier is highly unavailable, in general the costs increase significantly and become more notable as higher backorder costs are incurred. We observe that EOQ policy (q,r ) = (q EOQ , 0) is not acceptable since its implementation costs, C A EOQ , provided in column 4 are drastically higher than the optimal costs. Assuming Coxian(0.05,1,0.05) distribution for modeling ON times instead of Erlang(2,1) distribution has changed the optimal policies in a few cases. However, the optimal costs were almost the same as the costs presented in column 7 of Table VII , which leads us to the conclusion that ON time characteristics do not play a crucial role when supplier is 40% unavailable, hence results are not presented.
In Table VIII , results with H2(0.015, 0.0225, 1.4775) OFF times with a c 2 OFF = 32.84 are presented, which differ from Table VII in this OFF time distribution. In this case also, the OFF time distribution makes a drastic difference in the optimal costs. If the suboptimal parameters of the Exponential OFF time model were used, the cost differences get as high as 6.4% and the minimum differences are observed for the cases with moderate backorder costs.
As in the previous cases, our numerical results with Coxian(0.05,1,0.05) ON times and H2(0.015, 0.0225, 1.4775) OFF times were almost the same as the results in Table VIII . Hence, they are not presented.
In light of the above discussions, we observed that modeling the OFF time distribution correctly results in significant savings and its importance is more notable when the supplier is unavailable about 11% of the time. This result is intuitive, since when the supplier is highly reliable, the impact of OFF times is naturally not very important, hence its modeling is also not a crucial issue. When unavailability is very high on the other hand, the costs increase so drastically that correct modeling of the OFF time period falls short of improving the costs.
Impact of correctly modeling the off period in estimating costs
Next we would like to discuss the practical significance of modeling the ON and OFF periods correctly, when estimation of the cost figures is needed in advance to allocate funds for operations and investments. In our numerical studies, we have observed that in some cases, the optimal parameters of different models turn out to be close, which might lead to the wrong conclusion that using the right model is not indispensable when it comes to computing inventory cost correctly. To be more specific, let us examine the case with K = 50, b = 25 in Tables V and VI. We see that the optimal policy parameters are the same as those of the EOQ model. Based on this observation, if we conclude that we can use the EOQ model when the supplier is highly reliable and the backorder cost is low, we would be in fact making a gross error since we would report the EOQ cost (which is 100 in this case) although the optimal policy parameters are set correctly. In the case of Exponential(9.5) OFF times, this corresponds to a 12.51% error, and in the H2(0.9954, 13, 0.1603) OFF times scenario, we would underestimate the cost by 35.32%.
Similar caution should apply if it is claimed that it will be sufficiently accurate to model the ON and OFF times by mean preserving Exponential r.v. even when the actual distributions are non-Exponential. In particular, by ignoring the fact that the actual OFF times are two-stage Hyper-exponential and instead assuming a mean preserving Exponential r.v. may lead to significant cost estimation errors. In comparison of parallel cases in Tables V and VI, this corresponds to using the suboptimal policy parameters presented in columns 5 and 6 of Table V when in fact OFF times follow H2(0.9954,13,0.1603). This implies that we would have to report the costs displayed in column 7 of Table V irrespective of the original OFF time distribution. Our mistake in reporting (computing) the costs would be realized only when the suggested policy were implemented and the cost figures C A Er/Exp in column 4 of Table VI were witnessed. In summary, reported costs of policies from Table V would be on the average 114.4% less than their actualization costs when OFF times follow H2(0.9954,13,0.1603). A similar comparison of Tables I and III dictates the same precaution. If one chooses to consider the Exponential OFF times in modeling, i.e. running the system with parameters presented in columns 5 and 6 of Table I when the actual OFF times follow H2(0.95, 47.5, 0.2174), the average error of reporting wrong costs will be 551.8%.
Hence, we would like to emphasize once more that, even when they might not have a serious impact on the optimal policy parameters, the ON and OFF time distributions should be correctly reflected into the model in order to compute the system costs correctly.
Conclusion
In this study, an inventory problem is considered where the supplier may become unavailable at random times for random durations, which is modeled as a stochastic process going through ON and OFF periods. Both the ON and OFF periods are assumed to follow PTD. Assuming constant demand and negligible lead time, the exact long run average cost function is derived, the optimization of which is done by numerical methods.
Unlike the earlier research works that concentrate on ON time modeling, we point out the difficulty of incorporating the OFF time distribution into the analysis, yet successfully complete the model. In obtaining the state-transition probabilities, we propose using a more efficient numerical approach.
Extensive numerical studies demonstrate that on the extremes of the range of the supplier availability (highly reliable or unreliable), OFF time characteristics are important to obtain the costs correctly. When the supplier is reliable, both ON and OFF time distributions should be included in the analysis in order to obtain the correct optimal policy. Otherwise, much higher system costs would be incurred.
Appendix A: The solution of the integral equations
In this section, starting with the integral equations of the system studied in Section 3.3, we will obtain the Laplace transforms of the transition probabilities and eventually invert them numerically. To solve Equation (16), we need the following probabilities that appear on the right-hand side of Equation 16 P 01,1 (t) = Defining the Laplace transform (LT) of a function f (t) asf (s) = ∞ 0 e −st f (t) dt and observing that they are convolutions, we take the LT of Equation (16) We can now exploit some numerical LT inversion techniques such as the one by Jagerman [16] to obtain P ij (q/D), i, j = 1, 2, which are used in the probability transition matrix P and compute the expected number of subcycles N (q). We further need the following probabilities to computeP 1,0n (1, q/D) = P 1,0n (q/D) to be used in Equation (15) to eventually obtainP 0n in Equation (14) . Similar to what we have done before, by taking the LT of these convolutions and carrying out simplifications, we arrive at . Now we can again use the numerical LT inversion technique by Jagerman [16] to obtain P 1,0n (q/D), n = 1, 2.
