Tabu search, an iterative discrete optimization technique which is widely used in the Operations Research community is virtually unknown in Computer Vision and related elds. This paper aims to ll this gap by introducing tabu search through two simple examples and then by describing an implementation of tabu search in a robot vision task. In this task the robot has to take away unmodeled objects from a heap. This heap is represented by a 3-dimensional surface description in form of a mesh of triangles. Tabu search is used to select optimal grasping opportunities in this 3D scene. Then the grasps are performed and the objects are taken away.
Introduction
Tabu search, an iterative discrete optimization technique, is quite popular in the Operations Research community because it outperforms older techniques on many classical Operations Research problems. Surprisingly, tabu search is virtually unknown in the eld of Computer Vision and related elds. Some of the ideas in tabu search are not even new, but it is generally agreed that Fred Glover (a recent reference is 1 ) made a coherent whole out of a collection of older and newer elements.
The goals of this paper are twofold:
-present a useful search paradigm which perhaps is not as well known as it deserves, in the computer vision, robot vision and robotics communities. -present its application to the optimization of grasps for a two-ngered robot gripper.
We presented earlier 2 a Robot Vision system which was able to take away unknown objects from a heap, one by one. Then, however, the scene representation chosen was one by planar patches which were extracted from range data. Even when objects with curved surfaces were present, the number of planar patches was usually below 100. The system eventually had to determine optimal grasps for the two-ngered gripper. Any pair of patches was considered a candidate for a grasp. The optimality was determined considering criteria like:
-antipodality -oppositeness -eccentricity w.r.t. the center of gravity -width of the grasp -height of the patches The search for the optimal grasp was performed exhaustively which was possible because of the moderate number of patches and patch pairs.
Along with this representation method we had pursued another one, in which the scene was not represented by relatively large planar patches but by a tessellation into a ner triangular mesh. When it came to grasping, optimal grasps had also to be determined, although the di erence being that a grasp hypothesis was here a vertex pair. In this instance, the large number of possible vertex pairs renders exhaustive search impractical. Tabu search seemed to be the answer to this optimization problem. This robot system is described in 6 and 7 . The robot used was a 6-d.o.f. Zebra-ZERO robot of Integrated Motions Inc. at Berkeley.
Although we give this example taken from the domain of robotics, the thrust of the paper is the introduction of tabu search, not a comprehensive comparison with other grasping methods.
Tabu Search
Tabu search is a general heuristic procedure for iterative discrete optimization. Its strategy can be viewed as a smart extension of the steepest descent method. But unlike steepest descent, means are provided to guide the search so as to escape local optima.
Generalities
First we will give the ingredients of tabu search. There are candidate solutions of the optimization problem which are also called states. The candidate solutions together form the search space. Some connectivity between states has to be provided, as neighborhood is a key notion. The connectivity to be de ned is often obvious, but sometimes there are several possibilities. A change from one solution to another one is called a move. Tabu search, being an optimization method, has an objective function which can be calculated for each candidate solution or state. The objective function can be modi ed for certain lapses of time. Solutions and/or moves can have attributes. One of the most important characteristics of tabu search is a exible memory system to record and exploit (part of) search history. Visited solutions (or applied moves) with certain values of attributes can be declared tabu for a certain number of moves, the tabu tenure (t) and cannot be then revisited. This is to avoid an unnecessary repetition of moves around local optima. These solutions (or moves) are collected in a tabu list. There can be several tabu lists, each for a di erent attribute.
The tabu status may sometimes be too restrictive, so, if little progress is made, a tabu can be overridden when a so-called aspiration criterion is met, e.g., when the move to this solution brings an improvement. Other meta-heuristics are applicable in dependence on the frequency with which certain solutions are revisited. If some solutions are visited very often, a penalty, i.e., an increase of the value of the objective function (if the optimum is a minimum) is applied. This will force the search out of this region; a diversi cation phase being the result. If in the same situation the opposite is done, i.e., something is subtracted from the value of the objective function, the attractivity of this region is increased, which leads to an intensi cation phase. These two phases can be made to alternate. The dynamic interplay between aspiration, tabu, diversi cation and intensi cation makes tabu search look like an intelligent search which in a way imitates human behavior. Of course, in order to start the search, there has to be a well guessed initial solution. The objective function is evaluated for all states (or a subset of them) of the neighborhood around the current state. The algorithm then moves to the state which decreases the objective function most, and so on.
For di cult AI problems it can be of great importance that the optimization technique also nds local optima which are very close (in value) to the global one. There is the possibility to memorize the n best solutions found so far, n usually being a small number (these are called elite solutions). There is no guarantee that they include the absolute optimum of the problem. An expert user or an automated agent with built-in higher level knowledge about the application may then choose the most appropriate elite solution. A major advantage of tabu search is that it can produce elite solutions at no extra computational cost. Genetic algorithms also can produce elite solutions. But their computational complexity is far greater than that of tabu search.
In the end we would like to say that tabu search -at this moment -is still an art in many respects, as it has to be tailored to each problem that has to be tackled. This does not so much concern the choice of an objective function which has to be done in other optimization methods as well, but the de nition of tabu states and the choice of meta-heuristics which are at the heart of the \intelligence" of tabu search.
A simple example
This example is taken from 3 and can be traced back to 4 .
The goal is to nd a minimum weighted k-cardinality tree in an underlying graph as given in Figure 1 . It shows the numbered nodes and the weighted edges. The value k (i.e., the number of edges in the trees) is chosen to be 4.
A state or solution is an individual k-tree. A move generates another state, i.e. k-tree, from the current state, by deleting one edge and inserting one somewhere else (edge swapping), so that a new k-tree is generated. The objective function clearly is the sum of the weights of the edges of a k-tree.
Two tabu lists are used. The attribute used for list 1 is the edge just inserted A sensible de nition of a state of this problem is a certain partition of the point set into k sets (= straight line segment hypotheses). A move is a swap of a point from one set to another one, such that the number of points in a set is never smaller than 2. The objective function is the sum of the orthogonal distances from each point to its straight line segment squared. A point that was just moved is declared tabu, i.e., it may not be moved again for a number t (the tabu tenure) of moves. Meta-heuristics like intensi cation or diversi cation have not been used in this example. We can get a reasonable initial solution by projecting the point set onto a set of, e.g., 10 straight lines passing through the origin with equal angles between them. Next, the k ? 1 largest peaks in the histograms of these projections are located. The points that contributed to each such peak are selected as a subset. The points unused in the end are assigned to the kth subset. Figure 3 shows the initialization for the problem of tting k (here 6) straight line segments to N (here 90) data points. Figure 4 shows the result after 30 iterations. Note that the example problem that we solved here is considerably more complex than any of the examples in 10 , for which the limitations of using a Hop eldTank neural network became apparent. To demonstrate the suitability of tabu search for a real world problem we will now discuss an example taken from robotics. We choose the problem of nding an optimal grasp for a two-ngered robot gripper on objects whose surfaces are represented by a tessellation into triangles. Such a representation can be generated starting from measured range data, stemming from one or more range views. How this is done, is described, e.g., in 5 and 6 . In this approach each 3-D data point eventually becomes a vertex p i of the triangular tessellation. Without going into details now, let us state here that one of the attributes of a vertex is its normal calculated as the mean of the normals of the triangles adjacent to this vertex; another one is surface curvature. Now we are going to see how the notions and concepts of tabu search are to be interpreted for this problem.
Solutions or states
As we are wanting to nd optimal grasps, i.e., feasible, rm, secure grasps by means of a search through the space of all grasps, we have to make the notion of a grasp more precise. In a grasp, both ngers of the robot hand touch the object and thus support the grasp a . For a two-nger gripper this means that we have to nd two suitable contact points on the surface. In this application, a search state thus a Although not very likely, one nger grasps are also possible, e.g., for objects with holes.
consists of a vertex pair (p 1 ; p 2 ) and the state space that is to be searched consists of all such vertex pairs. Given that there can be several hundred vertices in the representation of an object part, the number of states is clearly very large although nite. The search can be thought of as letting the two ngers of the robot wobble and slide over the object's surface starting from some initial solution.
Neighborhood
The success of applying tabu search also depends on a suitable neighborhood definition. Given a current search state (p 1 ; p 2 ) we look at all vertices which are connected to p 1 and p 2 as de ned by the triangular tessellation. The neighborhood of the current state then consists of all possible combinations of these vertices.
In areas that show a clear direction towards a local maximum, it would be desirable to have a larger neighborhood in order to favor a faster approach to a possible solution. This can be achieved by doing a re-sampling of the surface de ning \jump points". The density of these jump points is chosen empirically in such a way that each \ordinary" vertex has at least 4 jump points within a range of three triangulation edges (see Figure 5 ). Their density clearly has to be smaller than the density of the normal vertices, but large enough to ensure that the probability of missing maxima is small. An algorithm to set jump points with the required density has been developed. The jump points of p 1 and p 2 are also added to the collection of neighboring vertices. Together with the direct neighbors they take part in the formation of vertex pairs, i.e., states.
No further attempt is made to place these jump points optimally as they are only used for faster movement towards local maxima. As soon as the search approaches a maximum, the jump points will gradually lose their in uence. 
Objective function
We want to nd a vertex pair with a good grasping quality which additionally ful lls some global constraints. It is important to note that we are not primarily looking for the optimal grasp but for several good grasping opportunities. The obvious reason is that there are usually several ways to rmly grasp an object. The objective function should re ect the quality of a grasp. In order to assess the quality of a grasping con guration local as well as global features have to be computed. Examples of local features are the surface normals, the surface curvatures or the expected friction forces and torques the ngers have to sustain. Although the forces and the torques depend on the position of the center of gravity, which by itself is a global object property, they become local features once the center has been estimated (they then depend only on the contact points under consideration). All we know of the object to be grasped is the triangulated surface patch describing its shape. Because neither volume or density information is available, the best estimate for the center of gravity is the area center of the surface patch which can be calculated from the positions and areas of the triangles constituting the patch. Examples of global features are the risk of collision or the reachability of the grasping position by the robot. They depend on the con guration of the whole scene. Due to their dependency on global arrangements, their computational complexity is higher. We de ne them as binary features in contrast to the local features, which can take values from a continuous range.
The two types of features are treated di erently in the optimization process: All local features are part of the quality function and the global features are used as additional constraints. In this way, we relieve the objective function from complex computations. The constraints are only used to decide on the \usability" of good con gurations.
For the case of a two-ngered gripper with parallel jaws making soft contacts, we have identi ed six local attributes (or features) which contribute to the quality function. For each feature i and a contact point pair (p 1 ; p 2 ), we de ne primary features f i (p 1 ; p 2 ). In the following, six of these features are listed. This matter has been discussed in 7 , and in much more detail in 8 .
Torques Exerted by the Robot Fingers
The goal here is to minimize the maximal torques the ngers have to exert. This avoids unnecessary stressing of the ngers and possible slipping (friction coe cients are not known beforehand). Feature f 1 (p 1 ; p 2 ) is the maximum of the two torques exerted by the two ngers.
Friction Forces at the Robot Fingers
For the same reasons as before, the friction force at the two ngers should be minimized. The friction force at either of the two ngers can be calculated, knowing an approximation of the center of gravity. The absolute value of the gravity constant, viz. the weight of the object is not relevant as we are comparing friction forces of di erent vertex pairs. The feature f 2 (p 1 ; p 2 ) is de ned to be the larger of the friction forces at the two ngers.
Surface Normals at Contact Points
The surface normals at the two contact points should be anti-parallel and in a relation of oppositeness. Feature f 3 (p 1 ; p 2 ) penalizes the deviation from this condition.
Surface Curvature at Contact Points f 4 (p 1 ; p 2 ) penalizes the occurrence of concave curvatures at any of the contact points. The occurrence of a concavity at a vertex would lead to more intricate and non-local computations.
Gripper Opening
The feature f 5 (p 1 ; p 2 ) measures the di erence of the distance between p 2 and p 1 and the maximum admitted gripper opening.
Height of Contact Points
Introduction of the heights of a contact pair (w.r.t. the base) into the quality function avoids selecting con gurations which have a high chance of producing collisions. Feature f 6 (p 1 ; p 2 ) therefore penalizes too low contact points.
All 6 features are conceived in such a way that a feature value of 0 indicates a situation where this feature contributes optimally to the solution.
Normalizing Local Features
The above listed features depend on a variety of physical and geometrical properties. We have to combine these diverse primary features in a meaningful way in a conjunctive combination of evidence. where q(p 1 ; p 2 ) stands for \quality of vertex pair (p 1 ; p 2 )". q(p 1 ; p 2 ) has to be maximized over all possible contact point pairs.
Constraints Based on Global Features
The search for a good quality grasp is additionally constrained by global features. They are checked whenever an acceptable grasp has been found. The following global features have been identi ed:
Gripper Opening If the distance of the selected two contact points is larger than the maximal gripper opening, the grasp is rejected. The actual occurrence of this case is partially avoided by including f 5 (p 1 ; p 2 ) into the quality function.
Reachability of the grasping position The grasping position has to be reachable by the robot. If this is not possible due to physical limitations of the robot, i.e., if no inverse kinematic solution exists, the grasping con guration is rejected.
Collision avoidance During grasping, the robot should not touch any object except the one to be removed. We only check the robot's con guration at the actual grasping position for possible collisions. This is done by modeling the robot hand with four square boxes, one for each nger, one for the main body of the manipulator and one for the motor. We then check whether any of the vertices of the complete scene description lies within one of the boxes. If a point lies within a box, an impending collision has been detected and thus, the grasping con guration is rejected.
Move attributes and tabu function
Attributes describing the transition from one search state to the next are called move attributes and have to be distinguished from state attributes. Both can be used to prevent the search from returning to a recently visited optimum. This is done by not allowing moves (or states) whose attributes appeared less than t (typically < 10) iterations ago. In our application the following attributes are used: the orientation i of the translation vector C i+1 ?C i , where C i is the center of the straight line connecting the two contact points at iteration i (characterizes a move), the orientation i of the straight line connecting the two contact points (characterizes a state).
If for the i-th move we have i = ? i?j and i = i?j then it is probable that the i ? th move will undo the i ? j ? th move of the search (in the case of j = 1, move i simply reverses the last move). In addition, if after j moves the search arrives at a state which has already been visited, then we have to avoid the move with i = i?j and i = i?j in order to prevent the search from entering a loop. Hence, we forbid all moves with ( i = i?j )^( i = i?j ), 1 j t.
Based on the recent history, we invoke the tabu function which labels some of the moves (or states) in the neighborhood as tabu. If a non-tabu move exists which improves the objective function value then it is accepted otherwise we invoke the aspiration criterion or the diversi cation strategy.
Diversi cation
Diversi cation is enforced by changing the objective function according to the number of times a state has been visited (frequency). If we denote by n p1;2 the number of times the state (p 1 ; p 2 ) has been visited, and by n p1 (resp. n p2 ) the number of times p 1 (resp. p 2 ) was part of a vertex pair, then our new q has the following form: q next (p 1 ; p 2 ) = q(p 1 ; p 2 ) ? n p1;2 R state ? (n p1 + n p2 ) R vertex Here, the term n p1;2 R state penalizes a state that is visited several times and (n p1 + n p2 ) R vertex imposes a penalty if a vertex is often used. The constants R vertex R state < 1 are used to tune the diversi cation. The rationale behind using two di erent penalties is that the rst one helps in moving out of a good local maximum, while the second one forces a nger to move if it is stuck in a certain position. It is important to notice that q next is only used for selecting the next best state from all the neighboring states. The goal is still to optimize q(p 1 ; p 2 ).
Initial solution
Any random pair of vertices will normally do. (E) As no improvement was made within the last l iterations, check the global constraints (collision etc.) of the grasping con guration S best . If these constraints are not satis ed or q best is lower than a xed threshold q min , mark S best as tabu Z for the rest of the search and set q best = 0. Go back to (B). (F) S best is a valid grasping con guration. Stop the search and let the robot execute the grasp.
Results
We have run numerous tests on many di erent objects, among them the ones displayed in Figure 6 . For all examples, we set the parameters to the following values: q min = 0:95, R state = 0:5, R vertex = 0:05, t = 7 and l = 20. These settings are not critical, except for q min which controls the acceptance of a grasp and therefore depends on the robot hand. To demonstrate the independence of our algorithm from its initialization, we repeated the search (for the objects displayed in Figure 6 ) several times, always starting from a di erent, randomly selected vertex pair. We always nd a grasp with a satisfactory quality (q > q min ). The statistics of numerous runs are summarized in Table 1 .
For the three generic objects (box, cylinder and sphere), our algorithm terminated in less than 40 iterations (mean). Since the stop parameter was l = 20, this implies that a good grasping con guration was found in less than 20 iterations (mean). For the arbitrarily shaped object (ASO), the large standard deviation of the number of iterations n iter is due to the randomly selected initial vertex pairs. In fact, the minimum n iter was equal to 25, while the maximum was 638. We want to emphasize that with all initializations the algorithm nds good grasp con gurations, though not always the same one.
The advantage of our approach over a brute force search for grasping opportunities is evident as we need to evaluate the quality measure q(p 1 ; p 2 ) for only 2% of all possible vertex pairs (n pairs in Table 1 ). The search visits a number of local maxima of the quality function before it nds a prominent one (see n down ).
Conclusions
We have demonstrated that tabu search, which has so far been predominantly used in operations research, is also perfectly suited to solve discrete optimization problems in computer vision. One of the advantages of tabu search over the classical methods is that it produces elite solutions and that constraints can be enforced without changing the search strategy or the objective function. In our examples the best elite solution very often yields a better solution than the classical methods and, in the worst case, the same extremum of the objective function.
Although tabu search has shown remarkable e ciency for many problems, up to now no clean proof of convergence is known. There is no formal explanation of its good behavior. However, research is going on on probabilistic models of tabu search, i.e., it is assumed that moves from a solution i to a solution j are happening according to a probability distribution p ij . It is hoped that a convergence proof and a better understanding of the e ciency of tabu search can be achieved along these lines.
Another criticism focuses on the fact that up to now values for parameters like tabu tenure t etc. have to be chosen by trial and error. A new research direction, Reactive Tabu Search tries to remedy this, by trying to put search history to another use, namely to learn the values of these parameters.
