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Abstract—Finding the optimal signal timing strategy is a
difficult task for the problem of large-scale traffic signal con-
trol (TSC). Multi-Agent Reinforcement Learning (MARL) is
a promising method to solve this problem. However, there is
still room for improvement in extending to large-scale problems
and modeling the behaviors of other agents for each individual
agent. In this paper, a new MARL, called Cooperative double
Q-learning (Co-DQL), is proposed, which has several prominent
features. It uses a highly scalable independent double Q-learning
method based on double estimators and the UCB policy, which
can eliminate the over-estimation problem existing in traditional
independent Q-learning while ensuring exploration. It uses mean
field approximation to model the interaction among agents,
thereby making agents learn a better cooperative strategy. In
order to improve the stability and robustness of the learning
process, we introduce a new reward allocation mechanism and
a local state sharing method. In addition, we analyze the
convergence properties of the proposed algorithm. Co-DQL is
applied on TSC and tested on a multi-traffic signal simulator.
According to the results obtained on several traffic scenarios, Co-
DQL outperforms several state-of-the-art decentralized MARL
algorithms. It can effectively shorten the average waiting time of
the vehicles in the whole road system.
Index Terms—Traffic signal control, mean field approximation,
multi-agent reinforcement learning, double estimators.
I. INTRODUCTION
TRAFFIC congestion is becoming a great puzzling prob-lem in urban, mainly due to the difficulty of effective
utilization of limited road resources (e.g. road width). By
regulating traffic flow of road network, the traffic signal control
(TSC) at intersections plays an important role in utilizing the
road resources and helping to reduce traffic congestion [1].
Many researchers have devoted efforts to TSC, with the aim
of minimizing the average waiting time in the whole traffic
system and maximizing social welfare [2]. When traffic signals
are large-scale, the traditional control methods such as pre-
timed [3] and actuated control systems [4] may fail to deal
with the dynamic of the traffic conditions or lack the ability
to foresee traffic flow. Intelligent computing methods (such
as genetic algorithm [5], swarm intelligence [6], neuro-fuzzy
networks [7] [8]), however, in many cases, suffer from a slow
convergence rate. Reinforcement learning [9] is a promising
adaptive decision-making method in many fields. It has been
applied to cope with TSC [10] [11]. It can not only make
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real-time decisions according to traffic flow, but also predict
future traffic flow. Especially in recent years, reinforcement
learning has made tremendous progress which significantly
attributes to the success of deep learning [12]. By using deep
neural network to approximate the value function or action-
value function (such as DQN [13], DDPG [14]), reinforcement
learning can be adapted to the problems with large-scale state
space or action space.
As for TSC with large-scale intersection signals, a popular
idea is centralized, in which TSC is considered as a single-
agent learning problem [5] [15]. However, the centralized
approaches often need to collect all traffic data in the network
as the global state [16], which may lead to high latency
and failure rate. In addition, as the number of traffic signals
increases, the joint state space and action space of the agent
will also increase exponentially to a large extent, which incurs
the curse of dimension. As a result, a centralized method often
requires very heavy computational and communication burden.
An alternative way is multi-agent reinforcement learning
(MARL) in which each signal in the traffic network is regarded
as an agent. A challenge of a MARL approach is how to
response to the dynamic interaction between each traffic signal
and the environment, which significantly affects the adaptive
decision-making of other signals [17]. Moreover, most of the
current MARL methods are only studied on very limited-
size traffic network problems [18] [19]. However, in urban
traffic systems, it is often necessary to consider all the signals
in a global coordination manner. In [20] [21], each signal
is regarded as an independent agent for training. Although
this kind of approaches can easily be extended to large-scale
scenarios, each agent only considers its local information. Fur-
thermore, this kind of approaches directly ignore the actions
of other agents in the system and implicitly suggest that the
environment is static, making it difficult for agents to learn
favorable strategies with convergence guarantee. In [22], a
max-plus method is proposed to deal with large-scale traffic
problem, but this approach requires additional computation
during execution. Multi-agent A2C [23] is developed from
IA2C which is scalable and belongs to a decentralized MARL
algorithm, but it may be uneasy to determine the appropriate
attenuation factor to weaken the state and reward information
from other agents.
In this work, we present a decentralized and scalable MARL
method which is named after Cooperative double Q-learning
(Co-DQL) and apply it to TSC. The new approach adopts a
highly scalable independent double Q-learning method, with
the aim of avoiding the problem of over estimation suffered
from traditional independent Q-learning [24]. At the mean
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2time, it can ensure exploration by using the UCB [25] rule.
In order to make agents learn a better cooperative strategy
for large-scale problems, it employs mean field theory [26],
which has been studied in [27]. It approximately treats the
interactions within the population of agents as the interaction
between a single agent and a virtual agent averaged by the
other individuals in the population, which potentially transmits
the action information among all agents in the environment.
Furthermore, we introduce a new reward allocation mechanism
and a local state sharing method to make the learning process
of agents more stable and robust. To theoretically support
the effectiveness of the proposed algorithm, we provide the
convergence proof of the proposed algorithm under some mild
conditions. Numerical experiment is performed on a multi-
traffic signal simulator. Comparative results are obtained on
three different traffic flow scenarios. In contrast to several
reinforcement learning algorithms, the proposed method can
greatly reduces the waiting time of vehicles in the whole road
system.
The paper is organised into six sections. Section II describes
the background on reinforcement learning. Section III presents
the proposed method and analyzes the convergence properties.
Section IV introduces the application of Co-DQL to TSC
problem. Section V describes the setup and conditions of the
experiment in detail, and makes a comparative analysis and
discussion on the experimental results. Section VI summarises
this paper.
II. BACKGROUND ON REINFORCEMENT LEARNING
A. Single-Agent RL
Q-learning is one of the most popular reinforcement learn-
ing methods and it solves sequential decision-making prob-
lems by learning estimates for the optimal value of each
action. The optimal value can be expressed as Q∗(s, a) =
maxpi Q
pi(s, a). However, it is not easy to learn the values of
all the actions in all states when the state space or action space
is larger. In this case, we can learn a parameterized action-
value function Q(s, a;θ). When taking action at in state st and
observing the immediate reward rt+1 and resulting state st+1
, the standard Q-learning updates the parameters as follows:
θt+1 = θt + α
(
Y Qt −Q(st, at;θt)
)
∇θtQ(st, at;θt) (1)
where t is the time step, α is the learning rate and the target
Y Qt is defined as
Y Qt ≡ rt+1 + γmax
a
Q(st+1, a;θt) (2)
where the constant γ ∈ [0, 1) is the discount factor that
trades off the importance of immediate and later rewards. After
updating gradually, it can converge to optimal action-value
function.
Note that Q-learning approximates the value of the next
state by maximizing over the estimated action values in the
corresponding state, namely, maxaQt(st+1, a;θt) and it is
an estimate of E {maxaQt (st+1, a;θt)}, which in turn is
used to approximate maxaE {Qt (st+1, a;θt)}. This method
of approximating the maximum expected value has a positive
deviation [24] [28] [29], which leads to over estimation of the
optimal value and may damage the performance.
B. Multi-Agent RL
The reinforcement learning of single agent is based on MDP
theory, while for MARL, it mainly stems from Markov game
[30], which generalizes the Markov Decision process (MDP)
and were proposed as the standard framework for MARL [31].
We can use a tuple to formalize Markov game, namely
(N,S,A1,2,...,N , r1,2,...,N , p), where N being the number of
agents in the game system, S = {s1, . . . , sn} is a finite
set of system states, n being the number of states in the
system, Ak is the action set of agent k ∈ {1, . . . , N};
rk : S×A1×. . .×AN×S → R is the reward function of agent
k, determining the immediate reward, p : S×A1×. . .×AN →
µ(S) is the transition function. Each agent has its own strategy
and chooses actions according to this strategy. Under the joint
strategy pi , (pi1, . . . , piN ), at each time step, the system state
is transferred by taking the joint action a = (a1, . . . , aN )
selected according to the joint strategy and each agent receives
the immediate reward as a consequence of taking the joint
action. To measure the performance of a strategy, either the
future discounted reward or the average reward over time
can be used, depending on the policies of other agents. This
results in the following definition for the expected discounted
reward for agent k under a joint policy pi and initial state
s(0) = s ∈ S:
V pik (s) = E
pi
{ ∞∑
t=0
γtrk(t+ 1)|s(0) = s
}
(3)
while the average reward for agent k under this joint policy
is defined as:
Jpik (s) = lim
T→∞
1
T
Epi
{
T∑
t=0
rk(t+ 1)|s(0) = s
}
(4)
On the basis of Eq. (3) (the most used form), the action-
value function Qpik : S × A1 × . . . × AN → R of agent k
under the joint strategy pi can be written as follows according
to Bellman equation:
Qpik (s,a) = rk(s,a) + γEs′∼p [V
pi
k (s
′)] (5)
where V pik (s) = Ea∼pi [Qpik (s,a)] and s′ is the system state
at the next time step. The commonly used MARL methods
are generally based on Q-learning. The general multi-agent
Q-learning framework is shown in Algorithm 1.
MARL enables each agent to learn the optimal strategy in
order to maximize its cumulative reward. However, the value
function of each agent is related to the joint strategy pi of
all agents, so it is in general impossible for all players in a
game to maximize their payoff simultaneously. For MARL, an
important solution concept is Nash equilibrium. Given these
opponent strategies, the best response of agent k to a vector of
opponent strategies is defined as the strategy pi∗k that achieves
the maximum expected reward, which is given as follows:
E {rk|pi1, . . . , pik, . . . , piN}≤E {rk|pi1, . . . , pi∗k, . . . , piN} ,∀pik
(6)
Then the Nash equilibrium is represented by a joint strategy
pi∗ , (pi∗1 , . . . , pi∗N ) in which each agent acts with the best
response pi∗k to others and all other agents follow the joint
3Algorithm 1: general multi-agent Q-learning framework
Input: Initial Q value of all state-action pairs for each
agent k
Output: Convergent Q value for each agent k
1 Initialize Qk(s,a) = 0, ∀s,a, k ;
2 while not termination condition do
3 for all agents k do
4 select action ak
5 execute joint action a = (a1, . . . aN );
6 observe new state s′, rewards rk;
7 for all agents k do
8 Qk(s,a)=(1−α)Qk(s,a)+α [rk(s,a)+γVk(s′)]
policy pi∗−k of all agents except k, where the joint policy
pi∗−k ,
(
pi∗1 , . . . , pi
∗
k−1, pi
∗
k+1, . . . , pi
∗
N
)
. In this case, as long as
all other agents keep their policies unchanged, no agent can
benefit by changing their policies. Many MARL algorithms
reviewed strive to converge to Nash equilibrium. In addition,
the Q-function will eventually converge to the Nash Q-value
Q∗ = (Q∗1, . . . , Q
∗
N ) received in a Nash equilibrium of the
game.
III. DESCRIPTION OF THE PROPOSED METHOD
Co-DQL is developed from a new algorithm, called in-
dependent double Q-learning method, which is also firstly
proposed in this paper. In the following, we first present the
independent double Q-learning method, and then introduce
Co-DQL, finally, we analyze its convergence properties.
A. Independent Double Q-learning Method
Most MARL methods are based on Q-learning. However,
as described in Section II-A, traditional reinforcement learn-
ing methods cause the problem of over-estimation, which to
some extent harms the performance of reinforcement learning
methods. In [24], a double Q-learning algorithm is proposed,
which uses double estimators instead of maxaQt (st+1, a) to
approximate maxaE {Qt (st+1, a)}, which is helpful to avoid
the problem of over-estimation in standard Q-learning.
Inspired by independent Q-learning [21], we develop an
independent double Q-learning method based on the UCB
rule. For each agent k, it is associated with two different
action-value functions, each of which is updated with a value
from the other action-value function for the next state. More
specifically, suppose that the two action-value functions are Qak
and Qbk, and one of them is randomly selected for updating
each time. The updating process of the action-value function
Qak is as follows. Firstly, the maximal valued action a
∗
k in the
next state s′ is selected according to the action-value function
Qak, namely, a
∗
k = argmaxaQ
a
k (s
′, a). Then we use the value
Qbk (s
′, a∗k) to update Q
a
k
Qak(s, a)← Qak(s, a)+α
(
rk + γQ
b
k (s
′, a∗k)−Qak(s, a)
)
(7)
instead of using the value Qak (s
′, a∗k) = maxaQ
a
k (s
′, a) to
update Qak in independent Q-learning. The updating of Q
b
k is
similar to this.
Here two multi-layer neural networks are used to fit the two
Q-functions Qak (s, a;θt) and Q
b
k
(
s, a;θ′t
)
. The update mode
is similar to the one of deep double Q-learning [28] and the tar-
get Yk,t ≡ rk,t+1 + γQbk(st+1, argmaxaQak (st+1, a;θt) ,θ′t).
To balance exploration and exploitation, although -greedy
strategy is easier to implement for problems with larger state
space, we prefer the UCB strategy since in the preliminary test
we observe that the UCB strategy is slightly better than the
-greedy strategy. In order to make the target network update
smoother, soft update is used rather than periodically copying
parameters directly [13].
In this method, agent k just regards other agents as a
part of the environment. Therefore, this method ignores the
dynamic resulting from the actions of the other agents and
the convergence is not guarantee. In order to learn a better
cooperative strategies and make learning process more stable
and robust, we introduce Co-DQL, which uses mean field
approximation, a new reward allocation mechanism and local
state sharing method.
B. Cooperative Double Q-learning Method
With the number of agents increasing, the dimension of
joint action a increases exponentially, so when the number of
agents is relatively large, it is often not feasible to directly
calculate the joint action function Qk(s,a) for each agent
k. Mean field approximation is first proposed in [27] to deal
with the problem. Its core idea is that the interactions within
the population of agents are approximated by the interaction
of an agent and the average effect of all the other agents.
Specifically, a very natural approach is to decompose the joint
action-value function as follows:
Qk(sk,a) = El∼d [Qk(sk, ak, al)] (8)
where d is the uniform distribution of index set N (k) of all
other agents except agent k and the size of index sets is Nk =
|N (k)|.
Suppose that each agent has C discrete actions
{1, 2, . . . , C}. Then the action of agent k can be coded
using one-hot, so the mean action ak of all others except
agent k can be expressed as: ak , [ak,1, ak,2, . . . , ak,C ].
Accordingly, the one-hot coding action of the agent l can be
expressed as: al = ak + δl,k, where ak = El∼d [al] and δl,k is
a small fluctuation. Under the premise of twice-differentiable,
using Taylor expansion theory, the mean field approximation
is expressed by the following formulate on the basis of Eq. 8:
Qk(sk,a) = El∼d [Qk(sk, ak, al)] ≈ Qk(sk, ak, ak) (9)
It can be seen intuitively that the complexity of the in-
teractions among agents is dramatically reduced. The UCB
exploration strategy is used to select an action to be performed
by the agent k:
ak = argmax
c∈Ak
{
Qk(sk, c, ak) +
√
lnRsk,ak
Rsk,c,ak
}
(10)
where Rsk,ak denotes the number of times the state 〈sk, ak〉
has been visited and Rsk,c,ak denotes the number of times
action c has been chosen in this state until now. If action c
4has been chosen rarely in some states, then the second term
will dominate the first term and action c will be explored. As
learning progresses, the first term dominates the second term
and the UCB strategy ultimately becomes a greedy one.
For partially observable Markov traffic scenarios, each agent
k can get its own reward rk and local observation sk at
each time step. We propose to allocate each agent’s reward
according to the following formulate by considering all the
other agents’ immediate rewards, not just neighboring agents’
rewards:
rˆk = rk +
1
Nk
∑
i∈N (k)
ri (11)
by considering all the other agents’immediate reward informa-
tion equally, the learning process of agents is more stable and
the information of remote agents can be well considered.
The local state sharing method is described as follows. For
agent k, the average of the local state of all the other agents is
taken as the additional input of agent k’s action-value function.
So the state of the agent k can be expressed as
sˆk = 〈sk, 1
Nk
∑
i∈N (k)
si〉 (12)
where sˆk represents agent k’s joint state. This method can
effectively share state information among agents and avoid
dimension curse of joint state space. The size of the joint
space does not change with the number of agents and has
good scalability. These methods better guide the agents to learn
the global cooperative strategy than using the spatial discount
factor method [23]. Because in many cases it is beneficial to
collaborate between remote agents rather than just neighbors,
and information from remote agents may be more useful for
cooperation among agents, such as the ring traffic scenario in
Section V-B.
Based on the above introduction, Cooperative double Q-
learning (Co-DQL) algorithm is proposed. The pseudo code of
Co-DQL is given in Algorithm 2. In this algorithm, multi-layer
perceptions parameterized by φ and φ− are used to represent
the two action-value functions of each agent. Co-DQL works
as follows:
Step 0 Initialize: For each k = 1, . . . , N , initialize neural
network parameters φk, φ−,k and initialize mean
action ak for agent k.
Step 1 Check the termination condition: If a problem-
specific stopping condition is met, stop and save the
training neural network model.
Step 2 Select action: For each k = 1, . . . , N , according to
the current observation sˆk of agent k, select action
ak under the UCB policy.
Step 3 Execute action: For each k = 1, . . . , N , agent k
executes action ak (all agents execute action syn-
chronously), gets immediate reward rk and next state
observation s′k.
Step 4 Obtain samples: For each k = 1, . . . , N , compute
the mean action ak, reward rˆk after reallocation and
next local state sˆ′k after sharing.
Step 5 Store samples in buffer: For each k = 1, . . . , N ,
store the results of step 4 as a tuple sample
〈
sˆ,a, rˆ, sˆ′,a
〉
in replay buffer Dk; If the number of
samples stored in the Dk is less than the minimum
number of samples required for training, goto Step
1, otherwise the next step is executed sequentially.
Step 6 Compute sample target values: For each k =
1, . . . , N , M samples are randomly extracted from
Dk and the target value Y Co−DQLk is calculated
according to the sample data.
Step 7 Update Neural Network Parameters: For each
k = 1, . . . , N , the gradient of the parameter φk is
obtained from the loss function, and φk is updated
according to the learning rate, then φ−,k is softly
updated with update rate τ . Goto Step 1.
For most reinforcement learning problems, the termination
condition of the algorithm is generally set as the number of
episodes experienced by agents to reach the maximum number
of episodes. The specific value of the maximum number of
episodes is usually selected according to the training situation
of the algorithm in the given problem.
The action-value function Qak(·|φ) (parameterized by φ) is
trained by minimizing the loss:
`(φk) =
(
Qak(sˆk, ak, ak;φ)− Y Co−DQLk
)2
(13)
where Y Co−DQLk is the target value of agent k and is calculated
by the following formulation:
Y Co−DQLk = rˆk+ γQ
b
k(sˆ
′
k, argmaxakQ
a
k(sˆ
′
k,ak,ak;φ), a
′
k;φ−)
(14)
In Co-DQL, the mean field approximation makes every
independent agent learn the awareness of collaboration with
the other agents. Moreover, the reward allocation mechanism
and the local state sharing method of agents improve the
stability and robustness of the training process compared with
the independent agent learning method.
In order to theoretically support the effectiveness of our
proposed Co-DQL algorithm, we provide the convergence
proof under some assumptions in the next subsection.
C. Convergence Analysis
In previous literature, the convergence of mean field Q-
learning under the set of tabular Q-functions and the conver-
gence of when Q-function is represented by other function
approximators have been proved [32] [27]. Under similar
constraints, we develop the convergence proof of Co-DQL,
which is a mean field reinforcement learning with double
estimators.
Assuming that there are only a limited number of state-
action pairs, for each agent k, we can write updating rules of
two functions Qak and Q
b
k of agent k according to Section III-A
and Section III-B:
Qak(s, ak, ak)←(1−α)Qak(s, ak, ak)+α(r+γQbk(s′, a∗k, ak))
Qbk(s, ak, ak)←(1−α)Qbk(s, ak, ak)+α(r+γQak(s′, b∗k, ak))
(15)
where a∗k = argmaxak Q
a
k(s
′, ak, ak), and b∗k =
argmaxak Q
b
k(s
′, ak, ak). At any update time step, either of
5Algorithm 2: Co-DQL
Input: Initial parameters φ and mean action a for all
agents
Output: Parameters φ for all agents
1 Initialize Qak(·|φ), Qbk(·|φ−) and ak for all
k ∈ {1, . . . , N}
2 while not termination condition do
3 For each agent k , select action ak using the UCB
exploration strategy from Eq. 10
4 Take the joint action a = (a1, . . . aN ) and observe
the reward r = (r1, . . . , rN ) and the next
observations s′ = (s′1, . . . , s
′
N )
5 Compute a, rˆ, sˆ and sˆ′
6 Store
〈
sˆ,a, rˆ, sˆ′,a
〉
in replay buffer D
7 for k = 1 to N do
8 Sample M experiences
〈
sˆ,a, rˆ, sˆ′,a
〉
from D
9 Compute target value Y Co−DQLk by Eq. 14
10 Update the Q network by minimizing the loss
L(φk) = 1
M
∑(
Qak(sˆk, ak, ak;φ)− Y Co−DQLk
)2
11 Update the parameters of the target network for each
agent k with updating rate τ
φ−k ← τφk + (1− τ)φ,k
the two of Eq. 15 is updated. Our goal is to prove that both
Qa = (Qa1, . . . , Q
a
N ) and Q
b = (Qb1, . . . , Q
b
N ) converge
to Nash Q-values. Our proof follows the convergence proof
framework of single agent Double Q-learning [24], and we
use the following assumptions and lemma.
Assumption 1. Each action-value pair is visited infinitely
often, and the reward is bounded by some constant K .
Assumption 2. Agent’s policy is Greedy in the Limit with
Infinite Exploration (GLIE). In the case with the Boltzmann
policy, the policy becomes greedy w.r.t. the Q-function in the
limit as the temperature decays asymptotically to zero.
Assumption 3. For each stage game [Q1t (s), . . . , QNt (s)] at
time t and in state s in training, for all t, s, j ∈ {1, . . . , N},
the Nash equilibrium pi∗ = [pi1∗, . . . , pi
N
∗ ] is recognized either
as 1) the global optimum or 2) a saddle point expressed as:
1) Epi∗ [Q
j
t (s)] ≥ Epi[Qjt (s)],∀pi ∈ Ω(
∏
kAk);
2) Epi∗ [Q
j
t (s)] ≥ EpijEpi−j∗ [Q
j
t (s)],∀pij ∈ Ω(Aj) and
Epi∗ [Q
j
t (s)] ≤ Epij∗Epi−j [Q
j
t (s)],∀pi−j ∈ Ω(
∏
k 6=j Ak).
Lemma 1. The random process {∆t} defined in R as
∆t+1(x) = (1− αt(x)) ∆t(x) + αt(x)Ft(x)
converges to zero with probability 1 (w.p.1) when
1) 0 ≤ αt(x) ≤ 1,
∑
t αt(x) =∞,
∑
t α
2
t (x) <∞;
2) x ∈X , the set of possible states, and |X | <∞;
3) ‖E [Ft(x)|=t]‖W ≤ γ ‖∆t‖W +ct, where γ ∈ [0, 1) and
ct converges to zero w.p.1;
4) var [Ft(x)|=t] ≤ K(1 + ‖∆t‖2W ) with constant K > 0.
Here Ft denotes the filtration of an increasing sequence of
σ-fields including the history of processes; αt,∆t, Ft ∈ Ft
and ‖ · ‖W is a weighted maximum norm [30].
Proof. Similar to the proof of Theorem 1 in [33] and Corollary
5 in [34].
Our theorem and proof sketches are as follows:
Theorem 1. In a finite-state stochastic game, if Assumption
1,2 & 3, and Lemma 1’s first and second conditions are met,
then both Qa and Qb as updated by the rule of Algorithm 2 in
Eq. 15 will converge to the Nash Q-value Q∗ = (Q∗1, . . . , Q
∗
N )
with probability one.
Proof. We need to show that the third and fourth conditions
of Lemma 1 hold so that we can apply it to prove Theorem 1.
Obviously, the updates of functions Qa and Qb are symmetri-
cal, so as long as one of them is proved to converge, the other
must converge. By subtracting two sides of Eq. 15 by Q∗,
and then the following formula can be obtained by comparing
with the equation in Lemma 1:
∆t(s,a) = Q
a
t (s,a)−Q∗(s,a)
F t(st,at) = rt + γQ
b
t (st+1, a
∗)−Q∗ (st,at)
(16)
where a∗ = argmaxaQ
a(st+1,at,at). Let =t =
{Qa0,Qb0, s0,a0, α0, r1, s1, . . . , st,at} denote the σ-fields
generated by all random variables in the history of the
stochastic game up to time t. Note that Qat and Q
b
t are two
random variables derived from the historical trajectory up to
time t. Given the fact that all Qaτ and Q
b
τ with τ < t are
Ft -measurable, both ∆t and F t are therefore also Ft -
measurable.
Since the reward is bounded by some constant K in
Assumption 1, then Var[rt] <∝, the fourth condition in the
lemma holds.
Next, we show that the third condition of the lemma holds.
We can rewrite Eq. 16 as follows:
F t(st,at) = F
Q
t (st,at) + γ(Q
b
t (st+1, a
∗)−Qat (st+1, a∗))
(17)
where FQt = rt + γQ
a
t (st+1, a
∗) −Q∗ (st,at) is the value
of F t if normal MF-Q would be under consideration. In [17],
‖E[FQt |=t]‖W ≤ γ ‖∆t‖W has been proved, so in order to
meet the third condition, we identify ct = γ(Qbt (st+1, a
∗)−
Qat (st+1, a
∗)) and it is sufficient to show that ∆bat = Q
b
t−Qat
converges to zero. The update of ∆bat depends on whether Q
b
or Qa is updated, so
∆bat+1(st,at) = ∆
ba
t (st,at) + αtF
b
t (st,at), or
∆bat+1(st,at) = ∆
ba
t (st,at)− αtF bt (st,at)
(18)
where F at (st,at) = rt + γQ
b
t (st+1, a
∗) − Qat (st,at) and
F bt (st,at) = rt + γQ
a
t (st+1, b
∗) − Qbt (st,at). We define
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Fig. 1. The architecture diagram of Co-DQL for TSC. For each k =
1, . . . , N , sˆk denotes the local state information after sharing, a¯k represents
the mean action information, ak means the action will be executed, rk, rˆk
represent the immediate reward before and after reallocation, respectively.
The red arrow represents the transfer of reward information, the blue arrow
represents the transfer of action information, and the green arrow represents
the transfer of state information. The dotted line indicates disjoint.
ξbat =
1
2αt, then
E[∆bat+1(st,at)|=t] =∆bat (st,at) + E[αtF bt (st,at)
− αtF at (st,at)|=t]
=∆bat (st,at) + E[αtγ(Q
a
t (st+1, b
∗)
−Q−t (st+1, a∗))− αt(Qbt (st,at)
−Qat (st,at))|=t]
=(1− ξbat (st,at))∆bat (st,at)
+ ξbat (st,at)E[F
ba
t (st,at)|=t]
where E[F bat (st,at)|=t]=γE[Qat (st+1,a∗)−Qbt (st+1,a∗)|=t].
At each time step, one of the following two cases must hold.
Case 1: E[Qat (st+1,b∗)|=t]≥E[Qbt (st+1,a∗)|=t]. We have
Qat (st+1,a
∗)=maxQat (st+1,a)≥Qat (st+1,b∗) , therefore
|E[F bat (st,at)|=t]| = γE[Qat (st+1, b∗)−Qbt (st+1, a∗)|=t]
≤ γE[Qat (st+1, a∗)−Qbt (st+1, a∗)|=t]
≤ ‖∆bat ‖
Case 2: E[Qat (st+1, b∗) |=t] < E[Qbt (st+1, a∗) |=t]. We have
E[Qbt (st+1, b∗) |=t] ≥ E[Qbt (st+1, a∗) |=t]. Then
|E[F bat (st,at)|=t]| = γE[Qbt (st+1, e∗)−Qat (st+1, b∗)|=t]
≤ γE[Qbt (st+1, b∗)−Qat (st+1, b∗)|=t]
≤ |∆bat ‖
Hence, no matter which of the above cases is hold, we can
obtain the satisfactory result, that is, |E[F bat (st,at)|=t]| ≤
‖∆bat ‖. Then, we can apply Lemma 1 and get the convergence
of ∆bat to 0, the third condition is thus hold. Finally, with all
conditions are satisfied, Theorem 1 is proved.
IV. APPLICATION OF CO-DQL TO TSC
This section first uses MDP notations to represent the key
elements of the problem of TSC, so that Co-DQL can be used
in TSC. To facilitate the training and evaluation of the model
applied to the problem of TSC, we also introduce the simulator
of signal control.
A. Description of TSC Based on MDP Notations
Although we model the entire traffic network in a decen-
tralized way as a multi-agent structure, the global state of the
whole traffic system is still Markov, namely, the next state
only depends on the current state:
st+1 = f(st,at) (19)
where st and st+1 denotes the state of traffic system at time
step t and t + 1, at denotes the joint action of the traffic
system at time step t. Therefore, it can be modeled using
the framework of MARL described in Section II-B. Fig. 1
shows the structure of applying Co-DQL to TSC. Numbered
from 1 to N , each traffic light represents an agent. The
input information of each agent includes the shared local state
information and the mean action information calculated from
actions of the other agents in the previous time step. The action
output by the agent interacts with the environment, then the
agent gets the immediate reward after reallocation. The red
arrow represents the transfer of reward information, the blue
arrow represents the transfer of action information, and the
green arrow represents the transfer of state information. The
dotted line indicates disjoint.
The action of signal agent k at time step t can be written as
ak,t, and its local observation or state is sk,t. We set the signal
agent’s actions at each intersection has only two possible cases
{0, 1}: Green traffic lights for incoming traffic in the north
and south directions and red traffic lights in the east and west
directions at the same time, or contrary to that, so the action
space is {0, 1}m2 . The local state, which is the observation
vector sk,t, is the waiting queue density (or queue length) on
all the one-way lanes (or edges) from its neighbors to the
intersection k: sk,t = [qkn, qks, qkw, qke], where qkn, qks, qkw
and qke represent the waiting queue density in four directions
related to intersection k respectively, and they are the lanes of
vehicles driving in the direction of intersection k. The value
space of each of them can be expressed as {0, 1, 2, . . . ,maxq},
where maxq is the maximum capacity of vehicles on an lane
between every two intersections. For the peripheral signal
agent of the system, if there is no road connected to it in
a certain direction, the number of vehicles in that direction
is always zero. For simplicity, it is assumed that a normally
traveling vehicle has the same speed and can start or stop
immediately.
For any intersection signal agent k, the reward at time step
t can be calculated by the number of vehicles waiting on all
lanes towards the intersection, that is,
rk,t =
∑
j∈{n,s,w,e}
|qkj(t)| (20)
where qkj(t) is the number of vehicles that have zero speed
on lane kj leading to intersection k. To avoid changing traffic
signal too frequently, the action can be taken every ∆t time
steps, that is, a Markov state transition occurs only once every
∆t time steps. Then from the T -th to T +1-th state transition,
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Fig. 2. Illustration of the grid traffic signal system simulator. (a) global random traffic flow, (b) double-ring traffic flow, and (c) four-ring traffic flow. Each
rectangle represents an intersection and each two adjacent intersections are connected by two one-way lanes. The color of each lane implies the degree of
congestion on the road at the moment and the number in the rectangle represents the immediate reward for the current time step at the intersection.
TABLE I
PARAMETER SETTINGS FOR SIMULATOR
Parameter Type Value [unit of measure]
Normal driving time between two nodes 5 [t]
Initial vehicles in simulator 100 [veh]
New vehicles added 5;4;3 [veh/t]
Shortest route length 2 [n]
Longest route length 20 [n]
Signal agent action time interval 4 [t]
Initial random seed number 10
t means discrete time step, veh is the abbreviation of vehicle, n denotes
node, i.e. intersection. 5;4;3 [veh/t] means that the number of new vehicles
added per time step is optional and can be set to 5,4 or 3 as needed.
the intersection signal agent obtains the sum of the rewards in
∆t time steps, that is,
RT =
T∆t−1∑
t=(T−1)∆t
rt (st,at) (21)
Our goal is to minimize the total waiting time of vehicles
in the transportation system:
minpi J = E
Tmax∑
T=1
γT−1
 1
∆t
T∆t−1∑
t=(T−1)∆t
rt (st,at)

(22)
where Tmax denotes the total number of state transitions, and
the joint action a changes every ∆t time steps.
B. Description of the Simulation Platform
The simulation platform used in this experiment is a grid
TSC system based on OpenAI-gym [35]. There are three
different scenarios in the experiment: global random traffic
flow, double-ring traffic flow and four-ring traffic flow which
correspond to the three subfigures of Fig. 2 respectively.
Any rectangle k represents an intersection, i.e., a signal
agent. The number in the rectangle represents the immediate
reward for the current time step at the intersection. Every two
adjacent intersections are connected by two one-way lanes.
The color of each lane in the picture ranges from green to
red, which vaguely indicates the number of vehicles waiting
(at zero speed) on the lane. Therefore, the color of the lane to
some extent indicates the degree of congestion. Green means
unimpeded and red indicates serious congestion. During the
operation of the simulator, a certain number of vehicles will
be generated at each time step and scattered randomly in the
road network. The initial location of a vehicle in the road
network is the starting point of the vehicle. At the same time,
every newly generated vehicle will have a randomly generated
route according to a certain rule, and the vehicle will follow
the route under the restriction of traffic signals and finally it
will be removed from the road network when it reaches the
destination.
Among these three scenarios, the one difference is that the
rules of generating a driving route of a vehicle, which results
in different level of congestion at different intersections. This
can simulate the real information of the traffic flow between
the main and secondary roads in the city. In the actual traffic
network, serious congestion does often occur only in certain
specific sections. The other difference is that the number of
new vehicles added per time step is various, which can be
used to simulate different levels of traffic congestion.
The primary parameters of the simulator are listed in Table I.
The normal driving time between two intersections, that is,
the distance between two intersections, indicates that normal
driving vehicles need 5 time steps from one intersection to
an adjacent intersection. The initial number (note that it is
not the number after resetting the simulator when training
model) of vehicles in simulator is used to obtain random seeds.
The shortest route length is 2, which means that the shortest
distance that a vehicle generated in the simulator can travel
is two intersections. The longest route length is 20, which
means that the longest distance that a vehicle generated in the
simulator can travel is twenty intersections. The action time
interval of signal agent is 4, which means that a signal agent
must keep at least 4 time steps before it can change one action.
8V. NUMERICAL EXPERIMENTS AND DISCUSSIONS
A. Implementation Details of Algorithms
In order to analyze the performance of the proposed al-
gorithm, we compared it with several popular reinforcement
learning methods in the same traffic scenarios. Details of
the implementation of Co-DQL and the other methods are
described as follows:
Co-DQL: The procedure described in Section III-B is
implemented. Multilayer fully connected neural network is
used to approximate the Q-function of each agent. We use
the ReLU-activation between hidden layers, and transform the
final output of Q-network with it. All agents share the same
Q-network, the shared Q-network takes an agent embedding
as input and computes Q-value for each candidate action. We
also feed in the action approximation ak and sharing joint state
sˆk. We use the Adam optimizer with a learning rate of 0.0001.
The discounted factor γ is set to be 0.95 and the mini-batch
size is 1024. The size of replay buffer is 5×105 and τ = 0.01
for updating the target networks. The network parameters will
be updated once an episode samples are added to the replay
buffer.
Multi-Agent A2C (MA2C): The start-of-the-art MARL
(decentralized) algorithms for large-scale TSC. The hyper-
parameters of the algorithm in this experiment are basically
consistent with the original one [23].
Independent Q-learning (IQL): It has almost the same hyper-
parameters settings as Co-DQL. And the network architecture
is identical Co-DQL, except a mean action and sharing joint
state are not fed as an addition input to the Q-network.
Independent double Q-learning (IDQL): The parameter set-
ting of this method is almost the same as that of independent
Q-learning. The main difference is that the double estimators
are used when calculating the target value.
Deep deterministic policy gradient (DDPG): This is an off-
policy algorithm too. It consists of two parts: actor and critic.
Each agent is trained with DDPG algorithm and we share the
critic among all agents in each experiment and all of the actors
are kept separate. It uses the Adam optimizer with a learning
rate of 0.001 and 0.0001 for critics and actors respectively. The
settings of other parameters are the same as those of Co-DQL.
It is noteworthy that all the hyper-parameter settings of all
algorithms may affect the performance of the algorithm to a
certain extent.
B. Experiments in Different Scenarios
By training and evaluating the proposed method in different
traffic scenarios, we can further demonstrate that the proposed
method has good generality. Next, we will analyze the perfor-
mance of the algorithms in three scenarios.
1) global random traffic flow: As shown in the Fig. 3 (a),
under the condition that signal agents adopt a random strategy,
the mean reward reaches stable after about 2000 time steps,
which means that the traffic flow of the simulator reaches a
stable state too. In order to ensure the diversity of training
samples and avoid over-fitting some traffic flow states as far
as possible, we record 10 discrete simulator states (i.e. vehicle
position, driving status, signal status) after 2000 time steps
TABLE II
MODEL PERFORMANCE IN GLOBAL RANDOM TRAFFIC FLOW SCENE
Method Average Delay Time [t] Mean Episode Reward
IQL 148.500(±8.963) −11.602(±0.700)
IDQL 131.854(±7.534) −10.301(±0.589)
DDPG 111.057(±0.606) −8.676(±0.047)
MA2C 71.553(±0.5812) −5.590(±0.045)
Co-DQL 36.981(±0.509) −2.889(±0.040)
t means discrete time step.
TABLE III
MODEL PERFORMANCE IN DOUBLE-RING TRAFFIC FLOW SCENE
Method Average Delay Time [t] Mean Episode Reward
IQL 89.838(±5.645) −5.615(±0.353)
IDQL 83.921(±2.273) −5.245(±0.142)
DDPG 86.581(±1.182) −5.411(±0.074)
MA2C 58.857(±0.779) −3.679(±0.049)
Co-DQL 26.046(±0.751) −1.628(±0.047)
t means discrete time step.
as random seeds and it will be used to train and evaluate
these methods. In the global random traffic flow, we set the
number of new vehicles added at each time step to 5, which
corresponds to a high level of traffic congestion.
Result Analysis. We run 2500 episodes for training all five
models, and regularly save the trained models. The mean
reward curve of signal agents is shown in Fig. 4. It can
be seen from the figure that IQL suffers the lowest training
performance. Although IDQL is just slightly better than IQL,
the results tend to indicate that overestimation of action-value
function will damage the performance of signal control and
that using double estimators can improve the performance to
a certain extent. Interestingly, the performance of DDPG is
better than that of IDQL. We speculate that all agents sharing
critic network can implicitly transfer information, which is
beneficial to the cooperation among agents. Although MA2C
and Co-DQL both have more robust learning ability, Co-
DQL greatly outperforms all the other methods. Co-DQL uses
mean field approximation to directly model the strategies of
other agents, thus it can learn a good cooperative strategies
and minimize the total vehicle delay time of the whole
transportation system.
For each algorithm, the best model obtained in the training
process is used to test in this scenario. We evaluate all
of them over 100 episodes. Table II shows the results of
evaluation. Average delay time is calculated from the total
delay time of vehicles in the whole transportation system
during a complete episode. The standard deviation is given
in parentheses after the mean value. Co-DQL greatly reduces
the average delay time compared with the other methods.
The results are basically consistent with the trained model
performance, which shows the validity of our trained model.
2) double-ring traffic flow : Fig. 3 (b) shows the mean
reward curve of agents using random strategies in double-ring
traffic flow scene. Similarly, 10 simulator states are selected
as seeds. In this scenario, we set the number of new vehicles
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Fig. 3. Illustration of mean reward change curve of signal agents using random strategy in various traffic flows scenarios. (a) mean reward change curve
of signal agent in global random traffic flow scene, (b) mean reward change curve of signal agent in double-ring traffic flow scene, and (c) mean reward
change curve of signal agent in four-ring traffic flow scene. At the beginning, there are fewer vehicles running in the simulator. With the addition of a certain
number of vehicles to the simulator at each time step, the level of congestion is getting worse and worse, and the mean rewards for signal agents are getting
smaller and smaller. As the vehicle arriving at the destination will be removed from the simulator, the traffic flow in the simulator will reach a stable range.
We intercept a certain number of simulator states after traffic flow stabilization as the initial state distribution of the simulator when training and evaluating
our methods.
0 500 1000 1500 2000 2500
Episode
22.5
20.0
17.5
15.0
12.5
10.0
7.5
5.0
2.5
Me
an
 e
pi
so
de
 re
wa
rd
IQL
IDQL
DDPG
MA2C
Co-DQL
Fig. 4. Reward curve of signal agent during training in the global random
traffic flow scene.
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Fig. 5. Reward curve of signal agent during training in the double-ring traffic
flow scene.
added to the network at each time step to 4, which corresponds
to a medium level of traffic congestion. The other parameters
of the simulator and all the algorithms are the same as those
in Section V-B1.
Result Analysis. Similarly, we train all the models in this
scenario and save the model with the best training perfor-
mance. The mean reward curve is shown in Fig. 5. As
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Fig. 6. Reward curve of signal agent during training in the four-ring traffic
flow scene.
TABLE IV
MODEL PERFORMANCE IN FOUR-RING TRAFFIC FLOW SCENE
Method Average Delay Time [t] Mean Episode Reward
IQL 168.526(±2.673) −7.900(±0.125)
IDQL 143.986(±3.761) −6.749(±0.176)
DDPG 116.823(±1.610) −5.476(±0.075)
MA2C 77.633(±0.660) −3.639(±0.031)
Co-DQL 37.174(±0.937) −1.743(±0.044)
t means discrete time step.
expected, the training performance of Co-DQL method still
outperforms all the other methods. In addition, mainly due
to the information transfer among agents, MA2C can obtain
better training results in contrast to the independent agent
methods, that is, IQL and IDQL. However, although the
convergence rates of DDPG, IQL and IDQL are different, the
final training results are basically similar. This may be because
the problem of double-ring traffic flow is relatively simple, so
these three methods can achieve relatively consistent results
and the overestimation of IQL does not significantly affect
the performance. In this scenario, the evaluation results are
shown in Table III. Co-DQL can obtain shorter average delay
time and smaller standard deviations than other methods.
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Fig. 8. Average Delay Time Comparison for Testing the Corresponding Model
in Different Traffic Flow Scenarios.
3) four-ring traffic flow: According to the curve of Fig. 3
(c), the seeds are selected for the four-ring traffic flow. In
this scenario, In order to simulate traffic conditions with low
level of traffic congestion, we set the number of new vehicles
added to the road network at each time step to 3. The other
parameters of the simulator are set in the same way as other
scenarios.
Result Analysis. The training curve in this scenario is shown
in Fig. 6. The trained model is used to test in this scenario,
and the test results are shown in Table IV. In this scenario, the
training performance of IDQL is significantly better than that
of IQL without double estimators. The learning process of Co-
DQL, MA2C and DDPG is relatively stable and the standard
deviation in the evaluation process is smaller than that of IQL
and IDQL, this may be due to that these three methods share
information in different ways among agents. But ultimately,
Co-DQL achieves the shortest average delay time by means
of mean field approximation for opponent modeling and local
information sharing.
C. Discussions
In order to more clearly assess the performance of various
models under different traffic flow types and different level
of traffic congestion, we make a direct comparison in Fig. 7
and Fig. 8. These figures show the results of our evaluation
in three scenarios, respectively, on mean episode reward and
average delay time.
As seen from Fig. 7 (blue bar), all methods have a smaller
mean episode reward in the global random traffic flow scene
than in the other scenarios, which is due to the highest level
of traffic congestion and the largest traffic volume in this
scenario. According to Fig. 8 (green bar), although the mean
episode reward level of each evaluation model in the four-ring
traffic flow scenario is moderate, the average delay time of
vehicles in this scenario is the longest, this may be due to the
low level of traffic congestion and fewer vehicles, so although
the total delay time may be not long, it may lead to higher
average delay of vehicles.
Although the traffic volume of double-ring vehicle flow
scene is larger than that of four-ring vehicle flow scene,
the evaluation results in the former scene (orange bar) are
even slightly better than the latter (green bar), regardless of
the mean episode reward of agent or the average waiting
time of vehicle. The analysis shows that the double-ring
traffic flow scenario just needs the cooperation between two
groups of agents, namely, the cooperation of signal agents
in the inner and outer loop, while the four-ring traffic flow
scenario needs the collaboration among four groups, so the
cooperation task of signal agents in the latter may be more
complex. Considering the three traffic scenarios, the effect of
overestimation on the performance of the algorithm is different
under various training tasks, but in general, the performance of
the algorithms with double estimators is always better than that
of the algorithms without double estimators. And in training
and testing stage, Co-DQL can always make agents obtain
more rewards and shorter average delay time than the state-
of-the-art decentralized MARL algorithms.
VI. CONCLUSION
When to design a multi-agent reinforcement learning algo-
rithm, a critical challenge is how to make the agents efficiently
cooperate, and one of the breach of realize is properly estimat-
ing the Q values and sharing local information among agents.
Along this line of thought, this paper developed Co-DQL,
which takes advantage of some important ideas studied in the
literature. In more detail, Co-DQL employs an independent
double Q-learning method based on double estimators and the
UCB exploration, which can eliminate the over-estimation of
traditional independent Q-learning while ensuring exploration.
It adopts mean field approximation to model the interaction
among agents in order to learn a better cooperative strategy.
In addition, we presented a reward allocation mechanism and
a local state sharing method. Based on the characteristics of
TSC, we gave the details of the algorithmic elements. To
validate the performance of the proposed algorithm, we tested
Co-DQL on the multi-traffic signal simulator. Compared with
several algorithms ( i.e., independent Q-learning, independent
double Q-learning, DDPG and Multi-agent A2C), Co-DQL
can provide promising results.
In the future, we hope to further test Co-DQL on the real
signal networks. In addition, we will consider other approaches
on large-scale multi-agent reinforcement learning such as
hierarchical architecture [36] [37].
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