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We show tight convergence rate bounds for gradient descent and
MM algorithms for maximum likelihood estimation and maximum
aposteriori probability estimation of a popular Bayesian inference
method for generalized Bradley-Terry models. This class of models
includes the Bradley-Terry model of paired comparisons, the Rao-
Kupper model of paired comparisons with ties, the Luce choice model,
and the Plackett-Luce ranking model. Our results show that MM al-
gorithms have same convergence rates as gradient descent algorithms
up to constant factors. For the maximum likelihood estimation, the
convergence is linear with the rate crucially determined by the alge-
braic connectivity of the matrix of item pair co-occurrences in ob-
served comparison data. For the Bayesian inference, the convergence
rate is also linear, with the rate determined by a parameter of the
prior distribution in a way that can make convergence arbitrarily slow
for small values of this parameter. We propose a simple, first-order
acceleration method that resolves the slow convergence issue.
1. Introduction. According to the Bradley-Terry model of paired com-
parisons [5], comparisons of pairs of items are independent and the outcome
of each comparison of items i and j is one of the items winning with
(1.1) Pr[i wins against j] =
θi
θi + θj
where θi is a positive-valued parameter representing the strength of item i.
The Bradley-Terry model dates back to 1929, from the early work of Zer-
melo [49], and was subsequently popularized by the work of Bradley and
Terry [5, 4]. David [10] covers early references. The Bradley-Terry model
was studied by many, e.g. [15, 11, 12, 43], and is covered by classic books
on categorical data analysis [1]. The original Bradley-Terry model has been
extended in various directions, e.g. to allow for tie outcomes (e.g. the Rao-
Kupper model [40]), choice (the Luce choice model [31]) and ranking out-
comes (the Plackett-Luce ranking model [37]) for comparison sets of two
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or more items, as well as group comparisons (e.g. [22, 21]). These models
are commonly referred to as generalized Bradley-Terry models. They can
be derived from suitably defined latent variable models, where each item is
associated with a latent performance random variable. This latent variable
representation is in spirit of the well-known Thurstone model of compar-
ative judgment [45]. Statistical models of paired comparisons have been a
subject of intense recent research focused on characterization of the accuracy
of parameter estimators and proposing new, scalable parameter estimation
methods [18, 48, 19, 39, 9, 42, 47, 27, 35].
Statistical models of ranking data play an important role in applications.
The Bradley-Terry model of paired comparisons underlies the design of the
Elo rating system, used for rating skills of chess players [13]. Extensions
to team competitions and tie outcomes were implemented in popular on-
line gaming platforms, e.g. TrueSkill rating system [20]. The generalized
Bradley-Terry type of models have been used for estimation of relevance of
items in information retrieval applications, e.g. learning to rank [7, 30]. Sta-
tistical models of paired comparisons are used in timely applications such
as evaluation of reinforcement learning algorithms [2].
An iterative optimization algorithm for maximum likelihood (ML) esti-
mation of the Bradley-Terry model parameter vector has been known since
the original work of Zermelo [49]. Lange, Hunter and Yang [29] showed that
this algorithm belongs to the class of MM optimization algorithms. Here MM
refers to either minorize-maximization or majorize-minimization, depending
on whether the optimization problem is a maximization or a minimization
problem. The book by Lange [28] provides an excellent account on MM op-
timization algorithms while [25] provides a tutorial. Recent work by Mairal
[32] provides results on the convergence of MM algorithms.
In a seminal paper, Hunter [24] derived MM algorithms for generalized
Bradley-Terry models and sufficient conditions for their convergence to max-
imum likelihood estimators using the framework of MM optimization algo-
rithms. For the Bradley-Terry model of paired comparisons, a necessary and
sufficient condition for the existence of a maximum likelihood estimator is
that the directed graph whose vertices correspond to items and edges rep-
resent outcomes of paired comparisons is connected. In other words, there
exists no partition of items in two disjoint sets such that none of the items
in one partition won against an item in other partition.
A Bayesian inference method for generalized Bradley-Terry models was
proposed by Caron and Doucet [8], showing that classical MM algorithms
can be reinterpreted as special instances of Expectation-Maximization (EM)
algorithms associated with suitably defined latent variables and proposed
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some original extensions. This amounts to MM algorithms for maximum
aposteriori probability (MAP) parameter estimation, for a specific family
of prior distributions. Specifically, the prior distribution is a product-form
distribution with Gamma(α, β) marginal distributions, with the shape pa-
rameter α ≥ 1 and the rate parameter β > 0. Unlike to the ML estimation
case, the MAP estimator is guaranteed to exist, for any observed data.
The MM algorithms for fitting generalized Bradley-Terry models are im-
plemented in popular CRAN packages BradleyTerry2 [46] and BradleyTer-
ryScalable [26], for ML and MAP estimation, respectively. They are also
implemented in Python packages such as Choix [33].
While the conditions for convergence of MM algorithms for generalized
Bradley-Terry models are well known, to the best of our knowledge, not
much was known about their convergence rates for either ML or MAP esti-
mation. In this paper, we address this by providing tight characterizations
of convergence rates. Our results identify key properties of input comparison
data that determine convergence rates, and in the case of MAP estimation,
how the convergence rates depend on parameters of the prior distribution.
Our results reveal that popular MM algorithms used for MAP estimation for
generalized Bradley-Terry models can have a slow convergence for certain
values of parameters of the prior distribution. We address this by proposing a
new, first-order acceleration method. We summarize our main contributions
in some more details as follows.
Summary of our contributions. We present tight characterizations of
the rate of convergence of gradient descent and MM algorithms for ML and
MAP estimation for generalized Bradley-Terry models. Our results show
that both gradient descent and MM algorithms have linear convergence with
rates of convergence that differ only in constant factors. We provide explicit
characterizations of the rate of convergence bounds that provide insights
into the key properties of the observed comparison data that determine the
rate of convergence.
We show that the rate of convergence critically depends on the proper-
ties of matrix M defined as the matrix of item pair co-occurrences in the
observed comparison data. Specifically, two key properties are: (a) the max-
imum number of paired comparisons per item (denoted as d(M)) and (b)
the algebraic connectivity of matrix M (denoted as a(M)). Intuitively, a(M)
quantifies how well is the graph of paired comparisons connected. Formally,
a(M) is the Fiedler value (eigenvalue) [14], defined as the second smallest
eigenvalue of the Laplacian matrix LM = DM−M, where DM is a diagonal
matrix whose diagonal elements are the row sums of M.
Our results imply the following bounds on the convergence time, defined
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as the number of iterations for an iterative optimization algorithm to reach
the value of the underlying objective function that is within a given error
tolerance parameter  > 0 of the optimum value.
For the ML objective, the convergence time satisfies
(1.2) TML = O
(
d(M)
a(M)
log(1/)
)
.
This reveals that the rate of convergence critically depends on the connec-
tivity of the graph of paired comparisons in the observed data.
On the other hand, for the MAP estimation, we show that the convergence
time satisfies
(1.3) TMAP = O
((
1 +
d(M)
β
)
log(1/)
)
where, recall, β > 0 is the rate parameter of the Gamma prior distribution.
This bound is shown to be tight for some input data instances. This shows
that the MAP estimation can be arbitrarily slow by taking small enough
parameter β. The small values of parameter β correspond to less informative
(more vague) prior distributions.
Our results identify a slow rate of convergence issue for gradient descent
and MM algorithms in the case of MAP estimation. While the MAP esti-
mation resolves the non-existence of a maximum likelihood estimator when
the graph of paired comparisons is disconnected, it can have much slower
convergence than ML when the graph of paired comparisons is connected.
Perhaps surprisingly, the rate of convergence has a discontinuity at β = 0
in the sense that for α = 1 and β = 0, the MM algorithm for the MAP es-
timation boils down to the classic MM algorithm for ML estimation, and in
this case the convergence bound (1.2) holds, while for the MAP estimation,
the convergence time grows arbitrarily large as β approaches 0 from above.
We propose a simple first-order acceleration method for the MAP estima-
tion whose convergence time satisfies
(1.4) TMAPAcc = O
(
min
{
d(M)
a(M)
,
d(M)
β
}
log(1/)
)
.
This acceleration method resolves the slow convergence issue of standard
MM algorithms for the MAP estimation for generalized Bradley-Terry mod-
els. Note that this accelerated method does not have a discontinuity at β = 0
with respect to the rate of convergence: as β approaches 0 from above, the
convergence time bound corresponds to that of the MM algorithm for ML
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estimation. The acceleration method applies a transformation of the pa-
rameter vector in each iteration of the gradient descent or MM algorithm
in a way that ensures moving in directions in which the objective function
has certain smoothness and strong convexity properties. The acceleration
method is derived by using a theoretical framework that may be of general
interest. This framework can be applied to different statistical models of
ranking data and prior distributions for Bayesian inference of these models.
We present numerical evaluation results for the convergence rate of differ-
ent iterative optimization algorithms using input data comparisons from a
collection of real-world datasets. These results demonstrate the extent of the
slow convergence issue of the existing MM algorithms for MAP estimation
and show significant speed ups achieved by our accelerated MM algorithms.
Our theoretical results are established by using the framework of convex
optimization analysis and spectral theory of matrices. In particular, the con-
vergence rate bounds are obtained using the concepts such as smoothness,
strong convexity, and Polyak-Loyasiewicz condition. We derived accelerated
iterative optimization algorithms based on a general approach that may be
of independent interest. This approach amounts to transforming the param-
eter estimator in each iteration such that certain conditions hold for the
gradient vector and the Hessian matrix of the objective function. In par-
ticular, the transformation ensures orthogonality of the gradient vector to
a vector that is an eigenvector of the Hessian matrix, which corresponds
to an eigenvalue of small value. For generalized Bradley-Terry models, this
transformation is simple to implement.
Organization of the paper. In Section 2, we introduce various instances
of generalized Bradley-Terry models, ML and MAP model fitting objectives,
gradient descent and MM algorithms, and some key concepts of convex op-
timization that we use in the paper. Section 3 contains our main results
on the characterization of convergence rates of gradient descent and MM
algorithms, where for simplicity of exposition, we focus only on the Bradley-
Terry model of paired comparisons. Section 4 presents our accelerated al-
gorithm for MAP estimation. In Section 5 we show how our results extend
to other instances of generalized Bradley-Terry model. Section 6 presents
numerical results. We discuss our results and conclude in Section 7. All our
proofs are provided in Appendix.
2. Preliminaries. In this section we introduce several instances of gen-
eralized Bradley-Terry models, define maximum likelihood and maximum
aposteriori probability estimation, and define some basic concepts from con-
vex optimization analysis that we use throughout the paper.
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2.1. Generalized Bradley-Terry models.
Bradley-Terry model of paired comparisons. According to the Bradley-
Terry model, each paired comparison of items i and j has two possible
outcomes: either i wins against j (i  j) or j wins against i (j  i). The
distribution of the outcomes is given by
Pr[i  j] = e
wi
ewi + ewj
where w = (w1, w2, . . . , wn)
> ∈ IRn are model parameters.
Rao-Kupper model of paired comparisons with ties. The Rao-Kupper model
is such that each paired comparison of items i and j has three possible
outcomes: either i  j or j  i or i ≡ j (tie). The model is defined by the
probability distribution of outcomes that is given by
Pr[i  j] = e
wi
ewi + θewj
and
Pr[i ≡ j] = (θ
2 − 1)ewiewj
(ewi + θewj )(θewi + ewj )
where w = (w1, w2, . . . , wn)
> ∈ IRn and θ ≥ 1 are model parameters.
The larger the value of parameter θ, the more mass is put on the tie
outcome. For the value of parameter θ = 1, the model corresponds to the
Bradley-Terry model for paired comparisons.
Luce choice model. The Luce choice model is a natural generalization of
the Bradley-Terry model of paired comparisons to comparison sets of two or
more items. For any given comparison set S ⊆ N = {1, 2, . . . , n} of two or
more items, the outcome is a choice of one item i ∈ S (an event we denote
as i  S) which occurs with probability
Pr[i  S] = e
wi∑
j∈S ewj
where w = (w1, w2, . . . , wn)
> ∈ IRn are model parameters.
We will use the following definitions and notation. Let T be the set of
ordered sequences of two or more items from N such that for each y =
(y1, y2, . . . , yk) ∈ T , y1 is an arbitrary item and y2, . . . , yk are sorted in
lexicographical order. We can interpret each y = (y1, y2, . . . , yk) ∈ T as a
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choice of item y1 from the set of items {y1, y2, . . . , yk}. According to the
Luce’s choice model, the probability of outcome y is given by
Pr[Y = (y1, y2, . . . , yk)] =
ewy1∑
j∈y ewj
.
We denote with dy the number of observed outcomes y in the input data.
For each y ∈ T , let |y| denote the number of items in y.
Plackett-Luce ranking model. The Plackett-Luce ranking model is a model
of full rankings: for each comparison set of items S ⊆ N = {1, 2, . . . , n},
the set of possible outcomes contains all possible permutations of items in
S. The distribution over possible outcomes is defined as follows. Let T be
the set of all possible permutations of subsets of two or more items from
N . Each y = (y1, y2, . . . , yk) ∈ T corresponds to a permutation of the set of
items S = {y1, y2, . . . , yk}. The probability of outcome y is given by
Pr[Y = (y1, y2, . . . , yk)] =
ewy1∑k
j=1 e
wyj
ewy2∑k
j=2 e
wyj
· · · e
wyk−1∑k
j=k−1 e
wyj
where w = (w1, w2, . . . , wn)
> ∈ IRn are model parameters.
The model has an intuitive explanation as a sampling of items without
replacement proportional to the item weights ewi . The Plackett-Luce ranking
model corresponds to the Bradley-Terry model of paired comparisons when
the comparison sets consist of two items. We denote with dy the number of
observed outcomes y in the input data.
2.2. ML and MAP estimation. Let ` : IRn → IR be the log-likelihood
function of the model under consideration. The maximum likelihood esti-
mator wML is defined as follows
wML = arg max
w∈IRn
`(w).
For generalized Bradley-Terry models, we can express the log-likelihood
function as
`(w) =
∑
y∈T
dy log(pw(y))
where T is the set of all possible outcomes of comparisons, dy is the number
of observations of y in the input data and pw(y) is probability of observing
outcome y according to the underlying model with parameter vector w.
We will consider the negative log-likelihood function f , defined as f(w) =
−`(w) for w ∈ IRn. Indeed, wML = arg minw∈IRn f(w).
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The MAP estimation is defined by following the Bayesian approach under
which w is assumed to be a random variable with a given prior distribution
p0. Conditional on the observed data D, the posterior distribution of w is
given by the Bayes’ formula:
p(w | D) = p(D | w)p0(w)
p(D)
.
The log-aposteriori probability function, defined as ρ(w) = log(p(w | D)),
can be written as
ρ(w) = `(w) + `0(w) + const
where ` is the log-likelihood function and `0 is the prior log-likelihood func-
tion `0(w) = log(p0(w)).
The maximum aposteriori probability estimator is defined as
wMAP = arg max
w∈IRn
ρ(w).
2.3. Gradient descent and MM algorithms. Let f : IRn → IR be a differ-
entiable function. The gradient descent algorithm for minimizing function f
in a general form is defined by
x(t+1) = x(t) − ηtB−1t ∇f(x(t))
where ηt is the step size, Bt is an invertible matrix, and∇f(x) is the gradient
vector of f at point x. If Bt is the identity matrix, we have the standard
gradient descent algorithm. On the other hand, if Bt = ∇2f(x(t)), where
∇2f(x) is the Hessian matrix of f at x, we have the Newton’s algorithm.
The standard gradient descent algorithm is a first-order method because it
requires only access to the value of ∇f(x) for a query point x.
In this paper, we only consider the standard gradient algorithm with
constant step size η, we refer to as gradient descent algorithm, i.e.
(2.1) x(t+1) = x(t) − η∇f(x(t)).
The MM algorithm for minimizing function f is defined by minimizing a
surrogate function that majorizes function f . A surrogate function g(x; y)
is said to be a majorant function of f if f(x) ≤ g(x; y) and f(x) = g(x; x)
for all x and y. The MM algorithm is defined by the iteration:
(2.2) x(t+1) = arg min
x
g(x; x(t)).
For maximizing a function f , we can analogously define the MM algorithm
as minimization of a surrogate function g that minorizes function f . In
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particular, we consider a majorization surrogate function for minimization
of a convex function, and a minorization surrogate function for maximization
of a concave function.
The log-likelihood function of the Bradley-Terry model of paired compar-
isons is minorized by function
(2.3) `(x; y) =
n∑
i=1
∑
j 6=i
di,j
(
xi − e
xi + exj
eyi + eyj
− log (eyi + eyj ) + 1
)
where di,j is the number of observed paired comparisons such that i  j.
Here, we utilize the facts that log(x) ≤ x − 1 and the equality holds if and
only if x = 1 to break log(exi + exj ) terms in the log-likelihood functions.
The optimal point that maximizies the minorization function admits a
simple closed form, which yields the classic MM algorithm [15, 24] for the
ML estimation: for i = 1, 2, . . . , n,
(2.4) ew
(t+1)
i =
∑
j 6=i
di,j
∑
j 6=i
mi,j
ew
(t)
i + ew
(t)
j
−1 .
Similar surrogate functions and MM algorithms are known for generalized
Bradley-Terry models, which are provided in Section 5.
2.4. Convex optimization analysis. Here we review some basic concepts
of convex optimization analysis that are used throughout the paper.
Strong convexity. Function f : IRn → IR is said to be γ-strongly convex on
X if it satisfies the following subgradient inequality:
f(x)− f(y) ≤ ∇f(x)>(x− y)− γ
2
||x− y||2, for all x,y ∈ X .
Function f is γ-strongly convex on X if, and only if, f(x)− γ2 ||x||2 is convex
on X . If f is twice differentiable, then the eigenvalues of the Hessian of f
are larger than or equal to γ, i.e. ∇2f(x)  γIn for all x ∈ X .
Smoothness. Function f is said to be µ-smooth on X if its gradient vector
∇f is µ-Lipschitz on X , i.e.
||∇f(x)−∇f(y)|| ≤ µ||x− y||, for all x,y ∈ X .
If f is twice differentiable, then µ-smoothness is equivalent to the largest
eigenvalue of the Hessian of f being smaller than or equal to µ at any point,
i.e. ∇2f(x)  µIn, for all x ∈ X .
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For any function f that is µ-smooth on X , the following property holds
(see e.g. Lemma 3.4 [6]):
(2.5) |f(x)− f(y)−∇f(y)>(x− y)| ≤ µ
2
||x− y||2 for all x,y ∈ X .
Polyak-Lojasiewicz (PL) inequality [38]. Function f is said to satisfy the
Polyak-Lojasiewicz inequality on X if there exists γ > 0 such that
(2.6) f(x)− f(x∗) ≤ 1
2γ
||∇f(x)||2 for all x ∈ X
where x∗ is a minimizer of f . When the PL inequality holds on X , for a
specific value of γ, we say that γ-PL inequality holds on X .
If f is γ-strongly convex on X , then f satisfies the γ-PL inequality on X .
Linear convergence. A sequence f(x(0)), f(x(1)), . . . is said to converge lin-
early to f(x∗) as t goes to infinity, if there exists c ∈ (0, 1) such that
lim
t→∞
f(x(t+1))− f(x∗)
f(x(t))− f(x∗) = c
where f(x∗) is the optimum value. The value c is referred to as the rate of
convergence. We define c¯ ∈ (0, 1) as the rate of convergence bound, if for
some t0 ≥ 0,
f(x(t+1))− f(x∗) ≤ c¯(f(x(t))− f(x∗)) for all t ≥ t0.
Note that any rate of convergence bound is an upper bound on the rate of
convergence.
For a convergent sequence f(x(0)), f(x(1)), . . . to f(x∗) and a tolerance
parameter  ∈ (0, 1], let T be the smallest integer t ≥ 0 such that |f(x(t))−
f(x∗)| ≤ . We refer to T as the -convergence time, or simply the conver-
gence time. If f(x(0)), f(x(1)), . . . is a linearly convergent sequence with the
rate of convergence bound c¯, then
T = O
(
1
1− c¯ log(1/)
)
.
3. Convergence rates for the Bradley-Terry model. In this sec-
tion, we provide the rate of convergence characterizations for gradient de-
scent and MM algorithms for ML and MAP estimation for the Bradley-
Terry model of paired comparisons. We first establish general convergence
theorems that hold for any strongly convex and smooth function f , which
characterize the rate of convergence in terms of the strong-convexity and
smoothness parameters of f , and a smoothness parameter of the surrogate
function of the MM algorithm. The rate of convergence bounds are then
derived for the Bradley-Terry model by applying these general theorems.
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3.1. General convergence theorems. It is a well-known fact that gradient
descent algorithm (2.1) with a suitable choice of the step size η has linear
convergence with the rate of convergence 1 − γ/µ < 1, for any γ-strictly
convex and µ-smooth function. This result is due to Nesterov [36] and a
simple proof can be found in Boyd and Vandenberghe [3], Chapter 9.3.
The linear convergence and the rate of convergence bound follow from the
following fact, which we note for future reference.
Theorem 3.1 (gradient descent). Suppose f is a convex function that
is µ-smooth on Xµ and that satisfies the γ-PL inequality on Xγ. Let x∗ be
the minimizer of f and x(t+1) be according to the gradient descent algorithm
(2.1) with step size η = 1/µ. Then, if x(t) ∈ Xγ and x(t+1) ∈ Xµ, we have
f(x(t+1))− f(x∗) ≤
(
1− γ
µ
)
(f(x(t))− f(x∗)).
Proof of Theorem 3.1 is provided in Appendix A.1.
We next show a theorem that establishes linear convergence of MM al-
gorithms for any function that satisfies certain smoothness and strong con-
vexity conditions and a surrogate function g that satisfies a smoothness
condition with respect to f .
Theorem 3.2 (MM). Suppose f is a convex function that is µ-smooth
on Xµ and that satisfies the γ-PL inequality on Xγ ⊆ Xµ, and g is a majorant
surrogate function of f such that for some δ > 0, g(x; y)−f(x) ≤ δ2 ||x−y||2
for all x,y ∈ Xµ. Let x∗ be the minimizer of f and x(t+1) be according to
the MM algorithm (2.2). Then, if x(t) ∈ Xγ and x(t) − 1µ+δ∇f(x(t)) ∈ Xµ,
we have
f(x(t+1))− f(x∗) ≤
(
1− γ
µ+ δ
)
(f(x(t))− f(x∗)).
Proof of Theorem 3.2 is provided in Appendix A.2.
The smoothness condition imposed on the surrogate function g in The-
orem 3.2 is related to the notion of the first-order surrogate functions in-
troduced by Mairal [32]. A surrogate function g is said to be a first-order
surrogate function of f on X if g is a surrogate function of f on X and the
error function defined by h(x; y) = g(x; y) − f(x) is µ0-smooth on X for
some µ0 > 0. If g is a first-order surrogate function of f on X with parame-
ter µ0, then g(x; y)− f(x) ≤ µ02 ||x−y||2, for all x,y ∈ X (Lemma 2.3 [32]).
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Thus, requiring that g is a first-order surrogate function of f on Xµ with
parameter δ is a sufficient condition for the condition on g in Theorem 3.2.
A set of sufficient conditions for linear convergence of MM algorithms was
found by Mairal [32] (Proposition 2.7 therein). These conditions require that
g is a first-order surrogate function of f . The result can be summarized as
follows. Suppose that f is γ-strongly convex on Xγ and g is a first-order
surrogate function of f on Xµ with parameter µ0. Let x(t+1) be according
to the MM algorithm. Then, if x(t) ∈ Xγ and x(t+1) ∈ Xµ, then
f(x(t+1))− f(x∗)) ≤ c(f(x(t))− f(x∗))
where
c =
{
µ0
γ , if γ > 2µ0
1− γ4µ0 , if γ ≤ 2µ0.
The rate of convergence bounds derived from Theorem 3.2 can be tighter
than those derived from Proposition 2.7 in [32]. We provide a more detailed
discussion in Appendix A.3.
From Theorems 3.1 and 3.2, we observe that the MM algorithm has the
same rate of convergence bound as the gradient descent algorithm except
for the smoothness parameter µ being enlarged for value δ. If δ ≤ cµ, for
a constant c > 0, then the MM algorithm has essentially the same rate of
convergence bound as gradient descent algorithm, which differs only for a
constant factor.
The following lemma is instrumental for deducing that a function f sat-
isfies the γ-PL inequality from a γ-strong convexity condition on f .
Lemma 3.1. Suppose that X is a convex set such that f is γ-strongly
convex on X0 = X ∩ {x ∈ IRn : x>1 = 0}. Assume that f is such that
(C1) f(Πc(x)) = f(x) and (C2) ∇f(Πc(x)) = ∇f(x) for all x ∈ X and all
Πc(x) = x + c1 for c ∈ IR. Then, f satisfies the γ-PL inequality on X .
The proof of Lemma 3.1 follows by noting that if f is γ-strongly convex
on X0, then it satisfies the γ-PL inequality on X0. Since for every x ∈ X ,
x = x′ + c1 for some x′ ∈ X0 and c ∈ IR, by conditions (C1) and (C2) and
the definition of the γ-PL inequality (2.6), it follows that if γ-PL inequality
holds on X0, it holds as well on X .
Conditions (C1) and (C2) are satisfied by negative log-likelihood functions
for generalized Bradley-Terry models.
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3.2. Maximum likelihood estimation. For the Bradley-Terry model, the
log-likelihood function can be written as:
(3.1) `(w) =
n∑
i=1
∑
j 6=i
di,j (wi − log (ewi + ewj ))
where di,j is the number of observed paired comparisons such that i  j.
The negative log-likelihood function has the following properties. We use
λi(A) to denote the i-th smallest eigenvalue of matrix A.
Lemma 3.2. The negative log-likelihood function for the Bradley-Terry
model is γ-strongly convex on Wω,0 = Wω ∩ {w ∈ IRn : w>1 = 0}, where
Wω = {w ∈ IRn : ||w||∞ ≤ ω}, and µ-smooth on IRn with
γ = cωλ2(LM) and µ =
1
4
λn(LM)
where cω = 1/(e
−ω + eω)2.
Proof of Lemma 3.2 is provided in Appendix A.4.
By Lemma 3.2, the smoothness parameter µ is proportional to the largest
eigenvalue of the Laplacian matrix LM. By Gershgorin circle theorem, e.g.
Theorem 7.2.1 in [16], we have λn(LM) ≤ 2d(M). Thus, we can take µ =
d(M)/2. We will express all our convergence time results in terms of d(M)
instead of λn(LM). This is a tight characterization up to constant factors.
When M is a graph adjacency matrix, then λn(LM) ≥ d(M) + 1 [17]. In
the context of comparisons, d(M) has an intuitive interpretation as the
maximum number of observed paired comparisons involving an item.
Since the log-likelihood function (3.1) satisfies conditions (C1) and (C2)
of Lemma 3.1, combining with Lemma 3.2, we observe that the negative log-
likelihood function satisfies the γ-PL inequality on Wω with γ = cωa(M).
Furthermore, by Lemma 3.2, the negative log-likelihood function is µ-smooth
on IRn with µ = d(M)/2. Combining these facts with Theorem 3.1, we obtain
the following corollary:
Corollary 3.1 (gradient descent). Assume that w∗ is the maximum
likelihood estimate in Wω = {w : IRn : ||w||∞ ≤ ω}, and that w(t+1) is
according to gradient descent algorithm with step size η = 2/d(M). Then, if
w(t) ∈ Wω, we have
`(w∗)− `(w(t+1)) ≤
(
1− 2cω a(M)
d(M)
)
(`(w∗)− `(w(t))).
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The result in Corollary 3.1 implies linear convergence with the rate of
convergence bound 1 − 2cωa(M)/d(M). Hence, we have the following con-
vergence time bound:
(3.2) T = O
(
d(M)
a(M)
log(1/)
)
.
We next consider the classic MM algorithm given in (2.4), which can be
written as: for i = 1, 2, . . . , n,
(3.3) w
(t+1)
i = log
 n∑
j=1
di,j
− log
 n∑
j=1
mi,j
ew
(t)
i + ew
(t)
j
 .
The classic MM algorithm is derived for the surrogate function `(x; y) given
by (2.3). This surrogate function has the following smoothness property:
Lemma 3.3. For all x,y ∈ [−ω, ω]n, `(x; y)− `(x) ≥ − δ2‖x−y‖2 where
δ =
1
2
e2ωd(M).
Proof of Lemma 3.3 is provided in Appendix A.5. As a side remark, we
note that ` is a first-order surrogate function of ` on [−ω, ω]n with δ as
defined in Lemma 3.3. We discuss this in more details in Appendix A.6.
By Theorem 3.2 and Lemmas 3.1, 3.2 and 3.3, we have the following
corollary:
Corollary 3.2 (MM). Assume that w∗ is the maximum likelihood es-
timate in Wω = {w : IRn : ||w||∞ ≤ ω}, and that w(t+1) is according to the
MM algorithm. Then, if w(t) ∈ Wω, we have
`(w∗)− `(w(t+1)) ≤
(
1− 2c′ω
a(M)
d(M)
)
(`(w∗)− `(w(t)))
where c′ω = 1/[(e−ω + eω)2(1 + e2ω)].
From Corollaries 3.1 and 3.2, we observe that both gradient descent
and MM algorithms have the rate of convergence bound of the form 1 −
ca(M)/d(M) for some constant c > 0. The only difference is the value of
constant c which in general admits different values. This shows that both
gradient descent and MM algorithm have linear convergence, and conver-
gence time bound (3.2).
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3.3. Maximum aposteriori probability estimation. Following Caron and
Doucet [8], we consider the MAP estimation of w with the prior distribution
of product-form and marginal distributions such that ewi has a Gamma
distribution with the shape parameter α and the inverse scale parameter β,
G(x;α, β) = β
α
Γ(α)
xα−1e−βx.
The log-aposteriori probability function can be written as ρ(w) = `(w) +
`0(w) + const where ` is the log-likelihood function given by (3.1) and `0 is
the log-likelihood of the prior distribution that is given as follows
(3.4) `0(w) =
n∑
i=1
((α− 1)wi − βewi) .
For the choice of parameters α = 1 and β = 0, the log-aposteriori proba-
bility function corresponds to the log-likelihood function.
Lemma 3.4. The negative log-aposteriori probability function for the
Bradley-Terry model and the Gamma(α, β) prior is γ-strongly convex and
µ-smooth on Wω = {w ∈ IRn : ||w||∞ ≤ ω} with
γ = e−ωβ and µ =
1
4
λn(LM) + e
ωβ.
Proof of Lemma 3.4 is provided in Appendix 3.4.
By Theorem 3.1 and Lemma 3.4, we have the following corollary:
Corollary 3.3 (gradient descent). Suppose that w∗ is the maximum
aposteriori point in Wω = {w ∈ IRn : ||w||∞ ≤ ω} and w(t+1) is according
to gradient descent algorithm (2.1) with step size η = 2/(d(M) + 2βeω).
Then, if w(t) ∈ Wω, we have
ρ(w∗)− ρ(w(t+1)) ≤
(
1− 2e
−ωβ
d(M) + 2eωβ
)
(ρ(w∗)− ρ(w(t))).
The result in Corollary 3.3 implies linear convergence with the conver-
gence time bound
(3.5) T = O
((
1 +
d(M)
β
)
log(1/)
)
.
16 VOJNOVIC, YUN AND ZHOU
This bound can be arbitrarily large by taking parameter β to be small
enough. We will show later a simple instance for which this bound is tight.
Hence, the convergence time for MAP estimation can be arbitrarily slow,
and much slower than for the ML case.
We next consider the MM algorithm of Caron and Doucet [8]. This MM
algorithm is derived for the minorant surrogate function ρ of function ρ,
which is defined as
ρ(x; y) = `(x; y) + `0(x)
where `(x; y) is the minorant surrogate function of the log-likelihood func-
tion ` in (2.3) and `0 is the prior log-likelihood function (3.4).
The MM algorithm can be written as: for i = 1, 2, . . . , n,
ew
(t+1)
i = log
α− 1 +∑
j 6=i
di,j
− log
β +∑
j 6=i
mi,j
ew
(t)
i + ew
(t)
j
 .
Indeed, this iterative optimization algorithm corresponds to the classic
MM algorithm for ML estimation (3.3) when α = 1 and β = 0.
Since ρ(x; y)− ρ(x) = `(x; y)− `(x), by Lemma 3.3, we have
Lemma 3.5. For all x,y ∈ [−ω, ω]n, ρ(x; y)−ρ(x) ≥ − δ2‖x−y‖2 where
δ =
1
2
e2ωd(M).
By Theorem 3.2 and Lemmas 3.4 and 3.5, we have the following corollary:
Corollary 3.4 (MM). Suppose that w∗ is the maximum aposteriori
point in Wω = {w ∈ IRn : ||w||∞ ≤ ω} and w(t+1) is according to the MM
algorithm. Then, if w(t) ∈ Wω, we have
ρ(w∗)− ρ(w(t+1)) ≤
(
1− 2e
−ωβ
(1 + e2ω)d(M) + 2eωβ
)
(ρ(w∗)− ρ(w(t))).
From Corollaries 3.2 and 3.4, we observe that both gradient descent and
MM algorithm have the rate of convergence bound 1 − Ω(β/(β + d(M))),
and hence both have linear convergence and convergence time bound (3.5).
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Tightness of the rate of convergence bound. We show that the bound in
Corollary 3.4 is tight for a simple case of two items. Let m denote the
number of paired comparisons. Note that d(M) = m and a(M) = 2m. Let
d1 and d2 denote the number of paired comparisons won by items 1 and 2,
respectively.
The maximum aposteriori estimate of parameter w∗ can be computed in
an explicit form given as follows:
ew
∗
i =
di + α− 1
m+ 2(α− 1)
2(α− 1)
β
, for i = 1, 2.
The MM algorithm iterates w(t) are such that
ew
(t+1)
i =
di + α− 1
m+ 2(α− 1)s
(t), for i = 1, 2
where s(t) = ew
(t)
1 + ew
(t)
2 . From this, observe that s(t) evolves according to
the following autonomous nonlinear dynamical system:
(3.6) s(t+1) =
m+ 2(α− 1)
m+ βs(t)
s(t).
The limit point of s(t) as t goes to infinity is 2(α−1)/β. Note that (α−1)/β
is the mode of the prior Gamma(α, β) distribution.
Now, let us define a(t) so that s(t) = [2(α− 1)/β](1 + a(t)). Note that a(t)
goes to 0 as t goes to infinity. By a tedious but straightforward calculus, we
can show that
(3.7) ρ(w∗)− ρ(w(t)) = 2(α− 1)(a(t) − log(1 + a(t))).
From (3.6), note that 1/a(t) evolves according to a linear dynamical sys-
tem, which allows us to derive the solution for a(t) in the explicit form given
as follows:
a(t) =
 1
1− 2(α−1)
βs(0)
(
1 +
2(α− 1)
m
)t
− 1
−1 .
From (3.7), ρ(w∗)− ρ(w(t)) = (α− 1)(a(t))2(1 + o(1)) for large t, and thus
ρ(w∗)− ρ(w(t)) = (α− 1)
(
1− 2(α− 1)
βs(0)
)2(
1 +
2(α− 1)
m
)−2t
(1 + o(1)).
It follows that the rate of convergence of the log-aposteriori probability
function is given as follows:
lim
t→∞
ρ(w∗)− ρ(w(t+1))
ρ(w∗)− ρ(w(t)) =
(
1 +
2(α− 1)
m
)−2
.
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Fig 1. Illustrative numerical example: number of iterations until convergence versus pa-
rameter β. The MM algorithm can be slower for the MAP objective for several orders of
magnitude than for the ML objective. The smaller the value of parameter β, the slower
the convergence for MAP.
The rate of convergence is approximately 1 − 4(α − 1)/m for small α − 1.
By taking value of α such that α − 1 = cβ for a constant c > 0 such
that ||w∗||∞ ≤ ω, we have the rate of convergence 1 − Θ(β/d(M)). This
establishes the tightness of the rate of convergence bound in Corollary 3.4.
An illustrative numerical example. Consider an instance with 10 items with
each distinct pair of items compared 10 times and the input data generated
according to the Bradley-Terry model of paired comparisons with parameter
w such that w1 = · · · = w5 = −1/2 and w6 = · · · = w10 = 1/2. We run the
MM algorithm with random initial value until the smallest t ≥ 0 such that
||w(t+1)−w(t)||∞ ≤ , for  = 0.0001. The results in Figure 1 show that the
MM algorithm for the MAP estimation can be slower for several orders of
magnitude than for the ML estimation.
4. Accelerated MAP inference. In this section, we present an ac-
celeration method for gradient descent and MM algorithms for MAP esti-
mation. This acceleration method amounts to performing a transformation
of the parameter estimator in each iteration in a way that guarantees cer-
tain properties of the objective function along the trajectory of the iterative
optimization algorithm.
Let Π : IRn → IRn be a given mapping. We define the Π-transformed
gradient descent algorithm by the iteration:
(4.1) x(t+1) = Π(x(t) − ηf(x(t))).
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Similarly, we define the Π-transformed MM algorithm by the iteration:
(4.2) x(t+1) = Π(arg min
x
g(x; x(t))).
4.1. General convergence theorems. Assume that f is a convex function
that satisfies the following two conditions on a convex set X that contains
optimum point x∗, for a given vector d:
(F1) f is µ-smooth on X ;
(F2) f satisfies the γ-PL inequality on X0 = X ∩{x ∈ IRn : ∇f(x)>d = 0}.
Assume that Π satisfies the following two conditions:
(P1) f(Π(x)) ≤ f(x) for all x ∈ IRn;
(P2) ∇f(Π(x))>d = 0 for all x ∈ IRn.
Condition (P1) means that applying the transformation Π at a point
cannot increase the value of function f . Condition (P2) means that at any
Π-transformed point, the gradient of function f is orthogonal to vector d.
We have the following two theorems.
Theorem 4.1 (Gradient descent). Assume that f satisfies (F1) and
(F2), Π satisfies (P1), and η = 1/µ. Let x(t+1) be according to the Π-
transformed gradient descent algorithm (4.1). Then, if x(t) ∈ X0 and x(t+1) ∈
X , we have
f(x(t+1))− f(x∗) ≤
(
1− γ
µ
)
(f(x(t))− f(x∗)).
Proof of Theorem 4.1 is provided in Appendix A.8.
Theorem 4.2 (MM). Assume that f satisfies (F1) and (F2), Π satisfies
(P1), and g is a majorant surrogate function of f such that g(x; y)−f(x) ≤
δ
2 ||x−y||2. Let x(t+1) be according to the Π-transformed MM algorithm (4.2).
Then, if x(t) ∈ X0, we have
f(x(t+1))− f(x∗) ≤
(
1− γ
µ+ δ
)
(f(x(t))− f(x∗)).
We next present a lemma which will be instrumental in showing that the
PL condition in (F1) holds for the MAP estimation problem. Let Pd =
I − 1||d||2dd>, for a vector d ∈ IRn such that d 6= 0. Note that Pd is the
projection matrix onto the space orthogonal to d.
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Lemma 4.1. Suppose f : IRn → IR is a convex, twice-differentiable func-
tion. Let X be a convex set, X0 = X ∩ {x ∈ IRn : d>∇f(x) = 0} for a given
vector d, and x∗ ∈ X0 be a minimizer of f . Assume that
(A1) ∇2f(x)  AX for all x ∈ X , for a positive semidefinite AX , and
(A2) u>AXv = 0 for u = (I−Pd)z and v = Pdz, for all z ∈ IRn.
Then, f satisfies the γ-PL inequality on X0 for all γ ≤ γ0 with
γ0 := min
x∈IRn\{0}:d>x=0
x>AXx
||x||2
where note that γ0 is the smallest eigenvalue of AX corresponding to an
eigenvector orthogonal to d.
Proof of Lemma 4.1 is provided in Appendix A.9.
4.2. Convergence rate for the Bradley-Terry model. Let Wω = {w ∈
IRn : ||w||∞ ≤ ω} and Π be defined as
(4.3) Π(x) = x + c(x)1
where
(4.4) c(x) = log
(
α− 1
β
n
)
− log
(
n∑
i=1
exi
)
.
We first discuss conditions (P1) and (P2). For a MAP problem with the
log-likelihood function ` and the prior log-likelihood function `0, let f be
the negative log-aposteriori probability function f(w) = −(`(w) + `0(w)).
Suppose that ∇`(w)>1 = 0, for all w ∈ IRn, a condition that holds for
all models considered in this paper. Then, with d = 1, (P1) and (P2)
are equivalent to, respectively, (a) ρ(x) ≤ ρ(Π(x)) for all x ∈ IRn and (b)
∇`0(Π(x))>1 = 0, for all x ∈ IRn.
We show that Π satisfies (P1) and (P2), which is stated in the following
lemma.
Lemma 4.2. For all w ∈ IRn,
(4.5) ρ(Π(w)) ≥ ρ(w)
and
(4.6) ∇ρ(Π(w))>1 = 0.
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Proof of Lemma 4.2 is provided in Appendix A.10.
We next show that f satisfies conditions (F1) and (F2). Condition (F1)
holds because we have already shown that f is µ-smooth on Wω with µ =
d(M)/2+eωβ. Condition (F2) can be shown to hold by Lemma 4.1 as follows.
Assume d = 1. Note that we have ∇2(f(w))  AWω , for all w ∈ Wω,
where AWω = cωLM + e−ωβI. The assumptions of Lemma 4.1 hold: (A1)
holds because, clearly, AWω is a positive semidefinite matrix, and (A2) holds
because u>LMv = 0 (which follows from LM1 = 0) and u>Iv = u>v = 0
(because u and v are orthogonal). Note that we have
γ0 = cωλ2(LM) + e
−ωβ.
Hence, by Lemma 4.1, it follows that f satisfies condition (F2) with γ =
cωλ2(LM) + e
−ωβ.
From Theorem 4.1, we have the following corollary:
Corollary 4.1 (Gradient descent). Suppose that iterates are according
to the Π-transformed gradient descent (4.1) for the negative log-aposteriori
probability function of the Bradley-Terry model of paired comparisons, with
product-form prior distribution such that ewi ∼ Gamma (α, β), α > 1 and
β > 0, and η = 2/(||M||∞ + 2eωβ). Then, we have
ρ(w∗)− ρ(w(t+1)) ≤
(
1− 2cωa(M) + 2e
−ωβ
d(M) + 2eωβ
)
(ρ(w∗)− ρ(w(t)))
where cω = 1/(e
−ω + eω)2.
From Theorem 4.2, we have the following corollary:
Corollary 4.2 (MM). Suppose that iterates are according to the Π-
transformed MM (4.1) for the negative log-aposteriori probability function
of the Bradley-Terry model of paired comparisons, with product-form prior
distribution such that ewi ∼ Gamma (α, β), α > 1 and β > 0. Then, we
have
ρ(w∗)− ρ(w(t+1)) ≤
(
1− 2cωa(M) + 2e
−ωβ
(1 + e2ω)d(M) + 2eωβ
)
(ρ(w∗)− ρ(w(t)))
where cω = 1/(e
−ω + eω)2.
Proof. Condition (F1) holds for −ρ because we have already shown
that −ρ is µ-smooth with µ = d(M)/2 + eωβ on Wω and δ = e2ωd(M)/2.
Condition (F2) holds by Lemma 4.1 with γ = cωa(M) + e
−ωβ. Conditions
(P1) and (P2) hold by (4.5) and (4.6) in Lemma 4.2, respectively.
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Algorithm 1 Accelerated MM algorithm
1: Initialization: , θ, θprev
2: while ||θ − θprev||∞ >  do
3: θprev ← θ
4: for i = 1, 2, . . . n do
5: θtempi =
(
α− 1 +∑j 6=i di,j)(β +∑j 6=i mi,jθi+θj )−1 . standard MM update
6: end for
7: for i = 1, 2, . . . , n do
8: θi =
α−1
β
n
θ
temp
i∑n
j=1 θ
temp
j
. acceleration rescaling
9: end for
10: end while
Note that in the limit of small β, the convergence rate bounds in Corollar-
ies 4.2 and 4.2 correspond to the bounds for the ML estimation in Corollaries
3.1 and 3.2, respectively. From Corollaries 4.2 and 4.2, it follows that for ac-
celerated gradient descent and accelerated MM algorithm, the convergence
time satisfies
T = O
(
min
{
d(M)
a(M)
,
d(M)
β
}
log(1/)
)
.
For the Bradley-Terry model of paired comparisons with parametrization
θ = (θ1, . . . , θn)
>, where θi = ewi for i = 1, 2, . . . , n, the transformation Π
given by (4.3) is equivalent to a simple rescaling as shown in a procedural
form in Algorithm 1.
The illustrative numerical example revisited. We ran the accelerated MM
algorithm for our illustrative example, and obtained the results shown in
Figure 2. By comparing with the corresponding results obtained by the
MM algorithm with no acceleration, shown in Figure 1, we observe that
the acceleration resolves the slow convergence issue and that it can yield a
significant reduction of the convergence time.
5. Generalized Bradley-Terry models. In this section, we discuss
how the results presented in previous section can be extended to other in-
stances of generalized Bradley-Terry models. In particular, we show this for
the Rao-Kupper model of paired comparisons with tie outcomes, the Luce
choice model and the Plackett-Luce ranking model.
We discuss only the characterization of the strong-convexity and smooth-
ness parameters as the convergence rate bounds for gradient descent and
MM algorithms follow similarly as in Section 3.1, from Theorems 3.1 and
3.2, respectively. Similarly, the rate of convergence bounds for accelerated
gradient descent and MM algorithms follow readily, similarly to as in Sec-
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Fig 2. The illustrative example revisited: accelerated MM resolves the convergence issue
for MAP estimation: it has faster or equal convergence than for ML estimation.
tion 4.1, from Theorems, 4.1 and 4.2, respectively.
5.1. Rao-Kupper model. The probability distribution of outcomes ac-
cording to the Rao-Kupper model is defined in Section 5. The log-likelihood
function can be written as
`(w) =
n∑
i=1
∑
j 6=i
d¯i,j (wi − log(ewi + θewj )) + 1
2
n∑
i=1
ti,j log(θ
2 − 1)
where d¯i,j is the number of observed paired comparisons of items i and j
such that either i wins against j or there is a tie outcome, and ti,j is the
number of observed paired comparisons of items i and j with tie outcomes.
Lemma 5.1. The negative log-likelihood function for the Rao-Kupper
model of paired comparisons with parameter θ > 1 is γ-strongly convex on
Wω = {w ∈ IRn : ||w||∞ ≤ ω and w>1 = 0} and µ-smooth on IRn with
γ = cθ,ωλ2(LM) and µ =
1
2
λn(LM)
where cθ,ω = θ/(θe
−ω + eω)2.
Proof of Lemma 5.1 is provided in Appendix A.11.
A surrogate minorant function for the log-likelihood function of the Rao-
Kupper model is given as follows:
`(x; y) =
n∑
i=1
∑
j 6=i
d¯i,j
(
xi − e
xi + θexj
eyi + θeyj
− log(eyi + θeyj ) + 1
)
+
1
2
n∑
i=1
ti,j log(θ
2−1).
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The MM algorithm is defined by, for i = 1, 2, . . . , n,
w
(t+1)
i = log
∑
j 6=i
d¯i,j
− log
∑
j 6=i
(
d¯i,j
ew
(t)
i + θew
(t)
j
+
θd¯j,i
ew
(t)
j + θew
(t)
i
) .
Lemma 5.2. For all x,y ∈ [−ω, ω]n, `(x; y)− `(x) ≥ − δ2 ||x−y||2 where
δ = e2ωd(M).
5.2. Luce choice model. The probability distribution of outcomes accord-
ing to the Luce choice model is defined in Section 5. The log-likelihood
function can be written as:
`(w) =
∑
y∈T
dy
wy1 − log
∑
j∈y
ewj
 .
Lemma 5.3. The negative log-likelihood function for the Luce choice
model with comparison sets of size k ≥ 2 is γ-strongly convex and µ-smooth
on Wω = {w ∈ IRn : ||w||∞ ≤ ω and w>1 = 0} with
γ = cω,kλ2(LM) and µ = dω,kλn(LM)
where
cω,k =
{
1/(e−ω + eω)2, if k = 2
1/((k − 2)e2ω + 2)2, if k > 2 and dω,k =
1
((k − 2)e−2ω + 2)2 .
Note that for every fixed ω > 0, (a) cω,k/dω,k is decreasing in k, (b)
1/e8ω ≤ cω,k/dω,k ≤ 1/e2ω, and (c) 1/e8ω is the limit value of cω,k/dω,k as k
goes to infinity.
A minorant surrogate function for the log-likelihood function of the Luce
choice model is given by
`(x; y) =
∑
y∈T
dy
xy1 − ∑j∈y exj∑
j∈y eyj
− log
∑
j∈y
eyj
+ 1
 .
The MM algorithm iteration can be written as: for i = 1, 2, . . . , n,
w
(t+1)
i = log
∑
y∈T
dy1Ii=y1
− log
∑
y∈T
dy1Ii∈y
1∑
j∈y e
w
(t)
j

where
∑
y∈T dy1Ii=y1 is the number of observed comparisons in which item i
is the chosen item.
CONVERGENCE RATES OF MM FOR BRADLEY-TERRY 25
Lemma 5.4. For all x,y ∈ [−ω, ω]n, `(x; y)− `(x) ≥ − δ2 ||x−y||2 where
δ =
1
k(k − 1)e
2ωd(M).
5.3. Plackett-Luce ranking model. The probability distribution of out-
comes according to the Plackett-Luce ranking model is defined in Section 5.
The log-likelihood function can be written as follows:
`(w) =
∑
y∈T
dy
|y|−1∑
r=1
wyr − log
 |y|∑
j=r
ewyj
 .
Lemma 5.5. The negative log-likelihood function for the Plackett-Luce
ranking model with comparison sets of size k ≥ 2 is γ-strongly convex and
µ-smooth on Wω = {w ∈ IRn : ||w||∞ ≤ ω and w>1 = 0} with
γ = c˜ω,kλ2(LM) and µ = d˜ω,kλn(LM)
where
c˜ω,k =
1
k2
e−4ω and d˜ω,k =
(
2− 1
k
)
e4ω.
Proof of Lemma 5.5 is provided in Appendix A.12.
Note that for fixed values of ω and k, Lemma 5.5 implies the conver-
gence time log(d(M)/a(M)). Note, however, that for fixed ω > 0, c˜ω,k/d˜ω,k
decreases to 0 with k and is of the order 1/k2. This is because in the deriva-
tion of parameters c˜ω,k and d˜ω,k we use (conservative) deterministic bounds.
Following [19], one can derive bounds for γ and µ that hold with high prob-
ability, which are such that c˜ω,k and d˜ω,k scale with k in the same way.
The log-likelihood function of the Plackett-Luce ranking model admits
the following minorization function:
`(x; y) =
∑
y∈T
dy
|y|−1∑
r=1
xyr − ∑|y|j=r exyj∑|y|
j=r e
yyj
− log
 |y|∑
j=r
eyyj
+ 1
 .
The MM algorithm is given by: for i = 1, 2, . . . , n,
w
(t+1)
i = log
∑
y∈T
dy1Ii∈S1,|y|−1(y)
− log
∑
y∈T
dy
|y|−1∑
r=1
1Ii∈Sr,|y|(y)
1∑|y|
j=r e
w
(t)
yj

where Sa,b(y) = {ya, ya+1, . . . , yb}.
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Lemma 5.6. For all x,y ∈ [−ω, ω]n, `(x; y)− `(x) ≥ − δ2 ||x−y||2 where
δ =
1
2
e2ωd(M).
6. Numerical results. In this section we present evaluation of con-
vergence times of MM algorithms for different generalized Bradley-Terry
models using different real-world datasets. Our goal is to provide empirical
validation of some of the hypotheses derived from our theoretical analysis.
Overall, our numerical results validate that (a) the convergence of the MM
algorithm for MAP estimation can be much slower than for ML estimation,
(b) MM algorithm for MAP estimation has convergence time that increases
as parameter β of the prior distribution decreases, and (c) a significant re-
duction of the convergence time can be achieved by the accelerated MM
algorithm defined in Section 4.
6.1. Datasets. We consider three datasets, which vary in the type of
data, size and sparsity. The three datasets are described as follows.
GIFGIF. This dataset contains user evaluations of digital images by paired
comparisons with respect to different metrics, such as amusement, content,
and happiness. The dataset was collected through an online web service by
the MIT Media Lab as part of the PlacePulse project [41]. This service
presents the user with a pair of images and asks to select one that better
expresses a given metric, or select neither. The dataset contains 1,048,576
observations and covers 17 metrics. We used this dataset to evaluate con-
vergence of MM algorithms for Bradley-Terry model of paired comparisons.
We did this for the three aforementioned metrics.
Chess. This dataset contains game-by-game results for 65,030 matches
among 8,631 chess players. The dataset was used in a Kaggle chess rat-
ings competition [44]. Each observation contains information for a match
between two players including unique identifiers of the two players, informa-
tion about which one of the two players played with white figures, and the
result of the match, which is either win, loss, or draw. This dataset has a
large degree of sparsity. We used this dataset to evaluate convergence of the
Rao-Kupper model of paired comparisons with ties.
NASCAR. This dataset contains auto racing competition results. Each ob-
servation is for an auto race and contains the ranking of drivers in increasing
order of their finish times in the race. The dataset is available from a web
page maintained by Hunter [23]. This dataset was previously used for evalu-
ation of MM algorithms for the Plackett-Luce ranking model by Hunter [24]
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Table 1
Dataset properties.
Dataset m n d(M) a(M)
GIFGIF: A (full) 161,584 6,123 83 0
GIFGIF: C (full) 108,126 6,122 56 0
GIFGIF: H (full) 225,695 6,124 153 0
GIFGIF: A (sample) 702 252 15 0.671
GIFGIF: C (sample) 734 256 28 0.569
GIFGIF: H (sample) 1040 251 23 1.357
Chess (full) 65,030 8,631 155 0
Chess (sample) 13,181 985 135 1.773
NASCAR 64,596 83 1,507 39.338
as more recently by Caron and Doucet [8]. We used this dataset to evaluate
convergence times of MM algorithms for the Plackett-Luce ranking model.
We show a summary of some key properties for each dataset in Table 1. We
use a shorthand notation GIFGIF: A, GIFGIF: C, and GIFGIF: H to denote
datasets for metrics amusement, contempt, and happiness, respectively. For
full GIFGIF and Chess datasets, we can split the items into two groups
such that there exists one item in one group that was not compared with
any item in the other group, i.e. the algebraic connectivity of matrix M
is zero. In this case, there exists no ML estimate. For this reason, we also
consider sampled datasets for which a ML estimate exists. This subsampling
was done by selecting the largest connected component of items.
6.2. Experimental results. We evaluated convergence times defined as
the number of iterations that an algorithm takes until a convergence criteria
is reached. We use standard convergence criteria based on the difference of
successive parameter vector estimates. Specifically, the convergence time T
is defined as the smallest integer t > 0 such that ||w(t) −w(t−1)||∞ ≤ , for
a given parameter  > 0, with initial value w(0) = 0. In our experiments, we
used 10−4 as the default value for parameter . For NASCAR dataset, we also
present results for several other values of parameter  to demonstrate how
the convergence times change with this parameter. In our experiments, we
also evaluated convergence times in real processor time units. We observed
that they validate all the claims that we had made based on the convergence
times in the number of iterations, and hence we do not further discuss them.
The numerical results are presented in Table 2. The results are presented
for MM algorithm and accelerated MM algorithm and different values of
parameter β. In all our experiments we set the value of parameter α such
that 1 − α = β, which corresponds to fixing the mode of the Gamma prior
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Table 2
Number of iterations for MM algorithm and accelerated MM algorithm (AccMM).
Dataset Algorithm β = 0 0.01 0.1 1 10
GIFGIF: A (full)
MM MLE 572 125 70 16
AccMM non-existant 509 123 42 13
GIFGIF: C (full)
MM MLE 733 150 49 13
AccMM non-existant 551 93 37 13
GIFGIF: H (full)
MM MLE 1,127 149 98 21
AccMM non-existant 1,044 159 51 18
GIFGIF: A (sample)
MM 145 854 177 26 7
AccMM 125 81 22 7
GIFGIF: C (sample)
MM 130 694 151 39 9
AccMM 111 78 36 9
GIFGIF: H (sample)
MM 216 1,234 237 38 8
AccMM 146 72 26 8
Chess (full)
MM MLE 2,217 581 113 33
AccMM non-existant 2,291 302 49 25
Chess (sample)
MM 121 122 91 74 19
AccMM 117 93 48 16
NASCAR
MM 11 695 971 58 10
AccMM 11 11 10 6
NASCAR ( = 10−5)
MM 14 1,528 2,069 105 16
AccMM 14 14 12 7
NASCAR ( = 10−6)
MM 17 2,362 3,223 157 23
AccMM 17 16 14 8
NASCAR ( = 10−8)
MM 22 4,029 5,544 261 36
AccMM 22 21 18 11
distribution to value 1. The value of parameter β = 0 corresponds to ML
estimation. In Table 2, we highlighted some values with boldface for which
significant speed ups are achieved by either using the MM algorithm for ML
estimation or using the accelerated MM algorithm for MAP estimation.
For GIFGIF datasets, we observe that in all cases, the convergence time
increases as the value of parameter β decreases for β > 0. For the values
considered, this increase can be up to two orders of magnitude. When the
ML estimate exists (for sampled data), we observe that the MM algorithm
for ML estimation converges much faster than the MM algorithm MAP es-
timation for sufficiently small values of parameter β. We also observe that a
significant reduction of the convergence time can be achieved by the accel-
erated MM algorithm. This reduction can be for as much as to nearly 10%
of the convergence time of the MM algorithm without acceleration. These
empirical results validate claims suggested by our theoretical results.
For Chess datasets, all the observations derived from using the GIFGIF
CONVERGENCE RATES OF MM FOR BRADLEY-TERRY 29
Table 3
The values of parameters d(M) and a(M) for some examples of matrix M that is the
adjacency matrix of a graph G with n vertices
G d(M) a(M) d(M)
a(M)
complete n− 1 n Θ(1)
star n− 1 1 Θ(n)
circuit 2 2(1− cos(pi/n)) = 4pi2
n2
(1 + o(1)) Θ(n2)
path 2 2(1− cos(2pi/n)) = pi2
n2
(1 + o(1)) Θ(n2)
datasets remain to hold.
For NASCAR dataset, we show results for different values of parameter
, including the default value of 10−4. Again, all the observations made for
GIFGIF and Chess datasets remain to hold. It is noteworthy that the MM
algorithm for ML estimation converges much faster than for MAP estimation
for sufficiently small values of parameter β. This is especially emphasised for
smaller values of parameter . For the cases considered, this can be for as
much as three orders of magnitude. Similarly, the accelerated MM algorithm
converges much faster than standard MM algorithm with no acceleration.
7. Discussion. We have shown that for all generalized Bradley-Terry
models considered in this paper, both gradient descent algorithm and MM
algorithm for ML estimation have linear convergence with the convergence
time bound O(d(M)/a(M)). We can interpret this bound to be propor-
tional to the condition number of the Laplacian matrix LM. We have also
shown that for all generalized Bradley-Terry models considered in this paper,
both gradient descent and MM algorithm for the MAP estimation with the
product-form prior distribution with Gamma(α, β) marginal distributions,
the convergence time is linear with the convergence time bound O(d(M)/β).
This bound is shown to be tight. For any fixed value β > 0, the convergence
time bound is proportional to the maximum eigenvalue of the Laplacian
matrix LM. Our results identify a slow convergence issue of standard gra-
dient descent and MM algorithms for MAP estimation, which occurs for
small values of parameter β. The smaller values of parameter β correspond
to more vague prior distribution. Our results identify a discontinuity of the
convergence time at the point (α, β) = (1, 0), which corresponds to the ML
estimation. The accelerated method for MAP estimation resolves the slow
convergence issue, yielding a convergence time that is bounded by the best
of what is achieved for ML and MAP estimation.
For illustration purposes, in Table 3 we show values of d(M) and a(M)
for some examples of matrix M that is adjacency matrix of a graph. We
observe that when each distinct pair is compared the same number of items
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(complete graph case), the convergence time is T = O(log(1/)). For other
cases considered, the convergence time is T = O(nc log(1/)), for c ≥ 1.
We can derive an upper bound on the convergence time which depends
only on some well-known properties of a graph associated with matrix M.
Let A be adjacency matrix of graph G which has edge (i, j) if, and only if,
mi,j > 0. Let r = m¯/m where m¯ = maxi,jmi,j and m = min{mi,j : mi,j >
0}. Let d(n) be the maximum degree and D(n) be the diameter of G. Then,
for both gradient descent algorithm and MM algorithm for ML estimation,
we have the convergence time bound:
(7.1) T = O(rd(n)D(n)n log(1/)).
Obviously, this implies the convergence time bound T = O(rn3 log(1/))
for any connected graph G, which follows by trivial facts d(n) ≤ n and
D(n) ≤ n. The bound in (7.1) is derived by using the known lower bound on
the algebraic connectivity of a Laplacian matrix λ2(LA) ≥ 4/(nD(n)), e.g.
see Theorem 3.4 in [34]. We provide details of derivations in Appendix A.13.
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APPENDIX A: PROOFS
A.1. Proof of Theorem 3.1. Let x′ be the output of the gradient
descent iteration update for input x with step size η.
If x ∈ Xγ and x′ ∈ Xµ, then
f(x′)− f(x∗) = f(x− η∇f(x))− f(x∗)
≤ f(x)− η||∇f(x)||2 + µ
2
η2||∇f(x)||2 − f(x∗)
= f(x)− f(x∗)−
(
η − µ
2
η2
)
||∇f(x)||2
≤ f(x)− f(x∗)− 2γ
(
η − µ
2
η2
)
(f(x)− f(x∗))
= (1− 2γη + γµη2)(f(x)− f(x∗))
where the first inequality is by the assumption that f is µ-smooth on Xµ and
the second inequality is by the assumption that f satisfies the γ-PL inequal-
ity on Xγ . Taking η = 1/µ, which minimizes the above bound, establishes
the claim of the theorem.
A.2. Proof of Theorem 3.2. Let x′ be the output of the MM algo-
rithm iteration update for input x.
By the facts f(x′) ≤ g(x′; x) and g(x′; x) ≤ g(z; x) for all z, for any η ≥ 0,
f(x′)− f(x∗) ≤ g(x′; x)− f(x∗)
≤ g(x− η∇f(x); x)− f(x∗)
= f(x− η∇f(x))− f(x∗)
+g(x− η∇f(x); x)− f(x− η∇f(x)).
Now, by the same arguments as in the proof of Theorem 3.1, if x ∈ Xγ
and x− η∇f(x) ∈ Xµ, we have
f(x− η∇f(x))− f(x∗) ≤ (1− 2γη + γµη2)(f(x)− f(x∗)).
Next, if x ∈ Xγ and x− η∇f(x) ∈ Xµ,
g(x− η∇f(x); x)− f(x− η∇f(x)) ≤ δ
2
η2||∇f(x)||2
≤ δη2γ(f(x)− f(x∗))
where the first inequality is by the smoothness condition on the majorant
surrogate function and the second inequality is by the assumption that f
satisfies the PL inequality with parameter γ on Xγ .
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Putting the pieces together, we have
f(x′)− f(x∗) ≤ (1− 2γη + γ(µ+ δ)η2) (f(x)− f(x∗)).
Taking η = 1/(µ + δ) (which minimizes the factor involving η in the last
inequality) yields the asserted result.
A.3. Comparison of Theorem 3.2 with Proposition 2.7 [32].
Theorem A.1. Suppose that f is a strongly convex function on Xγ and
x∗ is a minimizer of f and that it holds x∗ ∈ Xγ. Assume that g is a
first-order surrogate function of f on Xµ with parameter µ0 > 0. Let x(t+1)
be the output of the MM algorithm for input x(t). Then, if x(t) ∈ Xγ and
x(t+1) ∈ Xµ, then we have
f(x(t+1))− f(x∗) ≤ c(f(x(t))− f(x∗))
where
c =
{
µ0
γ , if γ > 2µ0
1− γ4µ0 , if γ ≤ 2µ0.
Proof. If g is a first-order surrogate function on Xµ with parameter µ0,
then
f(x′) ≤ f(z) + µ0
2
||z− y||2
where x′ = arg minz′ g(z′; y).
From this it follows that
f(x′) ≤ min
z
{
f(z) +
µ0
2
||z− x∗||2
}
≤ min
a∈[0,1]
{
f(ax∗ + (1− a)x) + µ0a
2
2
||x− x∗||2
}
≤ min
a∈[0,1]
{
af(x∗) + (1− a)f(x) + µ0a
2
2
||x− x∗||2
}
where the last inequality is by convexity of f .
We have established that
f(x′)− f(x∗) ≤ min
a∈[0,1]
{
(1− a)(f(x)− f(x∗)) + µ0a
2
2
||x− x∗||2
}
.
By assumption that f is γ-strongly convex on Xγ and x ∈ Xγ , we have
f(x)− f(x∗) ≥ γ
2
||x− x∗||2.
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It follows that
f(x′)− f(x∗) ≤ min
a∈[0,1]
{
1− a+ µ0a
2
γ
}
(f(x)− f(x∗)).
It remains only to note that
min
a∈[0,1]
{
1− a+ µ0a
2
γ
}
= c.
The rate of convergence bound derived from Theorem 3.2 can be tighter
than the rate of convergence bound derived from Theorem A.1.
To show this consider the Bradley-Terry model for which we have shown
in Lemma 3.3 that the surrogate function ` of the log-likelihood function `
satisfies condition of Theorem 3.2 on [−ω, ω]n with δ = 12e2ωd(M). It also
holds that surrogate function ` is also a first-order surrogate function of `
on [−ω, ω]n with µ0 = 12e2ωd(M). Hence in this case, we have δ = µ0.
The convergence rate bound of Theorem 3.2 is tighter than the conver-
gence rate bound of Theorem A.1 if and only if µ+ γ < 4µ0. Since δ = µ0,
this is equivalent to µ < 3δ. Since by Lemma 3.2 we can take µ = 12d(M),
the latter condition reads as
1 < 3eω
which indeed holds true.
A.4. Proof of Lemma 3.2. The Hessian of the negative log-likelihood
function has the following elements:
(A.1) ∇2(−`(w))i,j =
{ ∑
v 6=imi,v
ewiewv
(ewi+ewv )2
, if i = j
−mi,j ewie
wj
(ewi+ewj )2
, if i 6= j.
We will show that for all i 6= j,
(A.2)
∂2
∂wi∂wj
(−`(w)) ≤ −cωmi,j for all w ∈ [−ω, ω]n
and
(A.3) − 1
4
mi,j ≤ ∂
2
∂wi∂wj
(−`(w)) for all w ∈ IRn.
From (A.2), we have ∇2(−`(w))  cωLM for all w ∈ [−ω, ω]n. Hence,
x>∇2(−`(w))x ≥ cωλ2(LM)||x||2 for all w ∈ [−ω, ω]n and x ∈ X
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where X = {x ∈ IRn : x>1 = 0}. This shows that −` is cωλ2(LM)-strongly
convex on X .
From (A.3), we have 14LM  ∇2(−`(w)) for all w ∈ IRn. Hence,
x>∇2(−`(w))x ≤ 1
4
λn(LM)||x||2 for all x ∈ IRn.
This shows that −` is 14λn(LM)-smooth on IRn.
It remains to show that (A.2) and (A.3) hold. For (A.2), we need to show
that cω ≤ xixj/(xi + xj)2 for all x ∈ [−ω, ω]n. Note that xixj/(xi + xj)2 =
z(1 − z) where z := xi/(xi + xj). Note that z ∈ Ω := [e−ω/(e−ω + eω), 1 −
e−ω/(e−ω + eω)] for all x ∈ [−ω, ω]n. The function z(1 − z) achieves its
minimum over the interval Ω at a boundary of Ω. Thus, it holds minz∈Ω z(1−
z) = cω. For (A.3), we can immediately note that for all w ∈ IRn,
wiwj
(wi + wj)2
=
wi
wi + wj
(
1− wi
wi + wj
)
≤ 1
4
.
A.5. Proof of Lemma 3.3. Let y be an arbitrary vector in [−ω, ω]n.
Let r(x; y) = `(x; y)− `(x) for x ∈ [−ω, ω]n. Then, we have
(A.4) r(y; y) = 0,∇xr(y; y) = 0, and ∇2xr(x; y) = ∇2(−`(x)) +A
where A is a n× n diagonal matrix with diagonal elements
Ai,i = −
∑
j∈i
mi,j
exi
eyi + eyj
≥ −1
2
e2ω||M||∞.
Since ∇2(−`(x)) is a positive semi-definite matrix and A is a diagonal ma-
trix, for all x,y ∈ [−ω, ω]n, we have
x>∇2xr(w; y)x ≥ −||M||∞
e2ω
2
||x||2 = −δ||x||2, for all w ∈ [−ω, ω]n.
By limited Taylor expansion, for all x ∈ [−ω, ω]n,
r(x; y) ≥ r(y; y) + (x− y)>∇xr(y; y)
+
1
2
min
0≤a≤1
(x− y)>∇2xr(ax + (1− a)y; y)(x− y)
=
1
2
min
0≤a≤1
(x− y)>∇2xr(ax + (1− a)y)(x− y; y)
≥ −δ
2
||x− y||2.
By the definition of r(x; y), we have ¯`(x; y)− `(x) ≥ − δ2 ||x− y||2.
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A.6. Surrogate function (2.3) for the Bradley-Terry model is a
first-order surrogate function. We show that the surrogate function `
of the log-likelihood function ` of the Bradley-Terry model, given by (2.3),
is a first-order surrogate function on Xω = [−ω, ω]n with µ0 = 12e2ωd(M).
We need to show that the error function h(x; y) = `(x) − `(x; y) is a
µ0-smooth function on Xω.
By a straightforward calculus, we note
∇2h(x; y) = ∇2`(x) +D(x,y)
where D(x,y) is a diagonal matrix with diagonal elements
du =
∑
j 6=u
mu,j
exu
eyu + eyj
.
We can take
µ0 = max
x,y∈Xω
max{|λ1(∇2h(x; y))|, |λn(∇2h(x; y))|}.
For any A = B +D where B is a n× n matrix and D is a n× n diagonal
matrix with diagonal elements d1, d2, . . . , dn, we have
λ1(B) + min
u
du ≤ λi(A) ≤ λn(B) + max
u
du.
It thus follows that
µ0 ≤ max
x,y∈Xω
max{|λ1(∇2`(x))|+ min
u
du|, |λn(∇2`(x)) + max
u
du|}.
Now note that for all x,y ∈ Xω,
−1
2
d(M) ≤ λ1(∇2`(x)) ≤ λn(∇2`(x)) = 0
and
1
2
e−2ω min
u
∑
j∈u
mu,j ≤ min
u
du ≤ max
u
du ≤ 1
2
e2ωd(M).
We have
|λn(∇2`(x)) + max
u
du| = max
u
du ≤ 1
2
e2ωd(M)
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and
|λ1(∇2`(x)) + min
u
du| = (λ1(∇2`(x)) + min
u
du)1Iλ1(∇2`(x))+minu du≥0
+(−λ1(∇2`(x))−min
u
du)1Iλ1(∇2`(x))+minu du<0
≤ min
u
du1Iλ1(∇2`(x))+minu du≥0
−λ1(∇2`(x))1Iλ1(∇2`(x))+minu du<0
≤ 1
2
e2ωd(M)1Iλ1(∇2`(x))+minu du≥0
+
1
2
d(M)1Iλ1(∇2`(x))+minu du<0
≤ 1
2
e2ωd(M).
A.7. Proof of Lemma 3.4. We consider the log-aposteriori proba-
bility function ρ(w) = `(w) + `0(w) + const where ` is the log-likelihood
function given by (3.1) and `0 is the prior log-likelihood function given by
(3.4). Note that ∇2(−`0(w)) is a diagonal matrix with diagonal elements
equal to βewi , for i = 1, 2, . . . , n. It can be readily shown that for w ∈ Wω,
(A.5) cωLM + e
−ωβIn  ∇2(−ρ(w))  1
4
LM + e
ωβIn.
From (A.5), for all w ∈ Wω and x ∈ IRn,
x>∇2(−ρ(w))x ≥ λ1(e−ωβIn)||x||2 = e−ωβ||x||2.
Hence, −ρ is e−ωβ-strongly convex on Wω.
Similarly, from (A.5), for all w ∈ Wω, and x ∈ IRn,
x>∇2(−ρ(w))x ≤ λn(1
4
LM + e
ωβIn)||x||2
≤ (λn(1
4
LM) + λn(e
ωβIn))||x||2
= (
1
4
λn(LM) + e
ωβ)||x||2.
Hence, −ρ is µ-smooth on Wω with µ = 14λn(LM) + eωβ.
A.8. Proof of Theorem 4.1. Since f(Π(x)) ≤ f(x) for all x ∈ IRn,
f(x(t+1)) = f(Π(x(t) − η∇f(x(t)))) ≤ f(x(t) − η∇f(x(t))).
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By the same steps as those in the proof of Theorem 3.1, we can show that
f(x(t) − η∇f(x(t)))− f(x∗) ≤
(
1− γ
µ
)
(f(x(t))− f(x∗)).
Hence, it follows that
f(x(t+1))− f(x∗) ≤
(
1− γ
µ
)
(f(x(t))− f(x∗)).
A.9. Proof of Lemma 4.1. By limited Taylor expansion, for any
x,y ∈ IRn, we have
(A.6)
f(y) ≥ f(x) +∇f(x)>(y − x)
+12 mina∈[0,1](y − x)>∇2f(ay + (1− a)x)(y − x).
Let
u = (I−Pd) (y − x) and v = Pd(y − x)
where
Pd = I− 1||d||2 dd
>.
Notice that
(i) u + v = y − x, and
(ii) u and v are orthogonal, i.e. u>v = 0.
From now on, assume that x and y are such that x,y ∈ X0 and y = x∗.
By definition of X0, we have d>∇f(x) = 0, which together with u + v =
x∗ − x, implies
(A.7) ∇f(x)>(x∗ − x) = ∇f(x)>v.
Now, note that for any a ∈ [0, 1], we have the following relations:
(x∗ − x)>∇2f(ax∗ + (1− a)x)(x∗ − x)
= (u + v)>∇2f(ax∗ + (1− a)x)(u + v)
(a)
≥ (u + v)>AX (u + v)
(b)
≥ v>AXv
≥
(
min
y:d>y=0
y>AXy
||y||2
)
||v||2
≥ γ||v||2
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where (a) is by assumption (A1) and (b) is by assumption that AX is a
positive semidefinite matrix and (A2). Hence, we have shown that
(A.8) (x∗ − x)>∇2f(ax∗ + (1− a)x)(x∗ − x) ≥ γ||v||2 for all a ∈ [0, 1].
Next, note that
∇f(x)>v + 1
2
γ||v||2 ≥ min
z∈IRn
(
∇f(x)>z + 1
2
γ||z||2
)
≥ − 1
2γ
||∇f(x)||2.
Combining with (A.6)-(A.8), we obtain
f(x)− f(x∗) ≤ 1
2γ
||∇f(x)||2.
A.10. Proof of Lemma 4.2.
Proof of (4.5). Since `(w) = `(Π(w)) for all w ∈ IRn, we have that
ρ(Π(w)) ≥ ρ(w) is equivalent to `0(Π(w)) ≥ `0(w).
Now, note
`0(Π(w))− `0(w) = `0(w + c(w)1)− `0(w)
= (α− 1)nc(w)− βec(w)
n∑
i=1
ewi + β
n∑
i=1
ewi
= β
(
n∑
i=1
ewi
)(
(α− 1)n
β
∑n
i=1 e
wi
c(w)− ec(w) + 1
)
= β
(
n∑
i=1
ewi
)
ec(w)
(
c(w)− 1 + e−c(w)
)
≥ 0
where the last inequality holds by the fact x− 1 + e−x ≥ 0 for all x ∈ IR.
Proof of (4.6). Indeed, ∇ρ(w) = ∇`(w) + ∇`0(w). It is readily checked
that ∇`(w)>1 = 0 for all w ∈ IRn. We next show that ∇`0(Π(w))>1 = 0
for all w ∈ IRn.
Note that
∂
∂wi
`0(w) = α− 1− βewi for i = 1, 2, . . . , n.
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Hence,
∇`0(w)>1 = (α− 1)n− β
n∑
i=1
ewi .
Now, by definition of the mapping Π given by (4.3) and (4.4), for all w ∈ IRn,
∇`0(Π(w))>1 = (α− 1)n− βec(w)
n∑
i=1
ewi = 0.
A.11. Proof of Lemma 5.1. Let ti,j be the number of paired com-
parisons in the input data with tie outcome for items i and j. Note that
ti,j = tj,i. The log-likelihood function can be written as follows:
`(w) =
n∑
i=1
∑
j 6=i
di,j (wi − log(ewi + θewj ))
+
1
2
n∑
i=1
∑
j 6=i
ti,j
(
wi + wj − log(ewi + θewj )− log(θewi + ewj ) + log(θ2 − 1)
)
.
Let d¯i,j be the number of paired comparisons of items i and j such that
i  j, i.e. d¯i,j = di,j + ti,j . By a straightforward calculus, we can write
`(w) =
n∑
i=1
∑
j 6=i
d¯i,j (wi − log(ewi + θewj )) + 1
2
n∑
i=1
ti,j log(θ
2 − 1).
Now, we note when i 6= j,
∂2
∂wi∂wj
(−`(w)) = −d¯i,j θe
wiewj
(ewi + θewj )2
− d¯j,i θe
wiewj
(θewi + ewj )2
and
∂2
∂w2i
(−`(w)) = −
∑
j 6=i
∂2
∂wu∂wj
(−`(w)).
For any i 6= j, it indeed holds
θewiewj
(ewi + θewj )2
≤ 1
4
.
Hence, when i 6= j,
∂2
∂wi∂wj
(−`(w)) ≥ −1
4
(d¯i,j + d¯j,i) ≥ −1
2
mi,j .
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It follows that 12LM  ∇2(−`(w)) for all w ∈ IRn. Hence,
x>∇2(−`(w))x ≤ 1
2
λn(LM) for all x ∈ IRn.
This implies that −` is a 12λn(LM)-smooth function on IRn.
On the other hand, we can show that for all w ∈ [−ω, ω]n,
θewiewj
(ewi + θewj )2
≥ θ
(θe−ω + eω)2
:= cθ,ω.
This can be noted as follows. Let z = θewj/(ewi + θewj ). Note that
θewiewj
(ewi + θewj )2
= z(1− z)
and that z ∈ Ω := [1/(1 + θe2ω), 1/(1 + θe−2ω)]. The function z(1 − z) is
convex and thus achieves its minimum value over the interval Ω at one of its
boundary points. It can be readily checked that the minimum is achieved at
z∗ = 1/(1 + θe2ω), which yields z∗(1− z∗) = cθ,ω.
Hence, when i 6= j,
∂2
∂wi∂wj
(−`(w)) ≤ −cθ,ω(d¯i,j + d¯j,i) ≤ −cθ,ωmi,j .
It follows that ∇2(−`(w))  cθ,ωLM. From this, we have that
x>∇2(−`(w))x ≥ cθ,ωλ2(LM) for all w ∈ [−ω, ω]n and x ∈ X
where X = {x ∈ IRn : ||x||∞ ≤ ω and x>1 = 0}. This implies that −` is
cθ,ωλ2(LM)-strongly convex on X .
A.12. Proof of Lemma 5.5. It can be easily shown that for all w ∈
[−ω, ω]n, S ⊆ N such that |S| ≥ 2, and u, v ∈ S such that u 6= v, we have
e−4ω
|S|2 ≤
ewuewv
(
∑
j∈S ewj )2
≤ e
4ω
|S|2 .
Combining with (A.1), we have
∂2
∂wu∂wv
(−`(w)) ≤ −
∑
y∈T
dy
wuwv
(
∑k
j=1 e
wyj )2
1u,v∈{y1,y2,...,yk}
≤ −e
−4ω
k2
∑
y∈T
dpi1u,v∈{y1,y2,...,yk}
= −e
−4ω
k2
mu,v.
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From this it follows that for all x ∈ IRn such that x>1 = 0,
(A.9) x>∇2(−`(w))x ≥ e
−4ω
k2
λ2(LM)||x||2.
Similarly, we have
∂2
∂wu∂wv
(−`(w)) ≥ −
∑
y∈T
dy
k−1∑
l=1
wuwv
(
∑k
j=l e
wyj )2
1u,v∈{y1,y2,...,yk}
≥ −e4ω
k−1∑
l=1
1
(k − l + 1)2 mu,v
= −e4ω
k∑
l=2
1
l2
mu,v
≥ −e4ω
(
1 +
∫ k
1
dx
x2
)
mu,v
= −e4ω
(
2− 1
k
)
mu,v.
From this it follows that for all x,
(A.10) x>∇2(−`(w))x ≤ e4ω
(
2− 1
k
)
λn(LM)||x||2.
A.13. Derivation of the convergence time bound (7.1). First
note that
mA ≤M ≤ m¯A
where the inequalities hold elementwise. From this, it follows that LM 
mLA and m¯LA  LM, where recall A is the adjacency matrix induced by
matrix M. Now, note
d(M) = ||M||∞ ≤ m¯d(n)
and
a(M) = λ2(LM) ≥ mλ2(LA)
where d(n) is the maximum degree of a node in graph G.
Hence, we have
d(M)
a(M)
≤ rd(n)
λ2(LA)
.
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By Theorem 3.4 in [34], for any graph G with adjacency matrix A and
diameter D(n), λ2(LA) ≥ 4/(nD(n)).
It thus follows that
d(M)
a(M)
≤ 1
4
rd(n)D(n)n
which implies the convergence time bound T = O(rd(n)D(n)n log(1/)).
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