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1968 EVANS [2]. ,
. $[1][3]$ .
EVANS (2) (3) [2].
$P_{L}^{-1}AP1yR^{-}=PL^{-1}b$ , $y=.P_{R},x$ (3)
, $P_{L},$ $P_{R}$ . $A$ $L$ , $U$ ,
, , $A=I-L-U$ , EVANS $P_{L}$ $=(I-\omega L)$ ,
$P_{R}=(I-\omega U)$ . , $\omega$ SOR . ,
$P_{L}^{-1}AP^{-1}R$ $P=\lambda_{\max}/\lambda_{\min}$ . ,
EVANS $A$ ,
. EVANS $A$ $A=M-N$
$M$ $P_{L}$ . (2)
. 1991 Gunawardena




$(I+S)$ , Gauss-Seidel (Modified Gauss-Seidel
Method) . $(I+S)$ (2)
, Gunawardena $(I+S)$ .
(2) $P$ $P=A^{-1}$ .
, $A^{-1}$
.
(1) $\mathrm{Z}$ , (2) Gauss-Seidel .
2 $P$ . Gauss-Seidel $(I-L)^{-1}U$ $U$
. , $A$ $U$
1084 1999 135-153 135
$A^{-1}$ $(I -U)^{-}$
.
1 . , $(I -U)^{-1}=$
$I+U+U^{2}+\cdots+U^{n-1}$ $(I -U)^{-1}\simeq(I+U)=P$ .
Gauss-Seidel [19]. $(I+S)$
. $U$ $(I+\beta U)$ , $(I+BU)$
$[13][14][15]$ . , $\beta$ , $B$













$A^{(0)}$ $=$ $A$ ,
$A^{(1)}$ $=$ $P_{1}A^{(0})$ ,
$A^{(2)}$ $=$ $P_{2}[D^{(1)}]^{-}1A(1)$ ,
. , $D^{(1)}$ $A^{(1)}$ . $P_{1}$ $P_{2}$ ,
1 2 . $k=0,1$ $A^{(k)}=I-L^{(k)}-U^{(k)}$
. , $-L^{(k)}$ $-U^{(k)}$ $A^{(k)}$
. , $P_{1}=(I+U^{(0)}),$ $P_{2}=(I+U^{(1)})$
, [11], $A^{(2)}$ Gauss-Seidel
. , 1 $P_{1}A^{(0}$ )
$U^{(0)}A^{()}0$ $O(n^{3})$ . ,
$\overline{U}^{(0)}=(-\overline{u}_{ij}^{(0)})$ 1 . , $\overline{U}^{(0)}$
$0<|\overline{u}_{ij}^{(0)}|\leq|a_{ij}|$ , for $j=j_{i}$ ,
$\overline{u}_{ij}^{(0)}=0$ , for $j\neq j_{i}$ ,
136
. , $i<n$ $>i$ . $\overline{U}^{(-)}$
, 1 $O(n^{2})$ . $\overline{U}^{(0)}$ ,
$\overline{U}^{(0)}=$ $\equiv\overline{S}$ ,
. , $\Re(a_{ij})$ $a_{ij}$ . , 2
,
$P_{1}$ $=$ $I+S$ ,
(4)
$P_{2}$ $=$ $I+BU^{(1)}$ .
. $A$ , $I+S$ $I+BU$
.
, 2 – . $P_{k}$ $k=1,2$
$P_{k}=I+B^{(k1)}-\hat{U}(k-1)$ ,
. , $B^{(k-1)}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}\{\beta 1’., \beta_{n}^{(1)}(k-1)..k-\}$ $\hat{U}^{(k-1}$ ) $=(-\hat{u}_{ij}^{(1)}k-)$
$0\leq|\hat{u}_{ij}^{(1)}k-|\leq|a_{ij}^{(1)}k-|$ , $i<j$
. , $\hat{U}^{(k-1}$ ) $O\leq|\hat{U}^{(k-1}$ ) $|\leq|U^{()}k-1|$
. – 2 –
.
3
, . $k=1,2$ .
, $=\{i+1, \ldots, n\}$ . , $i<n$ A(
$N_{i}^{+}$ , $N_{i}^{-}$ , $N_{i}^{+(k-}1$ ) $=$
$\{j||a_{ij}^{(1)}k-|-\beta_{i}^{(1)}k-|\hat{u}_{ij}^{(1)}k-|\geq 0, j>i\})N_{i}^{-(k-}1)=N_{i}-N^{+(k-}i1)$ . , $i<n$
$l_{(k-1)}= \min_{j>i}|a_{ij}^{(k-1)}|/|\hat{u}^{(}|ijk-1$
) .
3.1 $A\in Z^{n\cross n}$ $A^{-1}\geq O$ , $A$ $M$ .
32 $n\cross n$ $A=$ (a $.\langle A\rangle=$ (\alpha $M$ , $A$ $H$
. , $\alpha_{ij}$
$\alpha_{ii}=|a_{ij}|$ , $\alpha_{ij}=-|a_{i}j|,$ $i\neq j$
.
137
33 $A\in Z^{n\cross n}$ $M$ $Au>0$
$u$ .




$v_{i}^{(k-1)}-$ $\sum$ $|a_{ij}^{(k-1)}|v_{j}+2(k-1)$ $\sum$ $|a_{ij}^{()}-|vk1j(k-1)$
$\frac{j=1,j\neq ij\in Ni^{-\langle k-}1)}{\sum_{j=1S=}^{n}\sum_{i+1}|\hat{u}_{is}^{(-}a_{sj}^{()}-1|)kv-nk1j(k-1)2\sum_{j\in N^{+}i}|\hat{u}-1)|ijv,(k-1)(kj(k-1)}$
, if $\sum_{j=i+1}^{n}|\hat{u}_{ij}^{(k}-1$) $|\neq 0$ ,
$\infty$ , if $\sum_{j=i+1}^{n}|\hat{u}i(k-j1)|=0$ .
. , $i<n$
$\sum_{j=1s}^{n}\sum_{=i+1}^{n}|\hat{u}^{()}aisSj|(k-1)vk-1j,(k-1)>2\sum_{j\in N_{i}^{+}}|(k-1)\hat{u}_{ij}^{(-}|1)vkj(k-1)$





$A^{(k-1}$ ) $\mathrm{H}$ , $i$
$v_{i}^{(k-1)}-j \sum_{=1}n,j\neq i|a|ijv(k-1)j(k-1)>0$ ,
$v^{(k-1)}$ . , $i<n$
$\sum_{j=i+1}^{n}|\hat{u}_{i}|(jk)=0$






$=$ $| \hat{u}_{i\iota(k-1)}^{(k-}|1)\{v_{i}^{(k-1}-)\sum^{n}|j=1,j\neq ia_{i}^{(k}j-1)|vj(k-1)\}$
$+|a_{i\iota(k-1)}^{(k-}|1)[ \sum_{s=i+1}^{n}|\hat{u}^{(1}|iS^{-}k)\{v_{S}^{()}-\sum_{=1,s}^{n}|a|(sjv-1(k-k-1jj\neq)kj1)\}]$
$+2|\hat{u}_{il_{(}^{-}}^{(1)}kk-1)|$ $\sum_{k,j\in N_{i}^{-(}-1)}\{|a_{ij}^{(-}|k1)-\frac{|a_{i\iota_{(}k1)}^{()}|k-1-}{|\hat{u}_{i\iota_{(k-1)}}^{(k}-1)|}|\hat{u}_{ij}|(k-1)\}v_{j}^{(k1)}->0$ .
. , $i<n$
$| \hat{u}_{i\iota(k-1)}^{(k-}|1)\{v_{i}^{(k-1)}-\sum_{\neq j=1,ji}^{n}|a-1)|ijj\sum(k(k-1)|v+2aij|(k-1)v-j\in N_{i}-(k-1)j(k1)\}$
$>$ $|a_{i\iota_{(k-1)}}^{(k}|-1) \{\sum_{j=1}^{n}\sum_{s=i+1}|\hat{u}_{iS}a^{()}-)k-1|(k1(k-1)-sjjijj-nv2\sum|\hat{u}-1)|(kvj\in N^{+}i(k-1)(k1)\}>0$
. , $i<n$
$v_{i}^{(k-1)}-$ $\sum n$ $|a_{ij}^{(k-1)}|v_{j}+2(k-1)$ $\sum$ $|a_{ij}^{()}|k-1vj(k-1)$




, $\beta_{i}^{\prime(-}k1$ ) $>|a_{il_{(-}^{-}k1)}^{(k}1$) $|/|\hat{u}_{i\iota}^{(1)}k-(k-1)|$ . $\blacksquare$
35 $A^{(k-1}$ ) $H$ , $v^{(k-1)}=(v_{1}^{(k-1)}, \ldots, v(nk-1))^{T}$ . ,
$0\leq\beta_{i}^{(k-1})<\beta_{i}^{\prime(-}k1)(i<n)$ $A^{(k)}$ $H$ .
139
$A^{(k-1}$ ) $\mathrm{H}$ , $i$
$v_{i}^{(k-1)}- \sum_{1j=,j\neq i}^{n}|a^{(}-1)|ijkv_{j}^{()}k-1>0$ ,
$v^{(k-1)}$ . $i<n$ $\{A^{(k)}v^{(k}-1)\}_{i}$ $A^{(}k$ ) $v(k-1)$






$\{A^{(k)}v^{(-1)}k\}_{i}$ $=$ $|1- \beta_{i}^{(1)}k-s=i\sum_{1+}^{n}\hat{u}-1)(k-a1)|issi(kv_{i}(k-1)$
$- \cdot\sum_{j=1}^{-}|a_{i}-1)-\beta i\sum_{S}i1(kj(k-1)=in+1\hat{u}^{(-}iSk1)a_{s}^{(}jk-1)|vj(k-1)$
$- \sum_{+j=i1}^{n}|a^{(}-1)-ij\beta i\sum_{s=}k(k-1)\hat{u}^{(k}ni+1isj-1)(k-a_{s}1)|vj(k-1)$
$\geq$ $v_{i}^{(k-1)}-\beta_{i}^{(k-1)}$ $\sum n$ $|\hat{u}_{i}^{()}a_{S}|Siv_{i}k-1(k-1)(k-1)$
$s=i+1$
$i-1$ $i-1$ $n$















$\{A(k)v(k-1)\}_{i}$ $\geq$ $v_{i}^{(k-1)}-j \sum_{=1}n,j\neq i|a-|ijv_{j}(k1)(k-1)(+\beta ik-1)ji\sum_{=+1}^{n}|\hat{u}ij|(k-1)v_{j}(k-1)$
$- \beta_{i}^{(k-1)_{\sum_{=}}}jn1s=i+1,s\neq j\sum^{n}|\hat{u}_{i}a(k-1)(ssjk-1)|vj(k-1)$



















. $2 \sum|\hat{u}|ijvj\in N_{i}+(k-1)(k-1)j(k-1)$
$|a_{i\iota(k-1)}^{(k-1}|)/|\hat{u}(k.1)il_{(k}^{-}-1)|<\beta_{i}^{(1)}k-<\beta_{i}’(k-1)$
, $\{A^{(k)}v(k-1)\}_{i}>0$ . , $i=n$
$\{A^{(k)(k-}v\}_{n}1)=|a_{nn}^{()}-1|k(k-1)v_{n}.-\sum_{ij=1,j\neq}^{n}-|a_{n}^{(}|j>v_{j}-1)\mathrm{o}k-1)(k$
. , 33 , $0\leq\beta_{i}^{(k-1}$ ) $<\beta_{i}^{\prime(-}k1$ ) $(i<n)$ $\langle A^{(k)}\rangle$ $\mathrm{M}$
. , $\mathrm{H}$ , $0\leq\beta_{i}^{(k-1}$ ) $<\beta_{i}^{\prime(k-1)}(i<n)$ $A^{(k)}$ $\mathrm{H}$
. $\blacksquare$
36 $A$ $H$ . 2 $0\leq\beta_{i}^{(k-1}$ ) $<\beta_{i}^{;()}k-1(i<n)$ $A^{(2)}$ $H$
.
35 , $0\leq\beta_{i}^{(0)}<\beta_{i}^{;()}0(i<n)$ , $A^{(1)}l\mathrm{h}\mathrm{H}$ , , $A^{(1)}$
$\mathrm{H}$ , $0\leq\beta_{i}^{(1)}<\beta_{i}/(1)(i<n)$ $A^{(2)}$ $\mathrm{H}$ $\blacksquare$
4
2 Gauss-Seidel (P2) 1
. , 1
. , $I+BU$ Gauss-Seidel
(P1), Gauss-Seidel (G.S.), $\mathrm{B}\mathrm{i}\mathrm{C}\mathrm{G}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{b}$ , Gauss .
$||x^{()}-k+1x^{(k})||/||x^{(k+1})||\leq 10^{-6}$ .
4.1 1
2 $\Omega=(0,1)\cross(0,1)$ $X=(x$ , $A$
$\phi_{A}=\phi_{A}(X)$ 1
$L[\phi]=-\mathrm{D}\nabla^{2}\phi_{A}+v\cdot\nabla\phi_{A}+k\phi_{A}=0$ in $\Omega$
. , $\mathrm{D}$ , $-$
$v=(v_{x}, v_{y})$ . $k$ 1 .
$\phi(0, y)=\sin(\pi y)$
$\phi(x, 0)=\phi(1, y)=\phi(x, 1)=0$

















, . , ,







1 10\sim 20 .
. ,
Gauss .
, 2 Gauss-Seidel .
, . $\Omega$ , $I=[t_{0}, t_{f}]$
. 1 .
$\frac{\partial\phi(X,t)}{\partial t}-\nabla\cdot(\mathrm{D}\nabla\phi(X, t))+v\cdot\nabla\phi(X, t)+k\phi(X, t)--0$ in $\Omega\cross I$ (5)
, $\phi(X, t)$ , , $\mathrm{D}$ . $v=(v_{1}, \cdots, v_{N})$
, $k(\geq 0)$ . , $x=X(X_{1}, \cdots, x_{N})$ $N$ .
$\Gamma_{1}$ , $\Gamma_{2}$ .
$\phi(X, t)=\overline{\phi}(t)$ on $\Gamma_{1}$
$q(X, t)= \mathrm{D}\frac{\partial\phi(X,t)}{\partial n}=\overline{q}(t)$ on $\Gamma_{2}$ (6)
, $\overline{\phi}$ $\overline{q}$ , $n$ . t=t
$\phi(X, t_{0})=\phi 0(x)$ in $\Omega$
. $t$
$-\mathrm{D}\nabla^{2}\Phi+v\cdot\nabla\Phi+(_{S+}k)\Phi-\Phi_{0=}0$ in $\Omega$ (7)
. , $\Phi=\Phi(X, s)$ $\phi(X, t)$ .
$\Phi(X, s)=L[\phi(X, t)]=\int_{0}^{\infty}e^{-st}\phi dt$ . (8)
144
, $s$ . , $\Phi_{0}$
, (7) .
$-\mathrm{D}\nabla^{2}\Phi+v\cdot\nabla\Phi+(_{S}+k)\Phi=0$ in $\Omega$ (9)
(6)
$\Phi(X, s)=\overline{\Phi}(X, s)$ on $\Gamma_{1}$
$Q(X, s)=\overline{Q}(X, s)$ on $\Gamma_{2}$
. , $Q(X, s)$ $q(X, t)$ .
.







$F_{m}=(-1)^{m_{\mathrm{I}}} \mathrm{m}|F(\frac{\sigma+i(n-0.5)\pi}{t})\rceil\equiv(-1)m{\rm Im}[F(s)]$ (11)
$A_{\mu,\mu}$ $=$ 1 (12)
$A_{\mu,\nu-1,-}.\cdot$
$=$ $A_{\mu,\nu}+$ (13)
. $f_{ec}$ , $F=F(s)$ , $i=\sqrt{-1},$ ${\rm Im}$
. , $\sigma$ , $\lambda$ $\mu$ . , $\lambda=10$ ,
$\mu=5,\sigma-=5.\mathrm{o}$ .
,
$\phi(0, y, t)=1$ , $\phi(0, y, t)=0$
$\partial\phi(X, 0, t)/\partial y=\partial\phi^{\sim}(x, 1, t)/\partial y=0$ ,




2: $v_{x}=0,$ $v_{y}=0,$ $\kappa=0$
146
$\mathrm{m}$
3: $v_{x}=0,$ $v_{y}=0,$ $\kappa=100$
147
$\mathrm{m}$
4: $v_{x}=0,$ $v_{y}=40,$ $\kappa=0$
148
$\mathrm{m}$




$\bullet$ 2 Gauss-Seidel $I+BU$ Gauss-Seidel
.
$\bullet$ 2 Gauss-Seidel , $\mathrm{B}\mathrm{i}\mathrm{C}\mathrm{G}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{b}$
.
, 2\sim 5 .
$\bullet$ $I+BU$ Gauss-Seidel Gauss-Seidel $m$
.
$\bullet$ 2 Gauss-Seidel $m$ –
, $\mathrm{B}\mathrm{i}\mathrm{C}\mathrm{G}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{b}$ .
$\bullet$ $I+BU$ 2 3 Gauss-
Seidel 4 5 . , 2




$I+\overline{S}$ 2 $I+BU^{(1)}$ $\beta_{i}$
. , 1
, 2 Gauss-Seidel .
5
1992 $\mathrm{A}.\mathrm{D}$ .Gunawardena $I+S$ ,
$I+S$ $I+U$ . ,
$I+BS$ $I+BU$ . ,
$I+B\hat{U}$ 2 ( 6).
Gauss-Seidel . $I+BU$ Gauss-Seidel
$\mathrm{Z}$ $\mathrm{H}$
$\mathrm{H}$ . ,
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