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Abstract
A generalization of classical cubic B-spline functions with a parameter
is used as basis in the collocation method. Some initial boundary value
problems constructed on the nonlinear Klein-gordon equation are solved by
the proposed method for extension various parameters. The coupled system
derived as a result of the reduction of the time order of the equation is
integrated in time by the Crank-Nicolson method. After linearizing the
nonlinear term, the collocation procedure is implemented. Adapting the
initial conditions provides a linear iteration system for the fully integration
of the equation. The validity of the method is investigated by measuring
the maximum errors between analytical and the numerical solutions. The
absolute relative changes of the conservation laws describing the energy and
the momentum are computed for both problems.
Keywords: Klein-Gordon Equation; Extended cubic B-spline; collocation; wave
motion.
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1 Introduction
In the study, we derive numerical solutions for some initial boundary value prob-
lems constructed with the nonlinear Klein-Gordon (NKG) equation of the form
utt − uxx − ε1u− ε2u3 = 0 (1)
where u = u(x, t), and ε1, ε2 are real parameters [1]. The main part of the equa-
tion containing the derivative terms are just the one dimensional wave operator.
The remaining part is the derivative of some potential function. The equation
was suggested by Klein and Gordon as a relativistic model for a charged particle
in an electromagnetic field [2]. The laser pulses in two state media, the torsional
waves propagating down a stretched wire in a pendula system, the dislocation in
crystals, Josephson junction transmission lines, the propagation in ferromagnetic
materials of waves carrying rotations of the direction of magnetization are another
implementatiton fields of some particular forms of the NKG. The analysis of the
rotating black holes can also be possible by this equation [3]. The geometrical
derivation of the NKG requires some particular gauges and coordinate transfor-
mations [4]. The usual procedure for some first order equations in some particular
Hilbert spaces supported with some particular norms can lead the scattering field
theory for the NKG [5]. Some significant properties such as invariance principle,
existence and completenes of the wave operators, the intertwining relations were
also proven in that study. There exists a dep relation between the NKG and the
Schro¨dinger equations that both can be converted each other [6]. The static ex-
ternal field case was also studied for the Klein-Gordon equation [7]. Employing
eigenfunction expansion yielded some important results as strong as like in the
Schro¨dinger Equation in spectral and scattering theory.
However, the existence of the envelope type solitons depends upon the sign of
the cubic nonlinear terms correlatively the stability of the KGE’s dependency [8].
Dusuel et al. [9] obtained the conditions for the existence of the compactonlike
kink solutions of the NKG. They concluded that the static compacton is stable as
the dynamic one is not by observing the numerical simulations.
The solitary wave solutions at various forms of NKG are determined by Kim and
Hong [10] using the auxilary equation method based on the solutions of a particular
nonlinear ordinary differential equation. They also give the existence conditions of
those solutions covering the relations among the parameters and coefficients in the
equation. Solitary wave solutions in kink or bell shapes can be constructed by the
extended form of the first kind elliptic sub equation method by manipulating the
solutions of a first order ordinary differential equation with sixth degree nonlinear
term [11]. The method is capable to give also explicit forms of the singular and
triangular periodic wave solutions. The modified simple equation method is an-
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other efficient method to find the solitary wave solutions from the exact traveling
solutions under the condition that the parameters in the equation are with their
special values [12].
Various types of wave solutions like positive or negative frequency plane waves
can also be derived from the solutions of convenient field equations [13]. Burt and
Reid [14] set up the exact formal solution of the nonlinear Klein-Gordon equation
from the solutions of the linear one. The Klein-gordon equation has also bound
state solutions for different attractive potential types [15]. The soliton interaction
is examined in different perspectives by using numerical algorithms [16–18].
Numerical algorithms are also developed for the numerical solutions of the NKG.
The classical finite diference method with the central second difference approx-
imation is used to prove the existence of the bounded solutions of the NKG as
t → ∞ [19]. It is also concluded that the degree of the power term causes to
change the numer of the oscillations and the amplitude in the solutions.
Jime´nez and Va´zquez [20] implement four different explicit finite difference schemes
and conclude that the scheme which conserves energy is the most suitable one to
integrate the NKG to study the long time behaviours of the solutions. Dehghan’s
study [21] emphasises that the collocation method based on thin plate spline-radial
basis functions can give sufficiently accurate results while solving the inhomoge-
nous NKG with different degreed nonlinear terms. The Fourier collocation method
is also implemented to solve some periodic problems [22]. That study focuses also
the convergence and stability properties of the proposed method. The numerical
solutions of the NKG can also be obtained by the multiquadric quasi interpolation
method [23].
The classical polynomial cubic B-spline collocation and unconditionally stable col-
location method are derived for the solutions of some initial boundary value prob-
lems for the NKG [24, 25]. In this study we propose a new collocation algorithm
based on the extended definiton of the classical polynomial B-splines, namely ex-
tended cubic B-splines to solve some initial boundary value problems for the NKG
equation. The nature of these B-splines has some siginificant differences from the
other B-splines like calassical polynomial [26,27], or exponential B-splines [28,29].
We observe the effects of change of the extention parameter to the accuracy of the
solutions.
The order of the NKG in time can be reduced to one to give a nonlinear coupled
system
vt = uxx + ε1u+ ε2u
3
ut = v
(2)
by assuming v = ut. The initial data
u (x, 0) = f (x) , a ≤ x ≤ b
3
and homogenous Neumann boundary conditions
ux(a, t) = ux(b, t) = 0, t > 0
vx(a, t) = vx(b, t) = 0, t > 0
(3)
are chosen in the finite problem interval [a, b] for the convenience.
2 Numerical Integration of the NKG equation
The Crank-Nicolson and the suitable forward finite difference for the time integra-
tion of the coupled system (2) yields
vn+1 − vn
∆t
=
un+1xx + u
n
xx
2
+ ε1
un+1 + un
2
+ ε2
(u3)n+1 + (u3)n
2
un+1 − un
∆t
=
vn+1 + vn
2
(4)
where un+1 = u(x, (n+1)∆t) and vn+1 = v(x, (n+1)∆t) represent the solutions of
the system at the (n+ 1)th. time level. One should note that tn+1 equals tn + ∆t,
and ∆t is the time step length, superscripts n and n+ 1 denote the time levels.
Linearization of the term (u3)n+1 in (4) as
(u3)n+1 = 3un+1(u2)n − 2(u3)n
gives the time-integrated system as
vn+1 − vn
∆t
=
un+1xx + u
n
xx
2
+ ε1
un+1 + un
2
+ ε2
3un+1(u2)n − (u3)n
2
un+1 − un
∆t
=
vn+1 + vn
2
(5)
Assume that H˜ is the partition of the finite interval [a, b] as H˜ : a = x1 < x2 <
. . . < xN = b with equal finite intervals h = xi − xi−1, i = 2, 3, ..., N . An extended
cubic B-spline Hi is defined as [30,31]
Hi(x) =
1
24h4

4h(1− λ)(x− xi−2)3 + 3λ(x− xi−2)4, [xi−2, xi−1] ,
(4− λ)h4 + 12h3(x− xi−1) + 6h2(2 + λ)(x− xi−1)2
−12h(x− xi−1)3 − 3λ(x− xi−1)4 [xi−1, xi] ,
(4− λ)h4 − 12h3(x− xi+1) + 6h2(2 + λ)(x− xi+1)2
+12h(x− xi+1)3 − 3λ(x− xi+1)4 [xi, xi+1] ,
4h(λ− 1)(x− xi+2)3 + 3λ(x− xi+2)4, [xi+1, xi+2] ,
0 otherwise.
(6)
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where λ is the real extension parameter. The classical cubic B-spline functions
[32, 33] are the particular form when the extension parameter λ is chosen as 0.
The set {Hi(x)}N+1i=−1 defines a basis for the real valued functions defined in the
interval [a, b] [30,31]. The nonzero values of the extension parameter λ affects the
shape of the cubic B-spline directly, Fig 1. The relations between the grids and
nonzero functional and derivative values of each extended cubic B-spline Hi(x) at
the partition of H˜ are calculated as in Table 1.
Figure 1: Extended B-splines for various values of the extension parameter λ
Table 1: Derivative and functional values of Hi(x) at the grids
x xi−2 xi−1 xi xi+1 xi+2
24Hi(x) 0 4− λ 16 + 2λ 4− λ 0
2hH
′
i(x) 0 −1 0 1 0
2h2H
′′
i (x) 0 2 + λ −4− 2λ 2 + λ 0
Let U(x, t) and V (x, t) be the approximate solutions to u(x, t) and v(x, t), respec-
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tively, defined as
U(x, t) =
N+1∑
i=−1
δiHi(x),
V (x, t) =
N+1∑
i=−1
φiHi(x)
(7)
in which δi and φi are the time dependent new variables. The functional values of
U and V and their derivatives are determined by using (7) as
Wi =
4− λ
24
ηi−1 + d8+λ12 ηi +
4− λ
24
ηi+1
W ′i = −
1
12h
(ηi−1 − ηi+1)
W ′′i =
2 + λ
2h2
(ηi−1 − 2ηi + ηi+1)
(8)
where Wi and η are general notations. η denotes δ when Wi is chosen as Ui = U(xi)
and it stands for φ when Wi = Vi = V (xi).
Substituting the approximate solutions Ui and Vi defined in (7) and their deriva-
tives into (5) and rearranging the resulting equations yields the iterative system
ωm1δ
n+1
m−1 + ωm2φ
n+1
m−1 + ωm3δ
n+1
m + ωm4φ
n+1
m + ωm1δ
n+1
m+1 + ωm2φ
n+1
m+1 (9)
= ωm5δ
n
m−1 + ωm2φ
n
m−1 + ωm6δ
n
m + ωm4φ
n
m + ωm5δ
n
m+1 + ωm2φ
n
m+1
ωm2δ
n+1
m−1 + ωm7φ
n+1
m−1 + ωm4δ
n+1
m + ωm8φ
n+1
m + ωm2δ
n+1
m+1 + ωm7φ
n+1
m+1 (10)
= ωm2δ
n
m−1 − ωm7φnm−1 + ωm4δnm − ωm8φnm + ωm2δnm+1 − ωm7φnm+1
The coefficients of equation system (9) and (10) for KGE equation can be deter-
mined as follow
ωm1 = (−3ε2K2 − ε1)α1 − γ1
ωm2 =
2
∆t
α1
ωm3 = (−3ε2K2 − ε1)α2 − γ2
ωm4 =
2
∆t
α2
ωm5 = (ε1 − ε2K2)α1 + γ1
ωm6 = (ε1 − ε2K2)α2 + γ2
ωm7 = −α1
ωm8 = −α2
6
where
K = α1δ
n
i−1 + α2δ
n
i + α1δ
n
i+1
α1 =
4− λ
24
α2 =
8 + λ
12
γ1 =
2 + λ
2h2
γ2 = −4 + 2λ
2h2
The system (9) and (10) can be rewritten in the matrix notation for the sake of
simplicity as
Axn+1 = Bxn (11)
where
A =

ωm1 ωm2 ωm3 ωm4 ωm1 ωm2
ωm2 ωm7 ωm4 ωm8 ωm2 ωm7
ωm1 ωm2 ωm3 ωm4 ωm1 ωm2
ωm2 ωm7 ωm4 ωm8 ωm2 ωm7
. . . . . . . . . . . . . . . . . .
ωm1 ωm2 ωm3 ωm4 ωm1 ωm2
ωm2 ωm7 ωm4 ωm8 ωm2 ωm7

and
B =

ωm5 ωm2 ωm6 ωm4 ωm5 ωm2
ωm2 −ωm7 ωm4 −ωm8 ωm2 −ωm7
ωm5 ωm2 ωm6 ωm4 ωm5 ωm2
ωm2 −ωm7 ωm4 −ωm8 ωm2 −ωm7
. . . . . . . . . . . . . . . . . .
ωm5 ωm2 ωm6 ωm4 ωm5 ωm2
ωm2 −ωm7 ωm4 −ωm8 ωm2 −ωm7

The system (11) has 2N + 2 linear equations and 2N + 6 unknown parameters
described as xn+1 = (δn+1−1 , φ
n+1
−1 , δ
n+1
0 , φ
n+1
0 . . . , δ
n+1
N+1, φ
n+1
N+1). A unique solution of
this system requires the equal number of equations and parameters. Implement of
the boundary conditions
Ux(a, t) = 0, Ux(b, t) = 0, Vx(a, t) = 0, Vx(b, t) = 0
equalize the number of unknown parameters by generating relations
δ−1 = δ1, φ−1 = φ1, δN−1 = δN+1, φN−1 = φN+1
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When the parameters δ−1, φ−1, δN+1, φN+1 are eliminated from the system, we have
2N + 2 linear equations with 2N + 2 unknowns. We solve this system of linear
equation by the Thomas algorithm for the systems having six-banded coefficient
matrices that is adapted from the algorithm for the systems having seven-banded
coefficient matrix. In order to start the iteration algorithm, we need the initial
vector x0. Assuming x01 = (δ
0
−1, δ
0
0, ..δ
0
N , δ
0
N+1), x
0
2 = (φ
0
−1, φ
0
0, ..φ
0
N , φ
0
N+1) are the
components of the initial vector x0 of the iteration, the parameters are eliminated
by using the equalities
Ux(a, 0) = 0 = δ
0
−1 − δ01,
Ux(xi, 0) = δ
0
i−1 − δ0i+1 = Ux(xi, 0), i = 1, ..., N − 1
Ux(b, 0) = 0 = δ
0
N−1 − δ0N+1,
Vx(a, 0) = 0 = φ
0
−1 − φ01
Vx(xi, 0) = φ
0
i−1 − φ0i+1 = Vx(xi, 0), i = 1, ..., N − 1
Vx(b, 0) = 0 = φ
0
N−1 − φ0N+1
(12)
to be able to start the iteration (11).
3 Numerical Solutions
This section is devoted to focus the perform of the suggested method by imple-
menting it to some initial boundary value problems for the NKG. The discrete
maximum error norm
L∞(t) = |u(x, t)− U(x, t)|∞ = maxi |u(xi, t)− U(xi, t)|
is defined to check the validity and accuracy of the suggested method by measuring
the error between the analytical and numerical solution at a specific time t. The
conservation of the energy(E) and the momentum(P) defined as [1, 2, 34]
E =
1
2
∞∫
−∞
u2t + u
2
x − ε1u2 −
1
2
ε2u
4dx
P =
∞∫
−∞
uxutdx
(13)
can also be a good indicator of an efficient method in case the absence of the
analytical solutions. We define absolute relative changes C(Et) and C(Pt) at the
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time t of the conserved quantities E and P as
C(Et) =
∣∣∣∣Et − E0E0
∣∣∣∣
C(Pt) =
∣∣∣∣Pt − P0P0
∣∣∣∣ (14)
where E0 and P0 are initial values of the energy and the momentum of the system,
respectively.
3.1 Traveling Wave Case
The initial boundary value problem is defined for ε1 = 1, ε2 = −1 in the NKG
equation. The analytical solution
u(x, t) = tanh(
(x− νt)√
2(1− ν2)) (15)
describes a traveling wave moving along the x−axis with the velocity |ν| < 1 [35].
The initial data are derived from the analytical solution (15) by substituting t = 0
into it. The Neumann conditions at both ends of the interval [−30, 30] are used for
the numerical solutions. The routine is run for various values of the discretization
parameters h and ∆t with the choice of the velocity as ν = 0.5 to the time t = 10.
In order to improve the accuracy of the results, the extension parameter is scanned
between [−1, 1] with the increment ∆λ = 0.0001 for the optimum choice of the
extension parameter.
The initial data is an S−shaped wave positioned at the origin with the properties
lim
x→−∞
U(x, t) → −1, lim
x→∞
U(x, t) → 1. When the simulation starts, the wave
moves back along the x−axis with the constant velocity ν = 0.5 without changing
its shape, Fig 2(a).
The maximum error distribution for the optimum value of the extension parameter
λ and the discretization paramters h = 0.02 and ∆t = 0.005 at the time t = 10 is
depicted in Fig (2(b)). It is observed from both figures that the error accumulates
at the points where the wave descent occours.
The discrete maximum norms for both λ = 0 and various λ cases are tabulated in
Table 2. When the discretization parameters are chosen as h = 0.2 and ∆t = 0.05,
the maximum error is in two decimal digits for λ = 0. This error is improved
to four decimal digit accuracy by choosing the optimum extension parameter as
λ = −0.0101. Reducing the dicsretization parameters to h = 0.1 and ∆t = 0.02
improves the results five times for both λ = 0 and optimum λ = −0.0026. The
discretization parameters h = 0.05 and ∆t = 0.01 gives four decimal digit accurate
9
(a) Traveling wave simulation (b) The maximum error distribution
Figure 2: Traveling wave simulation and the maximum error distribution at t = 10
results for λ = 0. The maximum error is reduced to the fifth decimal in this case by
determining the optimum extension parameter as λ = −0.007. One more reduce
of the discretization parameters to h = 0.02 and ∆t = 0.005 gives the error in the
fourth decimal digit for λ = 0 as provides six decimal digits accuracy in the results
for λ = −0.0001.
Table 2: Discrete maximum norms for various discretization parameters h and ∆t
h ∆t L∞(10)(λ = 0) L∞(10)
0.2 0.05 1.0709× 10−2 6.4162× 10−4 (λ = −0.0101)
0.1 0.02 2.7968× 10−3 1.6618× 10−4 (λ = −0.0026)
0.05 0.01 7.0161× 10−4 8.1010× 10−5 (λ = −0.0007)
0.02 0.005 1.0984× 10−4 7.7240× 10−6 (λ = −0.0001)
The initial values of the conservation laws are determined by using symbolic soft-
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ware as
E0 = −1
9
405 e20
√
2
√
3 + 405 e40
√
2
√
3 + 12 e20
√
2
√
3
√
2
√
3 + A˜
1 + 3 e20
√
2
√
3 + 3 e40
√
2
√
3 + e60
√
2
√
3
A˜ = 4
√
2
√
3− 12 e40
√
2
√
3
√
2
√
3− 4 e60
√
2
√
3
√
2
√
3 + 135 e60
√
2
√
3 + 135
P0 = −2
9
√
2
√
3
(16)
The approximate values of the conservation laws are computed as E0 = −13.91133789
and P0 = −0.5443310539 initially. It should be noted that the initial quantity of
the energy E0 is computed by reducing the bounds of the related integral to the
problem interval [−30, 30]. The absolute relative changes of both conserved quan-
tities are reported at the simulation terminating time t = 10 in Table 3. The
absolute relative change of the energy of the system is in seven decimal digits
and of the momentum is in five decimal digits for both λ = 0 and the optimum
λ = −0.0101 when the discretization parameters are h = 0.2 and ∆t = 0.05. The
absolute relative changes of the energy and the momentum are in eight and six
decimal digits, respectively for h = 0.1 and ∆t = 0.02. Reducing the discretization
parameters to h = 0.05 and ∆t = 0.01 gives nine decimal digits absolute relative
change for the energy and seven decimal digits for the momentum. When h = 0.02
and ∆t = 0.005, the absolute relative changes are in ten and eight decimal digits
for the energy and the momentum, respectively. The reduction of the discretiza-
tion parameters improves the absolute relative changes of both the energy and
momentum quantities but we do not observe a significant improve on the results
with respect to the optimum choice of the extension parameter λ.
Table 3: Discrete maximum norms for various discretization parameters h and ∆t
h ∆t C(E10) C(E10) C(P10) C(P10)
λ = 0 optimum λ λ = 0 optimum λ
0.2 0.05 2.4670× 10−7 4.3656× 10−7 3.8299× 10−5 3.6371× 10−5
0.1 0.02 1.7897× 10−8 2.8211× 10−8 2.4033× 10−6 2.3174× 10−6
0.05 0.01 1.6705× 10−9 4.5956× 10−9 2.9338× 10−7 2.8741× 10−7
0.02 0.005 6.0376× 10−10 6.7339× 10−10 3.6019× 10−8 3.5804× 10−8
3.2 Single Solitary Wave Case
The single solitary wave solution of the NKG is derived from the solution in
Polyanin’s book [36] as
u(x, t) = 2 sech (
√
2{sinh (1)}x− {cosh (1)}t) (17)
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for ε1 = 2, ε2 = −1. The solution models the propagation of a single solitary wave
of amplitude 2 to the right along the horizontal axis. The peak of the wave is
positioned at the origin initially. The problem interval is shrunk to [−10, 15] to be
able apply the numerical method. The initial data is obtained by substituting t = 0
in the analytical solution (17). The suitable Neumann conditions are considered in
accordance with the analytical solution. The routine is run up to the time t = 3 for
various values of the discretization parameters. The simulation of the motion and
the maximum error distribution are depicted in Fig 3(a) and Fig 3(b). The peak
is positioned at x = 1.31 when the simulation time reaches t = 1. The position
of the peak is measured as x = 2.625 at t = 2 and as x = 3.94 at t = 3. Thus,
the average velocity of the wave can be computed approximately as 1.32 in the
appropriate units.
(a) Propagation of a single solitary wave (b) The maximum error distribution
Figure 3: Propagation of a single solitary wave and the maximum error distribution
at t = 3
Even though we scan the extension parameter in the interval [−1, 1] with the step
size ∆λ = 0.0001, the best results are obtained when the extension parameter
is zero. The results are summerized in Table 4. The discrete maximum error is
measured in four decimal digit accuracy for h = 0.05 and ∆t = 0.01 at t = 1. The
maximum errors are in three decimal digits at the times t = 2 and t = 3 with the
same discretization parameters. When the time step size is reduced to 0.001, the
results are worse than the results obtained with ∆t = 0.01 at t = 1. Even though
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the accuracy decimals are equal at t = 2 and at t = 3, the decimal values of the
accuracy of the results are worse than the ones obtained for ∆t = 0.01. When h is
reduced ten times, an improve is observable in the results. The maximum errors
are determined as 3.8323 × 10−4, 5.6663 × 10−4 and 1.5227 × 10−3 at the times
t = 1, t = 2 and t = 3, respectively with the time step size ∆t = 0.01. When
h = 0.005 and ∆t = 0.001, the accuracy of the results are in six decimal digits at
t = 1, and five decimal digits at t = 2 and t = 3.
Table 4: Discrete maximum norms for various discretization parameters and λ = 0
h ∆t L∞(1) L∞(2) L∞(3)
0.05 0.01 8.5481× 10−4 1.9112× 10−3 6.0948× 10−3
0.001 1.2412× 10−3 2.4715× 10−3 4.7686× 10−3
0.005 0.01 3.8323× 10−4 5.6663× 10−4 1.5227× 10−3
0.001 8.5593× 10−6 1.9112× 10−5 6.0943× 10−5
The conserved quantities describing the energy and momentum of the system is
calculated using symbolic calculation software as
E0 =
8
3
√
2(cosh2 1− 1)
sinh 1
P0 = −8
3
√
2 cosh 1
(18)
with the approximate values E0 = 4.431961243 and P0 = −5.819321497 initially.
The absolute relative changes of these two quantities are tabularised in Table 5.
The absolute relatives change in the energy are measured in six decimal digits
when h = 0.05, and h = 0.005 with ∆t = 0.01 at the time t = 3. Reducing ∆t to
0.001 improves the change to nine decimal digits for the absolute relative change
of the energy. The absolute relative change of the momentum is in six decimal
digits when ∆t = 0.01 for both h = 0.05 and h = 0.005. Choosing h = 0.05 and
∆t = 0.001 gives eight decimal digit absolute relative change as gives nine decimal
digit absolute relative change when h = 0.005 and ∆t = 0.001.
Table 5: Absolute relative changes of the conserved quantitites for λ = 0
h ∆t C(E3) C(P3)
0.05 0.01 4.7265× 10−6 1.5699× 10−6
0.001 2.7641× 10−6 1.1944× 10−8
0.005 0.01 4.2897× 10−6 2.5049× 10−6
0.001 4.2706× 10−9 2.3602× 10−9
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4 Conclusion
The extended form of the cubic polynomial B-splines are used as basis in the collo-
cation method for the solutions of the nonlinear Klein-Gordon equation. The order
of the NKG is reduced to one to be able to integrate in time by Crank-Nicolson
method. The dependent variables in the resulting system are approximated by
the extended cubic B-splines. The validity and accuracy of the suggested method
are by solving two initial boundary value problems. The discrete maximum error
norms and absolute relative changes of the conserved quantities are reported to
validate the results.
The first problem describing the travel of a tanh−type wave is solved succesfully by
the suggested method. The scan of the extension parameter improves the results
when compared with the results of the classical polynomial cubic B-spline case.
In the second problem, we study the propagation of a single solitary wave. The
numerical results are in a good agreement with the analytical ones. In contrast
to the first example, the scan of the extension parameter does not improve the
results in this case.
The absolute relative chances of the conserved quantities correspond the theoretical
aspects of the conservation laws.
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