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Abstract. We propose new and original mathematical connections between Hamilton-Jacobi (HJ) partial
differential equations (PDEs) with initial data and neural network architectures. Specifically, we prove
that some classes of neural networks correspond to representation formulas of HJ PDE solutions whose
Hamiltonians and initial data are obtained from the parameters of the neural networks. These results
do not rely on universal approximation properties of neural networks; rather, our results show that some
classes of neural network architectures naturally encode the physics contained in some HJ PDEs. Our results
naturally yield efficient neural network-based methods for evaluating solutions of some HJ PDEs in high
dimension without using grids or numerical approximations. We also present some numerical results for
solving some inverse problems involving HJ PDEs using our proposed architectures.
1. Introduction
The Hamilton–Jacobi (HJ) equations are an important class of partial differential equation (PDE) models
that arise in many scientific disciplines, e.g., physics [6, 22, 23, 29, 87], imaging science [34, 35, 36], game
theory [12, 21, 46, 70], and optimal control [8, 43, 49, 50, 95]. Exact or approximate solutions to these
equations then give practical insight about the models in consideration. We consider here HJ equations
specified by a Hamiltonian function H : Rn → R and initial data J : Rn → R
(1)
{
∂S
∂t (x, t) +H(∇xS(x, t)) = 2∆xS(x, t) in Rn × (0,+∞),
S(x, 0) = J(x) in Rn × {0},
where  > 0, ∂S∂t (x, t) and∇xS(x, t) =
(
∂S
∂x1
(x, t), . . . , ∂S∂xn (x, t)
)
denote the partial derivative with respect to
t and the gradient vector with respect to x of the function (x, t) 7→ S(x, t), and ∆xS(x, t) =
∑n
i=1
∂2S
∂x2i
(x, t).
We wish to compute the viscosity solution of (1) for a given x ∈ Rn and t > 0 [8, 9, 10, 30]. The
viscosity solution rarely admits a closed-form expression, and in general it must be computed with numerical
algorithms or other methods tailored for the Hamiltonian H, initial data J , and dimension n.
The dimensionality, in particular, matters significantly because in many applications involving HJ PDE
models, the dimension n is extremely large. In imaging problems, for example, the vector x typically
corresponds to a noisy image whose entries are its pixel values, and the associated Hamilton–Jacobi equations
describe the solution to an image denoising convex optimization problem [34, 35]. Denoising a 1080 x 1920
standard full HD image on a smartphone, for example, corresponds to solving a HJ PDE in dimension
n = 1080× 1920 = 2, 073, 600.
Unfortunately, standard grid-based numerical algorithms for PDEs are impractical when n > 5. Such
algorithms employ grids to discretize the spatial and time domain, and the number of grid points required to
evaluate accurately solutions of PDEs grows exponentially with the dimension n. It is therefore essentially
impossible in practice to numerically solve PDEs in high dimension using grid-based algorithms, even with
sophisticated high-order accuracy methods for HJ PDEs such as ENO [106], WENO [72], and DG [67]. This
problem severely limits the usefulness of PDE models and is known as the curse of dimensionality [16].
Overcoming the curse of dimensionality in general remains an open problem, but for HJ PDEs several
methods have been proposed to solve it. These include, but are not limited to, max-plus algebra methods [2,
3, 41, 48, 54, 95, 96, 97, 98], dynamic programming and reinforcement learning [4, 18], tensor decomposition
techniques [40, 65, 126], sparse grids [19, 53, 77], model order reduction [5, 83], polynomial approximation
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[75, 76], optimization methods [34, 35, 36, 133] and neural networks [7, 38, 71, 57, 68, 69, 86, 105, 116, 119,
122].
Among these methods, neural networks have become increasingly popular tools to solve PDEs [7, 14, 13,
15, 17, 26, 27, 38, 37, 39, 42, 47, 52, 56, 57, 58, 66, 68, 69, 73, 79, 80, 84, 85, 86, 89, 94, 99, 100, 103, 105, 108,
116, 119, 120, 122, 123, 124, 128, 130, 131, 132] and inverse problems involving PDEs [93, 92, 101, 102, 107,
111, 112, 114, 115, 113, 127, 131, 134, 135]. Their popularity is due to universal approximation theorems
that state that neural networks can approximate broad classes of (high-dimensional, nonlinear) functions on
compact sets [31, 63, 64, 109]. These properties, in particular, have been recently leveraged to approximate
solutions to high-dimensional nonlinear HJ PDEs [57, 122] and for the development of physics-informed
neural networks that aim to solve supervised learning problems while respecting any given laws of physics
described by a set of nonlinear PDEs [113].
In this paper, we propose some neural network architectures that exactly represent viscosity solutions to
HJ PDEs of the form of (1), where the Hamiltonians H and initial data J are obtained from the parameters
of the neural network architectures. In other words, we show that some neural networks correspond to
representation formulas of HJ PDE solutions.
Contributions of this paper. In this paper, we prove that some classes of shallow neural networks are,
under certain conditions, viscosity solutions to Hamilton–Jacobi equations. Specifically, we propose a first
neural network architecture (depicted in Fig. 1). We show in Thm. 3.1 that under certain conditions this
neural network architecture represents the viscosity solution of a set of first-order HJ PDEs of the form of (1)
(with  = 0), where the Hamiltonians and the initial data are obtained from the parameters. As a corollary
of this result for the one-dimensional case, we propose a second neural network architecture (depicted in
Fig. 2) that represents the spatial gradient of the viscosity solution of the HJ PDE above in 1D and show
in Proposition 3.1 that under appropriate conditions this neural network corresponds to entropy solutions of
some conservation laws in 1D. Finally, we propose a third neural network architecture (depicted in Fig. 3)
and show in Proposition 3.2 that it represents the solution to a second-order HJ PDE (1) (with  > 0 and
Hamiltonian H = − 12‖ · ‖22), where the initial data is obtained from the parameters.
Let us emphasize that the two proposed architectures for representing solution of HJ PDEs allow us to
numerically evaluate solutions of these HJ PDEs in high dimension without using grids.
We stress that our results do not rely on universal approximation properties of neural networks. Our
results show that the physics contained in some HJ PDEs can naturally be encoded by some classes of neural
network architectures. Our results also suggest interpretations of some neural network architectures in terms
of solutions to PDEs.
We also test the proposed neural network architectures on some inverse problems. To do so, we consider
the following problem. Given training data sampled from the solution S of a first-order HJ PDE (1) (with
 = 0) with unknown initial function J and Hamiltonian H, we aim to recover the unknown initial function.
After the training process using the Adam optimizer, the trained neural network with input time variable
t = 0 gives an approximation to the initial function J . Moreover, the parameters in the trained neural
network also provide partial information on the Hamiltonian H. The parameters only approximate the
Hamiltonian at certain points, however, and therefore do not give complete information about the function.
We show the experimental results on several examples. Our numerical results show that this problem cannot
generally be solved using Adam optimizer with high accuracy. In other words, while the theoretical results
show that the neural network representation to some HJ PDEs are exact, the Adam optimizer for training
the proposed networks in this paper sometimes give large errors in some of our inverse problems, and as such
there is no guarantee that the algorithm works well for the proposed networks.
Organization of this paper. In Sect. 2, we briefly review shallow neural networks and concepts of convex
analysis that will be used throughout this paper. In Sect. 3, we establish connections between several classes
of neural network architectures and viscosity solutions to HJ equations and one-dimensional conservation
laws. The mathematical set-up for establishing these connections is described in Sect. 3.1, our main results,
which concern first-order HJ equations, are described in Sect. 3.2, and extensions of these results to one-
dimensional conservation laws and a subclass of second-order HJ equations are presented in Sects. 3.3 and
3.4, respectively. In Sect. 4, we perform numerical experiments to test the effectiveness of our proposed
3architectures for solving some inverse problems. Finally, we draw some conclusions and directions for future
work in Sect. 5.
2. Background
In this section, we introduce mathematical concepts that we will use in this paper. We review the
standard structure of shallow neural networks from a mathematical point of view in Sect. 2.1 and present
some fundamental definitions and results in convex analysis in Sect. 2.2. For the notation, we use Rn to
denote the n-dimensional Euclidean space. The Euclidean scalar product and Euclidean norm on Rn are
denoted by 〈·, ·〉 and ‖·‖2. The set containing all m× n matrices with real entries is denoted by Mm,n(R).
2.1. Shallow neural networks. Neural networks provide architectures for constructing complicated non-
linear functions from simple building blocks. Common neural network architectures in applications include,
for example, feedforward neural networks in statistical learning, recurrent neural networks (RNNs) in natural
language processing, and convolutional neural networks (CNNs) in imaging science. In this paper, we focus
on shallow neural networks, a subclass of feedforward neural networks that typically consist of one hidden
layer and one output layer. We give here a brief mathematical introduction to shallow neural networks. For
more details, we refer the readers to [55, 88, 121] and the references listed therein.
A shallow neural network with one hidden layer and one output layer is a composition of affine functions
with a nonlinear function. A hidden layer with m ∈ N neurons comprises m affine functions of an input
x ∈ Rn with weights wi ∈ Rn and biases bi ∈ R:
Rn × Rn × R 3 (x,wi, bi) 7→ 〈wi,x〉+ bi.
These m affine functions can be succinctly written in vector form asWx+b, where the matrixW ∈Mm,n(R)
has for rows the weights wi and the vector b ∈ Rm has for entries the biases bi. The output layer comprises
a nonlinear function σ : Rm → R that takes for input the vector Wx + b of affine functions and gives the
number
Rn × Rn × R 3 (x,wi, bi) 7→ σ (Wx+ b) .
The nonlinear function σ is called the activation function of the output layer.
In Sect. 4, we will consider the following problem: Given data points {(xi, yi)}Ni=1 ⊂ Rn × R, infer
the relationship between the input xi’s and the output yi’s. To infer this relation, we assume that the
output takes the form (or can be approximated by) yi = σ (Wxi + b) for some known activation function
σ, unknown matrix of weights W ∈Mm,n(R), and unknown vector of bias b. A standard approach to solve
such a problem is to estimate the weights wi and biases bi so as to minimize the mean square error
(2) {(w¯i, b¯i)}mi=1 ∈ arg min
wi∈Rn, bi∈R
i∈{1,...,m}
{
1
N
N∑
i=1
(σ (Wxi + b)− yi)2
}
.
In the field of machine learning, solving this minimization problem is called the learning or training process.
The data {(xi, yi)}Ni=1 used in the training process is called training data. Finding a global minimizer is
generally difficult due to the complexity of the minimization problem and that the objective function is not
convex with respect to the weights and biases. State-of-the-art algorithms for solving these problems are
stochastic gradient descent based methods with momentum acceleration, such as the Adam optimization
algorithm for neural networks [81]. This algorithm will be used in our numerical experiments.
2.2. Convex analysis. We introduce here several definitions and results of convex analysis that will be
used in this paper. Readers should refer to Hiriart–Urruty and Lemare´chal [60, 61] and Rockafellar [118] for
comprehensive references on finite-dimensional convex analysis.
Definition 1. (Convex sets, relative interiors, and convex hulls) A set C ⊂ Rn is called convex if for any
λ ∈ [0, 1] and any x,y ∈ C, the element λx + (1 − λ)y is also in C. The relative interior of a convex set
C ⊂ Rn, denoted by ri C, consists of the points in the interior of the unique smallest affine set containing
C. Every convex set C ⊂ Rn with non-empty interior is n-dimensional with ri C = int C. The convex hull
4 J. DARBON, G. P. LANGLOIS, AND T. MENG
of a set C, denoted by conv C, consists of all the convex combinations of the elements of C. An important
example of convex hull is the unit simplex in Rn, n ∈ N, denoted by
(3) Λn :=
{
(α1, . . . , αn) ∈ [0, 1]n :
n∑
i=1
αi = 1
}
.
Definition 2. (Domains and proper functions) The domain of a function f : Rn → R ∪ {+∞} is the set
dom f = {x ∈ Rn : f(x) < +∞} .
A function f is called proper if its domain is non-empty and f(x) > −∞ for every x ∈ Rn.
Definition 3. (Convex functions, lower semi-continuity, and convex envelopes) A proper function f : Rn →
R ∪ {+∞} is called convex if the set dom f is convex and if for any x,y ∈ dom f and all λ ∈ [0, 1], there
holds
(4) f(λx+ (1− λ)y) 6 λf(x) + (1− λ)f(y)
A proper function f : Rn → R∪{+∞} is called lower semi-continuous if for every sequence {xk}+∞k=1 ∈ Rn
with limk→+∞ xk = x ∈ Rn, we have lim infk→+∞ f(xk) > f(x).
The class of proper, lower semi-continuous convex functions is denoted by Γ0(Rn).
Given a function f : Rn → R ∪ {+∞}, we define its convex envelope co f as the largest convex function
such that co f(x) 6 f(x) for every x ∈ Rn. We define the convex lower-semicontinuous envelope co f as
the largest convex and lower semi-continuous function such that co f(x) 6 f(x) for every x ∈ Rn.
Definition 4. (Subdifferentials and subgradients) The subdifferential ∂f(x) of f ∈ Γ0(Rn) at x ∈ dom f is
the set (possibly empty) of vectors s ∈ Rn satisfying
(5) ∀y ∈ Rn, f(y) > f(x) + 〈s,y − x〉 .
The subdifferential ∂f(x) is a closed convex set whenever it is non–empty, and any vector s ∈ ∂f(x) is called
a subgradient of f at x. If f is a proper convex function, then ∂f(x) 6= ∅ whenever x ∈ ri (dom f), and
∂f(x) = ∅ whenever x /∈ dom J [118, Thm. 23.4]. If a convex function f is differentiable at x0 ∈ Rn, then
its gradient ∇xf(x0) is the unique subgradient of f at x0, and conversely if f has a unique subgradient at
x0, then f is differentiable at that point [118, Thm. 21.5].
Definition 5. (Legendre transforms) Let f ∈ Γ0(Rn). The Legendre transform f∗ : Rn → R ∪ {+∞} of f
is defined as
(6) f∗(s) = sup
x∈Rn
{〈s,x〉 − f(x)} .
For any f ∈ Γ0(Rn), the mapping f 7→ f∗ is one-to-one, f∗ ∈ Γ0(Rn), and (f∗)∗ = f . Moreover, for any
(x, s) ∈ Rn × Rn, the so-called Fenchel’s inequality holds:
(7) f(x) + f(s) > 〈x, s〉 ,
with equality attained if and only if s ∈ ∂f(x), if and only if x ∈ ∂f∗(s) [61, Cor. X.1.4.4].
We summarize some notation and definitions in Tab. 1.
3. Connections between neural networks and Hamilton–Jacobi equations
3.1. Set-up. In this section, we consider the function f : Rn × [0,+∞) → R given by the neural network
in Fig. 1. Mathematically, the function f can be expressed using the following formula
(8) f(x, t; {(pi, θi, γi)}mi=1) = max
i∈{1,...,m}
{〈pi,x〉 − tθi − γi}.
Our goal is to show that the function f in (8) is the unique uniformly continuous viscosity solution to a
suitable Hamilton–Jacobi equation. In what follows we denote f(x, t; {(pi, θi, γi)}mi=1) by f(x, t) when there
is no ambiguity in the parameters.
We adopt the following assumptions on the parameters:
(A1) The parameters {pi}mi=1 are pairwise distinct, i.e., pi 6= pj if i 6= j.
(A2) There exists a convex function g : Rn → R such that g(pi) = γi.
5Table 1. Notation used in this paper. Here, we use C to denote a set in Rn, f to denote
a function from Rn to R ∪ {+∞} and x to denote a vector in Rn.
Notation Meaning Definition
〈·, ·〉 Euclidean scalar product in Rn 〈x,y〉 := ∑ni=1 xiyi
‖·‖2 Euclidean norm in Rn ‖x‖2 :=
√〈x,x〉
ri C Relative interior of C The interior of C with respect to the minimal hy-
perplane containing C in Rn
conv C Convex hull of C The set containing all convex combinations of the
elements of C
Λn Unit simplex in Rn {(α1, . . . , αn) ∈ [0, 1]n :
∑n
i=1 αi = 1}
dom f Domain of f {x ∈ Rn : f(x) < +∞}
Γ0(Rn) A useful and standard class of
convex functions
The set containing all proper, convex, lower semi-
continuous functions from Rn to R ∪ {+∞}
co f Convex envelope of f The largest convex function such that co f(x) 6
f(x) for every x ∈ Rn
co f Convex and lower semi-
continuous envelope of f
The largest convex and lower semi-continuous func-
tion such that co f(x) 6 f(x) for every x ∈ Rn
∂f(x) Subdifferential of f at x {p ∈ Rn : f(y) > f(x) + 〈p,y − x〉 ∀y ∈ Rn}
f∗ Legendre transform of f f∗(p) := supx∈Rn{〈p,x〉 − f(x)}
(A3) For any j ∈ {1, . . . ,m} and any (α1, . . . , αm) ∈ Rm that satisfy
(9)

(α1, . . . , αm) ∈ Λm with αj = 0,∑
i 6=j αipi = pj ,∑
i 6=j αiγi = γj ,
there holds
∑
i 6=j αiθi > θj .
Note that (A3) is not a strong assumption. Indeed, if there exist j ∈ {1, . . . ,m} and (α1, . . . , αm) ∈ Rm
satisfying Eq. (9) and
∑
i 6=j αiθi 6 θj , then there holds
〈pj ,x〉 − tθj − γj 6
∑
i6=j
αi(〈pi,x〉 − tθi − γi) 6 max
i 6=j
{〈pi,x〉 − tθi − γi}.
As a result, the jth neuron in the network can be removed without changing the value of f(x, t) for any
x ∈ Rn and t > 0. Removing all such neurons in the network, we can therefore assume (A3) holds.
Our aim is to identify the HJ equations whose viscosity solutions correspond to the neural network
(x, t) 7→ f(x, t). Here, x and t play the role of the spatial and time variables, and f(·, 0) corresponds to the
initial data. To simplify the notation, we define the function J : Rn → R as
(10) f(x, 0) = J(x) := max
i∈{1,...,m}
{〈pi,x〉 − γi}
and the set Ix as the collection of maximizers in Eq. (10) at x, that is,
(11) Ix := arg max
i∈{1,...,m}
{〈pi,x〉 − γi}.
The function J satisfies several properties that we describe in the following lemma.
Lemma 3.1. Suppose {pi}mi=1 ⊂ Rn and {γi}mi=1 ⊂ R satisfy assumptions (A1) and (A2). Then the following
statements hold.
(i) The Legendre transform of J is given by the convex and lower-semicontinuous function
(12) J∗(p) =
min(α1,...,αm)∈Λm∑mi=1 αipi=p {
∑m
i=1 αiγi} , if p ∈ co ({pi}mi=1),
+∞, otherwise.
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Figure 1. Illustration of the structure of the neural network (8) that can represent the
viscosity solution to first-order Hamilton–Jacobi equations.
Moreover, its restriction to dom J∗ is continuous, and the subdifferential ∂J∗(p) is non-empty for
every p ∈ dom J∗.
(ii) Let p ∈ dom J∗ and x ∈ ∂J∗(p). Then (α1, . . . , αm) ∈ Rm is a minimizer in Eq. (12) if and only
if it satisfies the constraints
(a) (α1, . . . , αm) ∈ Λm,
(b)
∑m
i=1 αipi = p,
(c) αi = 0 for any i 6∈ Ix.
(iii) For any i, k ∈ {1, . . . ,m}, let
αi = δik :=
{
1, if i = k,
0, if i 6= k.
Then (α1, . . . , αm) is a minimizer in Eq. (12) at the point p = pk. Hence, we have J
∗(pk) = γk.
Proof. See Appendix A.1 for the proof. 
Having defined the initial condition J , the next step is to define a Hamiltonian H. To do so, first denote
by A(p) the set of minimizers in Eq. (12) evaluated at p ∈ dom J∗, i.e.,
(13) A(p) := arg min
(α1,...αm)∈Λm∑m
i=1 αipi=p
{
m∑
i=1
αiγi
}
.
7Note that the set A(p) is non-empty for every p ∈ dom J∗ by Lem. 3.1(i). Now, we define the Hamiltonian
function H : Rn → R ∪ {+∞} by
(14) H(p) :=
{
infα∈A(p) {
∑m
i=1 αiθi} , if p ∈ dom J∗,
+∞, otherwise.
The properties of H are stated in the following lemma.
Lemma 3.2. Suppose {pi}mi=1 ⊂ Rn, {γi}mi=1 ⊂ R, and {θi}mi=1 ⊂ R satisfy assumptions (A1)-(A3). Then
the following statements hold.
(i) For every p ∈ dom J∗, the set A(p) is compact and Eq. (14) has at least one minimizer.
(ii) The restriction of H to dom J∗ is a bounded and continuous function.
(iii) There holds H(pi) = θi for each i = 1, . . . ,m.
Proof. See Appendix A.2 for the proof. 
3.2. Main results: First-order Hamilton–Jacobi equations. Let f be the function represented by the
neural network architecture in Fig. 1, whose mathematical definition is given in Eq. (8). In the following
theorem, we identify the HJ equations whose viscosity solution is given by f . Specifically, f solves the HJ
equation with Hamiltonian H and initial function J that were defined previously in Eqs. (14) and (10),
respectively. Furthermore, we have a stronger statement. In fact, we provide the necessary and sufficient
conditions for the HJ equation with solution f .
Theorem 3.1. Assume (A1)-(A3) hold. Let f be the neural network defined by Eq. (8) with parameters
{(pi, θi, γi)}mi=1. Let J and H be the functions defined in Eqs. (10) and (14), respectively, and let H˜ : Rn → R
be a continuous function. Then the following two statements hold.
(i) The neural network f is the unique uniformly continuous viscosity solution to the first-order Hamilton–
Jacobi equation
(15)
{
∂f
∂t (x, t) +H(∇xf(x, t)) = 0, x ∈ Rn, t > 0,
f(x, 0) = J(x), x ∈ Rn.
Moreover, f is jointly convex in (x,t).
(ii) The neural network f is the unique uniformly continuous viscosity solution to the first-order Hamilton–
Jacobi equation
(16)
{
∂f
∂t (x, t) + H˜(∇xf(x, t)) = 0, x ∈ Rn, t > 0,
f(x, 0) = J(x), x ∈ Rn.
if and only if H˜(pi) = H(pi) for every i = 1, . . . ,m and H˜(p) > H(p) for every p ∈ dom J∗.
Remark. This theorem identifies the set of HJ equations with initial data J whose solution is given by
the neural network f . To each such HJ equation, there corresponds a continuous Hamiltonian H˜ satisfying
H˜(pi) = H(pi) for every i = 1, . . . ,m and H˜(p) > H(p) for every p ∈ dom J∗. The smallest possible
Hamiltonian satisfying these constraints is the function H defined in (14), and its corresponding HJ equation
is given by (15).
Proof. To prove this theorem, we use the following three lemmas whose proofs are given in Appendix A.3,
A.4, and A.5, respectively.
Lemma 3.3. Assume (A1)-(A3) hold. Let J and H be the functions defined in Eqs. (10) and (14),
respectively. Let H˜ : Rn → R be a continuous function satisfying H˜(pi) = H(pi) for any i = 1, . . . ,m and
H˜(p) > H(p) for any p ∈ dom J∗. Then the neural network f defined in Eq. (8) satisfy
(17) f(x, t) := max
i∈{1,...,m}
{〈pi,x〉 − tθi − γi} = sup
p∈dom J∗
{
〈p,x〉 − tH˜(p)− J∗(p)
}
.
Lemma 3.4. Assume (A1)-(A3) hold. For any k = 1, . . . ,m, there exist x ∈ Rn and t > 0 such that f(·, t)
is differentiable at x and ∇xf(x, t) = pk.
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Lemma 3.5. Assume (A1)-(A3) hold. Define a function F : Rn+1 → R ∪ {+∞} by
(18) F (p, E−) :=
{
J∗(p), if E− +H(p) 6 0,
+∞, otherwise.
for any p ∈ Rn and E− ∈ R. Then the convex envelope of F is given by
(19) co F (p, E−) = inf
(c1,...,cm)∈C(p,E−)
m∑
i=1
ciγi,
where the constraint set C(p, E−) is defined by
C(p, E−) :=
{
(c1, . . . , cm) ∈ Λm :
m∑
i=1
cipi = p,
m∑
i=1
ciθi 6 −E−
}
.
Proof of (i) in Thm. 3.1: First, the neural network f is the pointwise maximum of m affine functions in
(x, t) and therefore is jointly convex in these variables. Second, as the function H is continuous and bounded
in dom J∗ by Lem. 3.2(ii), there exists a continuous and bounded function defined in Rn whose restriction
to dom J∗ coincides with H [51, Thm. 4.16]. Then statement (i) follows by substituting this function for H˜
in statement (ii), and so it suffices to prove the latter.
Proof of (ii) in Thm. 3.1 (sufficiency): Suppose H˜(pi) = H(pi) for every i = 1, . . . ,m and H˜(p) > H(p)
for every p ∈ dom J∗. Since H˜ is continuous on Rn and J is convex and Lipschitz continuous with Lipschitz
constant L = maxi∈{1,...,m} ‖pi‖, [9, Thm. 3.1] implies that (x, t) 7→ supp∈dom J∗
{
〈p,x〉 − tH˜(p)− J∗(p)
}
is the unique uniformly continuous viscosity solution to the HJ equation (16). But this function is equivalent
to the neural network f by Lem. 3.3, and therefore both sufficiency and statement (i) follow.
Proof of (ii) in Thm. 3.1 (necessity): Suppose the neural network f is the unique uniformly continuous
viscosity solution to (16). First, we prove that H˜(pk) = H(pk) for every k ∈ {1, . . . ,m}. Fix k ∈ {1, . . . ,m}.
By Lem. 3.4, there exist x ∈ Rn and t > 0 satisfying ∂xf(x, t) = {pk}. Use Lems. 3.1(iii) and 3.2(iii) to
write the maximization problem in Eq. (8) as
(20) f(x, t) = max
p∈{p1,...,pm}
{〈p,x〉 − tH(p)− J∗(p)},
where (p, t) 7→ 〈p,x〉 − tH(p) − J∗(p) is continuous in (p, t) and differentiable in t. As the feasible set
{p1, . . . ,pm} is compact, f is also differentiable with respect to t [20, Prop. 4.12], and its derivative equals
∂f
∂t
(x, t) = min {−H(p) : p is a maximizer in Eq. (20)} .
Since x and t satisfy ∂xf(x, t) = {pk}, [60, Thm. VI.4.4.2] implies that the only maximizer in Eq. (20) is
pk. As a result, there holds
(21)
∂f
∂t
(x, t) = −H(pk).
Since f is convex on Rn, its subdifferential ∂f(x, t) is non-empty and satisfies
∂f(x, t) ⊆ ∂xf(x, t)× ∂tf(x, t) = {(pk,−H(pk))}.
In other words, the subdifferential ∂f(x, t) contains only one element, and therefore f is differentiable at
(x, t) and its gradient equals (pk,−H(pk)) [118, Thm. 21.5]. Using (16) and (21), we obtain
0 =
∂f
∂t
(x, t) + H˜(∇xf(x, t)) = −H(pk) + H˜(pk).
As k ∈ {1, . . . ,m} is arbitrary, we find that H(pk) = H˜(pk) for every k = 1, . . . ,m.
Next, we prove by contradiction that H˜(p) > H(p) for every p ∈ dom J∗. It is enough to prove the
property only for every p ∈ ri dom J∗ by continuity of both H˜ and H (where continuity of H is proved in
Lem. 3.2(ii)). Assume H˜(p) < H(p) for some p ∈ ri dom J∗. Define two functions F and F˜ from Rn × R
to R ∪ {+∞} by
(22) F (q, E−) :=
{
J∗(q), if E− +H(q) 6 0,
+∞, otherwise. and F˜ (q, E
−) :=
{
J∗(q), if E− + H˜(q) 6 0,
+∞, otherwise. ,
9for any q ∈ Rn and E− ∈ R. Denoting the convex envelope of F by co F , Lem. 3.5 implies
co F (q, E−) = inf
(c1,...,cm)∈C(q,E−)
m∑
i=1
ciγi, where C is defined by
C(q, E−) :=
{
(c1, . . . , cm) ∈ Λm :
m∑
i=1
cipi = q,
m∑
i=1
ciθi 6 −E−
}
.
(23)
Let E−1 ∈
(
−H(p),−H˜(p)
)
. Now, we want to prove that co F (p, E−1 ) 6 J∗(p); this inequality will lead to
a contradiction with the definition of H.
Using statement (i) of this theorem and the supposition that f is the unique viscosity solution to the HJ
equation (16), we have that
f(x, t) = sup
q∈Rn
{〈q,x〉 − tH(q)− J∗(q)} = sup
q∈Rn
{〈q,x〉 − tH˜(q)− J∗(q)}.
Furthermore, a similar calculation as in the proof of [35, Prop. 3.1] yields
f = F ∗ = F˜ ∗, which implies f∗ = co F = co F˜ .
where co F and co F˜ denotes the convex lower semi-continuous envelopes of F and F˜ , respectively. On the
one hand, since f∗ = co F˜ , the definition of F˜ in Eq. (22) implies
(24) f∗
(
p,−H˜(p)
)
6 F˜
(
p,−H˜(p)
)
= J∗(p) and {p} ×
(
−∞,−H˜(p)
]
⊆ dom F˜ ⊆ dom f∗.
Recall that p ∈ ri dom J∗ and E−1 < −H˜(p), so that (p, E−1 ) ∈ ri dom f∗. As a result, we get
(25)
(
p, αE−1 + (1− α)(−H˜(p))
)
∈ ri dom f∗ for all α ∈ (0, 1).
On the other hand, since f∗ = co F , we have ri dom f∗ = ri dom (co F ) and f∗ = co F in ri dom f∗. Taken
together with Eq. (25) and the continuity of f∗, there holds
f∗
(
p,−H˜(p)
)
= lim
α→0
0<α<1
f∗
(
p, αE−1 + (1− α)(−H˜(p))
)
= lim
α→0
0<α<1
co F
(
p, αE−1 + (1− α)(−H˜(p))
)
.
(26)
Note that co F (p, ·) is monotone non-decreasing. Indeed, if E−2 is a real number such that E−2 > E−1 , by
the definition of the set C in Eq. (23) there holds C(p, E−2 ) ⊆ C(p, E−1 ), which implies co F (p, E−2 ) >
co F (p, E−1 ). Recalling that E
−
1 < −H˜(p), monotonicity of co F (p, ·) and Eq. (26) imply
f∗
(
p,−H˜(p)
)
> lim
α→0
0<α<1
co F
(
p, αE−1 + (1− α)E−1
)
= co F (p, E−1 ).(27)
Combining Eqs. (24) and (27), we get
(28) co F (p, E−1 ) 6 J∗(p) < +∞.
As a result, the set C(p, E−1 ) is non-empty. Since it is also compact, there exists a minimizer in Eq.
(23) evaluated at the point (p, E−1 ). Let (c1, . . . , cm) be such a minimizer. By Eqs. (23) and (28) and the
assumption that E−1 ∈
(
−H(p),−H˜(p)
)
, there holds
(29)

(c1, . . . , cm) ∈ Λm,∑m
i=1 cipi = p,∑m
i=1 ciγi = co F (p, E
−
1 ) 6 J∗(p),∑m
i=1 ciθi 6 −E−1 < H(p).
Comparing the first three statements in Eq. (29) and the formula of J∗ in Eq. (12), we deduce that
(c1, . . . , cm) is a minimizer in Eq. (12), i.e., (c1, . . . , cm) ∈ A(p). By definition of H in Eq. (14), we have
H(p) = inf
α∈A(p)
m∑
i=1
αiθi 6
m∑
i=1
ciθi,
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which contradicts the last inequality in Eq. (29). Therefore, we conclude that H˜(p) > H(p) for any
p ∈ ri dom J∗ and the proof is finished. 
Figure 2. Illustration of the structure of the neural network (31) that can represent the
entropy solution to one-dimensional conservation laws.
3.3. First-order one-dimensional conservation laws. It is well-known that one-dimensional conserva-
tion laws are related to HJ equations (see, e.g., [1, 25, 28, 74, 78, 82, 91], and also [33] for a comprehensive
introduction to conservation laws and entropy solutions). Formally, by taking spatial gradient of the HJ
equation (1) (with  = 0) and identifying the gradient ∇xf ≡ u, we obtain the conservation law
(30)
{
∂u
∂t (x, t) +∇xH(u(x, t)) = 0, x ∈ R, t > 0,
u(x, 0) = u0(x) := ∇J(x), x ∈ R,
where the flux function corresponds to the Hamiltonian H in the HJ equation. Here, we assume that
the initial data J is convex and globally Lipschitz continuous, and the symbols ∇ and ∇x in this section
correspond to derivatives in the sense of distribution if the classical derivatives do not exist.
In this section, we show that the conservation law derived from the HJ equation (1) (with  = 0) can
be represented by a neural network architecture. Specifically, the corresponding entropy solution u(x, t) ≡
∇xf(x, t) to the one-dimensional conservation law (30) can be represented using a neural network architecture
with an argmax based activation function, i.e.,
(31) ∇xf(x, t) = pj , where j ∈ arg max
i∈{1,...,m}
{〈pi, x〉 − tθi − γi}.
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The structure of this network is shown in Fig. 2. When more than one maximizer exist in the optimization
problem above, one can choose any maximizer j and define the value to be pj . We now prove that the function
∇xf given by the neural network (31) is indeed the entropy solution to the one-dimensional conservation law
(30) with flux function H and initial data ∇J , where H and J defined as per Eqs. (14) and (10), respectively.
Proposition 3.1. Consider the one-dimensional case, i.e., n = 1, and assume (A1)-(A3) hold. Let u := ∇xf
be the neural network defined in Eq. (31) with parameters {(pi, θi, γi)}mi=1. Let J and H be the functions
defined in Eqs. (10) and (14), respectively, and let H˜ : R → R be a locally Lipschitz continuous function.
Then the following two statements hold.
(i) The neural network u is the entropy solution to the conservation law
(32)
{
∂u
∂t (x, t) +∇xH(u(x, t)) = 0, x ∈ R, t > 0,
u(x, 0) = ∇J(x), x ∈ R.
(ii) The neural network u is the entropy solution to the conservation law
(33)
{
∂u
∂t (x, t) +∇xH˜(u(x, t)) = 0, x ∈ R, t > 0,
u(x, 0) = ∇J(x), x ∈ R,
if and only if there exists a constant C ∈ R such that H˜(pi) = H(pi) + C for every i ∈ {1, . . . ,m}
and H˜(p) > H(p) + C for any p ∈ conv {pi}mi=1.
Proof. See Appendix B for the proof. 
3.4. Second-order Hamilton–Jacobi equations. In this section, we show that when the maximum ac-
tivation function of the neural network (8) is replaced by a smooth log-exponential function, then under
certain conditions the resulting neural network solves a second-order HJ PDE. Specifically, let  > 0 and
define the function f : Rn × [0,+∞) 7→ R by
(34) f(x, t) :=  log
(
m∑
i=1
e(〈pi,x〉−tθi−γi)/
)
.
This neural network f, which we illustrate in Fig. 3, approximates the neural network f in that it satisfies
the bounds
(35) f(x, t) 6 f(x, t) 6 f(x, t) +  log(m)
and the limit lim→0
>0
f(x, t) = f(x, t). We now show that under the assumption that the parameter θi =
− 12 ‖pi‖22, the neural network (34) solves a second-order HJ PDE.
Proposition 3.2. Let f be the neural network defined by Eq. (34) with parameters {(pi, θi, γi)}mi=1 and
 > 0. In addition, let θi = − 12 ‖pi‖22 for i ∈ {1, . . . ,m}. Then the neural network f is the unique smooth
solution to the second-order Hamilton–Jacobi equation
(36)
{
∂f(x,t)
∂t − 12 ‖∇xf(x, t)‖22 = 2∆xf(x, t) in Rn × (0,+∞),
f(x, 0) =  log
(∑m
i=1 e
(〈pi,x〉−γi)/) ∀x ∈ Rn.
Moreover, f is jointly convex in (x, t), f satisfies the bounds (35), and f satisfies the limit
(37) lim
→0
>0
f(x, t) = max
i∈{1,...,m}
{〈pi,x〉+ t
2
‖pi‖22 − γi}
for every x ∈ Rn and t > 0. Finally, if assumptions (A1)-(A3) hold, the right hand side of (37) solves the
first-order Hamilton–Jacobi equation (16) with H˜ := − 12 ‖·‖22.
Proof. See Appendix C for the proof. 
4. Numerical experiments
In this section, we present some numerical experiments that show the representability of our three proposed
neural network architectures each corresponding to first-order HJ equations, one-dimensional conservation
laws, and a subclass of second-order HJ equations.
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Figure 3. Illustration of the structure of the neural network (34) that represents the so-
lution to a subclass of second-order HJ equations when θi = − 12‖pi‖22 for i ∈ {1, . . . ,m}.
4.1. First-order Hamilton–Jacobi equations. Here, we present several numerical experiments for re-
covering information on the initial data of first-order HJ equations using the neural network architecture
in Fig. 1 and machine learning techniques. We focus on the following inverse problem: We are given data
samples from a function S : Rn × [0,+∞) → R that is the viscosity solution to an HJ equation (1) where
 = 0 with unknown initial data J and Hamiltonian H. Our aim is to recover the initial data J . We propose
to learn the neural network using machine learning techniques to recover the initial data J . We shall see
that this approach also provides partial information on the Hamiltonian H.
Specifically, given data samples {(xj , tj , S(xj , tj))}Nj=1, where {(xj , tj)}Nj=1 ⊂ Rn × [0,+∞), we train the
neural network f with structure in Fig. 1 using the mean square loss function defined by
l({(pi, θi, γi)}mi=1) =
1
N
N∑
j=1
|f(xj , tj ; {(pi, θi, γi)}mi=1)− S(xj , tj)|2.
The training problem is formulated as
(38) arg min
{(pi,θi,γi)}mi=1⊂Rn×R×R
l({(pi, θi, γi)}mi=1).
After training, we approximate the initial condition in the HJ equation, denoted by J˜ , by evaluating the
trained neural network at t = 0. That is, we approximate the initial condition by
(39) J˜ := f(·, 0).
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Table 2. Relative mean square errors of the parameters in the neural network f with 2
neurons in different cases and different dimensions averaged over 100 repeated experiments.
# Case Case 1 Case 2 Case 3 Case 4
Averaged
Relative
Errors of {pi}
2D 4.10E-03 2.10E-03 3.84E-03 2.82E-03
4D 1.41E-09 1.20E-09 1.38E-09 1.29E-09
8D 1.14E-09 1.03E-09 1.09E-09 1.20E-09
16D 1.14E-09 6.68E-03 1.23E-09 7.74E-03
32D 1.49E-09 3.73E-01 1.46E-03 4.00E-01
Averaged
Relative
Errors of {θi}
2D 4.82E-02 7.31E-02 1.17E-01 1.79E-01
4D 3.47E-10 2.82E-10 1.15E-09 1.15E-09
8D 1.47E-10 1.08E-10 2.10E-10 2.25E-10
16D 5.44E-11 1.69E-03 4.75E-11 4.12E-03
32D 3.61E-11 3.27E-01 6.42E-03 2.39E-01
Averaged
Relative
Errors of {γi}
2D 1.35E-02 1.01E-01 1.33E-02 9.24E-02
4D 3.71E-10 1.24E-09 3.67E-10 1.10E-09
8D 2.91E-10 1.74E-10 2.82E-10 2.01E-10
16D 2.80E-10 2.08E-04 3.10E-10 3.20E-04
32D 3.56E-10 1.88E-02 1.56E-01 3.62E-02
Table 3. Relative mean square errors of the parameters in the neural network f with 4
neurons in different cases and different dimensions averaged over 100 repeated experiments.
# Case Case 1 Case 2 Case 3 Case 4
Averaged
Relative
Errors of {pi}
2D 3.12E-01 2.21E-01 2.85E-01 2.14E-01
4D 7.82E-02 6.12E-02 7.92E-02 4.30E-02
8D 2.62E-02 4.31E-03 4.02E-02 7.82E-03
16D 2.88E-02 3.64E-02 4.35E-02 1.73E-02
32D 1.42E-02 3.72E-01 1.42E-01 5.04E-01
Averaged
Relative
Errors of {θi}
2D 2.59E-01 3.68E-01 4.82E-01 1.34E+00
4D 6.07E-02 8.37E-02 9.47E-02 1.23E-01
8D 1.04E-02 8.48E-03 1.41E-02 1.31E-02
16D 2.66E-03 2.53E-02 7.80E-03 1.90E-02
32D 8.09E-04 4.41E-01 1.81E-02 3.66E-01
Averaged
Relative
Errors of {γi}
2D 1.01E-02 3.19E-01 1.51E-02 2.65E-01
4D 6.72E-03 1.79E-02 1.03E-02 1.30E-02
8D 3.22E-03 2.34E-03 3.93E-03 2.65E-03
16D 9.48E-03 3.70E-03 1.92E-02 1.94E-03
32D 1.33E-02 5.35E-02 4.73E-01 1.17E-01
In addition, we obtain partial information of the Hamiltonian H using the parameters in the trained neural
network via the following procedure. We first detect the effective neurons of the network, which we define to
be the affine functions {〈pi,x〉 − tθi − γi} that contribute to the pointwise maximum in the neural network
f (see Eq. (8)). We then denote by L the set of indices that correspond to the parameters of the effective
neurons, i.e.,
L :=
⋃
x∈Rn, t≥0
arg max
i∈{1,...,m}
{〈pi,x〉 − tθi − γi},
and we finally use each effective parameter (pl, θl) for l ∈ L to approximate the point (pl, H(pl)) on the
graph of the Hamiltonian. In practice, we approximate the set L using a large number of points (x, t)
sampled in the domain Rn × [0,+∞).
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4.1.1. Randomly generalized piecewise affine H and J . In this subsection, we randomly select m parameters
ptruei in [−1, 1)n for i ∈ {1, . . . ,m}, and define θtruei and γtruei as follows
Case 1. θtruei = −‖ptruei ‖2 and γtruei = 0, for i ∈ {1, . . . ,m}.
Case 2. θtruei = −‖ptruei ‖2 and γtruei = 12‖ptruei ‖22, for i ∈ {1, . . . ,m}.
Case 3. θtruei = − 12‖ptruei ‖22 and γtruei = 0, for i ∈ {1, . . . ,m}.
Case 4. θtruei = − 12‖ptruei ‖22 and γtruei = 12‖ptruei ‖22, for i ∈ {1, . . . ,m}.
Define the function S as
S(x, t) := max
i∈{1,...,m}
{〈ptruei ,x〉 − tθtruei − γtruei }.
By Thm. 3.1, this function S is a viscosity solution to the HJ equations whose Hamiltonian and initial
function are the piecewise affine functions defined in Eqs. (14) and (10), respectively. In other words, S
solves the HJ equation with initial data J satisfying
J(x) := max
i∈{1,...,m}
〈
ptruei ,x
〉
, for Case 1 and 3;
J(x) := max
i∈{1,...,m}
{〈
ptruei ,x
〉− 1
2
‖ptruei ‖2
}
, for Case 2 and 4,
(40)
and Hamiltonian H satisfying
H(p) :=
{
−maxα∈A(p) {
∑m
i=1 αi‖ptruei ‖2} , if p ∈ dom J∗,
+∞, otherwise, for Case 1 and 2;
H(p) :=
{
− 12 maxα∈A(p)
{∑m
i=1 αi‖ptruei ‖22
}
, if p ∈ dom J∗,
+∞, otherwise, for Case 3 and 4,
whereA(p) is the set of maximizers of the corresponding maximization problem in Eq. (40). Specifically, if we
construct a neural network f as shown in Fig. 1 with the underlying parameters {(ptruei , θtruei , γtruei )}mi=1,
then the function given by the neural network is exactly the same as the function S. In other words,
{(ptruei , θtruei , γtruei )}mi=1 is a global minimizer for the training problem (38) with the global minimal loss
value equal to zero.
Now, we train the neural network f with training data {(xj , tj , S(xj , tj))}Nj=1, where the points {(xj , tj)}Nj=1
are randomly sampled in Rn × [0,+∞) with respect to the standard normal distribution for each j ∈
{1, . . . , N} (we take the absolute value for t to make sure it is non-negative). Here and after, the number
of training data points is N = 20,000. We run 60,000 descent steps using the Adam optimizer to train the
neural network f . The parameters for the Adam algorithm are chosen to be β1 = 0.5, β2 = 0.9, the learning
rate is 10−4 and the batch size is 500.
To measure the performance of the training process, we compute the relative mean square errors of the
sorted parameters in the trained neural network, denoted by {(pi, θi, γi)}mi=1, and the sorted underlying true
parameters {(ptruei , θtruei , γtruei )}mi=1. To be specific, the errors are computed as follows
relative mean square error of {pi} =
∑m
i=1 ‖pi − ptruei ‖22∑m
i=1 ‖ptruei ‖22
,
relative mean square error of {θi} =
∑m
i=1 |θi − θtruei |2∑m
i=1 |θtruei |2
,
relative mean square error of {γi} =
∑m
i=1 |γi − γtruei |2∑m
i=1 |γtruei |2
.
For the cases when the denominator
∑m
i=1 |γtruei |2 is zero, such as Case 1 and Case 3, we measure the absolute
mean square error 1m
∑m
i=1 |γi − γtruei |2 instead.
We test Cases 1–4 on the neural networks with 2 and 4 neurons, i.e., we set m = 2, 4 and repeat the
experiments 100 times. We then compute the relative mean square errors in each experiments and take the
average. The averaged relative mean square errors are shown in Tabs. 2 and 3, respectively. From the error
tables, we observe that the training process performs pretty well and gives errors below 10−8 in some cases
when m = 2. However, for the case when m = 4, we do not obtain the global minimizers and the error is
above 10−3. Therefore, there is no guarantee for the performance of Adam in this training problem and it
may be related to the complexity of the solution S to the underlying HJ equation.
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Table 4. Relative mean square errors of J˜ and {(pl, θl)} for the inverse problems of the
first-order HJ equations in different dimensions with J = ‖ · ‖1 and H = − 12‖ · ‖22, averaged
over 100 repeated experiments.
# Neurons 64 128 256 512 1024
Averaged
Relative
Errors of J˜
1D 2.29E-07 2.20E-07 2.12E-07 2.14E-07 1.82E-07
2D 1.49E-06 1.27E-06 1.16E-06 1.01E-06 9.25E-07
4D 6.27E-04 1.81E-04 5.93E-05 1.69E-06 3.44E-07
8D 1.27E-02 1.10E-02 1.03E-02 9.92E-03 9.73E-03
16D 5.69E-02 5.83E-02 5.96E-02 5.99E-02 6.01E-02
Averaged
Relative
Errors of
{(pl, θl)}
1D 2.58E-01 1.29E-01 7.05E-02 3.56E-02 1.72E-02
2D 4.77E-02 3.28E-02 2.03E-02 1.03E-02 6.53E-03
4D 9.36E-03 4.09E-03 1.58E-03 5.31E-04 1.73E-04
8D 3.75E-02 3.39E-02 3.25E-02 2.78E-02 2.60E-02
16D 5.30E-01 5.40E-01 5.43E-01 5.43E-01 5.42E-01
Averaged
Number of
Effective
Neurons
1D 4.45 4.37 4.18 3.92 3.55
2D 8.84 8.59 7.87 7.1 6.3
4D 20.04 20.62 19.52 18.3 17.06
8D 36.97 43.91 47.84 49.19 50.03
16D 48.2 59.53 64.85 65.79 64.84
4.1.2. Quadratic Hamiltonians. In this subsection, we consider two inverse problems of first-order HJ equa-
tions whose Hamiltonians and intial data are defined as follows
1. H(p) = − 12‖p‖22 and J(x) = ‖x‖1 for p,x ∈ Rn.
2. H(p) = 12‖p‖22 and J(x) = ‖x‖1 for p,x ∈ Rn.
The solution to each of the two corresponding HJ equations can be represented using the Hopf formula [62]
and reads
1. S(x, t) = ‖x‖1 + nt2 for x ∈ Rn and t > 0.
2. S(x, t) =
∑
i:|xi|>t
(|xi| − t2)+∑i:|xi|<t x2i2t , where x = (x1, . . . , xn) ∈ Rn and t > 0.
We train the neural network f using the same procedure as in the previous subsection and obtain the
function J˜ (see Eq. (39)) and the parameters {(pl, θl)}l∈L associated to the effective neurons. We compute
the relative mean square error of J˜ and {(pl, θl)}l∈L as follows
relative error of J˜ :=
∑Ntest
j=1 |J˜(xtesti )− J(xtesti )|2∑Ntest
j=1 |J(xtesti )|2
,
relative error of {(pl, θl)}l :=
∑
l∈L |θl −H(pl)|2∑
l∈L |H(pl)|2
,
where {xtesti } are randomly sampled with respect to the standard normal distribution in Rn and there are in
total N test = 2,000 testing data points. We repeat the experiments 100 times. The corresponding averaged
errors in the two examples are listed in Tabs. 4 and 5, respectively.
In the first example, we have H(p) = − 12‖p‖22 and J(x) = ‖x‖1. According to Thm. 3.1, the solution S
can be represented without error by the neural network in Fig. 1 with parameters
(41)
{
(p, θ, γ) ∈ Rn × R× R : p(i) ∈ {±1}, for i ∈ {1, . . . , n}, θ = n
2
, γ = 0
}
,
where p(i) denotes the ith entry of the vector p. In other words, the global minimal loss value in the training
problem is theoretically guaranteed to be zero. From the numerical errors in Tab. 4, we observe that in low
dimension such as 1D and 2D, the errors of the initial function are small. However, in most cases, the errors
of the parameters are pretty large. In the case of n dimension, the viscosity solution can be represented
using the 2n parameters in Eq. (41). However, the number of effective neurons are larger than 2n in all
cases, which also implies that the Adam optimizer does not find the global minimizers in this example.
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Table 5. Relative mean square errors of J˜ and {(pl, θl)} for the inverse problems of the
first-order HJ equations in different dimensions with J = ‖ · ‖1 and H = ‖ · ‖22/2, averaged
over 100 repeated experiments.
# Neurons 64 128 256 512 1024
Averaged
Relative
Errors of J˜
1D 5.23E-08 2.45E-08 1.96E-08 1.77E-08 1.77E-08
2D 1.75E-05 1.67E-05 1.77E-05 1.85E-05 1.91E-05
4D 5.82E-04 4.94E-04 5.28E-04 5.76E-04 6.16E-04
8D 1.54E-02 1.40E-02 1.35E-02 1.33E-02 1.32E-02
16D 4.19E-02 4.33E-02 4.43E-02 4.46E-02 4.49E-02
Averaged
Relative
Errors of
{(pl, θl)}
1D 3.25E-02 1.93E-02 1.24E-02 5.62E-03 2.92E-03
2D 8.30E-03 7.08E-03 5.78E-03 4.25E-03 3.47E-03
4D 2.41E-02 2.41E-02 2.51E-02 2.65E-02 2.82E-02
8D 7.33E-02 7.32E-02 7.25E-02 7.15E-02 7.08E-02
16D 3.85E-01 3.90E-01 3.92E-01 3.92E-01 3.91E-01
Averaged
Number of
Effective
Neurons
1D 20.26 26.94 32.26 36.02 38.61
2D 32.74 48.05 65.7 84.87 99.83
4D 46.69 72.3 103.71 147.41 198.27
8D 55.55 82.04 95.46 90.82 82.5
16D 61.51 99.63 119.95 118.89 109.1
In the second example, the solution S cannot be represented using our proposed neural network without
error. Hence the results describes the approximation of the solution S by the neural network. From Tab.
5, we observe that the errors become larger when the dimension increases. For this example, the number
of effective neurons should be m where m is the number of neurons used in the architecture. Tab. 5 shows
that the average number of effective neurons is below this optimal number. Therefore, this implies that the
Adam optimizer does not find the global minimizers in this example either.
In conclusion, these numerical experiments suggest that recovering initial data from data samples using
our proposed neural network architecture with the Adam optimizer is unsatisfactory for solving these inverse
problems. In particular, Adam optimizer is not always able to find a global minimizer when the solution can
be represented without error using our network architecture.
4.2. One-dimensional conservation laws. In this part, we show the representability of the neural network
∇xf given in Fig. 2 and Eq. (31). Since the number of neurons is finite, the function ∇xf only takes values
in the finite set {pi}mi=1. In other words, it can represent the entropy solution u to the PDE (30) without
error only if u takes values in a finite set.
Here, we consider the following two examples
1. H(p) = − 12p2 and J(x) = |x| for p, x ∈ R. The initial condition u0 is then given by
u0(x) =
{
−1, x 6 0,
1, x > 0.
2. H(p) = 12p
2 and J(x) = |x| for p, x ∈ R. Hence, the initial function u0 is the same as in example 1.
In the first example, the entropy solution u only takes values in the finite set {±1}, and it can be represented
by the neural network ∇xf without error by Prop. 3.1. However, in the second example, the solution u takes
values in the infinite set [−1, 1], hence the neural network ∇xf is only an approximation of the corresponding
solution u.
To show the representability of the neural network, in each example, we choose the parameters {pi}mi=1
to be the uniform grid points in [−1, 1], i.e.,
pi = −1 + 2(i− 1)
m− 1 , for i ∈ {1, . . . ,m}.
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(a)
Figure 4. Plot of the function represented by the neural network ∇xf at time t = 1 with
64 neurons whose parameters are defined using H and J∗ in example 1. The function given
by the neural network is plotted in orange and the true solution is plotted in blue.
(a) (b)
Figure 5. Plot of the function represented by the neural network∇xf at time t = 1 with 32
and 128 neurons whose parameters are defined using H and J∗ in example 2. The function
given by the neural network is plotted in orange and the true solution is plotted in blue.
The neural network with 32 neurons is shown on the left, while the neural network with 128
neurons is shown on the right.
We set θi = H(pi) and γi = J
∗(pi) for each i ∈ {1, . . . ,m}, where J∗ is the Legendre transform of the
anti-derivative of the initial function u0. Hence, in these two examples, γi equals for each i. Figs. 4 and
5 show the neural network ∇xf and the true entropy solution u in these two examples at time t = 1. As
expected, the error in Fig. 4 for example 1 is negligible. For example 2, we consider neural networks with 32
and 128 neurons whose graphs are plotted in Figs. 5a and 5b, respectively. We observe in these figures that
the error of the neural networks with the specific parameters decreases as the number of neurons increases.
In conclusion, the neural network ∇xf with the architecture in Fig. 2 can represent the solution to the
one-dimensional conservation laws given in Eq. (30) pretty well. In fact, because of the discontinuity of the
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activation function, the proposed neural network ∇xf has advantages in representing the discontinuity in
solution such as shocks, but it requires more neurons when approximating non-constant smooth parts of the
solution.
4.3. Second-order Hamilton–Jacobi equations. In this part, we consider the inverse problem involving
the second-order HJ equations (36) using the neural network architecture in Fig. 3 with θi = −‖pi‖22/2
for each i ∈ {1, . . . ,m}. To be specific, the true parameters {(ptruei , γtruei )}mi=1 are randomly selected in
[−1, 1)n × [−1, 1), and the corresponding true solution S to the PDE (36) is analytically computed using
Eq. (34). Our target is to learn the initial function from the true solution evaluated on some sample points.
First, we construct a neural network with the architecture shown in Fig. 3 with θi = −‖pi‖22/2 for each
i ∈ {1, . . . ,m}. Similar to the case of the first-order HJ equations, the neural network is trained using the
training data {(xj , tj , S(xj , tj))}Nj=1, where {(xj , tj)}Nj=1 are randomly selected with respect to the standard
normal distribution in Rn× [0,+∞) for each k ∈ {1, . . . ,K} (we take the absolute value for t to make sure it
is non-negative). The parameters in Adam optimizer are the same as in the case of first-order HJ equations
in Sect. 4.1.1. After training, we compute the learned initial function J˜ by
J˜(x) := f(x, 0) =  log
(
m∑
i=1
e(〈pi,x〉−γi)/
)
,
where {(pi, γi)}mi=1 are the parameters in the trained neural network.
To compare the performance in different dimensions, we measure the relative mean square errors of the
learned parameters {(pi, γi)}mi=1 and the learned initial function J˜. Here, the parameter  in the PDE is
chosen to be 0.001. We test on the neural network with 2 and 4 neurons, i.e., we choose m = 2 and 4,
and repeat the experiments 100 times. We show the averaged relative errors of the initial function and the
parameters in Table 6 and 7 for m = 2 and 4, respectively. We observe small errors for the initial function
J˜ and the parameters {(pi, γi)}mi=1 in some cases when m = 2. The errors when m = 4 are much larger.
However, we also observe that the errors of 16D and 32D are generally smaller than the low dimensional
cases. In conclusion, there is no guarantee for the Adam optimizer to obtain the global minimizers for these
problems.
Table 6. Relative mean square errors of the initial function J˜ and the parameters {pi}
and {γi} in the neural network f with 2 neurons and  = 10−3 in different dimensions,
averaged over 100 repeated experiments.
1D 2D 4D 8D 16D 32D
Relative Errors of J˜ 2.59E-04 4.65E-03 4.23E-05 1.52E-09 1.47E-09 1.59E-09
Relative Errors of {pi} 3.53E-01 9.28E-02 5.71E-03 1.08E-09 1.23E-09 1.45E-09
Relative Errors of {γi} 4.97E-01 7.48E-01 1.32E-03 3.38E-09 8.09E-09 2.25E-09
Table 7. Relative mean square errors of the initial function J˜ and the parameters {pi}
and {γi} in the neural network f with 4 neurons and  = 10−3 in different dimensions,
averaged over 100 repeated experiments.
1D 2D 4D 8D 16D 32D
Relative Errors of J˜ 3.27E-04 1.08E-03 9.45E-04 1.07E-03 1.92E-04 6.88E-04
Relative Errors of {pi} 5.23E-01 3.54E-01 1.55E-01 6.14E-02 2.18E-03 1.09E-02
Relative Errors of {γi} 6.11E-01 6.40E-01 2.73E-01 1.14E-01 2.71E-03 3.75E-02
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5. Conclusion
Summary of the proposed work. In this paper, we have established novel mathematical connections
between some classes of HJ PDEs with initial data and neural network architectures. Our results give
conditions under which some neural network architectures represent viscosity solutions to HJ PDEs of the
form of (1). These results do not rely on universal approximation properties of neural networks; rather, our
results show that some neural networks correspond to representation formulas of HJ PDE solutions whose
Hamiltonians H and initial data J are obtained from the parameters of these neural networks. This means
that some neural network architectures naturally encode the physics contained in some HJ PDEs.
The first neural network architecture that we have proposed is depicted in Fig. 1. We have shown in
Thm. 3.1 that under certain conditions on the parameters this neural network architecture represents the
viscosity solution of the HJ PDEs (16). The corresponding Hamiltonian and initial data can be recovered
from the parameters of this neural network. As a corollary of this result for the one-dimensional case, we
have proposed a second neural network architecture (depicted in Fig. 2) that represents the spatial gradient
of the viscosity solution of the HJ PDEs (1) (in one dimension and with  = 0) and have showed in Prop. 3.1
that under appropriate conditions on the parameters this neural network corresponds to entropy solutions
of the conservation laws (33). Finally, we have proposed a third neural network architecture (depicted in
Fig. 3) and have shown in Prop. 3.2 that it represents the solution to a second-order HJ PDE (36), where
the initial data is obtained from the parameters of the neural network.
Let us emphasize that the two proposed neural network architectures shown in Fig. 1 and Fig. 3 that
represent solutions to the HJ PDEs (16) and (36), respectively, allow us to numerically evaluate their solutions
in high dimension without using grids or numerical approximations.
We have also tested the proposed neural network architectures on some inverse problems. Our numer-
ical experiments in Sect. 4 show that these problems cannot generally be solved with the state-of-the-art
Adam optimizer algorithm with high accuracy. These numerical results suggest further developments of
efficient neural network training algorithms for solving inverse problems with our proposed neural network
architectures.
Perspectives on other neural network architectures and HJ PDEs. We now present extensions of
the proposed architectures that are viable candidates for representing solutions of HJ PDEs.
First consider the following multi-time HJ PDE [11, 24, 35, 90, 104, 110, 117, 125] which reads
(42)
{
∂S
∂tj
+Hj(∇xS) = 0 for any j ∈ {1, . . . , N}, x ∈ Rn, t1, . . . , tN > 0,
S(x, 0, . . . , 0) = J(x), x ∈ Rn.
A generalized Hopf formula [35, 90, 117] for this multi-time HJ equation is given by
(43) S(x, t1, . . . , tN ) =
(
N∑
i=1
tiHi + J
∗
)∗
(x) = sup
p∈Rn
〈p,x〉 −
N∑
j=1
tjHj(p)− J∗(p)
 ,
for any x ∈ Rn and t1, . . . , tN > 0. Based on this formula, we propose a neural network architecture, depicted
in Fig. 6, whose mathematical definition is given by
(44) f(x, t1, . . . , tN ) = max
i∈{1,...,m}
〈pi,x〉 −
N∑
j=1
tjθij − γi
 ,
where {(pi, θi1, . . . , θiN , γi)}mi=1 ⊂ Rn ×RN ×R is the set of parameters. The generalized Hopf formula (43)
suggests that the neural network architecture depicted in Fig. 6 is a good candidate for representing the
solution to (42) under appropriate conditions on the parameters of the network.
As mentioned in [90], the multi-time HJ equation (42) may not have viscosity solutions. However, under
suitable assumptions [11, 24, 35, 104], the generalized Hopf formula (43) is a viscosity solution of the multi-
time HJ equation. We intend to clarify the connections between the generalized Hopf formula, multi-time
HJ PDEs, viscosity solutions and general solutions in a future work.
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Figure 6. Illustration of the structure of the neural network (44) that can represent solu-
tions to some first-order multi-time HJ equations.
Figure 7. Illustration of the structure of the ResNet-type neural network (45) that can
represent the minimizer u in the Lax-Oleinik formula. Note that the activation function is
defined using the gradient of the Hamiltonian H, i.e., ∇H.
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Figure 8. Illustration of the structure of the ResNet-type deep neural network (46) that
can represent the minimizers in the generalized Lax-Oleinik formula for the multi-time HJ
PDEs. Note that the activation function in the kth layer is defined using the gradient of one
Hamiltonian Hk, i.e., ∇Hk. This figure only depicts two layers.
In [34, 35], it is shown that when the Hamiltonian H and the initial data J are both convex, and under
appropriate assumptions, the solution S to the following HJ PDE{
∂S
∂t (x, t) +H(∇xS(x, t)) = 0 in Rn × (0,+∞),
S(x, 0) = J(x) in Rn × {0},
is represented by the Hopf [62] and Lax-Oleinik formulas [44, Sect. 10.3.4]. These formulas read
S(x, t) = max
p∈Rn
{〈p,x〉 − J∗(p)− tH(p)} (Hopf formula)
= min
u∈Rn
{
J(u) + tH∗
(
x− u
t
)}
. (Lax-Oleinik formula)
Let p(x, t) be the maximizer in the Hopf formula and u(x, t) be the minimizer in the Lax-Oleinik formula.
Then, they satisfy the following relation [34, 35]
u(x, t) = x− t∇H(p(x, t)).
Fig. 7 depicts an architecture of a neural network that implements the formula above for the minimizer
u(x, t). In other words, we consider the ResNet-type neural network defined by
(45) u(x, t) = x− t∇H(pj), where j ∈ arg max
i∈{1,...,m}
{〈pi,x〉 − tθi − γi} .
Note that this proposed neural network suggests an interpretation of some ResNet architecture (for details
of ResNet, see [59]) from the HJ PDE point of view. The activation functions of the proposed ResNet
architecture is a composition of an argmax based function and t∇H, where H is the Hamiltonian in the
corresponding HJ equation. Moreover, when the time variable is fixed, the input x and the output u are
in the same space Rn, hence one can chain the ResNet structure in Fig. 7 to obtain a deep neural network
architecture by specifying a sequence of time variables t1, t2, . . . , tN . The deep neural network is given by
(46) uk = uk−1 − tk∇H(pkjk), for each k ∈ {1, . . . , N},
where u0 = x and p
k
jk
is the output of the argmax based activation function in the kth layer. For the case
when N = 2, an illustration of this deep ResNet architecture with two layers is shown in Fig. 8. In fact, this
deep ResNet architecture can be formulated as follows
uN = x−
N∑
k=1
tk∇H(pkjk).
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This formulation suggests that this architecture should also provide the minimizers of the generalized Lax-
Oleinik formula for the multi-time HJ PDEs [35]. These results will be presented in detail in a forthcoming
paper.
Appendix A. Proofs of lemmas in Section 3
A.1. Proof of Lemma 3.1. Proof of (i): The convex and lower-semicontinuous function J∗ satisfies Eq.
(12) by [61, Prop. X.3.4.1]. It is also finite and continuous over its polytopal domain dom J∗ = conv ({pi}mi=1)
[118, Thms. 10.2 and 20.5], and moreover the subdifferential ∂J∗(p) is non-empty by [118, Thm. 23.10].
Proof of (ii): First, suppose the vector (α1, . . . , αm) ∈ Rm satisfies the constraints (a)–(c). Since x ∈
∂J∗(p), there holds J∗(p) = 〈p,x〉 − J(x) [61, Cor. X.1.4.4], and using the definition of the set Ix (11) and
constraints (a)–(c) we deduce that
J∗(p) = 〈p,x〉 − J(x) = 〈p,x〉 −
∑
i∈Ix
αiJ(x)
= 〈p,x〉 −
∑
i∈Ix
αi(〈pi,x〉 − γi)
=
〈
p−
∑
i∈Ix
αipi,x
〉
+
∑
i∈Ix
αiγi =
m∑
i=1
αiγi.
Therefore, (α1, . . . , αm) is a minimizer in Eq. (12). Second, let (α1, . . . , αm) be a minimizer in Eq. (12).
Then (a)–(b) follows directly from the constraints in Eq. (12). A similar argument as above yields
J(x) = 〈p,x〉 − J∗(p) =
〈
m∑
i=1
αipi,x
〉
−
m∑
i=1
αiγi =
m∑
i=1
αi (〈pi,x〉 − γi) .
But J(x) = maxi∈{1,...,m}{〈pi,x〉−γi} by definition, and so there holds αi = 0 whenever J(x) 6= 〈pi,x〉−γi.
In other words, αi = 0 whenever i 6∈ Ix.
Proof of (iii): Let (β1, . . . , βm) ∈ Λm satisfy
∑m
i=1 βipi = pk. By assumption (A2), we have γk = g(pk)
with g convex, and hence Jensen’s inequality yields
m∑
i=1
δikγi = γk = g(pk) = g
(
m∑
i=1
βipi
)
6
m∑
i=1
βig(pi) =
m∑
i=1
βiγi.
Therefore, the vector (δ1k, . . . , δmk) is a minimizer in Eq. (12) at the point pk, and J
∗(pk) = γk follows.
A.2. Proof of Lemma 3.2. Proof of (i): Let p ∈ dom J∗. The set A(p) ⊆ Λm is non-empty and bounded
by Lem. 3.1(i), and it is closed since A(p) is the solution set to the linear programming problem (12). Hence,
A(p) is compact. As a result, we immediately have that H(p) < +∞. Moreover, for each (α1, . . . , αm) ∈
A(p) there holds
−∞ < min
i={1,...,m}
θi 6
m∑
i=1
αiθi 6 max
i={1,...,m}
θi < +∞,
from which we conclude that H is a bounded function on dom J∗. Since the target function in the mini-
mization problem (14) is continuous, existence of a minimizer follows by compactness of A(p).
Proof of (ii): We have already shown in the proof of (i) that the restriction of H to dom J∗ is bounded,
and so it remains to prove its continuity. For any p ∈ dom J∗, we have that (α1, . . . , αm) ∈ A(p) if and only
if (α1, . . . , αm) ∈ Λm,
∑m
i=1 αipi = p, and
∑m
i=1 αiγi = J
∗(p). As a result, we have
(47) H(p) = min
{
m∑
i=1
αiθi : (α1, . . . , αm) ∈ Λm,
m∑
i=1
αipi = p,
m∑
i=1
αiγi = J
∗(p)
}
.
Define the function h : Rn+1 → R ∪ {+∞} by
h(p, r) := min
{
m∑
i=1
αiθi : (α1, . . . , αm) ∈ Λm,
m∑
i=1
αipi = p,
m∑
i=1
αiγi = r
}
,(48)
for any p ∈ Rn and r ∈ R. Using the same argument as in the proof of Lem. 3.1(i), we conclude that h is a
convex lower semi-continuous function, and in fact continuous over its domain dom h = conv {(pi, γi)}mi=1.
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Comparing Eq. (47) and the definition of h in (48), we deduce that H(p) = h(p, J∗(p)) for any p ∈ dom J∗.
Continuity of H in dom J∗ then follows from the continuity of h and J∗ in their own domains.
Proof of (iii): Let k ∈ {1, . . . ,m}. On the one hand, Lem. 3.1(iii) implies (δ1k, . . . , δmk) ∈ A(pk), so that
(49) H(pk) 6
m∑
i=1
δikθi = θk.
On the other hand, let (α1, . . . , αm) ∈ A(pk) be a vector different from (δk1, . . . , δkm). Then (α1, . . . , αm) ∈
Λm satisfies
∑m
i=1 αipi = p,
∑m
i=1 αiγi = J
∗(p), and αk < 1. Define (β1, . . . , βm) ∈ Λm by
βj :=
{
αj
1−αk , if j 6= k,
0, if j = k.
A straightforward computation using the properties of (α1, . . . , αm), Lem. 3.1(iii), and the definition of
(β1, . . . , βm) yields 
(β1, . . . , βm) ∈ Λm with βk = 0,∑
i6=k
βipi =
∑
i6=k
αipi
1− αk =
pk − αkpk
1− αk = pk,∑
i6=k
βiγi =
∑
i6=k
αiγi
1− αk =
J∗(pk)− αkγk
1− αk =
γk − αkγk
1− αk = γk.
In other words, Eq. (9) holds at index k, which, by assumption (A3), implies that
∑
i 6=k βiθi > θk. As a
result, we have
m∑
i=1
αiθi = αkθk + (1− αk)
∑
i 6=k
βiθi > αkθk + (1− αk)θk = θk =
m∑
i=1
δikθi.
Taken together with Eq. (49), we conclude that (δ1k, . . . , δmk) is the unique minimizer in (14), and hence
we obtain H(pk) = θk.
A.3. Proof of Lemma 3.3. Let x ∈ Rn and t > 0. Since H˜(p) > H(p) for every p ∈ dom J∗, we get
(50) 〈p,x〉 − tH˜(p)− J∗(p) 6 〈p,x〉 − tH(p)− J∗(p).
Let (α1, . . . , αm) be a minimizer in (14). By Eqs. (12), (13), and (14), we have
(51) p =
m∑
i=1
αipi, H(p) =
m∑
i=1
αiθi, and J
∗(p) =
m∑
i=1
αiγi.
Combining Eqs. (50), (51), and (8), we get
〈p,x〉 − tH˜(p)− J∗(p) 6
m∑
i=1
αi(〈pi,x〉 − tθi − γi)
6 max
i∈{1,...,m}
{〈pi,x〉 − tθi − γi} = f(x, t),
where the second inequality follows from the constraint (α1, . . . , αm) ∈ Λm. Since p ∈ dom J∗ is arbitrary,
we obtain
(52) sup
p∈dom J∗
{
〈p,x〉 − tH˜(p)− J∗(p)
}
6 f(x, t).
Now, by Lem. 3.1(iii), Lem. 3.2(iii), and the assumptions on H˜, we have
H˜(pk) = H(pk) = θk, and J
∗(pk) = γk,
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for each k = 1, . . . ,m. A straightforward computation yields
f(x, t) = max
{i=1,...,m}
{〈pi,x〉 − tθi − γi}
= max
{i=1,...,m}
{
〈pi,x〉 − tH˜(pi)− J∗(pi)
}
6 sup
p∈dom J∗
{
〈p,x〉 − tH˜(p)− J∗(p)
}
,
(53)
where the inequality holds since pi ∈ dom J∗ for every i ∈ {1, . . . ,m}. The conclusion then follows from
Eqs. (52) and (53).
A.4. Proof of Lemma 3.4. Since f is the supremum of a finite number of affine functions by definition
(8), it is finite-valued and convex for t > 0. As a result, ∇xf(x, t) = pk is equivalent to ∂(f(·, t))(x) = {pk},
and so it suffices to prove that ∂(f(·, t))(x) = {pk} for some x ∈ Rn and t > 0. To simplify the notation,
we use ∂xf(x, t) to denote the subdifferential of f(·, t) at x.
By [60, Thm. VI.4.4.2], the subdifferential of f(·, t) at x is the convex hull of the pi’s whose indices i’s
are maximizers in (8), that is,
∂xf(x, t) = co {pi : i is a maximizer in (8)}.
It suffices then to prove the existence of x ∈ Rn and t > 0 such that
(54) 〈pk,x〉 − tθk − γk > 〈pi,x〉 − tθi − γi, for every i 6= k.
First, consider the case when there exists x ∈ Rn such that 〈pk,x〉 − γk > 〈pi,x〉 − γi for every i 6= k. In
that case, by continuity, there exists small t > 0 such that 〈pk,x〉 − tθk − γk > 〈pi,x〉 − tθi − γi for every
i 6= k and so (54) holds.
Now, consider the case when there does not exist x ∈ Rn such that 〈pk,x〉 − γk > maxi 6=k{〈pi,x〉 − γi}.
In other words, we assume
(55) J(x) = max
i6=k
{〈pi,x〉 − γi} for every x ∈ Rn.
We apply Lem. 3.1(i) to the formula above and obtain
(56) J∗(pk) = min
{
m∑
i=1
αiγi : (α1, . . . , αm) ∈ Λm,
m∑
i=1
αipi = pk, αk = 0
}
.
Let x0 ∈ ∂J∗(pk). Denote by Ix0 the set of maximizers in Eq. (55) at the point x0, i.e.,
(57) Ix0 : = arg max
i6=k
{〈pi,x〉 − γi}.
Note that we have k 6∈ Ix0 by definition of Ix0 . Define a function h : Rn → R ∪ {+∞} by
(58) h(p) :=
{
θi, if p = pi and i ∈ Ix0 ,
+∞, otherwise.
Denote the convex lower semi-continuous envelope of h by co h. Since x0 ∈ ∂J∗(pk), we can use [60, Thm.
VI.4.4.2] and the definition of Ix0 and h in Eqs. (57) and (58) to deduce
(59) pk ∈ ∂J(x0) = co {pi : i ∈ Ix0} = dom co h.
Hence the point pk is in the domain of the polytopal convex function co h. Then [118, Thm. 23.10] implies
∂(co h)(pk) 6= ∅. Let v0 ∈ ∂(co h)(pk) and x = x0 + tv0. It remains to choose suitable positive t such that
(54) holds. Letting x = x0 + tv0 in (54) yields
〈pk,x〉 − tθk − γk − (〈pi,x〉 − tθi − γi)
= 〈pk,x0 + tv0〉 − tθk − γk − (〈pi,x0 + tv0〉 − tθi − γi)
= 〈pk,x0〉 − γk − (〈pi,x0〉 − γi) + t(θi − θk − 〈pi − pk,v0〉).
(60)
Now, we consider two situations, the first when i 6∈ Ix0 ∪ {k} and the second when i ∈ Ix0 . It suffices to
prove (54) hold in each case for small enough positive t.
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If i 6∈ Ix0 ∪{k}, then i is not a maximizer in Eq. (55) at the point x0. By (59), pk is a convex combination
of the set {pi : i ∈ Ix0}. In other words, there exists (c1, . . . , cm) ∈ Λm such that
∑m
j=1 cjpj = pk and cj = 0
whenever j 6∈ Ix0 . Taken together with assumption (A2) and Eqs. (10), (55), (57), we have
J(x0) > 〈pk,x0〉 − γk = 〈pk,x0〉 − g(pk) =
〈 ∑
j∈Ix0
cjpj ,x0
〉
− g
∑
j∈Ix0
cjpj

>
∑
j∈Ix0
cj(〈pj ,x0〉 − g(pj)) =
∑
j∈Ix0
cjJ(x0) = J(x0).
Thus the inequalities become equalities in the equation above. As a result, we have
〈pk,x0〉 − γk = J(x0) > 〈pi,x0〉 − γi,
where the inequality holds because i 6∈ Ix0 ∪ {k} by assumption. This inequality implies that the constant
〈pk,x0〉 − γk − (〈pi,x0〉 − γi) is positive, and taken together with (60), we conclude that the inequality in
(54) holds for i 6∈ Ix0 ∪ {k} when t is small enough.
If i ∈ Ix0 , then both i and k are maximizers in Eq. (10) at x0, and hence we have
(61) 〈pk,x0〉 − γk = J(x0) = 〈pi,x0〉 − γi.
Together with Eq. (60) and the definition of h in Eq. (58), we obtain
〈pk,x〉 − tθk − γk − (〈pi,x〉 − tθi − γi) = 0 + t(h(pi)− θk − 〈pi − pk,v0〉)
> t(co h(pi)− θk − 〈pi − pk,v0〉).(62)
In addition, since v0 ∈ ∂(co h)(pk), we have
(63) co h(pi) > co h(pk) + 〈pi − pk,v0〉.
Combining Eqs. (62) and (63), we obtain
(64) 〈pk,x〉 − tθk − γk − (〈pi,x〉 − tθi − γi) > t(co h(pk)− θk).
To prove the result, it suffices to show co h(pk) > θk. As pk ∈ co h (as shown before in Eq. (59)), then
according to [61, Prop. X.1.5.4] we have
(65) co h(pk) =
∑
j∈Ix0
αjh(pj) =
∑
j∈Ix0
αjθj ,
for some (α1, . . . , αm) ∈ Λm satisfying pk =
∑m
j=1 αjpj and αj = 0 whenever j 6∈ Ix0 . Then, by Lem. 3.1(ii)
(α1, . . . , αm) is a minimizer in Eq. (56), that is,
γk = J
∗(pk) =
m∑
j=1
αjγj =
∑
j∈Ix0
αiγi =
∑
i 6=k
αiγi.
Hence Eq. (9) holds for the index k. By assumption (A3), we have θk <
∑
j 6=k αjθj . Taken together with
the fact that αj = 0 whenever j 6∈ Ix0 and Eq. (65), we find
(66) θk <
∑
j 6=k
αjθj =
∑
j∈Ix0
αjθj = co h(pk).
Hence, the right-hand-side of Eq. (64) is strictly positive, and we conclude that 〈pk,x〉 − tθk − γk >
〈pi,x〉 − tθi − γi for t > 0 if i ∈ Ix0 .
Therefore, in this case, when t > 0 is small enough and x is chosen as above, we have 〈pk,x〉− tθk−γk >
〈pi,x〉 − tθi − γi for every i 6= k, and the proof is complete.
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A.5. Proof of Lemma 3.5. First, we compute the convex hull of epi F , which we denote by co (epi F ).
Let (p, E−, r) ∈ co (epi F ), where p ∈ Rn and E−, r ∈ R. Then there exist k ∈ N, (β1, . . . , βk) ∈ Λk and
(qi, E
−
i , ri) ∈ epi F for each i = 1, . . . , k such that (p, E−, r) =
∑k
i=1 βi(qi, E
−
i , ri). By definition of F in Eq.
(18), (qi, E
−
i , ri) ∈ epi F holds if and only if qi ∈ dom J∗, E−i +H(qi) 6 0 and ri > J∗(qi). In conclusion,
we have
(67)

(β1, . . . , βk) ∈ Λk,
(p, E−, r) =
∑k
i=1 βi(qi, E
−
i , ri),
q1, . . . , qk ∈ dom J∗,
E−i +H(qi) 6 0 for any i = 1, . . . , k,
ri > J∗(qi) for any i = 1, . . . , k.
For each i, since we have qi ∈ dom J∗, by Lem. 3.2(i) the minimization problem in (14) evaluated at qi has at
least one minimizer. Let (αi1, . . . , αim) be such a minimizer. Using Eqs. (12), (14), and (αi1, . . . , αim) ∈ Λm,
we have
(68)
m∑
j=1
αij(1,pj , θj , γj) = (1, qi, H(qi), J
∗(qi)).
Define the real number cj :=
∑k
i=1 βiαij for any j = 1, . . . ,m. Combining Eqs. (67) and (68), we get that
cj > 0 for any j and
m∑
j=1
cj(1,pj , θj , γj) =
m∑
j=1
k∑
i=1
βiαij(1,pj , θj , γj)
=
k∑
i=1
βi
 m∑
j=1
αij(1,pj , θj , γj)
 = k∑
i=1
βi(1, qi, H(qi), J
∗(qi)).
We continue the computation using Eq. (67) and get
m∑
j=1
cj(1,pj) =
k∑
i=1
βi(1, qi) = (1,p);
m∑
j=1
cjθj =
k∑
i=1
βiH(qi) 6 −
k∑
i=1
βiE
−
i = −E−;
m∑
j=1
cjγj =
k∑
i=1
βiJ
∗(qi) 6
k∑
i=1
βiri = r.
Therefore, we conclude that (c1, . . . , cm) ∈ Λm and
p =
∑m
j=1 cjpj ,
E− 6 −∑mj=1 cjθj ,
r >
∑m
j=1 cjγj .
As a consequence, co (epi F ) ⊆ co (∪mj=1 ({pj} × (−∞,−θj ]× [γj ,+∞))). Now, Lem. 3.1(iii) and 3.2(iii)
imply {pj} × (−∞,−θj ]× [γj ,+∞) ⊆ epi F for each j = 1, . . . ,m. Therefore, we have
co (epi F ) =
{
(p, E−, r) ∈ Rn × R× R : there exists (c1, . . . , cm) ∈ Λm s.t.
p =
m∑
j=1
cjpj , E
− 6 −
m∑
j=1
cjθj , r >
m∑
j=1
cjγj .
}
.
(69)
By [61, Def. IV.2.5.3 and Prop. IV.2.5.1], we have
co F (p, E−) = inf{r ∈ R : (p, E−, r) ∈ co (epi F )}.(70)
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The conclusion then follows from Eqs. (69) and (70).
Appendix B. Proof of Proposition 3.1
To prove this proposition, we will use three lemmas whose statements and proofs are given in Sect. B.1,
B.2, and B.3, respectively. The proof of Prop. 3.1 is given in Sect. B.4.
B.1. Statement and proof of Lemma B.1.
Lemma B.1. Consider the one-dimensional case, i.e., n = 1. Let p1, . . . , pm ∈ R satisfy p1 < · · · < pm,
and define the function J using Eq. (10). Suppose assumptions (A1)-(A2) hold. Let x ∈ R, p ∈ ∂J(x), and
suppose p 6= pi for any i ∈ {1, . . . ,m}. Then there exists k ∈ {1, . . . ,m} such that pk < p < pk+1 and
(71) k, k + 1 ∈ arg max
i∈{1,...,m}
{xpi − γi}.
Proof. Let Ix denotes the set of maximizers in Eq. (11) at x. Since p ∈ ∂J(x), p 6= pi for i ∈ {1, . . . ,m},
and ∂J(x) = co {pi : i ∈ Ii} by [60, Thm. VI.4.4.2], there exist j, l ∈ Ix such that pj < p < pl. Moreover,
there exists k with j 6 k < k + 1 6 l such that pj 6 pk < p < pk+1 6 pl. We will show that k, k + 1 ∈ Ix.
We only prove k ∈ Ix; the case for k + 1 is similar.
If pj = pk, then k = j ∈ Ix and the conclusion follows directly. Hence suppose pj < pk < pl. Then there
exists α ∈ (0, 1) such that pk = αpj +(1−α)pl. Using that j, l ∈ Ix, assumption (A2), and Jensen inequality,
we get
xpk − γk = xpk − g(pk) = (αpj + (1− α)pl)x− g(αpj + (1− α)pl)
> αxpj + (1− α)xpl − αg(pj)− (1− α)g(pl)
= α(xpj − γj) + (1− α)(xpl − γl)
= max
i∈{1,...,m}
{xpi − γi},
which implies that k ∈ Ix. A similar argument shows that k + 1 ∈ Ix, which completes the proof. 
B.2. Statement and proof of Lemma B.2.
Lemma B.2. Consider the one-dimensional case, i.e., n = 1. Let p1, . . . , pm ∈ R satisfy p1 < · · · < pm, and
define the function H using Eq. (14). Suppose assumptions (A1)-(A3) hold. Let u0 ∈ R and pk < u0 < pk+1
for some index k. Then there holds
(72) H(u0) = βkθk + βk+1θk+1,
where
(73) βk :=
pk+1 − u0
pk+1 − pk and βk+1
:=
u0 − pk
pk+1 − pk .
Proof. Let β := (β1, . . . , βm) ∈ Λm satisfy
βk :=
pk+1 − u0
pk+1 − pk and βk+1
:=
u0 − pk
pk+1 − pk ,
and βi = 0 for every i ∈ {1, . . . ,m} \ {k, k + 1}. We will prove that β is a minimizer in Eq. (14) evaluated
at u0, that is,
β ∈ arg min
α∈A(u0)
{
m∑
i=1
αiθi
}
,
where
A(u0) := arg min
(α1,...αm)∈Λm∑m
i=1 αipi=u0
{
m∑
i=1
αiγi
}
.
First, we show that β ∈ A(u0). By definition of β and Lem. 3.1(ii) with p = u0, the statement holds
provided k, k + 1 ∈ Ix, where the set Ix contains the maximizers in Eq. (10) evaluated at x ∈ ∂J∗(u0). But
if x ∈ ∂J∗(u0), we have u0 ∈ ∂J(x), and Lem. B.1 implies k, k + 1 ∈ Ix. Hence β ∈ A(u0).
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Now, suppose that β is not a minimizer in Eq. (14) evaluated at u0. By Lem. 3.2(i), there exists a
minimizer in Eq. (14) evaluated at the point u0, which we denote by (α1, . . . , αm). Then there holds
(74)

∑m
i=1 αi =
∑m
i=1 βi = 1,∑m
i=1 αipi =
∑m
i=1 βipi = u0,∑m
i=1 αiγi =
∑m
i=1 βiγi = J
∗(u0),∑m
i=1 αiθi <
∑m
i=1 βiθi.
Since αi > 0 for every i and βi = 0 for every i ∈ {1, . . . ,m} \ {k, k+ 1}, we have αk +αk+1 6 1 = βk +βk+1.
As α 6= β, then one or both of the inequalities αk < βk and αk+1 < βk+1 hold. This leaves three possible
cases, and we now show that each case leads to a contradiction.
Case 1: Let αk < βk and αk+1 > βk+1. Define the coefficient ci by
ci :=
{
αi−βi
βk−αk , i 6= k,
0, i = k.
The following equations then hold 
(c1, . . . , cm) ∈ ∆m with ck = 0,∑
i 6=k cipi = pk,∑
i 6=k ciγi = γk,∑
i 6=k ciθi < θk.
These equations, however, violate assumption (A3), and so we get a contradiction.
Case 2: Let αk > βk and αk+1 < βk+1. A similar argument as in case 1 can be applied here by exchanging
the indices k and k + 1 to derive a contradiction.
Case 3: Let αk < βk and αk+1 < βk+1. From Eq. (74), we obtain
(75)

βk − αk + βk+1 − αk+1 =
∑
i 6=k,k+1 αi,
(βk − αk)pk + (βk+1 − αk+1)pk+1 =
∑
i 6=k,k+1 αipi,
(βk − αk)γk + (βk+1 − αk+1)γk+1 =
∑
i 6=k,k+1 αiγi,
(βk − αk)θk + (βk+1 − αk+1)θk+1 >
∑
i 6=k,k+1 αiθi.
Define two numbers qk and qk+1 by
qk :=
∑
i<k αipi∑
i<k αi
and qk+1 :=
∑
i>k+1 αipi∑
i>k+1 αi
.(76)
Note that from the first two equations in (74) and the assumption that αk < βk and αk+1 < βk+1, there exist
i1 < k and i2 > k + 1 such that αi1 6= 0 and αi2 6= 0, and hence the numbers qk and qk+1 are well-defined.
By definition, we have qk < pk < pk+1 < qk+1. Therefore, there exist bk, bk+1 ∈ (0, 1) such that
(77) pk = bkqk + (1− bk)qk+1 and pk+1 = bk+1qk + (1− bk+1)qk+1.
A straightforward computation yields
(78) bk =
qk+1 − pk
qk+1 − qk and bk+1 =
qk+1 − pk+1
qk+1 − qk .
Define the coefficients cki and c
k+1
i as follows
cki :=

bkαi∑
ω<k αω
, i < k,
(1−bk)αi∑
ω>k+1 αω
, i > k + 1,
0, otherwise,
and ck+1i :=

bk+1αi∑
ω<k αω
, i < k,
(1−bk+1)αi∑
ω>k+1 αω
, i > k + 1,
0, otherwise.
(79)
These coefficients satisfy cki , c
k+1
i ∈ [0, 1] for any i and
∑m
i=1 c
k
i =
∑m
i=1 c
k+1
i = 1. In other words, we have
(80) (ck1 , . . . , c
k
m) ∈ ∆m with ckk = 0 and (ck+11 , . . . , ck+1m ) ∈ ∆m with ck+1k+1 = 0.
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Hence, the first equality in Eq. (9) holds for the coefficients (ck1 , . . . , c
k
m) with the index k and also for the
coefficients (ck+11 , . . . , c
k+1
m ) with the index k + 1. We show next that these coefficients satisfy the second
and third equalities in (9) and draw a contradiction with assumption (A3).
Using Eqs. (76), (77), and (79) to write the formulas for pk and pk+1 via the coefficients c
k
i and c
k+1
i , we
find
pk = bk
∑
i<k αipi∑
i<k αi
+ (1− bk)
∑
i>k+1 αipi∑
i>k+1 αi
=
∑
i 6=k,k+1
cki pi =
∑
i 6=k
cki pi,
pk+1 = bk+1
∑
i<k αipi∑
i<k αi
+ (1− bk+1)
∑
i>k+1 αipi∑
i>k+1 αi
=
∑
i 6=k,k+1
ck+1i pi =
∑
i 6=k+1
ck+1i pi,
(81)
where the last equalities in the two formulas above hold because ckk+1 = 0 and c
k+1
k = 0 by definition. Hence
the second equality in Eq. (9) also holds for both the index k and k + 1.
From the third equality in Eq. (75), assumption (A2), Eq. (81), and Jensen’s inequality, we have
∑
i 6=k,k+1
αiγi = (βk − αk)γk + (βk+1 − αk+1)γk+1
= (βk − αk)g(pk) + (βk+1 − αk+1)g(pk+1)
= (βk − αk)g
 ∑
i6=k,k+1
cki pi
+ (βk+1 − αk+1)g
 ∑
i 6=k,k+1
ck+1i pi

6 (βk − αk)
 ∑
i 6=k,k+1
cki g(pi)
+ (βk+1 − αk+1)
 ∑
i 6=k,k+1
ck+1i g(pi)

=
∑
i 6=k,k+1
((βk − αk)cki + (βk+1 − αk+1)ck+1i )g(pi)
=
∑
i 6=k,k+1
((βk − αk)cki + (βk+1 − αk+1)ck+1i )γi.
(82)
We now compute and simplify the coefficients (βk −αk)cki + (βk+1 −αk+1)ck+1i in the formula above. First,
consider the case when i < k. Eqs. (78) and (79) imply
(βk − αk)cki + (βk+1 − αk+1)ck+1i
= (βk − αk) bkαi∑
ω<k αω
+ (βk+1 − αk+1) bk+1αi∑
ω<k αω
=
αi∑
ω<k αω
((βk − αk)bk + (βk+1 − αk+1)bk+1)
=
αi∑
ω<k αω
(
(βk − αk)qk+1 − pk
qk+1 − qk + (βk+1 − αk+1)
qk+1 − pk+1
qk+1 − qk
)
=
αi∑
ω<k αω
· 1
qk+1 − qk ((βk − αk + βk+1 − αk+1)qk+1 − (βk − αk)pk − (βk+1 − αk+1)pk+1).
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Applying the first two equalities in Eq. (75) and Eq. (76) to the last formula above, we obtain
(βk − αk)cki + (βk+1 − αk+1)ck+1i
=
αi∑
ω<k αω
· 1
qk+1 − qk
 ∑
i6=k,k+1
αi
 qk+1 − ∑
i 6=k,k+1
αipi

=
αi∑
ω<k αω
· 1
qk+1 − qk
 ∑
i 6=k,k+1
αiqk+1 −
∑
i<k
αipi −
∑
i>k+1
αipi

=
αi∑
ω<k αω
· 1
qk+1 − qk
 ∑
i 6=k,k+1
αiqk+1 −
(∑
i<k
αi
)
qk −
( ∑
i>k+1
αi
)
qk+1

=
αi∑
ω<k αω
· 1
qk+1 − qk
(∑
i<k
αi(qk+1 − qk)
)
= αi.
The same result for the case when i > k + 1 also holds and the proof is similar. Therefore, we have
(83) (βk − αk)cki + (βk+1 − αk+1)ck+1i = αi for each i 6= k, k + 1.
Combining Eqs. (82) and (83), we have∑
i 6=k,k+1
αiγi 6
∑
i 6=k,k+1
((βk − αk)cki + (βk+1 − αk+1)ck+1i )γi =
∑
i6=k,k+1
αiγi.
Since the left side and right side are the same, the inequality above becomes equality, which implies that the
inequality in Eq. (82) also becomes equality. In other words, we have
γk = g (pk) =
∑
i 6=k,k+1
cki g(pi) =
∑
i 6=k,k+1
cki γi =
∑
i 6=k
cki γi,
γk+1 = g (pk+1) =
∑
i 6=k,k+1
ck+1i g(pi) =
∑
i6=k,k+1
ck+1i γi =
∑
i 6=k+1
ck+1i γi,
(84)
where the last equalities in the two formulas above hold because ckk+1 = 0 and c
k+1
k = 0 by definition. Hence
the third equality in (9) also holds for both indices k and k + 1.
In summary, Eqs. (80), (81), and (84) imply that Eq. (9) holds for the index k with coefficients (ck1 , . . . , c
k
m)
and also for the index k + 1 with coefficients (ck+11 , . . . , c
k+1
m ). Hence, by assumption (A3), we find∑
i 6=k
cki θi > θk and
∑
i6=k+1
ck+1i θi > θk+1.
Using the inequalities above with Eq. (83) and the fact that ckk+1 = 0 and c
k+1
k = 0, we find
(βk − αk)θk + (βk+1 − αk+1)θk+1 < (βk − αk)
∑
i 6=k
cki θi + (βk+1 − αk+1)
∑
i 6=k+1
ck+1i θi
=
∑
i 6=k,k+1
((βk − αk)cki + (βk+1 − αk+1)ck+1i )θi =
∑
i 6=k,k+1
αiθi,
which contradicts the last inequality in Eq. (75).
In conclusion, we obtain contradictions in all the three cases. As a consequence, we conclude that β is a
minimizer in Eq. (14) evaluated at u0 and Eq. (72) follows from the definition of H in (14). 
B.3. Statement and proof of Lemma B.3.
Lemma B.3. Consider the one-dimensional case, i.e., n = 1. Let p1, . . . , pm ∈ R satisfy p1 < · · · < pm.
Suppose assumptions (A1)-(A2) hold. Let x ∈ R and t > 0. Assume j, k, l are three indices such that
1 6 j 6 k < l 6 m and
(85) j, l ∈ arg max
i∈{1,...,m}
{xpi − tθi − γi}.
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Then there holds
(86)
θl − θk
pl − pk 6
θl − θj
pl − pj .
Proof. Note that Eq. (86) holds trivially when j = k, so we only need to consider the case when j < k < l.
On the one hand, Eq. (85) implies
xpj − tθj − γj = xpl − tθl − γl > xpk − tθk − γk,
which yields
γl − γk 6 x(pl − pk)− t(θl − θk),
γl − γj = x(pl − pj)− t(θl − θj).(87)
On the other hand, for each i ∈ {j, j + 1, . . . , l − 1} let qi ∈ (pi, pi+1) and xi ∈ ∂J∗(qi). Such xi exists
because qi ∈ int dom J∗, so that the subdifferential ∂J∗(qi) is non-empty. Then qi ∈ ∂J(xi) and Lem. B.1
imply
xipi − γi = xipi+1 − γi+1 = max
ω∈{1,...,m}
{xipω − γω}.
A straightforward computation yields
γl − γk =
l−1∑
i=k
(γi+1 − γi) =
l−1∑
i=k
xi(pi+1 − pi),
γl − γj =
l−1∑
i=j
(γi+1 − γi) =
l−1∑
i=j
xi(pi+1 − pi).
Combining the two equalities above with Eq. (87), we conclude that
x(pl − pk)− t(θl − θk) >
l−1∑
i=k
xi(pi+1 − pi),
x(pl − pj)− t(θl − θj) =
l−1∑
i=j
xi(pi+1 − pi).
Now, divide the inequality above by t(pl − pk) > 0 (because by assumption t > 0 and l > k, which implies
that pl > pk), divide the equality above by t(pl − pj) > 0 (because l > j, which implies that t(pl − pj) 6= 0),
and rearrange the terms to obtain
θl − θk
pl − pk 6
x
t
− 1
t
∑l−1
i=k xi(pi+1 − pi)
pl − pk ,
θl − θj
pl − pj =
x
t
− 1
t
∑l−1
i=j xi(pi+1 − pi)
pl − pj .
(88)
Recall that qj < qj+1 < · · · < ql−1 and xi ∈ ∂J∗(qi) for any j 6 i < l. Since the function J∗ is convex, the
subdifferential operator ∂J∗ is a monotone non-decreasing operator [60, Def. IV.4.1.3, and Prop. VI.6.1.1],
which yields xj 6 xj+1 6 · · · 6 xl−1. Using that p1 < p2 < · · · < pm and j < k < l, we obtain
(89)
∑l−1
i=k xi(pi+1 − pi)
pl − pk >
∑l−1
i=k xk(pi+1 − pi)
pl − pk = xk =
∑k−1
i=j xk(pi+1 − pi)
pk − pj >
∑k−1
i=j xi(pi+1 − pi)
pk − pj .
To proceed, we now use that fact that if four real numbers a, c ∈ R and b, d > 0 satisfy ab > cd , then ab > a+cb+d .
Combining this fact with inequality (89), we find∑l−1
i=k xi(pi+1 − pi)
pl − pk >
∑l−1
i=k xi(pi+1 − pi) +
∑k−1
i=j xi(pi+1 − pi)
pl − pk + pk − pj =
∑l−1
i=j xi(pi+1 − pi)
pl − pj .
We combine the inequality above with (88) to obtain
θl − θk
pl − pk 6
θl − θj
pl − pj .
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which concludes the proof. 
B.4. Proof of Proposition 3.1. Proof of (i): First, note that u is piecewise constant. Second, recall that
J is defined as the pointwise maximum of a finite number of affine functions. Therefore, the initial data
u(·, 0) = ∇J(·) (recall that here, the gradient ∇ is taken in the sense of distribution) is bounded and of locally
bounded variation (see [45, Chap. 5, page 167] for the definition of locally bounded variation). Finally, the
flux function H, defined in Eq. (14), is Lipschitz continuous in dom J∗ by Lem. B.2. It can therefore be
extended to R while preserving its Lipschitz property [51, Thm. 4.16]. Therefore, we can invoke [32, Prop.
2.1] to conclude that u is the entropy solution to the conservation law (32) provided it satisfies the two
following conditions. Let x¯(t) be any smooth line of discontinuity of u. Fix t > 0 and define u− and u+ as
(90) u− := lim
x→x¯(t)−
u(x, t), and u+ := lim
x→x¯(t)+
u(x, t).
Then the two conditions are:
1. The curve x¯(t) is a straight line with the slope
(91)
dx¯
dt
=
H(u+)−H(u−)
u+ − u− .
2. For any u0 between u
+ and u−, we have
(92)
H(u+)−H(u0)
u+ − u0 6
H(u+)−H(u−)
u+ − u− .
First, we prove the first condition and Eq. (91). According to the definition of u in Eq. (31), the range
of u is the compact set {p1, . . . , pm}. As a result, u− and u+ are in the range of u, i.e., there exist indices j
and l such that
(93) u− = pj , and u+ = pl.
Let (x¯(s), s) be a point on the curve x¯ which is not one of the endpoints. Since u is piecewise constant, there
exists a neighborhood N of (x¯(s), s) such that for any (x−, t), (x+, t) ∈ N satisfying x− < x¯(t) < x+, we
have u(x−, t) = u− = pj and u(x+, t) = u+ = pl. In other words, if x−, x+, t are chosen as above, according
to the definition of u in Eq. (31), we have
(94) j ∈ arg max
i∈{1,...,m}
{x−pi − tθi − γi} and l ∈ arg max
i∈{1,...,m}
{x+pi − tθi − γi}.
Define a sequence {x−k }+∞k=1 ⊂ (−∞, x¯(s)) such that (x−k , s) ∈ N for any k ∈ N and limk→+∞ x−k = x¯(s). By
Eq. (94), we have
x−k pj − sθj − γj ≥ x−k pi − sθi − γi for any i ∈ {1, . . . ,m}.
When k approaches infinity, the above inequality implies
x¯(s)pj − sθj − γj ≥ x¯(s)pi − sθi − γi for any i ∈ {1, . . . ,m}.
In other words, we have
(95) j ∈ arg max
i∈{1,...,m}
{x¯(s)pi − sθi − γi}.
Similarly, define a sequence {x+k }+∞k=1 ⊂ (x¯(s),+∞) such that (x+k , s) ∈ N for any k ∈ N and limk→+∞ x+k =
x¯(s). Using a similar argument as above, we can conclude that
(96) l ∈ arg max
i∈{1,...,m}
{x¯(s)pi − sθi − γi}.
By a continuity argument, Eqs. (95) and (96) also hold for the end points of x¯. In conclusion, for any
(x¯(t), t) on the curve x¯, we have
(97) j, l ∈ arg max
i∈{1,...,m}
{x¯(t)pi − tθi − γi},
which implies that
x¯(t)pl − tθl − γl = x¯(t)pj − tθj − γj .
Therefore, the curve x¯(t) lies on the straight line
x(pl − pj)− t(θl − θj)− (γl − γj) = 0
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and Eq. (93) and Lem. 3.2(iii) imply that its slope equals
dx¯
dt
=
θl − θj
pl − pj =
H(u+)−H(u−)
u+ − u− .
This proves Eq. (91) and the first condition holds.
It remains to show the second condition. Since u equals ∇xf and f is convex by Thm. 3.1, its correspond-
ing subdifferential operator u is monotone non-decreasing with respect to x [60, Def. IV.4.1.3 and Prop.
VI.6.1.1]. As a result, u− < u+ and u0 ∈ (u−, u+), where we still adopt the notation u− = pj and u+ = pl.
Recall that Lem. 3.2(iii) implies H(pi) = θi for any i. Then, Eq. (92) in the second condition becomes
(98)
θl −H(u0)
pl − u0 6
θl − θj
pl − pj .
Without loss of generality, we may assume that p1 < p2 < · · · < pm. Then the fact pj = u− < u+ = pl
implies j < l. We consider the following two cases.
First, if there exists some k such that u0 = pk, then H(u0) = θk by Lem. 3.2(iii). Since u
− < u0 < u+,
we have j < k < l. Recall that Eq. (97) holds. Therefore the assumptions of Lem. B.3 are satisfied, which
implies Eq. (98) holds.
Second, suppose u0 6= pi for every i ∈ {1, . . . ,m}. Then there exists some k ∈ {j, j + 1, . . . , l − 1} such
that pk < u0 < pk+1. Lem. B.2 then implies that Eqs. (72) and (73) hold, that is,
H(u0) = βkθk + βk+1θk+1, u0 = βkpk + βk+1pk+1, and βk + βk+1 = 1.
Using these three equations, we can write the left hand side of Eq. (98) as
(99)
θl −H(u0)
pl − u0 =
θl − βkθk − βk+1θk+1
pl − βkpk − βk+1pk+1 =
βk(θl − θk) + βk+1(θl − θk+1)
βk(pl − pk) + βk+1(pl − pk+1) .
If k + 1 = l, then this equation become
θl −H(u0)
pl − u0 =
θl − θk
pl − pk .
Since j 6 k < l and Eq. (97) holds, then the assumptions of Lem. B.3 are satisfied. This allows us to
conclude that Eq. (98) holds.
If k + 1 6= l, then using Eq. (97), the inequalities j 6 k < k + 1 < l, and Lem. B.3, we obtain
βk(θl − θk)
βk(pl − pk) =
θl − θk
pl − pk 6
θl − θj
pl − pj and
βk+1(θl − θk+1)
βk+1(pl − pk+1) =
θl − θk+1
pl − pk+1 6
θl − θj
pl − pj .
Note that if ai ∈ R and bi ∈ (0,+∞) for i ∈ {1, 2, 3} satisfy a1b1 6 a3b3 and a2b2 6 a3b3 , then a1+a2b1+b2 6 a3b3 . Then,
since βk(pl − pk), βk+1(pl − pk+1) and pl − pj are positive, we have
βk(θl − θk) + βk+1(θl − θk+1)
βk(pl − pk) + βk+1(pl − pk+1) 6
θl − θj
pl − pj .
Hence Eq. (98) follows directly from the inequality above and Eq. (99).
Therefore, the two conditions, including Eqs. (91) and (92), are satisfied and we apply [32, Prop 2.1] to
conclude that the function u is the entropy solution to the conservation law (32).
Proof of (ii) (sufficiency): Without loss of generality, assume p1 < p2 < · · · < pm. Let C ∈ R. Suppose H˜
satisfies H˜(pi) = H(pi) + C for each i ∈ {1, . . . ,m} and H˜(p) > H(p) + C for any p ∈ [p1, pm]. We want to
prove that u is the entropy solution to the conservation law (33).
As in the proof of (i), we apply [32, Prop 2.1] and verify that the two conditions hold through Eqs. (91)
and (92). Let x¯(t) be any smooth line of discontinuity of u, define u− and u+ by Eq. (90) (and recall that
u− = pj and u+ = pl), and let u0 ∈ (u−, u+). We proved in the proof of (i) that x¯(t) is a straight line, and
so it suffices to prove that
(100)
dx¯
dt
=
H˜(u+)− H˜(u−)
u+ − u− , and
H˜(u+)− H˜(u0)
u+ − u0 6
H˜(u+)− H˜(u−)
u+ − u− .
We start with proving the equality in Eq. (100). By assumption, there holds
(101) H˜(u−) = H˜(pj) = H(pj) + C = H(u−) + C and H˜(u+) = H˜(pl) = H(pl) + C = H(u+) + C.
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We combine Eq. (101) with Eq. (91), (which we proved in the proof of (i)), we obtain
dx¯
dt
=
H(u+)−H(u−)
u+ − u− =
H(u+) + C − (H(u−) + C)
u+ − u− =
H˜(u+)− H˜(u−)
u+ − u− .
Therefore, the equality in (100) holds.
Next, we prove the inequality in Eq. (100). Since u0 ∈ (u−, u+) ⊆ [p1, pm], by assumption there holds
H˜(u0) > H(u0) + C. Taken together with Eqs. (92) and (101), we get
H˜(u+)− H˜(u0)
u+ − u0 6
H(u+) + C − (H(u0) + C)
u+ − u0 6
H(u+)−H(u−)
u+ − u− =
H˜(u+)− H˜(u−)
u+ − u− ,
which shows that the inequality in Eq. (100) holds.
Hence, we can invoke [32, Prop 2.1] to conclude that u is the entropy solution to the conservation law
(33).
Proof of (ii) (necessity): Suppose that u is the entropy solution to the conservation law (33). We prove
that there exists C ∈ R such that H˜(pi) = H(pi) + C for any i and H˜(p) > H(p) + C for any p ∈ [p1, pm].
By Lem. 3.4, for each i ∈ {1, . . . ,m} there exist x ∈ R and t > 0 such that
(102) f(·, t) is differentiable at x, and ∇xf(x, t) = pi.
Moreover, the proof of Lem. 3.4 implies there exists T > 0 such that for any 0 < t < T , there exists x ∈ R
such that Eq. (102) holds. As a result, there exists t > 0 such that for each i ∈ {1, . . . ,m}, there exists
xi ∈ R satisfying Eq. (102) at the point (xi, t), which implies u(xi, t) = pi. Note that pi 6= pj implies that
xi 6= xj . (Indeed, if xi = xj , then pi = ∇xf(xi, t) = ∇xf(xj , t) = pj which gives a contradiction since
pi 6= pj by assumption (A1).) As mentioned before, the function u(·, t) ≡ ∇xf is a monotone non-decreasing
operator and pi is increasing with respect to i, and therefore x1 < x2 < · · · < xm. Since u is piecewise
constant, for each k ∈ {1, . . . ,m− 1} there exists a curve of discontinuity of u with u = pk on the left hand
side of the curve and u = pk+1 on the right hand side of the curve. Let x¯(s) be such a curve and let u
− and
u+ be the corresponding numbers defined in Eq. (90). The argument above proves that we have u− = pk
and u+ = pk+1.
Since u is the piecewise constant entropy solution, we invoke [32, Prop 2.1] to conclude that the two
aforementioned conditions hold for the curve x¯(s), i.e., (100) holds with u− = pk and u+ = pk+1. From the
equality in (100) and Eq. (91) proved in (i), we deduce
H˜(pk+1)− H˜(pk)
pk+1 − pk =
H˜(u+)− H˜(u−)
u+ − u− =
dx¯
dt
=
H(u+)−H(u−)
u+ − u− =
H(pk+1)−H(pk)
pk+1 − pk .
Since k is an arbitrary index, the equality above implies that H˜(pk+1) − H˜(pk) = H(pk+1) − H(pk) holds
for any k ∈ {1, . . . ,m− 1}. Therefore, there exists C ∈ R such that
(103) H˜(pk) = H(pk) + C for any k ∈ {1, . . . ,m}.
It remains to prove H˜(u0) > H(u0)+C for all u0 ∈ [pk, pk+1]. If this inequality holds, then the statement
follows because k is an arbitrary index. We already proved that H˜(u0) > H(u0) + C for u0 = pk with k ∈
{1, . . . ,m}. Therefore, we need to prove that H˜(u0) > H(u0)+C for all u0 ∈ (pk, pk+1). Let u0 ∈ (pk, pk+1).
By Eq. (103) and the inequality in (100), we have
(104)
H(pk+1) + C − H˜(u0)
pk+1 − u0 =
H˜(u+)− H˜(u0)
u+ − u0 6
H˜(u+)− H˜(u−)
u+ − u− =
H(pk+1)−H(pk)
pk+1 − pk .
By Lem. B.2 and a straightforward computation, we also have
(105)
H(pk+1)−H(u0)
pk+1 − u0 =
H(pk+1)−H(pk)
pk+1 − pk .
Comparing Eqs. (104) and (105), we obtain H˜(u0) > H(u0) + C. Since k is arbitrary, we conclude that
H˜(u0) > H(u0) + C holds for all u0 ∈ [p1, pm] and the proof is complete.
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Appendix C. Proof of Proposition 3.2
To prove this proposition, we use the following lemma.
Lemma C.1. Let {(pi, γi)}mi=1 ⊂ Rn × R and  > 0. Then the function w(x, t) : Rn 7→ R defined by
(106) w(x, t) :=
m∑
i=1
e(〈pi,x〉+
t
2‖pi‖22−γi)/
is the unique smooth solution to the Cauchy problem
(107)
{
∂w
∂t (x, t) =

2∆xw(x, t) in R
n × (0,+∞),
w(x, 0) =
∑m
i=1 e
(〈pi,x〉−γi)/ ∀x ∈ Rn.
Moreover, w is jointly log-convex in (x, t).
Proof. A short calculation shows that the function w defined in Eq. (106) solves the Cauchy problem (107),
and uniqueness holds by strict positiveness of the initial data (see [129, Chap. VIII, Thm. 2.2], and note
that the uniqueness result can easily be generalized to n > 1).
Now, let λ ∈ [0, 1] and (x1, t1) and (x2, t2) be such that x = λx1 + (1 − λ)x2 and t = λt1 + (1 − λ)t2.
Then the Ho¨lder’s inequality (see, e.g., [51, Thm. 6.2]) implies
m∑
i=1
e(〈pi,x〉+
t
2‖pi‖22−γi)/ =
m∑
i=1
(
eλ(〈pi,x1〉+
t1
2 ‖pi‖22−γi)/e(1−λ)(〈pi,x2〉+
t2
2 ‖pi‖22−γi)/
)
6
(
m∑
i=1
e(〈pi,x1〉+
t1
2 ‖pi‖22−γi)/
)λ( m∑
i=1
e(〈pi,x2〉+
t2
2 ‖pi‖22−γi)/
)1−λ
,
and we find w(x, t) 6 (w(x1, t1))λ (w(x2, t2))1−λ, which implies that w is jointly log-convex in (x, t). 
Proof of Proposition 3.2: By Lemma C.1, the function w solves the Cauchy problem (107). A short
calculation then shows that the neural network f solves the second-order HJ equation (36), and is its unique
solution because w is the unique solution to (107). Joint convexity in (x, t) follows from log-convexity of
(x, t) 7→ w(x, t) for every  > 0. That f satisfies the bounds (35) follow from a short calculation:
max
i∈{1,...,m}
{〈pi,x〉+ t
2
‖pi‖22 − γi} = log
(
e(maxi∈{1,...,m}{〈pi,x〉+ t2‖pi‖22−γi})/
)
6 log
(
m∑
i=1
e(〈pi,x〉+
t
2‖pi‖22−γi)/
)
6 log
(
me(maxi∈{1,...,m}{〈pi,x〉+ t2‖pi‖22−γi})/
)
= max
i∈{1,...,m}
{
〈pi,x〉+ t
2
‖pi‖22 − γi
}
+  log(m).
These bounds imply that the limit (37) holds for every x ∈ Rn and t > 0. Finally, under assumptions
(A1)–(A3) the right hand side of this limit satisfies the HJ equation (16) with H˜ = − 12 ‖·‖22 as all conditions
in Thm. 3.1 are satisfied. This concludes the proof.
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