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Abstract
This paper presents a novel kernel-based generative classifier which is defined
in a distortion subspace using polynomial series expansion, named Kernel-
Distortion (KD) classifier. An iterative kernel selection algorithm is developed to
steadily improve classification performance by repeatedly removing and adding
kernels. The experimental results on character recognition application not only
show that the proposed generative classifier performs better than many ex-
isting classifiers, but also illustrate that it has different recognition capability
compared to the state-of-the-art discriminative classifier - deep belief network.
The recognition diversity indicates that a hybrid combination of the proposed
generative classifier and the discriminative classifier could further improve the
classification performance. Two hybrid combination methods, cascading and
stacking, have been implemented to verify the diversity and the improvement
of the proposed classifier.
Keywords: Distortion feature space, kernel-based generative classifier, hybrid
classification, deep belief nets, character recognition
1. Introduction
Learning and inference are two important aspects for any machine learning
application. For a classification problem, while the learning process aims to
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obtain underlying data model given a set of training data, the inference pro-
cess attempts to make a prediction decision for a test data using the learned
model. There are two kinds of classifiers in the learning process for classifica-
tion: generative classifier and discriminative classifier. While the discriminative
classifier learns a mapping function from input variables to output class labels,
the generative classifier learns underlying joint distribution models of the given
data. Generative learning is very useful for many machine learning applications,
since it provides an insight to understand the learned data structures from the
learning process.
Although many generative and discriminative classifiers have been proposed,
most previous research generally makes a standard assumption that the test
data should be sampled from the same distribution as the given training data.
However, this assumption is inappropriate for many real world classification ap-
plications, which results in misclassifications of those unseen test data drawn
from a different distribution. One of well-known examples is handwritten digits
classification problem in which some unseen test images with some distortions
are difficult to be modeled with the same distribution as the training data. Most
of the existing standard classifiers fail to identify these test images even with
slight distortions. Interestingly, these misclassifications can be easily recognized
by humans, as these handwritten digits just have some translations, expansions,
and rotations. To address this issue, several distortion-invariant discriminative
classifiers have been proposed. For example, Jarrett et al. in [1] presented a
model for hierarchical feature extraction with several different layers. Above
the filter bank layer and the non-linear transformation layer, a pooling layer is
used to average filter outputs over local neighbors, which ensures the classifier is
invariant to small distortions, thereby improving the classification performance.
Kato et al. in [2] extracted directional element features to detect partial inclina-
tion and reduce undesired effects on degraded images, and Liu in [3] extracted
normalization-cooperated gradient features to alleviate the effect of stroke di-
rection distortion, both of which can provide superior performance in character
recognition. More recently, deep neural networks, e.g., deep belief nets and deep
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convolutional neural networks, trained with numerous artificially distorted data
achieve promising performance improvement [4][5][6][7]. Transfer learning, or
domain adaption, is the other way to improve the prediction of unseen test data
using the knowledge learned from one or more source data sets [8][9][10].
In this paper, we propose a new kernel density estimation in the distortion
subspace using polynomial series expansion, and build a generative classification
approach for character recognition. We name our novel classification method
Kernel-Distortion (KD) classifier. The distortion subspace is a linear subspace
in which predictable distortions of kernels are computed using matrix polyno-
mial expansion of differential linear operators [11]. The predictable distortions
include translation, expansion and rotation. To find the best kernels to model
the data distribution, we also develop an effective method to iteratively select
kernels with an assignment probability. Experimental results demonstrate that
the proposed kernel-based generative classifier outperforms many other exist-
ing generative classifiers, such as naive Bayes, mixture Gaussian classifier, and
Gaussian/Laplacian kernel density estimation classifier, and the state-of-the-art
discriminative classifiers, such as nearest neighbors, multilayer perceptron neu-
ral network, support vector machine, etc. We also show that it offers better
recognition capability for the testing images with slight distortions which are
usually misclassified by the state-of-art classifier, such as a well-trained deep
belief network [4]. This diversity implies that a hybrid combination of the two
could further improve the classification accuracy. To the best use of these two
different worlds (i.e., the generative classifier and the discriminative classifier),
we implement cascading and stacking hybrid combination methods. The exper-
imental results show that these two hybrid combination methods obtain higher
accuracy than either the generative classifier or the discriminative classifier.
The rest of this paper is organized as follows: In Section 2, we present re-
lated work in generative classifiers and their combination and comparison with
discriminative classifier. In Section 3, we introduce our proposed kernel-based
generative classification method which is defined in a distortion subspace us-
ing polynomial series expansion. A kernel selection algorithm is also developed
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to steadily improve classification performance. In Section 4, we introduce two
hybrid combination methods: cascading and stacking to take advantage of the
recognition diversity of the proposed generative classifier. In Section 5, experi-
mental results and analysis on both MNIST and USPS handwritten digits data
sets are presented to demonstrate the effectiveness of our proposed methods.
Finally, a discussion and conclusion are provided in Section 6.
2. Related Work
For pattern recognition, both generative and discriminative approaches are
two well-known classification methods. The generative classification approach
learns the class-wise probability distribution p(x|y) from the training data,
where x is the input data vector and y is the corresponding class label. The
classification decision is made on the basis of the posterior probability p(y|x) ∝
p(x|y)p(y) according to the Bayesian rule. The generative classifiers assume
that the distribution p(x|y) could be estimated using some parametric or non-
parametric methods from the training data. The parametric classifiers usually
assume that the class-wise distribution p(x|y) is known but some parameters
are unknown and need to be estimated [12] [13] [14] [15] [16], such as naive
Bayes classifier with Gaussian distribution models. In nonparmetric classifiers,
the most popular approach to class-wise density estimation is the kernel density
estimation (KDE) [17] [18] [19] [20]. The non-parametric multivariate density es-
timation approaches offer a greater flexibility in modeling a given dataset, and
have been successfully applied in applications like classification [20] [21] [22],
discriminative inference [23], background modeling [24], deformable shape and
appearance modeling [25] and object tracking in video analysis [26]. Our pro-
posed generative classifier falls into this category, but estimates the density dis-
tribution in a distortion subspace to improve character recognition performance.
Traditionally, the kernel density estimation constructs the density distribution
by locating a kernel, usually a Gaussian kernel, at each observed data with an
either fixed bandwidth or variable bandwidth. However, it is well known that
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most kernels do not use any prior knowledge that we may have about the data
and usually suffer from boundary bias [27] [28]. Given the application of char-
acter recognition, our proposed Kernel-Distortion classifier takes the distortion
information into account and selects the optimal kernels for density estimate.
Unlike the existing kernel density estimation methods, the bandwidth of each
kernel is determined in the distortion space.
Contrarily, the discriminative classifiers model the posterior probability p(y|x)
directly, or learn the mapping function from input variables to output class la-
bels from the given training data. Some well-known discriminative classifiers
include neural network, nearest neighbor, and support vector machine. There is
also a wide debate about which classifier is better than the other. Many experi-
mental results published in the literature have shown that the discriminative ap-
proach always outperforms the generative one over several real-life classification
data sets [29] [30] [31] [32]. However, the answer is not as simple as they pointed
out [33]. In [33], an in-depth experimental comparison between discriminative
and generative classifiers was conducted, showing that the variants of generative
classifiers can improve the classification performance. More comparison between
these two kinds of classifiers can be seen in [34, 35, 36, 37, 38, 39, 40, 41, 42].
For many real-life classification problems, the discriminative classifiers usually
outperform the generative classifiers, due to the fact that the assumption that
training data should satisfy a specific distribution model is always inappropriate
for generative classifiers, specifically for the high dimensional data. However,
for the problem of character recognition, a well trained discriminative classifier
still misclassifies many images that usually have some distortions from the given
training images, shown in Fig. 1.
The difference between discriminative and generative classifiers also inspires
researchers to take advantage of the two and propose combination methods into
an ideal classifier [43, 44, 45, 46, 47, 48]. One type of these combined methods
is to incorporate generative models in discriminative classifiers. Particularly,
kernel-based generative models play an important role in this combination. For
example, the Fisher kernel function was combined with a support vector ma-
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Figure 1: Several digits that have some translations, expansions and rotations
from the training data are misclassified by a well-trained 768 × 500 × 500 ×
2000× 10 deep belief network.
chine to obtain a substantial improvement in classification [49], and the kernel
density estimation was used to form a probabilistic neural network which ap-
proximates the optimal Bayes rule [50]. Ensemble is the other effort to make use
of the diverse recognition ability of these two different classifiers. In [43], Raina
et al. proposed a hybrid model for text classification in which a large subset
of the parameters were trained to maximize the generative likelihood, and a
small subset of the parameters were discriminatively trained to maximize the
conditional likelihood. In [44], Li et al. presented two phases learning, a gener-
ative phase followed by a discriminative phase for object recognition in outdoor
scenes, also showing a significant improvement in image retrieval. In this paper,
we first propose a new generative classifier that shows a diverse recognition ca-
pacity compared to a well-trained discriminative classifier. Then, we implement
two hybrid combination methods, cascading and stacking, to verify the diversity
of the proposed generative classifier which can further improve the prediction
performance.
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3. Proposed Generative Classifier
3.1. Model Description
Considering an M -class classification problem, we classify a sample x by
maximizing the a posteriori class probability, i.e.,
iˆ = arg
M
max
m=1
p(Hm|x)
= arg
M
max
m=1
p(x|Hm) p(Hm) (1)
where Hm denotes that the sample is classified to the m-th class. Using the
Bayes’ rule, the classifier relates to the class-wise likelihood p(x|Hm) and prior
probability p(Hm). We write the class-wise likelihood function p(x|Hm) as
kernel mixtures,
p(x|Hm) =
K∑
k=1
wmk pk(x|Hm) (2)
where pk(x|Hm) are the individual kernel density distribution functions (PDFs)
and wmk are the prior probability of kernels which have
K∑
k=1
wmk = 1 (3)
The kernel PDF pk(x|Hm) is centered at a chosen training character xmk and
the distribution is defined using a multivariate Gaussian model, pk(x|Hm) ∼
N (xmk,Cmk). Unlike the existing method of Gaussian mixtures, we determine
both xmk and Cmk using the distortion subspace analysis.
3.2. Distortion Subspace Analysis
The distortion subspace is the linear subspace in which predictable distor-
tions of the kernel center xmk are contained. Predictable distortions consist of
translation, rotation, and expansion (contraction). The distortion subspace is
computed for each kernel center and can be derived using matrix polynomial
expansion of differential linear operators [11].
Let x be a column-vector, the N2 × 1 concatenated pixels of an N × N
reference image. Let y be an slightly distorted version of x. Let P be a linear
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differential distortion operator. In other words, y = Px is a slightly-distorted
version of x in some distortion space, such as rotation, translation, expansion.
To achieve significant distortion, we apply the operator k times, y = Pkx. Since
the operator P causes slight distortion, we may write
P = I + P˜,
where I is the identity matrix and P˜ is a matrix for distortion. Let |P˜| be
defined as a matrix norm, such as the magnitude of the largest eigenvalue of P˜.
We assume
|P˜| << 1.
approaches zero. With the Taylor series expansion, we may write that
Pk =
[
I + P˜
]k
= I + kP˜ +
k(k − 1)
2
P˜2 +
k(k − 1)(k − 2)
6
P˜3 + · · ·
Since |P˜| << 1, the above series can be truncated to some power p. Thus,
y ' x + kP˜x + k(k − 1)
2
P˜2x +
k(k − 1)(k − 2)
6
P˜3x + · · · .
Each of the matrix products P˜ix, for 0 ≤ i ≤ p can be concatenated into a
N2 × p vector. The idea behind distortion subspace analysis is to collect these
vectors into an N2 × p matrix Thus,
A =
[
P˜x, P˜2x, . . . , P˜px
]
,
We can then write
y ' xa+ Aa,
for some scalar amplitude a and vector of amplitudes a.
Up to now we have discussed just one distortion mode. We will consider the
following five distortion modes: X-translation, Y-translation, X-expansion/contraction,
Y-expansion/contraction, and rotation. Let the distortion operators P for the
five modes be denoted by Pi with the power of ai, 1 ≤ i ≤ 5. In mixed
distortion, we have, for example
y = Pa11 P
a2
2 P
a3
3 P
a4
4 P
a5
5 x. (4)
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In this case, matrix A must contain not only the powers of P˜i, but also mixed
powers, with the highest total power equal to p, i.e.,
A =
[
P˜1x, P˜2x, · · · , P˜5x, P˜1P˜2x, · · · , P˜a11 P˜a22 P˜a33 P˜a44 P˜a55 x, · · ·
]
(5)
where 0 ≤ aj ≤ p for j = 1, 2, · · · , 5 and
∑5
j=1 aj = p. A detailed explanation
of this is given in [11], section 4.4. Important to know is that A becomes very
large. It is therefore necessary to approximate the distortion in a simpler way by
computing the singular value decomposition (SVD) of A truncated to q singular
vectors,
A ' USVT ,
where S is the q × q diagonal matrix of the top q singular values ranked in a
descending order and U consists of the corresponding largest q singular vectors.
We then approximate
y ' xa+ Ua.
The first three column vectors in U are illustrated in Fig. 2 for x selected from
the class “9”.
Figure 2: Example of distortion space of digit “9”: (A) Kernel center, (B) the
first column vector in U, (C) the second column vector in U, and (D) the third
column vector in U.
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3.3. Kernel Distributions
We use distortion subspace analysis for classification. However, we are not
interested in determining the distortion powers in (4). We are only interested
in determining if the distortion is large, i.e. is ‖a‖ large, which can be reflected
by kernel distributions.
In our proposed Kernel-Distortion classifier, we use the following Gaussian
model
pk(x|Hm) = 1√
(2pi)N2 |Rmk|
exp
(−(x− xmk)TR−1mk(x− xmk)
2
)
(6)
with a special structure for Rmk, which is given by
Rmk = σ
2
d UmkU
T
mk + σ
2
dx˜mkx˜
T
mk + σ
2
oU˜mkU˜
T
mk
This form results from the decomposition of the energy in x into three mutually
orthogonal subspaces:
1. Distortion subspace characterized by the column space of Umk, the N
2×q
orthonormal matrix of basis functions for the distortion subspace of the
kernel with center xmk.
2. Amplitude subspace characterized by the vector x˜mk, essentially the en-
ergy in the direction of the reference image. To be exact, we have made
xmk orthogonal to Umk,
u = xmk −UmkUTmkxmk,
x˜mk =
u
‖u‖ .
3. Noise subspace characterized by the column space of U˜mk, essentially
error that cannot be explained by a scaling or distortion of the reference
image. Matrix U˜mk is the N
2×(N2−q−1) orthogonal complement space,
orthogonal to both Umk and x˜k.
Together, the vectors x˜k, Uk, and U˜k form a complete orthonormal basis
for the space R(N2). We regard any energy in the orthogonal subspace, spanned
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by U˜mk, to be error and is penalized heavier (using lower variance - σ
2
o). Any
energy in either the amplitude subspace, spanned by x˜mk, or in the distortion
subspace, spanned by Umk is considered normal distortion and is penalized less
(higher variance - σ2d).
3.4. Kernel Selection
To initialize the mixture density in Eq. (2) for a given class m, we select
K random samples as kernels, then compute the distortion subspace Umk with
respect to each kernel k needed to compute the kernel density pk(x|Hm). Ker-
nel selection can be accomplished by repeatedly removing and adding kernels,
always having K kernels after each iteration. In each iteration, we compute the
weights wmk. Assume that there are Nm training data from class m, and we
compute a Lm×K likelihood matrix W in which each element Wi,k is calculated
as
Wi,k = pk(x|Hm), 1 ≤ i ≤ Lm, 1 ≤ k ≤ K (7)
Let W˜ be the normalized version of W, where
K∑
k=1
W˜i,k = 1 (8)
We define a quantity
αk =
Lm∑
i=1
W˜i,k (9)
The element W˜i,k in W˜ is the “weight” of data point xi for the k-th kernel.
So the quantity αk is the sum of the membership weights for the k-th kernel,
which is the effective number of data points assigned to the k-th kernel. Thus,
the estimated kernel weight in Eq. (2) is given by
wmk =
αk∑K
l=1 αl
(10)
Using Eq. (6), we compute the total log-likelihood,
Qm =
Lm∑
i=1
log p(xi|Hm). (11)
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We then re-compute Eq. (11) by iteratively removing each of the K kernels.
When a kernel is assumed to be removed, we re-normalize the weights wmk so
they are always summed to 1. The kernel that produces the least drop in Qm
is deemed the most “expendable” kernel, and hence this kernel is removed.
Next, we identify the training sample that is most likely to increase Qm if it
is added as a new kernel. To identify this sample, we select the L′m = Lm −K
training samples that are not already kernels. We then form the L′m × Lm
Euclidean distance matrix Dk,l = |xmk − xml|, setting Dk,l to infinity if i =
j. For each sample pair (k, l) selected from this set, we form the assignment
probability from sample k to sample l:
pk,l = exp
(
−Dk,l
C
)
,
then normalize so that
Lm∑
l=1
pk,l = 1.
After normalization, pk,l can be thought of the probability that sample k is
assigned to sample l. The “value” of sample l as a new kernel is then measured
by the number of samples assigned to it, or by the weight al:
al =
L
′
m∑
k=1
pk,l (12)
The sample (not already used as a kernel) with the largest value al is selected
as the kernel to replace the one removed above. After repeating this process of
removing and adding kernels, the likelihood is steadily increasing. This itera-
tive process is terminated when it runs a specific number of iterations or the
likelihood exceeds a predefined threshold.
Let the total number of features of x be D = N ×N , and assume that the
complexity of calculating the Gaussian likelihood in Eq. (6) is O(D). Then,
the computational complexity of each iteration is O(LmKD) for the m-th class.
Hence, the total computational complexity for our kernel selection algorithm
is O(
∑M
m=1 LmKDI¯) = O(LtKDI¯), where Lt denotes the total number of
training data and I¯ denotes the average number of iterations over all classes.
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The number of iterations for each class usually depends on the size of training
data set, the number of kernels, and how good the kernels are chosen initially.
For the MNIST data set, when we randomly initialize K kernel centers, our
experimental results indicate that 500 iterations would achieve nice classification
performance as shown in Fig. 3.
4. Hybrid Classification
The proposed kernel-based generative classifier is defined in a distortion
subspace using the polynomial series expansion, which can offer a different clas-
sification capacity compared to the existing discriminative classifiers. A hybrid
combination method can be used to take advantage of the best of both two
worlds. Although there are many combination techniques in literature, only the
hybrid one built with different kind of classifiers is suitable for our purpose, such
as cascading and stacking methods, as we introduce as follows.
4.1. Cascading Method
In our first hybrid classification method, we cascade the discriminative classi-
fier and generative classifier with a threshold τ . The idea of cascading classifiers
was firstly proposed in [51] which can provide competitive performance com-
pared with voting and boosting methods [52]. Given a test digit image x to
be classified, we input it to the discriminative classifier and obtain the pos-
terior probability p(Hi|x) for each class i. Usually, we make a classification
decision by assigning x to the class iˆ which has maximum posterior probability
over all classes in Eq. (1). In our cascading combination classifier, we firstly
compare the maximum posterior probability with the threshold τ . If it exceeds
the threshold, we consider this classification result as final decision with high
confidence. Otherwise, we further take it as input in the generative classifier to
make final classification decision. This cascading combination method can be
written as follows
iˆc =
 arg maxMm=1 pd(Hm|x) if maxMm=1 pd(Hm|x) > τarg maxMm=1 pg(Hm|x) otherwise (13)
13
where pd(Hm|x) and pg(Hm|x) denote the posterior probability of the discrim-
inative classifier and the generative classifier, respectively. Notice that if τ = 1,
the cascading classifier is only decided by the generative classifier, and if τ = 0,
it is only decided by the discriminative classier. A suitable threshold would
obtain the best performance for this kind of hybrid combination classifier.
4.2. Stacking Method
Our second hybrid classifier is based on a voting or weighting method, also
called stacking [53]. We use it as a hybrid combination method because it can
take a linear combination of the discriminative and generative classifiers. Com-
pared to Bayes Model Averaging (BMA) [54], stacking method is a non-Bayes
form of model averaging where its weights are no longer posterior probabilities
of averaged models and are learned from training data directly.
In general, the stacking method linearly combines L classifiers and decides
output class label according to
iˆs = arg
M
max
m=1
L∑
l
wlpl(Hm|x) (14)
with the constraints
∀l, wl ≥ 0 and
L∑
l
wl = 1 (15)
where wl denotes the voting weight of the l-th classifier.
Due to the diversity of recognition ability between the generative classifier
and the discriminative classifiers, the consensus of them would lead to a more
powerful classifier. After both learners are trained individually, the output of
the final hybrid classifier is determined by
iˆs = arg
M
max
m=1
[wpd(Hm|x) + (1− w)pg(Hm|x)] (16)
where w ∈ [0, 1] is the only one parameter needed to be determined.
We comment that other averaging approaches also exist in literature, such as
functional aggregation, boosting and bagging. Even though they may also ob-
tain high predication accuracy, we only focus on cascading and stacking methods
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for two reasons: The first reason is that these two methods have less compu-
tational cost compared to the methods of boosting and bagging in which a
large collection of weak classifier rules are trained to build a final classification
rule; The second one is that the goal of the hybrid combination methods is to
show the recognition diversity and benefit of our proposed generative classifier
in the distortion space. Any other hybrid combination schemes would be still
consistent with our proposed generative classifier.
5. Experimental Results and Analysis
5.1. Data Sets
We use both MNIST [55] and USPS [56] handwritten digits data sets as our
benchmarks to evaluate the performance of our proposed generative classifier
and its combination with discriminative classifiers. Both of these data sets are
widely used in machine learning as real-world applications. The MNIST data set
of handwritten digits contains a training set of 60, 000 images, and a test set of
10, 000 images. It has a total 10 digits classes, ranging from 0− 9, and contains
approximately 6000 training samples and 1000 testing samples per class. All
images have been centered and translated with a size of 28×28. The USPS data
set of handwritten digits contains 11, 000 images in total for 10 classes (0 − 9
digits). All images have the size of 16 × 16 with grey level pixels, which have
been scaled to the range of [0 1]. In our experiments, we randomly choose 9, 900
images as training data set and the remaining 1, 100 images as test data set. In
order to account for distortion, we added a 1-pixel margin, increasing the image
size to 30× 30 for the MNIST data set and 18× 18 for the USPS data set.
5.2. Experimental Results
For both MNIST and USPS data sets, we compare our Kernel-Distortion
classifier with other five generative classifiers, including naive Bayes classifier,
linear discriminant analysis (LDA), Gaussian mixture model (GMM) classifier,
15
Gaussian kernel density estimation (GKDE) classifier, and Laplacian kernel den-
sity estimation (LKDE) classifier, and four classic discriminative classifiers, in-
cluding multilayer percepton (MLP) neural network (MLP-NN), deep belief nets
(DBN), support vector machine (SVM), and k-nearest neighbors (k-NN). For
both MNIST and USPS data sets, we use the same parameters settings. To
avoid the issue of singular covariance matrix and to obtain better classification
performance in naive Bayes, GMM and LDA classifiers, we use principle com-
ponent analysis (PCA) method to reduce the number of feature dimension to
50. The naive Bayes classifier assumes that the features are independent and
each of features satisfies a single Gaussian distribution. In GMM classifier, the
distribution of each digit class is modeled by 100 mixture Gaussian components,
and the Expectation-Maximization (EM) algorithm is employed to estimate the
distribution model parameters including component prior probability, mean vec-
tor and covariance matrix of each Gaussian component. For both Gaussian and
Laplacian KDE classifiers with the kernel width of 0.1, we use the same 100
kernels as our proposed approach. For all of these five generative classifiers,
the maximum a posteriori (MAP) rule in Eq. (1) is used to make classification
decisions after the calculation of likelihood.
For the discriminative classifiers, we train three-layer 784 × 100 × 10 MLP
neural network with one input layer (784 neurons), one hidden layer (100 neu-
rons) and one output layer (10 neurons) for classification. In training stage,
we set the learning rate as 0.01, and the number of iterations as 5000. SVM
classifiers are trained with radial basis function (RBF) kernel for these two data
sets. We built 10 “one-versus-all” SVM classifiers for the 10-class classification
problem, and assign the class label with the greatest margin to the test image.
The DBN used in our experiments is a 768 × 500 × 500 × 2000 × 10 network
which is trained by two stages: pre-training stage and fine-tuning stage. In its
pre-training stage, each hidden layer is trained with 50 epochs using all training
data, and in its fine-tuning stage, a back-propagation training algorithm with
200 epochs is adopted for the discriminative purpose. We refer to the interested
readers to [4] for the detailed descriptions of this deep belief network.
16
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Figure 3: Training data likelihood as a function of iterations for digit “6”.
For our proposed Kernel-Distortion classifier, we use K = 100 kernels, and
set p = 3, q = 40, σ2o = 0.03 and σ
2
d = 0.9. To select better kernels, the
proposed iterative kernel selection algorithm is applied. In Fig. 3, we show
the total likelihood Q as a function of iteration for up to 3000 iterations for the
digit “6”, when the MNIST data set is used as an example. Although not purely
monotonic, it shows a steadily increasing likelihood 1. The steady increasing
likelihood demonstrates the effectiveness of our proposed iterative kernel selec-
tion algorithm. We stop the kernel-selection algorithm at the 500-th iteration
for both MNIST and USPS data sets, although the likelihood still increases.
Table 1 shows the comparison results in terms of overall testing classification
error rate. It can be shown that the discriminative classifiers usually outperform
the generative classifiers for these two data sets. However, our proposed gener-
ative classifier can greatly improve the prediction performance compared with
1A video demonstration for the process of kernel selection is provided as Supplementary
Material. One can see that the class-wise likelihood is steadily increased with the number of
iteration, and that the “best to remove” digits seem really bad at first, and then at the end,
they look almost the same as the “best to add”.
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Table 1: Total testing classification error rate in percentage compared with
naive Bayes, LDA, GMM, GKDE, LKDE, MLP-NN, DBN, RBF-SVM, k-NN
(k = 1), and our Kernel-Distortion classifier. For each dataset, we highlight the
best result with Bold value, the second one with Bold value, and the third one
with Italic value, among all 11 classifiers.
Data Set Kernel-Distortion Naive Bayes LDA GMM GKDE LKDE MLP-NN DBN RBF-SVM 1-NN
MNIST 2.38% 13.73% 3.67% 2.58% 6.05% 7.24% 2.48% 1.08% 1.74% 3.12%
USPS 1.45% 10.45% 2.73% 3.82% 6.09% 2.64% 2.91% 3.09% 2.27% 3.55%
other generative classifiers and outperform some other well-trained discrimina-
tive classifiers. It performs best for USPS handwritten digits classification and
ranks third for MNIST handwritten digits classification, which demonstrate the
effectiveness of our proposed Kernel-Distortion classifier.
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Figure 4: Total classification error as a function of q. The largest value of q
tried was 40. The performance at the far right is the Euclidean distance metric
classifier, which is equivalent to q = N2.
The parameters of the proposed approach include p, q, K, σ2o , and σ
2
d. Given
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Figure 6: Total classification error as a function of p.
the MNIST data set as an example, we further study the classification perfor-
mance with different parameter values. Firstly, the performance for different q
values from 2 to 40 is measured, as shown in Fig. 4, when K = 100, p = 3,
σ2o = 0.03 and σ
2
d = 0.9. At the far right is the performance of the Euclidean
distance metric, which is equivalent to q = N2. The performance is the best at
q = 40, the highest q value tried in our experiments. Due to the slow perfor-
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mance improvement and the high storage requirement, we do not use a higher
value. For p = 3 and q = 40, the performance as a function of γ is shown in
Fig. 5, indicating that γ = 30 is a reasonable value. Notice that our approach
is the Euclidean distance metric classifier when γ = 1. We also evaluate the
performance as a function of p. The result is shown in Fig. 6, which shows
no advantage for p larger than 3. We note that it is still possible to achieve
better parameter settings, and different classification tasks would have different
optimal parameter settings.
5.3. Comparison and Combination with Discriminative Classifier
Our kernel-based generative classifier in the distortion space also provides
a diverse learning capability in character recognition compared with existing
discriminative classifiers. A well-trained DBN has a great capability to learn
complex models of feature representations with a much better recognition accu-
racy (108 out of 10, 000 images are misclassified for the MNIST data set). For
the same MNIST data set, even though our generative classifier has more mis-
classifications than the DBN, it is interesting to notice that ours can correctly
classify, with high likelihoods, 45 out of these 108 images that are misclassified
in DBN, demonstrating its very different recognition capability. We show these
45 images in Fig. 7, most of which just have some distortions from the training
data. It also indicates that our proposed generative classifier has a nice discrim-
inative ability for these unseen test data that have some distortions from the
training data.
Hybrid combination methods can be used to take advantage of these two dif-
ferent types of learning algorithms. Both cascading and stacking hybrid methods
were tested in our experiments. For the MNIST handwritten digits data set,
compared to the discriminative classifier (DBN) and our proposed generative
classifier which have a test error rate of 1.08% and 2.38%, respectively, the
cascading hybrid method can decrease the test error rate to 1.04% when the
threshold τ equals 0.91 and the stacking hybrid method can further decrease
the minimum test error rate to 0.99% when the weight wˆ is 0.52. Both τ and
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Figure 7: The total 45 test images in the MNIST test data set that are correctly
recognized by our Kernel-Distortion generative classifier but are misclassified by
the 780× 500× 500× 2000× 10 DBN.
wˆ are learned through 10-fold cross validation in the training data set. For the
USPS handwritten digits data set, the test error rate is further reduced to 1.27%
using cascading hybrid method and to 1.00% using stacking hybrid method from
1.45% using our generative classifier and 3.09% using DBN classifier.
We also compare the classification performance of hybrid classifiers using
naive Bayes, GMM, GKDE, LKDE and our proposed Kernel-Distortion classifier
as the generative classifier, when MLP neural network and deep belief net are
used as the discriminative classifier, respectively. We show the classification
performance of these hybrid classifiers on the MNIST data set in Table 2 and
on the USPS data set in Table 3, in which the best one with the minimum
classification error rate is highlighted. These results show that our proposed
generative Kernel-Distortion classifier has the best performance compared to the
other four generative classifiers when combining with discriminative classifiers.
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Table 2: MNIST data set: performance comparison of hybrid classifiers using
five generative classifiers, including naive Bayes, GMM, GKDE, LKDE, and
our proposed Kernel-Distortion classifier, when MLP neural network and DBN
perform as discriminative classifier, respectively. All results are shown in per-
centage. The best one in each column is highlighted with underlined Bold
value.
MNIST Data Set
MLP Neural Network (2.48%) Deep Belief Net (1.08%)
Cascading Stacking Cascading Stacking
Naive Bayes (13.73%) 2.48% 2.46% 1.08% 1.07%
GMM (2.58%) 1.90% 1.88% 1.05% 1.02%
GKDE (6.05%) 2.38% 2.35% 1.08% 1.06%
LKDE (7.24%) 2.45% 2.33% 1.07% 1.08%
Kernel-Distortion (2.38%) 1.65% 1.56% 1.04% 0.99%
6. Conclusions
In this paper, we presented a novel kernel-based generative classifier, named
Kernel-Distortion classifier, which is defined in a distortion subspace using the
polynomial series expansion. Through distortion subspace analysis, predictable
distortions of kernels, including translation, expansion and rotation, can be
computed with differential linear operators. By incorporating these predictable
distortions into our kernel-based model, the Kernel-Distortion classifier is able
to improve the prediction on those distorted test samples that are usually mis-
classified even for a well-trained deep belief network. In our Kernel-Distortion
classifier, we further developed an iterative kernel selection method to select the
optimal kernels for modeling the distortion distribution. For the best use of
the diversity introduced by the new classifier, we implement two hybrid combi-
nation schemes, cascading and voting, to increase classification accuracy. The
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Table 3: USPS data set: performance comparison of hybrid classifiers using
five generative classifiers, including naive Bayes, GMM, GKDE, LKDE, and
our proposed Kernel-Distortion classifier, when MLP neural network and DBN
perform as discriminative classifier, respectively. All results are shown in per-
centage. The best one in each column is highlighted with underlined Bold
value.
USPS Data Set
MLP Neural Network (2.91%) Deep Belief Net (3.09%)
Cascading Stacking Cascading Stacking
Naive Bayes (10.45%) 2.91% 2.73% 3.09% 3.00%
GMM (3.82%) 2.73% 2.27% 2.00% 1.91%
GKDE (6.09%) 2.82% 2.91% 2.82% 2.73%
LKDE (2.64%) 2.18% 2.64% 2.18% 2.27%
Kernel-Distortion (1.45%) 1.36% 1.27% 1.27% 1.00%
experimental results demonstrate the effectiveness of our proposed classifiers.
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