Challenges to improve toxicological risk assessment to meet the demands of the EU chemical's legislation, REACH, and the EU 7th Amendment of the Cosmetics Directive have accelerated the development of non-animal based methods. Unfortunately, uncertainties remain surrounding the power of alternative methods such as in vitro assays to predict in vivo dose-response relationships, which impedes their use in regulatory toxicology. One issue reviewed here, is the lack of a well-defined dose metric for use in concentration-effect relationships obtained from in vitro cell assays. Traditionally, the nominal concentration has been used to define in vitro concentration-effect relationships. However, chemicals may differentially and non-specifically bind to medium constituents, well plate plastic and cells. They may also evaporate, degrade or be metabolized over the exposure period at different rates. Studies have shown that these processes may reduce the bioavailable and biologically effective dose of test chemicals in in vitro assays to levels far below their nominal concentration. This subsequently hampers the interpretation of in vitro data to predict and compare the true toxic potency of test chemicals. Therefore, this review discusses a number of dose metrics and their dependency on in vitro assay setup. Recommendations are given on when to consider alternative dose metrics instead of nominal concentrations, in order to reduce effect concentration variability between in vitro assays and between in vitro and in vivo assays in toxicology.
Introduction
It is estimated that the European Union's (EU) new chemicals legislation, REACH (Registration, Evaluation, Authorisation and Restriction of Chemicals), will significantly increase the number of laboratory animals used for toxicity testing (Hofer et al., 2004; Breithaupt, 2006; EU Parliament and Council, 2006; ECHA, 2009; Hartung and Rovida, 2009) . REACH, as well as other regulations like the EU 7th Amendment to the Cosmetics Directive, banning testing of cosmetic ingredients on animals, and the proposed revision of the Toxic Substance Control Act (TSCA) by the US Environmental Protection Agency (EPA), have strengthened the call for non-animal based methods in toxicological risk assessment (EU Parliament and Council, 2003; Hartung, 2011) . Promising methods include (quantitative) structure activity relationships ((Q)SARs), (human cell-based) in vitro assays and physiologically based biokinetic (PBBK) modelling, which may be combined in integrated testing strategies (ITS) (Health Council of the Netherlands, 2001; Blaauboer, 2002; Cronin et al., 2003a,b; Gubbels-van Hal et al., 2005; Lipscomb et al., 2012; Coecke et al., 2013) . The implementation of such strategies for toxicological risk assessment purposes was recognised in the report by the US National Research Council (NRC) entitled "Toxicity Testing in the 21st Century: A Vision and a Strategy" (NRC, 2007) .
In vitro assays form the backbone of integrated testing strategies as they may provide both the initial concentration-response relationship and the ADME (absorption, distribution, metabolism and excretion) parameters needed for in silico modelling to estimate toxic doses to humans and the environment . Note that a dose here refers to a specified quantity of a chemical agent to which organisms or cells are exposed, while concentration refers to a dose per volume. In this paper, considerations of dose encompass both an amount and a concentration. Typical in vitro systems consist of subcellular fractions, primary cells, cell lines, or tissue slices in either glass vessels or plastic well plates (i.e. microtitre and tissue culture plates) (Bhogal et al., 2005) . These are exposed to varying concentrations of a test chemical in exposure medium and assessed for molecular and cellular changes. Their applicability as alternatives to animal models in toxicology is evident from the idea that chemicals generally initiate effects at a cellular level (Ekwall, 1983; Schirmer, 2006) . A major advantage of using in vitro assays include the fact that numerous test chemicals can be analysed in high throughput systems, thus reducing the animals used and toxic waste produced (Schirmer, 2006) .
Several studies have successfully predicted systemic toxicological effects in vivo from in vitro assays, with and without making use of additional in silico methods. Castaño et al. (2003) and Schirmer (2006) , in their respective reviews of literature comparing in vitro cytotoxicity data with that from the acute fish toxicity test, report good correlations between the in vitro derived median effect concentrations (EC 50 ) and median lethal concentrations to fish (LC 50 ). Likewise, the Multicenter Evaluation of In vitro Cytotoxicity (MEIC) programme revealed considerable correlations between cytotoxicity data from a battery of in vitro toxicity assays with human cell lines and acutely lethal peak concentrations in human blood (Clemedson et al., 1996; Clemedson and Ekwall, 1999; Ekwall, 1999) . Moreover, a limited number of studies using PBBK models to predict the in vivo exposure conditions that produce chemical concentration in the target tissue equivalent to the concentrations at which effects were observed in vitro, resulted in predicted effect concentrations that corresponded well with animal toxicity data (de Jongh et al., 1999; Verwei et al., 2006; Louisse et al., 2010; Punt et al., 2013) . Other in vitro-in vivo extrapolation (IVIVE) successes have been achieved predicting body clearance, rather than toxic effects (Andersson et al., 2001; Blanchard et al., 2006; Baker and Parton, 2007) .
Despite the promising correlations between in vitro and in vivo dose-response relationships, there is room for improvement when considering the large inter-assay variation and the occasionally low absolute sensitivity of in vitro assays to predict in vivo toxicity (Clemedson et al., 1996; Ekwall, 1999; Castaño et al., 2003; Schirmer, 2006) . One explanation for deviating in vitro and in vivo data, is the fact that single cell cultures will have a limited number of target sites and can only reveal a limited number of the perturbations in toxicity pathways that occur on a multi-organ level (Schirmer, 2006; Hartung, 2010; Astashkina et al., 2012; Blaauboer et al., 2012) . A related issue is the limited organ specific functionality of cells in culture compared to their in situ counterparts, including differences in types and levels of transport proteins, receptors and biotransformation enzymes (Lin and Will, 2012) . Specifically, differences in metabolic clearance and toxic metabolite formation between in vitro assays and between in vitro and in vivo assays are considered to be problematic (Guillouzo, 1998; Wilkening et al., 2003; Gubbels-van Hal et al., 2005; Coecke et al., 2006) . The problems regarding in vivo resemblance can be partially countered by making use of batteries of in vitro assays or sophisticated systems like co-cultures, 3D cell models, tissue slices and engineered tissue (Griffith and Swartz, 2006; Astashkina et al., 2012) . Such in vitro assays potentially represent in vivo effects to a greater extent, but are technically more difficult to use and generally have a lower throughput.
Another reason for the variation and occasionally low sensitivity of in vitro assays predicting systemic toxicity is the difference in the 'bioavailability' of test chemicals between in vitro assays and between in vitro and in vivo test systems. Bioavailability, in this context, refers to the fraction of test chemical in a system that is available for uptake into cells or tissue. There may be a difference in intracellular concentrations despite total extracellular concentrations being equal between two in vitro assays or between in vitro and in vivo assays. This difference, in turn, may in some degree be attributable to differences in the concentration of the test chemical available for uptake into cells . Generally, nominal concentrations, i.e. the amount of added compound divided by the volume of the exposure medium, are used to construct concentration-effect relationships in vitro. Such a dose metric may greatly differ from the concentration at the target site in cells because no corrections are made for non-specific binding to extracellular matrices (such as serum proteins and the plastic of well plates or other lab equipment used in sample handling), evaporation or degradation of chemicals (Fig. 1) . Moreover, the choice of dose metric of the in vivo assay to be predicted by the in vitro assay may also affect the potential success of the IVIVE. Correlations between in vitro and in vivo effect concentrations are likely to be higher when trying to predict in vivo concentrations in blood or aquarium water of fish toxicity tests because the in vitro cell assay generally resembles the blood/water-cell interface better than for example an external exposure via food or a bolus injection.
To quantitatively predict in vivo effects from in vitro toxicity tests, the choice of a particular dose metric for in vitro test assays needs to be carefully considered. Therefore, the aim of this review is to discuss the scientific literature considering the bioavailability of test chemicals in in vitro assays, as well as to provide guidance in choosing appropriate dose metrics for different in vitro setups. To meet this aim, major dose metrics available for both animal and in vitro toxicity assays, 'loss' pathways of chemicals in in vitro assays, as well as physicochemical properties of chemicals affecting their bioavailability in vitro are considered. Moreover, techniques to determine and model the various dose metrics in in vitro assays are discussed. Finally, a flow chart is presented to recommend appropriate dose metrics for in vitro assays based on the mechanism of action of the chemical tested, in vitro assay setup and physicochemical properties of test chemicals.
Dose metrics in toxicology
The reliability and accuracy of an in vitro-derived prediction of in vivo outcomes depends on the quality of the in vitro model. The prediction may be unreliable if the dose metric is poorly chosen. A dose metric (i.e. exposure metric) is defined as a measure of dose, a specified quantity of a test chemical in an entity like an in vitro assay or (part of an) organism. In toxicology, a variety of different dose metrics exist. The most commonly used metrics are defined in Table 1 and Fig. 2 . The list of dose metrics is non-comprehensive, as it does not define dose metrics for a particular chemical entity in a defined medium such as the surface area per volume for nanoparticles (Han et al., 2012) .
In theory, the most relevant dose metric explaining an in vitro response would be the concentration at the site of action in or on cells, such as the concentration at specific receptors, because this dose is most closely related to the initial molecular changes caused by the chemical in the cell (Escher and Hermens, 2002) . Paustenbach (2000) defines this dose as the biologically effective Heringa et al. (2004) and Kramer et al. (2012) . dose (BED), "the amount that actually reaches cells, sites, or membranes where adverse effects occur, [this] may represent only a fraction of the delivered dose, but it is obviously the best one for predicting adverse effects." Unfortunately, such a dose is not practically measurable in most cases. Thus, surrogates are used including (1) the internal cell, organ or organism concentration, i.e. the total concentration inside cells, tissues or organisms at a specified time, (2) the freely available concentration, i.e. the concentration of the chemical not bound to matrices in the exposure medium surrounding the cells, tissues or organism, and (3) the nominal or total concentration in the medium to which a cell or organism is exposed ( Table 1) . The advantages and disadvantages on using each of these surrogate dose metrics in in vitro assays are discussed below.
Nominal and total concentrations: Assay setup determining effect concentrations
As aforementioned, the nominal or total concentration is most commonly used to construct concentration-effect relationships in in vitro toxicology. Whereas the nominal concentration refers to the added dose divided by the volume of exposure medium, the total concentration refers to the analytically measured concentration of test chemicals in the exposure medium (excluding cells). Nominal and total concentrations are simple measures for quantifying concentration-effect relationships, which is why they are so widely used. However, both concentrations may differ significantly from the actual concentration available for uptake into cells, as the chemical may evaporate or degrade over time and bind to extracellular matrices such as plastic, serum protein and lipids ( Fig. 1 ). Both the physiochemical properties of the test chemical as well as the specific assay conditions determine the fraction of a chemical available for uptake into cells in vitro. Notably, by referring to these processes in the context of what dose metric would be most appropriate to use, it is assumed they cause unintentional changes in the bioavailability of the tested chemicals as opposed to studies that may deliberately test for metabolic rates, degrading rates or binding affinities to e.g. serum proteins.
Only the freely dissolved, unbound concentration of a chemical (i.e. the free concentration) is considered available for uptake into organisms, tissue, or cells, to cause toxicity (Hervé et al., 1994; Escher and Hermens, 2004; Howard et al., 2010; Vaes et al., 1996 Vaes et al., , 1997 Gulden and Seibert, 1997) . In in vitro assays, one of the most important bioavailability reducing factors is the serum commonly present in cell culture medium. Serum significantly decreases the unbound concentration of a chemical in vitro as many chemicals bind to its constituents, predominantly albumin (Schirmer et al., 1997; Seibert et al., 2002; Heringa et al., 2004; Kramer et al., 2012) . Kramer et al. (2007 Kramer et al. ( , 2010 Kramer et al. ( , 2012 found that polycyclic aromatic hydrocarbons (PAHs, i.e. phenanthrene, pyrene and benzo(a)pyrene) were for 93-99.9% bound to serum constituents in the medium of basal cytotoxicity assays supplemented with a standard serum concentration of 5%. The authors also found that the greater the concentration of serum, the greater the bound fraction of phenanthrene in medium, the lower the freely available concentration of phenanthrene, the lower the concentration of phenanthrene in cells, and subsequently the lower the observed cytotoxicity was. Similarly, Hestermann et al. (2000) found that halogenated aromatic hydrocarbons (HAHs) were highly bound to serum constituents and they measured significant increases of EC 50 values at higher serum levels in medium in EROD (ethoxyresorufin O-deethylase activity) assays using PHLC-1 cells. These PAHs and HAHs are very lipophilic and likely to bind to serum lipids and albumin, coinciding with the evidence that the log affinity constant, K a , or equivalently, the log albumin-water partition coefficient (K albumin/water ) of neutral organic chemicals, is positively correlated with the log octanol-water partition coefficient (Log K OW or LogP, a proxy for lipophilicity) (deBruyn and Gobas, 2007; . However, specific binding of polar, charged and more hydrophilic chemicals to serum protein may also occur to a significant extent, suggesting more specific interactions between the chemical and albumin binding sites (Kratochwil et al., 2004; Gülden and Seibert, 2005) . Moreover, the size and three-dimensional structure may also influence sorption to protein . Test chemicals may also differentially bind to the plastic of well plates and other lab equipment used during the preparation and transfer of the dosing solution. This reduces the unbound concentration and the observed toxicity of the test chemical (Schirmer et al., 1997; Gellert and Stommel, 1999; Riedl and Altenburger, 2007; Schreiber et al., 2008; Kramer et al., 2012) . Kramer et al. (2012) and Schirmer et al. (1997) found that 43% and 60% of phenanthrene and fluoranthene, respectively, bound to the well plate plastic in cytotoxicity assays when no serum was present in the medium. Interestingly, the extent of binding to plastic was insignificant in the presence of serum. Serum, therefore, was found to be a greater determinant of the free fraction of test chemicals than plastic. Moreover, like with binding to serum constituents, studies by Gellert and Stommel (1999) and Riedl and Altenburger (2007) showed that the extent of binding to well plate plastic is correlated with the lipophilicity of the chemical. Gülden et al. (2001 Gülden et al. ( , 2010 measured EC 50 values for several compounds in cytotoxicity assays and found that the cell density had a significant impact on the free concentration. They observed that the greater the amount of cells used, the lower the amount of chemical per cell and the lower the observed toxicity of the chemical was. Cell binding and accumulation in cells may be affected by specific transport mechanisms, accumulation in lipids and membranes, cell protein binding and trapping in lysosomes. Again, lipophilic chemicals tend to bind more strongly to cells and this binding may be approximated by the linear relationship between log K OW and log liposome-water partition coefficients (Gobas et al., 1988; Vaes et al., 1998; Jonker and van der Heijden, 2007) . Notably, positively charged chemicals (cations, basic at pH 7.4) and negatively charged compounds (anions, acidic at pH 7.4) show different cell-partitioning behaviour in medium. The partitioning of positively charged chemicals to membranes is similar or even enhanced compared to that of neutral compounds with equal hydrophobicity towards cell membranes or microsomes (Austin et al., 1995 (Austin et al., , 2002 Escher and Schwarzenbach, 1996; Kramer et al., 1998; Schmitt, 2008 ). An explanation is the attraction of these chemicals to the negative charges of the phospholipids present in membranes (Katagi, 2001 ). In contrast, negatively charged chemicals are repelled by the anionic surface of membranes. Instead, they have been found to bind more strongly to bovine serum albumin (BSA) compared to positively charged compounds (Austin et al., 2005) .
ARTICLE IN PRESS
Evaporation of a chemical from an in vitro system over the exposure period significantly reduces the total concentration over time, where the greater the loss of a chemical due to evaporation, the lower the observed toxicity of a chemical (Gülden et al., 2010; Tanneberger et al., 2010; Knöbel et al., 2012) . Kramer et al. (2012) found that the concentrations of highly volatile chemicals like diand trichlorobenzenes were less than a tenth of the original nominal concentration after 24 h of exposure in a basal cytotoxicity assay with fish gill cells. When the loss of evaporation was compensated for using a partition-controlled dosing system, measured EC 50 values were at least four times lower than when evaporation was not compensated for. Evaporation in well plates may additionally introduce a bias by causing the chemical to enter into adjacent wells and eliciting effects there (Eisentraeger et al., 2003) . Riedl and Altenburger (2007) found that evaporation significantly reduced the concentration of 16 industrial organic test chemicals present in an algal growth inhibition test using well plates. EC 50 values of the volatile chemicals were lower in airtight glass vessels than in well plates. The effect was considered substantial when the log Henry constant (Log H, where H is in Pa m 3 /mol) of the chemical, a proxy for volatility, was higher than −5.6 or when the log air-water partition coefficient, K AW was more than −3.
New developments in the field of in vitro toxicology may help overcome some of the problems associated with evaporation and binding to medium constituents, cell membranes and well plate plastic. These include the standardisation of assay protocols with fixed cell concentrations and, where feasible, the establishment of serum-free cell assays to avoid serum protein binding, the use of plate sealers to minimize evaporation out of well plates and the use Please cite this article in press as: Groothuis of cell suspension cultures in well plates of non-binding material to avoid sorption of the test chemical to plastic (Ackermann and Fent, 1998; Mori and Wakabayashi, 2000; Coecke et al., 2005) . Studies investigating the effect of co-solvents on the solubility, bioavailability and toxicity of test chemicals in vitro, allow researchers to carefully choose co-solvents for their in vitro assays. Indeed, it is common practice to prepare highly concentrated stock solutions of test chemicals in dimethylsulfoxide (DMSO), which are then used to spike culture medium. This can potentially lead to supersaturated solutions and a free concentration change as the chemical drops out of solution (Schnell et al., 2009; Tanneberger et al., 2010) . Another useful development is the use of partition-controlled dosing systems for in vitro assays to compensate for the loss of test chemicals (Mayer et al., 1999; Brown et al., 2001; Kiparissis et al., 2003; Kramer et al., 2010; Smith et al., 2010; Bougeard et al., 2011; Smith et al., 2013) . Kramer et al. (2010) , for example, loaded polydimethylsiloxane (PDMS) sheets with the test chemical and placed them in the wells of a 24-well plate with culture medium and fish cells on inserts. In so doing, losses of the test chemical out of the medium due to evaporation were compensated by the release of the chemical from PDMS in order to maintain the partition equilibrium between PDMS and medium.
Free concentration as dose metric: Measuring and modelling techniques
Unintentional reductions of test chemical concentration through evaporation, metabolism, degradation and binding to plastic or other equipment may be detected by measuring total concentrations in medium over time. However, binding to medium constituents and cells in suspension is not distinguished using this method. In such cases, the freely available, unbound concentration in medium may be a better estimate of the BED (biologically effective dose) than the total or nominal concentration. Heringa et al. (2004) and Kramer et al. (2012) measured effect concentrations of test chemicals based on nominal and free concentrations in exposure medium with varying serum concentrations in oestrogen reporter gene assays and basal cytotoxicity assays, respectively. The authors found that the free concentration was a more consistent dose metric to use than the nominal concentration, as the free concentration was not dependent on the in vitro assay setup (i.e. serum levels). In contrast, the nominal concentration was shown to underestimate the toxic or in vitro potency i.e. the extent of toxicity caused by similar chemical concentrations, because a significant fraction of the tested chemical was not available to cause toxicity (Fig. 3) .
The importance of using free instead of nominal concentrations for IVIVE is evident from the study by Gülden and Seibert (2005) . The authors calculated the nominal cytotoxic concentration (EC 50 ) and the free cytotoxic concentration (EC 50u ) for a number of organic chemicals ranging widely in cytotoxic potency. They correlated the in vitro derived EC 50 and EC 50u data with LC 50 -values from acute fish toxicity assays and found that EC 50u and LC 50 corresponded better than EC 50 and LC 50 values, indicating that at least part of the variation could be explained by differences in bioavailability. Moreover, the difference in nominal and free concentrations, and thus the difference between the EC 50 and EC 50u , was greater for the more cytotoxic chemicals than for the less cytotoxic chemicals. The authors suggest that for chemicals with a low cytotoxic potency, the reduction in bioavailability due to serum protein binding is not significant because protein binding will be saturated at the chemical concentrations needed to elicit toxicity.
Several techniques exist to measure the free concentrations and binding affinities of test chemicals to (extra)cellular matrices. These include equilibrium dialysis, ultrafiltration and centrifugation (Oravcová et al., 1996; Heringa and Hermens, 2003) . Recent studies have also focused on solid-phase microextraction (SPME) as a relatively simple technique to measure the binding affinities of test chemicals to serum constituents (Vaes et al., 1996; Yuan et al., 1999; Musteata et al., 2006) . This technology uses glass or metal fibres, which are coated with a polymer, to only extract the freely available chemical from the test solution (Arthur and Pawliszyn, 1990; Lord and Pawliszyn, 2000; Ulrich, 2000) . Heringa et al. (2004) and Kramer et al. (2012) successfully used a variation of this technique, termed negligible-depletion (nd-)SPME, to directly measure free concentrations in an oestrogen-receptor reporter gene assay and a basal cytotoxicity assay, respectively. Another variation of SPME for determining free concentrations in vitro is partition-controlled dosing. Kramer et al. (2010) simultaneously maintained constant concentrations in medium over the exposure period and measured the free fraction of volatile and lipophilic chemicals in the exposure medium. The latter was achieved using the partition-coefficient of the test chemicals to PDMS in bare culture medium. A number of other studies have successfully used similar partition controlled dosing systems to maintain free chemical concentrations in vitro (Smith et al., , 2013 Bougeard et al., 2011) .
Arguably, however, modelling the free concentration of a test compound in vitro would be less cumbersome than measuring it. Indeed, equilibrium dialysis, ultrafiltration and centrifugation are difficult to use for hydrophobic test chemicals and are not always compatible with in vitro matrices (Oravcová et al., 1996; Heringa and Hermens, 2003) . Likewise, the use of SPME directly in the cell assay is limited by the compatibility of the test chemical with the fibre coating and the kinetics of chemical uptake into the fibre (Vuckovic et al., 2009 ). Very hydrophobic chemicals partition only slowly into the fibre. Thus, equilibrium between the fibre and culture medium may not be reached within the exposure period of the cell assay. One would then have to resort to the more complicated non-equilibrium SPME techniques (Musteata et al., 2008) . Since the SPME fibres in in vitro systems are small and take up minute amounts of the test chemical, the detection limit of the test chemical using currently available analytical techniques can be limiting (Heringa et al., 2004) .
A number of mathematical models to estimate the free concentrations in in vitro systems have been described in the literature (Austin et al., 2002 (Austin et al., , 2005 Kramer et al., 2012) . Gülden and Seibert (2003) , for example, proposed an extrapolation model for estimating the EC 50 of chemicals in human serum equivalent to in vitro derived EC 50 , taking into account the possible difference in the bioavailability of chemicals between in vitro assays and human serum. Their model, based on the equilibrium partitioning theory (EPT), estimates free concentrations of organic chemicals in vitro using the log K OW , the amount of lipid in cells and medium, and the amount of protein in the medium. The association constant to protein K a was derived from EC 50 measurements at different serum levels in vitro. Based on their model, a rule system for four classes of chemicals was derived. Chemicals with a log K OW < 2 or a low in vitro potency (EC 50 > 1000 M) will have human serum effect concentrations that are equal to the nominal in vitro effect concentrations (rule 1). Compounds with a log K OW > 2 and low in vitro potency should be corrected for the lipid fractions in culture medium and plasma (rule 2). Compounds with a log K OW < 2 and a high potency (EC 50 < 1000 M) should be corrected for the fraction bound to plasma proteins (rule 3). Chemicals with a log K OW > 2 and a high potency should be corrected for lipid fractions and plasma proteins (rule 4). Verwei et al. (2006) successfully applied this rule-system to estimate in vivo developmentally toxic doses of embryotoxic chemicals using in vitro effect concentrations in the embryonic stem cell test. Riedl and Altenburger (2007) developed an empirical model to estimate the ratio between EC 50 values from algal toxicity assays using well plates and airtight glass containers. They used K OW to account for plastic sorption and the Henry's law constant to account for evaporation. The model by Kramer et al. (2012) attempts to describe all major 'loss' pathways in a basal cytotoxicity assay (i.e. serum protein binding, cell partitioning, sorption to well plate plastic and evaporation). Like the Gülden and Seibert (2003) model, this model uses an equilibrium partitioning approach to estimate free fractions based on the K a , the amount of serum protein, lipid-water partition coefficient, cell lipid content, plastic-water partition coefficient, the area of plastic exposed, the Henry's law constant of the chemical and the amount of headspace in each well of a well plate (assuming the well plate is sealed and airtight). The partition coefficients to serum, plastic and cell lipid may be estimated using the chemical's K OW . This model was successfully applied to predict the sorption of phenanthrene to cells, plastic and serum protein. However, the model assumes a closed well system, where the concentration ratio of the chemical in the air and water is constant. This is unrealistic as evaporation is usually a continuous process, which is not captured by the model. Alternatively, the time course of the concentration versus the effect could be estimated using a biokinetic and biodynamic (BK/BD) model that describes the amount of chemical in a certain part of the system (e.g. external or internal cell concentration) over time. Such models are potentially more suitable to account for evaporation in open systems and are able to provide more information on the effects of a chemical over time (also referred to as the dynamics of chemicals in a test system). More information on this topic is provided in Section 6 where timedependent changes in concentration and effects are described in more detail.
Additionally it should be noted that the models described above need to be validated for their chemical applicability domain. The equilibrium partitioning models for example have been developed for neutral organic chemicals. More experimental work is needed to establish models to estimate the free concentrations of less hydrophobic, more polar and charged chemicals in in vitro assays. Recent work by and on polyparameter linear free energy relationships are useful in filling in this knowledge gap.
Concentration in cells
As aforementioned, the free concentration is considered a better measure to use in quantitative IVIVE compared to nominal and total medium concentrations. However, the free concentration itself is not always a good estimate of the BED. For example, the free concentration in the culture medium may decrease over time through evaporation, degradation, membrane transporter action or metabolism of a chemical in vitro. This in turn reduces the concentration that is available for uptake into the cells and the amount reaching the target site. For a number of organic industrial chemicals, Knöbel et al. (2012) and Kramer et al. (2010 Kramer et al. ( , 2012 found the (free) concentration in vitro to change over time and debated the use of either the free concentration in exposure medium at the end of the exposure period, or the geometric mean of the initial concentration and the concentration at the end of the exposure period. Notably, the partition-controlled dosing system developed by, amongst others Kramer et al. (2010) maintains constant free medium concentrations over the exposure period, but this method may contribute to the accumulation of the chemical in cells, hampering the interpretation of the true potency of the chemical.
In another study, DelRaso et al. (2003) found cadmium toxicity, based on free concentrations in medium, to increase with increasing serum concentrations in rat hepatocyte cultures. The authors attributed this to the enhanced rate of uptake of cadmium into the cells in the presence of serum proteins (i.e. facilitated transport by serum protein). Thus, the study illustrates that the free concentration, although closer to the BED, is not necessarily the most appropriate concentration to express in vitro toxicity. Binding matrices, such as serum protein, may enhance the uptake of toxicants into cells and if toxicity is dependent on the uptake rate of a chemical, the free concentration at equilibrium may not be sufficient to express toxicity.
Other than facilitated transport of chemicals by serum protein, the uptake rate into cells may also be affected by the presence of uptake and efflux transporters. In vivo, blood-brain barrier epithelia, gut epithelia and hepatocytes, for example, contain uptake and efflux transporters that actively transport specific chemicals across the cell membrane (Mizuno et al., 2003; Berezowski et al., 2004; Hayeshi et al., 2008) . Lin and Lin (1990) found that increased serum protein binding significantly decreased the uptake of drugs by the brain, but to a lesser extent than predicted from the free concentration in vitro, suggesting that drug binding to serum protein did not limit the transport of drugs through the blood-brain barrier, likely because of the presence of transporters. Cells lacking specific transporters, as a number of cell lines do, will be poor surrogates for in vivo toxicity regulated by these transporters (Webborn et al., 2007) .
Thus, given that effect concentrations expressed as free concentrations may also be dependent on in vitro assay setup, it could be argued that in vitro toxicity data should be based on the concentration of a test chemical in the cells (or at a target within the cell) over an exposure period. The internal dose is defined for in vivo systems as the concentration in a tissue (Escher and Hermens, 2002; McCarty et al., 2011) . This is a dose surrogate closer to the site of toxic action and should therefore be preferred over external concentrations in e.g. blood or food. Thus far, concentrations per cell over time have been largely ignored in (in vitro) toxicology. To assess internal concentrations, one could measure critical cell burdens, analogous to critical body residues (CBR), the concentration of a test chemical in or on cells at a point in time that causes a perturbation to a toxicity pathway (McCarty et al., 2011) . Additionally, internal concentrations could be modelled by using, if available, data about the partitioning and uptake rate into cells. Admittedly, the extraction of tissues or cells for concentration measurements remains delicate work, which is probably why very few Please cite this article in press as: Groothuis have tried it . However, Bopp et al. (2006) did investigate internal concentrations in vitro and illustrated that, like freely available concentrations, internal concentrations are better to use for dose-response relationships compared to nominal concentrations. The authors estimated internal concentrations by using cell-environment partitioning characteristics. Similar to the studies comparing free and nominal concentrations, the authors found that nominal concentrations used in the dose-effect relationship greatly overestimated median effect concentrations compared to internal concentrations.
Time-dependent dose metrics and mechanisms of action
The effect of exposure time on the concentration taken up by cells and causing toxicity in vitro has been little explored. One study considered time-dependent dose metrics in in vitro assays and found that cytotoxic medium concentrations of hydrogen peroxide in C6 glioma cells decreased from 500 to 30 M with increasing incubation time from 1 to 24 h (Gülden et al., 2010) . Twenty-four hours proved to be sufficient to determine an incipient cytotoxic concentration. This concentration resembles the cytotoxicity after an infinite time of exposure. These were linearly related to the amount of cells and thus the incipient effect concentration could be expressed as a dose per cell, i.e. in this case 430 nmol/mg cell protein. Moreover, with decreasing cell concentrations, the hydrogen peroxide elimination decelerates and thus exposure to the chemical applied as a bolus approached a continuous exposure to a steady concentration, indicating that the area under the concentration versus time curve (AUC) better characterizes the potency of hydrogen peroxide in vitro.
The above example suggests that, in cases of long exposure, the use of a cumulative dose, the area under the curve (AUC) or time-weighted average (TWA) may be appropriate. Time-weighted averages are expressed as doses divided by the time period of dosing and are often used in carcinogenic risk assessment, as well as dose-response relationships to estimate lifetime risks (Paustenbach, 2000) . The AUC, in contrast, is the integrated dose over time (Paustenbach, 2000) . AUC and TWA measures are generally based on nominal or total concentrations, but may also be based on free and internal concentrations. The AUC measure in a study by Gülden et al. (2010) was effective because the hydrogen peroxide toxicity can be viewed as mostly irreversible, resulting in an increase in effect over time, leading to equal AUC-effect relationships while the nominal concentration-effect relationships varied. The case of hydrogen peroxide indicates the possible influence of the mechanisms of action (MeOA) on the choice of the most appropriate dose metric in vitro.
A toxic mechanism of action (MeOA) refers to the biochemical process or interaction resulting in (adverse) effects . These adverse effects caused by a chemical are commonly referred to as the chemical's mode of action (MoOAP) . According to the US National Research Council, knowledge about the mechanisms by which a chemical affects the cells will be critical for accurate, quantitative prediction of hazardous exposure levels in vivo (NRC, 2007) . The mechanism will give information about the initial location of the adverse effect and the type of chemical reaction.
The range of mechanisms through which a compound can act is broad. Chemicals can simply partition and accumulate in membranes, causing non-specific baseline toxicity, referred to as narcosis in ecotoxicology (Könemann, 1981; McCarty et al., 1992; Ekwall, 1995; Escher et al., 2011) . Baseline toxicity can be relatively easily predicted with QSARs (quantitative structure activity relationships) for neutral organic chemicals by using their solubility (Mackay et al., 2009 ). The effect is generally considered a reversible effect, thus a peak concentration in the membrane, or in cells, could be calculated to express the toxic potency of these chemicals in vitro. The quantification of membrane specific toxicity such as narcosis, could potentially benefit from doses based on membrane concentrations, not on nominal, free or cytoplasmic concentrations. Indeed, the molar concentration of different narcotic chemicals in aquatic organisms at death in acute toxicity assays was found to be approximately constant, amounting to 40-160 mmol/kg lipid. In vitro cell assays may similarly react to narcotic chemicals and differences in sensitivity between cell types in basal cytotoxicity assays may be minimized when expressing effect concentrations per cell lipid content.
If the chemical exerts a stronger effect than predicted for baseline toxicity, the chemical also has a more specific or reactive MeOA through, for example, receptor binding or the formation of covalent bonds with macromolecules. Furthermore, reactive and specific acting chemicals may act through both reversible or irreversible mechanisms. The effects of reactive chemicals are mostly irreversible, meaning the damage is cumulative and requires the additional use of a time-dependent exposure metric for adequate quantification (Reinert et al., 2002) . Legierse et al. (1999) and Verhaar et al. (1999) for example, have successfully predicted aquatic toxicity of chemicals with irreversible mechanisms by using the AUC instead of peak exposure. Indeed, the peak concentration would not account for damage accumulation over time. Chlorpyrifos, as another example, has been shown to cause death in Daphnia pulex well beyond the exposure period (van der Hoeven and Gerritsen, 1997). Chlorpyrifos, like other organophophates, irreversibly binds to the acetylcholineesterase. The latency effect may thus be caused by further action of remaining organophosphates in the body, even though external exposure has stopped, because the previous damage cannot be repaired (Jager and Kooijman, 2005) .
Sometimes animals, but also cells are exposed in pulses (as in repeated dose studies) in an attempt to better reflect the exposure conditions occurring in the environment (Ashauer et al., 2007) . Reinert et al. (2002) described different studies that repeatedly exposed fish for a certain amount of time to a test chemical. When the fish could recover quickly enough between pulses, indicating a more reversible mechanism, then a time-dependent exposure would become less important compared to simple peak exposure. However, the term reversibility depends on whether the cells or animals are capable of recovering before a new exposure occurs. Indeed, the rate of diffusion of very hydrophobic chemicals out of membranes may be too slow for the cell or organism to recover . Thus, the threshold between reversible or irreversible, as well as the accumulative potential of a chemical should be accounted for in the decision whether to use timedependent exposure metrics.
Another way to incorporate time effects such as pulsed exposure in in vitro assays is to make use of a biokinetic and toxicodynamic (BK/TD) model that describes concentration-effect relationships over time. More specifically, biokinetics refers to the distribution of the test chemical in the studied system over time (e.g. bound/unbound, external/internal), while the toxicodynamics is a description of the (adverse) changes occurring in a biological system or organism caused by the chemical entity over time (Jager et al., 2011) . As opposed to the static AUC or TWA measures, BK/TD models may provide more information about the dynamics as the effects over the whole time range is incorporated based on the distribution of the chemical. In the past, such models have often been applied in ecotoxicology and in vivo (McCarty and Mackay, 1993; Ashauer et al., 2007; Nyman et al., 2012; Boxall et al., 2013) . Interestingly, a few studies have used BK/TD modelling approaches to describe in vitro systems as well (Kedderis et al., 1993; Nielsen et . Flow chart to aid in choosing an appropriate dose metric for a specific in vitro toxicity test. First, a choice should be made for dose type based on the characteristics of the chemical and available knowledge. Then, the metric can be integrated or averaged in case of time-dependent exposure and irreversible mechanisms, or steady reduction over time. Peak concentration is defined here as the maximum concentration reached during the exposure period. BK/TD may be applied to model partitioning and assess concentration changes over time. The chart has been compiled using literature data (Austin et al., 2002; Reinert et al., 2002; Gülden and Seibert, 2003; OECD, 2006a; OECD, 2006b; Riedl and Altenburger, 2007; Gülden et al., 2010; Knöbel et al., 2012) .
example dosed antibiotics to bacteria (Streptococcus pyogenes) and the viability together with the chemical concentration was measured at different time points. They developed a BK/TD model that fitted these time-kill curve experiments while accounting for degradation of the chemicals and persistence of bacterial subgroups. This way the authors were able to study the time course of toxicity, including an initial rapid killing rate and an effect decline with time. These findings may not have been obtainable when part of the kinetics of the compounds, in this case degradation, would not have been accounted for. This review focuses mainly on the kinetics of chemicals in vitro, but it is just as important to consider in more detail how the kinetics can influence the changes in adverse effects. By combining the knowledge about in vitro kinetics and dynamics in an in vitro BK/TD model with other in silico methods needed for IVIVE (e.g. PBBK), it could improve toxicological risk assessments while also reducing animal based toxicity testing.
Conclusion: The most appropriate dose metric in vitro
In this review, a number of dose metrics in in vitro toxicology have been discussed specifically with regards to their dependency on assay setup. From the literature it appears that three main factors determine the choice for the right dose metric in an in vitro assay: (1) the physicochemical properties and toxicity of the chemical (e.g. lipophilicity, volatility, in vitro potency, reactivity, stability), as they determine whether losses of chemical in the assay can affect the toxic effect, (2) the assay setup (e.g. the exposure regime and time, metabolic potential of cells, the cell number, the presence of serum etc.) and (3) the MeOA measured in the particular assay. For more irreversible mechanisms, peak exposure concentrations may not suffice as perturbations to cell functioning accumulate over time. In such cases, toxicity may be better captured using time-dependent dose metrics such as AUC and TWA, or BK/TD models. The flow chart presented in Fig. 4 provides a two-step guide to the reader to consider an appropriate and feasible dose metric.
The chart is divided into two sections. Initially a choice can be made between an internal dose metric including total internal, cytoplasm and membrane concentrations, or an external dose metric including nominal, total and free concentrations. The choice for an internal or external dose metric depends on both the knowledge about the MeOA of the compound and the feasibility to measure internal concentrations. For example, if the chemical is a baseline toxicant, acting through accumulation in the cell membrane causing narcosis or basal cytotoxicity, the amount of chemical per cell or cell lipid may be considered. The choice for an internal concentration will also depend on whether the increased accuracy of the obtained dose-response is worth the investment. When external concentrations are used, the choice for free, nominal or total concentrations is based on the information available on the physicochemical properties and in vitro potency of the test compound. The chart lists roughly defined criteria the chemical needs to meet for the free or total concentration to be significantly lower than the nominal concentration. Finally, the dose metrics can be combined with a time-dependent metric such as a peak concentration (the maximum concentration reached over the exposure period), AUC or TWA. Time-dependent metrics are justified when testing reactive or specifically acting chemicals causing (irreversible) cumulative damage or if the chemical concentration in the test system changes significantly over time. It may also be possible to apply BK/TD models to assess concentration changes over time and relate this to the effects of a chemical. The chart criteria are indicative only because they are obtained from the limited amount of literature available. For example, the threshold reduction in bioavailability (20%) that is used in Fig. 4 is derived from a number of OECD guidelines (OECD, 2006a (OECD, ,b, 2011 . Further research is needed to specify the cut-offs in physicochemical properties and assay parameters. Indeed, the cut-off value for the free fraction, below which in vitro data based on nominal concentrations becomes problematic for IVIVE, is unclear. As a theoretical example, a free fraction lower than 50% in the in vitro test may still insignificantly impact an in vivo dose estimate. Thus, further research is welcome on this topic and on how the relevant parameters to determine the appropriate dose metric, such as protein binding and volatility, may be estimated by the more basic properties of the chemical, such as the K ow and molecular weight.
ARTICLE IN PRESS
Research assessing the effect of mechanistic processes on the target concentration and the effects of using these alternative dose metrics in in vitro assays for in vitro-in vivo dose extrapolations is still in its infancy. Yet this research may be highly valuable for toxicological risk assessment. Such research on dose metrics in in vitro assays falls within two high profile paradigm shifts in toxicology. The first shift is towards integrated testing strategies as an alternative to traditional animal tests in toxicological risk assessment. Illustrating this shift is the vision described in the influential U.S. National Research Council's report, Toxicity Testing in the Twentyfirst Century (NRC, 2007) . In this vision, high-throughput in vitro (human) cell assay batteries identify perturbations to critical toxicity pathways across a wide dose range of a test chemical. In turn, systems biology approaches and PBBK reverse dosimetry modelling use these in vitro dose-response curves to identify exposure situations likely to cause toxicity in humans. The second shift concerns the shift towards identifying the exposome as opposed to estimating concentrations of regulated contaminants in air, water and food by exposure scientists. The exposome refers to defining and monitoring exposures as fluctuating levels of biologically active chemicals in the human body's internal environment over a lifetime (Rappaport and Smith, 2010; Rappaport, 2011) . Data on internal concentrations over time of chemicals disturbing critical toxicological pathways in vitro may be compared with monitored internal tissue concentrations to discover key exposures responsible for chronic disease.
Brief
To improve quantitative in vitro-in vivo dose extrapolations in toxicological risk assessment, care should be taken when defining a dose metric for in vitro concentration-effect relationships.
