Introduction and Preliminaries
Throughout this paper, all topological spaces are assumed to be Tychonoff, unless explicitly stated otherwise. Given a space X, let F (X) and A(X) be the free topological group and free Abelian topological group over X in the sense of Markov respectively. For every n ∈ N, let F n (X) and A n (X) denote the subspaces of F (X) and A(X) respectively that consists of words of reduced length at most n with respect to the free basis X. A space X is said to be Fréchet-Urysohn if, for each x ∈ A ⊂ X, there exists a sequence {x n } such that {x n } converges to x and {x n : n ∈ N} ⊂ A.
The free topological group F (X) and the free abelian topological group A(X) over a Tychonoff space X were introduced by Markov [6] and intensively studied over the last half-century, see for example [1, 3, 4, 5, 7, 8, 9, 10, 12] .
In [11] , Yamada proved the following two theorems. 
(X) is Fréchet-Urysohn if and only if the set of all the non-isolated points of X is compact.
Therefore, Yamada gave the following conjecture: Yamada's Conjecture: [11] If the set of all non-isolated points of a metrizable space X is compact, then F 4 (X) is Fréchet-Urysohn.
In this paper, we shall give an affirmative answer to Yamada's Conjecture. Let X be a non-empty Tychonoff space. Throughout this paper, X −1 := {x −1 : x ∈ X}, which is just a copy of X. For every n ∈ N, F n (X) denotes the subspace of F (X) that consists of all words of reduced length at most n with respect to the free basis X. Let e be the neutral element of F (X) (i.e., the empty word). For every n ∈ N and an element (x 1 , x 2 , · · · , x n ) of (X X −1 {e}) n we call g = x 1 x 2 · · · x n a word. This word g is called reduced if it does not contain e or any pair of consecutive symbols of the form xx −1 or x −1 x. It follows that if the word g is reduced and non-empty, then it is different from the neutral element e of F (X). In particular, each element g ∈ F (X) distinct from the neutral element can be uniquely written in the form g = x
n , where n ≥ 1, r i ∈ Z \ {0}, x i ∈ X, and x i = x i+1 for each i = 1, · · · , n − 1, and the support of g = x
n is defined as supp(g) := {x 1 , · · · , x n }. Given a subset K of F (X), we define supp(K) := g∈K supp(g).
The proof of Yamada's Conjecture
Throughout this paper, we always assume that (X, d) is a metric space with a metric d such that the set K of all the non-isolated points of X is compact. For each n ∈ N, let
It is easy to see that each W n is a closed discrete subspace.
The following lemma play an important role in our proof.
Lemma 2.1. There is a compatible metric ̺ on (X, d), which satisfies the following conditions:
Proof. First we prove ̺ is a metric on X. Clearly, it suffices to prove the triangle inequality. Take arbitrary x, y, z ∈ X. We may assume that x, y, z are distinct each other.
Case 2 |{x, y, z} ∩ K| = 1. Without loss of generality, we may assume that x ∈ K. Obviously, there exist i, j ∈ N such that y ∈ W i and z ∈ W j . Then
Case 3 |{x, y, z} ∩ K| = 0. Then there exist i, j, k ∈ N such that x ∈ W i , y ∈ W j , z ∈ W k . Without loss of generality, it suffices to prove ̺(x, y) ≤ ̺(x, z) + ̺(y, z).
Therefore, ̺ is a metric. It easily check that the topology generated by the metric ̺ on X is compatible with (X, d).
Lemma 2.2. The metric ̺ in Lemma 2.1 has the following properties:
(
(2) If ̺(x n , y n ) < 1/n for each n ∈ N, then there exist sequences {x n k } and {y n k } such that x n k → x 0 and y n k → x 0 as k → ∞, where x n , y n ∈ X, x n = y n and x 0 ∈ K.
Let ̺ * and N ̺ be defined in the proof in [2, Theorem 7.2.2]. For the convenience, we give out the definitions.
Suppose that e is the neutral element of the abstract free group F a (X) on X. Extend ̺ from X to a metric ̺ * on X ∪ {e} ∪ X −1 . Choose a point x 0 ∈ X and for every x ∈ X, put
Then for x, y ∈ X, define the distance
Let A be a subset of N such that |A| = 2n for some n ≥ 1. A scheme on A is a partition of A to pairs {a i , b i } with a i < b i such that each two intervals [a i , b i ] and [a j , b j ] in N are either disjoint or one contains the other.
If X is a word in the alphabet X ∪ {e} ∪ X −1 , then we denote the reduced form and the length of X by [X ] and ℓ(X ) respectively.
For each n ∈ N, let S n be the family of all schemes ϕ on {1, 2, · · · , 2n}. As in [2] , define
Then we define a prenorm N ̺ :
If e ∈ B, then there is a convergent sequence {h n = x ǫ 1 n y ǫ 2 n z ǫ 3 n t ǫ 4 n } in B such that h n → e as n → ∞.
Proof. Let ̺ * and N ̺ be defined as above. It is known that for each n ∈ N,
is an open neighborhood of e in F (X) by [2, Theorem 7.2.2]. We divide the proof into the following two cases.
Case 1: For each n ∈ N, there exists x
Without loss of generality, we may assume that ǫ i (n) = ǫ i (i ≤ 4). In fact, we can choose a subsequence of {x
: n ∈ N}. We can also assume that x n → x, y n → y, z n → z, t n → t, where x, y, z, t ∈ K. Clearly, ǫ i = 0. Then we have the following claim.
Claim
n , t ǫ 4 n ) < 1/n for infinitely many n ∈ N. Then ǫ 1 = −ǫ 2 and ǫ 3 = −ǫ 4 . If x = y, then ̺(x, y) = r > 0. It is easy to see that there is k ∈ N such that ̺(x, x i ) < r/3, ̺(x i , y i ) < r/3, ̺(y i , y) < r/3 whenever i > k. Then r = ̺(x, y) ≤ ̺(x, x i ) + ̺(x i , y i ) + ̺(y i , y) < r/3 + r/3 + r/3 = r. This is a contradiction, hence x = y. Similarly, z = t. Therefore x ǫ 1 y ǫ 2 z ǫ 3 t ǫ 4 = e. Subcase 1.2: ̺ * (x −ǫ 1 n , t ǫ 4 n ) + ̺ * (y −ǫ 3 n , z ǫ 4 n ) < 1/n for infinitely many n ∈ N. Then ǫ 1 = −ǫ 4 , ǫ 2 = −ǫ 3 . By the proof of Subcase 1.1, we can prove that x = t, y = z. Then x ǫ 1 y ǫ 2 z ǫ 3 t ǫ 4 = e. The proof of Claim 1 is completed.
By Claim 1, we see that Lemma 2.3 holds. Case 2: There is n ∈ N such that for any a
We only consider the case
otherwise consider the set (U ̺ (n)∩B) −1 . First, we prove that e ∈ {a ǫ 1 b ǫ 2 c ǫ 3 d ǫ 4 ∈ A : a ∈ V n }, then it suffices to prove e ∈ {a
Assume that e ∈ A 1 . In order to obtain a contradiction, we find a neighborhood W 1 of e such that W 1 ∩ A 1 = ∅. Indeed, let
Then W 1 is an open neighborhood of e. Moreover, for any g = a ǫ 1 b ǫ 2 c ǫ 3 d ǫ 4 ∈ A 1 , we prove that N ̺ (g) ≥ 1/(n + 1) 2 . Indeed, it follows from Claim 1 of the proof of [2, Theorem 7.2.2] that there exist an almost reduced word Υ g = x 1 · · · x 2m and a scheme ϕ g such that satisfies the following conditions: (i) Υ g contains only the letters of g or the letter e;
Indeed, it follows from (i) and (ii) that there exists i 0 ≤ 2m such that
). Then we can complete the proof by the following (a)-(d) .
Obviously, there exists a j 0 ≤ 2m such that x j 0 = c ǫ 3 . Since ϕ g is a scheme, it has x ϕg(j 0 ) = e, hence ̺ * (x
Therefore, W 1 ∩ A 1 = ∅, which is a contradiction. Hence the point e belongs to the closure of {a ǫ 1 b ǫ 2 c ǫ 3 d ǫ 4 ∈ A : a ∈ V n }. Further, we claim that e does not belong to the closure of the set
Suppose not, assume that e ∈ A 2 . In order to obtain a contradiction, it suffices to prove that W 1 ∩ A 2 = ∅ by a similar proof above.
Therefore, e belongs to the closure of
Next we prove that there exists a convergent sequence in A 3 which converges to e.
It is obvious that A 3 = a∈D A a . We claim that there exist a ∈ D, an infinite subset M of N, b i ∈ V i and c i ∈ V i for any i ∈ M such that
Suppose not, for each a ∈ D, there is n a ∈ N (n α > n) such that either b / ∈ V na or c / ∈ V na for each a ǫ 1 b ǫ 2 c −ǫ 2 a −ǫ 1 ∈ A a . Without loss of generality, we may assume that e belongs to the closure of
where the mappings π and ψ are defined in the proof of [11, Theorem 2.4] . By our definition of C and D, it is easy to see that π, ψ and f are all continuous. Therefore,
By the arbitrary, it follows that f ( 
k ∈ N} which converges to 0, where ǫ 1 (k), ǫ 2 (k) ∈ {1, −1} for each k ∈ N. Then F = supp(S ∪ {0}) is a compact subset in C × F (D). Since the projective mappings π 1 and π 2 are continuous from C × F (D) to C and F (D) respectively, the sets π 1 (F ) and π 2 (F ) are compact in C and F (D) respectively. Then the set F 1 = {a
: k ∈ N} is a finite set since F (D) is discrete. Therefore, the set F 2 = {b k : k ∈ N} is also finite since {b k : k ∈ N} ∩ V n 0 = ∅, where n 0 = max{n a : a ∈ F 1 }. Therefore, there exist a ∈ F 1 and b ∈ F 2 such that some subsequence {ǫ 2 (n k )(b, a) − ǫ 2 (n k )(c n k , a) : k ∈ N} of S converges to 0. Without loss of generality, we may assume that (b, a) − (c n k , a) → 0 as k → ∞, that is, (c n k , a) → (b, a) as k → ∞. Then c n k = b for any sufficiently large k, which is a contradiction.
Then a ǫ 1 b
In viewing of the proof of Subcase 1.1, we could prove that b = c, hence a ǫ 1 b
For each g = a 1 . . . a n ∈ F n (X)\F n−1 (X) with a 1 , . . . , a n ∈ X ∪X −1 , denote by P X (g) the subfamily of P (X) consisting of all ̺ such that ̺ * (a
Proof. Let ̺ be the metric on X in Lemma 2.1. If ̺ * (a
1 , a 2 ) = r < 1, then (1/r)̺ ∈ P X (g). We may find a k ∈ N such that k > 1/r, if r ≥ 1, then k = 1.
Let ̺ n = nk · ̺ for each n ∈ N. By Lemma 2.4, U ̺n (g) ∩ B = ∅ for each n ∈ N, thus without loss of generality it can take an arbitrary point x 1 (n)y ǫ (n)z −ǫ (n)x 2 (n) ∈ U ̺n (g) ∩ B. Then n · ̺(y(n), z(n)) < 1, n · ̺(x 1 (n), a 1 ) < 1 and n · ̺(x 2 (n), a 2 ) < 1. By Lemma 2.2, y(n) → f, z(n) → f , x i (n) → a i (i ≤ 2) as n → ∞. Therefore, x 1 (n)y ǫ (n)z −ǫ (n)x 2 (n) → a 1 f f −1 a 2 = a 1 a 2 = g. Now, we can give an affirmative answer to Yamada's Conjecture 1 .
Theorem 2.6. Let X be a metrizable space in which the set of all the non-isolated points is compact. Then F 4 (X) is Fréchet-Urysohn.
Proof. Assume that g ∈ B, where B ⊂ F 4 (X) and g ∈ F 4 (X). Next we prove that there exists a sequence in B which converges to g. It is well-known that
If g ∈ F 3 (X) ∩ B, we can find a sequence in B converging to g since F 3 (X) is Fréchet-Urysohn by Theorem 1.2.
If g ∈ (F 4 (X) \ F 3 (X)) ∩ B, we consider the following cases: (a) g ∈ F 4 (X) \ F 3 (X). By [2, Theorem 7.6.2], F 4 (X) \ F 3 (X) is metrizable, we can find a sequence in B converges to g.
(b) g ∈ F 2 (X) \ F 1 (X). By Lemma 2.5,we can find a sequence in B converges to g. (c) g = e. By Lemma 2.3, there is a sequence in B converging to e. Therefore F 4 (X) is Fréchet-Urysohn.
