An Algorithmic Information Theory approach to the emergence of order
  using simple replication models by Devine, Sean D
ar
X
iv
:0
80
7.
00
48
v3
  [
nli
n.A
O]
  1
2 N
ov
 20
08
AN ALGORITHMIC INFORMATION THEORY APPROACH TO THE
EMERGENCE OF ORDER USING SIMPLE REPLICATION MODELS
Sean D Devine∗
(Dated: November 21, 2018)
Algorithmic entropy is closely related to the entropy measures of Shannon, Boltzmann and Gibbs.
This paper applies the algorithmic entropy concept to simple examples of replication processes to
illustrate how replicating structures can generate and maintain order in a non equilibrium sys-
tem. Variation in replicating structures enhances the system’s ability to maintain homeostasis in a
changing environment by allowing it to evolve to a more restricted region of its state space. Stabil-
ity is further enhanced when replicating systems develop dependencies, by sharing information or
resources. Such systems co-evolve, becoming more independent of the external environment. Nested
systems have a hierarchy of dependency but have low algorithmic entropy as they are in principle
simpler to describe algorithmically. Nesting of replicating systems offsets the algorithmic entropy
increase that occurs through the variation in the replicated substructures, by allowing the system
itself to increase in organizational ordering with little increase in algorithmic entropy. Chaitin’s
d-diameter complexity provides a measure of the level of order in nested replicating systems.
keywords Structures and organization in complex systems; dynamics of evolution; replication;
algorithmic information theory; algorithmic entropy.
PACS numbers: 89.70.Cf, 89.75.Fb, 89.75.Kd
I. INTRODUCTION
While it is understood that the universe started in a
highly ordered state, it is not clear what mechanisms
underpin the local, far-from-equilibrium order that has
emerged as the universe trends towards equilibrium. This
paper, by using simple models as illustrations, argues
that much of the order observed is analogous to a crys-
tallization process obeying physical laws. I.e. the phys-
ical process of replication accesses existing order, usu-
ally in the form of high grade energy, and ejects disorder
to create new ordered structures. Algorithmic Informa-
tion Theory (AIT) provides a framework to look at the
emergence of order through replication processes and to
track the corresponding entropy changes. This frame-
work utilises the fact that the simplest algorithmic de-
scription of a structure or system is an entropy measure
that is closely related to the Shannon and Boltzmann-
Gibbs understandings of entropy. The application to sim-
ple models provides insights into the emergence of order
giving confidence that the approach is applicable in prin-
ciple to far more complex ordered systems. While the
models are illustrative, the following general principles
emerge.
• Structures generated by replication processes are
highly ordered, having low algorithmic entropy, and
are more likely to emerge than similar structures
produced by random fluctuations or non replicating
physical processes.
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• Replication processes can maintain an ordered sys-
tem away from equilibrium in an attractor-like re-
gion of the system’s dynamical state space.
• Where a system generates similar, but not identi-
cal replicated structures, the algorithmic entropy
increases. However, variability in the replication
allows the dynamical system to maintain home-
ostasis in a changing environment by providing a
mechanism for the system to evolve to a more re-
stricted region of its state space - i.e. diversity in
the replication process can maintain the system in a
stable configuration through adaptive evolutionary-
like processes.
• Homeostasis is characterised by a set of states hav-
ing the same provisional algorithmic entropy.
• Coupled replicator systems create greater stability
against change by co evolving.
A. Replicators
A replicator, such as an autocatalytic set, or a bac-
terium in an environment of nutrients, is a physical or
biological structure that is able to reproduce itself by
utilizing energy and resources from an external environ-
ment. Similar replication occurs where a crystal forms
from a melt or where spins align in a magnetic material.
In a resource rich environment, where the probability
that a structure will replicate increases with the number
n of existing structures, replicated structures are more
likely to be observed than alternative structures. I.e.
if the probability is proportional to nx (where x > 0),
dn/dt = knx [1]. For example, molecules are more likely
to solidify on a seed crystal in a melt and, given one
2strand of DNA in the right environment, the probability
of a second strand of DNA appearing is comparatively
high. In this paper, the word ‘replicate’ will be used to
distinguish the copied structure, such as the DNA infor-
mation string, from the full replicating system which, in
the DNA case, is the whole cell.
Where resources are limited, the number of replicates
grows over time until a state of homeostasis is reached;
a state where the set of replicates and the environment
reach a long-term stable relationship. The somewhat
simplistic logistic growth equation,
dn/dt = (n/τ)(1 − n/k) (1)
captures the essence of replication. Here τ represents
the usual exponential growth time and k represents the
carrying capacity of the system, Replicates may die and
be born but, where the birth rate = death rate of repli-
cates (i.e. dn/dt = 0), the system is maintained in a
homeostatic state by the flow through of nutrients and
energy. Such a replicating, homeostatic system would
appear to be the simplest conceptual description of a
‘far-from-equilibrium’ existence.
Partial crystallization, or partial alignment of mag-
netic spins just above the system’s transition tempera-
ture, are perhaps the simplest examples of homeostatic
systems. The ordered crystalline material or aligned
spins only exist in a limited region of space but, at the
boundaries of this region, replicates die and are born.
However, below the transition temperature, the ordering
process eventually consumes all the resource - the order
is ‘frozen’. Similarly an isolated bacterial system may
not reach a homeostatic situation but will grow until all
the resources are consumed.
Replication may produce order through the repeats of
the actual structures, such as an autocatalytic set, or a
bacterium. Alternatively spatial coherence or correlation
between structures emerges through replication. Exam-
ples are: gaseous condensation, crystallization, magnetic
phase transitions or coherent photons. For these systems,
latent heat is extracted and passed to the environment.
There are also more mixed systems where, for example,
cells replicate and then amalgamate to form further order
as specialist tissue. In a living system, part of the nutri-
ent environment is formed from other living systems. The
emergence of life can be viewed as replicating systems be-
coming interdependent to form larger ordered structures.
Replicated structures are simpler to describe than sys-
tems of non replicated structures. The next section shows
how algorithmic information theory formalizes this sim-
plicity by defining the algorithmic entropy or complexity
of a structure in terms of its simplest description. The
approach provides a tool to quantify the order in the
replicated structures.
II. ALGORITHMIC INFORMATION THEORY
Chaitin [2] and Kolmogorov [3] have developed algo-
rithmic information theory (AIT) to define the complex-
ity of a string ‘s’ in terms of the length of the shortest
binary algorithm p∗ that is able to generate that string.
The complexity is denoted by |p∗|, where the vertical
lines denote the length of the enclosed algorithmic de-
scription. The length of this algorithm, when defined
appropriately, is also a measure of the entropy and the
information content of the string (see later). However
readers should note that the use of the word ‘complex-
ity’ in this context differs from that used in the natural
sciences. In science, ‘complexity’ generally is used to de-
scribe ‘pattern’ or ‘organization’. In the AIT framework
the most complex strings are those that show no pattern
and cannot be described by shorter algorithms.
While in principle, any structure can be described by
a string and its complexity measured by |p∗|, p∗ is non
computable. There is no certainty that a compressed or
short description of s exists. The string of N repeated
ones; i.e. s = 11111 . . . , is highly ordered and can be
described by the algorithm p′ = PRINT 1, N times. If
a binary algorithm for p′ generates s on a computer C,
the complexity |p∗| must be ≤ |p′|; i.e.
|p∗| ≤ |p′| = |N |+ the size of the code for the
PRINT instruction
+ the number of bits to specify the object.
(2)
For large N the size of the above algorithm becomes:
|p∗| ≈ |p′| = log2N + |1|+O(1), (3)
where the O(1) refers to a string that is of the order of 1,
i.e. independent of N . On the other hand an algorithmi-
cally random string is one that exhibits no pattern. Each
element of the string must be specified e.g. by:
|p′| = PRINT s, (4)
and |p∗| will be greater than the length of s.
In practice, to avoid ambiguity, it is usual to code the
algorithm describing the string using a prefix (free), or
self-delimiting code. This also has the advantage that
the algorithmic entropy measure, which is based on self-
delimiting coding is closely aligned with traditional en-
tropies. In such a formalism, no code is a prefix of any
other. The algorithmic complexity of string s using self-
delimiting coding is commonly denoted byK(s) or, where
the input string i is given, K(s|i).
In practice self-delimiting coding adds about log2N to
a string that otherwise would be of length N . The asso-
ciated algorithmic entropy Halgo of a string, effectively
its information content, is defined as Halgo ≡ K(s). In
3what follows, algorithmic entropy rather than algorith-
mic complexity will be the preferred term. However,
where the shortest length of an algorithmic description
does not necessarily correspond to the algorithmic en-
tropy, because there are restrictions on the type of algo-
rithm being used, the length of the restricted algorithm
will be defined by K or, for a reversible computation,
KR.
Using such coding, Chaitin [4] has shown that the
computer dependence of the complexity can be mostly
eliminated by defining the complexity using a reference
Universal Turing Machine (UTM) that can simulate any
other Turing Machine. If p∗ is the shortest programme
that generates s on the reference UTM, p∗ is within a
fixed constant O(1) of any alternative. Hence
H(s) ≤ |p∗|+ O(1).
The O(1), which may be a few hundred bits, covers the
computing overheads to specify the operation of the refer-
ence UTM. By choosing a simple UTM, this term can be
made negligible relative to the size of strings that might
specify the microstates of a thermodynamic system.
There is an ambiguity in coding a natural number N
in binary form as “01” is the same as “1”. This can
be avoided if lexicographic ordering is used [27]. In this
case, the length of N ’s description is ⌊log2(N+1)⌋. Here
the floor notation denotes the greatest integer ≤ to the
enclosed term. This integer is equal to, or one bit less
than ⌈log2N⌉, i.e. log2N rounded up. As is the custom,
in what follows log2N will be taken to mean the integer
⌈log2N⌉.
However, a self-delimiting code for N must also con-
tain implicit information about the size of N , but where
N comes from an unknown probability distribution,
there is no simple process to make a representation self-
delimiting. One possibility is to use codeN = 1|N |0N ,
which has length 2|N |+1; i.e. is close to 2log2N+1. More
sophisticated coding procedures can produce a shorter
self-delimiting description ofN by including the length of
the code forN and the length of the length of the code for
N and so on. In practice |codeN | ≤ log2N + 2log2log2N
with two iterations and |codeN | ≤ log2N + log2log2N +
2log2log2log2N with three iterations and so on.
If px, the probability of the occurrence of the ‘word’ x
in a set of strings, is known, Shannon’s noiseless coding
theorem shows that an efficient self-delimiting code for
x can be chosen. In which case, the code length for x
is -⌈log2px⌉ (i.e. log2 px rounded up). Where all mem-
bers of a set of N strings occur with equal probability
(i.e. 1/N) any string xi can be represented by a code of
length ⌈log2N⌉. This code is self-delimiting with respect
to every other code in the set. This integer is represented
by log2N in the section on provisional entropy (used sec-
tion II B) and following. However, the decoding routine
associated with the code word for xi will usually require
information about the length the code(xi) to know when
the code ends. I.e. the routine must read each character
in turn and decide whether it has read a sufficient num-
ber or not. As a consequence an entropy measure will
usually need to include ||code(xi)|| as well as |code(xi)|.
The algorithmic entropy, measure by this process is an
entropy measure of the exact state of the physical system
at an instant of time. Nevertheless, because the equilib-
rium state of a system belongs to the most probable set
of outcomes, the expectation value of the algorithmic en-
tropy, 〈Halgo〉, is virtually identical to the Shannon en-
tropy (Hs), once allowance is made for differences of O(1)
[6, 7]. The significance of the algorithmic entropy con-
cept is that a string representing a replicated structure
has lower algorithmic entropy than other strings. For ex-
ample, the algorithmic description of a crystal with its
lattice structure is much simpler than a description spec-
ifying the position and momentum of each molecule in
the liquid state. This will be worked out in more detail
in the following sections.
A. Entropy relative to the common framework
If algorithms are self-delimiting, the Kraft inequal-
ity holds and separate optimal routines that are part
of the main algorithm that defines the string can be
concatenated (joined) with no ambiguity. The entropy
defined by combining maximally compressed routines is
Halgo(s) = Halgo(t) +Halgo(s|t) +O(1). The O(1) refers
to a simple instruction to link the routines [8, 9]. (Note
this is to be distinguished from the quite different case
where one programme might generate one string and an-
other programme might generate an unrelated string. In
this case, as there may be no information in common and
Halgo(s) ≤ Halgo(t) +Halgo(s|t) +O(1)).
Entropy is a state function and the entropy difference
rather than the absolute entropy has physical significance
in any physical situation. As a consequence, the string
representing common information or common instruc-
tions can be taken as given. This information [10] in-
cludes the binary specification of common instructions
equivalent to “PRINT ” and “FOR/NEXT ” etc and
the O(1) uncertainty implied by the reference UTM. For
a physical systems such as a thermodynamic system, the
algorithmic description of the physical laws embedded in
the system and the algorithmic description of the grain-
ing of the phase space [6, 11, 12] are part of the common
instruction string. In what follows the common instruc-
tion string will be represented by ‘CI’ [10] and, given the
common instructions, the physically significant entropy
will be denoted by the conditional algorithmic entropy
Halgo(s|CI). Effectively a new zero of entropy is created
by subtracting Halgo(CI) from the full entropy.
B. Provisional entropy
A string that describes the state of a physical system
often shows partial ordering but also shows noise and
variation. Such a sequence is recognized because there
4is an implicit reference to the pattern or the model that
defines the criteria of set membership. In other words,
the set is recursively enumerable. Any sequence s of this
set S can be at least partially compressed [10] as a string
in the patterned set can be uniquely specified by an algo-
rithm that identifies the particular string within the set
together with an algorithm that defines the set. Let NS
be the number of members of the set S. As all members
are equally likely, as was shown in the previous section,
a particular member can be identified by an algorith-
mic code of length log2Ns, while the length of the code
that defines the set can be denoted by Halgo(S). This
approach provides a “best estimate” of the entropy of a
particular noisy patterned string representing the state of
a physical system. This entropy measure will be termed
the provisional algorithmic entropy. The provisional en-
tropy is derived by combining the the length of these two
routines [10] giving;
Hprov(s) = Halgo(S) + log2Ns +O(1).
The second contribution is equivalent to the Shannon
entropy of the set. In other words the provisional algo-
rithmic entropy depends on the uncertainty in defining
the member of the set together with the algorithmic de-
scription of the pattern in the set. This is virtually the
same as Zurek’s “physical entropy”[6]. Vereshchagin and
Vita´nyi [13] derive the same result by finding the opti-
mal model of set S that contains the sequence and then
the code for the sequence in the set. They call this de-
scription the Algorithmic Minimum Sufficient Statistic
(AMSS) for a string. Ga´cs [11, 12], using an approach
based on measure theory, derives a similar result.
While Devine [10] used the phrase “revealed entropy”
to denote the entropy of a partially compressed pattern,
here the term “provisional entropy” is preferred. The
provisional algorithmic entropy is the best estimate of
the length of the minimum description of the physical
system given the available information. The provisional
entropy equals the true algorithmic entropy of a typi-
cal member of the patterned set. However, a very few
atypical members of the set may be further compressed.
One example is given by the provisional algorithmic en-
tropy [10] of the noisy period 2 string, 1y1y1y1 . . .1y1y
of length N (where y can be 0 or 1). For this string,
Hprov(s) ∼= N/2 + log2(N/2) + |1|+ |0|. (5)
Nevertheless the string s′ = 11111 . . .11 from the same
set has the much lower entropy; Halgo(s
′) ∼= log2N + |1|.
I.e. for this string, Halgo(s
′) ≤ Hprov(s). Whenever this
phenomenon is observed, it can be assumed the original
model (i.e. the set capturing the pattern) needs to be
revised. The approach is effective for any string that ex-
hibits a noisy pattern that reflects data derived from a
model. As in the physical situation we will assume all
the pattern has been recognised, the provisional entropy
can be taken to be equal to the length of the description
of the pattern or model and the term log2NS. The latter
term, corresponds to the closest integer to the Shannon
measure of the uncertainty. As a consequence, one can
slip between using entropy in a traditional sense where
information about the set or configurations is taken for
granted, and the algorithmic measure where this implied
information is needed to more accurately define the sys-
tem.
In what follows it is convenient to take the common
information containing the physical laws etc as given.
In other words the zero of entropy is taken to be the
length of the algorithmic description over and above the
given information. Hence Hprov(s) will be used to denote
Hprov(s|CI). Choosing this zero of entropy highlights the
fine structure contributions to the algorithmic entropy
arising from terms such as |0| or |1|.
III. REPLICATION
Consider a classical physical system, initially isolated
from the rest of the universe where the instantaneous
microstate of the system is represented by a point in the
multidimensional state space. Over time the state point
of the system will move through state space under the
operation of classical physical laws. The connection be-
tween the trajectory of a system through its state space,
and algorithmic information theory, can be made by rec-
ognizing that the instantaneous microstate of the system
can be represented by a binary string (e.g. Zurek [6] and
Li and Vita´nyi [5]). The size of the most concise algo-
rithmic description of the configuration’s microstate gives
the algorithmic entropy. Indeed, the algorithmic entropy
of a system of replicates derived from an algorithm of the
form: “REPEAT replicatedescriptionN times”, will be
low relative to a system of mainly dissimilar structures.
The algorithmic entropy measure now becomes key to
inquiring into non- equilibrium processes.
As the probability of replicates appearing increases
with their occurrence, replication will drive the state
point to a region of state space dominated by replicated
structures. In this case, each microstate in this region
will be characterized by a large number of repeats of the
replicate’s description. As is discussed in more detail be-
low, other physical processes, such as collisions or chem-
ical reactions, will destroy replicates and the system will
eventually settle in a region of long term stability.
A. Algorithmic information theory and physical
laws
The process by which physical laws determine the tra-
jectory of a classical physical system through its allowable
states can be considered as a computation; the physical
laws are algorithms embodied in a computer consisting
of atoms, molecules or states. In other words, the se-
quence of microstates that the system moves through un-
der physical laws, maps on to a UTM that enumerates
5the microstates at each computational step. As physical
laws are reversible, the evolution of an isolated physi-
cal system will map on to a computing process that is
logically reversible.
However, while physical laws are reversible, a process
in which energy and entropy are discarded is irreversible.
Such a process is described by an irreversible UTM. The
minimum programme that maps the actual physical evo-
lution of the system, whether reversible or irreversible,
will be denoted by ‘computation-from-within’ and the
length of the algorithmic description of the output ‘o’
will be denoted by Kwithin(o). However the algorithmic
entropyHalgo(s) implies that the algorithm describes the
output from an external observer’s point of view, rather
than by the algorithm that maps the system’s physical
evolution. The difference between the two approaches is
analogous to a flock of geese flying in a V-shaped forma-
tion. The computation-from-within corresponds to each
goose, adjusting (i.e. computing) its position and speed
to minimize energy loss and maintain vision in such a way
that the V-shaped trajectory emerges [14]. Observer-
computation on the other hand describes the observed
V-shaped formation algorithmically.
Furthermore, Halgo(o) ≤ Kwithin(o), as the latter
value arises from the programme the physical system is
implementing. This programme may specify irrelevant
output from an external observer’s point of view and
therefore be a longer description. Let Halgo(o), the algo-
rithmic entropy, be given by |o∗|, where o∗ is the minimal
programme on the reference UTM to produce the output
o. If p∗(n) is the minimal programme that generates o in
n steps by a computation-from-within, then Kwithin(o)
can be taken to be = |p∗(n)|. As a consequence of the def-
initions |p∗(n)| cannot be less than |o∗|. As the number
of steps are unknown, p∗(n) must contain a halt instruc-
tion when o is reached; i.e. p∗(n) must itself contain o∗.
In binary form the size of the programme string
|p∗(n)| ≥ |o∗|+ |increment instructions etc.|.
As p∗(n) size is dominated by |o∗|, Kwithin(o) =
|p∗(n)| ≥ |o∗|. I.e. Halgo(o) ≤ Kwithin(o). If Halgo(o) is
significantly less than Kwithin(o) it indicates that the in-
ternal computation process takes some inefficient paths,
or the process contains extraneous information not rel-
evant to the externally observed pattern. As a physical
system is itself a UTM, this understanding helps to avoid
confusion about when a computation is an entropy mea-
sure and when it is not.
IV. ENTROPY FROM REVERSIBLE AND
IRREVERSIBLE ALGORITHMS
The above example illustrates a key principle about
reversible computation. At each computational step, in-
formation on the state of the system is stored in the ‘in-
formation bearing degrees of freedom’ (IBDF) that are
part of the system’s algorithmic description. However,
the process cannot be reversible if this stored informa-
tion has to be discarded, as Landauer [15], and subse-
quently Bennett [7, 9, 16] and Zurek [6] discuss. This
occurs if entropy and information are lost to the sys-
tem when an atom, energy or a photon is removed. Dis-
carding 1 bit of information from the IBDF contributes
kBT loge2 joules of energy to the environment. Both log-
ical and thermodynamic irreversibility correspond to the
situation where information is removed from the com-
putation. This removal leads to a reduction of entropy
of the system, matched by an increase of entropy to the
universe.
Similarly entropy is gained by the system when in-
formation external to the system becomes part of it.
Generally it is convenient to encode this information as
part of the input string that represents the physical or
computational process. Zurek [6] and Bennett [16] have
shown that the minimum entropy passed from the phys-
ical system to the universe in an irreversible process is
Halgo(i) − Halgo(o), noting that Halgo(i) represents the
information content of the initial state and Halgo(o) that
of the final state. The change in entropy represents the
difference between the minimal bits added to specify the
original input string, and the minimal bits discarded in
the final description of the output. A nearly equivalent
representation is Halgo(i|o
∗)−Halgo(o|i
∗), where i∗ and
o∗ are the compressed specifications of the input and the
output. Zurek [6] argues that if one knew the exact de-
scription of these states, a cyclic process based on this
information would be maximally efficient for extracting
work.
The reversible physical process generating a coherent
photon outlined later in section VA, can map on to a
logically reversible Turing machine that operates on the
input string (representing the initial state) to produce
an output string (representing the final state). Exam-
ples of Turing computers based on physical or chemical
processes are the ballistic computer [18], and the Brow-
nian computer [7, 16]. Bennett illustrates the operation
of the Brownian computer through the process of RNA
polymerase copying a complement of the DNA string; re-
versibility is attained only at zero speeds. The process
is driven forward by irreversible error correction routines
that underpin natural DNA copying.
In general, a Universal Turing Machine is not re-
versible, as more than one prior state can lead to a given
state [19]. This prior information is no longer accessi-
ble to the computing process unless it is recorded. As
discarding information about the prior state adds to the
entropy of the external environment, the non reversible
UTM describes a non reversible physical process. Never-
theless, a reversible process can be mapped on to a UTM
by using a reversible algorithm that works in both the for-
ward and the reverse direction, inserting the information
that otherwise would be lost at the irreversible computa-
tional steps [5, 16, 17]. Broadly speaking (see Landauer
[15] for details) such a reversible must have the capability
to:
6• Generate the output from the input
• Copy the output
• Reverse the computation to remove cumulated his-
tory and regenerate the input.
• Swap the regenerated input and the copied output
to allow the reverse computation.
Let KR(o|i) be the length of the reversible algorithm
that maps the physical processes of a real world com-
putation to produce output o when given the input i.
However Halgo(o|i), the conditional algorithmic entropy
of the output given the input, will in general be less that
KR(i|o) or its equivalent KR(o|i) because of the likeli-
hood that extra information must be included to make
the process reversible. I.e. Halgo(o|i) ≤ KR(i|o).
Thus the minimal reversible programme p∗ that gen-
erates the output from the input on the reference UTM
may be shorter than the programme that maps the phys-
ical process. For example, the programme implicit in the
Brownian computer described by Bennett [7] may be able
to be shortened if a path involving, say, a catalyst could
be replaced by a more direct computing path. The speed
of such a process might be less, but the outcome would
be the same. Several authors [20, 21, 22] have consid-
ered the trade off between computer storage and number
of computing steps to reproduce a given output. The
shorter the computation the more information storage
is required to achieve the reversible computation. For
on going computations, the stored information must be
erased and entropy is passed to the environment, making
the process more difficult to reverse.
V. EXAMPLES OF REPLICATION
The principles will initially be used to determine the
provisional algorithmic entropy of a system of identical
replicates as is outlined in sections VA and VB below.
These simple idealised examples demonstrate a reversible
physical process and how irreversibility implies the loss
of information to the external environment. Section VC
following deals with the more complex situation where
the replicates are not all identical but variation occurs.
Finally section VD discusses the provisional algorithmic
entropy for the situation where replicates are “born” and
“die” in a far from equilibrium, homeostatic environment.
A. Coherent photons as an example of a
replicating system
A simple system that captures the essential nature of a
replication process using the algorithmic information the-
ory framework is that of stimulated emission. A coherent
photon is in effect a replicate of the stimulating photon.
With this in mind, let X0 and X1 represent the ground
state and the excited state of an atom in a laser. Con-
sider a physical system made of N such atoms together
with the photons that are emitted when an excited state
returns to its ground state. The emitted photons can
either be in an incoherent state, denoted by P x, or in
a coherent state denoted by P 1. The state space of the
system consists of;
• the position and momentum states of the atoms;
• the position and momentum states of the photons;
• the excited and ground state of each atom; and
• the incoherent and coherent states of each photon.
The instantaneous microstate of the system can then
be represented by a point in the multidimensional state
space. Let the position-momentum space of the atoms
and photons be divided into cells so that the instanta-
neous configuration of the system can be specified by
placing a ‘1’ in a cell corresponding to a particular par-
ticle’s coordinates and a ‘0’ for an unoccupied region.
If the number of cells is large relative to the number of
particles, there will only be a scattering of 1’s through-
out this position-momentum space [6]. Where the state
space spans the electronic states of an atom, a ‘0’ denotes
it is in the ground state and a ‘1’ that it is in the excited
state of the atom. An x, y or z denotes the different
incoherent state of a photon. A ‘1’ denotes its coherent
state, as the coherent states can be assumed to differ only
in their position coordinates. At any instant of time a
string of ‘0s’ and ‘1s’ and a mix of x’s, y’s and z’s defines
the configuration of the system in this state space. In
this example, the common information, which is taken
as given, includes the physical laws as subroutines and
the description of the coding process.
The length of the shortest algorithm that defines the
microstate of the system represents its algorithmic en-
tropy. However initially it is convenient to discuss the
replication algorithm symbolically rather than represent-
ing the state as a binary string. Assume the system of
photons and particles are contained within end mirrors
and walls without energy loss. As the N atoms will be
distributed randomly through the position and moment
subspace, these degrees of freedom can be ignored. The
initial state will be taken as the N atoms existing in
their excited states. To illustrate the argument N will
be taken to be seven; i.e. the initial atomic state is
X1X1X1X1X1X1X1 and the photon states are empty.
This is an ordered state providing the high energy source
for the replication process. Sooner or later an incoherent
photon P x will be emitted and the corresponding excited
atom will return to its ground state denoted by X0. I.e.
X1X1X1X1X1X1X1 → P x +X1X1X1X1X1X1X0;
noting that energy is conserved. A coherent photon that
arises through the stimulated emission of a photon from
an excited atom is a replicate of the stimulating photon.
7The computation describing this replicating process can
be represented by:
IF photon P xis within the stimulated emission
range of X1 THEN
P xX1X1X1X1X1X1X0 → P 1P 1X0X1X1X1X1X1X0,
where P 1, in contrast to P x, represents a photon in a co-
herent state. Over a period of time a number of coherent
photons (denoted by P 1P 1 ....) will emerge.
P xX1X1X1X1X1X1X0 → P 1P 1X0X1X1X1X1X1X0,
A possible outcome string is
P 1P 1P 1P 1P 1P 1P 1X0X0X0X0X0X0X0.
However, as material does not escape, each step of this
replication process is reversible and a coherent photon
may be absorbed, i.e. P 1X0 ⇆ X1. In practice, for most
of the time, the system will settle in a stable configura-
tion, where the birth and death of the coherent photon
replicates will balance. The physical computation pro-
cess is both thermodynamically and logically reversible.
There is no information loss or entropy change to the
universe.
It is now more convenient to specify the states of the
system as a string rather than using the descriptive nota-
tion immediately above. In which case the atomic states
X1 and X0 are represented by a 1 and a 0 in the state
space of the electronic states while P 1 and P x are repre-
sented by 1 and x, y, etc. in the state space of the photon
states. The position momentum states of the atoms can
be ignored as they are random and unaffected by the
computation process. The input string, representing the
a system of excited atoms with no photons, now takes
the schematic form:
[Atom electronic states][Photon states]
i=[1111111111111111111][empty states].
A representative outcome of the computation process is
where some atoms are in the ground state and coherent
(1)and incoherent (x,y) photons exist. I.e.
[Atom electronic states][Photon states ]
o=[0011111011011010110][111x1yz].
With these points in mind a general replicating process
can be visualized as a computing process. The input
string i specifies the components of the system, the nu-
trients and the energy source (the excited atoms). A
programme string p specifies the algorithm embodying
the physical laws of the replication process which, in the
above case, have not been made explicit. The output
string o is generated by the computation on computer
U where U(p, i) = o. The initial state is more highly
ordered that the output state ‘o’ as the empty photon
states are not needed for the original algorithmic descrip-
tion. The process is analogous to a free expansion where
new states become available to the system, leading to an
increase in entropy. While the final state is an equilib-
rium configuration, the replication process minimises the
increase in entropy, ensuring the configuration is more
ordered than it would otherwise have been.
B. Replicating spins
In contrast to the previous section where a free expan-
sion occurred, this section deals with the more straight-
forward case. A somewhat artificial model of a chain of
random spins with four allowable orientations along the
diagonals of a square will be used to further illustrate the
principles of simple replication. The particular model has
been chosen because it is not so simple that it cannot be
extended to the more general case, but it is sufficiently
simple that the orientations of the spins can be coded in
binary form in an intuitive way. I.e. a typical sequence
of these random spins is:
ցտւցրրցւրւցրցրտրցրրց .
If the four different orientations are denoted by the co-
ordinate of the arrow tip at (±1/2,±1/2) the different
orientations can be coded as (1,1), (1,0), (0,1) and (0,0)
by adding +1/2 to the coordinate of the tip for each ori-
entation. Choose as the replicating spin the first spin and
take its orientation as (10) corresponding to the direction
(1/2,−1/2). Let the orientation of the remaining spins,
be random and let each x refer to a spin coordinate that
is randomly a zero or a one. In which case the description
can be coded as:
i = 10xxx . . . xx000000 . . . .
The first two characters represent the replicate. The
remaining random spins can only be aligned if thermal
energy is transferred to an external sink that is more or-
dered. The string of N zeros in bold type represents this
initially ordered external sink. It needs to be included
as it is part of the computational system that is coupled
to the spin system. Both the random section and the
string of zeros will be taken to be of length N . Consider
a replication process that aligns spins with the (1/2,-1/2)
direction, i.e. the computation scans the string, when it
finds the replicate ‘10’, it alters the next two characters
to ‘10’, transferring information to the ordered ‘00 . . . 00’
section of the string.
In principle, the output string of aligned spins formed
by a replication process is
o = 10101010 . . .10xxxxx . . . xxxx.
The randomness has been transferred to what previously
was the ordered section of the string (in bold type). For
8large N , ignoring computing overheads, the information
content of the input string is
K(i) ≈ N + log2N (specifying the random 10xxxx..x)
+log2N + |0| (from PRINT 0, N times). (6)
The replication process can be specified by defining
an operator U10 that scans the string from the left hand
end, two characters at a time and whenever a ‘10’ appears
replaces the next two characters by a ‘10’. At each step,
the ordered ‘00s’ in the second section are replaced in
turn by a reversible record of what has happened. This
process is stepped through N/2 times. TABLE I gives
the possible transformations at each step.
TABLE I: The transition corresponding to the operation U10.
Transition from Transition to
xx . . . 00 10 . . . xx
10 . . . 00 10 . . . 00
11 . . . 00 10 . . . 01
01 . . . 00 10 . . . 11
00 . . . 00 10 . . . 10
U10 can be considered as an operator that rotates each
spin in turn to align it with (1/2, -1/2) denoted by (10).
The corresponding ordered 00 in the second part of the
string is similarly rotated to keep a record of the each
computation representing the transfer of the thermal ex-
citation energy to a more ordered structure.
The output after N/2 steps is:
(U10)
N/2i = 101010101010 . . .10xxxxxx . . .xx. (7)
The information content of the output string is the
length of the reversible programme that describes Eq.
(7). I.e.
KRwithin(o) ≈ log2N/2 + |10|
(from“PRINT 10 N/2 times”)
+N + log2N (from the random string)
+ |U10| (specifies the replication process).
(8)
KRwithin(o|i) ≈ 0, i.e. KRwithin(o) ≈ K(i) indicating
that information has neither been created nor destroyed,
as the information in U10 the physical laws, is conserved.
In general, an external observer will describe the system
by the simple algorithm “PRINT 10 N/2 times” and
Halgo(o) ≈ log2N/2 + |10|+ |PRINT |. (9)
The difference between KRwithin(o) and the entropy
measure Halgo(o) shows that entropy algorithm does not
record the string xxxx . . . xx, which corresponds to the
now random second section of the output. Unless the
N bits in this random section are passed to the envi-
ronment, the computation would remain reversible and
the spins would not align in reasonable time frames. It
is only when these N disordered bits are ejected is the
computation complete. This ejection increases the en-
vironmental entropy and corresponds to the latent heat
cost of the ordering process (kBT ln2 joules per bit).
When this is taken into account, for largeN , and ignor-
ing the contributions of PRINT and U10, the algorithmic
entropy obtained by either an irreversible computation
from within, or by an external observer computation are
virtually identical; i.e.
Halgo(o) ≈ log2N/2 + |10|. (10)
C. The entropy cost of replication with variations
The previous sections considered identical replicates.
However in physical situations replicates are not identi-
cal and this has an entropy cost. The algorithmic infor-
mation theory approach is able to quantify the increase
in entropy where variation occurs. A simple example,
which can be generalised, illustrates the principle. Vari-
ation can be included in the simple string 101010...10
by allowing both ‘10’ and ‘11’ to be considered as valid
variants of the replicate. This string then becomes the
noisy period 2 string discussed in section IIA, where ev-
ery second digit is random. Thus a valid replicate system
would now be the output string of length N having the
form o = 1y1y1y1y..1y, and where y is 0 or 1. There
are V = 2N/2, members of the set of all possible repli-
cate strings. The provisional algorithmic entropy, which
is given in section IIA includes the length of the code
that identifies the string within the set, together with
the specification of the pattern or the model that identi-
fies the set itself. I.e.
Hprov(o) ∼= |V|+ |description of pattern|. (11)
Here ‘∼=’ is used to indicate that small inefficiencies in
a specific algorithm can be ignored. As was mentioned
above, to decode |V|, the size of the specification for |V|
is needed. I.e. log2N , representing the length of the code
for N/2, is needed. For the simple variants ‘10’ and ‘11’
the outcome is the same as that outlined in section II B
equation (5), i.e.
Hprov(o) ∼= N/2 + log2N/2 + |1|+ |0|. (12)
The provisional algorithmic entropy of a string with vari-
ation has increased by N/2 over the simple string of Eq.
9.
More generally let r1, r2, r3, rM be the M variations
of the replicate r of binary length P . Let SL be a mix
of replicates of the form SL = rirjrjri . . .. Each repli-
cate ri can be represented by code(ri) and the string of
codes can be compressed to form an overall code. In
9what follows we will assume no further pattern exists in
the overall string; i.e. the mix of replicates is random.
The algorithm that generates the string must include the
string’s code and a decoding routine. If the binary string
is of overall length N , consisting of L replicates existing
in a variety of forms, then L = N/P , and there will be
V = ML variations in the patterned set. As there are
M replicates, each replicate in SL can be coded with a
self-delimiting code of length log2M. The length of the
code for SL made up of L replicates is Llog2M. In or-
der to decode the code for SL, each replicate code in the
string must be fed into a subroutine that also specifies
the length of the replicate, P , and the pattern in the
replicate set. Thus the overall routine requires the input
code of length |ML|, with L and P to be specified, noting
that N can be computed from the product LP , and |M|
from |ML|. Hence if “o” represents the string of variable
replicators,
Hprov(o) ∼= Llog2M + log2L+ log2P + |description
of pattern of subset given P |+O(1). (13)
Here the O(1) term includes minor computations such as
the instruction that calls the subroutine to multiply L
and P . The above assumed that there was no pattern
in the way the replicates were arranged. If each repli-
cate r is identical, further pattern exists, and in this case
the Llog2M term is unnecessary. Equation (13) then
becomes;
Hprov(identical replicate string) ∼= log2L+ |r|. (14)
This is equivalent to equation (9) with log2L =
log2N/2 and |r| = |10|. For N large rela-
tive to the pattern description, |r| ≈ log2P | +
|description of pattern of subset|. Hence replicate
variation increases the entropy by Llog2M. In Shan-
non terms this is the increase in uncertainty due to the
variation.
D. Replication with variations and where
replicates die and are born
The previous examples considered a string of just repli-
cates. However in a situation of homeostasis, the repli-
cates will reversibly coexist with non replicate structures.
The question are; “What is the entropy cost of this?” and
“How does the algorithmic entropy change?” Again, the
simple illustration provides general insights into complex
replicating systems. Consider the microstates of a system
in an attractor-like region of its state space embracing
a large number of replicated structures, coexisting with
these non replicates. As the system trajectory moves
from one microstate to another, replicates are reversibly
created and destroyed. For example in the simple laser
model described above, the laser line width indicates that
there are variations in the specification of each coherent
photon due to phase noise and fluctuations in the cavity
size. Furthermore, the coherent photons co exist with
incoherent photons.
For simplicity it will be assumed that the replicate
system has stabilized in a region of state space where
there are a constant number R of replicates of length
PR and X non replicates of length PX . The config-
uration is represented by a string of length N . A
typical string in the attractor region is of the form
S = r1r2x1x2x3r3x5x3x3, ...rK. Here ri represents the
ith replicate from M possibilities and xj represents the
jth non replicate from K possibilities.
The Appendix shows that in this case the algorithmic
entropy in the attractor region becomes:
Hprov(S) ∼= log2P +Rlog2M +Xlog2K
+ log2PR + log2PX + log2R+ log2X
+ |specification of replicate pattern|
+ |specification of each non replicate|. (15)
The shortest description will involve deriving one of
N , R, PR, PX and X from the others (e.g. N). The
term representing the Shannon entropy, the uncertainty
measure is log2P+Rlog2M+Xlog2K. This virtually the
same as log2(number of members in set) [10]. TABLE
II shows how the entropy increases as the system becomes
more complex.
E. The state space trajectory
The approach can be used to inquire into the com-
putational processes that determine the state space tra-
jectory of a replicating system. The following outlines
a schematic representation of this evolutionary process.
Let the configuration be specified by a point in a state
space consisting of replicates and non replicates. The
physical laws that determine the system’s trajectory are
embodied in structures of atoms and molecules that pass
through the system. Let the computation-from-within
process acting on the initial string s, be considered as
a two stage computational step. At the first stage, the
configuration changes when a computational operator Ur,
representing the physical process of replication, on find-
ing a replicate operates on a neighbouring non replicate
and reproduces the replicate or a variation of it. At the
second stage another operator Uphys, representing a non
replicating physical process, increments the state space
coordinates of each molecule or molecular component.
For example, in the system of photons and atoms de-
scribed above where photon coherence emerges, Uphys
shifts each atom’s state coordinates by atomic collisions
or by the absorption of a coherent photon. I.e. Uphys
operates on the given microstate of the system that in
general will include replicated units.
After t steps the outcome string is given by
(UphysUr)
ts = s′,
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TABLE II: Increase of provisional algorithmic entropy with
more complex systems of replicates and large N .
Entropy of fixed replicate log2L+ log2r
pattern ‘abcd..e’
Entropy of variable replicate Llog2M+ log2P + log2L
pattern with M variations +|pattern of replicates|
Entropy of variable replicates log2P +Rlog2M+Xlog2K
with births and deaths log2PR + log2PX + log2R
+log2X + |pattern of replicates|
+|non replicates|
where s′ is an alternative microstate of the system. While
Ur drives the computational process towards complete
replication, Uphys shifts the state point to a different
coordinate of the allowable state space. The trajectory
through state space of a noisy replicating system takes
place in three stages, as is illustrated in Figure 1. The
trends follow a discrete form of something like Eq. 1.
• Initially, when no replicates exist, UphysUr takes
the microstate on a path that would at first sight
pass through all the states in the system.
• When a replicate appears as a segment of the string
representing the current microstate of the system,
Ur duplicates the replicate. Uphys, as part of the
same computational step, will shift the microstate
to its next configuration, perhaps modifying the
replicate or dismantling it. When there are few
replicates their numbers will grow linearly with
each step dn/dt ≈ n/τ The trajectory of the sys-
tem will trend towards an attractor region of state
space where the microstates specify a large number
of replicates.
• As the number of replicates increases, Uphys will in-
evitably dismantle a replicate; essentially reducing
the number in the microstate description. For ex-
ample, when the number of photons becomes high
relative to the number of atoms in the ground state,
a coherent photon will be absorbed and at a later
time another will appear. At this point, as the
number of steps progresses, replicates will be de-
stroyed and others will appear and the expectation
value of dn/dt = 0.
• While there is no algorithmic information or en-
tropy loss by the ejection of energy, or molecular
species, the whole state space is accessible to the
computing process, but the system will dwell for a
long period in a region where the number of repli-
cates is high. However if there is a loss, as for
example when latent heat is passed to the environ-
ment in a crystallisation process, the trajectory of
the system will be constrained permanently in the
attractor region of state space; the exact number
of replicates fluctuating about a stable situation.
FIG. 1: State space trajectory of replicating system.
Provided that no further information or entropy is
exchanged, and all remaining steps in the comput-
ing process are reversible, the system will stay in
the attractor region of state space.
F. Adaptation of replicates in an open system
The new resources flowing into an open system are
seen as additions to the input string expanding its state
space. Similarly, resources flowing out of the system lead
to a loss of information and a contraction of the state
space. Where a changing input mix creates new compu-
tational paths available to Uphys and Ur, some variations
of the replicate may become less likely, while others may
become more likely. The replicates that emerge will be
selected (e.g. see Lifson et al. [23]) and will represent
only a subset of possible replicates. Ignoring the pos-
sibility that the system’s trajectory will depend on the
order in which certain variations (i.e. mutations) occur
[24], the attractor-like region of state space will become
a smaller portion of the originally larger region.
The outcome is akin to Ashby’s law of requisite variety
[25]; to survive a system must generate sufficient variety
to match the variety in the external environment. When
a different mix of information bits is added to the system
as part of the input string, the real world computation
will stall if the resources accessible to the physical sys-
tem are not appropriate to carry the system to the next
point of the trajectory. I.e. the system cannot gener-
ate sufficient variety to cope with change of the input
states. Where sufficient variations of the replicate exist,
the system will adapt, and the computation will settle in
a narrow region of state space.
VI. IRREVERSIBILITY
Replicates in an isolated attractor-like region of dy-
namical state space, die and are born as the state tra-
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jectory moves through the microstates of the subspace.
But if energy or material can diffuse elsewhere under the
influence of the appropriate physical laws, the attractor-
like [28] region becomes far-from-equilibrium in terms of
the whole universe of states. In order to maintain home-
ostasis, it is necessary to replace the lost information and
eject disorder, i.e. the waste material and heat that the
system produces.
Removal of waste material and energy, or the addi-
tion of further inputs such as catalysts, may increase the
probability of replication and therefore increase the rate
at which the system settles in the homeostatic region of
its state space. If a system of, say, magnetic spins is to
become more ordered, latent heat must be removed from
the information degrees of freedom. Reversibility only
occurs when the system is completely isolated, in which
case, the net increase of replicates will be zero. Forward
drivers, such as error accumulation [7] or the removal of
chemical material are needed, but these make the pro-
cesses irreversible.
If the simple laser model is to be maintained off equi-
librium, the lasing atoms will need to be pumped from
an external source, e.g. by other photons. From a com-
putational point of view, the information being passed
to the environment from the information bearing degrees
of freedom, must be compensated for by the information
provided by the external photons that excite the lasing
atoms. In this case, the attractor-like region maintains
its basic shape but drifts through the hyper cube of the
state space as similar degrees of freedom are added or re-
moved. If the structures in the input string that carry the
physical laws governing the computational process are
dismantled during the computational process, replace-
ments are needed to allow the computation to continue.
Other structures like catalysts exist throughout the com-
putation and provide computing resources but remain
unchanged as entropy flows in and out. An account of
all the entropy or information flowing in and out of a
system implies that information is neither created nor
destroyed, but is conserved. While this does not seem
to be completely consistent with the second law of ther-
modynamics, it is only at the level of the universe as a
whole that information might appear conserved. How-
ever, at this level, if a classical universe starts in a highly
ordered state, the observer, as part of the universe has
insufficient degrees of freedom to model the universe as
a whole. As the algorithmic description of the universe
must be from a reversible computing-from-within point of
view its overall entropy increase is related to the number
of steps undertaken in the computing process. Each step
in the evolution of the universe as a whole may in prin-
ciple be reversible. The description of a state following
the t steps to the present time determines the algorith-
mic entropy of the universe (e.g. see [6]). The algorithm
describing the computation of the universe, which is the
algorithmic equivalent of a free expansion to previously
states that were not previously accessible, is something
like,
STATE = initial state
FOR STEP = 0 to t
Compute next STATE.
NEXT STEP . (16)
The length of the reversible algorithm is KRwithin(t) ≈
|initial state|+ log2t+ |physical laws| and increases with
log2t. As the universe is assumed closed, the most likely
configurations are the completely disordered equilibrium
states. These will emerge after time t′ where, log2t
′ ≫
log2t. An external observer would describe the universe
initially with a highly compressed algorithmic specifying
the ordered state, but after a time t′ the universe would
exist for long periods in configurations that are random
or disordered.
VII. COUPLING OF REPLICATOR SYSTEMS
Replicates that use resources more efficiently will have
survival advantages. Autocatalytic sets of molecules, or
forms of spatial clustering that become replicating units
(e.g. DNA in a cell), settle in a more confined area of
state space. Because resources are transferred within
the set rather than escaping to the rest of the system,
the overall loss of information is less and the replicating
structure will be easier to maintain in an off-equilibrium
region. When the output string from one replicating sys-
tem is used as input information to another replicating
system, both become interdependent and tend to stabi-
lize each other; the off-equilibrium ordered state is main-
tained with a lower throughput of energy and informa-
tion. For example, where photons from one laser system
create a population inversion in another laser system,
there is less entropy loss to the environment. The cou-
pled systems co evolve by using resources more efficiently.
In a resource constrained environment, dependence will
emerge in preference to alternatives. As the coupled sys-
tems need less external resources they are more stable
against input perturbations. Their mutual attractor-like
region will not drift through state space at the same rate
as similar, but uncoupled, systems.
A. Nested systems
Coupled systems can be nested to form a larger repli-
cating system as, for example, when coupled cells are
nested within functional tissue which in turn is nested in
an organism. Chaitin’s [26] concept of ‘d-diameter com-
plexity’, which quantifies order at different levels of scale,
applies to nested systems.
Figure 2 illustrates a nested system of replicators. Let
Hd0 represent the algorithmic entropy of the system,
based on its minimal description at the largest scale d0
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FIG. 2: Nested structures at scales d0, d1, d2 and d3.
FIG. 3: Variation of d-diameter complexity with scale; —
nested replicators with no variation; – – – – – nested replica-
tors with variation; - - - - No organization at any scale.
(see Figure 3). Because nested structures can be de-
scribed by nested algorithms, the algorithmic description
is relatively short. However where the system is disman-
tled so that the large scale structure is destroyed and
the system becomes a collection of structures at scale
d1 < d0, the entropy increases as the large pattern is lost.
The algorithmic description must specify each structure
at this scale and how the structures are assembled. For
d1 ≤ d ≤ d0, Hd > Hd0, the entropy remains about the
same until the scale reduces below that of d1, the next
level of pattern. The algorithmic description at the scale
d2 < d1 must include more detailed specifications and as-
sembly instructions. At the smallest scale, all the order is
suppressed. An exact detailed description of every piece
of structure is required together with the description of
the assembly algorithm.
Figure 3 captures how the algorithmic entropy de-
creases as the scale is increased. The stepped bold line
shows an ideal system where the nested systems at each
level of scale are identical. As the scale of nesting in-
creases, the entropy decreases. The dashed line shows
how variations in replicates at a given scale smooth out
the steps in the ideal case, leading to a lower decrease of
algorithmic entropy with scale. However, where no orga-
nization at all exists the algorithmic entropy is the same
at all levels of scale as shown by the dotted horizontal
line, Hmax in figure 3. Chaitin [26] quantifies the degree
of organization (Dorg) of structure X by:
Dorg = Hmax(X)−Hd0(X).
The degree of organization, corresponds to Kolmogorov’s
“deficiency in randomness”. This is a measure of how
far a system is from equilibrium. If the previous discus-
sion on an open system (section VF) is interpreted in
terms of Figure 3, there is seen to be a trade off between
high organization and high variety for a system to be
viable. Higher variety systems, with higher algorithmic
entropy and therefore lower Dorg will be more viable off
equilibrium, than systems with high Dorg, as the former
have the flexibility to evolve within a larger region of
their state space. As nesting can increase organization
and thereby decrease entropy faster than any entropy
increase due to variation, nesting compensates for the
variation needed to ensure a structure is stable against
change. Indeed, this may be an inevitable consequence
of selection processes acting on structures. Interestingly,
as software variation occurs at lower levels of scale, it
would appear to be algorithmically more efficient to gen-
erate variation through software (e.g. variation in DNA)
rather than directly.
VIII. CONCLUSION
This paper shows how algorithmic entropy provides a
measure of the order in some simple models of replicating
systems. The models suggest that the process of replica-
tion may underpin much of the order observed in far from
equilibrium systems. Structures comprising order nested
within order, characteristic of highly ordered living sys-
tems, can be analyzed within an algorithmic framework.
Such nested structures may even be inevitable given
the physical laws underpinning the universe, as nesting
makes more efficient use of resources and partially com-
pensates for variation in replicating processes. While it is
too difficult to provide a detailed algorithmic description
of most real systems, the algorithmic entropy approach
may well be useful in understanding incremental changes
to real systems and, as well, provide broad descriptions
of system behaviour.
APPENDIX A: REPLICATION WITH
VARIATION
Let S describe a microstate made up of a selection
of R replicates of length PR from the M possibilities
r1, r2, r3, ...rM, interspersed with X non replicates of
length PX from the K possibilities x1, x2, x3, ...xK. The
mixed string S looks like r1r2x1x2x3r3x5x3x3, ...rK and
its length is given by N = RPR+XPX . The code for the
string representing this configuration will consist of the
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code for each different replicate, with length log2M and
the code for each non replicate with length log2K. How-
ever there will be many different arrangements with the
same replicates and non replicates. The number of these
different arrangements in the string of replicates and non
replicates can be determined if each replicate in S is re-
placed by an ‘r’and each non replicate by an ‘x’ where the
subscripts are ignored in the first instance. Let S′ repre-
sent this simplified string of a mixture R of characters r
and X of characters x. S′ has the form rrxrr . . . xxrx.
If there are P = (R + X)/(X !R!) arrangements of S′
strings, each possible arrangement of replicates and non
replicates can be represented by a code of length log2P .
Once this code is determined, the detailed structure of
each r and x can be specified by a subroutine. I.e. the
algorithm that generates the string from the code can be
obtained by combining the following separate algorithms,
allowing for the O(1) instruction that concatenates the
routines.
• An algorithmic routine of length log2P that identi-
fies the specific arrangement of replicates and non
replicates. The length of this routine can be de-
noted by Hprov(S
′)
• A routine that, given a particular arrangement,
picks each replicate in turn and decodes it. This
routine can be denoted by
Halgo(replicates|S
′) = Rlog2M+ log2R+ log2PR|
+ |specification of replicate pattern|.
• A routine that given a particular arrange-
ment picks each non replicate in turn and
decodes it. This routine is denoted by
Halgo(non replicate|S
′) = Xlog2K + log2PX +
log2X + |specification of each non replicate|.
Putting these together
Hprov(S) ≤ Hprov(S
′) +Halgo(replicates|S
′)
+Halgo(non replicate|S
′) +O(1).
I.e. the algorithmic entropy in the attractor region
then becomes:
Hprov(S) ∼= log2P +Rlog2M+Xlog2K
+ log2PR + log2PX + log2R+ log2X
+ |specification of replicate pattern|
+ |specification of each non replicate|. (A1)
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