Abstract-We study chemostat models with constant substrate input concentrations. We allow growth functions that are not necessarily monotone. The measurement is the substrate concentration, which is piecewise constant with a nonconstant delay, so only sampled observations are available. Under new conditions on the size of the delay and on the largest sampling interval, we solve the problem of asymptotically stabilizing a componentwise positive equilibrium point with the dilution rate as the control. We use a new Lyapunov approach.
I. INTRODUCTION
The chemostat is a laboratory device used for the continuous culture of microorganisms. It was proposed simultaneously by Monod and by Novick and Szilard in the 1950s; see [14] and [15] . Today, it is often viewed in biotechnology, ecology, and microbiology as an ideal representation for modeling microorganism or cell growth rates, wastewater treatment processes, or any natural environment such as a lake; see [1] , [2] , [6] , [7] , [9] , and [17] . The dynamics of the main variables evolving in the chemostat (which are basically the microorganism and substrate concentrations) are usually based on mass-balance equations and described by various mathematical models; see [4] , [13] , and [18] . Controlling such models is often difficult, notably because of their nonlinearity [3] . Like many other biological systems, the systems suffer from a lack of online sensors and actuators.
Even more crucial is the fact that online devices, such as those used for measuring substrate or biomass concentrations, deliver discrete variables with delays when they are available. The control laws are usually designed using continuous models and are discretized before being applied to the real system. Practitioners then rely on the robustness of the control laws with respect to measurement delays, in order for the control to realize its objectives. Measurement delays are not the only disturbances that the user may encounter, and it is expected that control performances could be improved if these characteristics are taken into account at the control design step. To the best of the authors' knowledge, no rigorous theoretical study in the literature addressed the Mazenc measurement delay problem that we consider here. The paper [16] assumes that the measurements are continuous. These remarks motivated [10] and the present work, which complements [10] . In this paper, we consider the classical model of the chemostat described in [18] with one substrate and one species. The growth rate is assumed to be of Haldane type (i.e., having a limitation on the growth for low substrate concentrations, and inhibition at high concentrations) and the input substrate concentration is assumed to be constant. The dilution rate is used as a control. Controlling this system is a challenging problem, for two main reasons. First, results such as [12] that establish global asymptotic stability under suitable bounds on the delay and sampling intervals are based on state feedbacks and certain strict Lyapunov function constructions. The work in this paper entails output feedbacks, and so is beyond the scope of [12] . Second, the model generally admits multiple equilibria when the dilution rate is constant. One is locally exponentially stable, and another is unstable. In [10] , the problem of stabilizing points of the first type was addressed, while here we stabilize points of the second type, under inhibition at high substrate concentrations as modeled by the Haldane function. For this latter case, we construct a stabilizing control law that only requires measurements of the substrate concentration, which are assumed to be piecewise constant and delayed. The control law ensures asymptotic convergence to the equilibrium point, when suitable bounds on the size of the delay and on the largest sampling interval are satisfied. This contrasts with [10] , where no bounds of this type were imposed. The reason why this extra constraint seems needed is that we stabilize points which can be exponentially unstable when a constant dilution rate is chosen.
Here, we perform a stability analysis for the system in closed loop with our new feedback controller, based on Barbalat's Lemma and barrier type functions. It is reminiscent of the theoretical contribution of [12] . However, the main result of [12] does not apply, so a new proof is required. Our proof is also very different from the one in [11] , which assumes that the growth rates are given by a known analytic expression of Haldane or Monod type and that measurements for the species levels are available in the control design, making it possible to design Lyapunov functionals.
II. MODEL AND NOTATION
We consider the following model of the chemostat: 
Here C 1 means continuously differentiable. Assumption 1 is satisfied by all functions of the form
where k i > 0 for i = 1 to 3 are arbitrary constants, by
Functions of the form (2) are called Haldane functions. Moreover, we can prove the following, where a function α : [0, ∞) → [0, ∞) is said to be of class K ∞ provided α is continuous, strictly increasing, and unbounded and satisfies α(0) = 0, and µ ′ 1 (0) should be understood as a derivative from the right.
Lemma 1: If Assumption 1 holds, then we can find a function
For the proof of Lemma 1, see the appendix below. (2)), then one can easily check that the system (1) admits the locally stable equilibrium (s in , 0) and a locally unstable positive equilibrium point of the form (s * , s in − s * ). Here s * > 0 is such that D = µ(s * ) and s * ∈ (s M , s in ). The work [10] solved the problem of globally stabilizing an equilibrium point that can be locally exponentially stabilized through a constant dilution rate.
To make our sampling control objective precise, fix two constants ǫ 1 > 0 and ǫ 2 > 0 such that ǫ 2 > ǫ 1 , and let {t i } be any sequence of real numbers such that t 0 = 0 and
for all i ∈ N ∪ {0}, where N = {1, 2, . . .}. We let τ f ≥ 0 be a constant, and we define the function τ by
which is reminiscent of the sampling that was used, e.g., in [5] . From this definition, it follows that when j ≥ 0 and
Thus, the function t − τ (t) is piecewise constant. For instance, when τ f = 0 and t j = j for all j ≥ 0, then t − τ (t) = j for all t ∈ [j, j + 1) and j ≥ 0.
Notice for later use that for all t ≥ 0, we have
We assume that the only measurement available is s(t−τ (t)). Our control objective is the asymptotic stabilization of the point E * = (s * , s in −s * ) for any constant s * ∈ (0, s in ), with a nonnegative valued feedback of the form D(s(t − τ (t))).
Notice that E * is positive and is an equilibrium point of (1) if and only if D(s * ) = µ(s * ).
III. MAIN RESULT
Under our Assumption 1, we fix any functions µ 1 and γ that satisfy the requirements from Lemma 1 and any constants s in ≥ s M and s * ∈ (0, s in ). We use the constants
and
where τ M is from (6) . The properties of µ 1 and γ ensure that (7)- (9) are well-defined and positive. Finally, we assume:
The constant τ M from (6) is such that
are all satisfied. Since s * < s in and µ 1 strictly increases, we get µ 1 (s in ) > µ 1 (s * ), so it is usually easy to determine a constant τ > 0 such that (10) is satisfied for all τ M ∈ (0, τ ). See the example below where we check our assumptions. Our main result is:
Theorem 1: If Assumptions 1-2 hold, then for all constants s in ≥ s M and s * ∈ (0, s in ), all solutions of (1) on the state space (0, ∞) 2 , in closed loop with
asymptotically converge to (s * , s in − s * ).
IV. PROOF OF THEOREM 1
Fix any continuous initial function
2 for the corresponding closed loop system
1+γ(s(t−τ (t))) x(t).
(13)
We must prove that this initial condition generates a positive valued solution (s(t), x(t)) of the system (13) that is defined over [0, ∞) and is such that lim t→∞ (s(t), x(t)) = (s * , s in − s * ).
First
Step. One can easily prove that the solution (s(t), x(t)) is defined over [−τ M , ∞) and positive valued, since D(t)s in > 0 would giveṡ(t) > 0 at any time t when s(t) = 0. We next prove that the solution is bounded. Set
An elementary calculation giveṡ
Here and in the sequel, all equalities and inequalities should be understood to hold for all t ≥ 0, unless otherwise noted. Consequently, |z(t)| ≤ |z(0)| for all t ≥ 0. It follows that
where c a = s in + |s in − s(0) − x(0)|. Also, (15)- (16) give
(τM −t) (17) for all t ≥ τ M , since γ is nondecreasing.
Second Step. We prove by contradiction that there is a t a > 2τ M such that s(t a ) ∈ (0, s in ). Assume that for all t > 2τ M , we have s(t) ≥ s in . Then for all t > 2τ M , we get −µ(s(t))x(t) < 0 and
Hence,ṡ(t) < 0 for all t > 2τ M . Since s(t) is lower bounded by s in , it follows that s(t) converges to some limit s l such that s l ≥ s in . Since s(t) = s in − x(t) − z(t) < s in − z(t) and z(t) converges to zero, we get s l = s in . Therefore,
1+γ(sin) and lim t→∞ µ1(s * )
Since µ 1 is strictly increasing and s in > s * , we deduce from (19) that there is a t b > t a such that for all t ≥ t b , we have µ(s(t)) − µ1(s * ) 1+γ(s(t−τ (t))) ≥ c b , where
It follows from (13) thatẋ(t) ≥ c b x(t) holds for all t ≥ t b , so lim t→∞ x(t) = ∞. This contradicts the boundedness of x(t), which followed from (16) . Since D is positive valued, we conclude that there is t a > 2τ M such that s(t) ∈ (0, s in ) for all t ≥ t a , sinceṡ(t) < 0 at any time t when s(t) ≥ s in .
Third
Step. We prove that there are constants t c ≥ t a and s △ ∈ (0, s in ) such that for all t ≥ t c , we have s(t) < s △ .
With z defined in (14), we can use the fact that s(t) = s in − z(t) − x(t) to geṫ
1+γ(sin−x(t)−z(t)+s(t−τ (t))−s(t)) x(t) .
(21) Also, for all t ≥ 2τ M , we get
Since s in − s(t) ≥ 0 holds for all t ≥ t a , it follows that for all t ≥ t a + 2τ M we get
|z(m)|dm (24) where µ a and τ M are from (6) and (7), since the quantity in curly braces in (23) is bounded above by µ 1 (s * )(s in −s(m)).
Let q be the left side of (10). Since γ is nondecreasing, we deduce from (22) and (24) and the fact that x(t) ≤ c a that
|z(m)|dm)
.
(25)
Hence, (21) giveṡ
for all t ≥ t a + 2τ M , where
|z(m)|dm (27) and
and z t is defined by z t (s) = z(t+ s) for all t ≥ 0 and s ≥ 0, and where we extend µ 1 so that it is zero on (−∞, 0).
Since lim t→∞ z(t) = 0, we can use our bounds (16) to get lim t→∞ λ(x(t), z t ) = 0. Hence, we deduce from (26) that there is a t c > 2τ M such that for all t ≥ t c , we havė x(t) ≥ q 2 + κ(x(t)) x(t). Since κ is continuous and κ(0) = 0, there is an x p ∈ (0, s in ) such that for all x ∈ [0, x p ], we have κ(x) ≥ − q 4 . Then we can find a t d ≥ t c such that for all t ≥ t d , we have
This follows becauseẋ(t) ≥ qx(t)/4 at all times t when x(t) ∈ (0, x p ]. Also, (17) implies that there is a t f ≥ t d such that for all t ≥ t f , the inequalities
hold. Using the definition of z and (29)-(30), and setting
4 , we deduce that for all t ≥ t f , we have
Fourth
Step. We build a functional U 1 , which we later add to a double integral term to prove our convergence property. Using z as defined in (14) and (3) gives this for all t ≥ t M :
Since γ(s(t))−γ(s(t−τ )) = t t−τ (t) γ ′ (s(m))ṡ(m)dm holds for all t ≥ 2τ M , we can use (32) to geṫ
for all t ≥ 2τ M , where
We use
which is of class C 1 over [0, s in ), and is nonnegative valued when evaluated at s(t) for values t ≥ t c , by the third step. It follows from (33) that its derivative along all trajectories of the closed loop system for all t ≥ t a + 2τ M satisfieṡ
Using the third step and the fact that µ(s) ≤ µ 1 (s) for all s ≥ 0, we deduce that if t ≥ t c + 2τ M , theṅ
is satisfied. From the definition of ρ l in (8) and the fact that s(t) < s ∆ holds for all t ≥ t c + 2τ M , we deduce thaṫ
|ṡ(m)|dm 1+γ(s(t−τ (t)))
when t is large enough. The last inequality in (37) is a consequence of the definition of ̟ s in (8) , which implies that (µ 1 (s * ) − µ(s(t))(s * − s(t)) ≥ ̟ s (s * − s(t)) 2 when we use the Mean Value Theorem (which we use to upper bound the first quantity in square brackets in (37) by the first two terms after the second inequality in (37)), and (17) and (24).
Consequently, our constant ρ m > 0 from (9) is such thaṫ is bounded. We deduce that s(t) is uniformly continuous. Also, z(m) is integrable, since (17) ensures that |z(m)| exponentially decays to 0. Hence, it follows from Barbalat's lemma and the inequality (44) that lim t→∞ (s(t) − s * ) = 0. This implies that lim t→∞ s(t) = s * and
This concludes the proof.
V. EXAMPLE
Our theorem ensures asymptotic convergence for all componentwise positive initial functions. To illustrate the theorem in an example, we use the growth rate and constant µ(s) = 0.5s 1+s 2 and s in = 1 .
Since µ ′ (s) = 0.5
Assumption 1 and the requirements of Lemma 1 hold using s M = 1 and µ 1 (s) = 0.5s and γ(s) = s 2 for all s ≥ 0. We take s * = 0.25. Then the constants from Section III are ̟ s = ̟ l = 0.5, ρ l = 2, µ a = 0.125, and
If τ M < 1, then the maximum in (48) occurs at ℓ = 1, so ρ m ≤ 0.5(1 + 0.1375) 2 = 0.6469. Also our condition (10) from Assumption 2 reads To illustrate our findings, we ran Mathematica simulations with τ M = 0.5, t j = j/2 for all j ≥ 0, and τ f = 0, using the corresponding closed loop dynamics
where ⌊a⌋ = max{j ∈ {0, 1, 2, . . .} : j ≤ a} is the floor function. In Figures 1-3 below, we plot the components of the state and the control for different initial conditions. The control values D(t) appear as jagged lines because of the 0.5 sampling time in the control. In each case, the state vector (s(t), x(t)) converges to (s * , s in − s * ) = (0.25, 0.75), so our simulations help validate our theoretical findings.
VI. CONCLUSIONS
We contributed to the literature on the chemostat, which is a key biotechnological device that is used to culture microorganisms. Using a new barrier Lyapunov function approach that is inspired by Lyapunov functionals for adaptive control problems, we provided a new feedback analysis for two state chemostats whose uptake functions are not necessarily monotone, e.g., where they are of Haldane type. Our new feedback only requires piecewise constant delayed measurements of the substrate level, and ensures global asymptotic convergence to an equilibrium point. We combined our novel Lyapunov functional type approach (using the novel functional (40)) with Barbalat's Lemma. In future work, we hope to exploit our Lyapunov-like functional decay conditions to generalize our analysis to cover chemostats with several competing species that contain uncertainties; see [1] and [8] for undelayed versions of such systems.
APPENDIX: PROOF OF LEMMA 1
We construct functions µ 1 and γ that satisfy the requirements of Lemma 1. Let ε ∈ (0, s M /2) be a constant such that ε max{µ ′ (ℓ) : 0 ≤ ℓ ≤ s M } < 2µ(s M /2) and set so γ is nondecreasing, and µ 1 and γ satisfy our requirements.
