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Abstract
We study homoclinic orbits to a saddle-center of a fourth-order ordinary differential
equation, which is invariant under the transformation x- x; involving an eigenvalue
parameter q and an odd, piece-wise, cubic-type nonlinearity. It is found that for a sequence of
eigenvalues which tends to inﬁnity, homoclinic orbits exist whose complexity increases as the
eigenvalue becomes larger. These orbits are found to be embedded in branches of homoclinic
orbits to periodic orbits as x-7N:
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years there has been a considerable interest in fourth-order model
equations such as the extended Fisher–Kolmogorov equation
@u
@t
¼ g @
4u
@x4
þ @
2u
@x2
þ u  u3; g40; ð1:1Þ
proposed in 1988 by Dee and Van Saarloos [10] as a model for bi-stable systems, and
the Swift–Hohenberg equation
@u
@t
¼ ku  1þ @
@x2
 2
u  u3; kAR; ð1:2Þ
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proposed by Swift and Hohenberg [23] in studies of hydrodynamic instability. Both
equations are used in the description and analysis of complex patterns [8,9,12,13,21]
kinks, or heteroclinic orbits, which connect two different uniform states, pulses, or
homoclinic orbits to one of the uniform states, and periodic patterns with a
nontrivial structure. For an overview of recent results, especially about stationary
patterns, we refer to [3,20] and the literature cited therein.
After an appropriate transformation, stationary solutions uðxÞ of (1.1) and (1.2)
are found to be solutions of the equation
uiv þ qu00 þ f ðuÞ ¼ 0; qAR; ð1:3Þ
in which primes denote differentiation with respect to x: For the extended Fisher–
Kolmogorov equation the transformation involved is
x ¼ g1=4x; uðxÞ ¼ uðxÞ and q ¼  1ﬃﬃ
g
p ; ð1:4Þ
and for the Swift–Hohenberg equation, when k41; the scaling is
x ¼ ðk 1Þ1=4x; uðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k 1
p
uðxÞ; q ¼ 2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k 1p : ð1:5Þ
In both cases the function f ðsÞ becomes the cubic
f ðsÞ ¼ s3  s: ð1:6Þ
In the present paper we analyse the existence of homoclinic orbits of Eq. (1.3)
which tend to the origin u ¼ 0 as x-7N for a speciﬁc form of f given in (1.7).
Homoclinic orbits to the uniform states u ¼71 have been obtained for values of
qAð ﬃﬃﬃ8p ; ﬃﬃﬃ8p Þ in [20,22]. For these values of q the states u ¼ 1 and 1 are saddle-foci,
with two-dimensional stable and unstable manifolds. In contrast, u ¼ 0 is a saddle-
centre for all values of q and the stable and unstable manifolds are both one
dimensional. Thus, the existence of homoclinic orbits to u ¼ 0 is less likely. We shall
have to carefully tune the parameter q in (1.3) in order for a pulse to exist.
Homoclinic orbits to saddle-centres have attracted a great deal of attention. We
mention the paper by Mielke et al. [19] and the surveys of Champneys [4,5] and the
references quoted therein. Concerning equations such as (1.3), we mention a result of
Amick and McLeod [1], and Hammersley and Mazzarino [16] (see also [11]), which
proves the nonexistence of such orbits for the function
f ðsÞ ¼ s2  s:
For the cubic function f of (1.6) Grotta Ragazzo [14,15] proved that once a
homoclinic orbit is found for some value q there exist inﬁnitely many such orbits for
values of q in any small neighbourhood around q:
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For a related equation,
1
12
uiv þ u00  l2u þ u3 þ 3
4
uðuu00 þ u02Þ ¼ 0:
Kivshar et al. [17] established numerically the existence of homoclinic orbits for the
equation for discrete values of l; and for a similar equation, arising in the theory of
water waves, with a second-order nonlinear term, we mention the work of
Champneys and Groves [6].
In the present paper we study Eq. (1.3) when f is given by the piecewise linear
function
f ðsÞ ¼
s þ 1; sp 1
2
;
s; jsjo1
2
;
s  1; sX1
2
:
8><
>: ð1:7Þ
Like the cubic function (1.6), this function is odd and has qualitatively the same
shape. However, since it is piecewise linear, we can make explicit computations, and
so obtain very precise results about existence and multiplicity of pulse-type solutions.
Since we seek homoclinic orbits to the constant solution u ¼ 0; the local behaviour
around u ¼ 0 is important. Linearising around the origin we obtain the equation
uiv þ qu00  u ¼ 0;
with the associated characteristic equation
l4 þ ql2  1 ¼ 0:
It has two real roots l ¼7m; and two imaginary roots l ¼7io: Here
mðqÞ ¼ 1ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2 þ 4
pq
and oðqÞ ¼ 1ﬃﬃﬃ
2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2 þ 4
pq
: ð1:8Þ
For this reason, u ¼ 0 is called a saddle-centre. Thus, the stable and the unstable
manifold are both one dimensional, and it is not evident that they will intersect to
form a homoclinic orbit. We shall ﬁnd that this happens at an inﬁnite sequence fqkg
of values of q; which tend to inﬁnity as k-N:
Speciﬁcally, we prove the following theorem:
Theorem 1.1. There exists an infinite sequence fqk42: k ¼ 1; 2;yg which tends to
infinity such that for q ¼ qk Eq. (1.3), with f given by the nonlinearity (1.7), has an even
homoclinic orbit uðxÞ to the origin u ¼ 0: It has the following properties:
u40 on R and uð0Þ41þ 1ﬃﬃﬃ
2
p ð1:9Þ
and
u0ðxÞo0 for 0oxoN: ð1:10Þ
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The graphs of the ﬁrst 10 homoclinic orbits are shown in Fig. 1(a).
Whilst for every kX1; uk and uk 0 have one sign on Rþ; the second derivative u00k
exhibits more and more oscillations as k increases. In Fig. 1(b), we show u00k for
k ¼ 1; 3; 5: In Appendix C we present a table of values of qk; zk and of uk and u00k at
the origin.
The asymptotic behaviour of the critical values qk as k-N is given by
qk ¼ 43 k þ 23þ Oðk1Þ as k-N: ð1:11Þ
In view of (1.9) and (1.10) the graphs of the solutions ukðxÞ each intersect the level
line u ¼ 1
2
precisely once (for x40), at a point which we shall denote by x ¼ zk ¼
zðqkÞ; i.e.
ukðzkÞ ¼ 12 for k ¼ 1; 2; 3;y: ð1:12Þ
We ﬁnd that zk-N as k-N; with the following asymptotic behaviour:
zðqkÞ ¼ 3p
4
ﬃﬃﬃﬃﬃ
qk
p þ Oðq3=2k Þ as k-N ð1:13Þ
or
zk ¼
p
ﬃﬃﬃ
3
p
2
ﬃﬃﬃ
k
p
þ oð1Þ as k-N: ð1:14Þ
On the other hand, as k increases, the maxima ukð0Þ decrease, and
ukð0Þr1þ 1ﬃﬃﬃ
2
p as k-N: ð1:15Þ
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Fig. 1. Homoclinic orbits: (a) 10 solitons, (b) orbits for u00kðxÞ; k ¼ 1; 3; 5:
L.A. Peletier, J.A. Rodr!ıguez / J. Differential Equations 203 (2004) 185–215188
Thus, the graphs of ukðxÞ become ﬂatter and wider as k-N: Scaling the
independent variable x according to
y ¼ xﬃﬃﬃ
q
p and vkðyÞ ¼ ukðxÞ;
we ﬁnd that
vkðyÞ-VðyÞ as k-N
uniformly in C1ðRÞ; where V is the unique even positive solution of the problem
V 00ðyÞ þ f ðVðyÞÞ ¼ 0; Vð7NÞ ¼ 0:
As discussed in [7,18] (see also [4,5]) homoclinic orbits—or solitons—can be
viewed as embedded in branches of homoclinic orbits to periodic orbits at x ¼7N:
One such homoclinic orbit is shown in Fig. 2(a).
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Fig. 2. (a) A homoclinic orbit to a periodic orbit. (b) Bifurcation branches of homoclinic orbits.
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Fig. 3. The phase shift 2f versus q along the ﬁrst four branches.
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In Section 5 we establish the existence of branches of such homoclinic orbits. They
are shown in Fig. 2(b), where the vertical axis gives the amplitude e of the limiting
periodic solution.
An interesting question concerns the phase shift 2f between the limiting periodic
solutions at x ¼ N and þN: In Fig. 3 we show 2f versus the parameter q
along the ﬁrst four branches. The diamonds on the branches correspond to the
solitons.
2. Preliminaries
We seek even homoclinic orbits to the origin, i.e. solutions uðxÞ of Eq. (1.3)
endowed with the symmetry property
uðxÞ ¼ uðxÞ for xAR: ð2:1Þ
Thanks to the invariance of the equation with respect to the transformation u- u;
we may assume without loss of generality that u is positive at the origin. In addition
we assume that u has a local maximum at the origin. Thus
uð0Þ40 and u00ð0Þo0: ð2:2Þ
As a ﬁrst observation, we derive a lower bound for any critical value of such a
solution. The essential ingredient here is the ﬁrst integral of Eq. (1.3), which we shall
often refer to as the energy identity. It is given by
EðuÞ ¼def u0ðxÞu000ðxÞ  1
2
fu00ðxÞg2 þ q
2
fu0ðxÞg2 þ FðuðxÞÞ ¼ E; ð2:3Þ
in which E is a constant, and F is the primitive of f ; given by
FðuÞ ¼
Z u
0
f ðsÞ ds ¼
1
2
u2 þ u þ 1
4
up 1
2
;
1
2
u2 jujo1
2
;
1
2
u2  u þ 1
4
uX
1
2
;
8>>><
>>>>:
ð2:4Þ
which has been chosen so that Fð0Þ ¼ 0: Thus, a homoclinic orbit uðxÞ which
converges to the origin as x-7N has zero energy, i.e. E ¼ 0:
Lemma 2.1. Let uðxÞ be a homoclinic orbit to u ¼ 0; and let u0ðaÞ ¼ 0 for some aAR:
Then either uðaÞ ¼ 0 or
juðaÞjX1þ 1ﬃﬃﬃ
2
p : ð2:5Þ
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Proof. We evaluate the energy at x ¼ a; and remember that u0ðaÞ ¼ 0: This
yields
1
2
fu00ðaÞg2 þ FðuðaÞÞ ¼ 0; ð2:6Þ
so that
FðuðaÞÞ ¼ 1
2
fu00ðaÞg2X0: ð2:7Þ
From the deﬁnition of F we see that FðsÞo0 for sAðs0; s0Þ\f0g; where s0 ¼ 1þ 1ﬃﬃ2p :
We therefore conclude that either uðaÞ ¼ 0 or juðaÞjXs0; as asserted. &
An immediate consequence of Lemma 2.1 is that homoclinic orbits to u ¼ 0 have
monotone tails. In particular, we have
Lemma 2.2. Let uðxÞ be a nonnegative homoclinic orbit. Then there exist points x1 and
x2 ðx1ox2Þ such that
u040 for xox1 and u0o0 for x4x2
and
uðxÞ41þ 1ﬃﬃﬃ
2
p for x1oxox2:
Plainly, if uðxÞ is even, then x1o0 and x240 and x2 ¼ x1:
In the present paper we shall always assume that q42; and the question remains as
to the existence of homoclinic orbits when qp2; and the uniform states u ¼71 are
no longer saddle-centres, but saddle-foci. For the cubic function (1.6), one can
establish a lower bound for q [24].
Lemma 2.3. Let uðxÞ be a nontrivial homoclinic orbit to the origin that solves the
differential equation (1.3) in which the nonlinearity f is given by the cubic polynomial in
(1.6). Then
qX
2
ﬃﬃﬃ
7
p
3
: ð2:8Þ
For completeness we give the proof in Appendix A.
3. Existence of homoclinic orbits
In this section we turn to the question of the existence of homoclinic orbits of
Eq. (1.3) which tend to the origin as x-7N: We consider even solutions, and hence
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it will sufﬁce to ﬁnd solutions of the following initial value problem:
uiv þ qu00 þ f ðuÞ ¼ 0 for x40;
uð0Þ ¼ a; u0ð0Þ ¼ 0; u00ð0Þ ¼ b; u000ð0Þ ¼ 0;
uðxÞ-0 as x-N;
8><
>: ð3:1Þ
where a and b are so chosen that the energy identity (2.3) is satisﬁed at the origin, i.e.
1
2
b2 þ FðaÞ ¼ 0: ð3:2Þ
We assume that uðxÞ attains its maximum at the origin, and hence, that b ¼
u00ð0Þo0: We therefore conclude from (3.1) that FðaÞX0; and hence that
aX1þ 1ﬃﬃﬃ
2
p and b ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2FðaÞ
p
: ð3:3Þ
We establish the existence of nonnegative solutions uðxÞ of problem (3.1) by
explicitly constructing them. By Lemma 2.2 the graph of uðxÞ intersects the line u ¼ 1
2
only once on Rþ; and as before (see (1.12)), we denote this point of intersection by z:
We then put
uðxÞ ¼ uþðxÞ for 0pxpz;
uðxÞ for zpxoN:

ð3:4Þ
By the deﬁnition of f ðsÞ in (1.7), the function u solves the equation
uiv þ qu00  u ¼ 0:
Thus, since uðzÞ ¼ 12 it follows that
uðxÞ ¼ 12 emðxzÞ for zoxoN; ð3:5Þ
where m has been deﬁned in (1.8).
We write uþðxÞ ¼ 1þ vðxÞ: Then the function vðxÞ solves the equation
viv þ qv00 þ v ¼ 0:
Its characteristic polynomial is given by
l4 þ ql2 þ 1 ¼ 0: ð3:6Þ
For q42 the roots of (3.6) are purely imaginary. They are given by l ¼7ia and
l ¼7ib; where a ¼ aðqÞ and b ¼ bðqÞ are positive constants given by
a2ðqÞ ¼ 1
2
ðq þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p
Þ ð3:7Þ
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and
b2ðqÞ ¼ 1
2
ðq 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p
Þ ¼ 1
a2ðqÞ: ð3:8Þ
Therefore, if q42 then in view of the symmetry with respect to the origin, uþðxÞ can
be written as
uþðxÞ ¼ 1þ A cosðaxÞ þ B cosðbxÞ; ð3:9Þ
where A and B are constants.
The function uðxÞ; composed of uþðxÞ for 0pxpz and uðxÞ for xXz; will be a
solution of problem (3.1) if we can ﬁnd values for the parameters q; z; A and B such
that uþ and u; as well as their ﬁrst three derivatives, match at x ¼ z: It then follows
that uAC4ðRÞ; and that u satisﬁes the energy identity (2.3). This gives us the
following set of conditions:
1þ A cosðazÞ þ B cosðbzÞ ¼ 1
2
; ð3:10Þ
aA sinðazÞ þ bB sinðbzÞ ¼ 12 m; ð3:11Þ
a2A cosðazÞ þ b2B cosðbzÞ ¼ 1
2
m2; ð3:12Þ
a3A sinðazÞ þ b3B sinðbzÞ ¼ 1
2
m3: ð3:13Þ
If we eliminate B from (3.11) and (3.13), we obtain
A sinðazÞ ¼  m
2a
m2 þ b2
a2  b2; ð3:14Þ
and if we eliminate A from (3.11) and (3.13), we obtain
B sinðbzÞ ¼ þ m
2b
m2 þ b2
a2  b2: ð3:15Þ
Similarly, when we eliminate A and B from (3.10) and(3.12), we ﬁnd that
A cosðazÞ ¼ 1
2
m2  b2
a2  b2 ð3:16Þ
and
B cosðbzÞ ¼ þ1
2
m2  a2
a2  b2: ð3:17Þ
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We ﬁnally eliminate the constants A and B by dividing (3.14) by (3.16) and (3.15) by
(3.17). This yields the expressions
tanðazÞ ¼ m
a
b2 þ m2
b2  m2 ¼
def PðqÞ;
tanðbzÞ ¼ m
b
a2 þ m2
a2  m2 ¼
def QðqÞ:
8>><
>>:
ð3:18Þ
Lemma 3.1. The functions aðqÞ; bðqÞ and mðqÞ have the following properties:
(a) aðqÞ is strictly increasing, bðqÞ is strictly decreasing, and mðqÞ is strictly
decreasing.
(b) aðqÞ-1; bðqÞ-1; mðqÞ-
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
p
 1
q
as q-2þ:
(c) aðqÞ ¼ ﬃﬃﬃqp 1 1
2q2
þ Oðq4Þ
 
as q-N:
(d)
bðqÞ ¼ 1ﬃﬃﬃ
q
p 1þ 1
2q2
þ Oðq4Þ
 
as q-N:
(e) mðqÞ ¼ 1ﬃﬃﬃ
q
p 1 1
2q2
þ Oðq4Þ
 
as q-N:
Lemma 3.1 is readily proved by inspecting the expressions for mðqÞ; aðqÞ and bðqÞ
given by, respectively, (1.8), (3.7) and (3.8).
Inspection of the functions PðqÞ and QðqÞ reveals the following:
Lemma 3.2. The functions PðqÞ and QðqÞ have the following properties:
(a) PðqÞ is strictly increasing and QðqÞ is strictly decreasing.
(b) PðqÞ-
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
p  1
p ; QðqÞ- 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
p  1
p as q-2þ:
(c) PðqÞ ¼ q 1 3
2q4
þ Oðq8Þ
 
as q-N:
ARTICLE IN PRESS
L.A. Peletier, J.A. Rodr!ıguez / J. Differential Equations 203 (2004) 185–215194
(d)
QðqÞ ¼ 1þ 1
q2
þ Oðq4Þ as q-N:
Lemma 3.2 is proved by an elementary explicit computation.
From (3.18) we obtain two expressions for zðqÞ:
zðqÞ ¼ XmðqÞ ¼def 1
aðqÞ fmp arctanðPðqÞÞg ð3:19Þ
and
zðqÞ ¼ YnðqÞ ¼def 1
bðqÞ fnp arctanðQðqÞÞg; ð3:20Þ
where m and n are integers. Since z40; they need to be positive. Plainly, the values of
q for which a homoclinic orbit may exist must solve the equation
XmðqÞ ¼ YnðqÞ ð3:21Þ
for some positive values of m and n:
Lemma 3.3. The functions Xm are decreasing and the functions Yn are increasing.
Proof. According to Lemma 3.1, aðqÞ is increasing, and according to Lemma 3.2,
PðqÞ is increasing, so that mp arctanðPðqÞÞ is decreasing. Therefore the quotient is
decreasing.
Similarly, we know from Lemma 3.1 that bðqÞ is decreasing and from Lemma 3.2,
that QðqÞ is decreasing. Therefore, np arctanðQðqÞÞ is increasing, and the quotient
is increasing. &
Note that at q ¼ 2; we have
Xmð2Þ ¼ mp arctan 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
p  1
p
 !
;
Ynð2Þ ¼ np arctan 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
p  1
p
 !
;
and for large values of q the behaviour of XmðqÞ and YnðqÞ is given by
XmðqÞB m  1
2
 
pq1=2 as q-N;
YnðqÞB n  1
4
 
pq1=2 as q-N:
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Hence, for every pair ðm; nÞ such that m4n; there exists precisely one point where the
graphs of Xm and Yn intersect, and therefore one root qm;n of Eq. (3.21). Graphs of
XmðqÞ ðm ¼ 2; 3; 4;yÞ and Y1ðqÞ are shown in Fig. 4.
For q to admit a homoclinic orbit to u ¼ 0; it is necessary that it is a solution of
(3.21). However, it is not sufﬁcient. We also require that
uðxÞ41
2
for xAðz; zÞ: ð3:22Þ
In the following lemma we show that this condition is satisﬁed if and only if n ¼ 1
and mX2:
Lemma 3.4. For the pair ðm; nÞ; the root qm;n of Eq. (3.21) corresponds to a solution of
problem (3.1) of the form (3.4) if and only if n ¼ 1 and mX2:
Proof. Suppose that nX2: Then, by (3.20),
zðqÞX 1
bðqÞ f2p arctanðQðqÞÞg4
3p
2bðqÞ:
Thus, the point y ¼ p
bðqÞ lies in the interval ðz; zÞ: We compute u at the points x ¼ 0
and y ¼ p
bðqÞ: We have
uð0Þ ¼ 1þ B þ A;
uðyÞ ¼ 1 B þ A cosða2pÞ:
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Fig. 4. Plots of XmðqÞ; m ¼ 2; 3; 4;y and Y1ðqÞ:
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From (3.16)–(3.18) we deduce that
jAj ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ P2ðqÞ
q
 b
2ðqÞ  m2ðqÞ
a2ðqÞ  b2ðqÞ; ð3:23Þ
jBj ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Q2ðqÞ
q
 a
2ðqÞ  m2ðqÞ
a2ðqÞ  b2ðqÞ: ð3:24Þ
This means in particular that
jBj  jAj4 1ﬃﬃﬃ
2
p for every q42:
Thus
minfuð0Þ; uðyÞgp1 jBj þ jAjp1 1ﬃﬃﬃ
2
p o1
2
:
Because we know that uð0Þ41þ 1ﬃﬃ
2
p we conclude that uðyÞo1
2
; and we have shown
that for nX2 the graph of uðxÞ crosses the line u ¼ 1
2
at some point in ðz; zÞ:
Therefore uðxÞ cannot be a solution of (3.1).
It remains to show that for n ¼ 1 and mX2 the point qm;n corresponds to a
solution of problem (3.1). We shall show that u0o0 on the interval ð0; zÞ: We observe
from (3.20) that zo3p
4
1
b
ﬃﬃ
q
p :
For convenience, we rescale the variables and deﬁne
y ¼ x ﬃﬃﬃqp ; vðyÞ ¼ uðxÞ and *z ¼ zﬃﬃﬃ
q
p : ð3:25Þ
We consider the intervals I1 ¼ ð0; p4 1bðqÞ ﬃﬃqp Þ and I2 ¼ ðp4 1bðqÞ ﬃﬃqp ; 3p4 Þ separately: we
show that v00o0 on I1 and v0o0 on I2: Since v0ð0Þ ¼ 0 and *zo3p4 ; this implies that
v0o0 on ð0; *z; as asserted. &
For yAI1 we have
v00ðyÞ ¼  Aqa2 cosða ﬃﬃﬃqp yÞ  Bqb2 cosðb ﬃﬃﬃqp yÞ
o jAjqa2  Bqb2 1ﬃﬃﬃ
2
p pjAjqa2  1
2
o0;
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and for yAI2 we have
v0ðyÞ ¼  A ﬃﬃﬃqp a sinða ﬃﬃﬃqp yÞ  B ﬃﬃﬃqp b sinðb ﬃﬃﬃqp yÞ
o jAj ﬃﬃﬃqp a  B ﬃﬃﬃqp b 1ﬃﬃﬃ
2
p pjAj ﬃﬃﬃqp aðqÞ  1
2
o0:
The last two inequalities follow from a simple Maple calculation.
We conclude that when q ¼ qm;1; where m is an arbitrary integer greater than one,
then problem (3.1) possesses a solution uðxÞ of the form (3.4). In what follows we shall
put
qk ¼ qkþ1;1; kX1;
and we denote the corresponding solutions by ukðxÞ:
4. Asymptotics
The asymptotic estimates obtained in Section 3 enable us to establish the
asymptotic behaviour of the eigenvalues qk; the points of intersection zk and the
homoclinic orbits uk as k-N:
Lemma 4.1. The constants qk and zk have the following asymptotic behaviour:
qk ¼ 43 k þ 23 þ Oðk1Þ as k-N
and
zk ¼
3p
4
ﬃﬃﬃﬃﬃ
qk
p
1 1
2q2k
4
3p
þ 1
 
þ Oðq4k Þ
 
¼ p
ﬃﬃﬃ
3
p
2
ﬃﬃﬃ
k
p
þ oð1Þ as k-N:
Proof. From the two expressions (3.19) and (3.20) for z we obtain a relation between
qk and k: By Lemma 3.2, PðqÞ-N and QðqÞ-1 as q-N: Hence, by the
asymptotic expansions of arctanðxÞ for x-N and for x-1; we ﬁnd that
mp p
2
þ 1
q
þ Oðq3Þ ¼ aðqÞ
bðqÞ p
p
4
þ 1
2q2
þ Oðq6Þ
  
:
Using the asymptotic expansions of aðqÞ and bðqÞ for q-N from Lemma 3.1, we
obtain
qm;1 ¼ 43 m  23 þ Oðq1m;1Þ as m-N:
The desired estimate follows when we put m ¼ k þ 1:
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Remark. We have
arctanð1þ xÞ ¼ p
4
þ 1
2
x  1
4
x2 þ Oðx3Þ as x-0:
We use Eq. (3.20) to obtain a relation between zk and qk:
zðqÞ ¼ Y1ðqÞ ¼def 1
bðqÞ fp arctanðQðqÞÞg:
Estimating bðqkÞ by means of Lemma 3.1 and QðqkÞ by means of Lemma 3.2 we
obtain the estimate for zk as k-N: &
In order to ﬁnd the asymptotic behaviour of ukðxÞ we ﬁrst derive the behaviour of
the constants Ak and Bk as k-N:
Lemma 4.2. The coefficients Ak and Bk have the following asymptotic behaviour:
AðqkÞ ¼ ð1Þkþ1 1
q3k
þ Oðq5k Þ as k-N
and
BðqkÞ ¼ 1ﬃﬃﬃ
2
p 1þ 1
2q2k
þ 19
8q4k
þ Oðq6k Þ
 
as k-N:
Proof. It follows from Lemmas 3.1 and 4.1 that
bðqkÞzk ¼
3p
4
 1
2q2k
þ Oðq4k Þ as k-N:
Using Lemma 3.1 to estimate the right-hand side of (3.17) we ﬁnd the desired limit
for BðqkÞ:
To obtain the limiting behaviour for AðqkÞ we use the energy identity. Evaluating
it at the origin we ﬁnd that
1
2
ða2A þ b2BÞ2 ¼ Fð1þ A þ BÞ:
Because Fð1þ 1ﬃﬃ
2
p Þ ¼ 0; we can write this as
1
2
a4 A þ b
a
 2
B
( )2
¼ F 1þ 1ﬃﬃﬃ
2
p þ A þ B  1ﬃﬃﬃ
2
p
  
:
Expanding the left-hand side and the right-hand side, and using the previous results,
we obtain the desired estimate for AðqkÞ: &
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We now turn to the asymptotic behaviour of the solution ukðxÞ: The limiting
behaviour of zk established in Lemma 4.1 suggests to rescale the equations as in
(3.25). When we thus transform the differential equation we ﬁnd that vkðyÞ is a
solution of the equation
1
q2
viv þ v00 þ f ðvÞ ¼ 0; ð4:1Þ
and that *zk-3p4 as k-N: We prove the following limit:
Lemma 4.3. We have
vkðyÞ-VðyÞ as k-N
uniformly in C2ðRÞ; where V is the unique even positive solution of the problem
V 00ðyÞ þ f ðVðyÞÞ ¼ 0; Vð7NÞ ¼ 0:
Remark. Note that
VðyÞ ¼
1þ 1ﬃﬃﬃ
2
p cosðyÞ for jyjp3p
4
;
1
2
e
3p
4
jyj for jyjX3p
4
:
8>><
>:
Proof. For yX*zk we have
vkðyÞ ¼ 12 emk
ﬃﬃ
q
p ðy*zkÞ;
so that we deduce from the asymptotic behaviour of mðqÞ; as given in Lemma 3.1,
that
vkðyÞ-1
2
e
3p
4
y for y4
3p
4
: ð4:2Þ
For yp*zk we have
vkðyÞ ¼ 1þ Ak cosðaðqkÞ ﬃﬃﬃqp kyÞ þ Bk cosðbðqkÞ ﬃﬃﬃqp kyÞ: ð4:3Þ
We recall from Lemma 3.1 that aðqÞ ﬃﬃﬃqp Bq and that bðqÞ ﬃﬃﬃqp -1 as q-N and from
Lemma 4.2 that Ak ¼ Oðk3Þ and Bk- 1ﬃﬃ2p as k-N; we ﬁnd that
vkðyÞ-1þ 1ﬃﬃﬃ
2
p cosðyÞ for jyjp3p
4
:
Differentiation of (4.3) gives us that v
ðnÞ
k ðyÞ-V ðnÞðyÞ for n ¼ 1; 2; as asserted. &
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Remark. Note that the convergence is uniform in C2ðRÞ; but that v00k 0ðyÞ does not
converge, even pointwise. In Appendix B we show that derivatives v
ðnÞ
k of order nX3;
converge to V ðnÞ in some weak sense.
5. Homoclinic orbits to periodic solutions
In this section we show how the solitons found in the previous sections are
embedded in families of homoclinic orbits with oscillatory tails. These tails are
associated with the imaginary eigenvalues l ¼7io given in (1.8), and take the form
wðxÞ ¼ e cosðox þ fÞ; ð5:1Þ
where e is the amplitude and f a phase shift. Since f ðsÞ ¼ s for sA½1
2
; 1
2
 only, we
need to restrict e to the interval ½1
2
; 1
2
: Without loss of generality, we shall always
assume that eX0: The energy E of w deﬁned in (2.3) is found to be
EðwÞ ¼ 1
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2 þ 4
p
ðq þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2 þ 4
p
Þe2: ð5:2Þ
As before we look for even solutions, so that we consider the initial–boundary
value problem:
uiv þ qu00 þ f ðuÞ ¼ 0 for x40;
uð0Þ ¼ a; u0ð0Þ ¼ 0; u00ð0Þ ¼ b; u000ð0Þ ¼ 0;
uðxÞ-wðxÞ as x-N;
8><
>: ð5:3Þ
where e has been ﬁxed and f will be chosen appropriately. We look for a solution
uðxÞ of problem (5.3) which lies entirely above the line u ¼ 1
2
; and intersects the line
u ¼ þ1
2
exactly at one point zARþ: We write
uðxÞ ¼ uþðxÞ for 0pxpz;
uðxÞ for zpxoN:

ð5:4Þ
Solving problem (5.3) for u41
2
and for jujo1
2
we ﬁnd that
uþðxÞ ¼ 1þ A cosðaxÞ þ B cosðbxÞ; ð5:5Þ
where A and B are constants, and
uðxÞ ¼ Cemx þ e cosðox þ fÞ; ð5:6Þ
in which C is a constant. The amplitude e will be chosen sufﬁciently small, so that
uðxÞ intersects u ¼ 1
2
only once on Rþ:
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At z we need to match uþ and u as well as their ﬁrst three derivatives. This yields
the following conditions on the constants A; B; C; o and f: Because uþðzÞ ¼ 12 and
uðzÞ ¼ 12 we obtain
Cemz þ e cosðozþ fÞ ¼ 1
2
; ð5:7Þ
A cosðazÞ þ B cosðbzÞ ¼ 1
2
: ð5:8Þ
Matching the derivatives yields:
aA sinðazÞ  bB sinðbzÞ ¼ mCemz  eo sinðozþ fÞ; ð5:9Þ
a2A cosðazÞ  b2B cosðbzÞ ¼ þm2Cemz  eo2 cosðozþ fÞ; ð5:10Þ
þa3A sinðazÞ þ b3B sinðbzÞ ¼ m3Cemz þ eo3 sinðozþ fÞ: ð5:11Þ
System (5.7)–(5.11) can be simpliﬁed. First, the four last equations are linear in A
and B and hence these variables can be expressed in terms of the others. In this way,
we have a system with two fewer equations and unknowns. Second, by division, it
can be expressed in terms of tanðazÞ and tanðbzÞ: Introducing the variable y ¼
ozþ f; we can write the resulting system as
Cemz þ e cosðyÞ ¼ 1
2
ð5:12Þ
and
cotðazÞ ¼  a½b
2  m2 þ 2ðm2 þ o2Þe cosðyÞ
mðb2 þ m2Þ½1 2e cosðyÞ þ 2eoðo2  b2Þ sinðyÞ;
cotðbzÞ ¼  b½a
2  m2 þ 2ðm2 þ o2Þe cosðyÞ
mða2 þ m2Þ½1 2e cosðyÞ þ 2eoða2  o2Þ sinðyÞ:
8>><
>>:
ð5:13Þ
Thus, the original system is reduced to a set of two equations with four parameters:
e; q; z and y:
For e ¼ 0 this system is equivalent to that found in (3.18), and for ea0 we expect
to ﬁnd a branch of solutions which passes through qk when e ¼ 0: Note that we have
written the system in a slightly different manner to (3.18). This is due to some
continuity argument that we will need. &
Before exhibiting this branch we ﬁrst simplify the system above still further. This
can be done thanks to the following lemma, which enables us to eliminate the
variable y:
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Lemma 5.1. We have
sinðyÞ ¼ 0:
Proof. The proof relies on following the energy EðuÞ along the solution. Since it is
constant, we must have
EðuþÞ ¼ EðuÞ ¼ EðwÞ; ð5:14Þ
where EðwÞ is given in (5.2). An elementary computation shows that
EðuþÞ ¼ 14 f
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p
ðq þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p
ÞA2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p
ðq þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p
ÞB2 þ 1g ð5:15Þ
From (5.7)–(5.11) we obtain the following expressions for A and B in terms of
q; z; e and y:
A ¼ b
2  m2 þ 2eðm2 þ o2Þ cos y
2ða2  b2Þ cosðazÞ
and
B ¼ a
2  m2 þ 2eðm2 þ o2Þ cos y
2ða2  b2Þ cosðbzÞ :
When we substitute them into (5.15), we obtain the much simpler expression
EðuþÞ ¼  1
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2 þ 4
p
ðq þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2 þ 4
p
Þe2  2eð1 2e cos yÞsin yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p
¼EðuÞ  2eð1 2e cos yÞsin yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  4
p :
Thus, the equality EðuþÞ ¼ EðuÞ implies that either e ¼ 0 or, since jejo12; that
sin y ¼ 0: &
Lemma 5.1 allows us to considerably simplify equality (5.13). Since the term
cos y is multiplied by e; either we consider e40 and cos y ¼71 or else, admit
negative values of e; so that eAR and set cos y ¼ 1: Thus, the bifurcation diagram is
described by
cotðazÞ ¼ a½b
2  m2 þ 2ðm2 þ o2Þe
mðb2 þ m2Þð1 2eÞ ¼
def  1
%Pðq; eÞ;
cotðbzÞ ¼ b½a
2  m2 þ 2ðm2 þ o2Þe
mða2 þ m2Þð1 2eÞ ¼
def  1
%Qðq; eÞ:
8>><
>>:
ð5:16Þ
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Note that %Pðq; 0Þ ¼ PðqÞ and %Qðq; 0Þ ¼ QðqÞ: In what follows, we shall drop the bar
over P and Q:
Thus, formally, in a small neighbourhood of qk; the bifurcation diagram around
qk is described by the equation
Hkðq; eÞ ¼ 0; ð5:17Þ
where
Hkðq; eÞ ¼ a2ðqÞ p arccot 1
Qðq; eÞ
  
 ðk þ 1Þp
þ arccot 1
Pðq; eÞ
 
; k ¼ 1; 2y : ð5:18Þ
With the assistance of Maple, it can be shown analytically that the functions
@Hk
@q
ðq; 0Þ and q3 @Hk
@e
ðq; 0Þ
do not depend on k; they are decreasing with respect to q for every q42 and we have
@Hk
@q
ðq; 0Þr3p
4
; q3
@Hk
@e
ðq; 0Þr 1 as q-N: ð5:19Þ
In particular, @Hk@q ðqk; 0Þ43p440: Thus, by the Implicit Function Theorem the
following result holds:
Theorem 5.1.
1. For every kX1 there exists an interval ½ek ; eþk  around e ¼ 0 and an analytic function
qk : ½ek ; eþk -R which solves (5.17) and satisfies qkð0Þ ¼ qk:
2. We have
q3k
dqk
de
ð0Þs 4
3p
as k-N:
Part 2 of Theorem 5.1 follows at once from (5.19).
This is a local result. The next question is to ﬁnd the maximal interval ½ek ; eþk 
along which we can extend the branches. This issue is closely related to the behaviour
of uðxÞ and the existence and position of its local maxima and minima.
This discussion is made in detail in the next section. Note that we have to take into
account two possibilities: at the limit values e ¼ eþk and e ¼ ek ; either the condition
@Hk
@q
ðqkðeÞ; eÞa0 ð5:20Þ
fails, or either the corresponding solution of problem (5.3) fails to verify the
condition (5.4), as it was assumed at the beginning of this section. In other words,
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that the following condition fails
uðx; eÞa1
2
for every xa7z: ð5:21Þ
Note that we denote the solution by uðx; eÞ to emphasize its dependence with respect
to e:
Let us ﬁrst eliminate the ﬁrst possibility in the following lemma
Lemma 5.2. Let O ¼defð2;NÞ  1
2
; 1
2
 
: Then, we have
@Hk
@q
ðq; eÞa0; for every ðq; eÞAO:
In particular, the functions qkðeÞ defined on Theorem 5.1, can be extended to eA 12; 12
 
:
As a consequence, we can ﬁnd the solution uð; eÞ of problem (5.3) on some
subinterval ½ek ; eþk  for every kX1: The only condition that remains to be taken into
account is condition (5.21). Therefore, we deﬁne
eþk ¼def supfe40 : condition ð5:21Þ holds on ð0; eÞg
and
ek ¼def inffeo0 : condition ð5:21Þ holds on ðe; 0Þg:
In the next section we will study in more detail the dependence of u with respect to e for
the case k ¼ 1: We have sufﬁcient ingredients to state the main theorem of the section.
Theorem 5.2. For every kX1 and eA½ek ; eþk  there exists an even function ukð; eÞ that
solves the differential equation in (5.3) with q ¼ qkðeÞ and such that
ukðx; eÞ ¼ e cosðoðqÞðx  zðq; eÞÞÞ þ oð1Þ as x-7N:
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Fig. 5. The upper branch.
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6. The extent of the bifurcation branches in the (q;e) plane
In this section we follow the embedded solitons along the bifurcation branches,
both for e40 and for eo0: We ﬁrst focus on the branch passing through q1; i.e. we
set k ¼ 1; and then we brieﬂy describe comparable results for the branches through
the higher eigenvalues, i.e. for k41: We want to analyse the dependence of the orbits
on e: For this purpose, in this section we will adopt an approach partially analytical,
partially numerical.
To emphasize the dependence of the orbit on e; we denote it by uðx; eÞ: Let us ﬁrst
describe what happens when e becomes positive and when it becomes negative. For
small e40 we see that the graph of uðx; eÞ develops an inﬂection point—and then a
local maximum and a local minimum—in the region in Rþ where u41
2
; that is in the
interval ð0; zÞ: Eventually, at e ¼ eþ; the local minimum touches the line u ¼ 1
2
and
the branch terminates. In Fig. 5 we show two graphs of uðx; eÞ; one for eAð0; eþÞ and
one for e ¼ eþ:
For small eo0 the graph of uðx; eÞ develops an inﬂection point—and then a local
maximum and a local minimum—in the region in Rþ where uo1
2
; that is in the
interval ðz;NÞ: As e drops further the branch terminates at e ¼ e when the local
maximum touches the line u ¼ 1
2
: In Fig. 6 we show two graphs of uðx; eÞ; one for
eAðe; 0Þ and one for e ¼ e:
Summarising we ﬁnd that as e increases from zero, the graph of ukðxÞ ﬁrst
intersects the line u ¼ 1
2
at a point in the interval ð0; zÞ and as e decreases from zero,
ukðxÞ ﬁrst intersects the line u ¼ 12 at a point in the interval on ðz;NÞ:
Thus, as we increase e we follow the graph of uþðx; eÞ on ð0; zÞ and as we decrease e
we follow uðx; eÞ on the interval ðz;NÞ respectively. We begin by proving an
introductory lemma which states that it sufﬁces to consider uþðx; eÞ and uðx; eÞ on
the intervals
Iþ ¼ zðqÞ  2p
aðqÞ; zðqÞ
 
and I ¼ zðqÞ; zðqÞ þ poðqÞ
 
: ð6:1Þ
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Fig. 6. The lower branch.
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Lemma 6.1. Let eAð12; 12Þ: Then the following statements hold:
1. If uðx; eÞo1
2
for every xAI; then uðx; eÞo12 for jxj4z:
2. Suppose that qX2:47 and 1
4
pep1
2
: If uðx; eÞ41
2
for every xAIþ; then uðx; eÞ412 for
jxjoz:
3. Let eAð0; 1
2
Þ: Then uðx; eÞo1
2
for jxj4z:
Remark. Note that Part 2 of Lemma 6.1 is a statement about uðx; eÞ under the
condition that qX2:47 and 1
4
pep1
2
: For e ¼ 0; all the eigenvalues qk verify this
condition. If we follow the branches along eAð1
2
; 1
2
Þ; all of them continue to have the
property that qkðeÞX2:47: Thus, the only restriction that remains involves the lower
bound for e: Numerical computations show that if we decrease e from zero, then,
before reaching the value 1
4
; the bifurcation branch is already broken. Summarising,
we can state that the condition of Part 2 is always satisﬁed along the branches of
embedded solitons.
Proof. For x4z; uðx; eÞ is deﬁned by (5.6). By Lemma 5.1 we can set f ¼ oz and
(5.12) gives us the value for C: Substitution on (5.6) gives us
uðx; eÞ ¼ 12  e
 
emðxzÞ þ e cosðoðx  zÞÞ: ð6:2Þ
Thus uðx; eÞ is the sum of a decreasing function and a periodic one (it corresponds
to the function w deﬁned in (5.1)) that reaches its extremum at x ¼ z; which is a
maximum for e40 and a minimum for eo0: This implies that over half a period, this
is, for zpxpzþ po; u reaches its global maximum in the region ½z;NÞ: This proves
part 1 of Lemma 6.1.
If e40; then z is indeed the global maximum. This proves part 3 of Lemma 6.1.
In order to prove part 2 of the lemma, we need expressions for the coefﬁcients A
and B in uþðx; eÞ: They will also be useful for explicit computations. Using the
formulae obtained in Section 5, we ﬁnd
Aðq; eÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ P2ðq; eÞ
p
a2ðqÞ  b2ðqÞ
b2ðqÞ  m2ðqÞ
2
þ eðo2ðqÞ þ m2ðqÞÞ
 
; ð6:3Þ
Bðq; eÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ Q2ðq; eÞ
p
a2ðqÞ  b2ðqÞ
a2ðqÞ  m2ðqÞ
2
þ eðo2ðqÞ þ m2ðqÞÞ
 
: ð6:4Þ
By means of an explicit computation we can check that Bðq; eÞ40 for eA½1
4
; 1
2
 and
qX2:47 (in fact, it is trivial from (6.4) that B is positive for eX0). As it was
mentioned in the Remark above, we know a posteriori that along the branches, e and
q lie in the assigned intervals.
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We note from (5.16) that
0obðqðeÞzðq; eÞÞ ¼ p arctanðQðq; eÞÞop;
so that the term cosðbðqÞxÞ is decreasing for 0oxoz: Recall that uþðx; eÞ is deﬁned
on xAð0; zÞ by (5.5) and consider y ¼ x  2p
aðqÞ: Then we have
uþðy; eÞ ¼ 1þ A cosðaxÞ þ B cosðbyÞo1þ A cosðaxÞ þ B cosðbxÞ ¼ uþðx; eÞ:
Thus, the maximum of uþ is reached in the interval Iþ: This completes the proof of
Lemma 6.1. &
By Lemma 6.1, we are only interested in the behaviour of uðx; eÞ for xAIþ since for
x4z we already know that uðx; eÞouðz; eÞ ¼ 1
2
: We will carefully analyse the case
k ¼ 1; the ﬁrst branch, for e40 by studying the behaviour of u0ðx; eÞ on Iþ:
For e ¼ 0; the function uþðx; 0Þ is decreasing. Thus, uþ0ðx; 0Þ is negative
for xAð0; zÞ and at the boundaries uþ0ð0; 0Þ ¼ 0 and uþ0ðz; 0Þo0: As u00þð0; 0Þo0;
by continuity, we can conclude that for e40 sufﬁciently small, uþ0ðx; eÞo0 for
xAð0; zÞ:
Recall that u0 is given by
u0ðx; eÞ ¼ Aa sinðaxÞ  Bb sinðbxÞ: ð6:5Þ
With this expression we can simplify our analysis. As 0oxozop
b
and Bðq; eÞ40; the
second term is always negative. By a similar argument, as 0oxozo2p
a
; we know that
the ﬁrst term is negative for 0oxop
a
and positive for p
a
oxoz: Thus, we are only
concerned about this second interval p
a
oxoz:
Consider now the point where the ﬁrst term has an extremum, this is, the point
x ¼ 3p
2a
: Then
u0
3p
2a
; e
 
¼ Aa  Bb sin 3pb
2a
 
: ð6:6Þ
With Maple we check that the right-hand side of (6.6) is positive for e40:18: The
choice of x is not optimal, but it is sufﬁcient to show that for e40 large enough, uþ is
not monotone. This motivates the following deﬁnition:
e ¼ supfeAð0; 1
2
Þ : u0ðx; eÞo0 for 0oxozg; ð6:7Þ
x ¼ supfxAð0; zÞ : u0ðx; eÞo0g: ð6:8Þ
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From the argument above we can conclude that 0oeo0:18: Indeed we can ﬁnd the
values of e and x as the solution of the following system in q; e and x:
Hðq; eÞ ¼ 0; u0ðx; eÞ ¼ 0; u00ðx; eÞ ¼ 0: ð6:9Þ
Explicit computations show that eE0:17 and xE3:33:
Thus, for 0oeoe; uþ is decreasing and at e ¼ e a point of inflection x appears.
We expect that for e4e two local extrema appear in the graph of u; namely a local
minimum and a local maximum. Indeed this is the case. Let us show that this
happens.
Fix x ¼ x and consider uþ0ðx; eÞ for e4e; a function depending on e only.
Computations show that this function is increasing for e4e and hence is positive for
e4e: As uþ0ðx; eÞ is negative for x ¼ pa and x ¼ z; we conclude that it has at least
two zeros, one corresponding to a local minimum and one to a maximum of
uþ0ðx; eÞ: We denote the minimum by xmðeÞ: We know that xmðeÞox:
We are interested in studying the behaviour of uðxmðeÞ; eÞ for e4e: We can check,
again via Maple, that uðx; eÞ crosses the line u ¼ 1
2
for eAð0; 1
2
Þ: This implies that
there exists some eAð0; 1
2
Þ for which uðxmðeÞ; eÞ ¼ 12: Thus, we deﬁne
eþ ¼ sup eA e; 1
2
 
: uðxmðeÞ; eÞ412
 
: ð6:10Þ
This value of e is the value where the bifurcation diagram breaks. It can be found as
the solution of the system
Hðq; eÞ ¼ 0; u0ðx; eÞ ¼ 0; uðx; eÞ ¼ 1
2
: ð6:11Þ
We ﬁnd numerically that eþE0:19826:
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Appendix A. Proof of Lemma 2.3
Lemma. Let uðxÞ be a nontrivial homoclinic orbit to the origin that solves the
differential equation (1.3) where the nonlinearity f is given by the cubic polynomial in
(1.6). Then
qX
2
ﬃﬃﬃ
7
p
3
: ðA:1Þ
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Proof. We will make use of the interpolation inequalityZ N
N
u0ðxÞ2dxpl
Z N
N
uðxÞ2dx þ 1
4l
Z N
N
u00ðxÞ2 dx ðA:2Þ
which holds for every l40:
Multiply (1.3) by u0ðxÞ and integrate over xAðN;NÞ: Then we obtain the
equality
6
Z N
N
u00ðxÞ2dx  2q
Z N
N
u0ðxÞ2dx 
Z N
N
uðxÞ4dx þ 2
Z N
N
uðxÞ2dx ¼ 0: ðA:3Þ
On the other hand, multiplying (1.3) by uðxÞ and integration over xAðN;NÞ
gives usZ N
N
u00ðxÞ2dx  q
Z N
N
u0ðxÞ2dx þ
Z N
N
uðxÞ4 dx 
Z N
N
uðxÞ2dx ¼ 0: ðA:4Þ
We can eliminate the term
RN
N uðxÞ4dx by adding both expressions (A.3) and
(A.4) Z N
N
u0ðxÞ2dx ¼ 1
3q
Z N
N
uðxÞ2 dx þ 7
3q
Z N
N
u00ðxÞ2 dx: ðA:5Þ
A necessary condition about q is that it must be a positive parameter.
Comparison between (A.2) and (A.5) motivates that we take l ¼ 3q28: Thus, we
obtain
1
3q
Z N
N
uðxÞ2dx þ 7
3q
Z N
N
u00ðxÞ2dxp3q
28
Z N
N
uðxÞ2dx þ 7
3q
Z N
N
u00ðxÞ2dx: ðA:6Þ
or equivalently
3q
28
 1
3q
 Z N
N
uðxÞ2dxX0: ðA:7Þ
As u is a nontrivial solution, the bound (A.1) follows. &
Appendix B. Weak convergence
Consider the equations
1
q2
vivðyÞ þ v00ðyÞ þ f ðvðyÞÞ ¼ 0 ðB:1Þ
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and
v00ðyÞ þ f ðvðyÞÞ ¼ 0; ðB:2Þ
where f is the piecewise linear function deﬁned in (1.7). It is known that for q ¼ qk
there exists a positive symmetric homoclinic orbit to the origin that crosses once the
line v ¼ 1
2
at y ¼ z ¼ 3p
4
þ oð1Þ: The form of the solution for jyjoz is
vkðyÞ ¼ 1þ Ak cosðakyÞ þ Bk cosðbkyÞ; ðB:3Þ
where
AkB
1
k3
; akBk; BkB
1ﬃﬃﬃ
2
p ; bkB1; as k-N:
Consider V the solution of Eq. (B.2) with boundary conditions
v0ð0Þ ¼ 0; v 3p
4
 
¼ 1
2
; ðB:4Þ
in other words,
VðyÞ ¼
1þ 1ﬃﬃﬃ
2
p cos y jyjp3p
4
;
1
2
e
3p
4
y y4
3p
4
:
8><
>: ðB:5Þ
It was shown in Lemma 4.3 that vk-V uniformly on C
2ðRÞ: However, v00k 0ðyÞ does
not converge even pointwise. &
Call L ¼ 3p
4
and I ¼ ðL; LÞ: The main result is the following:
Theorem B.1. v00k
0 converges to V 000 in the following weak sense: for every bounded
continuous function h defined on I we have
lim
k-N
Z L
L
v00k
0ðyÞhðyÞ dy ¼
Z L
L
V 000ðyÞhðyÞ dy:
Proof. To prove this theorem, we note that v00k
0 and V 000 are given by
v00k
0ðyÞ ¼ Aka3k sinðakyÞ þ Bkb3k sinðbkyÞ; ðB:6Þ
V 000ðyÞ ¼ 1ﬃﬃﬃ
2
p sin y: ðB:7Þ
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Thus, by an application of Lebesgue’s dominated convergence theorem, we have
lim
k-N
Z L
L
Bkb
3
k sinðbkyÞhðyÞ dy ¼
Z L
L
1ﬃﬃﬃ
2
p sinðyÞhðyÞ dy:
It remains to show that
lim
k-N
Z L
L
Aka
3
k sinðakyÞhðyÞdy ¼ 0; ðB:8Þ
for every bounded continuous function h on I :
Let a40 and consider
faðxÞ ¼ sinðaxÞ; fþ;aðxÞ ¼ maxðfaðxÞ; 0Þ; f;aðxÞ ¼ maxðfaðxÞ; 0Þ;
and call
k ¼ max nX0 : np3a
8
 
:
Thus, by the algorithm of division, we have
aL ¼ 2pk þ r with 0pro2p:
In particular,
3
8
pk
a
o3
8
þ 1
a
:
We compute the integral of fþ;a over I
Aa ¼
Z L
L
fþ;aðxÞdx ¼ 1a
Z aL
aL
fþ;1ðyÞdy
¼ 1
a
Xk1
j¼k
Z ð2jþ1Þp
2jp
sinðyÞdy þ
Z ð2jþ2Þp
ð2jþ1Þp
0
 !
þ 1
a
Z 2kp
L
fþ;1ðyÞdy þ 1a
Z L
2kp
fþ;1ðyÞdy
¼ 1
a
Xk1
j¼k
2þ Oð1
a
Þ ¼ 4k
a
þ O 1
a
 
¼ 3
2
þ O 1
a
 
:
Call gþ;aðxÞ ¼ fþ;aðxÞAa : Then gþ;aðxÞ is a probability density on I for every a40: We
are interested in the behaviour for a-N:
ARTICLE IN PRESS
L.A. Peletier, J.A. Rodr!ıguez / J. Differential Equations 203 (2004) 185–215212
Let us compute the Fourier transform of gþ;aðxÞ:
Fðgþ;aÞðtÞ ¼
Z L
L
eitxgþ;aðxÞdx
¼ 1
Aa
1
a
Xk1
j¼k
Z ð2jþ1Þp
2jp
eity=a sinðyÞdy þ
Z ð2jþ2Þp
ð2jþ1Þp
0
 !
þ 1
Aa
1
a
Z 2kp
L
fþ;1ðyÞdy þ 1
Aa
1
a
Z L
2kp
fþ;1ðyÞdy
¼ 1
Aa
1
a
a2
a2  t2 ð1þ e
itp=aÞ
Xk1
j¼k
eit2jp=a þ O 1
a
 
¼ 1
Aa
1
a
a2
a2  t2ð1þ e
itp=aÞe
it2kp=a  eit2kp=a
eit2p=a  1 þ O
1
a
 
¼ 1
Aa
a2
a2  t2
1þ eitp=a
eitp=a
sinð2kpt=aÞ
a sinðpt=aÞ þ O
1
a
 
¼ sinðLtÞ
Lt
þ oð1Þ ¼FðgNÞðtÞ þ oð1Þ;
where
gNðxÞ ¼
1
2L
; jxjpL;
0 otherwise:
8<
:
Arguing similarly as before, we proceed to deﬁne
Ba ¼
Z L
L
f;aðxÞdx ¼ 3
2
þ O 1
a
 
:
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k qk zðqkÞ uð0Þ u00ð0Þ
1 2.676238584 3.404608234 1.907870236 0.5694105416
2 3.782513691 4.339444241 1.719342998 0.1321149080
3 5.000217193 5.113599136 1.733251153 0.1940547773
4 6.264233336 5.787981648 1.712938707 0.0910032657
5 7.551688580 6.392938791 1.716282398 0.1142824189
6 8.852533501 6.946103324 1.710412301 0.0684516828
7 10.16170325 7.458758840 1.711669783 0.0804604621
8 11.47638465 7.938627940 1.709215602 0.0546513892
9 12.79489648 8.391264245 1.709815095 0.0619473193
10 14.11617480 8.820817639 1.708563923 0.0454182263
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Call g;aðxÞ ¼ f;aðxÞBa : Again g;aðxÞ is a probability density on I for every a40: We
compute its Fourier transform
Fðg;aÞðtÞ ¼FðgNÞðtÞ þ oð1Þ:
Thus, as a-N; both the Fourier transform of gþ;aðxÞ and g;aðxÞ tend to the
Fourier transform of gN:
By the use of Levy’s Theorem (see, for instance, [2]), we know that for every
bounded continuous function h on I
lim
a-N
Z L
L
gþ;aðxÞhðxÞdx ¼ lim
a-N
Z L
L
g;aðxÞhðxÞdx ¼
Z L
L
gNðxÞhðxÞdx:
Since
fa ¼ fþ;a  f;a ¼ Aagþ;a  Bag;a;
we conclude that for every bounded continuous function h on I
lim
a-N
Z L
L
faðxÞhðxÞdx ¼ 0:
From this last equality, (B.8) follows. &
Appendix C
Values of qk; zk and of uk and u00k at the origin are given in Table 1.
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