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resumo 
 
 
Cálculos de primeiros princípios de estrutura electrónica são efectuados em 
óxidos de manganês LaMnO3 e CaMnO3 para obter gradientes de campo 
eléctrico hiperfinos. Os resultados dos cálculos são comparados com 
resultados experimentais e de outros cálculos de primeiros princípios. Uma 
descrição das interacções hiperfinas é seguida de uma introdução ao gradiente
de campo eléctrico e ao método de espectroscopia de perturbações de 
correlação angular, descrevendo detalhes experimentais. De seguida uma 
descrição geral de manganites de terras raras com estrutura do tipo perovskite
é apresentada, com ênfase em LaMnO3 e aspectos estruturais. A base teórica 
do método computacional aplicado nestes materiais é também apresentada 
para melhor compreensão dos resultados obtidos. Dos resultados e da 
discussão concluímos que é possível obter valores de campo eléctrico com 
uma precisão aceitável quando comparado com os cálculos de primeiros 
princípios para o LaMnO3, e para o CaMnO3 é certamente possível melhorar 
os resultados. Os resultados obtidos seguem a variação esperada para o 
CaMnO3, pelo menos qualitativamente. 
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abstract 
 
First principles calculations of electronic structure are done on perovskite 
manganese based oxides LaMnO3 and CaMnO3 to obtain the hyperfine electric
field gradients. The calculated results are compared with experimental and 
other first-principles results. A description of hyperfine interactions is followed 
by an introduction to the electric field gradient and the perturbed angular 
correlation spectroscopy, explaining experimental details of this method. Next, 
a general description of rare earth perovskite type manganites, is presented, 
with emphasis on LaMnO3 and structural aspects. The theoretical basis of the 
computational method applied on these materials is also presented for better 
understanding of the results obtained. These results finish with a discussion 
and a conclusion. From the results and discussion we conclude that the values
of the electric field gradient can be calculated with acceptable precision when 
compared with other first principles results on LaMnO3, and for CaMnO3 it is 
certainly possible to improve the results. The qualitative results obtained for 
CaMnO3, however, follow the expected variation. 
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Introduction
Since the recent discovery of colossal magnetoresistance on thin films of rare-
earth manganese based perovskite-type oxides[1], known as manganites, these
compounds have been the subject of extensive research. These oxides are of
the form R1−xAxMnO3, with A a divalent alkaline earth and R a trivalent
rare-earth cation. Compounds such as La3+Mn3+O2−3 and Ca
2+Mn4+O2−3 ,
can easily be grouped to form mixed-valence compounds (in this example
LaxCa1−xMnO3), which exhibit many interesting properties that can be ob-
served by varying their composition with x. After more than a decade of
increasing research the basic mechanisms that drive the change of their prop-
erties are not yet fully understood.
A few years after the discovery of these compounds[2, 3, 4], the properties
of the first manganites studied were apparently explained by the formulation
of the double exchange interaction [5, 6]. But today it is understood that
double exchange is not enough to explain all the states of these materials
(which include ferromagnetic metal and insulator, charge/orbital order and
others). It is now believed that other aspects such as electron-phonon cou-
pling, phase separation, magnetic, charge and orbital order play a major
role.
With the rapid growth of computational power and discovery of compu-
tationally friendly theories, it is now possible to do simulations on complex
materials. Since these oxides appear to be quite difficult to describe in purely
analytical frameworks, these type of calculations is very useful and needed
to reach further understanding.
In this work Wien2k[7], a computational tool based on density functional
theory(ch. 3.1) was applied, making first-principle calculations on these com-
pounds. Hypothetical idealized structures and experimentally obtained data
were used to obtain the output of electronic structure calculations. From the
data obtained, the electric field (EFG) gradient was analyzed in more detail.
Nuclear hyperfine techniques, that measure the hyperfine quantities like
EFG and magnetic hyperfine field, are useful to provide local atomic scale
information on the charge distribution or local spin density transfer, due
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to the interaction between the probe isotope and the lattice host. I used
the simulations with the main objective of calculating the EFG on specific
sites of manganites. To determine the electric field gradient, the contribu-
tions of neighboring ionic cores, electrons of the probe core and conduction
electrons must be calculated. The calculation of the spatial distribution of
conduction electrons is particularly difficult and requires extremely accurate
band-structure calculations. Further understanding of these quantities in
manganites is extremely useful since they provide local information and this
is crucial for these materials which have intrinsic inhomogeneities at the near
atomic scale.
This work starts with a description of hyperfine interactions in the first
chapter, and a brief exposition of a technique used to measure those quan-
tities, perturbed angular correlations (PAC). The work at ISOLDE-CERN,
where radioactive probes can be produced and samples can be studied with
PAC is described. This is a particularly useful method to measure hyperfine
interactions, because it has the added advantage (in comparison with other
nuclear techniques such as NQR and NMR), of allowing measurements in a
wider range of temperatures, with adequate probe elements. Chapter two
deals with the basic properties of manganites, especially the ones used for
the calculations such as the crystalline structure, and discuss previous work
on these materials. In the next chapter the theory in which the computa-
tional method is based is also described. The results of simulations, with
the details used for the calculations and discussion of results constitute the
fourth chapter.
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Chapter 1
Hyperfine interactions
1.1 Hyperfine interactions
A nucleus interacts with the electromagnetic field due to the surrounding
electronic and nuclear density. In a solid, such fields are produced be the
electrons and nuclei in the vicinity of the interacting nucleus, or there may
be external fields applied. This is called a hyperfine interaction. The precise
measurement of this interaction determines in a very accurate way the inter-
nal fields in a solid. This chapter deals with hyperfine interactions and the
particular method of perturbed angular correlation spectroscopy. A more
detailed exposition of hyperfine interactions can be found in [8].
1.1.1 Electric Interaction
In a a given atom or group of atoms, the electric potential Φ(r) interacts with
a nuclear charge distribution ρ(r). This interaction is given by an energy,
described classically as
E =
∫
ρ(r)Φ(r)d3r. (1.1)
With a multipole expansion of the electric potential in a Taylor series
around r = 0,
Φ(r) = Φ0 +
3∑
α=1
(
∂Φ
∂xα
)
0
+
1
2
∑
α,β
(
∂2Φ
∂xαxβ
)
0
xαxβ + ... (1.2)
the energy can also be expanded:
E = E(0) + E(1) + E(2) + ..., (1.3)
where
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E(0) = Φ0
∫
ρ(r)d3r (1.4)
E(1) =
3∑
α=1
(
∂Φ
∂xα
)
0
∫
ρ(r)xαd
3r (1.5)
E(2) =
1
2
∑
α,β
(
∂2Φ
∂xα∂xβ
)
0
∫
ρ(r)xαxβd
3r (1.6)
E(0) is the Coulomb energy of a point-like charge distribution in the ex-
ternal potential. It can be written E(0) = Φ0Ze, so it is the same for all
isotopes of a given element. The second term represents an electric dipole
interaction between the electric field (E = ∇Φ) at the origin and the electric
dipole moment of the nuclear charge distribution. Since the nuclear states
have definite parity,
∫
ρ(r)xαd
3r = E(1) = 0. As for the third term, E(2), it
can be separated in two terms:
E(2) = EC + EQ, (1.7)
where
EC =
e
6²0
|ψ(0)|
∫
ρ(r)d3r (1.8)
EQ =
1
2
∑
α
Φαα
∫
ρ(r)
(
xα
2 − r
2
3
)
d3r (1.9)
are called the monopole term and the electric quadrupole interaction re-
spectively. 1
1These two terms can be derived diagonalizing the matrix Φαβ defined as
Φαβ =
(
∂2Φ
∂xα∂xβ
)
.
After diagonalization,
E(2) =
1
2
∑
α
Φαα
∫
ρ(r)x2αd
3r =
1
6
∑
α
Φαα
∫
ρ(r)r2d3r +
1
2
∑
α
Φαα
∫
ρ(r)
(
x2α −
r2
3
)
with the variable r2 = x21 + x
2
2 + x
2
3. Using also the Poisson equation,
(∇2Φ)0 =
∑
α
Φαα =
e
²0
|ψ(0)|2,
the separation in the two terms 1.8 and 1.9 can be obtained.
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The Monopole Term EC
The monopole term EC depends only on the mean square nuclear radius
〈r2〉 = 1
Ze
∫
ρ(r)r2d3r (1.10)
EC gives a shift of the nuclear levels, describing the electrostatic interac-
tion of an extended nuclear charge distribution ρ(r) with the electrons at the
nuclear site.
The monopole term can be written
EC =
Ze2
6²0
|ψ(0)|2〈r2〉 (1.11)
This term is responsible for the isotope shift. It causes spectral lines of
two isotopes with different nuclear radii to be slightly different.
The Electric Quadrupole Interaction EQ
EQ contains the integral
∫
ρ(r)(x2α − r2/3)d3r. For xα = z, this integral is
(e/3) times the classical quadrupole moment of the nucleus. Substituting in
1.9 we can write
EQ =
e
6
∑
α
ΦααQαα (1.12)
where the quadrupole tensor moment is
Qαα =
1
e
∫
ρ(r)(3x2α − r2)d3r
The terms Φαα contribute to the trace (∇2Φ =
∑
Φαα). Defining Vαα
Φαα = Vαα +
1
3
(∇2Φ), (1.13)
one can see that the matrix Vαα is traceless. Vαα is called the electric field
gradient(EFG). Substituting Eq. 1.13 in Eq. 1.12,the portion (1/3)(∇2Φ)
does not contribute to EQ since
∑
Qαα is zero. Then EQ simply results in
these quantities as
EQ =
e
6
∑
α
VααQαα. (1.14)
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Electric Field Gradient
The electric field gradient Vαα is a symmetric traceless tensor of rank two.
Because it is a symmetric traceless tensor, the electric field gradient is com-
pletely described by five parameters, with a 3x3 symmetric traceless matrix.
In spherical coordinates, it can be represented by five ’angular momentum’
components of rank two (L=2, M=-2,-1,0,1,2). By appropriate choice of the
principal axis system, one can choose |Vzz| ≥ |Vyy| ≥ |Vxx|. The principal
component is Vzz (or V20 =
1
4
√
5
pi
Vzz) in spherical coordinates). Generally,
one chooses to describe the electric field gradient by Vzz and the asymmetry
parameter η,
η =
Vxx − Vyy
Vzz
. (1.15)
The electric field gradient tensor is also defined as the second derivative of the
electric potential with respect to spacial coordinates, at the nuclear position:
Vij =
∂2V (0)
∂xi∂xj
(1.16)
Vαα are the principal values. Only charges not at the nuclear site contribute
to Vαα.
For spherically symmetric charge distributions (s electrons), Vxx = Vyy =
Vzz. Since
∑
Vαα = 0, all components of the electric field gradient are zero
and cannot contribute to the energy EQ.
The electric quadrupole interaction EQ is a product of the nuclear electric
quadrupole moment and the electric field gradient at the nuclear position (eq.
1.14, the nuclear quadrupole interaction). The representation of the nuclear
quadrupole moment and the electric field gradient by spherical tensors in the
quantum formulation[9] allows us to write the nuclear electric quadrupole
tensor in terms of the 3j symbols and L = 2 spherical harmonics of the
nuclear angular momentum I.
Q2q = Zr
2Y q2
(
I 2 I
−M 0 M
)
〈I||Q2||I〉
For the electric field gradient the tensor components are
V20 =
1
4
√
5
pi
Vzz
V2±1 = ±1
2
√
5
6pi
(Vxz ± Vyz) (1.17)
V2±2 =
1
4
√
5
6pi
(Vxx − Vyy ± 2iVxy) (1.18)
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In the principal axis system,
V20 =
1
4
√
5
pi
Vzz (1.19)
V2±1 = 0 (1.20)
V2±2 =
1
4
√
5
6pi
(Vxx − Vyy) = 1
4
√
5
6pi
ηVzz (1.21)
Limiting ourselves to axially symmetric electric field gradients Vxx = Vyy,
or η = 0, calculation of EQ gives simply
EQ =
3M2 − I(I + 1)
4I(2I − 1) eQVzz
The transition energy between two sublevels M and M’ is
EQ(M)− EQ(M ′) = 3eQVzz
4I(2I − 1) |M
2 −M ′2| = 3|M2 −M ′2|~ωQ (1.22)
where we have introduced the quadrupole frequency
ωQ =
eQVzz
4I(2I − 1)~ (1.23)
For a non-axial symmetric quadrupole interaction (η 6= 0) the quadrupole
interaction cannot be diagonalized exactly and numerical methods have to
be employed.
Because (M2 −M ′2) = (M +M ′)(M −M ′), the quantity |M −M ′2| is
always an integer. Thus all transition frequencies are integer multiples of the
lowest transition frequency,{
ω0Q = 6ωQ (for half-integer nuclear spin)
ω0Q = 3ωQ (for integer nuclear spin)
Generally one uses the derived quantity νQ
νQ = eQVzz/~ (1.24)
The electric field gradient is proportional to the deviation from cubic
symmetry of the electronic charge density. Since it varies with 1/r3 it depends
primarily on the local environment (0 ≤ 0.2A˚) of the probe nucleus, and is
sensitive to the phenomena in the near vicinity of the nucleus (up to ∼ A˚).
In sites with cubic or higher symmetry the gradient has null value.
9
One way to calculate the electric field gradient is to use a phenomeno-
logical model, in which it is a sum of two parts, one from the neighboring
ion cores(lattice) and one from the electrons(el), and two correction factors
appear.
Vzz = (1− γ∞)Vzz(lattice) + (1−R)Vzz(el) (1.25)
The factor γ∞, called the Sternheimer antishielding factor, accounts for the
inner-shell polarization of the probe atom, and the factor R accounts for the
amplification of the electronic part of the electric field gradient.
Using a simple point charge model it is possible to estimate the EFG. If
the ion cores are assumed to be point charges, the contributions of all lattice
atoms are summed, except for the probe:
Vαβ =
Ze
4piυ0
∑
i6=0
1
r5i
 3x2i − r2i 3xiyi 3xizi3xiyi 3y2i − r2i 3yizi
3xizi 3yizi 3z
2
i − r2i
 , (1.26)
where ri is the vector from the origin to the point charge i. However, the
results offered for less simple cases are most of the times wrong or of limited
use. The recent increase of computational power allowed the possibility to
use much more sophisticated, ab initio methods, like the one used here, that
effectively help to complement experimental work and to understand the
theory[10].
1.1.2 Magnetic Interaction
The magnetic nuclear moment µ interacts with the magnetic field B of the
electrons at the position of the nucleus. The interaction energy is
Emagn = −µ.B (1.27)
This extra energy lifts the degeneracy of the nuclear M states and induces
a precession of the nuclear spin.
Level splitting
Quantization of the angular momentum allows only certain directional pos-
sibilities for µ with respect to B. Choosing the z axis parallel to B, one
obtains
Emagn = 〈I,M | − µzBz|I,M〉 (1.28)
= −γBz〈I,M |Iz|I,M〉 = γBz~M
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The energy difference between adjacent M levels is
Emagn(M + 1)− Emagn(M) = −γ~Bz = −gµNBz (1.29)
µN =
e~
2mP
= 5.05× 10−27Am2, where mP is the proton mass, is the nuclear
magneton. The dimensionless factor g can be calculated from an angular
momentum scheme and gives approximate values, or can be obtained exper-
imentally. The gyromagnetic ration of nuclei is γ = gµN/~. With a few
exceptions, this means that the splitting is the same between all neighboring
M levels.
Nuclear Spin Precession
The magnetic interaction causes a time dependence in the expectation values
of the nuclear properties. The time dependence wave function is
ψ(t) = Λ(t)ψ(0) (1.30)
where Λ(t) = exp(−iHt/~). H = −γIzBz is the Hamiltonian operator and
Λ(t) is the time evolution operator. Substituting one obtains
Λ(t) = exp[−i(−γIzBz)t/~] = exp[−i(−γBzt)Iz/~] (1.31)
Λ(t) in Eq. (1.31) has the form of a rotation operator around the z axis and
can be written
Λ(t) = exp(−iαIz/~) (1.32)
where α is the rotation angle. From Eqs. (1.32) and (1.30) one can see that
the classical Larmor frequency
ωL = −γBz = −g(µN/~)Bz (1.33)
appears in the time evolution of the state. The expectation value of the
angular momentum I calculated with wave functions of the form in Eq. 1.30
precess around B with frequency ωL.
The magnetic hyperfine fields can be calculated theoretically with first
principles calculations, but will not be dealt with in this work.
1.2 Perturbed Angular Correlations
One experimental technique used to obtain the quadrupole frequencies with
local probes is the γ − γ perturbed angular correlation method (PAC). It
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measures the time dependence of the γ-ray emission pattern of a probe, a
radioactive isotope doped in the material to study. A function that measures
the angular correlation of the two gamma rays is obtained for each instant
(coincidence). Due to the hyperfine interactions, the two Γ-ray emissions
are perturbed. In a non cubic-metal a probe at a substitutional lattice site
experiences an electric field gradient. Using the quadrupole coupling constant
νQ measured experimentally and the quadrupole moment of the probe nucleus
intermediate state, the EFG magnitude can be obtained by equation 1.24,
Vzz = (νQ~)/(eQ).
1.2.1 PAC sources and experimental details
For PAC measurements one has to choose radioactive nuclear probe isotopes
that have two gamma decays. These isotopes are used on a variety of fields,
one of them is solid state physics, by using the nuclear experimental methods
of condensed matter, such as perturbed angular correlations. Radioactive
isotopes useful as sources for PAC probes must have a γ-γ cascade with large
anisotropy, and the isomeric level (see Schatz[8])that decays must have a
lifetime between 10 ns and several ms. One of the most used is 111Cd (figure
1.1), because it has the required two gamma decays to measure the angular
correlation, from the excited state 111mCd to the ground state 111Cd, and
because it has a suitable half life to discriminate the decays (t 1
2
=84 ns).
The probe ions can be inserted in the sample by ion implantation, dif-
fusion, activation or directly in the preparation using radioactive reactants.
Concerning implantation it is done at The On-Line Isotope Mass Separator,
ISOLDE, at CERN. It uses the proton synchrotron booster of CERN to pro-
duce radioactive isotopes by fission spallation or fragmentation reactions in
a target placed in the proton beam. Here a proton beam ionizes a target, an
event which results in production of many different kinds of radioactive iso-
topes. These isotopes are accelerated and deflected depending on their mass,
with magnetic fields, divided to three different lines, so that different isotopes
produced from the same target can be used in different experiments. One
can select the mass with great accuracy. For example, isotopes of 111Cd are
produced from a molten Sn target and then accelerated with a high voltage
tension up to 60 kV, on a selected line according to their mass.
After implantation the samples are annealed, to get the atoms and iso-
topes rearranged from implantation defects, as the temperature is increased.
The isotopes move to substitutional lattice sites, and usually stay there after
cooling, for adequate temperatures. This makes it possible to use them as
local probes at the atomic level. The annealing is done in a convenient at-
mosphere, O2, Ar, air or vacuum for example. The temperature of annealing
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Figure 1.1: Decay of isotope 111In and 111mCd cascade. Intermediate PAC
probe state, with energy E=254.4 keV, half life t1/2 = 84.ns and angular
momentum I=5/2.
varies but for the LaMnO3 and materials of the same type it is around 700
◦ C
for 20 minutes. The implanted sample is then put in the middle of detectors.
Detectors for the γ decays are at fixed angles between each other. Usually
four detectors measure at fixed angles of 90◦and 180◦. In this case there are
12 combinations of two detectors. A 6 detector apparatus is also used, with
the advantage of measuring more decays. With a six detector setup, that pro-
vides the possibility to have more spectra thus measuring more efficiently, 30
combinations of two detectors produce different spectra. This combinations
are 6 pairs of detectors at an angle of 180◦and 24 at 90◦. In TD-PAC(Time
dependent PAC) spectroscopy, each combination of two detectors measures
coincidence count rate as a function of time. Signals of the two decays are
pre amplified and sent to a single-channel analyzer. The time signal of the
second decay is delayed, so that the coincidence of γ1 and γ2 is measured
within a time window. The single channel analyzers must also be calibrated
to discriminate the energies of the two decays. With coincidence, new signals
are generated, sent to a time-amplitude converter (TAC), that produces an
analogical signal with amplitude proportional to the time difference between
the start and stop signals. This analogical signal is converted to digital by
an ADC and sent to a multichannel analyzer. The data from the SCA is
also used to record the spectrum number, by determination of the detectors
involved. Further details on the experimental scheme can be found in [8].
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Figure 1.2: Left: ISOLDE Hall. Right: Vacuum chamber where the sample
holder is placed and the samples are implanted with radioactive isotopes.
At the solid state physics laboratory at ISOLDE PAC measurements can be
made at temperatures from 10 to 1200 K, with several atmospheres (vacuum,
air, N2, Ar,...).
The ratio of signal to noise decreases as 1/τN , so small decays within
experimental resolution are ideal. The lower limit of the time resolution is
set by the experimental apparatus and the higher limit is set by signal to
noise considerations. The detectors measure real coincidences, between the
two decays of the same nucleus, but also accidental coincidences of different
nuclei. This accidental coincidences constitute noise because they have no
correlation. For a large number of decays or a big lifetime, the signal of cor-
relations is not easily identified. In the particular case of EFG investigations,
sources should have a large isomeric quadrupole moment(Q ≥ 0.1b) 2. One of
the most used probes in PAC is 111Cd, which is provided by the source 111In,
that decays to an excited isomeric state m111Cd with a γ-γ cascade. Other
sources commonly used are 181Hf and 100Pd, and correspond respectively to
the probes 181Ta and 100Rh.
The time dependence of the angular correlation, described by the per-
turbation factor, gives complete information of the measurements of PAC[8].
This time dependence corresponds to a rotation of the radiation pattern ob-
served by the two decays.
21barn = 10−28m2 is a unit of area used to express cross sections of scattering processes.
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Figure 1.3: Left: System of 4 detectors used for PAC spectroscopy. Right:
System of 6 detectors.
1.2.2 Theory and analysis of spectra
The function of coincidence counts of detectors i and j, or differential coinci-
dence count rate, at an angle θ and time t, is
Nij(θ, t) = N0 exp(
t
τN
)W (θ, t) +B, (1.34)
where B is the random coincidence count rate background and W (θ, t) is the
time dependent angular correlation function. The time dependent angular
correlation function rigorous form, can be deduced and the result is
W (k1,k2, t) =
∑
k1,k2,N1,N2
Ak1(1)Ak2(2)G
N1N2
k1k2
(t)
1√
(2k1 + 1)(2k2 + 1)
(1.35)
G
N1N2(t)
k1k2
is the perturbation factor, the quantity of interest in PAC spec-
troscopy. Its rigorous form is
GN1N2k1k2 (t) =
∑
Ma,Mb
(−)2I+Ma+Mb
√
(2k1 + 1)(2k2 + 1)
×
(
I I k1
M ′a −Ma N1
)(
I I k2
M ′b −Mb N2
)
〈Mb|Λ(t)|Ma〉〈M ′b|Λ(t)|M ′a〉∗.
(1.36)
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The measurements are easily used to calculate the function of coincidence
counts Nij. A function
R(t) =
2
3
[√
N13(180, t)N24(180, t)
N14(90, t)N23(90, t)
− 1
]
(1.37)
can remove time dependence from the decay (et/τN disappears).
Figure 1.4: PAC spectrum for 111Cd in cadmium metal. Coincidence count
rates N(θ,t) for θ = 90◦ and θ = 180◦.
For axially symmetric randomly oriented electric field gradients the an-
gular correlation is given by
W (θ, t) = 1 + A22G22(t)P2(cosθ) + ... (1.38)
Neglecting the terms with k > 2 the count ratio is given by
R(t) = A22G22(t) (1.39)
With the perturbation factor determined the hyperfine fields can be calcu-
lated. For example, for the case of 111Cd in Cadmium metal, the experimen-
tally R(t) obtained is fitted to a theoretical sum of co-sines:
R(t) = A22G22(t) = A22
3∑
n=0
s2ncos(nω
0
Qt) (1.40)
and gives the quadrupole frequencies. Using the quadrupole moment of the
111Cd intermediate state the electric field is calculated with equation 1.24.
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Figure 1.5: Graphics of the count rate R(t) obtained with two machines for
111Cd in Cd metal.The solid line are fitted to the theoretical function (Eq
1.40), to obtain a set of quadrupolar frequencies.
The experimental data are analyzed and fitted according to theory following
these rules, with a computer program specific to PAC3. Figures 1.4 and 1.5
give an experimental example of the spectrum obtained for 111mCd decaying
in Cd metal. The coincidence count rates are N(θ, t), where θ is the an-
gle between the two detectors measuring the coincidence, are plotted on a
logarithmic scale. Without perturbation, it should be a straight line. The
count-rate ratio R(t) shows that perturbation. In this simple case, this func-
tion has a good periodicity and the frequencies are easily taken from the
Fourier transform. The spectra of 111Cd implanted in a Cd foil are used to
calibrate the experimental setups. More complicated examples for the type
of sample commonly study, CaMnO3 and PrMnO3 are in figures 1.6 and 1.7.
Typical obtained values reproduced from PAC measurements in the ma-
terials analyzed in this thesis are presented in the table. During this thesis I
have participated in experiments done at ISOLDE in June/July 2007 where
general manganite systems were studied as a function of composition and/or
temperature. The data are still being analyzed and are not presented in this
thesis.
3Developed by the Instituto Tecnolo´gico Nuclear group at CERN (Dr. Guilherme
Correia)
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Figure 1.6: Experimental functions R(t)(left) and corresponding Fourier
spectra(right) for CaMnO3 at 80 K(top) and 10K(bottom). Fits to the exper-
imental spectra are the continuous lines over R(t) and the Fourier transform.
Taken from [11].
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Figure 1.7: Experimental functions R(t)(left) and corresponding Fourier
spectra(right) for PrMnO3 at 77 K(top) and 10K(bottom). Fits to the exper-
imental spectra are the continuous lines over R(t) and the Fourier transform.
Taken from [11].
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x T (K) Vzz(V/A˚
2
) η
0 77 74.6 0.44
0 10 74.8 0.41
0.05 77 74.4 0.46
0.14 77 73.6 0.46
0.95 77 60.3 0.64
1 80 59.3 0.64
1 10 59.7 0.60
Table 1.1: Low temperature EFG parameters for some samples of the series
Pr1−xCaxMnO3 and for the compositions x=0.05, 0.14 and 0.95, and for three
different low temperatures [11].
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Chapter 2
Perovskite type manganese
based oxides
2.1 Structure
The particular class of these materials of the form La1−xAxMnO3 (where A
is a divalent alkaline-earth, for example Pr, Ca or Ba) is interesting from
the point of magnetic properties and also because these materials share the
same basic perovskite structure of many other materials (dielectrics, super-
conductors, and ferroelectrics). This structural similarities make interesting
possibilities for the growth of heterostructures with potential multifunctional
applications. A description of this basic structure is presented [12],followed
by other important properties of these compounds.
2.1.1 Ideal Perovskite Structure
The ideal (cubic, no distortions) perovskite structure is displayed in the figure
2.1. In the ideal perovskite structure ABO3, B is a small cation such as Mn
3+
or Mn4+, and A is a large cation similar in size to O2−. A manganese ion
and the six neighboring oxygen ions form a series of regular octahedra. The
elementary perovskite cell contains one formula unit (Z=1).
Perovskite transition-metal oxides in general have a variety of interest-
ing properties, such as dielectric, magnetic, optical, and transport proper-
ties. It it interesting to point out that the study of ferroelectric perovskite
materials of the form ABO3 has been of great relevance in the last years.
First-principles calculations can be used to understand transitions between
different structures that are difficult to characterize because the atomic dis-
placements are very small[13]. Different crystallographic structures resolved
by X-ray can be discarded or chosen, by comparison with theoretical studies.
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Figure 2.1: Ideal structure ABO3, A the atoms at the corners, O the face
centered atoms and B at the center.
It is possible to make the calculations for the different structures and check
their stability, by the value of the forces obtained in each atomic site.
2.1.2 Crystal structure
In the ideal structure, both cation sites have cubic point symmetry m3m.
However, in the real distorted structures, the point symmetry is much lower.
The crystal field influences both the magnetic and electronic properties of
oxides. Considering the ideal perovskite structure of figure 2.1, and assuming
that it is formed by octahedrally coordinated O2− anions, A2+ or A3+ cations
and B, a small cation placed in the octahedral interstitial site, the ideal ionic
radii rA and rB can be deduced.rA = rO = 0.140 nm and rB = (2
1/2 − 1)rO.
Goldschmidt[14] defined a tolerance factor
t =
(rA + rO)
21/2(rB + rO)
(2.1)
As t goes away from 1 the ideal structure becomes unstable, because it
cannot accommodate the respective ionic sizes. The particular case of t < 1
corresponds to B-O bonds under tension and A-B bonds under compression,
which results in a cooperative rotation of the BO6 octahedra and a reduction
of the angle of the B-O-B angle from 180◦. When t is close to one the
rhombohedral structure is usually crystalized, and as t deviates further from
one the structure stabilized is orthorhombic, which results from a rotation
about the [110] axis. This structure is called O-type. Some ionic radii are
listed in the table (2.1.2). In oxides with 0.89 < t < 1.02 the perovskite
structure is stable. These limits can change if a different radii are used from
the ones in the table.
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O2− Mn3+ Mn4+ Ca2+ La3+
1.40 0.645 0.530 1.34 1.36
Table 2.1: Shannon ionic radii of common elements present in perovskite
structure oxides(A˚)[15]
The tolerance factor can also be defined with the interatomic distances
between the oxygen and the ions at A and B sites:
t =
dA−O√
2dB−O
(2.2)
Jahn-Teller effect
In addition to the cooperative rotation of the octahedra MnO6, another pos-
sible deformation of the structure is a cooperative oxygen displacement, de-
forming the regular octahedra. Some oxygens move towards one neighbor
Mn atom and away from the others. With this deformation the so called O’-
type structure is stabilized, with superposition of the octahedra rotation and
octahedra deformation. This octahedra deformation is called the Jahn-Teller
deformation, and occurs in the presence of a particular electronic configura-
tion of some ions.
Considering the free Mn3+ (3d4) and Mn4+ (3d3) ions, the d orbitals
(dxy, dyz and dx2−y2) are degenerate in energy. However, if the Mn ion is at
the center of a oxygen octahedra the crystal field splits the d orbitals in two
subgroups, eg (dx2−y2 and dz2) and t2g (dxy, dyz, dzx). The eg orbitals, directed
towards the O2− neighbor ions, have higher energy because of electrostatic
repulsion. The orbitals dxy, dyz and dzx which have their lobes oriented
between the oxygen neighbors and a group of two eg orbitals, have a lower
energy.
If the ion is Mn3+, four electrons occupy the d orbitals, three in the t2g or-
bitals and one electron occupies the eg orbitals. Mn
3+ and Mn4+ usually have
electrons with parallel spin, according to Hund’s rules1. Since a very high
energy is necessary to put this electron in the higher energy orbitals, when
compared with the crystal field splitting, the octahedra deforms. The defor-
1Two electrons cannot share the same quantum number in the same system, due to the
Pauli exclusion principle. Hund’s second rule states that the lowest energy atomic state
is the one which maximizes the sum of the S values for all of the electrons in the system,
maximizing the number of unpaired electrons. This is usually the lowest energy state,
because it results in a larger average distance between two electrons, reducing electron-
electron repulsion.
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Figure 2.2: Field splitting of the degenerate atomic 3d levels into lower t2g
and higher eg levels. The particular Jahn-Teller distortion lifts each degen-
eracy as shown, for the case of Mn3+[16].
mation (Jahn-Teller distortion) lifts the degeneracy of the orbitals, making
the energy jump necessary for the extra electron smaller.
This strong electron lattice coupling is present generally in manganite
systems. Although most manganites are derived from the ideal structure, few
have precisely that structure, because the atoms are displaced from their ideal
positions when t′ 6= 1. To accommodate misfit in ionic sizes or electronically
induced structural deformations a structure with lower symmetry is formed.
Usually an orthorhombic or rhombohedral phase is formed, and the unit
cell is larger than the ideal cubic structure unit cell. The orthorhombic
structure for example, is described by a cell with four unit formulas (Z=4).
The parameters of the O-type orthorhombic structure (aO, bO and cO) are
related to the cubic parameter aP by the relations aO ≈
√
2, bO ≈ aP
√
2 and
cO = 2aP . Different relations between these parameters may occur depending
on the type of orthorhombic structure formed. For the O-type structure
aO
√
2 ≤cO ≤bO
√
2, and for the O’-type structure cO ≤aO
√
2 ≤bO
√
2.
2.1.3 Colossal magnetoresistance
Magnetoresistance is a property of materials that consists on the change of
the electric resistivity in the presence of a magnetic field. Conventional mag-
netoresistant materials can change their resistivity over 5%.With layers of
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Figure 2.3: The GdFeO3-type crystal structure of LaMnO3, an orthorhom-
bically distorted perovskite-type structure.
materials it is possible to obtain large values of magnetoresistance, the so
called giant magnetoresistance[17, 18]. In 1993 it was shown that manganese
based oxides presented a resistivity change by several orders of magnitude[1].
This magnetoresistance effect, exhibited in mixed-valence manganites, is so
large compared with the rest of materials that it was dubbed colossal mag-
netoresistance. Since then the research on these class of oxides has increased
rapidly. Colossal magnetoresistive materials are technologically important for
many magnetic applications including magnetic storage devices for recording
media and magnetoresistive sensors.
2.1.4 Double exchange and super exchange
The magnetoresistance of mixed-valence manganites was initially explained
by the ferromagnetic double exchange interaction[5]. This corresponds to
an electron transfer from the Mn3+ ions to the adjacent Mn4+. This ex-
change happens by simultaneous transfer of the eg electron from the Mn
3+
ion to the oxygen between the Mn ions involved, and from this oxygen to
the Mn4+ ion. Because of the strong atomic Hund coupling, double exchange
is favored when the transfer electron has spin parallel to the atomic spins.
This corresponds to a ferromagnetic arrangement of Mn ions, and correlates
the magnetism and resistivity, giving a reasonable explanation for the phe-
nomenon of magnetoresistance on these materials. As opposed to double
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Figure 2.4: Sketch of the double exchange mechanism, which involves two
Mn ions and one O ion.
exchange, super exchange is an interaction between two Mn3+ ions. In this
case there is not an electron transfer between this two ions, as they both
have one electron in the eg orbital, and it would require energy to put a
second electron in the eg orbital. In this case the Pauli exclusion principle
rules the interaction, the eg electron of each ion has opposed spin to an elec-
tron in the 2p oxygen orbitals. This results in antiferromagnetic coupling
between the two Mn ions. The interaction between two Mn4+ ions is also
antiferromagnetic super exchange, no charge transfer occurs. Accordingly,
pure compounds such as LaMnO3 and CaMnO3 have antiferromagnetic in-
sulating ground states. Substituting a portion of La by a divalent ion like
Ca2+, in a compound of the form La1−xCaxMnO3, for example, results in the
appearance of an equivalent amount of Mn4+, which favors ferromagnetism
via the Mn3-Mn4+ double exchange interaction. This competition between
double exchange and super exchange is now considered insufficient to explain
the states of manganites.
2.1.5 Other properties
Various spin arrangements are possible in these materials. Several arrange-
ments labeled A,B,C,D,E,F,G are possible in manganites, and combinations
of these arrangements, for example CE. Some possible modes for the Mn ions
on the perovskite structure are presented in figure 2.5. There are also charge
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Figure 2.5: Some possible modes for the B-site cations in the perovskite struc-
ture(solid and open circles represent two antiferromagnetic sublattices)[12]
ordered phases in manganites, such as the CE-type antiferromagnetic order-
ing in half doped manganites. Since the estimation of the Curie temperature
on manganites using double exchange gives a wrong TC by a large factor [19],
it is argued that DE does not explain the complex phenomena inherent to
this material. Nowadays it is accepted that there are several different inter-
actions competing: magnetic interaction between Mn spins, electron-phonon
coupling, electronic repulsion and electronic condensation energy, to name a
few. The state of mixed-valence manganites is therefore intrinsically inhomo-
geneous, and that is favorable to phase separation. Nano domains of different
phases were confirmed by experimental results [20], and are believed to be of
great importance to the colossal magnetoresistance, by a percolation process.
Normally ferromagnetic metallic and charge ordered insulating clusters are
formed, but several phases can be involved. To conclude, phase diagrams of
these materials obtained by varying either the temperature or the composi-
tion x in the case of mixed-valence manganites RxA1−xMnO3 are very rich
in different magnetic and electronic states. The diagram of La1−xCaxMnO3
is in the figure 2.1.5. Another example of a phase diagram is shown in the
case Pr1−xCaxMnO3, figure 2.1.5.
We now describe in detail the structure of the La end-member, with La
as the only rare-earth, LaMnO3.
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Figure 2.6: Example of the complex phase diagrams obtained by varying com-
position and temperature of manganites, in this case with La1−xCaxMnO3[21]
Figure 2.7: Example of the complex phase diagrams obtained by varying com-
position and temperature of manganites, in this case with Pr1−xCaxMnO3[22]
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LaMnO3
The ground state stoichiometric crystal LaMnO3 is stabilized in the O’-type
orthorhombic structure (GdFeO3-type structure), space group Pbnm (equiv-
alent to space group Pnma with a different choice of axes, a,b,c in Pbnm
become c,a,b in Pnma.) with a = 5.54, b = 5.75 and c = 7.70A˚. It has a
quadrupled unit cell, comprising four formula units, with parameters (a, b, c)
equal to (
√
2aP , 2aP , aP
√
2). The Mn-O-Mn bond angles are about 155◦.
The MnO6 octahedron is Jann-Teller distorted in such a way that the long
and short Mn-O bonds lie in the a-b plane. Mn-O bond lengths are 2.18A˚
and 1.91A˚ in plane and 1.96A˚ along the c axis. The in-plane Mn-Mn distance
is 3.99A˚.The interplane separation along the c axis which corresponds to the
intermediate Mn-O distance is a little shorter, 3.85A˚. At a temperature of
about 1020 K, the orthorhombic distortion disappears and the compound be-
comes rhombohedral (quasicubic) with the R-type LaAlO3 structure. There
is also an O’→O orthorhombic transition at 940 K. The tolerance factor is
tP =
(RLa+RO)
[
√
2(RMn+RO)]
, where RLa , RMn , and RO are the ionic radii for La,
Mn, and O, respectively, giving tP = 50.947 for LaMnO3. Early theoretical
work focused on the undistorted perovskite structure and it was found that
it cannot produce the correct insulating ground state for LaMnO3.[23]
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Chapter 3
Concepts of electronic
structure calculations
3.1 Density functional theory
In general it is not possible to obtain the exact solution to the quantum many
body problem, so that approximations have to be used. One of the most
popular approaches in condensed matter physics to solve the many-electrons
problem of a crystal is density functional theory(DFT)[24, 25], which is the
approach behind the computer program used in this work, Wien2k[7]. It has
been employed with success to predict superconductive and magnetic prop-
erties of solids, and in chemistry, to calculate detailed reaction mechanisms,
for example. To understand the basic concepts of this theory an explanation
starting with wave mechanics is useful.
3.1.1 Wave Function
The Born-Oppenheimer approximation usually covers problems of interest
in electronic structure. It simplifies the problem by keeping the nuclei fixed,
entering the hamiltonian merely as sources of an external potential. It con-
sists in two assumptions, the first is that the motion of nuclei and electrons
are decoupled, so that the wave function can be written as a product of two
wave functions, one electronic and one nuclear. The electronic depends only
on the nuclear coordinates, since it is assumed that a change in nuclei coor-
dinates translates instantaneously into a change in the motion of electrons.
It is usually valid, since nuclei have typically 2000 times or higher more mass
than the electrons, and it enables us to describe the behavior of a system
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with the time-independent Schrdinger equation.
HˆΨ = EΨ (3.1)
The other assumption is treating the nucleus as classical particles, since
they are so massive, and thus obey Newton’s laws. In the Born-Oppenheimer
approximation, and disregarding relativistic effects(in Ry atomic units1),
Hˆ = Tˆ + Vˆne + Vˆee =
N∑
i=1
(−1
2
∇2i ) +
N∑
i=1
v(ri) +
N∑
i<j
1
rij
. (3.2)
Tˆ , Vˆe and Vˆee are the kinetic energy of electrons, the potential on the electrons
due to the fixed nuclei and the electron-electron interaction, respectively.
v(ri) = −
∑
α
Zα
riα
(3.3)
is the external potential acting in the electron i due to the nuclei of charges
Zα. When a system is in the state Ψ, each particular measurement of the
energy gives one of the eigenvalues of Hˆ, and
E[Ψ] ≥ E0, (3.4)
i.e. the energy computed from any Ψ is an upper bound to the true ground
state energy E0. To find the true ground state Ψ0 for which E[Ψ0] = E0, we
need to minimize the energy,
E0 = minE[Ψ] (3.5)
so that the Schro¨dinger equation corresponds to the variational principle
δE[Ψ] = 0. (3.6)
There are a number of methods used to solve the many-body electron problem
based on the expansion of the wave function in Slater determinants, such as
the Hartree-Fock method. The problem with this approach is that each
determinant requires N! terms. Because the electrons are interacting with
each other and there are ≈ 1023 electrons in crystals, the wave-function must
consist of a huge number of terms. It requires great computational efforts
1In the system of Rydberg atomic units, six physical constants are unit: the charge
and mass of the electron, Bohr radius and and the absolute value of the electric potential
energy in the ground state of hydrogen, Planck’s constant, and the constant for Coulomb’s
law( 14pi²0 ).
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even for small systems, and the reason is that it depends on the complicated
N-electron wave function Ψ(x1,x2, ...,xN), with 3N degrees of freedom.
With density functional theory the calculational scheme uses instead of
this wave function the much simpler electronic density ρ(r) which has only 3
degrees of freedom, it depends only on the position. Despite this change of
variable, DFT is in principle an exact theory. In practice it is not possible
to have an exact expression to the exchange correlation potential (defined
in Eq. 3.11), since it depends on the approximation used to define the this
functional (section 3.1.5).
3.1.2 Hohenberg-Kohn theorems
Hohenberg and Kohn legitimized the use of the electronic density as a basic
quantity[24, 25], with two theorems: The first theorem states that the ex-
ternal potential v(r) is determined, within a trivial additive constant, by the
electron density ρ(r). Since the density determines the number of electrons,
it follows that it also determines the ground-state wave function and all the
other electronic properties of the system.
Then we have
Eν [ρ] = T [ρ] + Vne[ρ] + Vee[ρ] =
∫
ρ(r)v(r)dr+ FHK [ρ]. (3.7)
FHK is the Hohenberg-Kohn functional, defined as
FHK [ρ] = T [ρ] + Vee(ρ), (3.8)
and
Vee[ρ] = J [ρ] + nonclassical term, (3.9)
is the electron-electron interaction, where J [ρ] is the classical repulsion
J [ρ] =
1
2
∫ ∫
1
r12
ρ(r1)rho(r2)dr1dr2, (3.10)
The non-classical term is the major part of the exchange-correlation energy.
The exchange-correlation energy is defined as the interacting part of the
electronic kinetic energy plus the non classical part of the electron-electron
interaction.
Exc[ρ] = T [ρ]− TS[ρ] + Vee[ρ]− J [ρ], (3.11)
where TS[ρ] is the non-interacting part of the electronic kinetic energy, and
T [ρ]− TS[ρ] is presumably fairly small.
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The second Hohenberg-Kohn theorem provides the energy variational
principle: for a trial density ρ˜(r), such that ρ˜(r) ≥ 0 and ∫ ρ˜(r)dr = N ,
E0 ≤ Eν [ρ˜] (3.12)
where Eν [ρ˜] is the energy functional of (3.7). This is analogous to the varia-
tional principle for wave functions (3.4).
3.1.3 Thomas-Fermi model
The Thomas-Fermi Model, developed before the Hohenberg-Kohn theorems,
is conceptually similar the to the density functional theory, and is responsible
for the development of DFT.In this model the kinetic energy is a functional
of the density, combined with the classical electron-electron and electron-
nuclear attractions to give the total energy. This model works only for simple
cases, since it neglects the exchange-correlation energy. Some developments
were made to include an exchange energy functional by Dirac[26], but it still
neglects the correlation energy completely.
3.1.4 Kohn-Sham method
The most common formulation of DFT, the Kohn-Sham method[25], uses
an analogy of the functional FHK (3.8) for a corresponding non-interacting
system, with the Hamiltonian
HˆS =
∑
i
(−1
2
∇2i ) +
N∑
i
vS(ri) (3.13)
in which there are no electron-electron repulsion terms. For this system the
ground-state density is exactly ρ, and there is an exact ground-state wave
function
ΨS =
1√
N !
det[ψ1ψ2....ψN ] (3.14)
where the ψi are the N lowest eigenstates of the one-electron hamiltonian hˆS:
hˆSψi = [−1
2
∇2 + vS(r)]ψi = ²iψi (3.15)
and the kinetic energy is TS[ρ]. Using this set of orbital functions with the
variational problem of Hohenberg-Kohn, a set of equations can be derived,
the KS orbital equations:
[−1
2
∇2 + veff ]ψi = ²iψi (3.16)
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veff = v(r) +
∫
ρ(r′)
|r− r′dr
′ + vxc(r) (3.17)
These equations must be solved in a self-consistent way(iteratively). To
summarize, one usually starts with a guess for the electronic density, calcu-
lates veff , and solves for ψi. The orbitals ψi give the new density, and we find
a new effective potential, repeating this cycle until convergence is reached.
This procedure is illustrated in the figure3.1.4.
3.1.5 Approximations
The functionals for exchange and correlation are not defined in a closed form.
However approximations permit the calculations of physical quantities to be
quite accurate. The simplest and most widely known approximation is the
linear density approximation(LDA). It assumes that the functionals depend
only on the density. With this approximation,
ELDAxc =
∫
ρ(~r)²xcρ(~)d~r (3.18)
the assumption is that the exchange-correlation due to a particular energy
could be found by dividing the material in infinitesimally small volumes,
each with a constant density. LDA is expected to work well for systems
with slowly varying densities, and surprisingly it performs reasonably well
for other cases too.
The local spin density approximation(LSDA), generalizes LDA for the
inclusion of spin, needed for magnetic systems. With this scheme, the spin
densities ρσ(r) are the key quantities. The total energy of the system is
obviously a function of these quantities:
Etot(ρ↑, ρ↓) = Ts(ρ↑, ρ↓) = Ts(ρ↑, ρ↓)+ENe(ρ↑, ρ↓)+Exc(ρ↑, ρ↓)+ENN , (3.19)
where ENN is the repulsive Coulomb energy of the fixed nuclei and the elec-
tronic contributions Ts, Eee and ENe(ρ↑, ρ↓) are, respectively, the kinetic
energy of non-interacting electrons, the electron-electron repulsion and the
exchange-correlation energies. Within LSDA, Exc can be written in terms of
a local exchange-correlation energy µxc times the total electron density, just
like the LDA, and the equivalent equation is
ELSDAxc =
∫
µ(ρ↑, ρ↓)[ρ↑ + ρ↓]dr. (3.20)
,
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Figure 3.1: Flow Chart for the nth iteration in the selfconsistent procedure
to solve the Kohn-Sham equations[27].
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and the particular form of µxc is an assumption also made. Several forms
can be found in the literature.
Then, Exc can be minimized by means of the variational principle, intro-
ducing orbitals ψσik such that
ρσ(r) =
∑
i,k
nσi,k |ψσik(r)|2 , (3.21)
where nσi,k are occupation numbers such that 0 ≤ nσi,k ≤ 1/ωk, where ωk
is the symmetry-required weight of point k. The variation of Etot gives the
Kohn-Sham equations (in Ry atomic units):
[−52 +VNe + Vee + V σxc]ψσik(r) = ²σik(r)ψσik(r). (3.22)
Now this equation is solved self-consistently in an iterative process, since
finding the Kohn-Sham orbitals requires the knowledge of the potentials,
which themselves depend on the (spin-)density and thus on the orbitals again.
Recently, new approximations beyond the LSDA have been made. The
logical step needed to improve LDA is to make the exchange-correlation not
only dependent on the local density but also on the density of the neighboring
volumes. This is achieved by adding gradient terms of the electron density
to the exchange-correlation energy or its corresponding potential. This ap-
proximation then is called generalized gradient approximation(GGA). GGA
is still local, although it also takes into account the gradient of the density,
it is the density at the same coordinate. GGA is described by an expression
of the form
Exc[ρ
α(r), ρβ(r)] =
∫
drf [ρα(r), ρβ(r),5ρα(r),5ρβ(r)] (3.23)
α and β are the indexes for different spins, when performing spin-polarized
calculations. One recent form of GGA by Perdew, Burke and Ernzerhof
(PBE) (1996)[28] has proven to be the best one for most cases, and is the
most widely used by physicists. This is the approximations that I use by
default in all the calculations in this work. There are recent versions of GGA,
such as meta-GGA by Perdew et al (1999)[29] and Tao et al (2003)[30] but
self-consistency is not yet easily achieved in such models. The disadvantages
of this approximation are the number of different versions, because of the
freedom to include the gradient, and that some versions are not strict ab
initio models, and some experimental values are needed.
To solve the equation (3.1) with density functional theory as well as other
methods we need a suitable basis set to express the orbitals ψik. In theory
this set should be infinite, in practice a limited set of functions is used. By
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choosing the size of the basis set, we are determining the number of eigenval-
ues to be solved, since solving the Kohn-Sham equations means solving an
eigenvalue problem. Obviously the larger basis set corresponds to more time
consuming problems, as bigger matrixes have to be diagonalized. Some basis
sets can be defined that are more efficient, because they provide good con-
vergence with a smaller size and thus reduced time. However such efficient
sets are usually biased, because they solve some cases very well and quickly,
but not acceptable in other situations. The challenge here is to find basis
sets that are both efficient and unbiased. In the next section some basis sets
for the implementation of density functional theory will be described.
3.1.6 Basis sets
Pseudopotentials[31]
A plane wave expansion is a mathematically simple way to describe a basis
set. Plane waves are functions of the form
f(r) = eik.r, (3.24)
where k is any vector of the first Brioullin zone. An eigenfunction ψnk of a
periodic hamiltonian, can be expanded in a plane wave basis with an infinite
set of coefficients cnk:
Ψnk
∑
k
cn,kK e
i(k+K)˙r (3.25)
K is any vector of the reciprocal lattice. The basis functions are:
|φK〉 = ei(k+K)r˙. (3.26)
The basis depends on k, so that different k correspond to a different basis.
It is not possible to use an infinite basis set, the set must be limited. With
plane waves, this is done by limiting the set to a maximum value of K,
Kmax, corresponding to a sphere with radius Kmax centered at the origin
of the reciprocal space. The energy corresponding to this value is called the
cutoff energy, E = ~
2Kmax
2me
. In the region of small radius, close to nucleus, the
wave function needed to describe the electronic state is very steep or oscillates
a lot, making it necessary, if one wants to use plane waves, to use a large
number. In fact except for simple cases this number is so large that is not
manageable even with today’s computers. For this reason, one method used
consists in the inclusion of a pseudopotential. This is a potential which gives
a smoother wave function close to the nucleus, making only a few plane wave
36
functions needed to describe it. This is acceptable because the inner core of
electrons are shielded from the outer electrons, which react with other atoms.
However, alternatives to this method can be made more efficient. The greater
disadvantage of this implementation in this study is the following: the region
of interest when calculating hyperfine fields is the one closer to the nucleus,
thus making the the pseudopotentials inappropriate to the calculations of
electric field gradients.
Augmented Plane Waves(APW)[32]
A viable alternative to the pseudopotentials would be to divide the space in
two regions. Electrons bound to the nucleus like if they were in a free atom
are called core states, and the ones that participate in chemical reactions with
other atoms are the valence states. Since the core electrons behave more or
less like they were in a free atom, shielded from interacting with exterior
atoms, the region close to the nucleus can be described by an atomic-like
wave function, with the use of spherical harmonics. Space with be divided
in spheres for the nucleus and inner electrons, called muffin-tin spheres(call
it Sα), and the remaining space called the interstitial region(call it I). In the
interstitial region plane waves are used. Plane waves are the eigenfunctions
of a hamiltonian with zero potential, so this assumes that electrons in the
interstitial regions.
This constitutes the augmented plane wave basis set, and the basis func-
tions ΦK for the expansion of ψk are defined as
ΦkK =
{
1√
V
ei(k+K)˙r r ∈ I∑
l,mA
α,k+K
l,m u
α
l (r
′, E)Y lm(rˆ
′) r ∈ Sα
Plane waves in the interstitial region are augmented by atomic-like functions
in the muffin tin spheres. k and K keep their previous meaning, α is the
index of the muffin-tin spheres and r′ = r − rα is the position given with
respect to the center of each sphere,θ and φ are the spherical coordinates
specifying the direction of r’. The uαl are solutions for the radial part of the
Schrdinger equation for a free atom α at an energy E. Since the atoms are
not free, they are just serving in this case as parts of the basis functions,
being non physical. Aα,k+Klm are parameters defined by the requirement that
the two sets of functions are not discontinuous, give the same wave functions
on the surface of the sphere. This is achieved by expanding the plane wave
in spherical harmonics:
1√
V
ei(˙k+K)˙r =
4pi√
V
ei(˙k+K)˙rα
∑
l,m
iljl (k+K|r|)Y l∗m (k+K)Y θφlm (3.27)
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The number of terms contained in this equation is infinite, in principle, and to
match the two regions the number of values A
α,k+K)
lm are infinite. In practice
one truncates to some value lmax. The cut-off for the plane waves (Kmax ) and
for the angular functions (lmax) are of comparable quality if the number of
nodes per unit of length is identical. This yields the condition RmaxKmax =
lmax. It has some disadvantages :in order to describe an eigenstate accurately
with APW’s, one has to set E equal to the eigenvalue (or band energy) of that
state. But since that is the value it tries to determine, we are forced to start
with a guessed value for it and take it as E. The APW is also much slower
than than the pseudopotential method, because whereas in pseudopotential
one diagonalization of the secular matrix gives all the eigenvalues, with APW
one diagonalization is needed for every eigenvalue. In practice this method
is not used anymore, but its exposition here is important to introduce the
next two methods.
LAPW[33]
The APW method needs a guessed value of the unknown energy of the eigen-
state E = ²nk to determine u
α
l (r
′, E), which will be used to calculate that same
energy. The linear augmented plane wave (LAPW) method eliminates this
difficulty, by calculating uαl (r
′, ²nk) from known quantities. Using a Taylor
expansion around an energy E0,
uαl (r
′, ²nk) = u
α
l (r
′, E0) + (E0 − ²nk)
∂uαl (r
′, E)
∂E
∣∣
E=E0
+O(E0 − ²nk)2 (3.28)
For a fixed E0, the substitution of the first two terms of the expansion on the
APW equations gives the LAPW.
ΦkK(r) =
{
1√
V
ei(k+K)˙r r ∈ I∑
l,m
(
Ak+kl,m e
alpha
l (r
′, E0) +B
α,k+K
l,m u˙
α
l (r
′, E0)
)
Y lm(rˆ
′) r ∈ Sα
Now the difference E0 − ²nk is unknown and to determine it one has to use a
second coefficient Bα,k+Klm . To determine both coefficients A and B the sphere
boundary must match the functions of the sphere and plane wave both in
value and in slope. For example, if we want to
Imagine we want to describe an eigenstate ψnk that has predominantly p-
character (l = 1) for atom α. This means that in its expansion in LAPW’s,
theAα,k+K(l=1)m are large. It is therefore advantageous to choose E0 near the center
of the p-band. In this way, the O(E0− ²nk)-term in equation 3.28 will remain
small, and cutting after the linear term is certainly allowed. We can repeat
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this argument for every physically important l (s-, p-, d- and f-states, i.e. up
to l = 3) and for every atom. As a result, we should not choose one universal
E0, but a set of well-chosen E
α
1,l up to l = 3. (the meaning of the index
′1′
will become clear).
Taking this into account, the final definition of LAPW is:
ΦkK(r) =
{
1√
V
ei(k+K)˙r r ∈ I∑
l,m
(
Ak+kl,m e
α
l (r
′, Eα1,l) + B
α,k+K
l,m u˙
α
l (r
′, Eα1,l)
)
Y lm(rˆ
′) r ∈ Sα
RmtKmax and basis size
The cutoff parameter Kmax, which was determined to be a good quantity to
judge the accuracy in a pseudopotential calculation, is also a valuable indica-
tor for APW and LAPW, but a better yet quantity for LAPW is Rminα Kmax,
the product between the smallest muffin tin radius and Kmax. The increase
of the muffin tin radius means that a plane wave ca moves farther away from
the nucleus. Less plane waves are needed to describe the remaining parts
of the wave function, that will be smoother, because it is farthest from the
nucleus. An increase of Rα permits reducing Kmax maintaining the same ac-
curacy.If The product RminKmax remains constant the accuracy of different
calculations is comparable. A larger Rmin reduces the computer time main-
taining the same accuracy, because it allows the increase of Kmax, and Kmax
controls the size of the matrices whose diagonalization is very demanding.
However, care must be taken with increasing Rmin, because the spherical
harmonics are not appropriate do the description of wave functions far away
from the nuclei. With Wien2k[7] the parameter RminKmax can be controlled,
the required values lie between 7.5 and 9. When making a series of calcu-
lations with the aim of comparing the results, the same value of RminKmax
should be used in all calculations. In this work the value RminKmax = 7 is
used, unless otherwise indicated. Finding the best RmtKmax is important,
especially when doing big calculations that require a lot of time. The basis
should be large enough to have accuracy, but not too large and waste time.
To test the basis, it is a good idea do calculate total energy and a sensitive
quantity (such as the electric field gradient) as a function of the size of the
k-mesh used and RmtKmax. The k-mesh is the number of points used to
divide the reciprocal space. When these quantities are converging it gives a
good idea of the optimal value for each of these parameters.
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LAPW and local orbitals
Sometimes the character of a state is a mixture of core and valence, such a
state is called a semicore state. It happens sometimes with states with the
same quantum number l but different n. In those cases the optimal solution
is not the sphere or interstitial region, and the calculation can be improved
by adding more basis functions to the LAPW basis set, called local orbitals.
A local orbital is defined as
Φlmα,LO(r) =
{
0 r /∈ Sα(
Aα,LOl,m u
α
l (r
′, Eα1,l) +B
α,LO
lm u˙
α
l (r
′, Eα1,l) + Cl,mu
α
l (r
′, Eα2,l)
)
Y lm(rˆ
′) r ∈ Sα
A local orbital is zero in the interstitial region and is specific to the muffin
tin sphere of one atom, hence its name local orbital. The three coefficients
are determined by requiring that the local orbital has zero value and slope at
the sphere boundary, and is normalized. Increasing the basis set with local
orbitals is often synonym of much better accuracy with only a little more
computational time, so the code Wien2k uses them by default.
APW+lo method[34]
The APW+lo basis set has not the same problem of the APW. This was
achieved at the cost of a larger basis set. APW+lo has the advantage of
a basis of the same size as in APW. As the name indicates, this method
uses the two kinds of functions, APWs and local orbitals. The local orbitals
however are not of the same type of local orbitals used with LAPW. They
are defined as
φkK =
{
1√
V
ei(˙k+K)˙r r ∈ I∑
l,mA
α,k+K
l,m u
α
l (r
′Eα1,l)Y
l
m(rˆ
′) r ∈ Sα
Mixed basis sets (LAPW/APW+lo)
Some particular states are harder(need a larger number of basis functions
to be described correctly) for LAPW than forAPW+lo, and this results in
a larger Kmax needed for LAPW. It is possible to treat those states with
APW+lo and keep using LAPW for other states. The advantage of this
choice is keeping the RminKmax low for accurate results. This mixed basis
set is the recommended basis choice in WIEN2k.
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APW+lo with local orbitals (APW+lo+LO)
The type of local orbitals used in APW(lo) are different from the local orbitals
(LO) used in LAPW. Using APW+lo, the same problem of treating semi-
core states appears as in LAPW (3.1.6). By adding the same local orbitals
as in LAPW this problem is solved.
3.2 Electric field gradient in LAPW
One is most interested in the principal component of the electric field gradi-
ent, Vzz or V20 (spherical). The principal component can be obtained from
the charge density by
Vzz =
∫
ρ(r)
2P2(cosϑ)
r3
dr (3.29)
P2(cosϑ) is the Legendre Polynomial
Pn(x) =
1
2nn!
dn
dxn
[
(x2 − 1)n] . (3.30)
The Vxx, Vyy (and η) are obtained in an analogous way.
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Chapter 4
Results and discussion
4.1 Method
The code used with DFT as the basis is Wien2k[7, 35]. It is a computational
tool that consists in a set of routines, (individual FORTRAN programs linked
by C shell-scripts) developed by P. Blaha, K. Schwarz, G. Madsen, D. Kvas-
nicka and J. Luitz from the Inst. f. Materials Chemistry, TU Vienna. It can
calculate total energy, forces, and other important properties to the under-
standing of materials such as hyperfine parameters (electric field gradient,
magnetic hyperfine field, and isomer shifts), density of states, X-ray spectra,
phonons or optical properties.
The required input are structural parameters of a unit cell. This in-
put is used to generate a starting electronic density. Each iteration consists
on using an electronic density to calculate a Kohn-Sham potential, that in
turn calculates a new electronic density. Then convergence may be obtained,
when the difference between results of successive cycles is smaller than a
given value, defined by the user. It is an ab initio or first-principles method,
which means that the given structural parameters can be optimized, by min-
imization of the total energy, or forces at the atomic sites. It is possible to
make a structural optimization based on the variation of the volume or by
variation of atomic internal parameters. In the case of mixed compounds,
such as La1−xCaxMnO3, one has to include occupancy probabilities and use
layer unit cells to account for the atoms stoichiometry(x). This can be very
lengthy for non rational values of x. The method was applied and results
were obtained, with some of the perovskite structure family of manganese
based oxides described in section 2.1.3.
After learning to install and adapt the operating system1 in a computer,
1in this particular case openSuSE 10.2, other Unix based systems are also compatible
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compiling the programs, repetition of the process on another computer, and
using also a cluster of another two computers, the computational power to
perform a good number of simulations was available. An important point
to get acquainted with these methods is to study simple situations, and
analyzing the influence of input data on the final results.
4.2 CaMnO3
CaMnO3 is one of the simplest manganites, that is practically undistorted
at low temperatures, since it has only Mn4+. I started with the simple
high symmetry cubic perovskite structure. Evidently the EFG at the Ca
site is zero, as it is at the Mn site. In the bulk stable state CaMnO3 is a
G-type antiferromagnetic semiconductor. The ionic picture Ca2+Mn4+O2−3 ,
with spherical Mn d3 configuration makes the face centered cubic phase stable
over distortions observed, for example, in LaMnO3, with Jahn-Teller Mn
3+
ions.
A test was then performed a unit cell with a = 3.72666, b = 37020 and
c = 3.73303A˚, values obtained from x-ray measurements[11]. These values
were calculated from the orthorhombic distorted cell with 4 formula units
(measured values of a = 5.2703A˚, b = 5.2753A˚ c/
√
2 = 5.2793A˚) to a smaller
primitive cell by aP = a/
√
2,bP = b/
√
2 and cP = c/2 .
I performed a series of tests to check the sensitivity of the calculation to
structure changes and errors in the input values. The value of η seems to
vary significantly with a small change (0.001 A˚) at the edges of the unit cell.
Everyone of these tests used as input parameters: a 64 k-point mesh in the
irreducible Brillouin zone and a convergence parameter RKmax = 7. The
calculation considered spin-polarization. The results obtained by varying a
and c are presented in the tables 4.1 and 4.2.
Table 4.1: Asymmetry parameter η
a/c(A˚) 3.73103 3.73203 3.73303 3.73403 3.73503
3.72466 0.23430 0.43053 0.62062 0.81669 0.95993
3.72566 0.25964 0.56880 0.73199 0.93036 0.91612
3.72666 0.33027 0.62004 0.82767 0.90404 0.76382
3.72766 0.41759 0.76132 0.94455 0.73688 0.61320
3.72866 0.56059 0.92422 0.65360 0.49625 0.38327
A contour plot of the values of η is also presented in the figure 4.2.
It is seen that a change of 10−3A˚ on a unit cell edge already translates
into a substantial variation of EFG and η. The EFG obtained with PAC
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Figure 4.1: Values of the asymmetry parameter calculated by varying a or c
edges in a perovskite unit cell without distortions, for the case of CaMnO3
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Table 4.2: Vzz(V/A˚
2)
a/c(A˚) 3.73103 3.73203 3.73303 3.73403 3.73503
3.72466 -0.16070 -0.11490 -0.10710 -0.13370 -0.14280
3.72566 -0.08780 -0.09680 -0.12460 -0.11670 0.13070
3.72666 -0.07140 -0.08010 -0.08130 0.10400 0.12210
3.72766 -0.05640 -0.06510 0.07650 0.09620 0.11440
3.72866 -0.03650 0.04740 0.06670 0.08660 0.10500
[11] is Vzz = 58.2V/A˚
2
and η = 0.66. The obtained deviation with exper-
iment can be explained qualitatively considering the distortions not taken
in account by the cubic input structure. The obtained Vzz has a qualitative
expected behavior, since the deviation from cubic symmetry corresponds to
an increase of the absolute value. However, comparing with experimental
results obtained with PAC[40] (Vzz = 58.2V/A˚, η = 0.66), , the obtained
values of Vzz are too small. Even tough the calculated EFG sensibility is
high,the experimental value is on another scale. Probably something is not
being taken into account in the theoretical calculations. Maybe the refine-
ment needed to the structural data, taking the octahedral distortions into
account, will increase the EFG. The values of η have a great variation with
the lattice parameters. For some of the cases calculated, η is very close to
the experimental value.
4.3 LaMnO3
4.3.1 Previous work
Although the properties of this manganite are quite difficult to simulate be-
cause of its complexity, there is some literature available on the subject. The
LSDA calculations often fail to predict the insulating behavior of LaMnO3.
To correct this deficiency of the LSDA to give the right insulating properties
of the perovskites, LSDA+U theory can be applied, where U is an intrasite
Coulomb repulsion added to the calculations. Hu et al.[46] reported that to
get the correct experimental ground state for LaMnO3, it is necessary to take
Jahn-Teller distortion, electron-electron correlations, and antiferromagnetic
ordering simultaneously into consideration. Some of the features lacking
in most of the theoretical studies on LaMnO3 originate also from the fact
that they have often resulted from use of the atomic-sphere approximation,
which means that the calculations have not included the non spherical part
of the potential. Also calculations sometimes use a minimal basis set, and
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the cubic perovskite structure is frequently assumed, neglecting significant
structural distortions, probably because the orthorhombic structure greatly
increases the computational time. While for the case of CaMnO3 the ground
state(where theory can be used) has almost no distortions,LaMnO3 is more
complicated in this respect and the orthorhombic structure must be used
to reproduce even basic features. Spin-orbit coupling is another interaction
which may be of significance for calculations in this material, and has not
been included in earlier studies. Instead of using the uniform electron gas
limit for exchange and correlations corresponding to the LSDA, the outcome
is also improved by including inhomogeneity effects through the Perdew and
Burke parametrization of the generalized gradient approximation(GGA)[38].
The first principles pseudo potential method is also used[38] to perform struc-
tural optimization, based on the approximations LDA, GGA, and LDA+U,
and it can successfully reproduce Jahn-Teller distortions with all three meth-
ods, although the magnitude of the distortions obtained isn’t quite as large
as the experimental value. The same analysis is performed with a hypothet-
ical ferromagnetic state and the distortions almost vanish, with lower total
energy predicted by ferromagnetic ordering. This is a result incoherent with
experimental observation, since in reality for the ground-state of LaMnO3
antiferromagnetic ordering is observed. Fuks et al.[45] obtained the density
of states for cubic LaMnO3 and SrMnO3, to serve as a first step study of the
strontium doped lanthanum manganite. The individual compounds have a
cubic structure at relatively high temperatures, and this study serves to give
an understanding of each structure.
4.3.2 Results
The DOS graphics were obtained, also with Wien2k. For this work, the same
calculation was successfully reproduced, and the obtained density of states
graphics are reproduced in the next pages. Fuks et. al also obtained electron
density plots of SrMnO3 with the planes of Sr-O and Mn-O bonds, which
agree with experimental results, showing that the Sr-O bonds are ionic but
the Mn-O bonds are partially covalent. For the LaMnO3 obtained density of
states, it is interesting to see that there is a gap for one spin but not for the
other.
In the calculations with LaMnO3 for this work, spin orbit interaction was
not used, the exchange-correlation approximation used was GGA and with
spin-polarization, and the structure used takes Jahn-Teller distortions into
account. Using a structure of this type the asymmetry parameter obtained
(η = 0.84) agrees with experimental values obtained with PAC [11], NMR
[42, 43] and with other FLAPW calculations [47](η = 0.9). The obtained
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value of Vzz, although not with a precise agreement, is at least of the same
order, Vz = 135V/A˚
2
which compares reasonably with Vzz = 71.7V/(A˚) ob-
tained at 10.9K for the stoichiometric sample with PAC[41]. The theoretical
value is two times the experimental value which is not bad compared with
another result from literature obtained with first principles FLAPW [47], for
which the obtained EFG is two Vzz = 35.79 and Vzz = −15.87V/A˚2, for the
ferromagnetic and antiferromagnetic phases respectively.
From the analysis of the density of states of LaMnO3 one can see that
it is close to a 100% spin polarized conduction band, if the Fermi energy is
reduced. This can be achieved by reducing the number of electrons in the
system, doping with a divalent metal to increase the Mn4+/Mn3+ ratio.
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Figure 4.2: Density of states corresponding to the up and down spin states,
for the cubic structure of LaMnO3. The zero value in energy corresponds to
the Fermi energy.
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Figure 4.3: Density of states corresponding to the up and down spin states,
for the cubic structure of SrMnO3. The zero value in energy corresponds to
the Fermi energy.
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Chapter 5
Conclusion
The band structure calculations resulted in some interesting results. Some
are in disagreement with experimental results, and it will be interesting to see
the effect of one or other approximation and input values for the improvement
of these results in the future. The results show that the electric field gradient
is highly sensible to the use of different approximations, or structural and
magnetic variations. Due to this high sensitivity it is a good quantity to test
experimentally aspects of different theoretical approaches of materials. The
electronic density of states for the LaMnO3 hypothetical cubic phase agrees
with published results, however the electric field gradient can be improved
with the use of other effects in the calculation. The values of Vzz for CaMnO3
are very far from experimental values and an explanation cannot be given at
this point, it will be interesting to see in the future why this is happening.
Probably the distortions, not taken into account, have a huge effect in the
electric field gradient, which explains the small values obtained.
Concluding, Wien2k is an well established method that can give good
results for the electric field gradient, and many other properties of interest.
It may help in experimental physics, even if the results are only of qualitative
value, to separate good experiences from those not worth doing. In theory,
the accuracy of the method is well known as one of the best, and predictions
about all kinds of properties of materials are always useful.
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