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ABSTRACT
The advent of high throughput technologies not only brought huge amounts of biological
data but also many versatile bioinformatics tools, as well as highly sophisticated and complex
analysis workflows (Ortuño and Rojas, 2016). However, the majority of biological scientists are
not bioinformaticians. There is a gap between the average biologist and what is needed in terms of
bioinformatics and statistics knowledge, and programming skills for tackling biological questions
with those already huge but still growing amount of biological data. The aim of this study is to
develop a set of web-based computational tools to enable biological researchers to access and
acquire data from Tripal databases more efficiently, as well as gain insights from data with easyto-use and powerful bioinformatics tools. The research goal was achieved by improving and
extending the biological database construction toolkit, Tripal, and the web-based computational
platform, Galaxy. First, I developed two Tripal extension modules: one for storing and visualizing
high throughput differential expression experiments data, including gene expression data, NCBI
Biosample metadata, and analysis methodology data; and the other for site-wide and customizable
search. Second, I created an R Markdown based framework for Galaxy tool development. The new
framework provides a generalized tool wrapper and enables the generation of output in more
intuitive and standardized HTML reports. Finally, I developed the Galaxy Tool Generator to
improve the efficiency of developing Galaxy tools. In the last chapter, I presented a straightforward
but comprehensive use case to demonstrate how these computational tools can facilitate scientific
research.
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CHAPTER I. INTRODUCTION

1.1 Biology in the era of big data
The rapid growth of data over the last decade in biology, especially in genomics, has
brought us into the era of big data. The total number of whole genome sequences records in the
United States National Center for Biotechnology Information (NCBI) is up to 722,438,528
(accessed by Oct 2018). The Sequence Read Archive (SRA) maintained by the NCBI is one of the
largest repositories in the world for hosting raw sequencing reads used in most published studies.
By 2018 over 10 petabases of raw sequence data had been deposited to SRA. The archived
sequence data in SRA only represents a small fraction of the total produced, as most of it is not yet
stored in SRA or any of its counterparts (Stephens et al., 2015). The amount of genetic sequencing
data stored at European Bioinformatics Institute (EBI) takes less than one year to double in size.
The majority of data in both NCBI and EBI is publicly available, giving biological researchers
easy access to these petabytes of data (Marx, 2013a).
This explosion in biological data is largely due to continued advances in high throughput
structural and functional genomic technologies. It has become increasingly affordable and faster
to obtain large quantities of data with increasing accuracy (Stephens et al., 2015; Diehn et al.,
2003; O’Driscoll et al., 2013; Li and Chen, 2014). In the Human Genome Project (Collins et al.,
2003), experts from 20 institutes spent 13 years and over $3 billion to identify the entire genome
of approximately 3 billion nucleotides. By 2014, the cost of sequencing a human genome dropped
to $1000 and could be done within a few days (Li and Chen, 2014). Nowadays, it will only take
1

less time to sequence a human genome at smaller cost. Before 2008, how DNA sequencing costs
reduced as time could be exceedingly well explained by the Moore’s Law. The Moore’s Law was
coined in 1965 by Intel co-founder Gordon Moore to describe the trend that the number of
transistors that can be placed on an integrated circuit board doubles every year (Brock and Moore,
2006). Since the formulation of this empirical rule, Moore’s Law has been a golden guide for
technology development, including sequencing technologies. However, the advent of ‘second
generation’ DNA sequencing technologies in 2008 broke the rule, resulting a dramatic reduction
in sequencing cost but increase in sequencing capacity (Wetterstrand, 2016) (Figure 1.1). The
third “generation sequencing” technologies (Sanders et al., 2017) sustain the rapid falling of
sequencing costs and the explosive growth in sequencing data

1.2 The challenges of big biological data
Big data is much more than simply a matter of size (Bizer et al., 2012). In addition to the
property of being large in volume, big biological data is also defined by the high velocity of data
generation, the huge variety of data sources and formats, and enormous variability in data context
(Katal et al., 2013; May, 2014; Khan et al., 2018). The four V’s (volume, velocity, variety,
variability) are signature properties of big data and the complexity caused by their combinations
pose increasing challenges in data engineering and semantics (Bizer et al., 2012). Inevitably,
finding solutions to manage data at unimaginable scales and to efficiently extract information from
data has become more and more difficult for biologists, many of whom have never been trained in
data or computational science. There is an ongoing need to fill this gap by building robust
cyberinfrastructure that connects scientists, software tools, computers, storage systems and data
through intuitive online interfaces.

2

1.3 Tripal: constructing biological databases
Tripal (Ficklin et al., 2011; Sanderson et al., 2013) is a set of software modules that
provides a simplified solution for the construction of informative, research-oriented websites for
the biological scientific community. It is built as a suite of Drupal (VanDyk and Westgate, 2007)
modules that incorporate the community standard GMOD Chado (Mungall et al., 2007) schema
into a Drupal-based web database. Chado is an open source database schema that was first designed
for the FlyBase (FlyBase Consortium, 2003), and since its initial release, has been developed and
adopted by many biological online databases. Currently, there are over 130 Chado tables which
support the storage of a variety of types of biological data such as genomic features, sequence data,
expression data, phenotypic data, genomic libraries, stocks, publications and much more. Drupal,
the underlying technology, is a popular open source Content Management System (CMS). Drupal
empowers admins and users to add content to websites as well as edit or delete content without
programming. Drupal’s functionality can be extended by installing any of the thousands of
modules developed by the Drupal developer community. A Drupal API is also available to build
custom modules and websites.
With the advances in DNA sequencing technologies, it is possible for single research
groups to generate a large amount of genomic data very rapidly and at a substantially small cost.
Research communities are facing increasing challenges of creating and maintaining databases with
large quantities of biological data. While the online database is a perfect way for sharing and
managing ‘big data’, most biologists don’t have the expertise or necessary resources to build such
an online database. Tripal uses the open-source, biologically-oriented database Chado for data
storage and can be installed in the Drupal system like other Drupal modules to construct researchoriented biological sites without the need of programming. Tripal has been adopted by a variety of
3

plant and animal websites (Table 1.1). Researchers with programming expertise can write custom
Tripal modules with the Tripal API to extend its functionality, or modify Tripal’s data templates
to create customized biological websites. Currently Tripal has 30 extensions, and is still
undergoing active development from over 10 groups (Tripal 3, 2018).
Tripal, Chado, and many other interoperable software tools are members of the Generic
Model Organism Databases project (GMOD, http://gmod.org/). GMOD is a collection of database
schemas and open software tools for genetic and genomic data storage, manipulation,
visualization, analysis as well as web-based database construction. In early 2000s, NIH, NSF and
USDA-ARS funded GMOD to satisfy these purposes for biological research communities, and it
has since continued to expand and adjust to meet the evolving needs of scientists.

1.4 Hardwood Genomics Database: a Tripal-based database
Hardwood tree species have great economic and ecological significance. As a source of
timber, they are widely used for construction and other purposes like furniture, flooring, musical
instruments, tools, and numerous other specialty wood products (Pijut et al., 2011; Panayotou and
Ashton, 1992; Seth, 2003). Hardwood tree species are a source of sustenance by providing
specialty fruit and nut crops, such as apples, citrus, almonds, peaches, walnuts, and more. They
are also an important source of medical compounds, and serve as fuel (Omar et al., 2000; Seth,
2003). Our urban environments are improved by hardwood trees because they can eliminate
pollutants, moderate temperature and noise, and function in recreation and ornamentation (Seth,
2003; Pijut et al., 2011). Hardwood trees play a significant role in environmental stabilization and
restoration by controlling soil erosion and desertification, and by serving as riparian buffers,
windbreaks and watershed protection (Seth, 2003; Allen et al., 2001; Jacobs, 2006; Skousen et al.,
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2009). Organisms at different level of food chain use hardwood trees as habitats, shelters, nesting
sites and nutrients (Leopold et al., 1998; DeGraaf, 2002; MacGowan, 2003; Seth, 2003; Pijut et
al., 2011), and they also contribute to nutrient cycling and distribution (Pastor and Bockheim,
1984; Harmon et al., 1986).
These invaluable tree species, however, are increasingly facing threats from invasive pests
and pathogens as well as climate change (Pimentel et al., 2000; Wingfield et al., 2010; Loo, 2009;
Lovett et al., 2006). Approximately 50,000 foreign species have been introduced into the United
States (Pimentel et al., 2000, 2005), and among these introduced foreign species, insects and
pathogens pose the greatest threats to the forest ecosystem (Loo, 2009). Non-native invasive
insects and pathogens often cause mortality of hosts and affect forest composition, productivity
and nutrient cycling (Moser et al., 2009; Gandhi and Herms, 2010). The emerald ash borer (EAB)
larvae feed on the bark of ash trees and destroy the phloem tissue. Once the EAB populations are
established, all ash trees in that region are likely to become infected and die (McCullough, 2013).
Pathogens may fundamentally change an ecosystem by eliminating the dominant tree population
(Lovett et al., 2006). The pathogenic fungus Cryphonectria parasitica, which is the main cause of
chestnut blight, led to the widespread death of the American chestnut a century ago (Anagnostakis,
2012).
Compared to the impacts from invasive insects and pathogens, the related impacts from
climate change will be damaging through global and species-nonspecific disturbance via inducing
drought and heat (Hanson and Weltzin, 2000; Allen et al., 2010). The study by Zhao & Steven
(Zhao and Running, 2010) indicated that the warming climate resulted in a significant reduction
in the global terrestrial Net Primary Production (NPP, the net carbon fixed by a given plant
community or ecosystem (Gough, 2012)) from 2000 to 2009. Climate change may also influence

5

the forest composition (Wang et al., 2016), distribution (Sykes and Prentice, 1996; McKenney et
al., 2007), timber products (Bateman and Lovett, 2000) and the atmospheric CO level, and
2

therefore the physiological responses of hardwood trees (Ceulemans and Mousseau, 1994). Forests
are likely to be exposed to more frequent and severe disturbance in the near future (Dale et al.,
2016).
In order to maintain and enhance the economic and ecological value of hardwood trees,
researchers are actively seeking to identify individuals that are resilient to biotic and abiotic threats
or have higher productivity

(Schmidtling et al., 2004; Neale and Kremer, 2011). Tree

improvement or breeding is the repeated cycling of selecting the most desirable trees, breeding or
propagating those selected trees, and testing the resulting progeny (Neale and Kremer, 2011).
Genetic principles are applied to help manage natural tree populations of high quality, screen trees
of desired phenotypes/genotypes for breeding, and, more recently, to genetically modify trees to
generate more adaptive, disease or pest resistant trees (Pijut et al., 2011). The growing availability
of genomics data for hardwood tree species has opened the doors to additional exciting avenues of
research and application. For example, profiles of genetic variation of tree populations can be
estimated to determine which populations have higher adaptive genetic potential and then used to
optimize a species conservation strategy (Neale and Kremer, 2011). Marker-assisted selection
(MAS) approaches, already common in other agricultural plant species, can be applied to reduce
the breeding cycle time (Collard and Mackill, 2008; Neale and Kremer, 2011). Landscape
genomics studies are being used to explore the geographic pattern of genome-wide genetic
variation of tree species and therefore to assess a species’ ability to respond to predicted
environmental change (Sork et al., 2013). Association genetic studies are being used to dissect
complex traits and identify the individual genetic components that are responsible for phenotypes
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of interest (Harper et al., 2016; Ćalić et al., 2017). Genetic markers that are associated with
ecological and economic traits can be used to monitor forest health (Rabbani et al., 2003; Harper
et al., 2016) or for breeding selection (Crossa et al., 2010; Stejskal et al., 2018).
The successful application of the powerful genetic approaches described above to
hardwood trees improvement and breeding largely depends on the availability of high-quality
genetic and genomic resources such as genetic markers (e.g., Single Nucleotide
Polymorphisms(SNPs), Simple Sequence Repeats (SSRs)), reference genetic and physical maps,
genome and transcriptome sequences, and associated gene expression profiles (Pijut et al., 2011;
Neale and Kremer, 2011). Fortunately, advances in DNA sequencing technologies have made it
affordable for single research groups to generate large amounts of valuable genetic resources in a
very short time (Reuter et al., 2015). Because of these advances, a new challenge for researchers
is finding, analyzing and using these existing genetic resources.
The Hardwood Genomics Database (HGD, (https://www.hardwoodgenomics.org/) is a
Tripal-based database, hosting genetic and genomic data from 32 economically and
phylogenetically important hardwood species. The database provides transcriptomic and genomic
data, SSRs markers, genetic and physical maps from those species, a set of BLAST tools, as well
as JBrowse (Skinner et al., 2009), a genome browser tool. All data in the HGD database are fully
accessible to all biological researchers. Associated publications and data provenance are also
included in HGD. HGD will be used as an example Tripal database to demonstrate how web-based
computational tools have been developed in my studies and could be used to facilitate research by
providing data exploration, visualization and analysis solutions.
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1.5 Galaxy: turning data into information and knowledge
Although Tripal eases the process of data collection and organization by constructing
biological databases efficiently, creating these databases is only one of the very first steps of the
data-to-knowledge transformation process. Storing data in a Tripal database helps to make data
more discoverable and useable, but researchers rely on additional computational methods and
analysis tools to transform data into scientific results and knowledge. With the price drop of high
throughput instruments, biologists turn more often to big data to explore the biological systems
(Marx, 2013b). However, without training in bioinformatics, manipulating and analyzing a large
amount of biological data is not a simple task, and “big data” to biologists can mean more
challenges than opportunities.
Galaxy is an open-source, web-based platform that enables researchers without
programming expertise to perform computational analyses through web interfaces (Giardine et al.,
2005; Afgan et al., 2016a). Galaxy tools are designed to remove programming from the
computational analysis process by collecting user inputs through web interfaces and automatically
generating data analysis scripts that are executed by Galaxy on a single server or a large
supercomputing cluster. The Galaxy platform has a large set of tools available from the open
source Galaxy Toolshed (Blankenberg et al., 2014a). The Galaxy ToolShed functions as an
application store which hosts over 6,300 galaxy tools (https://toolshed.g2.bx.psu.edu/, accessed by
Sep 11, 2018) developed by the whole Galaxy community.
Galaxy also allows for creation of workflows through a graphic user interfaces (GUIs).
Workflows for multi-step computational analysis can be easily created by dragging, dropping and
connecting a variety of tools in an intuitive web browser-based interface (Afgan et al., 2016b;
Goecks et al., 2010). Workflows and data analysis histories can be easily shared among galaxy
8

instances, resulting high research reproducibility (Afgan et al., 2016c). All these properties make
Galaxy a good fit as a data analysis engine for Tripal sites and work by a Tripal developer team is
ongoing to implement this.
The Galaxy platform is one of the widely used platforms that enables performing
complicated bioinformatics analysis through web interfaces. Other common platforms include the
Discovery Environment of CyVerse (formerly known as iPlant Collaborative ) (Goff et al., 2011)
and KBase (Arkin et al., 2016). While both the Discovery Environment of CyVerse and KBase
have only one instance running, there are ~100 public Galaxy instances being maintained by
institutes all over the world (Galaxy Project Stats). Galaxy has a very large user base and a growing
number of public instances. During the last five years, the number of registered users on the main
Galaxy platform (https://usegalaxy.org/) has increased from ~20,000 to ~120,000 (Galaxy Project
Stats). There are over 90 public Galaxy instances maintained by institutes around the world
(Galaxy Project Stats).

1.6 Integration of Tripal and Galaxy
The rapid growth in data has led to significant gaps between the potential value of data and
the actual knowledge extracted from them (Cao, 2016). These gaps increase further due to the
separation of the data from the analytic tools. Many biologists lack the expertise to install and
manage tools to perform computationally-intensive data analysis, especially when those tools
require use of a Linux high performance computing (HPC) environment and command line
knowledge (Afgan et al., 2016a).
The integration of Galaxy platform with Tripal databases would enable the coupling of
tremendous amounts of data with hundreds of data analysis tools. Associating databases with

9

appropriate computational tools can save the step of transferring data out of the databases for
analysis. For example, with integrated sequence mapping and assembly tools, you can run mapping
and assembly jobs without downloading the reference genomes and raw reads to your local
computer, which usually are very large datasets. This allows for scientists to focus on the data
analysis processes, instead of spending time on tool installation and administration. This is
especially important to biologists when administration and deployment of some tools requires a
high level of computational resources and expertise in computer science.
To achieve the goal of integration of Galaxy and Tripal systems, researchers from the
Tripal core team have developed the blend4php library (Wytko et al., 2017) and the Tripal Galaxy
module. Galaxy currently provides web services for remote construction and execution of
workflows without use of the Galaxy web interfaces. The blend4php library provides an PHP
interface to the Galaxy web services APIs so that Tripal can use it to interact with Galaxy. The
open source Tripal Galaxy module is a Tripal extension module that uses this API to allow
invocation of Galaxy workflows through a Tripal website, such as HGD.
Figure 1.3 outlines how Tripal and Galaxy work together to enable HGD users to efficiently
perform workflows through a Tripal site. When an HGD user visits the database, the user can
collect data from the database or upload local data. After necessary input data has been collected,
the user can invoke a workflow from in a connected Galaxy instance through the Tripal Galaxy
module. Once the workflow execution completes in Galaxy, the HGD user will be able to view the
analysis results on the HGD website and download the results to their local computer.

10

1.7 Overview of research goals
1.7.1 Storage, display and visualization of gene expression analysis data
RNA-Seq technology has a wide range of application scenarios and become an increasing
choice for researchers to study transcriptome. Since the introduction of high throughput RNA
sequencing, RNA-Seq have been applied to many aspects of transcriptome studies. RNA-Seq can
be combined with genome-wide identification of transcription start sites to identify potential
riboswitches (Rosinski-Chupin et al., 2014). Mapping RNA-Seq reads to a reference genome
enables identification of variants at single nucleotide resolution and therefore detection of allelespecific expression (Pirinen et al., 2015). RNA-Seq reads can be used to identify fusion genes.
Discordant read pairs that are mapped to two independent genes indicate locations of fusion genes
(Li et al., 2011). The broad application of RNA-Seq techniques, continued technical
improvements, and dramatic decrease in sequencing cost together have led to a sharp increase in
transcriptome data in the past decade. In order to make full use of RNA-Seq and transcriptomics
data, Tripal have extended functionality in recent years to provide support for storage, display, and
visualization of genes, assembled transcript sequences and their functional annotation.
In addition to the series of important applications mentioned above, RNA-Seq is used to
profile gene expression and identify differentially expressed genes across different biological
conditions, such as different tissues, disease states, and developmental stages (Soneson and
Delorenzi, 2013; Anders and Huber, 2010). The count of RNA-Seq reads that are mapped to a
given gene is used as a direct representation of the gene expression level. Statistical methods are
applied to normalize across libraries and estimate the significance of the read count differences
across biological samples (Soneson and Delorenzi, 2013; Li et al., 2015; Kharchenko et al., 2014;
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Bullard et al., 2010). Although Tripal core and existing extension modules have provided support
for many kinds of biological data types (see table 2.1), a robust solution for displaying and
visualizing gene expression data, and sample metadata is still lacking in Tripal.

1.7.2 The need for efficient search in Tripal databases
Without search engines, the value of information stored in the internet would be largely
undiscoverable due to its enormous size and heterogeneous nature. The rapid growth of data brings
more information as well as more challenges to access useful information. Online biological
databases have the same problem: freely available data does not necessarily mean accessible data
unless scientists can efficiently identify and access the data they really need.
Efficient search relies on indexing, a method of pre-sorting, parsing and storing a very large
amount of data in a format that enables very fast lookup and retrieval. Drupal offers its own
indexing and searching system, however, it only indexes data inside its own database. This means
information that has been placed in Chado, the standard biological database, is not searchable. For
websites functioning as portals to a Chado database, Drupal’s search system is also not meant for
massive scientific databases, leading to poor performance. To access any data in a Drupal/Tripal
based website, we need a new module that can index any Drupal or Chado table in an efficient
manner, and provide flexible, customizable interfaces for searching the data.

1.7.3 Data analysis transparency and results reporting in Galaxy tools
Any command line tool can be “wrapped” for use in Galaxy tool by writing an Extensible
Markup Language (XML) specification file, which is used by Galaxy to build the web interface
layer. The web interface accepts user inputs, translates them into the properly formatted command
line application, and runs the command as a shell script. The user controls the input values and
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executes analytics through web interfaces without writing the actual shell scripts. When the
analysis jobs are complete, results are returned to the user via web pages and downloadable file
links.
While the web interface layer removes programming obstacles from data analysis and
simplifies the process for non-programming users, it also hides the analysis logic from them. The
scripts used by the tool and how they are executed is usually invisible to end users. Exposing the
data analysis logic to users increases the transparency and reproducibility of the process.
Additionally, most Galaxy tools generate outputs in a variety of formats and render them
individually to users. The ability to build a more intuitive, self-explanatory, and well-organized
analysis report would be beneficial to users, as an addition to the raw text files or other output files
rendered by the software.

1.7.4 Efficiency in Galaxy tool development
Galaxy uses an XML based development framework to define Galaxy tools. Currently
there are over 70 XML components available to define all kinds of fields in the web interface of a
tool. Additionally, each component has many attributes that are used to specify the properties of
the field. When developing a Galaxy tool, developers need to reference the XML definition
documentation many times to obtain the valid components and their attributes. It would be more
efficient to develop Galaxy tools if there existed an application to provide predefined XML
components as a selectable list and allow specifying values of component attributes through web
forms. In this situation, tool developers would not need to worry about syntax errors when
developing Galaxy tools. This would also allow bioinformaticians who are not familiar with the
XML syntax, and have minimum knowledge of Galaxy tool development, to contribute tools.
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1.8 Overview of technologies
The research approaches described in subsequent chapters build on many different web
technologies, the most important of which are briefly introduced below.

1.8.1 Drupal and Tripal software
I utilize the Drupal and Tripal APIs to extend Tripal to support storage, display, and
visualization of data and information from expression experiments, as well as provide better search
functionality in Tripal databases. The developer’s guide for both Drupal and Tripal can be retrieved
from the official project websites: https://www.drupal.org/ (Drupal) and http://tripal.info/ (Tripal).

1.8.2 Elasticsearch
Elasticsearch is a distributed, full-text search engine with HTTP web interfaces and
schema-free JSON documents. It is written in Java and was first released by Shay Banon in 2010
(Divya and Goyal, 2013; Banon, 2011). Elasticsearch clients are available for many programming
languages, including PHP, the language of Drupal and Tripal.
Elasticsearch is a popular open source search solution for very large datasets. It offers a
fast and incisive search against large volumes of data and is broadly distributable and highly
scalable (Divya and Goyal, 2013). An Elasticsearch cluster can consist of nodes that are hosted at
different servers, and each node can be easily added or removed to adjust the performance of the
cluster. Data stored in one Elasticsearch cluster can be communicated to other clusters with
RESTful APIs. These features have led to broad adoption by industrial companies and government
institutes. For example, the telecommunications company Sprint uses Elasticsearch to power the
search for retail operation insights, and the U.S. Geological Survey uses the real-time search
functionality of Elasticsearch combined with analysis of hundreds of millions of ‘earthquake’
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tweets to detect earthquakes (Langseth et al., 2014). Additionally, there are also many successful
use cases of Elasticsearch in education and research: researchers from Yale University use
Elasticsearch to power their research database and help clinicians and researchers to identify novel
causes of cancer and potential therapeutic targets (www.elastic.co/blog, accessed by Oct 31, 2018).
Xin et al. (2016) built high-performance web services with Elasticsearch for querying gene and
variant annotation (Xin et al., 2016).

1.8.3 R Markdown
R Markdown is a file format that is used by the R package rmarkdown to generate dynamic
documents, presentations and reports (Xie, 2015). An R Markdown document is written in a
lightweight markup language called markdown (Gruber, 2004) and contains chunks of embedded
R code (Team, 2015) (Figure 1.4 A). When an R Markdown document is rendered with the
rmarkdown package, the markdown plain text is converted to a structurally valid HTML, PDF or
MS Word document. The chunks of embedded code in the document will be executed and the
results of the code will be appended to the document next to the code chunk (Figure 1.4 (B)) by
default. The rmarkdown package provides many functions and parameters that allow users to
specify whether they want the code to be evaluated, where the code results will be placed in the
document, and the format and style of the document.
R Markdown has been used as a technique to generate data analysis reports and tutoriallike documents, especially documents involving computational code, because embedded code can
be executed and displayed along with results in the rendered document. For example, Blattmann
et al. (2016) generated instruction documents with R Markdown to explain how to use their R
package SWATH2stats. Callahan et al. (2016) used R Markdown to develop a reproducible
research workflow for analyzing personalized human microbiome data. In addition to R code, code
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written in many other languages, including Bash, Python, SQL, Javascript and more, can be
embedded and executed in an R Markdown document. The features of increasing analysis
transparency, increasing reproducibility, and summarizing results in a single document make R
Markdown a perfect solution for generating analysis reports for Galaxy tools.

1.8.4 Drupal webform module
The Drupal webform module is a Drupal extension for making forms and surveys through
web interfaces. Without this module, website developers would need to use the Drupal form APIs
to generate HTML content which is then rendered as form elements. The webform module
provides a set of predefined components that match with form elements. Website developers select
webform components (Figure 1.5(A)) to build the form elements (Figure 1.5(B)). The forms are
highly customizable, including the ability for developers to drag-and-drop webform components
to arrange their structure and location. Webform APIs are also available for developers to create
new webform components and therefore new, custom form elements.

1.8.5 Docker
Docker provides a solution to the problem of how to reliably run software across multiple
computing environments. It is a powerful system for building “containers”, which are virtualized
computing systems that carry their own software packages and configurations. Docker is one
among a number of container technologies, which recently found niches in bioinformatics analyses
(Di Tommaso et al., 2015; Schulz et al., 2016). With container technologies, bioinformatics
applications and pipelines can be wrapped into an isolated, self-contained environment, and
distributed to and run on independent operating systems. This process eliminates the steps of
installation, configuration and deployment of bioinformatics tools and enables researchers to focus
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on the tool application. A well-maintained Galaxy Docker container is available (Grüning, 2018).
I utilized the docker container technology and this Galaxy Docker container to build an interactive,
easy-to-use development environment for Galaxy tool development.
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1.9 Appendix
Table 1.1. A list of currently known Tripal databases from http://tripal.info.
Databases

Stored Data

Banana Genome Hub
( http://banana-genome-hub.southgreen.fr/)

Musa Genomes, Genetic Markers, Primers

Cacao Genome Database
( http://www.cacaogenomedb.org/)

Genomics, Genetics and Breeding resource for Cacao

Citrus Genome Database
( https://www.citrusgenomedb.org/)

Resources for citrus genomics, genetics, breeding and
disease research

Cool Season Food Legume Database
( https://www.coolseasonfoodlegume.org/)

Genomic, genetic and breeding resources for pea,
lentil, chickpea and Faba bean crop

CottenGen
( https://www.cottongen.org/)

Genomic, genetic and breeding resources for Cotten

GeneNet Engine
( http://sysbio.genome.clemson.edu/)

A network biology resource for genotype-phenotype
relationship and biomarker discovery

Genome Database for Rosaceae
( https://www.rosaceae.org/)

Genomic and genetic resources for Rosaceae

Genome Database for Vaccinium
( https://www.vaccinium.org/)

Genomic, genetic and breeding resources
blueberry, cranberry and other Vaccinium sp.

Hardwood Genomics Database
( http://www.hardwoodgenomics.org/)

Genomics and genetics resources for hardwood tree
species

Planosphere
( https://planosphere.stowers.org/)

Schmidtea mediterranea molecular staging resources
and atlas

KnowPulse
( http://knowpulse2.usask.ca)

Pulse crop breeding and genetics resources

Legume Information System
( https://legumeinfo.org/)

Genetic, genomic and trait data across legume species

Musa Germplasm Information System
( https://www.crop-diversity.org/mgis/)

Genomic, genetic and breeding resources for Musa

TreeGenes
(https://treegenesdb.org/)

Genetic, phenotypic and environment data for forest
trees

PeanutBase
( https://peanutbase.org/)

Genetic and genomic resources for peanut

for
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Figure 1.1 Relationship between sequencing costs and time (Wetterstrand, 2016).
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Figure 1.2 Galaxy user interface and graphical workflow editor.
(A) Galaxy analysis interface consists of the tool menu (left pane), tool interface (center pane),
and history interface (right pane). (B) Galaxy’s graphical workflow editor.
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Figure 1.3 Tripal Galaxy Module as a Tripal gateway to Galaxy.
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Figure 1.4 R Markdown document (A) and R Markdown rendered as a HTML file (B).
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Figure 1.5 Drupal webform interface (A) and example form (B).
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CHAPTER II. NEW EXTENSION SOFTWARE MODULES TO
ENHANCE SEARCHING AND DISPLAY OF TRANSCRIPTOME DATA
IN TRIPAL DATABASES
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A version of this chapter was originally published by Chen et al. in Database:
Chen, M., Henry, N., Almsaeed, A., Zhou, X., Wegrzyn, J., Ficklin, S. and Staton, M.,
2017. New extension software modules to enhance searching and display of transcriptome
data in Tripal databases. Database, 2017.

2.1 Abstract
Tripal is an open source software package for developing biological databases with a focus
on genetic and genomic data. It consists of a set of core modules that deliver essential functions
for loading and displaying data records and associated attributes including organisms, sequence
features, and genetic markers. Beyond the core modules, community members are encouraged to
contribute extension modules to build on the Tripal core and to customize Tripal for individual
community needs. To expand the utility of the Tripal software system, particularly for RNA-Seq
data, we developed two new extension modules. Tripal Elasticsearch enables fast, scalable
searching of the entire content of a Tripal site as well as the construction of customized advanced
searches of specific data types. We demonstrate the use of this module for searching assembled
transcripts by functional annotation. A second module, Tripal Analysis Expression, houses and
displays records from gene expression assays such as RNA sequencing. This includes biological
source materials (biomaterials), gene expression values, and protocols used to generate the data.
In the case of an RNA-Seq experiment, this would reflect the individual organisms and tissues
used to produce sequencing libraries, the normalized gene expression values derived from the
RNA-Seq data analysis and a description of the software or code used to generate the expression
values. The module will load data from common flat file formats including standard NCBI
Biosample XML. Data loading, display options and other configurations can be controlled by
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authorized users in the Drupal administrative backend. Both modules are open source, include
usage documentation, and can be found in the Tripal organization’s GitHub repository.
Software download URL:
Tripal Elasticsearch module: https://github.com/tripal/tripal_elasticsearch
Tripal Analysis Expression module: https://github.com/tripal/tripal_analysis_expression

2.2 Introduction
Tripal is an open source toolkit for construction of online genome databases (Ficklin et al.,
2011). Tripal is built on the Drupal content management system (www.drupal.org) and stores data
in the recommended standardized biological database schema, Chado(Mungall et al., 2007). Both
Tripal and Chado are members of the Generic Model Organism Database (GMOD) collection of
open source and interoperable software tools (http://gmod.org). Tripal consists of a core set of
modules that encompass a variety of common biological and genetic data types, such as organisms,
sequence features and genetic markers which include attributes such as genus and species,
nucleotide residues and marker locations, respectively. The software has been deployed for
numerous genetic and biological data websites, with over 15 active sites listed on the Tripal
information web page (http://tripal.info/sites_using_tripal). The adoption of this standardized web
database software platform has numerous advantages, including leveraging code developed across
different groups, standardization of data storage formats, and an active mailing list and developer
community for support.
The Tripal community encourages individual developers to extend and customize the
software and provides helpful tools for this, including an application programming interface (API)
and flexible data display templates. By leveraging these features, user-contributed extension
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modules provide additional functionality, including the upload and display of new data types such
as

transcriptome

assemblies

by

Tripal

Analysis

Unigene

(https://github.com/tripal/tripal_analysis_unigene), BLAST sequence similarity results by Tripal
Analysis BLAST (https://github.com/tripal/tripal_analysis_blast), and Gene Ontology (GO)
annotations through Tripal Analysis GO (https://github.com/tripal/tripal_analysis_go). The
Tripal.info website provides a system for developers to register their extension modules, with
descriptions of functionality, development status (from in-development to ready-for-use),
compatible versions of the Tripal core, and compatible versions of the Chado
(http://tripal.info/extensions). Developers are also able to join the Tripal organization on GitHub
(https://github.com/tripal ) and contribute their modules in the centralized Tripal repository, thus
encouraging discoverability, collaboration and communication among developer groups.
Despite the rich functionality already available, including storage of gene or assembled
transcript sequences and their functional annotation, Tripal does not yet have robust search, storage
or display of expression information or the biological samples queried in expression studies. As
next generation sequencing instruments with high-throughput and low cost became available in
2005 and widely adopted by 2009, RNA sequencing (RNA-Seq) has become the most common
method for assaying gene expression (Lister et al., 2009; Wilhelm and Josette-Renée, 2009; Todd
et al., 2016). This is reflected by the rising percentage of RNA records in public databases. In
February of 2017, the NCBI sequence read archive (SRA) contains 518,625 records for RNA
sequencing runs from Eukaryotes, representing 46% of the total Eukaryote sequence records.
A gene expression experiment seeks to quantify changes in transcript abundance across
different samples; this may take the form of a broad survey (gene atlas) across many tissues, time
points or developmental stages, or as a targeted profiling of changes induced by an experimental
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treatment, often abiotic or biotic stress (Martin et al., 2013; Wang et al., 2009; Marguerat and
Bähler, 2009). To increase the reusability of data and the comparison of data across different
experiments, community databases need to capture as much metadata as possible about these
biomaterials(Wegrzyn et al., 2012; Wilkinson et al., 2016). Once RNA is extracted and sequencing
performed, a standard bioinformatics analysis incorporates sequence quality control steps such as
adapter removal, de novo assembly if a reference genome is not available, mapping of reads to the
reference assembly or genome, quantification of reads per gene or transcript, and normalization of
data (Oshlack et al., 2010; Conesa et al., 2016). These normalized values are comparable across
biomaterials and often visualized as a heatmap for interpretation. Numerous software tools are
available for each step of the analysis, and the choice of tool software, version and user-specified
parameters influences final results(Fonseca et al., 2014; Vijay et al., 2013). Preserving
methodological details is critical for appropriate data interpretation and to enable reuse,
reproducibility, and comparison among datasets.
For a community genome database, users can mine gene expression data to identify
candidate genes or transcripts for further study based on information about expression patterns
across different tissues and conditions. To further this goal, we developed two new publicly
available Tripal extension modules. The Elasticsearch module enables more efficient and flexible
searching powered by the Elasticsearch software (https://www.elastic.co). With a broad site-wide
search, users can enter any keyword, from a software tool name to a transcript name to a metabolic
function, to find results across the entire Tripal site. Further, database developers may build
customized search interfaces for specific data types with advanced filtering options. A second
Tripal module, the Tripal Analysis Expression module, has been developed to store and display
gene expression levels across multiple tissues and conditions derived from sequencing
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transcriptome data. For each sequencing sample, a biomaterial record is created and all attributes
such as individual, tissue and experimental condition are added as ontology-tagged, searchable
fields. Normalized expression values for each transcript or gene from individual biomaterial are
stored. The resulting user interface of a bar chart or heatmap provides an intuitive visual
representation of how genes or transcripts are expressed in an organism, providing important clues
about biological function. Together, the modules provide significant additional functionality for
users to explore RNA-Seq data, transcriptome assemblies, and transcript expression levels.
The code for both modules is available via GitHub. They are currently in use at the
Hardwood Genomics Web (http://hardwoodgenomics.org), a database that houses genetic and
genomic data from hardwood tree species. Both modules are build in PHP and work with Drupal
7.x as an extension to Tripal version 2.x. Linux is the recommended operating system for Drupal
installations. The modules currently do not support Drupal version (8), as the core Tripal modules
have not yet transitioned, however, Drupal 7 is in long term support mode by the Drupal
community. The modules are compatible with Chado versions from 1.2 to 1.31. Source code and
developer guides are open source and made available through GitHub under the GNU General
Public License 3. We welcome developer and user feedback, including bug reports and questions,
through the GitHub issues queue.

2.3 Tripal Elasticsearch Module
2.3.1 Overview
The Drupal content management system, which forms the base for all Tripal sites, provides
its own built-in search. However, this system suffers from several disadvantages that render it
either slow or unusable for some Tripal databases. First, the Drupal search system only indexes
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the HTML-rendered text content for Drupal nodes; in Drupal, nodes are individual pieces of
content rendered as a web page. This is a major impediment to intelligent searching of a Tripal
site, where the biological data that is stored in the Chado database schema is ignored unless it is
part of a node. Even when data is displayed as part of a node, the biological context of the data
may be lost. The native Drupal search also does not offer fuzzy or partial word matching. Finally,
the indexing procedure for searching is very inefficient for sites with hundreds of thousands of
records, leading to very slow indexing and searching for Tripal sites dealing with very large
numbers of records.
In order to provide site-wide searching functionality and flexible, efficient access to the
data hosted in Chado, we developed the Tripal Elasticsearch module to integrate the Elasticsearch
engine with Tripal sites. The Tripal Elasticsearch module leverages this search engine to provide
both generic site-wide searching and the ability to build customized search interfaces for specific
Chado database tables (Figure 2.1). Written in Java, Elasticsearch is open source software that
provides a powerful, fast, and feature-rich search engine. Elasticsearch clients are available in a
variety

of

languages,

including

PHP,

the

language

of

Drupal

and

Tripal

(https://github.com/elastic/elasticsearch-php). Elasticsearch is designed to be used in distributed
environments and thus is highly scalable, a critical concern with the quickly growing amount of
available genomic data for many organisms. Elasticsearch indexes data in schema-free JSON
documents that are stored on the web server and enable very fast look-up of search terms. The
index files can be split into pieces, called shards, across many servers, and support is provided to
search and index multiple source databases. The Tripal Elasticsearch module opts to use the builtin query_string query method provided by Elasticsearch, which provides common search methods
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such as AND/OR/NOT operators, wildcard (*) search, phrase search with quotes, and +/(include/exclude) operators.
The Tripal Elasticsearch module utilizes the Elasticsearch-PHP client to interact with the
Elasticsearch cluster. For site-wide indexing, the full Hyper Text Markup Language (HTML)
contents of all pages on the site are indexed. This is accomplished by first querying the Drupal
database for all node IDs, as all individual web pages are stored as nodes in Drupal 7. The module
uses these IDs to query the site and extract the HTML contents for each page. The HTML strings
are processed and, using the Elasticsearch-PHP client, turned into Elasticsearch indexes. For tablespecific indexing, the process is slightly different. Instead of querying HTML, the module extracts
data content from the specific Chado database tables and fields specified by the administrative
user, and then uses the Elasticsearch-PHP client to create an Elasticsearch index specific to this
dataset. A customized form and content search block are automatically created for this index, with
the administrator able to customize the form fields, the placement of the content block on the
website, and the URLs to link the results to appropriate pages.

2.3.2 Administration interface
The Elasticsearch software can be installed on the same server as the Tripal site or on a
remote host or cloud host. After this installation, the remaining setup can be controlled entirely
through the graphical user interface (GUI) administrative backend provided by the Tripal
Elasticsearch module. The module can be downloaded and enabled through Drupal in the same
way as other Tripal extension modules. Next, the site administrator can connect the module to the
local or remote Elasticsearch cluster through an administrative page. After a successful connection,
health information of the cluster will be displayed (Figure 2A).
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Next, site administrators can select the type of database content they would like to index
and create cron jobs that will create those indexes. Administrators can also delete the indexes. One
option is to create a site-wide index, where the module extracts the HTML source code of all
published Drupal nodes, excluding sequence strings, and then indexes these html strings using the
Elasticsearch engine. By doing this, all published web pages become indexed and searchable,
regardless of content type or location of the underlying data in the database. The module also
implements Drupal insert, delete, and update function hooks so that any modification to site
content will be detected by the module and corresponding modifications to the Elasticsearch
indexes will be made. The required modifications - adding, removing or altering individual page
indexes - are submitted as jobs to the cron queue.
As an alternative to the site-wide search, the administrative page pre-populates a dropdown menu box with all tables from both the Drupal and Chado database schemas, allowing the
administrator to select one for individual indexing (Figure 2B). The module will automatically
detect which tables have been previously indexed and warn the user to prevent multiple indexes
of the same data. To further refine administrator control of indexing, individual fields from a table
may be included or excluded from the index. This individual table indexing is useful to design
advanced search forms for subsets of data in the database or to incorporate searching of content in
Chado that is not displayed in Drupal nodes.
Both site-wide and individual table indexing can be time consuming for large datasets, so
the Tripal Elasticsearch module enables concurrent indexing jobs. By leveraging the cron queue
functionality

in

Drupal

(https://api.drupal.org/api/drupal/modules!system!system.api.php/function/hook_cron_queue_inf
o/7.x), administrative users can opt to use up to ten simultaneous queues for the indexing process.
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Tripal Elasticsearch module also requires the Drupal module Queue UI, which can be used to
monitor and manage cron queues (https://www.drupal.org/project/queue_ui). Indexing jobs are
then divided and assigned evenly across the specified number of cron queues, and the queues are
managed independently and concurrently by the cron daemon. Using more queues can largely
decrease the time of indexing, but it also uses more memory and processors. The number of queues
should be selected judiciously based on available server resources. One successful strategy to
prevent interference with the responsiveness of a live production site is to run the indexing on a
development server, then move the Elasticsearch index files to the primary web server.
After a table is selected and indexed, the administrator can build a search block to display
to site users (Figure 2C). A Drupal block is a flexible unit of content that can be configured to
display on all site pages or only on certain pages, and it can be placed in specific page locations
such as a sidebar or header. Next, the administrator must enter information about how individual
search result columns should link to content (Figure 2D). The search results themselves are
available as tokens for building a URL to appropriately link each search result. For example, a
gene search may return a table with the gene name and its organism. Each of these fields may be
linked to the most appropriate place; i.e. the gene name to its feature page and the organism name
to the organism page. Once the block and results links are built, the final step is to customize the
search form if needed. The administrative user can select which of the indexed fields to expose as
search boxes, the user input type (enter free text or select options from a dropdown), the field label,
and the order of the fields in the display (Figure 2E).

2.3.3 User interface
The Tripal Elasticsearch module provides a simple input box for the generic site-wide
search (Figure 3A) and the administrator-customized form for a table specific search (Figure 3B) .
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While the Elasticsearch software provides over a hundred searching methods, the Tripal
Elasticsearch module uses a comprehensive search method called query_string as its default search
method. With this search method, users can build advanced queries, for example by enclosing
exact search phrases with quotes, by prefixing words with ‘+’ or ‘-’ to require or exclude from
results, and by using AND, OR, and NOT operators. For better performance only the first 100
search results are returned by the generic site-wide search by default, but this can be altered by the
site administrator. Search results are displayed with a web page title link and a portion of web page
content with keywords in bold and italics, to provide context for the matching keyword. For a
table-specific data search, 1000 search results are returned by default. Search results are displayed
in a paginated table and can be sorted by clicking the table headers. A download button is provided
to download all search results as a comma-separated value (csv) file.
Like the search forms which are embedded in a Drupal block, search results from individual
tables are also displayed in independent Drupal blocks. This makes it possible for the Tripal
Elasticsearch module to display aggregated data, and to functional as a faster alternative to Drupal
Views, a widely-used core Drupal module. Administrative users can build a custom data view by
using the same procedure for building a custom search block for desired data and then disabling
the search form blocks. The populated result block will remain and may be display on any page in
the site.

2.3.4 Example of customized transcript search in HGD using materialized views
As a highly normalized schema, Chado often stores related data across many different
tables. To speed page rendering, administrators often use materialized views. Materialized views
are tables built to hold the results of a common database query, often a query that joins multiple
tables or filters data. By storing the query results in a materialized view, the results do not have to
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be rebuilt for new page loads and can be quickly returned. The Tripal core includes a module for
administrators to create, populate and update materialized views. The Tripal Elasticsearch module
only indexes and creates a search block from a single table, so a materialized view is useful for
building an advanced search interface that searches content normally distributed across multiple
tables. For example, a site with RNA-Seq data may provide a search form that incorporates
searching by transcript unique name, transcript functional annotation, and organism. In this
example (Figure 3B), the materialized view is created to aggregate data from three database tables:
chado.organism, chado.blast_hit_data, and chado.feature. The Tripal Elasticsearch module can
be used to index the new materialized view and build a search form with the requisite custom
fields. This transcript search example could easily be extended to include other types of functional
annotation, such as KEGG results, gene ontology terms, phenotype associations and more. Once
the custom materialized view is indexed by the module, it can be deleted from the database to
reduce redundancy and minimize filesystem storage space.

2.4 Tripal Analysis Expression Module
2.4.1 Overview of functionality
Tripal has existing support for aspects of RNA sequencing experiments, including
assembled transcripts and associated in silico functional annotation from BLAST (Altschul et al.,
1997), InterProScan (Jones et al., 2014) and KEGG (Kanehisa and Goto, 2000) analysis. The
Tripal Analysis Expression module expands this support by enabling storage and display of a gene
expression experiment, including a description of the experiment, the biological samples
(biomaterials), and the normalized gene expression values (Table 1). The module is able to accept
either RNA-Seq or microarray expression assays (Figure 4). To build a gene expression analysis
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record, an administrator must first add biomaterial records. At a minimum, the biomaterial record
must hold a name, a description, and a provider contact, and it must be linked to an organism.
However, this content type is flexible and expandable in order to store the many different possible
types of metadata that may be associated with a biomaterial. Customizable property fields
associated with a controlled vocabulary may also be added to fully describe a record (Figure 5A).
This could include information such as tissue, treatment, life stage, or geographic location. The
list of properties may be expanded to suit the needs of each experiment by importing new
controlled vocabularies or adding new custom controlled vocabulary terms. Both options are
available through the Tripal core. The module also provides for database cross referencing, where
records link out to other databases such as NCBI’s Biosample database(Barrett et al., 2012). The
biomaterial content type may be used in a Tripal site independently without adding information
about an expression experiment. It could be useful for describing biomaterials for other relatedomics experiments such as genotyping, DNA sequencing, proteomics or metabolomics.
After biomaterials are established, a full gene expression experiment may be described,
starting by creating a new expression analysis record. The Tripal core already provides a generic
analysis content type to represents a bioinformatic analysis of a dataset. An analysis record is
useful for linking all data in the database back to the relevant materials and methods used to
generate the data. To customize this for a gene expression experiment, the Tripal Analysis
Expression module extends the analysis content type and adds fields for laboratory and data
analysis protocols. If a microarray was used, there is an option to specify the array platform and
design. It also enables the upload of the normalized gene expression data associated with the gene
expression analysis record. In the database, this links each expression value to an individual feature
(a gene, a transcript or other sequence) and to a biomaterial.
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2.4.2 Administration interface
After installing the Tripal Analysis Expression module, administrators or curators can
utilize web forms to create new biomaterials and expression analysis content. For large sets of
data, bulk import is also available. For biomaterials the provided data loader can parse BioSample
records downloaded from NCBI in XML format(Barrett et al., 2012) or derive data from a tabdelimited text file (Figure 5B). The data is stored into the Chado biomaterial tables (biomaterial,
biomaterial_dbxref, biomaterialprop, etc). Another data loader provides the ability to enter
expression values into the Chado schema from common expression data formats (Figure 5C). The
first option is column format, where a folder with individual files is provided with each file
corresponding to a biomaterial and containing one gene per line, followed by a space or tab and
the numerical expression value. A second option is to provide a large tab-separated value file with
gene names beginning each line and columns of values corresponding to biomaterials. Examples
of both file formats are provided within the module documentation. The module assumes that
expression values are normalized prior to entry and no statistical manipulation of the data is
performed. In an effort to maintain compatibility with current and past databases with the Chado
schema, the Tripal Analysis Expression module does not create any new database tables. Instead
the module utilizes existing Chado tables from the MAGE (microarray gene expression),
organism, contact, sequence, and companalysis table groups(Mungall et al., 2007).
The Tripal Analysis Expression module provides full administrative functionality for each
content type. The site administrator can sync, delete, and alter settings for each content type
provided by the module. The Tripal Analysis Expression module is completely separate from the
Tripal Elasticsearch module; some sites may choose to use one but not the other. To account for
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this possibility, standard Drupal views-based searches are automatically provided for biomaterials
and gene expression analysis records.

2.4.3 User interface
Users can access biomaterials associated with an organism directly from the organism page
in a Tripal site. The Tripal Analysis Expression module interacts with the organism module using
the Drupal hook system and uses the standard Tripal page template to add a link to biomaterials
on the organism page sidebar. When a user clicks on this side menu link, a list of biomaterials is
displayed, with multiple pages if the list is longer than ten. Clicking through to an individual
biomaterial provides information including all associated metadata properties and external
database references. All page templates are fully customizable and site developers may override
defaults to alter menu items, link locations, paging options, etc. Further, if a site administrator
wishes to create a page dedicated to exploring all biomaterial records outside of the organism page,
a dedicated page may be created with Drupal Views or Tripal Elasticsearch.
To explore gene expression values, the Tripal Analysis Expression module also hooks into
the Tripal Feature module. For each feature with expression data, a link labeled “Expression” is
added to the side menu on the feature page. Clicking on this link generates a one dimensional
heatmap figure using the JavaScript D3 library (https://d3js.org/). The user has the option of
altering the heatmap figure by removing biomaterial libraries that do not express the feature or
sorting the biomaterials by expression value. The expression figure may be displayed as a bar chart
(Figure 6A) or as a one-dimensional heat map (Figure 6B). The biomaterial names displayed on
the x-axis are usually short identifiers, so if the user hovers their mouse pointer over a biomaterial,
a pop-up display with the full biomaterial description appears.
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The module also provides a tool for users to enter a list of feature names (Figure 6C) and
display their expression data as a two-dimensional heatmap (Figure 6D). This tool comes
embedded in a Drupal content block that may be placed on any page or embedded in its own page.
Users can directly enter a list of feature unique names or IDs of interest, or obtain features via
transcript or feature search interfaces that are built by applying the Tripal Elasticsearch module.
The heatmap is created with the Plotly javascript graphing library (https://plot.ly/javascript/) which
provides interactive tools enabling the user to pan, zoom, and download the image inside the
browser window. Users may perform further image exploration by selecting the “save and edit plot
in cloud”, which loads their current image and its underlying data into the public Plotly cloudbased workspace tool (https://plot.ly/create/) with many additional data visualization and filtering
options.

2.4.4 Example of exploring differential expression with the Tripal Elasticsearch and Tripal
Analysis Expression modules
Both modules are currently installed on the Hardwood Genomics Web, a site housing forest
tree transcriptome data. Using this database, we can illustrate how the modules can be used
together to explore the expression patterns of a group of transcripts. For example, a user may want
to explore expression patterns in transcripts originating from heat shock gene family members in
Fraxinus pennsylvanica (green ash). This species has a published transcriptome with 107,611
transcripts derived from de novo assembly of RNA sequence data from 55 biomaterials, including
several stress treatments such as heat, cold, drought, mechanical wounding, and varying levels of
O concentration(Lane et al., 2016). Heat shock proteins were initially discovered as an induced
3

response to heat stress in Drosophila(Ritossa, 1962) and plant homologs have also been observed
increasing in expression under heat stress as well as other types of stress including cold and
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wounding(De Maio, 1999; Swindell et al., 2007). To explore if heat shock proteins are induced
across the various stressed biomaterials in F. pennsylvanica, a user might first use the transcript
search interface with the phrase “heat shock” in the BLAST match description (Figure 3B). The
organism may be filtered by selecting “Fraxinus pennsylvanica”. As of May 2017, this yields 302
putative heat shock transcripts. For comparison purposes, reference transcripts likely to be
constitutively expressed across all tissues may also be examined. Ubiquitin-conjugating enzyme
E2 is often used in RT-qPCR (quantitative reverse transcription PCR) and other assays as a
constitutive expression control gene(Czechowski et al., 2005). A search for gene features that
contain BLAST matches to “Ubiquitin-conjugating enzyme E2” (including quotes in the search)
yields 123 transcripts from F. pennsylvanica as of May 2017. To generate a small exploratory
heatmap, we selected 8 transcripts randomly from each set of search results and compared them
using the expression visualization heatmap tool (Figure 6D). From the heatmap, we can see that
6 out of 8 heat-shock transcripts have increased expression under several stress conditions, notably
heat treatments. The 8 ubiquitin transcripts display more consistent expression across all
biomaterials. This example demonstrates the types of data exploration enabled by a combined use
of the Tripal Elasticsearch module and the Tripal Analysis Expression module.

2.5 Conclusions
The modular nature of the Tripal software enables new functionality to be easily built and
offered as optional add-ons for the Tripal community. The installation of a new module or set of
modules can immediately provide the infrastructure for a new genomic content types and provide
custom data discovery and visualization interfaces. Here we described two new extension modules
inspired by the need to provide robust transcriptome data access in a Tripal website. First, the
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Tripal Elasticsearch module services the findable principle of data infrastructure by providing a
major advance over prior search solutions. Second, the Tripal Analysis Expression module
provides an efficient way for Tripal databases to store and offer public access to gene expression
experiment data. This enables exploration of data through visualization of gene expression levels
for individual genes and the ability for users to build their own expression heatmaps from their
genes of interest, encouraging reuse of existing experimental data. Together, the modules provide
significant additional Tripal functionality for users to explore RNA-Seq data, transcriptome
assemblies, and transcript expression levels.
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2.8 Appendix
Table 2.1. Data types supported by Tripal.
Many different types of data may be produced related to an RNA sequencing experiment, and in
many cases, there already exists a supporting Tripal module that accepts standard data file formats
and encourages use of appropriate controlled vocabularies.

Type of Data

Tripal Module

Upload File
Format

Controlled
Vocabulary

Corresponding
NCBI Database

RNA Sequence read

Feature (core)

Fasta

Sequence Ontology

Sequence Read
Archive

Assembled Transcript
Sequence

Feature (core) and
Analysis Unigene
(extension)

Fasta

Sequence Ontology

Transcriptome
Shotgun Assembly

Gene Sequence

Feature (core)

Fasta

Sequence Ontology

Gene

BLAST result

BLAST (extension)

XML

Gene Ontology

NA

KEGG result

KEGG (extension)

Tab-delimited

Gene Ontology

NA

Biomaterial

Analysis Expression
(extension)

XML or tabdelimited

Species-dependent

Gene Expression
Values

Analysis Expression
(extension)

Matrix or
column files

NA

Gene Expression
Omnibus

Gene Expression
Experiment Methods

Analysis Expression
(extension)

Descriptive text

NA

BioProject

a

BioSample

Data may be source from or uploaded to a corresponding database in NCBI.
a

Biomaterials may be associated with multiple controlled vocabularies, often species-specific. For

example, plant samples may be described by anatomical structure and development stage with the
Plant Ontology (Avraham et al., 2008), by phenotype with the Plant Trait Ontology or by stress
treatment with the Plant Stress Ontology. All of these ontologies are available through Planteome
(http://planteome.org/).
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Figure 2.1. The Tripal Elasticsearch module depends on a number of other software
packages.
It works within the Drupal content management system and requires the core Tripal modules. To
build indexes and run efficient searchs, it relies on an Elasticsearch cluster, which it communicates
with via the Elasticsearch-PHP client. After installation of the software, all functionality can be
controlled from web interfaces. The Drupal administrative user can configure and set up site-wide
and customized search interfaces. Once those are active, all website users can perform fast,
efficient searching with flexible search operators.
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Figure 2.2. The Tripal Elasticsearch module administrative pages provide centralized
control of data indexing and construction of search interfaces.
(A) The module first needs to be connected to a running Elasticsearch cluster. (B) The user may
opt to index the entire site by selecting “index_website” or select individual tables and fields from
the database. The index jobs are automatically launched via cron. (C) Based on available search
indexes, a search form can be built and placed in a Drupal content block for display to users. (D)
For each search block, the search results are linked to site content by constructing custom URLs
(universal resource locator). The administrative page gives an example of how to use search results
as tokens in the construction of URLs. (E) The search form can be customized for the best final
user experience.
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Figure 2.3. The Tripal Elasticsearch module builds content blocks for search forms.
Using the Drupal block system, a search block may be displayed on every page, on its own
dedicated page or on a specific page or pages across the site. Screenshots are taken from the
Hardwood Genomics Web where the Tripal Elasticsearch module is in production use. (A) The
generic site-wide search block includes a single, global search field and search button. (B) A tablespecific search form provides additional search fields for more advanced filtering of results. Here,
transcript results are quickly returned from a database containing over 500,000 transcript records
and more than 13,600,000 BLAST hits.
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Figure 2.4. Flow of data in the Tripal Analysis Expression module.
Either RNA-Seq or microarray experimental data can be utilized and needs to include biomaterials,
design and analysis methodology and expression values. From within a web interface, a site
administrator can add and configure this content, yielding a number of visual interfaces for users
to explore the data.
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Figure 2.5. Administration interface of the Expression module.
(A) Administrators can add customizable property fields to biomaterial record to provide metadata
about experimental conditions, tissue, developmental stage, etc. These fields must be registered as
a part of a controlled vocabulary through the core Tripal Controlled Vocabulary module. (B) The
module is able to bulk load biomaterials from a CSV file or an NCBI BioSample XML formatted
file. (C) The module can load expression data in column or matrix formats. These formats are
described at the top of the page. The interface also allows the administrative user to specify regular
expressions to exclude any header or footer text in the file that should be ignored such as column
headings.
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Figure 2.6. User interface of Tripal Analysis Expression module.
(A) The feature page initially displays expression values as a bar chart. (B) Users may toggle the
the barchart to a one-dimensional heatmap. (C) An interactive tool allows users to paste in a list
of feature ids of interest. (D) The tool will create a two dimensional heatmap of the feature
expression values across all available biomaterials. This heatmap displays ubiquitin transcripts
(top eight rows) vs. heat-shock transcripts (bottom eight rows) from Fraxinus pennsylvanica (green
ash). Hovering over the boxes with red and orange color in the online heatmap reveals that they
are derived from petioles and leaves exposed to heat stress (40 °C for 24 hours).
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CHAPTER III. AURORA GALAXY TOOLS: USING R MARKDOWN
AS A FRAMEWORK FOR GALAXY TOOL DEVELOPMENT
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A version of this chapter will be submitted to the journal of BMC Bioinformatics by Chen
et al.:
Chen, M., Condon, B., Almsaeed, A., Wytko, C., Hough, H., Main, M., Ficklin, S., Staton,
M. 2018. Aurora Galaxy Tools: Using R Markdown as a framework for Galaxy tool
development.

3.1 Abstract
Background
Galaxy is an open, web-based platform which enables computational analysis for
biological data through web interfaces without programming. The power and flexibility of Galaxy
relies on the thousands of open source tools from the Galaxy ToolShed. Users can drag, drop and
connect tools to build Galaxy workflows to perform a complete data analysis process. However,
tools generate analysis results and output files in a variety of formats, often without any way for a
user to visualize and interact with the results in an intuitive manner. Here I provide a Galaxy tool
development framework which uses an R Markdown template to wrap command line tools and/or
scripts from different programming languages.
Results
To enable Galaxy developers to create a consistent and user-friendly output report for each
tool, I have developed a new tool wrapping framework that creates a web-browsable R Markdown
document as output. To demonstrate this technique as a wrapper for many different types of
command line tools and scripts from different programming languages, I have developed a set of
new Galaxy tools using our R Markdown Galaxy approach called Aurora Galaxy Tools, all of
which are available from the Galaxy ToolShed. To enable users to easily explore and test the
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reports in a Galaxy environment. I also developed a Galaxy Docker image that includes these tools.
The source code for the tools and the Docker image is available on GitHub
(https://github.com/statonlab/aurora-galaxy-tools). Here, I present an RNA-Seq data analysis,
from raw sequencing data to gene expression as a use case. This demonstration of the Aurora
Galaxy tools yields a reproducible workflow with HTML-based interfaces that encourages the user
to explore the data output after each step of the pipeline. Many of the reports are interactive,
allowing the user to manipulate visualizations and access all output files through a clickable file
tree.
Conclusion
While many biologists are able to run sophisticated bioinformatic analysis using Galaxy,
it is not always clear how well they understand the role of each tool in a workflow or whether the
output is sensible. Aurora Galaxy Tools aims to engage the user in the output of each step of the
workflow by providing easy-to-navigate summary reports and intuitive visualizations. Code is
displayed alongside analysis results, making each tool’s role in the analysis process more
transparent to users and reproducible. I therefore suggest R Markdown as a general framework for
Galaxy tool development to provide better display and visualization of results for users.
Keywords
R Markdown - Galaxy Project - Data visualization - Framework - Dynamic document Galaxy Toolshed

3.2 Background
Galaxy is an open-source, web-based platform which enables biological researchers
without programming expertise to perform computational analyses through a web interface
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(Giardine et al., 2005; Afgan et al., 2016a). This intuitive and flexible method of data analysis has
attracted many bioinformaticians and researchers to join the Galaxy developer community and
contribute to Galaxy improvement and expansion. One of the community based efforts is to grow
the Galaxy ToolShed (Blankenberg et al., 2014b). The ToolShed is an application store which
currently hosts 5,649 bioinformatic tools (https://Tool Shed.g2.bx.psu.edu/, accessed on 05-012018). To add a tool to the ToolShed and make it available to any Galaxy instance, a definition
file must be created. This XML file defines how the tool is called on the command line, the input
and output files, the parameters that can be modified by the user, and help text. These tools provide
the ability to perform comprehensive and complicated data analyses through web interfaces and
form the fundamental work units of Galaxy. However, most Galaxy tools lack the ability to present
analysis results in a well organized, integrated, and web friendly report. Rather, they simply
generate the same outputs as the command line program, which are various files in different
formats, mostly text-based. To our knowledge, there is only one Galaxy tool called iReport
(Hiltemann et al., 2014) that aims at providing a generalized solution for analysis reporting in
Galaxy. This tool builds HTML from outputs collected from other tools, and it only accepts a few
types of content. MultiQC (Ewels et al., 2016) is another tool that aggregates bioinformatic
analyses into a single HTML report. However, both MultiQC and iReport are stand-alone software
packages that are not widely applicable to all tools in the Galaxy ToolShed.
One solution for building a flexible output report is R Markdown (Allaire et al., 2015), a
plain text formatting syntax that includes both source code and annotations to stylize text. R
Markdown files can be rendered by R to generate dynamic HTML documents (Xie, 2015). When
rendered, code chunks in the file are executed and non-code text is interpreted in markdown
language. The commands, analysis results and graphics are embedded into a rich document with
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formatting and figures rendered as HTML (Baumer et al., 2014). This is very useful for building
integrated reports that display the analysis results as well as the data analysis logic. R Markdown
supports not only R scripts but scripts written in a variety of other languages, including Python,
JavaScript, Bash, C++ and many others (Team, 2015). Since Galaxy tools are actually command
line applications with an additional web interface layer; they can be developed using an R
Markdown framework. The R Markdown solution for Galaxy tool development will not only
enable a general format for results reporting, but also improve data visualization and presentation
by enabling developers to add new code logic to generate meaningful user interfaces for results. I
have developed a set of R Markdown based Galaxy tools as examples of this framework, referred
to as Aurora Galaxy Tools. Aurora Galaxy tools enable data analysis and summarize results in
HTML format for better visualization and display.

3.3 Methods
R Markdown Galaxy tools generate HTML outputs which can display code-embedded
analysis results. During the development of the R Markdown document, I can add text to the report
to describe what the command is doing and how to interpret the results. The HTML format also
makes it straightforward to present interactive plots, which can be easily created using existing R
HTML widgets (htmlwidgets for R) without expertise in Javascript programming.
Structure of an Aurora Galaxy tool To develop an Aurora Galaxy tool, three types of files
are required. Table 3.1 shows the comparison of file compositions and functions between a regular
Galaxy tool and an Aurora Galaxy tool. Like regular Galaxy tools, an XML tool configuration file
is required and serves to define the command line execution, the tool dependencies, the parameters
that can be altered by the user, the input and output files, and any help text to guide users in usage.
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In the case of an R Markdown Galaxy tool, the command line does not point to the software itself
but to the second file, an R script that acts as a bridge from the XML tool definition file to the R
Markdown. Finally, the R Markdown file includes the code to be executed to run the underlying
tool and serves as the template for generating the final HTML report.
The R script and the R Markdown files are the two new files that differ from the standard
Galaxy tool wrapper. The R script defines variables to store user input values, output file paths,
and any other extra command line arguments from the XML tool definition file. These variables
can then be used in the R Markdown file for data analysis. The R script also defines environment
variables to store the same input values, output file paths, and the extra command line arguments
so that these values can be easily used with other programming languages in the R Markdown file.
This will make integrating different programming scripts in the same R Markdown file or using
these scripts directly in the tool much easier. This is because different programming languages can
more easily use values stored in an environment variable than values stored in an R variable. The
R Markdown files are then rendered through the R script file by calling the render or render_site
function from the R package rmarkdown (Allaire et al., 2016). Data analysis code in the R
Markdown files gets executed during the rendering process and a final report is generated as a tool
output.
Two versions of Aurora Galaxy Tools R Markdown files can be rendered to generate not
only a single HTML report, but also a static website with multiple interlinked HTML pages. When
a tool has many different types of output or many different visualizations, a static website may be
a better option for providing a more organized analysis report. For each output file from a given
Galaxy tool, Galaxy allows a tool to create a directory that is associated with this output file to
store extra files. This associated directory can be utilized to hold all the components of a static
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website and develop tools that render a website to report analysis results. Any page from the
website can be used as the tool’s output report. End users will be then able to access the entire
website within Galaxy. Although any page can be used as the output report, it is recommended to
always use the index.html page, which is traditionally the name of the home page for a website and
a required page for any R Markdown rendered website (Allaire et al., 2016).
Steps to developing an Aurora Galaxy Tool I have developed a set of template files to help
developers to quickly develop new Aurora Galaxy Tools. All template files (Table 3.2) are
available from the GitHub repository. Most of those template files are common to both single
HTML report and website report types of Aurora tools. In this section, I will demonstrate how to
develop an Aurora Galaxy Tool and explain the main functionalities of each template file.
Step 1: Define the web interface
First, a developer needs to create a Galaxy tool XML file which defines the web interfaces
including inputs and outputs, as well as command line execution. The rmarkdown_report.xml file
can be used as a template. The command line execution portion in this file creates an outputs
directory and three environment variables which store paths to the tool installation directory, the
output report and the outputs directory. Developers should extend the command line execution
section

by

defining

command

line

arguments

that

will

be

passed

to

the

rmarkdown_report_render.R file.
Step 2: Collect inputs for data analysis
After the developer has defined the tool web interface, they can use the
rmarkdown_report_render.R to collect inputs for the data analysis. This R script file functions as
a command line application and bridges the tool definition XML file and the data analysis R
Markdown files (see details in next step). This file reads the option specifications from the
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command-line-arguments.csv file and for each command line argument that is passed from the
rmarkdown_report.xml, stores the value in both an R variable and an Unix environment variable.
Developers don’t need to alter the rmarkdown_report_render.R file. They add option specifications
to the command-line-arguments.csv file and these option specifications will be automatically
imported by the rmarkdown_report_render.R file as command line arguments and R variables.
The command-line-arguments.csv file uses a tab-delimited table with four columns to store
specifications of command line options defined in the command line execution of the
rmarkdown_report.xml file. The first and last columns store short option flags and variable names.
The second column specifies if this option is required or not. The third column specifies the data
type that this option accepts. Users can refer to the documentation of the R package getopt for
more details (from Trevor L Davis and Zenka., 2018). After all command line arguments are
collected from the rmarkdown_report.xml, the rmarkdown_report_render.R template renders R
Markdown files to perform the actual data analysis.
Step 3: Build data analysis logic
After the developer has defined the tool web interface through the rmarkdown_report.xml
file and collected and converted all necessary user inputs into to R variables through the
rmarkdown_report_render.R file, they can start adding the actual data analysis logic to the
rmarkdown_report.Rmd template file. Developers should add any descriptive text and data
analysis code to the end of this file to extend the report template. The existing content in this
template file provides necessary CSS and Javascript code for building an interactive file tree of
the outputs directory in the final report by using the jsTree (Bozhanov) Javascript library. For
website report tools, the same CSS and Javascript content is moved to the index.Rmd file. The path
to

the

tool

outputs

directory

is

assigned

to

an

environment

variable

named
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REPORT_FILES_PATH in the rmarkdown_report.xml file. When developing the data analysis
logic, tool developers should consider moving any output files to the outputs directory if they want
those files to be accessible to users. In website report tools, the analysis logic in
rmarkdown_report.Rmd would be split into multiple R Markdown files. Each R Markdown file
will be rendered to generate a separate HTML page. The _site.yml file defines the website layout
and structure and is specific to website report tools. The website layout and theme is highly
customizable and completely determined by tool developers. I provided _site.yml template file as
a minimal example mainly for demonstration purpose. Developers can refer to Xie et al. (2017)
(Xie et al., 2017) for many more possibilities.
Although R Markdown allows executing bash code chunks directly, I recommend building
separate shell scripts to be called from the R Markdown files. This helps to organize the various
pieces of code and makes debugging or altering tool commands easier in the future. Therefore, I
created the build-and-run-job-scripts.sh template file for any computational analysis that are
executed in bash script. However, this template file is optional, and tool developers can have their
own customized shell scripts or choose to not use any shell script files.
Step 4: Expose outputs to Galaxy history
Although Aurora Galaxy Tools use a clickable file tree to expose all output files in the
outputs directory to users, these files cannot be used directly as inputs for other Galaxy tools. To
make an output file available to other Galaxy tools, I need to define an output component in the
rmarkdown_report.xml file, and then attach an output file to that component. Developers can
expose any output files in the tool outputs directory as Galaxy outputs by extending this template
and defining more outputs in the rmarkdown_report.xml. Similar to the build-and-run-job-

60

scripts.sh file, this is not required to be a separate file, but the template is added for the purpose of
organizing code and providing easy maintenance and updates.

3.4 Results
Resources Availability
the source code for all Aurora Galaxy Tools can be found in the Github repository:
https://github.com/statonlab/aurora-galaxy-tools. A website is also available for demonstration of
Aurora Galaxy tool reports: https://statonlab.github.io/aurora-galaxy-tools/.
Feature highlights compared to regular Galaxy tools
1. Access to all output files with a clickable file tree navigation
Users can navigate the outputs directory and view or download any output files by
exploring the clickable file tree (Figure 3.1). For the reports from website aurora tools, a blue bar
on the top provides an additional menu navigation system for users to explore results.
Although all Aurora Galaxy Tools provide an interactive file tree which allows users to
access any outputs generated by the tool, these files cannot be directly used as inputs by other
tools. However, tool developers can add extra output components to the rmarkdown_report.xml
and selectively expose outputs to the Galaxy history. For example, the Aurora STAR tools provide
access to all output files to users through the clickable file tree, but they also expose reads
alignment in BAM file format to the Galaxy history. These BAM files are used as inputs for the
Aurora HTSeq tools to generate read counts in CSV file format. Read counts are then used by
Aurora DESeq2 tools to perform differential gene expression analysis.
2. More informative and transparent in analysis
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Since Aurora Galaxy Tools use R Markdown documents to report analysis results, tool
developers can easily add descriptive contents to the report to make it a comprehensive tutorial to
users, instead of simply rendering analysis results to them. For example, details can be added to
explain what steps have been taken to get the results and how to explain the results, or add extra
further analysis steps to the raw outputs from the bioinformatics tools that are being wrapped. For
example, I add extra summary tables and interactive plots to help users to understand the raw
outputs from the FastQC tool. The outputs from the regular FastQC Galaxy tool includes a .html
html and a .txt file. Example outputs can be found at https://statonlab.github.io/aurora-galaxytools/aurora_fastqc/read_1_fastqc/fastqc_report.html

and

https://statonlab.github.io/aurora-

galaxy-tools/aurora_fastqc/read_1_fastqc/fastqc_data.txt. Both these outputs are included in the
Aurora FastQC tool report as interlinks. An example Aurora FastQC tool report can be found at
https://statonlab.github.io/aurora-galaxy-tools/aurora_fastqc/rmarkdown_report.html.
In R Markdown reports, analysis code can be displayed along with the results, which makes
the tool and analysis procedure less like a “black-box”. Developers can choose to display analysis
code by default, or make it optional for the user to determine if they want it included in the report.
3. Easy integration of interactive data visualization
Without knowing any Javascript, tool developers can easily implement interactive data
visualization with many existing R and Python libraries to make the results exploration procedure
more user-friendly. Although “raw” outputs from many bioinformatics tools are static, I could
replace them with interactive reports in our Galaxy tools. For example, I used ggplot2 (Wickham,
2016) and plotly (Carson Sievert et al., 2016) together in the Aurora FastQC and Aurora DESeq2
tools to create interactive plots (see the use cases section).
4. Easy integration of analyses from different tools
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It would be easier for users to make sense out of the results from multiple different but
closely related tools if they could view the results in a single, well-organized reports. However,
Galaxy currently does not have a generic way to summarise analysis results from different tools in
a single report. By using R Markdown as a development framework, all Aurora Galaxy Tools
provide a single report, either a single HTML or a single website report, to render all analysis
results to users. With this feature, tool developers can wrap multiple different tools into a single
Aurora Galaxy tool and render analysis results from different tools with a single report. For
example, the report from the Aurora STAR tool includes analysis results from STAR, Samtools
view, and samtools flagstat which covers genome indexing, mapping, SAM to BAM file format
conversion and BAM file evaluation (see the use cases section).
The RNA-Seq analysis pipeline includes the following steps: 1) RNA sequences are
trimmed with the aurora_skewer/aurora_skewer_site tools. 2) aurora_fastqc/aurora_fastqc_site
are used to evaluate the reads quality before and after trimming. 3) The trimmed reads are mapped
to a reference genome with the aurora_star/aurora_star_site tools. 4) The aligned reads are then
processed with the aurora_htseq/aurora_htseq_site tools to obtain read counts data. 5)
aurora_deseq2/aurora_deseq2_site tools are used to analyze counts data and detect significantly
differentially expressed genes. As the goal is to illustrate the idea and advantages of Aurora Galaxy
Tools, a small public RNA dataset was selected for demonstration purposes only. Reads files can
be downloaded from Batut et. al (2017) (Batut et al., 2017). Reference genome and annotation
files can be downloaded from NCBI Assembly database (accession ID GCF_000001215). Count
and column datasets used for the deseq2 tool demonstration can be downloaded from the Github
repository.
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In this section, I will demonstrate the interactive reports generated by each tool from an
RNA-Seq differential expression analysis pipeline. Both reports from the single HTML report
tools and the website report tools have exactly the same content, except that the website version
has a menu navigation bar on the top. Therefore, I only provide screenshots from single HTML
report tools. However, both single HTML reports and website reports from each tool can be found
in the online example available at (https://statonlab.github.io/aurora-galaxy-tools/).

3.5 Use cases
To demonstrate the advantages of wrapping Galaxy tools with the R Markdown framework
and how to use the template files, I have developed a list of Aurora Galaxy Tools comprising a
simplified RNA-Seq differential expression analysis pipeline (Table 3.3). I wrapped each tool in
two different versions: a single HTML report version and a website report version. Both reports
from the single HTML report tools and the website report tools have exactly the same content,
except that the website version has a menu navigation bar on the top. The two versions are
technically separate tools on the Galaxy ToolShed.
Aurora Skewer tools The first step in our pipeline was to trim adapters and low quality
ends from a set of RNA reads. This was done with the aurora_skewer/aurora_skewer_site tools,
which are wrappers of the software skewer (Jiang et al., 2014). Figure 3.2 shows the screenshots
from the output reports generated by aurora_skewer. The report displays the skewer trimming code
and provide access to the trimmed reads files, trimming log file, and other outputs with an
interactive file tree. In addition to the report, the tool also expose the trimmed read files in the
analysis history pane so that these files can be used by other tools.
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Aurora FastQC tools After trimming, the quality of the reads was evaluated with the
aurora_fastqc/aurora_fastqc_site tools, which are wrappers of the short read evaluation software
FastQC (Andrews and Others, 2010). Our FastQC Galaxy tools generate better reports than the
existing regular Galaxy tool fastqc. Unlike the regular FastQC Galaxy tool which simply outputs
the raw HTML reports from the FastQC software, our tools display FastQC analysis code and
visualize results with interactive plots implemented with ggplot2 (Wickham, 2016) and plotly
(Carson Sievert et al., 2016). The raw HTML reports are also available and easily accessible from
the interactive file tree in our Aurora Galaxy fastqc tools (Figure 3.3).
A quality control tool provides a good example of the extra value Aurora Galaxy Tools
provides a Galaxy user. Without Aurora Galaxy Tools, the user will only be vaguely aware that a
QC step was performed. Perhaps they will download the raw text files and make a note of the
results. The enhanced Aurora Galaxy Tools reports bring this information front and center, with
human readable tables and interactive visualizations. Users can explore this information and verify
the analysis is working as expected before moving on to the next step, all without leaving Galaxy.
Aurora STAR tools After trimming the reads, I aligned them to a reference genome with
the aurora_star/aurora_star_site tools, which are wrappers of the software STAR (Dobin et al.,
2013). With the Aurora STAR tools, users can generate reports that display the analysis code for
each step of the STAR tool mapping procedure, from genome indexing to mapping (Figure 3.4).
At the end of the mapping process, a mapping evaluation summary is available. The summary is
calculated with the samtools (Li et al., 2009) flagstat tool. This highlights one of the features of
building an aurora tool, that an additional software package or script can be called to generate
additional output such as descriptive summary statistics or visualizations.
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Aurora HTSeq tools The output BAM files from the aurora_star/aurora_star_site tools
can be used as input to the aurora_htseq/aurora_htseq_site tools to estimate the number of reads
mapped to specific genes. aurora_htseq/aurora_htseq_site are wrappers of the HTSeq (Anders et
al., 2015) count tool. An extra script is also embedded in this tool to merge the standard output
files from htseq-count (Anders et al., 2015) into an output that can be directly used by the
downstream tool Aurora DESeq2. Specifically, the software htseq-count generates a separate
output file for each sample. The Aurora HTSeq tool combines these into a single tab-delimited
matrix file, which is a common file format for expression data. This new output file is also exposed
to the analysis history pane where it can be used for a number of downstream differential
expression analysis tools. Figure 3.5 shows screenshots of example report from aurora_htseq.
Aurora DESeq2 tools The aurora_deseq2/aurora_deseq2_site are wrappers of custom R
scripts that perform differential expression analysis with the DESeq2 R package (Love et al.,
2013). The counts file from the Aurora HTSeq tools is used as input to the Aurora DESeq2 tools.
The Aurora DESeq2 tools generates a differential expression analysis report as well as a CSV file
that includes all significant genes. Figure 3.6 shows screenshots of example report from
aurora_deseq2.

3.6 Discussion
Galaxy has a broad impact on biological research and has been increasingly adopted by
researchers to perform a variety of bioinformatics analysis (Levin-Reisman et al., 2017; Marques
et al., 2017; Rees et al., 2017). A single Galaxy instance may host hundreds of bioinformatics
tools that allow users to perform a wide variety of computational analyses through web interfaces.
Galaxy dramatically lowers the bar for performing bioinformatic analyses (Grüning et al., 2017)
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since it does not require users to know command line programming or to have access to high
performance computing services. There are over 100,000 registered users on the Main Galaxy
server and over 1,500 new user registrations per month. As of March 13, 2018, there were about
100 public Galaxy servers (Galaxy Project Stats).
Despite the widespread adoption of Galaxy, a universal solution for the myriad file output
formats and result types does not exist. As a result, the intermediate steps of a galaxy workflow
go largely unexamined. Standardizing analysis reports across tools would improve the
interpretability of results for end users. In this work, I proposed an R Markdown based framework
for Galaxy tools development. Tools developed under this framework may generate well
organized, generalized reports in HTML format, either a single HTML report or a static R
Markdown website. R Markdown is one of the most popular frameworks for reproducible research
(Gandrud, 2016; Baumer et al., 2014) and is an easy-to-learn skill for Galaxy tool developers. To
adopt this framework, Galaxy tool developers simply need to move all data analysis and
visualization logic of a tool to the R Markdown files and let the framework to generate the final
reports.
In addition to standardizing analysis reports across tools, our R Markdown development
framework adds extra values to tool and tool development in several other aspects. For example,
it enables tool developers to display code along with results by default, or make it optional for the
user to determine if they want it included in the report (Xie, 2015). Displaying the code that was
executed to the user has a number of advantages. First, it reduces the “black box” problem with
Galaxy tools, by revealing exactly how data is being handled. For users interested in how the tool
is being run by the wrapper and willing to read the manual of command line options, they can
decipher exactly which parameters are being used and how. Also, for users either already familiar
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with the command line or learning the command line, it can help them to learn more about the
software execution and even reproduce the results outside of Galaxy. Another advantage of using
R Markdown is that many HTML widgets become immediately available to tool developers to
provide better data visualization. These HTML widgets are R bindings to Javascript libraries
(Vaidyanathan et al., 2014) such as Plotly (C. Sievert et al., 2016), Highcharts (Highsoft, 2014)
and D3 (Meeks, 2017). Developers who are familiar with R programming but not with Javascript
can still develop tools with efficient visualization outputs. Furthermore, by adding extra details
and instructions to the computational logic of a tool in the R Markdown files, tool developers can
create a tool that generate not a analysis reports but a comprehensive analysis tutorials, which
could be very useful to non-advanced users.
R Markdown Galaxy tools have the potential to generates interactive documents through
integrating Shiny application (Chang et al., 2015) into the R Markdown documents. Shiny
applications are built straight from R with the Shiny R package and can be nested into the R
Markdown document as a web application (Allaire et al., 2015). With this functionality, users can
further explore their data based on analysis results. The success of integrating Docker image and
running RStudio and Jupyter from within Galaxy makes it possible to run Shiny applications
within Galaxy (Grüning et al., 2017). In future work, methods of developing Shiny embedded R
Markdown Galaxy tools will be explored.
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3.8 Appendix
Table 3.1 File compositions and functionalities of standard Galaxy tools and Aurora Galaxy
Tools.
Files

Functions

.xml

Required file. Defines user interface, command
line execution, install tool dependencies

Tool-specific files

These files are tool-specific (e.g., test data files,
deseq2.R from the deseq2 tool)

.xml

Required file. Defines user interface, command
line execution, install tool dependencies. The
command line execution calls the R script (see
below).

Tool-specific files

These files are tool-specific (e.g., the binary file
twoBitToFa from the aurora_fasta_importer tool)

R script file (.R)

Required file. Executed by the tool XML file. This
file collects user inputs and other command line
arguments and passes them to the R Markdown
(.Rmd) files. Finally, it renders all R Markdown
files.

R Markdown files (.Rmd)

One or more required files. These files execute all
data analysis code and serve as templates for
generating the final HTML reports.

Standard Galaxy tools

Aurora Galaxy Tools
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Table 3.2 Template files and functionalities for developing Aurora Galaxy Tools.

a

Files

Single HTML report

Website report

rmarkdown_report.xml

✓

✓

rmarkdown_report_render.R

✓

✓

rmarkdown_report.Rmd

✓

index.Rmd

✓

_site.yml

✓

build-and-run-job-scripts.sh

✓

✓

command-line-arguments.csv

✓

✓

expose-outputs-to-galaxy-history.sh

✓

✓

vakata-jstree-3.3.5.zip

✓

✓

a

This is a compressed file of the jQuery plugin jsTree developed by Ivan Bozhanov (Bozhanov).
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Table 3.3 Aurora tools for RNA-Seq differential expression analysis.
Tool name in Galaxy
test tool shed
a

Tool description

Tool References

aurora_skewer

Wrapper of skewer: a fast and accurate adapter trimmer for
next-generation sequencing paired-end reads.

Jiang, Hongshan, et al.
(Jiang et al., 2014)

aurora_fastqc

Wrapper of FastQC : evaluate short reads with FastQC
software on a single or a paired of untrimmed and trimmed
reads files

Andrews,
(Andrews
2010)

Wrapper of STAR: ultrafast universal RNA-seq aligner

Dobin, Alexander, et al.
(Dobin et al., 2013)

Wrapper of HTSeq-count: counting reads in features

Anders, Simon, Paul
Theodor
Pyl,
and
Wolfgang Huber. (Anders
et al., 2015)

Wrapper of DESeq2: Differential expression analysis with
R DESeq2 package

Love, Michael, Simon
Anders, and Wolfgang
Huber. (M. I. Love et al.,
2014)

aurora_star
aurora_htseq

aurora_deseq2

a

and

Simon.
Others,

This table only display tool names for single HTML report tools. For website report tools, the

corresponding name would be aurora_tool_site. For example, the website report version for
aurora_skewer is aurora_skewer_site.
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Figure 3.1 Interactive file tree display of all tool outputs from the aurora_fastqc tool.
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Figure 3.2 Single HTML report from aurora_skewer tool.
The report displays the skewer command executed and a clickable file tree for all outputs.
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Figure 3.3 Screenshots of reports from aurora_fastqc.
(A) FastQC job script. (B & C) Visualization of ‘per base sequence quality’ and ‘sequence
duplication levels’ with plots implemented with ggplot2 (Wickham, 2016) and plotly (Carson
Sievert et al., 2016). (D) A clickable file tree for all outputs. Raw outputs from the FastQC software
are also available.
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Figure 3.4 Screenshots of reports from aurora_star tool.
(A) scripts for genome index and mapping with STAR software. (B) mapping evaluation results
obtained from samtools flagstat (Li et al., 2009).
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Figure 3.5 Screenshots of reports from aurora_htseq.
(A) htseq-count job script. (B) A table to show first few rows of the count data and a file tree for
all outputs.
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Figure 3.6 Screenshots of reports from aurora_deseq2.
(A) stdout of DESeq2 analysis. (B) an interactive Mean Average plot (MA-plot) implemented with
ggplot2 (Wickham, 2016) and plotly (Carson Sievert et al., 2016). (C) heatmap of count matrix
for top significant genes. (D) PCA plot and a clickable file tree for all outputs.
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CHAPTER IV. GALAXY TOOL GENERATOR (GTG): A WEB
APPLICATION FOR DEVELOPING GALAXY TOOLS
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A version of this chapter will be submitted to the journal of Bioinformatics by Chen et al.:
Chen, M., Condon, B., Staton, M., 2018. Galaxy Tool Generator (GTG): a web
application for developing Galaxy tools.

4.1 Abstract
Summary: With thousands of open source informatics tools and associated workflows
available, Galaxy has become a powerful web-based analytic platform for high throughput
genomics data. Developing a Galaxy tool can be a time-consuming process and usually requires
expertise in multiple programming languages, as well as familiarity with the XML-based
development framework. To lower the bar of entry for new Galaxy tool developers, I have
developed a web application, Galaxy Tool Generator (GTG), which enables wrapping Galaxy
tools, testing tools interactively and publishing tools to the Galaxy ToolShed and Test ToolShed
through web interfaces. Developers can build tool XML files by adding components selected from
a predefined drop-down components list, restructure the XML content by dragging and dropping
components, and duplicate or remove components by clicking buttons.
Availability and implementation:
● https://github.com/MingChen0919/gtgdocker
● https://github.com/MingChen0919/galaxy_tool_generator_ui
● https://github.com/MingChen0919/galaxy_tool_generator
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4.2 Introduction
Continued advancements in high throughput sequencing technologies has led to
exponential growth of data in genome and transcriptome studies as well as expansion of the
biological applications of those data (Marx, 2013b). Analyzing massive datasets and interpreting
the results is a non-trivial task. It requires expertise in bioinformatics, which has become a key
bottleneck preventing efficient use and interpretation of next generation sequencing (NGS) data
(Li et al., 2017). However, this situation has been alleviated by many web-based bioinformatics
platforms, such as Galaxy (Afgan et al., 2016a), CyVerse (Goff et al., 2011), KBase (Arkin et al.,
2016) and EDGE (Li et al., 2017). These platforms enable researchers to perform complex
bioinformatics analyses without the need for programming or establishing their own computational
infrastructure. Among those platforms, Galaxy is one of the most well-known and has a large
number of users (Galaxy Project Stats, accessed by Jan 20, 2018). Its success relies on the
thousands of Galaxy tools contributed by the community and found in the Galaxy ToolShed, which
serves as the “App Store” of Galaxy (Blankenberg et al., 2014c).
Here, I introduce the Galaxy Tool Generator (GTG) web application which assists in
developing Galaxy tools. A Galaxy tool is an XML file that wraps a command line program and
specifies how to build tool input and output interfaces, how to generate the commands to run the
software with the specified inputs and parameters, how to install the tool and its dependencies, and
many other aspects. These components are interpreted by Galaxy to build a web-based application
for the specified data analysis. To successfully build a Galaxy tool, developers need to be very
familiar with each XML tag, its associated attributes, and what information it defines. For example,
the XML tag “param” defines an input component. The attribute “type” has the value “data” which
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specifies that this input field will accept files as input. The rest of the attributes specify other
properties of this input component (Figure 4.1A).
GTG simplifies and speeds the development of Galaxy tools by providing an editable web
form to construct the tool XML. Developers can interactively work with the XML elements as
easy to edit components and view them in an intuitive hierarchical structure in order to quickly
build a complete Galaxy tool XML file (Figure 4.1 B,C). The form includes all valid tags and their
particular attributes and allows the user to interactively add elements, edit element attributes, move
elements in the hierarchy, clone an existing element to a new element, and delete elements form.
Information about which attributes are required or optional for each tag is also available, and the
form enforces proper hierarchy of elements. Using this tool, developers at different levels of
familiarity with Galaxy tool development will be able to build and publish new tools to the Galaxy
Toolshed.
After developing the XML tool file, multiple rounds of testing are needed to ensure it works
as expected with different inputs. GTG also adds efficiency to this step of tool development by
deploying a local Galaxy instance and enabling the tool developer to quickly test tools during the
development process. Finally, GTG incorporates a feature of the Planemo tool (Chilton et al.), an
easy mechanism to publish the finished tool to the Galaxy Toolshed. This final step completes the
development process and encourages all developers to share their tools with the wider Galaxy
community.

4.3 Implementation
GTG consists of two Drupal modules: Galaxy Tool Generator and Galaxy Tool Generator
UI. The Galaxy Tool Generator module is the core of GTG and builds Drupal (VanDyk and
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Westgate, 2007) webform components for each Galaxy tool XML tag. This enables the tool XML
files to be rendered as an easy to understand Drupal webform. Users can create and edit XML files
by adding webform components from a drop-down list and then structure the XML file content by
dragging and dropping those webform components (Figure 4.1 C). Each web form component has
a descriptive title to indicate its role in building a tool and a type column to specify its placement
in the hierarchical structure within the XML file. The Galaxy Tool Generator UI module
implements the user interfaces for interacting with XML components to build XML files, for
gathering created XML files to build a Galaxy tool repository and for publishing the tool repository
to the Galaxy Toolshed (Blankenberg et al., 2014c).
GTG provides three options to start building an XML file. First, a developer can start from
scratch. This option allows users to build an XML file by selecting them from a drop down
individually. A developer could also choose to upload an existing XML file as a starting point.
GTG will automatically convert all XML components to their corresponding webform components
and display them in correct hierarchical structure. GTG also provides a generic template, and with
this option, users can start developing a tool with a predefined set of commonly used XML
components.
GTG includes a Docker image which launches a Drupal website with the two GTG
modules installed and enabled. The Docker image also has the planemo tool installed, which is a
command line tool for Galaxy tool development (Chilton et al.). Planemo assists in Galaxy tool
development by initializing a basic XML template and allows developers to validate XML
components before publishing tools to Galaxy ToolShed. However, GTG has additional features
that significantly advance the ease of tool development. For example, GTG provides XML
templates and also allows users to upload any existing XML as a template; this is particularly
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convenient when wrapping tools with similar input/output or when updating a tool to a new version
that requires only minor changes to elements. In GTG, there is no need to verify if an XML
component is valid, since all XML components are predefined and provided by GTG instead of by
developers. However, Planemo does provide an easy way to publish Galaxy tools to the Galaxy
ToolShed, and this feature has been adopted in the GTG application.
A GTG application can be easily launched with the shell script launch_dev_env.sh,
available in the Github repository. In addition to launching a GTG application, the
launch_dev_env.sh launches a Galaxy instance using the docker-galaxy-stable (Grüning, 2018)
image created by Björn Grüning. Through a series of folders mapped between GTG and the docker
container, tools being built with GTG can be quickly tested in the local Galaxy instance, providing
a faster, more agile, and completely local development environment. Specifically, to connect GTG
and Galaxy, launch_dev_env.sh creates a galaxy_tool_repository directory in the current directory
in the host machine and maps this directory to the Docker container. When users select created
XML files to build a tool repository on GTG, these XML files will automatically be available to
the host machine. The script also creates a shed_tools and database directory in the current
working directory in the host machine and maps them to the Galaxy instance docker container.
The shed_tools will map all installed tools from the Galaxy container to the host machine. The
database directory will map all job working details (e.g., job scripts, logs, stderr/stdout, outputs,
etc.) to the host machine when a job is running in the Galaxy instance.
The Galaxy instance and the GTG application together can be used as an interactive
development environment for wrapping Galaxy tools. The best practice is to first use GTG to
quickly develop a draft working version of a tool and then publish the tool to the Galaxy Test
ToolShed (https://testtoolshed.g2.bx.psu.edu/), which is similar to Galaxy ToolShed but for tool
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developing and testing purposes. Once the tool is available from the Galaxy Test ToolShed, a
developer can easily install it into their local Galaxy instance to view and test. GTG allows users
to link the tool being edited in GTG with the tool installed in the Galaxy instance. Going to the
extra effort to deploy and then install the tool from the Test ToolShed, is an important step to test
the automated installation. When the developer edits the XML file by adding, deleting or updating
XML components through GTG, the changes will automatically be integrated into the Galaxy
instance to enable immediate testing. When the tool is complete, it can be published to the Galaxy
ToolShed for other users to discover and install.

4.4 Discussion
GTG could significantly lower the bar of entry to developing Galaxy tools by allowing the
construction and publication of Galaxy tools for new tool developers with little XML experience
and also speed the development time for experienced Galaxy tool developers. All improvements
in the speed and ease of development is a benefit to the Galaxy community, as the platform’s
appeal is dependent on a comprehensive, diverse and well tested set of bioinformatic tools. GTG
addresses the full Galaxy tool development cycle in three steps. First, an intuitive Graphical User
Interface (GUI) provides a web-based form to represent the Galaxy tool XML components. This
enables developers to fill in XML tag-specific attribute values without the need to refer to the
Galaxy tool XML definition documentation and automatically enforces proper element hierarchy,
reducing difficult to debug errors. Next, GTG enables incremental tool development by integrating
a local, easy to set up testing system. This allows developers to immediately see if tools work and
iteratively add features. Finally, by integrating with the existing Galaxy tool planemo, developers
can publish finished tools to the Galaxy ToolShed.

85

4.5 Acknowledgements & Funding
This work was supported by the National Science Foundation under grant #1443040. This
work used the Extreme Science and Engineering Discovery Environment (XSEDE) Jetstream
Cloud, which is supported by National Science Foundation grant number ACI-1548562 and
specifically by the XSEDE allocation to MS #TG-MCB160182.

86

4.6 Appendix

Figure 4.1. Interfaces and structure of the Galaxy Tool Generator application.
(A) an example of an XML component. (B) An example of web form interface for building and
editing an XML component. (C) The interface for building a complete Galaxy XML file. A
component and all its child components can be duplicated or removed by simply clicking the
“clone” or “delete” button, respectively.
87

CHAPTER V. USE CASE: GENE FAMILIES INVOLVED IN O

3

STRESS RESPONSE FROM THREE PHYLOGENETICALLY DIVERSE
SPECIES OF HARDWOOD TREES
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5.1 Introduction
The following use case demonstrates how the tools and approaches developed in previous
chapters help explore, analyze, and visualize data in Tripal databases. With both the data and
analytical tool resources available in a community database, our next step would be to generate
new biological hypotheses by analyzing the data with the tools. For this use case, I will be using
public data from HGD to compare the gene expression differences resulting from abiotic stress in
the form of ozone (O ) exposure on three different hardwood tree species. Specifically, I will
3

examine gene expression data from: green ash (Fraxinus pennsylvanica), northern red oak
(Quercus rubra), and black walnut (Juglans nigra). The three organisms were profiled using RNASeq in identical exposure experiments, consisting of seedlings grown at four O exposure levels
3

(ranging from ambient to 225ppb) with RNA profiled from leaf samples taken at 7 hours, 14 days
and 28 days.
The physiological reaction of trees to near-surface atmospheric O levels is of particular
3

interest in forestry research, as atmospheric O levels are already increasing and expected to
3

continue an upward trend based on current climate change models (Fann et al., 2015; Yue et al.,
2015; Zhang and Wang, 2016). Ozone is a harmful air pollutant that substantially changes plant
function including damaging and altering plant metabolism (Caregnato et al., 2015; Jolivet et al.,
2016; Tiwari and Agrawal, 2018). The potential productivity loss and alterations in carbon
sequestration in forests due to increasing O is of major concern but has proved difficult to predict
3

(Wang et al., 2016; Ollinger et al., 1997). At the individual plant level, high O levels induce
3

cellular damage, reduce photosynthesis, modify carbon allocation, and increase respiration, all of
which contribute to visible leaf injury and growth reduction. However, different tree species and
genotypes respond variably to O exposure (Zak et al., 2007; Matyssek et al., 2010), and little is
3
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currently understood about how this response is mediated at the genetic or gene expression level.
The availability of O response data from phylogenetically diverse tree species is an interesting
3

opportunity to explore how this abiotic stress response is shared and how it differs among forest
tree species at the molecular level.
To acquire the data and perform a comparative gene expression analysis, this use case will
employ Tripal modules, Galaxy Aurora tools, and the GTG web application, all within the scope
of HGD. First, the Tripal Elasticsearch module is used to quickly find the data, which has been
stored in the site using the Tripal Analysis Expression module. After downloading the expression
counts data and Biosample data, Galaxy workflows that include Aurora tools enable differential
expression analyses and report significantly differentially expressed genes under different
durations of O exposure. Next, Aurora tools enable the extraction of the protein sequences of those
3

significant genes and searches of the Pfam database (Bateman et al., 2004)with HMMER (Eddy,
1992). The final output is a set of differentially expressed genes from all three species that share
the same protein families. This meta-analysis could provide initial evidence to spur a more in
depth study or provide a means to filter or confirm a set of candidate genes for a scientist interested
in plant O response.
3

Tools needed in this use case will be developed with the GTG web application using the
Aurora Galaxy Tool framework. Galaxy workflows will be added to the HGD website with the
Tripal Galaxy module. Since each tool will be wrapped as an Aurora Galaxy tool which generates
an HTML report, analysis results will be able to be viewed directly within the HGD website. The
genes obtained in the final results report will be linked back to the individual feature pages of HGD
website so that users can easily explore other related information. The final report also links the
target names and accession IDs of protein families to the EMBL-EBI Protein Family database.
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This use case gives an example of how Tripal Elasticsearch, Aurora Galaxy Tool and GTG can
quickly extend the functionalities of HGD and facilitate exploratory research in hardwood tree
species.

5.2 Datasets
HGD contains public data from RNA-Seq experiments for green ash, northern red oak and
black walnut, all of which were produced as part of the “Comparative genomics of environmental
stress responses in North American hardwoods” NSF Plant Genome Research Program (Award
#1025974, PI John Carlson, Pennsylvania State University). Full experimental methods and
analysis of differentially expressed genes is available for the green ash data (Lane et al., 2016).
Manuscripts are under preparation for northern red oak and black walnut but are not overlapping
in scope with this use case. Raw data including Biosample and sequencing platform details are
available from NCBI (Wheeler et al., 2001): green ash (SRX858416-SRX858431), northern red
oak (SRX858564-SRX858610), and black walnut (SRX858655-SRX858666). Briefly, seedlings
were acclimated in continuously stirred tank reactors and then exposed to one of four O treatment
3

levels: ambient (~10ppb), 80ppb, 125ppb or 225ppb. Leaves were sampled from six seedlings in
each treatment group at 7hr, 14d and 28d. For green ash and black walnut, RNA samples from the
six biological replicates were pooled and sequenced on an Illumina MiSeq. For northern red oak,
individual biological replicates were sequenced on an Illumina HiSeq 2000.
None of the three species have available fully sequenced genomes for use as a reference.
HGD provides access to assembled transcriptomes, which were created from larger sets of RNASeq reads that included the O treatment experiments examined here. These putative unique
3

transcripts are referred to as “genes” in this chapter for brevity. Additional informatics analysis of
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the transcriptomes available from HDG includes: functional annotation using BLAST (Altschul et
al., 1990) and InterProScan (Jones et al., 2014), amino acid sequences from ORF prediction, and
gene expression information (normalized and raw) generated by mapping reads back to the
transcripts. Informatics protocols are described online and follow the methods of Lane et al., 2016.

5.3 Discovering and downloading data with Tripal Elasticsearch and Tripal
Analysis Expression
Although users can find all necessary input data for this use case in the HGD website by
clicking through the menu navigation, this generally requires that a user to already know what data
they need and where it is located in the site. The search functionality provided by the Tripal
Elasticsearch module makes it easier and faster to find the data, especially if the user is unsure
where it might be or if it exists. Below is the list of datasets I need for the use case for each species:
○ RNA-Seq Sample data - the treatment information for each sample. Each row is a
sample and each column is a set of treatment levels for a given treatment (control
or O exposed; exposure duration: 7 hours, 14 days, or 28 days).
3

○ RNA-Seq Count data - the number of sequence reads mapped to each transcript for
each sample. Each row is a gene and each column is a sample.
○ Predicted protein sequences from each transcript
Frequent HGD database users may be able to easily find the expression and protein
sequences data, while users who are not familiar with the HGD database can use the full site search
with simple and intuitive keywords to discover information related to their interests. The count
data can be obtained from species-specific O experiment pages; the treatment and protein
3

sequences data can be obtained from species-specific transcriptome assembly pages (Figure 5.1).
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I was able to locate these web pages with these keywords: “green ash expression ozone”, “green
ash ozone treatment”, “fraxinus ozone”, “black walnut expression zone”, “black walnut ozone
treatment”, “juglans ozone”, “green ash protein sequences ozone”, and “black walnut protein
sequences ozone”. Notably, the text on the HGD pages of interest use the word “ozone” but do not
use the abbreviation “O ”. Site wide searches with phrases such as “Quercus O3” or “walnut O3”
3

do not return ozone relevant results. This highlights a potential for improvement in search results
by incorporating scientific synonym substitutions in the search engine that would automatically
search for “ozone” if the user provides the keyword “O ”.
3

The species specific O experiment pages include experimental methods, sequencing
3

statistics, links to raw reads in NCBI, and a link to download the raw gene read-mapping count
data as a CSV file (Figure 5.2). This file is formatted with a transcript on each row and individual
samples as columns. Numbers are raw counts of reads from each sample mapped uniquely to each
reference transcript. Importantly for the analysis pipeline, the first row contains sample (library)
IDs that need to exactly match the sample IDs in the treatment data (Figure 5.3). The treatment
data is available on the same page under the ‘Description’ pane section, however, the data is not
stored in a downloadable CSV file. For this use case, users need to manually create a CSV file in
their local computer to store the treatment data. The description for the file format is part of the
Galaxy workflow, enabling users to read the detailed description about each treatment can be found
under the ‘Biosamples’ pane section and create the properly formatted file for their experimental
design. The predicted protein sequences data is available and can be downloaded as a FASTA file.
In this use case, the user can provide the URL of the FASTA file to the Galaxy pipeline to perform
the data analysis.
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5.4 Data analysis and visualization with Tripal Galaxy module and Aurora
Galaxy Tools
5.4.1 Analysis workflow summary
After collecting all the necessary datasets, they are submitted to Galaxy workflows. All
workflows use Aurora Galaxy Tool which generate HTML reports and enable results to be viewed
directly from within the HGD website. HGD has a central Galaxy tool page that lists the available
Galaxy workflows, any of which can be used by a user with an account. User accounts are free
and easy to request through the site. For this use case, both previously existing and new workflows
will be used. Only admin users can create workflows and add them to the site, however, the HGD
development team accepts requests for new workflows. I will discuss how workflows are created
and added to the HGD website in the next sections, including how Aurora Galaxy Tools may be
developed with the GTG web application. This section focuses on how the web-based analysis
tools can help Tripal database end users to perform bioinformatic data analysis and visualize the
results.
The data analysis goal is to identify differentially expressed genes under conditions of
different O exposure durations in green ash, black walnut and northern red oak, and to find if there
3

are any protein families that occur in the three lists. This is a basic exploratory biological question,
with a comparative genomics approach, to identify the protein families involved in O stress
3

response across all organisms of interest. To achieve this goal, the transcript expression values will
be statistically evaluated using DESeq2, a differential expression package that uses a model based
on the negative binomial distribution and is designed for high throughput RNA sequencing data
(Love et al., 2013). The results are a set of significant genes (padj < 0.1) for each organism. I
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extracted the protein sequences for the identified significant genes from the FASTA file and
compared them to the profiles of the Pfam database (Bateman et al., 2004) with the HMMER tool
(Eddy, 1992) to identify their protein families. Finally, I compare the results from the three
organisms, yielding a set of protein families that have at least one significant gene from each
organism. Figure 5.4 illustrates the analysis workflow of the entire use case. The final result is an
HTML table with a row for each protein family. Columns include the accession of the protein
family followed by significant genes from green ash, black walnut and northern red oak that belong
to that family. Each item in the table is a URL link to the corresponding web resource.
When implementing the analysis workflow above, two Galaxy workflows are involved: 1)
the deseq2-hmmscan-pfam workflow which performs the differential gene expression analysis and
the hmmscan search analysis; 2) the hmmscan-pfam-merger workflow which merges the results
from all deseq2-hmmscan-pfam analyses. Specifically, I will run the deseq2-hmmscan-pfam
workflow separately for green ash, black walnut and northern red oak data and then merge the
results to generate the final report. The Aurora Galaxy Tools involved in these use cases are:
● aurora_deseq2 (Galaxy Version 2.2.2): a wrapper of the bioconductor DESeq2
package (version 1.16.1) (M. Love et al., 2014)
● aurora_statonlab_hmmscan (Galaxy Version 1.0.0): a wrapper of HMMER3
(version 3.2.1) (Eddy, 2010)
● aurora_statonlab_hmmscan_merger (Galaxy Version 1.0.0): a wrapper of an R
script that finds common protein families in the result sets
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5.4.2 Analysis implementation
Create Galaxy workflows in HGD-connected Galaxy server The deseq2-hmmscan-pfam
and the hmmscan-pfam-merger workflows were built in Galaxy’s graphic workflow editor (Figure
5.5). The graphic workflow editor provides intuitive interface that allows users to drag and connect
tools with inputs and outputs. The aurora_deseq2, aurora_statonlab_hmmscan, and
aurora_statonlab_hmmscan_merger tools in the two workflows are the key components. All those
tools are Aurora Galaxy tools and wrapped with the GTG web application. The tool development
details will be discussed in the next section. I created the workflows in the Galaxy server
(http://treegenes.cam.uchc.edu/galaxy) maintained by the Plant Computational Genomics Lab at
University of Connecticut. The Galaxy server is connected to the HGD database with the Tripal
Galaxy module.
Run deseq2-hmmscan-pfram workflow Input to this workflow requires the expression and
treatment data collected from the HGD website. The HGD web interface, powered by Tripal
Galaxy, guides the user through the 5 steps of the workflow (Figure 5.6):
● Step 1: An instruction step which has information about what tools are used in this
workflow, including versions
● Step 2: A prompt to upload expression data or select a previously uploaded file for use
● Step 3: A prompt to upload treatment data or select a previously uploaded file for use.
● Step 4: A form for the user to specify parameters for DESeq2 including the statistical model
details. The DESeq2 tool will perform the differential transcript expression analysis.
● Step 5: A form for the user to specify the parameters for the hmmscan software, including
e-value threshold and score threshold. This step will use the aurora_statonlab_hmmscan
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tool to query protein sequences from identified significant genes against the Pfam database.
At each step, the workflow has instructions on what data is needed and how to use the tool. Users
are able to preview their input before they submit the workflow in a final step. Once the workflow
is submitted, Tripal Galaxy transfers the data from HGD to the connected Galaxy server and
invokes the workflow execution there.
Results of deseq2-hmmscan-pfam workflow HGD users can view the status of all
submitted workflows by clicking “My Account -> Analyses”. Once the status of workflow
becomes ‘completed’, users will be able to view the analysis results. Depending on the number
and types of tools in the workflows and the amount of data submitted, the time to completion can
be variable. Users can opt to be notified via email when the workflow is complete. The link to the
workflow results includes the output information from each workflow step, presented along a
sidebar for navigation (Figure 5.7). Item 1 and 2 are the uploaded expression and treatment
datasets, respectively. Item 3 (“aurora_deseq2 report on data 2 and data 1 (ok)”) provides a link to
the HTML report from the aurora_deseq2 tool (Figure 5.8). Item 4 is a CSV file consisting of all
significant genes and associated statistical test results. Item 5 is an HTML report from the
aurora_statonlab_hmmscan tool. Item 6 is the Pfam database search results in CSV format. This
file should be downloaded to the local computer for use in the hmmscan-pfam-merger workflow.
For this use case, I ran the workflow for the datasets of each the three tree species and collected
three datasets of significantly differentially expressed transcripts assigned to Pfam database
entries.
Run hmmscan-pfam-merger workflow This workflow merges the hmmscan Pfam
database search results and returns a table in an HTML report. Figure 5.9 shows the 3 steps of the
workflow in the HGD website:
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● Step 1: An instruction step which has information about what tools are used in this
workflow.
● Step2: A prompt to upload two or more sets of the Pfam database search results collected
from the deseq2-hmmscan-pfam workflows.
● Step 3: A description of the tool that will merge the results and generate final analysis
report (no user action required).
Analysis results of hmmscan-pfam-merger workflow Each row consists of feature IDs of
significant genes from all organisms (green ash, black walnut and northern red oak in this case),
target name and accession ID of returned protein family from the hmmscan Pfam database search.
Only the records that have at least one significant gene from each organism are kept. It is possible
that multiple genes from a single organism have a common protein family hit, and that one single
gene has multiple different protein family hits. The target names and accession IDs are linked to
the EMBL-EBI Protein Family database. The feature IDs are linked back to the feature page in
HGD.

5.4.3 Results and discussion
O at ground-level is one of the most widespread air pollutants and is the most damaging
3

to plants (Ozone effects on plants (USDA, ARS)). O enters plant leaves through stomata and
3

oxidizes plant tissue during respiration, leading to plant leaf damage and reduced plant survival
(Ozone effects on plants (USDA, ARS)). This use case demonstrates how the web-based
computational tools introduced in Chapter II-IV could help identify candidate genes from
hardwood tree species that respond in expression to increased O exposure.
3
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The differential gene expression analysis identified 26, 2095, and 11571 significant genes
in black walnut, green ash, and northern red oak, respectively (Table 5.1). This wide range of
responsive transcripts could be due to experimental or physiological factors. From the
experimental design, the much higher sequencing depth and the sequencing of individual
biological replicates for the northern red oak samples lends significantly more statistical power to
detect differential expression. Both black walnut and green ash were sequenced at a much lower
depth and the replicates were pooled for sequencing. More than 90% of genes have an average
read count lower than 5 across all 12 samples in black walnut and green ash, leading to a lack of
enough data for many genes to accurately detect differential expression. In contrast, only 68% of
northern red oak genes have an average read count of less than 5. This is reflective of the reality
of mining data from public sources as opposed to designing new experiments to be conducted;
often the experimental techniques across datasets are different and both data analysis and
interpretation of the results must carefully consider those differences. No physiological data has
been provided from the O exposure experiments conducted to generate this data, but the wide
3

range in number of genes responding, even between black walnut and green ash, suggests follow
up experiments profiling O exposure tolerance in these species may be warranted.
3

By scanning the protein sequences of those significant genes against the Pfam database
with HMMSCAN tool, 14 common protein families were identified across the three species. Each
shared protein family included at least one differentially expressed gene in each tree species. Genes
may belong to multiple protein families, with the results representing 6 unique genes out of 14
protein family matches in black walnut; 62 unique genes out of 144 protein family matches in
green ash; and 204 unique genes out of 544 protein family matches in northern red oak (Table 5.1).
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The set of leucine-rich repeat (LRR) families (LRR_1, LRR_4, LRR_6, and LRR_8) are
notable both for their shared leucine-rich repeat domain and the large number of putative genes
responding in the green ash and northern red oak experiments. The LRR protein structural motif
is composed of repeating 20~30 hydrophobic, leucine-rich stretches. Prior research suggests that
proteins with LRR domains are involved in plant stress response, and they have specifically been
found to respond to elevated O . In an examination of O susceptible and tolerant poplar hybrid
3

3

genotypes, semi-quantitative RT-PCR confirmed up regulation of Fs23A-LRP, a gene coding for
a leucine-rich repeats protein, in both tested genotypes after O exposure (Rizzo et al., 2007).
3

Leisner et al. found that among the 25 genes with the greatest log fold change in response to
elevated O in soybean flower tissue, 5 genes encode Leucine-rich repeat receptor-like protein
3

kinase (Leisner et al., 2014). Additionally, LRR is also involved in human’s response to O

3

exposure. A recent study published by Speen et al. (2018) showed that O -derived Oxysterols form
3

adducts with NLRP2 (NACHT, LRR and PYD domains-containing protein 2) in the leucine-rich
repeat region, potentially contributing to inflammation in airway epithelial cells.
As a strong pro-oxidant, increased O exposure leads to extra reactive oxygen species that
3

exceed the scavenging capacity by antioxidants, disrupting the pro-oxidant/antioxidant balance
and causing oxidative stress to organisms (Demidchik 2015; Birben et al. 2012). Across many
plant species, molecular profiling of O stress response has indicated a strong oxidation-reduction
3

response in cells in an attempt to mitigate damage directly from oxidation or from reactive oxygen
species. This is supported in hardwood tree species by the presence of genes from the adh_short
and adh_short_C2 pfam groups. adh_short is a large family of that consists mostly of
oxidoreductases, while adh_short_C2 is a more specific class of reductase enzymes that catalyze
the last step of fatty acid biosynthesis. These genes provide a basis to spur additional research into
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how trees tightly regulate the balance between pro-oxidants and antioxidants to maintain vital
cellular and biochemical functions under redox stress (Kohen and Nyska, 2002; Pilch et al., 2014;
Kisaoglu et al., 2013).
The RuBisCo_small (ribulose bisphosphate carboxylase, small chain) and RbcS (ribulose1,5-bisphosphate carboxylase small subunit) Pfam results both indicate potential impacts of O

3

exposure on photosynthesis and carbon fixation. This alteration of regulation of Rubisco is a
widely observed molecular response of ozone exposure in other trees, including Pinus halepensis
(Pelloux et al., 2001), Poplar spp. (Brendley and Pell, 1998; Landry and Pell, 1993; Bagard et al.,
2008), and Betula pendula (Pääkkönen et al., 1996), as well as other non-woody plants such as
Zea mays (Louis Leitao et al., 2007; L. Leitao et al., 2007), Arabidopsis thaliana (Brendley and
Pell, 1998; Rao et al., 1995), and Phaseolus vulgaris (Leitao et al., 2003).
Significant further work to understand the results from this use case remains to be done,
particularly characterizing and comparing the individual differentially expressed genes in each
protein family and in understanding the protein family functions not described above. Further, the
small number of significant genes in black walnut resulted in a limited number of shared protein
families being identified. Additional analysis incorporating protein families with differentially
expressed genes from only two of the three species could increase the number of detected protein
families. Effort in exploring the individual genes in each protein family and identifying orthology
would be needed to confidently point to a broadly conserved evolutionary response to O exposure
3

across hardwood trees. This additional analysis is outside the scope of this dissertation. However,
this use case demonstrates the types of comparative analysis enabled through public community
databases and web-based analysis tools.
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5.5 Aurora Galaxy Tool Development with GTG
In the previous sections, I have discussed how HGD database users can find data with
search functionalities implemented by the Tripal Elasticsearch module, download gene expression
experimental data aggregated by the Tripal Analysis Expression module, integrate collected data
into workflows and run workflows with the Tripal Galaxy module, and explore analysis results in
an HTML report within the HGD website with the help of Aurora Galaxy Tools. In this section, I
will discuss how HGD admin users or maintainers can utilize the GTG web application to develop
Aurora Galaxy Tools and significantly extend the functionalities of the database. Although the
three Aurora Galaxy tools used in this case were created with GTG, I will use the
aurora_statonlab_hmmscan tool as an example, as the development process for all Aurora Galaxy
Tools is similar.

5.5.1 Launch GTG web application
A shell script named launch_dev_env.sh is available from the GitHub repository of GTG
to quickly start the web application (https://github.com/MingChen0919/gtgdocker). The only
dependency is a local installation of Docker. Users can download a copy of the launch_dev_env.sh
file to their local computer and run this one line command below to launch GTG:

sh launch_dev_env.sh

This command line starts GTG, launches a connected Galaxy instance, and creates a
gtg_dev_dir folder as a workspace within the current working directory. Within this workspace
are three folders that are automatically mounted to folders in the GTG Docker container. The
functionalities of these folders have been explained in Chapter IV. Users can access GTG and the
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connected Galaxy instance through the browser at URLs http://127.0.0.1:8080 and
http://127.0.0.1:8081, respectively (Figure 5.11).

. gtg_dev_dir
├── database
├── galaxy_tool_repository
└── shed_tools

5.5.2 Create Galaxy tool XML file
Initialize a new tool XML file Clicking the “Create Tool XML” tab will initialize a new
tool XML file. GTG offers the option to use a template when building a new tool, including a
template specifically for an Aurora Galaxy Tool. To use this feature, I entered
“rmarkdown_report.xml” into the XML file name field (Figure 5.12), selected “Aurora Galaxy
Tool”, and then clicked “Save”. GTG uses the integrated template to create a web form which
consists of a list of predefined web form components.
Add web form components Once an initial XML file has been generated, components can
be added and edited through the web form components interface to build up the XML file. Users
can manipulate the components through the web form components interface (Figure 5.13). For
example, a “tool->requirements->requirement” component can be added to the XML file to define
tool dependencies for the aurora_statonlab_hmmscan. The aurora_statonlab_hmmscan tool
depends on the HMMER (Eddy, 1992) tool. To add HMMER as a dependency, I selected
“tool->requirements->requirement” and then clicked “Add”. After that, I was directed to the
component edit interface which allows me to specify a package name and version. This package
must be a valid package from the bioconda repository (Grüning et al., 2018). The package name
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for the HMMER tool in bioconda is “hmm”, and the version

3.2.1 is used in

aurora_statonlab_hmmscan.
In addition to the “hmm” tool, the aurora_statonlab_hmmscan also depends on other tools,
including “seqkit” (0.8.1) (Shen et al., 2016) “r-tidyverse” (1.1.1) (Wickham, 2017). After a
component has been added, it can be dragged and placed in the correct location. For example, the
“tool->requirements->requirement” component should be placed under the “tool->requirements”
components. I used the same process as above to add other components into the requirements,
inputs, outputs, and citations sections.

5.5.3 Add shell scripts to the command section
The command section specifies the shell script to use to execute the job. A shell script can
be added, edited and updated directly through the “tool->command” component edit form.
However, it is often easier and more convenient to open the rmarkdown_report.sh file within the
galaxy_tool_repository

directory

and

edit

the

shell

script

there.

The

content

of

rmarkdown_report.sh will automatically be inserted into the command section by GTG when the
tool XML page is being viewed. GTG recognizes the .sh file that has the same base name as the
Galaxy tool XML file and plugs in the content of the .sh file into the command section. This feature
is available for developing any tools, not just Aurora Galaxy Tools. For this use case, the .sh file
should

be

named

as

“rmarkdown_report.sh”,

as

the

XML

file

is

named

as

“rmarkdown_report.xml”.
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5.5.4 Add analysis logic
After completing the web interface layer of a Galaxy tool (creating the tool XML file),
analysis logic can be created. For Aurora Galaxy Tools, the shell script in the command section of
the XML file does not contain any analysis logic. The only purpose of it is to collect user inputs
and parameter values through command line arguments. Arguments and parameters added to the
getopt.csv file (equivalent to command-line-arguments.csv in Chapter III) can be recognized by
the rmarkdown_report.Rmd file to create data analysis logic. Details about how to use getopt.csv
(equivalent of command-line-arguments.csv in Chapter III), galaxy_outputs.sh (equivalent of
expose-outputs-to-galaxy-history.sh

in

Chapter

III),

build-and-run-job-scripts.sh,

rmarkdown_report_render.R and rmarkdown_report.Rmd can be found in Chapter III.

5.5.5 Publish a draft tool to Test ToolShed for iterative development
Instead of completing the tool development in GTG and then publishing it to the ToolShed,
it is recommended to first publish a draft tool to the Test ToolShed and install the preliminary
version for iterative development. This is an important step to test automated installation, as the
normal path to tool installation for Galaxy instances is from the ToolShed. The draft tool does not
have to be fully functional but should have a full fledged requirements section. This is because
Galaxy requires a well established requirements section to install all required tool dependencies,
which are necessary for testing the tool during the iterative development. Installing tools into
Galaxy requires privileged permissions. The credential below can be used to login into the
connected Galaxy instance launched by GTG to install the draft tool for interactive tool testing:
Username: admin@galaxy.org
Password: admin
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Below are the steps to publish the draft tool to Test ToolShed:
● Click “Build Tool Repository”, select “rmarkdown_report.xml” and then click “Update
XMLs in galaxy_tool_directory folder” to add the XML file to the galaxy_tool_directory
folder (Figure 5.15).
● Click “API Keys” to add the Test ToolShed credential (Figure 5.16).
● Click “Publish tool repository” and fill the form and then click “Publish to Test Tool Shed”
(Figure 5.17).

5.5.6 Sync tool updates in GTG to Galaxy instance
When installing a tool from the ToolShed or Test ToolShed into the Galaxy instance, the
tool repository will appear in the shed_tools directory within the workspace folder (gtg_dev_dir).
The tool repository within GTG can be linked to the tool repository in the Galaxy instance so that
any updates in GTG can be synced to the Galaxy instance and become testable immediately. Below
is how to link the tool repository:
● Enter the path to a tool repository in the shed_tools folder into “Sync to Galaxy” field in
Figure 5.15. The path is a relative path to the shed_tools folder.
● Click “Update” to complete the linking.
To sync tool updates in GTG, I selected “Update XMLs in galaxy_tool_repository folder”. Then
the updates can be tested in Galaxy. When a fully functional tool is ready after many rounds of
iteration and testing, the ToolShed API key can be added through the interface in Figure 5.16 to
publish the tool to ToolShed for other people to use.
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5.5.7 Shut down and remove GTG
Shutting down and removing GTG is as simple as running a one line command shown
below. The command will stop and remove the containers running GTG and Galaxy instance. The
workspace folder gtg_dev_dir can be removed directly from your system if you no longer need
the source code of your Galaxy tool repository.
docker stop GTG gtg_galaxy
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5.5 Appendix
Table 5.1 Shared protein families of differentially expressed genes under different O

3

exposure across three hardwood tree species

Protein family

Number of Significant Genes in Each
Protein Family (Total number of differential
genes)
Black
Walnut
(26)

Green
Ash
(2095)

Northern
Red Oak
(11571)

Adh_short: the short-chain dehydrogenases/reductase family
(SDR).

1

10

30

adh_short_C2: Enoyl-(Acyl carrier protein) reductase

1

8

20

CENP-T_C: Centromere kinetochore component CENP-T
histone fold

1

1

2

Epimerase: NAD dependent epimerase/dehydratase family

1

13

24

Glyco_hydro_18: Glycoside hydrolase family 18

1

1

2

KR: Kringle domain

1

9

18

LRR_1: Leucine-rich repeat

1

17

101

LRR_4: Leucine-rich repeat

1

21

116

LRR_6: Leucine-rich repeat

1

15

78

LRR_8: Leucine-rich repeat

1

19

114

P450: Cytochrome p450

1

23

33

RbcS: Ribulose-1,5-bisphosphate carboxylase small subunit

1

2

2

RuBisCo_small: Ribulose bisphosphate carboxylase, small
chain

1

2

1

THF_DHG_CYH_C: Tetrahydrofolate
dehydrogenase/cyclohydrolase, NAD(P)-binding domain

1

3

3

6/14

62/144

204/544

Unique Genes/Total Hits
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Figure 5.1 Collecting data from HGD website.
The green ash Ozone Treatments and Transcriptome Assembly web pages are the main resources
for information and downloads, including expression data, sequence library descriptions and
amino acid sequences.
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Figure 5.2 Expression data format.
Expression data is provided as a downloadable CSV file with each unique transcript on a row and
the twelve RNA-Seq libraries as columns. Numbers represent unique mapped reads.
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Figure 5.3 Treatment data format.
For green ash, twelve RNA-Seq libraries were produced from the O experiment, with four
3

treatment levels and three time points. For the workflow, the user must create this matrix from the
detailed descriptions of the samples on HGD.
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Figure 5.4 Analysis workflow and final report.
(A) The analysis workflow starts with raw data (green: expression count data; blue: treatment data;
orange: protein sequence data) from HGD (boxes) and progresses through multiple stages of
analysis (ovals) that yield a final set of interesting candidate genes for further research. (B) The
final report, viewed from a web browser at HGD.
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Figure 5.5 the view of deseq2-hmmscan-pfam and hmmscan-pfam-merger workflows in
Galaxy’s graphic workflow editor.
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Figure 5.6 Steps of deseq2-hmmscan-pfam workflow in HGD website.
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Figure 5.7 Analysis results page of the deseq2-hmmscan-pfam workflow.
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Figure 5.8 screenshots of aurora_deseq2 analysis report
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Figure 5.9 Steps of hmmscan-pfam-merger workflow.
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Figure 5.10 Analysis results of hmmscan-pfam-merger workflow.
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Figure 5.11 Interfaces of GTG and connected Galaxy instance.
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Figure 5.12 Interface of Create Galaxy Tool XML.
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Figure 5.13 Web form components interface.
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Figure 5.14 Adding a requirement component for the tool dependency HMMER.
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Figure 5.15 Interface to add XML file to the galaxy_tool_repository folder.
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Figure 5.16 Interface to add ToolShed/Test ToolShed API keys for publishing Galaxy tools.
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Figure 5.17 Interface for publishing Galaxy tools.
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CHAPTER VI. CONCLUSIONS

Being brought into the era of big biological data by continuously rapid development in
high throughput technologies, biological researchers are encouraged to make sense out of their
study systems with data at larger scales, higher dimensions, and greater diversity than ever before.
While there is a growing emphasis on developing computational skills including programming for
scientists, there still exists a gap between the tool boxes of average biologists and what is needed
for them to tackle scientific questions based on big data. The web-based computational tools
presented in this study fill this gap from several aspects.
In Chapter II, the Tripal Elasticsearch module bridges the powerful text search engine
Elasticsearch to Tripal-based genomics databases which enables database users to efficiently
locate and gather genomic and transcriptomic data to analyze. The Tripal Analysis Expression
module stores and communicates gene expression experiment data and enable database users to
interactively visualize expression levels from single or a set of features across multiple treatments.
A combined use of these two module could further facilitate transcriptome analyses for
researchers, as demonstrated in the case study in Chapter II.
In Chapter III, the Aurora Galaxy Tools standardize data analysis reports across Galaxy
tools with HTML documents. This new R Markdown based framework allows Galaxy tools to be
wrapped to display analysis logic in the analysis report, leading to more transparent data analysis
processes to end users. The clickable file tree generated by each Aurora Galaxy Tool gives users
full access to all tool outputs with an intuitive navigation tree. Development templates are available
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to help Galaxy tool developers transition to the Aurora Galaxy Tool framework.
In Chapter IV, the GTG web application was designed not for database users but for Galaxy
tool developers. With GTG, developers can build web-based tools more easily and efficiently, and
therefore benefit more database users in their data analysis and visualization.
This study was concluded with a comprehensive use case which includes the application
of all tools and approaches developed. The use case successfully demonstrated the use of the tools
on a practical biological problem, the response of hardwood trees to O exposure, and provided
3

some implications for future work on the tools presented here. For example, data indexed by the
Tripal Elasticsearch module is stored in an Elasticsearch cluster, and therefore can be extracted
with existing R or Python Elasticsearch interfaces. Search results returned by the Tripal
Elasticsearch module are presented on web pages and are not as easy to manipulate as common
data files like csv or txt. To avoid this situation, however, I could develop Galaxy tools that utilize
Elasticsearch interfaces to directly extract data from Tripal databases to Galaxy for data analysis.
Another promising direction is to develop Aurora Galaxy Tools that are highly customized for a
specific Tripal database. Because of the GTG web application, developing a Galaxy tool becomes
much faster and easier, removing barriers to developing and maintaining more tools. As shown in
the use case presented in Chapter V, the final report generated by the workflow provided URL
links from the identified genes back to their feature pages in HGD website. This report won’t work
if the tools and workflows are used in other Tripal databases, but it integrates with the HGD
database seamlessly. I could tailor the tool development even further so that it accepts URLs and
unprocessed data types from HGD and returns results that can be integrated back to the database.
These features would largely extend the functionality of HGD.
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