Serverless computing --an emerging cloud-native paradigm for the deployment of applications and services --represents an evolution in cloud application development, programming models, abstractions, and platforms. It promises a real pay-as-you-go billing (with millisecond granularity) with no waste of resources, and lowers the bar for developers by asking them to delegate all their operational complexity and scalability to the cloud provider. Delivering on these promises comes at the expense of restricting functionality. In this article we provide an overview of serverless computing, its evolution, general architecture, key characteristics and uses cases that made it an attractive option for application development. Based on discussions with academics and industry experts during a series of organized serverless computing workshops (WoSC), we also identify the technical challenges and open problems.
Introduction
Cloud computing in general, and Infrastructure-as-a-Service (IaaS) in particular, have become widely accepted and adopted paradigms for computing with the offerings of Virtual Machines (VM) on demand. By 2020, 67% of enterprise IT infrastructure and software spending will be for cloud-based offerings [1] .
decisions to the platform provider that concern, among other things, quality-of-service (QoS) monitoring, scaling, and fault-tolerance properties. There is a risk an application's requirements may evolve to conflict with the capabilities of the platform.
From the perspective of a cloud provider, serverless computing is an additional opportunity to control the entire development stack, reduce operational costs by efficient optimization and management of cloud resources, offer a platform that encourages the use of additional services in their ecosystem, and lower the effort required to author and manage cloud-scale applications.
Defining serverless computing
Serverless computing can be defined by its name -less thinking (or caring) about servers.
Developers do not need to worry about low-level details of servers management and scaling, and only pay for when processing requests or events. We define serverless as follows.
Definition: serverless computing is a cloud-native platform that hides server usage from developers and runs developer code on-demand automatically scaled and billed only for the time the code is running.
This definition captures the two key features of serverless computing:
Cost -billed only for what is running (pay-as-you-go)
As servers and their usage is not part of serverless computing model then it is natural to pay only for when code is running and not for idle servers. As execution time may be short the it should be charged in fine grained time units (like 100s of milliseconds) and developers do need to pay for overhead of servers creation or destructions (such as VM booting time). This cost model is very attractive to workloads that need to run occasionally -serverless essentially supports "scaling to zero" and avoid need to pay for idle servers. The big challenge for cloud providers is the need schedule and optimize cloud resources.
Elasticity -scaling from zero to "infinity"
Since developers do not have control over servers that run their code, nor do they know the number of servers their code runs on, decisions about scaling are left to cloud providers. Developers do not need to write auto-scaling policies or define how machine level usage (CPU, memory. etc.) translates to application usage. Instead they depend on the cloud provider to automatically start more parallel executions when there is more demand for it. Developers also can assume that cloud provider will take care of maintenance, security updates, availability and reliability monitoring of servers.
Serverless computing today typically favors small, self contained units of computation to make it easier to manage and scale in the cloud. A computation can not depend on the cloud platform to maintain state which can be interrupted or restarted, which inherently influences the serverless computing programming models. There is, however, no equivalent notion of scaling to zero when it comes to state, since a persistent storage layer is needed. However, even if the implementation of a stateful service requires persistent storage, a provider can offer a pay-as-you-go pricing model that would make state management serverless.
The most natural way to use serverless computing is to provide a piece of code (function) to be executed by the serverless computing platform.
It leads to the rise of Paul Johnston (ServerlessDays co-founder) defined serverless as follows : "A Serverless 2 solution is one that costs you nothing to run if nobody is using it (excluding data storage)".
This definition highlights the most important characteristic of serverless computingpays-as-you-go. It assumes serverless computing is subset of cloud computing so auto-scaling is included and as servers are not mentioned means that developers have no access to servers. CNCF and our definitions emphasize not only pay-as-you-go or "scale to zero" aspects but also emphasize the no need to manage servers.
Another way to define serverless computing is by what functionality it enables. Such approach emphasizes "serverless is really about the managed services" and FaaS can be treated as cloud "glue" as described by Steven Faulkner (a senior software engineer at LinkedIn) -it is "glue" as it keeps together application composed out of cloud services. 3 Such definition addresses only a narrow set of use cases where serverless computing is used, while our definition captures the important uses cases which we will highlight in the use cases section.
All definitions share the observation that the name 'serverless computing' does not mean servers are not used, but merely that developers can leave most operational concerns of managing servers and other resources, including provisioning, monitoring, maintenance, scalability, and fault-tolerance to the cloud provider.
History and Related Work
The term 'serverless' can be traced to its original meaning of not using servers and typically referred to peer-to-peer (P2P) software or client side only solutions [15] . In the cloud context, the current serverless landscape was introduced during an AWS re:Invent event in 2014 [10] . Since then, multiple cloud providers, industrial, and academic institutions have introduced their own serverless platforms. Serverless seems to be the natural progression following recent advancements and adoption of VM and container technologies, where each step up the abstraction layers led to more lightweight units of computation in terms of resource consumption, cost, and speed of development and deployment. Furthemore, serverless builds upon long-running trends and advances in both distributed systems , publish-subscribe systems, and event-driven programming models [11] , including actor models [12] , reactive programming [13] , and active database systems [14] .
Serverless platforms can be considered as evolution of Platform-as-a-Service (PaaS) as provided by platforms such as Cloud Foundry, Heroku, and Google App Engine (GAE The boundaries defining serverless computing functionality overlaps with
Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS). One way to categorize serverless is to consider the varying levels of developer control over the infrastructure. In an Infrastructure-as-a-Service (IaaS) model, the developer has much more control over the resources, but is responsible for managing both the application code and operating the infrastructure. This gives the developer great flexibility and the ability to customize every aspect of the application and infrastructure, such as administering VMs, managing capacity and utilization, sizing the workloads, achieving fault tolerance and high availability. PaaS abstracts away VMs and takes care of managing underlying operating systems and capacity, but the developer is responsible for the full lifecycle of the code that is deployed and run by the platform, which does not scale down to zero. SaaS represent the other end of the spectrum where the developer has no control over the infrastructure, and instead get access to prepackaged components. The developer is allowed to host code there, though that code may be tightly coupled to the platform. Backend-as-a-Service (BaaS) is similiar to SaaS in that the functionality is targeting specific use cases and components, for example Mobile Backend-as-a-Service (MBaaS) provide backend functionality needed for mobile development such as managing push notifications, and when it allows developer to run code it is within that backend functionality (see Table 1 ).
Architecture
The core functionality of a serverless framework is simply that of an event processing system, as shown in Figure 1 . The service manages a set of used defined functions (a.k.a actions). Once a request is received over HTTP from an event data source (a.k.a. triggers), the system determines which action(s) should handle the event, create a new container instance, send the event to the function instance, wait for a response, gather execution logs, make the response available to the user, and stop the function when it is no longer needed.
The abstraction level provided by FaaS is unique: a short running stateless function. This has proven to be both expressive enough to build useful applications but simple enough to allow the platform to autoscale in an application agnostic manner.
While the architecture is relatively simple, the challenge is to implement such functionality while considering metrics such as cost, scalability, latency, and fault tolerance. To isolate the execution of functions from different users in a multi-tenant environment, container technologies [22] , such as Docker, are often used.
Upon the arrival of an event, the platform proceeds to validate the event making sure tha t it has the appropriate authentication and authorization to execute. It also checks the resource limits for that particular event. Once the event passes validation, the platform the event is queued to be processed. A worker fetches the request, allocates the appropriate container, copies over the function --use code from storage --into the container and executes the event. The platform also manages stopping and deallocating resources for idle function instances.
Creating, instantiating, and destroying a new container for each function invocation while can be expensive, and introduces an overall latency which is referred to as the cold start problem. In contrast, warm containers are containers that were already instantiated and executed a function. Cold start problems can be mitigated by techniques such as maintaining a pool of uninstantiated stem cell containers, which are containers that have been previously instantiated but not assigned to a particular user, or reuse a warm container that have been previously invoked for the same user [23] . Another factor that can affect the latency is the reliance of the user function on particular libraries (e.g. numpy)
that need to be downloaded and installed before function invocation. To reduce startup time of cloud functions, one can appropriately cache the most important packages across the node workers thus leading to reduced startup times [29] .
In typical serverless cloud offerings, the only resource configuration customers are allowed to configure is the size of main memory allocated to a function. The system will allocate other computational resources (e.g., CPU) in proportion to the main memory size. The larger the size the higher the cpu allocation. Resource usage is measured and billed in small increments (e.g.,100ms) and users pay only for the time and resources used when 
Tools and Frameworks
One of the major challenges that is slowing the adoption of serverless is the lack of tools and frameworks. 
Use Cases
Serverless computing has been utilized to support a wide range of applications. From an infrastructure perspective, serverless and more traditional architectures may be used interchangeably or in combination. The determination of when to use serverless will likely be influenced by other non-functional requirements such as the amount of control over operations required, cost, as well as application workload characteristics.
From a cost perspective, the benefits of a serverless architecture are most apparent for bursty [5, 6, 30] , compute intensive [7, 8] workloads. Bursty workloads fare well because the developer offloads the elasticity of the function to the platform, and just as important, the function can scale to zero, so there is no cost to the consumer when the system is idle.
Compute intensive workloads are appropriate since in most platforms today, the price of a function invocation is proportional to the running time of the function. Hence, I/O bound functions are paying for compute resources that they are not fully taking advantage of.
Other options to run I/O bound functions such as a multi-tenant server application that multiplexes requests may be cheaper.
Where is serverless used? What do they use serverless computing for?
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Xamarin application that customers can use to monitor real-time sensor data from IoT devices. As a comparison, consider an equivalent solution implemented as an application running on a set of provisioned VMs. The logic in the application to generate the thumbnails is relatively straightforward, but the user needs to manage the VMs, including monitoring traffic loads, auto-scaling the application, and managing failures. There is also a limit to how quickly VMs can be added in response to bursty workloads, forcing the user to forecast workload patterns and pay for pre-provisioned resources. The consequence is there will always be idle resources, and it is impossible to scale down to zero VMs. In addition, there needs to be a component that monitors for changes to the S3 folder, and dispatch these change events to one of the application instances. This dispatcher itself needs to be fault-tolerant and auto-scale. Serverless computing may also turn out to be useful for scientific computing. Having ability to run functions and do not worry about scaling and paying only for what is used can be very good for computational experiments. One class of applications that started gaining momentum are compute intensive applications [8] . Early results show (see Use Case 3 in sidebar) that the performance achieved is close to specialized optimized solutions and can be done in an environment that scientists prefer such as Python.
Many "born in cloud" companies build their services to take full advantage of cloud services. Whenever possible they use existing cloud services and built their functionality using serverless computing. Before serverless computing they would need to use virtual machines and create auto-scaling policies. Serverless computing with its ability to scale to zero and almost infinite on-demand scalability allows them to focus on putting business functionality in serverless functions instead of becoming experts in low-level cloud infrastructure and server management (see Use Case 4 in sidebar for more details).
Use Case 1: Event processing
One class of applications that exemplify the use of Serverless is event-based programming. The following use case shows an example of a bursty, compute intensive workload was popularized by AWS Lambda, and has become the "Hello, World" of serverless computing, is a simple image processing event handler function.
Netflix uses serverless functions to process video files . The videos are uploaded 22 Amazon S3 [2] , which emits events that trigger Lambda functions that split the video and transcode them in parallel to different formats. The flow is depicted in the Figure 2 below.
The function is completely stateless and idempotent which has the advantage that in the case of failure (such as network problems accessing the S3 folder), the function can be executed again with no side effects.
While the example above is relatively simple, by combining serverless functions with other services from the cloud provider, more complex applications can be developed e.g. stream processing, Filtering and transforming data on the fly, chatbots, and web applications. 22 https://aws.amazon.com/solutions/case-studies/netflix-and-aws-lambda/
Sidebar: Use case 2: API Composition
Consider a mobile app (c.f. Figure 3 ) that sequentially invokes a geo-location, weather, and language translation APIs to render the weather forecast for a user's current location. A short serverless function can be used to invoke these APIs. Thus the mobile app avoids invoking multiple APIs over a potentially resource constrained mobile network connection, and offloads the filtering and aggregation logic to the backend. Glucon for example, used serverless in its conference scheduler application to minimize client code, and avoid disruptions.
Note that the main function in Figure 3 is acting as an orchestrator that is waiting for a response from a function before invoking another, thus incurring a cost of execution while the function is basically waiting for I/O. Such a pattern of programming is referred to as a serverless anti-pattern.
The serverless programming approach would be (c.f. Figure 4) is to encapsulate each API call as serverless function, and the chain the invocation of these functions in a sequence.
The sequence itself behaves as a composite function.
More complex orchestrations can use technologies like AWS Step Functions and IBM
Composer to prevent serverless anti-patterns but may incur additional costs due to the services.
Use Case 3: Map-Reduce style analytics
PyWren [7] (c.f. Figure 5) is a Python based system that utilizes the serverless framework to help users avoid the significant development and management overhead of running MapReduce jobs. It is able to get up to 40 TFLOPS peak performance from AWS Lambda, using AWS S3 for storage and caching. A similar reference architecture has been proposed by AWS Labs . 23 PyWren exemplifies a class of use cases that uses a serverless platform for highly parallel analytics workloads. 
Challenges and Limitations
Serverless computing is a large step forward, and is receiving a lot of attention from industry and is starting to gain traction among academics. Changes are happening rapidly and we expect to see different evolutions of what is serverless and FaaS. While there are many immediate innovation needs for serverless [4, 19, 24] , there are significant challenges that need to be addressed to realize full potential to serverless computing. Based on discussions during a series serverless workshops organized by the authors , and several 25 academic [9] and industrial surveys , we outline the following challenges:
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Programming models and tooling: since serverless functions are running for shorter amounts of time there will be multiple orders of magnitude more of them that compose applications (e.g. SparqTV , a video streaming service runs more than 150 serverless 27 functions). This however, will make it harder to debug and identify bottlenecks. Traditional tools that assumed access to servers (e.g. root privilege) to be able to monitor and debug applications are not applicable in for serverless applications, and new approaches are needed. Although some of these tools are starting to be available, Higher level development IDEs, tools for orchestrating and composing applications will be critical . In addition, the platform may need to be extended with different recovery semantics, such as at-least-once or at-most-once, or more sophisticated concurrency semantics, such as atomicity where function executions are serialized. As well, refactoring functions (e.g., splitting and merging them), and reverting to older versions, need to be fully supported by the serverless platform. While these problems have received a lot of attention from the industry and academia [16] , there is still a lot of progress to be made. 
Research Opportunities
Since serverless is a new area, there are many opportunities for the research community to address. We highlight the following:
System level research opportunities: A key differentiator of serverless is the ability to scale to zero, and not charge the customers for idle time. Scaling to zero, however, leads to problems of cold starts, particularly for functions with customized library requirements Service level agreements (SLA): Serverless computing is poised to make developing services easier, but providing QoS guarantees remains difficult [5, 17] . While the serverless platform needs to offer some guarantees of scalability, performance, and availability, this is of little use if the application relies on an ecosystem of services, such as identity providers, messaging queues, and data persistence, which are outside the control of the serverless platform. To provide certain QoS guarantees, the serverless platform needs to communicate the required QoS requirements to the dependent components. Furthermore, enforcement may be needed across functions and APIs, through the careful measurement of such services, either through a third party evaluation system, or self-reporting, to identify the bottlenecks.
Serverless at the edge:
There is a natural connection between serverless functions and edge computing as events are typically generated at the edge with the increased adoption of IoT and other mobile devices. iRobot's use of AWS Lambda and
Step Functions for image recognition was described by Barga as an example of an inherently distributed serverless application [18] . Recently, Amazon extended its serverless capabilities to an edge based cloud environment by releasing AWS Greengrass. Consequently, the code running at the edge, and in the Cloud may not just be embedded but virtualized to allow movement between devices and cloud. That may lead to specific requirements that redefine cost. For example, energy usage may be more important than speed.
New serverless applications:
The serverless programming model is inherently different, but that should be a motivation to think about building --or rebuilding --new and innovative solutions that tap into its what it can provide. Pywren [7] , ExCamera [8] , high performance computing, numerical analysis, and AI chatbots are but some examples of how scientists are using serverless to come up with new solutions and applications.
Conclusion
Serverless computing is an evolution in cloud application development, exemplified by the 
