Abstract-In this paper, we propose novel algorithms for stereoscopic image coding based on the hierarchical decomposition of stereo information. The proposed schemes, based on wavelet transform and zerotree quantization, are endowed with excellent progressive transmission capability and retain the option for perfect reconstruction of the original image pair. Experimental evaluation shows that the resulting methods produce superior results when compared with other algorithms for stereo image coding. This is achieved without introducing blocking artifacts and with the valuable additional convenience of the production of embedded bitstreams.
I. INTRODUCTION

S
TEREOSCOPIC images offer binocular visual information to the viewer. The stereo images are generated by recording two slightly different view angles of the same scene. When each image of a stereo pair is viewed by the respective eye, the stereo image is perceived in three dimensions. This is very important for applications such as videoconferencing, where telepresence is desirable, and also for applications in which precise remote handling is required.
Since a stereoscopic image pair essentially depicts the same scene from two different points of view, independent coding of both images of a stereoscopic pair is redundant [1] and may be made more efficient by using disparity compensation [2] , much in the same way motion compensation is used in monoscopic video coding.
In a recently proposed coder discrete cosine transform (DCT)-based [3] , disparity compensation is first used in order to remove cross-view redundancy and then the quantization parameters are selected simultaneously for blocks in the left image and the disparity-compensated difference frame so as to minimize an averaged distortionmeasure, while meeting applicablebitbudget constraints.
Another coder [4] , based on wavelet transform, exploits the properties of the human visual system in order to built an efficient coderusingLloyd-Maxquantizers.However,thelackofdisparity compensation and the use of Lloyd-Max quantizers (a rather inefficient technique [5] ficients) limits the efficiency of this scheme. A more advanced wavelet-based coding scheme is presented in [6] . The method in [6] uses disparity compensation in the wavelet domain and subspace projection techniques for the coding of wavelet coefficients. However, this method is computationally very involved, since a different basis has to be constructed for the representation of each block of wavelet coefficients. Furthermore, it does not support scalable transmission. A very popular algorithm, applied to wavelet transformed images, yielding excellent lossy compression of monoscopic still images is the zerotree algorithm [7] , which produces embedded bitstreams. In this paper, a novel methodology is proposed for the efficient exploitation of the zerotree algorithm in stereo image-coding applications. The proposed algorithms use pyramidal decomposition in combination with classical disparity estimation/compensasion and are shown to produce excellent results when applied to stereo image pairs.
The overview of the paper is as follows. Section II describes the disparity estimation/compensation technique that is used with the proposed coder. Section III presents how embedded streams can be produced using the proposed coder. In Section IV, a method to eliminate certain reconstruction error terms is presented. The adjustment of the relative image quality using scaling is described in Section V. In Section VI, the proposed system is experimentally evaluated, and finally, conclusions are drawn in Section VII.
II. DISPARITY ESTIMATION AND MULTIRESOLUTION IMAGE REPRESENTATION
The proposed family of stereo image coders employ disparity-compensated prediction followed by transform coding of both left and residual images. The need for high scalability necessitates keeping the bit-rate budget for overhead (disparity) information low. Therefore, we chose not to employ complicated disparity estimation techniques and to rely instead on the subsequent zerotree coding of the wavelet decompositions of the reference and the residual image.
The proposed coder, in its simplest form, is schematically described in Fig. 1 . Initially, the classical block matching [8] algorithm is employed in order to estimate correspondence between blocks of the two images. The right image is partitioned into where and denote the image intensities for the right and the left image correspondingly, and is the corresponding disparity vector. The indicated disparity vector for a block is obtained as where and indicate the limits of the search window. In order to further enhance the efficiency of the disparity-compensation process, the vectors computed using the above equation may be refined at half-pixel accuracy. In Section VI, experimental results with and without half-pixel accurate disparity estimation are reported.
The residual error image is formed by subtracting the compensated image from the original right image. Both the left image and the residual error image are then decomposed using integer filter banks [9] . The progressive coding of the decomposed image pair using zerotree quantization is described in the ensuing Section.
III. EMBEDDED CODING OF STEREO IMAGE PAIRS
Zerotree coding owes its efficiency to the decaying spectrum hypothesis [7] , which asserts that in a pyramidal image representation, if a coefficient at a given level is insignificant (lower in value) with respect to a predetermined threshold, then its descendants (coefficients at all finer scales lying in the same spatial orientation) are likely to also be insignificant. For monocular images, zerotrees yield excellent performance. However, the efficient production of embedded bitstreams for a stereo image pair is not a straightforward extension of the single-view case. Since each bit that is spent on the reference image improves the quality of both reference and target image, the bits carrying information about the reference image should be given priority over the bits spent on the target image.
Based on the above consideration, the proposed algorithm is formulated in the following manner. The pyramid coefficients of the left and the residual image are visited in a scan-line order starting from the highest level. The initial applicable threshold is the greatest power of two that is lower than the largest scaled coefficient magnitude. If a coefficient is significant, then a significance symbol followed by the sign of the coefficient are produced. If it is insignificant, then an insignificance symbol is transmitted to the decoder followed by a zerotree or isolated zero symbol depending on whether there is a significant coefficient among this coefficient's descendants. This pass, associated with the significance of each coefficient with respect to the current threshold, is termed a dominant pass. A dominant pass for the residual error image takes place immediately after the dominant pass for the left image. Subordinate passes for the left and the residual image take place after the dominant passes, refining coefficients previously found to be significant. The algorithm then iterates the above steps after halving the threshold. With the above process, the bits in the output bitstream are generated in order of importance yielding a fully embedded code. Using an embedded coding algorithm, an encoder can terminate the encoding at any point thereby allowing a target rate or target distortion metric to be met exactly. Also, given a bitstream, the decoder can cease decoding at any point in the bitstream and still produce the same image that would have been encoded at the bit rate corresponding to the truncated bitstream. In this manner, the coding is done in a naturally progressive way all the way up to perfect reconstruction.
IV. MINIMIZING DISTORTION USING FEEDBACK
The performance of the coder proposed in Fig. 1 is degraded because at the decoder side quantized versions of the reference and the residual error images are available and thus an additional amount of distortion is introduced due to the fact that the disparity-compensated prediction is performed using a quantized reference image. In order to eliminate this distortion, we proceed as follows. The disparity-compensation difference image is where is a version of the left image used for the computation of the disparity-compensated prediction difference image. The embedded scheme described in the previous section uses . In order to facilitate the study of the reconstruction error, we define the reconstruction error images where , denote the decoded image pair. Our purpose is to minimize the distortion (1) where and are the mean-squared errors between the original and reconstructed image's left and right images, respectively, as in (2) and in (3) , shown at the bottom of the page.
The above upper limit of (3) is minimized if since, in this case, only the distortion due to the quantization of the residual image contributes to the mean-squared error between the original and the reconstructed target image. In practice, this means that the disparity-compensation difference image must be computed in a closed-loop, i.e., using the decoded left image instead of the original left image. This scheme is depicted in Fig. 2 . In this system, the succession of passes during zerotree coding is as described in Section III. The difference between this system and the baseline system in Fig. 1 is that one has to specify a decoding rate for the reference image before encoding so that the encoder is able to estimate the reconstructed image that will be locally available and use this image for the computation of the disparity-compensation residual. Although this system is applicable for decoding versions of the image pair at all rates, decoding in cases where the rate for the reference image is lower than the rate specified at the encoding will not correct the distortion given by the first and the last term in (3), and thus the performance will be approximately the same with the open-loop system. Whenever the rate allocated to the reference image is higher than the rate used by the encoder, the decoder can reconstruct the same version of the reference image that was used by the encoder in order to use it in the (3) disparity-compensation phase. For this reason, we propose the use of the closed-loop methodology only in cases where the available rate is known before the encoding.
V. RELATIVE QUALITY ADJUSTMENT USING SCALING
In some cases, it may be desirable that the two images in the stereo pair be reconstructed at different qualities. Specifically, decoding the reference image at a high quality and the target image at low quality is known to suffice [10] , [11] for the stimulation of stereo perception in the human visual system. A very convenient way to achieve this, using the proposed wavelet zerotree coding, is to appropriately scale the wavelet coefficients of the transform representation of the reference image before the two decompositions are input to the zerotree coder. Such scaling has been used in region of interest (ROI) coding for prioritized transmission of specific areas within monocular images [12] . By scaling the transform of the reference image, coefficients in the reference image become significant before coefficients in the target image, and thus the quality of the reference image improves more rapidly. This flexibility in controlling the relative quality between the two images in an image pair is another convenient feature of our coder.
In order to show the ease with which the above feature can be exploited in our coder, we report coding results extracted when the wavelet transform of the disparity-compensated residual is pre-multiplied by a factor. Results are reported in Table I which describes the manner in which the factor affects the fractional increase of the bit rate needed to compress the stereo pair in comparison to that needed to code the reference image only.
VI. EXPERIMENTAL EVALUATION
The proposed stereo image-coding schemes were evaluated using the "Room" 1 and the "Fruit" image pairs (see Figs. 3-6 ). The disparity estimation/compensation procedure was implemented using 8 8 blocks. The resulting disparity vectors were losslessly encoded using arithmetic coded [13] DPCM. The bit rate associated with the coding of the disparity vectors was transmitted as overhead before the zerotree algorithm was initiated. The left image and the compensation difference image were decomposed into a hierarchical representation using the filter banks in [9] . Three coders, termed A, B, and C, are evaluated. Coder A is the baseline system in Fig. 1 , coder B uses half-pixel accurate disparity estimation, and coder C additionally employs closed-loop computation of the disparity-compensation difference image.
The mean peak-signal-to-noise ratio is used as a measure of the stereo pair's reconstruction quality (in decibels)
Three integer wavelet transforms were implemented, having (2, 2), (4, 2), and (4, 4) synthesizing and analyzing moments, respectively. Results are shown in Table s II-IV for the two test image pairs. In general, the coders employing half-pixel accurate disparity estimation (coders B, C) perform better than the baseline coder (coder A). Specifically, the use of half-pixel accuracy in coder B, produces on the average a gain of about 0.5-1.0 dB. The use of the feedback loop in coder C provides an additional gain of approximately 0.5 dB. Among the filters used, the (2, 2) integer wavelet performs best on the synthesized "Room" image. This was not unexpected, since short kernels appear to generally be suitable for the decomposition of synthesized images. The (4, 4) filter performed best on the "Fruit" test image pair.
The proposed coders were also compared to the Optimal Blockwise Dependent Quantization [3] , the disparity-compensated JPEG2000 [14] coding, the disparity-compensated JPEG coding, the independent (without disparity compensation) zerotree coding, and the independent JPEG coding of the image pair. As seen in Fig. 7 , all algorithms taking into account the stereo redundancy outperform the independent zerotree coding of the pair. The performance of the baseline coder A is generally equivalent to that in [3] for small bit rates, but is clearly better for higher bit rates. Since both methods (OBDQ and our coder A) do not use half-pixel search, we reach the conclusion that the gain achieved using coder A is due to the use of the wavelet transform instead of the DCT and the more efficient quantization achieved by zerotrees. Thus, the above comparison demonstrates that our approach is inherently more efficient than the method in [3] . The best performing of the proposed coders, Coder C, is seen to outperform the disparity-compensated coding using the new JPEG2000 image-coding standard. Coders B and C outperform the coder in [3] by about 1.5 and 2.0 dB, respectively. The gain here is due to the half-pixel accuracy (coders B and C) and the closed-loop disparity compensation (coder C). If OBDQ was applied with half-pixel search, the performance margin between our coders Fig. 7 . Experimental evaluation of the proposed coders in comparison to the Optimal Blockwise Dependent Quantization algorithm, the disparity-compensated JPEG2000 coding, the disparity-compensated JPEG coding, the independent EZW coding, and the independent JPEG coding of the "Room" image pair.
B and C and OBDQ would narrow to approximately 1.0 and 1.5 dB, respectively. We should note, however, that unlike the coder in [3] , our coders A and B produce fully embedded bitstreams, avoid blocking artifacts in the reconstructed pair, and have the ability to provide lossy and lossless-coding within the same encoding algorithm. These highly desirable features are achieved without requiring a priori knowledge of the image source, without prestored tables of codebooks or training. In fact, the present coders are far less complex than the coder in [3] .
VII. CONCLUSIONS AND FUTURE WORK
In this paper, a family of wavelet-based stereo image-coding algorithms has been presented. The proposed schemes are capable of producing embedded bitstreams. They also have excellent progressive transmission capability and retain the option for perfect recovery of the original pair. Experimental evaluation showed that the resulting methods produce better results than DCT-based algorithms for progressive stereo image coding. Ongoing research aims at the development of embedded schemes which allow the cancellation of the annoying distortion terms in (3) for all bit rates without the need to specify a decoding rate at the encoder side.
