Lattice-free models of cell invasion: discrete simulations and travelling waves by Plank, Michael & Simpson, Matthew
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Plank, Michael & Simpson, Matthew
(2013)
Lattice-free models of cell invasion : discrete simulations and travelling
waves.
Bulletin of Mathematical Biology, 75(11), pp. 2150-2166.
This file was downloaded from: http://eprints.qut.edu.au/61514/
c© Copyright 2013 Society for Mathematical Biology
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://doi.org/10.1007/s11538-013-9885-7
Bulletin of Mathematical Biology manuscript No.
(will be inserted by the editor)
Lattice-free models of cell invasion: discrete1
simulations and travelling waves2
Michael J Plank · Matthew J Simpson3
4
Received: date / Accepted: date5
Abstract Invasion waves of cells play an important role in development, dis-6
ease and repair. Standard discrete models of such processes typically involve7
simulating cell motility, cell proliferation and cell-to-cell crowding effects in8
a lattice-based framework. The continuum-limit description is often given by9
a reaction–diffusion equation that is related to the Fisher–Kolmogorov equa-10
tion. One of the limitations of a standard lattice-based approach is that real11
cells move and proliferate in continuous space and are not restricted to a pre-12
defined lattice structure. We present a lattice-free model of cell motility and13
proliferation, with cell-to-cell crowding effects, and we use the model to repli-14
cate invasion wave-type behaviour. The continuum-limit description of the15
discrete model is a reaction–diffusion equation with a proliferation term that16
is different from lattice-based models. Comparing lattice-based and lattice-free17
simulations indicates that both models lead to invasion fronts that are similar18
at the leading edge, where the cell density is low. Conversely, the two mod-19
els make different predictions in the high-density region of the domain, well20
behind the leading edge. We analyse the continuum-limit description of the21
lattice-based and lattice-free models to show that both give rise to invasion22
wave type solutions that move with the same speed but have very different23
shapes. We explore the significance of these differences by calibrating the pa-24
rameters in the standard Fisher–Kolmogorov equation using data from the25
lattice-free model. We conclude that estimating parameters using this kind of26
standard procedure can produce misleading results.27
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1 Introduction30
Invasion waves of cells are essential features of development (Druckenbrod and31
Epstein, 2007; Nishiyama et al., 2012), repair (Maini et al., 2004a; Maini et32
al., 2004b) and disease (Sherratt, 2000; Swanson et al., 2003). Such waves, or33
moving fronts of cells, can arise in systems that involve populations of cells that34
are motile and proliferate to a carrying capacity density. The combination of35
cell motility and carrying capacity-limited proliferation leads to invasion fronts36
that can move into vacant tissues leaving them uniformly occupied with cells37
behind the front. A typical image of an in vitro invasion front is shown in38
Figure 1 where we see that the cell density is relatively low at the leading edge39
of the wave and relatively high well behind the leading edge.40
Direction of invasion wave
         High cell density
well-behind the leading edge
   Low cell density
at the leading edge
Fig. 1 Experimental image showing the spatial organisation of human umbilical vein en-
dothelial cells in a typical scratch assay (Caruso et al., 2009). Reproduced with permission
from PNAS. The image shows the distribution of cell density along an invasion wave of cells
that is moving in the direction indicated. The cell density is low at the leading edge and
individual cells are relatively unaffected by neighbouring cells whereas the cell density is
high well behind the leading edge and individual cells are crowded by neighbouring cells.
The role of cell-to-cell crowding in invasion waves of cells has been demon-41
strated experimentally by labelling a few cells within the population and mea-42
suring properties of the trajectories of the labelled cells. Using this technique,43
Druckenbrod and Epstein (2007) showed that cells at the leading edge of an44
in vivo invasion wave were relatively motile, whereas cells located well behind45
the leading edge were relatively immotile. Similar results were observed by46
Cai et al. (2007) in an in vitro scratch assay using 3T3 Fibroblast cells. These47
observations highlight the importance of cell crowding and volume exclusion48
effects since isolated cells at the leading edge are free to move and proliferate,49
whereas crowded cells well behind the leading edge have less opportunity to50
move or proliferate.51
Traditionally, experimental investigations describing invasion waves of cells52
have focused on measuring the speed of the advancing front (Maini et al.,53
2004a; Maini et al., 2004b). More recent advances in microscopy technolo-54
gies, such as confocal microscopy, time-lapse imaging, and magnetic resonance55
imaging techniques, have allowed experimental investigations to report de-56
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tailed measurements of individual cell behaviour within the bulk population.57
For example, Druckenbrod and Epstein (2007) measured the speed of the ad-58
vancing front as well as recording the details of individual cell trajectories59
within the bulk population. Similarly, Young et al. (2004) measured the speed60
of an advancing wave front within an intact tissue culture system and sec-61
tioned the tissue so that they could study the movement of a few isolated62
cells within the bulk population. To keep pace with the changes in the way63
that experimental observations are reported, there has also been a change in64
the way that mathematical models of invasion waves are designed and imple-65
mented to interpret such experimental observations. Traditionally, continuous66
partial differential equation (PDE) models related to the Fisher–Kolmogorov67
equation (Fisher, 1937; Kolmogorov et al., 1937; Sherratt and Murray, 1990;68
Sherratt, 2000; Witelski, 1994; Witelski, 1995) were used to represent cell inva-69
sion since these models give rise to travelling wave solutions that are thought70
to represent invasion fronts (Maini et al., 2004a; Maini et al., 2004b). However,71
PDE-based models cannot provide any insight into the behaviour of individ-72
ual cells within the invading population of cells. To overcome this limitation,73
individual-based, random walk models of cell motility and cell proliferation74
have become increasingly popular (Anderson and Chaplain, 1998; Codling et75
al., 2007; Othmer et al., 1988).76
One approach to modelling cell invasion in a discrete random walk frame-77
work is to use a lattice-based approach where individual agents (cells) on a78
lattice undergo motility and proliferation events. Crowding effects can be in-79
corporated by ensuring that each lattice site can be occupied by, at most, one80
cell. Such a model, on a one-dimensional lattice, was considered by Callaghan81
et al. (2006) who showed that discrete simulations appeared to mimic inva-82
sion wave like behaviour. A similar model, on a two-dimensional square lattice,83
was studied by Simpson et al. (2010) who derived an approximate conservation84
statement and showed that the continuum limit of the model is a generalisa-85
tion of the Fisher–Kolmogorov equation. All lattice-based models of collective86
cell behaviour make a major simplifying assumption that the movement and87
proliferation of individual cells is restricted to an artificial, predefined lattice.88
This limitation was recently highlighted by Plank and Simpson (2012) who89
considered a two-dimensional discrete model of a tissue growth experiment.90
Their results revealed some of the artificial features of lattice-based models,91
which always predict that the population of cells will grow to confluence by92
aligning along the underlying lattice structure. In contrast, real images of the93
same kinds of experiment (e.g. Tremel et al., 2009) show that cells are arranged94
less regularly as they grow to confluence.95
In this work, we build on recent advances by simulating and analyzing96
a lattice-free random walk model with crowding effects that is motivated by97
observations in cell biology (Plank and Simpson, 2012). Unlike some recent98
lattice-free models that neglect proliferation (e.g. Dyson et al., 2012; Bruna99
and Chapman, 2012a; Bruna and Chapman, 2012b), we consider a lattice-free100
model incorporating cell motility, cell proliferation and realistic crowding ef-101
fects. Discrete simulations illustrate the potential for the model to replicate102
4 Michael J Plank, Matthew J Simpson
moving fronts that are similar to invasion waves of cells. We present a corre-103
sponding PDE-based model that describes the average behaviour of lattice-104
free simulations, and we show that the PDE model gives rise to solutions that105
mimic the essential features of an invasion wave of cells. Using a combination of106
numerical simulation and analysis, we show that the invasion fronts associated107
with the lattice-free PDE description have the same invasion speed properties108
as the Fisher–Kolmogorov equation, but that the shape of the invasion front is109
very different. We highlight the importance of these differences by mimicking110
a standard procedure to calibrate the parameters in the Fisher–Kolmogorov111
equation using our more realistic lattice-free data. This exercise shows that a112
standard calibration procedure can produce misleading results.113
2 Discrete models114
2.1 Lattice-based model115
We consider a lattice-based model of cell motility and proliferation that has116
been described previously (Plank and Simpson, 2012). Briefly, we consider a117
two-dimensional square lattice with lattice spacing ∆, which is assumed to118
correspond to the cell diameter (Simpson et al., 2013). In any one realisation119
the occupancy of site (i, j) is C¯i,j , with C¯i,j = 1 for an occupied site, and120
C¯i,j = 0 for a vacant site. Simulations are performed using discrete time steps121
of duration τ and a random sequential update method is used to implement122
an unbiased motility mechanism so that each cell is given, on average, an op-123
portunity to undergo a motility event with probability Pm ∈ [0, 1] per time124
step (Chowdhury et al., 2005). Similarly, each cell is given, on average, an125
opportunity to undergo a proliferation event with probability Pp ∈ [0, 1] per126
time step. A proliferative cell at site (i, j) attempts to place a daughter cell127
at site (i ± 1, j) or (i, j ± 1), each with equal probability 1/4. Crowding ef-128
fects are incorporated into the model by ensuring that potential motility and129
proliferation event that would place a cell on an occupied site are aborted.130
2.2 Lattice-free model131
We consider a new lattice-free model of cell motility and proliferation that132
was introduced recently by Plank and Simpson (2012). In this model, a cell133
can occupy any location in continuous two-dimensional space provided there is134
sufficient space available to accommodate it. The position of the centre of the135
ith cell is (xi, yi) for i = 1, . . . .N . A random sequential update method is used136
to implement unbiased motility and proliferation mechanisms so that during137
any time step, of duration τ , each cell is, on average, given the opportunity to138
move with probability Pm ∈ [0, 1] (Chowdhury et al., 2005). Each cell attempts139
to move a distance ∆ in a random direction θ ∈ [0, 2pi) and we assume that140
each cell is a circle of diameter ∆. To enforce crowding effects, any motility141
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event where the cell’s attempted path142
(xi, yi) + s∆(cos θ, sin θ), where s ∈ [0, 1],
comes within a distance ∆ of any other cell’s centre is aborted. Each cell is also143
given the opportunity to proliferate with probability Pp ∈ [0, 1] during each144
time step. A proliferative cell will attempt to divide into two daughter cells145
that are separated by distance ∆ along an axis of randomly chosen direction146
θ ∈ [0, pi]. Attempted proliferation events are aborted if the path connecting147
the daughter cells’ target positions,148
(xi, yi) + s (∆/2) (cos θ, sin θ), where s ∈ [−1, 1],
comes within a distance ∆ of any other cell’s centre (Plank and Simpson,149
2012).150
This lattice-free model is based on relatively simple mechanisms for cell151
motility, cell proliferation and cell-to-cell crowding. It would be possible to152
extend this discrete model in various ways. For example, here we investigate153
the simplest possible mechanism where the direction of each potential motility154
and proliferation event is chosen uniformly at random in [0, 2pi). This is anal-155
ogous to a lattice-based blind random walk (Landman and Fernando, 2011).156
One alternative model would be to assess the relative positions of neighbouring157
cells and to choose the direction of motility or proliferation events at random158
from the available directions. This would be analogous to a lattice-based my-159
opic random walk (Landman and Fernando, 2011). We anticipate that altering160
these mechanisms in the discrete model would lead to a different continuum-161
limit description (Landman and Fernando, 2011) and we leave this extension162
for future work.163
3 Continuum models164
The continuum descriptions of the lattice-based and lattice-free models have165
been derived previously (Simpson et al., 2010; Plank and Simpson, 2012).166
The continuum description of the average cell density, C(x, y, t), is given by a167
reaction–diffusion PDE of the form168
∂C
∂t
= D∇2C + f(C), (1)
where D is the diffusivity and f(C) is the local proliferation rate at density C.169
The diffusivity is related to the probability of movement Pm in the individual-170
based model via D = Pm∆
2/(4τ) (Plank and Simpson, 2012). If the initial171
condition, C(x, y, 0), is independent of the vertical coordinate y, and either172
periodic or reflecting boundary conditions are applied on both boundaries173
parallel to the x coordinate, the solution of Equation (1) is independent of y for174
all t > 0 and we have C(x, y, t) = C(x, t) (Simpson et al., 2010). These kinds of175
initial conditions and boundary conditions are relevant when considering cell176
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Fig. 2 Proliferation rates for the logistic growth model (Equation (2), dashed) and the
lattice-free model (Equation (3), solid) as a function of C/K: (a) total proliferation rate
f(C); (b) per capita proliferation rate f(C)/C. Parameter values: λ = 1, d = 0.005. Chang-
ing λ simply scales f(C) linearly; reducing d has a negligible effect on f(C).
invasion along a narrow channel, such as the experimental image in Figure 1177
and many other experimental investigations (e.g. Khain et al., 2011; Maini et178
al., 2004a; Maini et al., 2004b). In these cases, Equation (1) can be applied in179
a one-dimensional Cartesian geometry where we have ∇2C = ∂2C/∂x2.180
The PDE description of the lattice-based and lattice-free models effectively181
makes a standard mean-field assumption that there are no short-range corre-182
lations in the locations of cells (Baker and Simpson, 2010; Bolker and Pacala,183
1997; Law and Dieckmann, 2000). This assumption is reasonable provided that184
proliferation events are relatively rare, i.e. Pp/Pm ≪ 1 (Simpson et al., 2010;185
Plank and Simpson, 2012). When this restriction is violated, spatial clustering186
of cells can occur, and short-range correlations cannot be neglected (Baker and187
Simpson, 2010). For many applications in cell biology the timescale of prolif-188
eration is much greater than the timescale of motility, so we have Pp/Pm ≪ 1189
(Simpson et al., 2010) and we can reasonably neglect the influence of short-190
range correlations (Deroulers et al., 2009).191
The continuum limit of the lattice-based model, described in Section 2.1,192
is given by Equation (1) with a logistic growth term (Simpson et al., 2010),193
f(C) = λC
(
1− C
K
)
, (2)
where λ is per capita proliferation rate at low density (C → 0+) and K = ∆−2194
is the density of a fully occupied square lattice. The proliferation parameter λ195
is related to the probability of proliferation Pp in the individual-based model196
via λ = Pp/τ . In one dimension, the continuum limit of the lattice-based197
model is, therefore, the standard Fisher–Kolmogorov equation (Fisher, 1937;198
Kolmogorov et al., 1937) and previous research has shown that averaged simu-199
lation data from this discrete model corresponds with the solution of Equation200
(1) with a logistic source term (Simpson et al., 2010).201
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If, instead of being restricted to a lattice, the cells in the discrete model202
move in continuous space, but are still subject to the crowding mechanism203
described in Section 2.2, the proliferation rate is well approximated by (Plank204
and Simpson, 2012)205
f(C) = λC
C
Kd2
−1∏
i=1
1− 2d
2
(1− pid2)i , (3)
where d is the ratio of the cell diameter to the length of the domain. Equation206
(3) was derived in our previous work, which was restricted to a uniformly207
populated domain without the development of spatially variable proliferative208
fronts of cells (Plank and Simpson, 2012). In brief, the derivation of Equation209
(3) involves considering how a series of proliferation events leads to a reduction210
in the amount of available space. This reduction in available space depends on211
the cell diameter ∆ relative to the size of the domain. In a typical experimental212
scenario, the domain is large relative to the cell diameter and therefore d≪ 1.213
For a typical cell diameter of ∆ = 25 µm and domain length L = 15 mm214
(Simpson et al., 2013) we have d = 0.002. For such small values of d, the215
proliferation rate f(C) in Equation (3) is insensitive to d and f(C) converges216
as d→ 0.217
To evaluate the product in Equation (3) the upper limit, C/(Kd2)−1, of the218
index must be approximated as an integer. Because d is small, C/(Kd2)− 1 is219
typically large and it makes a negligible difference whether it is approximated220
as the nearest integer, the floor (nearest smaller integer) or the ceiling (nearest221
larger integer). We checked that all results presented here were insensitive to222
this choice.223
All PDE results presented here use a fixed value of d = 0.005; we have224
checked that reducing the value of d does not affect the results. Figure 2225
shows the two proliferation functions given in Equation (2) and Equation (3).226
Note that the low-density per capita proliferation rate (f ′(0) in Figure 2a or227
equivalently limC→0+ f(C)/C in Figure 2b) is the same in both models.228
In both the lattice-based and lattice-free models, the parameter K is a229
reference density and is related to the cell diamante ∆ since K = 1/∆2. In230
the lattice-based framework, K has a well defined physical interpretation: in231
the discrete model this density corresponds to a fully occupied lattice, which232
means that no further proliferation events are permitted (Plank and Simpson,233
2012); in the continuous description we have f(K) = 0, which means that K is234
the maximum density or carrying capacity density. In contrast, the lattice-free235
proliferation model does not have a well defined carrying capacity density as236
f(C) > 0 for all C, so the density can, in principle, continue to grow with-237
out bound (Plank and Simpson, 2012). In practice, however, f(C) becomes238
extremely small as C increases, so the density C does not reach K on biolog-239
ically relevant timescales (Plank and Simpson, 2012). The choice of reference240
density is arbitrary. For example, we could have chosen the reference density241
to correspond to the carrying capacity density for a hexagonal arrangement242
of cells, which is the theoretical upper bound for the density in the discrete243
8 Michael J Plank, Matthew J Simpson
lattice-free model. Instead, we chose the reference density to correspond to the244
carrying capacity density for a square packing arrangement since this made it245
very easy to compare the lattice-based and lattice-free models.246
Equation (3) provides an accurate prediction of the average increase in cell247
density for a spatially uniform initial condition (Plank and Simpson, 2012).248
However, it remains to be examined whether the PDE description of the249
lattice-free model, Equation (1) with (3), accurately predicts the averaged250
behaviour of the lattice-free model for problems with spatially varying cell251
density profiles, such as moving invasion fronts. We will examine this ques-252
tion, in detail, in Section 4. One of the advantages of working with the con-253
tinuum limit description of the discrete model is that Equation (1) can be254
non-dimensionalised so that the solutions are, in effect, independent of the pa-255
rameter values λ, D and K. In the following analysis, we will always present256
solutions with λ = D = K = 1, but we note that all our results can be used to257
represent any other parameter values by an appropriate rescaling of x, t and258
C (Canosa, 1973; Murray, 2002).259
4 Results260
4.1 Comparing lattice-based and lattice-free models: short-term behaviour261
We begin demonstrating qualitative differences between the lattice-based and262
lattice-free models by inspecting snapshots of discrete simulations (Figure 3).263
Results in Figure 3(a)–(c) show snapshots of a lattice-based simulation where264
the region x ≤ x0 is initially uniformly occupied at a relatively low density,265
and the remainder of the domain, x > x0, is initially vacant. The simulations266
show the influence of cell motility and proliferation events as individual cells267
move along the domain and proliferate so that the total number of cells in268
the system increases with time. The net result of the combination of motility269
and proliferation events is the formation of a front that moves in the positive270
x direction. As time increases, the density increases quickly behind the front271
so that almost all lattice sites are occupied. The alignment of cells along the272
lattice is clearly visible in Figure 3(c), whereas the experimental image in273
Figure 1 shows that cells behind the front less regularly distributed.274
Results in Figure 3(d)–(f) show an equivalent set of lattice-free simula-275
tions, using the same initial conditions and parameters as in the lattice-based276
simulations. The lattice-free simulations also indicate the development of an277
invasion front that moves in the positive x direction. The density of cells be-278
hind the front increases with time; however, the total population growth is279
much slower than in the corresponding lattice-based simulations. For exam-280
ple, at t = 1000, the lattice-based population has grown to almost double281
the size of the lattice-free population. Importantly, the cells behind the front282
in the lattice-free simulations are not regularly aligned, and instead are ar-283
ranged in an irregular pattern. This is consistent with the experimental image284
in Figure 1. Despite these differences between the lattice-based and lattice-free285
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simulations in Figure 3, the location of the leading edge of the front appears to286
be similar in both models. We will now investigate these observations by com-287
paring simulation data to the solutions of the continuum-limit descriptions.288
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Fig. 3 Individual-based simulations of (a) the lattice-based model; (b) the lattice-free model (Plank and Simpson, 2012). Cell motility and proliferation
events are aborted whenever there is insufficient space available. Initial condition: N0 cells are placed at random in the region 0 ≤ x ≤ x0 such that
the distance between any pair of cells is never less than one cell diameter ∆. Parameter values: probability of movement Pm = 1; probability of
proliferation Pp = 0.01; x0 = 2; N0 = 40; ∆ = 0.2; τ = 0.01 (the values of ∆ and τ are dimensionless values chosen such that λ = D = 1 in the
continuum limit).
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To obtain average cell density profiles, we perform M identically prepared289
realizations of the simulations shown in Figure 3. In the mth realisation, we290
count the number of cells Nm(x, t) whose horizontal coordinate lies within the291
interval [x, x + δx) at time t. The average cell density 〈C(x, t)〉 is calculated292
by averaging over the M realizations to give,293
〈C(x, t)〉 = 1
Mymaxδx
M∑
m=1
Nm(x, t),
where ymax is the height of the domain (so that ymaxδx is the area of the294
thin strip [x, x + δx)). This is effectively a double average over the vertical295
coordinate y and over theM realizations. Increasing eitherM or ymax increases296
the number of cells used to estimate 〈C(x, t)〉. Previous work has explicitly297
investigated how the fluctuations in the 〈C(x, t)〉 density profile decrease as298
either M or ymax are increased (Simpson et al., 2011).299
Previous investigations have confirmed that averaged density data from300
the lattice-based model match the solution of Equation (1) with the tradi-301
tional logistic growth term (Simpson et al., 2010) and we do not repeat this302
comparison here. Instead, we focus on comparing averaged cell density data303
from the lattice-free model with numerical solutions of Equation (1) with the304
lattice-free source term, Equation (3). To match the individual-based simula-305
tion data, we specify the initial condition for Equation (1) to be a constant306
density for 0 < x ≤ x0 and zero density for x0 < x ≤ L:307
C(x, 0) =
{
C0, x ≤ x0,
0, x > x0,
(4)
We impose zero-flux boundary conditions on x = 0 and x = L and take the308
domain length L to be sufficiently large that the density at x = L, C(L, t),309
remains negligibly small over the timescale investigated. Numerical solutions310
of Equation (1) were obtained using the MATLAB R© pdepe routine, which uses311
the method of lines (Chapra and Canale, 1998) and the ode15s ODE solver312
(Shampine and Reichelt, 1997), on a mesh with spacing δx.313
The averaged density data for the lattice-free simulations are shown in314
Figure 4. This confirms that the average density profile from the individual-315
based lattice-free model grows and spreads along the domain to form a front316
that moves in the positive x direction. Superimposed on the simulation data317
are two solutions of Equation (1): one solution corresponds to the lattice-based318
logistic growth term, given by Equation (2), and the other solution corresponds319
to the lattice-free growth term, given by Equation (3). The solution of the320
PDE with the lattice-free growth term provides an excellent match to the321
averaged lattice-free simulation data, whereas the solution of the PDE with322
the traditional logistic growth term does not.323
Although the solution of Equation (1) with the lattice-free growth term324
is very different to the equivalent solution of with the lattice-based logistic325
growth term in the high-density region of the domain, the two solutions match326
very closely at the invading front, where the density is low (see Figure 4b,327
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Fig. 4 Averaged cell density profiles from simulations of the individual-based lattice-free
model (black curves/circles) superimposed on the solution of Equation (1) with the lattice-
based logistic growth term (dashed green) and the lattice-free growth term (solid red):
(a) on a linear density axis; (b) on a logarithmic density axis showing the leading edge
(C(x, t) < 0.1) of the invasion front (simulation data are plotted as disconnected points
because points for which C(x, t) = 0 cannot be plotted on the logarithmic axis). Density
profiles C(x, t) are shown at t = 0.0, 2.5, 5.0, 7.5, 10.0 with the arrow showing the direction
of increasing t. The individual-based simulations are the same as shown in Figure 3(d)–
(f); C(x, t) is the density at horizontal position x and time t, averaged vertically and over
M = 100 identically prepared simulations. Parameter values: λ = D = K = 1. The initial
condition is given by Equation (4) with C0 = 0.2, x0 = 2. PDEs were solved on a domain
of length L = 50 with mesh spacing δx = 0.1.
which shows the leading-edge part of the solution on a logarithmic axis). This328
is consistent with the discrete snapshots in Figure 3, which show that the329
lattice-based and lattice-free simulations behave differently well behind the330
invasion front, but behave similarly at the leading edge. These similarities331
and differences can be explained by considering the per capita proliferation332
rate, f(C)/C, for the two different proliferation models (Figure 2b). In the333
individual-based models, f(C)/(λC) is equivalent to the proportion of at-334
tempted proliferation events that are successful at density C. As shown in335
Figure 2b, this proportion decreases from 1 in the low-density limit (C → 0+)336
towards 0 as the population density increases. Comparing the two curves con-337
firms that crowding effects are stricter in the lattice-free model than in the338
lattice-based model, as the per capita proliferation rate decreases more rapidly339
with C.340
4.2 Comparing lattice-based and lattice-free models: long-term behaviour341
In Section 4.1, we established that solutions of Equation (1) with the lattice-342
free source term, given by Equation (3), provide an excellent match to aver-343
aged density data obtained from the lattice-free simulations over a relatively344
short timescale. Simulating the individual-based lattice-free model for longer345
time periods becomes very computationally expensive as the population grows346
(Plank and Simpson, 2012). For example, the lattice-free simulation results347
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in Figure 3 required approximately 100 times the computational time of the348
equivalent lattice-based simulations; this cost increases rapidly for longer time349
periods due to the growing population size. We therefore restrict our investiga-350
tion of long-term behaviour to the continuum-limit model given by Equation351
(1) without performing long-term lattice-free discrete simulations.352
It is well known that PDEs of the form of Equation (1) on an infinite353
domain, −∞ < x < ∞ can give rise to travelling-wave solutions for354
a range of f(C) (Murray, 2002; Canosa, 1973). For our initial conditions and355
source terms, we expect travelling-wave solutions moving at the minimum wave356
speed cmin = 2
√
f ′(0)D (Murray, 2002), which is an increasing function of the357
diffusivity, D, and the low-density per capita proliferation rate, f ′(0) = λ.358
The continuum-limit descriptions of both the lattice-based and the lattice-359
free model have the same low-density per capita proliferation rate, f ′(0) = λ.360
Physically, the reason that the two models share the same f ′(0) is that crowd-361
ing effects, which are handled differently by the two models, are unimportant362
at low cell density (Plank and Simpson, 2012). Therefore, the behaviour of the363
continuum-limit description at low density, for example at the leading edge of364
an invasion wave, is the same for both models. This idea is supported by the365
short-term discrete and continuum results presented in Figures 3 and 4, which366
show that the low-density leading edges of the solutions of the two models367
are almost indistinguishable. However, the behaviour at high density, for ex-368
ample well behind the leading edge of a invasion wave, is different since the369
two models handle crowding effects differently. These differences are reflected370
in the source terms f(C), given by Equations (2) and (3). In summary, we371
expect that the long-term speed of the invasion front will be the same for the372
lattice-based and lattice-free models, but the shape of the invasion front and373
the long-term dynamics in the high-density region of the domain will be quite374
different.375
Figure 5 shows numerical solutions of Equation (1) with the lattice-based376
logistic proliferation source term, given by Equation (2), and the lattice-free377
proliferation source term, given by Equation (3). Both solutions appear to378
develop an invasion front moving with constant speed. This can be seen in379
Figure 5b, in which the solutions are plotted as a function of the travelling380
coordinate ξ = x − ct, with c = 2√λD. The solutions almost collapse onto a381
single curve, indicating that a constant speed, constant shape invasion front382
profile has formed, and the speed of the moving fronts is very close to the383
theoretically expected value of c = 2
√
λD. Solutions for even larger values of t384
are not shown, but these also collapse onto the same curves shown in Figure 5b.385
Although the speeds of the moving invasion fronts are the same, their shapes386
are very different for the two models. The lattice-free solution develops a much387
longer tail behind the leading edge of the wave. In this region, proliferation in388
the lattice-free model becomes extremely slow, but remains nonzero.389
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Fig. 5 Long-term solutions of Equation (1) with the lattice-based logistic growth term
(Equation (2), dashed) and the lattice-free growth term (Equation (3), solid): (a) density
profiles at t = 25, 50, 75, 100 (the arrow shows the direction of increasing t); (b) density
profiles at t = 50 (blue), t = 75 (green) and t = 100 (red) plotted against the travelling
coordinate ξ = x − ct with c = 2
√
λD. Parameter values: λ = D = K = 1. The initial
condition is given by Equation (4) with C0 = 0.2, x0 = 5. PDEs were solved on a domain
of length L = 300 with mesh spacing δx = 0.2.
4.3 Comparing lattice-based and lattice-free models: estimating parameter390
values from experimental data391
Parameters such as the diffusivity D, the low-density proliferation rate λ and392
the carrying capacity density K are difficult to measure directly and can393
vary considerably between cell types and different extracellular environments394
(Swanson et al., 2008). Estimates for these parameters are often estimated395
using data from cell biology experiments, such as scratch assays and barrier396
assays (Caruso et al., 2009; Simpson et al., 2013). A standard approach is to397
estimate these parameters is to use a least-squares approach to fit the solution398
of the Fisher–Kolmogorov equation to experimental cell density data (Sengers399
et al., 2007; Sengers et al., 2009). Alternatively, the same least-squares proce-400
dure could be used to fit the lattice-free PDE model described here. In this401
section, we compare the results using both the lattice-based and lattice-free402
PDE models to estimate parameters from lattice-free simulation data. Our403
goal is to investigate the accuracy of parameter estimates from both models404
when applied to noisy density profiles, such as the density profiles produced405
by our discrete lattice-free simulations. Typically, cell biology experiments can406
only be run over relatively short time scales that may not be sufficiently long to407
see the formation of constant speed, constant shape travelling fronts (Sengers408
et al., 2007; Sengers et al., 2009). Therefore, we restrict our attention here to409
experimentally relevant time scales which may not be long enough to observe410
such fronts.411
We used the averaged cell density data 〈C(x, t)〉 = Csim(x, t) from the dis-412
crete lattice-free model, shown previously in Figure 4, to estimate the param-413
eters in the lattice-based PDE and the lattice-free PDE. The true parameter414
values in the simulation are λ = D = K = 1. For each PDE model, and for415
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Fig. 6 The solutions of the lattice-free PDE model (solid red) and lattice-based PDE model
(dashed green) with parameters adjusted to give the least-squares fit to averaged simulation
data (solid black) from the discrete lattice-free model at time T = 5. The fitted solutions
were obtained by minimising R(λ,D,K) in Equation (5). The initial condition is given by
Equation (4) with C0 = 0.2, x0 = 5. PDEs were solved on a domain of length L = 30 with
mesh spacing δx = 0.2.
a given experimental time point T , we found the values of λ, D and K that416
minimised the sum of squared differences R between the numerical solution of417
the PDE (CPDE(x, T ;λ,D,K)) and the simulation data (Csim(x, T ; 1, 1, 1)):418
R(λ,D,K) =
n∑
i=1
(CPDE(xi, T ;λ,D,K)− Csim(xi, T ; 1, 1, 1))2 . (5)
The function R was minimised over λ, D and K using the MATLAB R© fmin-419
search routine, which uses the simplex search method (Lagarias et al., 1998).420
Initial estimates for the parameters for fminsearch were set as λ = D = K = 1,421
but the results are robust to different initial estimates. Recall that any solution422
of Equation (1) can be rescaled to match any combination of parameters, λ,423
D and K. However, such a rescaling affects the timescale of the model. Using424
experimental data from 3T3 fibroblast cells, Simpson et al. (2013) estimated425
λ = 0.05 hr−1, which means that 1 unit of dimensionless time t corresponds to426
1/λ = 20 hr. This gives an approximate scaling for t and allows us to restrict427
attention to experimentally relevant timescales. We consider time points T up428
to T = 10, which corresponds to approximately 200 hr, which is at the upper429
end of achievable in vitro experiments (Sengers et al., 2007; Sengers et al.,430
2009; Simpson et al., 2013).431
Figure 6 shows the least-squares solutions of the two PDE models super-432
imposed on the simulation data at time T = 5. Both PDE models provide a433
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Lattice-based PDE Lattice-free PDE
T λfit Dfit Kfit R λfit Dfit Kfit R
2.5 1.006 0.973 0.479 0.0024 1.055 0.931 0.960 0.0024
5.0 0.851 1.185 0.561 0.0047 0.961 1.031 1.050 0.0039
7.5 0.760 1.371 0.602 0.0113 0.946 1.047 1.057 0.0062
10.0 0.722 1.434 0.620 0.0200 0.989 0.967 1.036 0.0093
Table 1 Parameters estimated by fitting the solutions of the lattice-based Fisher–
Kolmogorov equation (Equation (1) with Equation (2)) and the lattice PDE (Equation
(1) with Equation (3)) to averaged simulation data from the discrete lattice-free model at
time t = T . Parameter values for the discrete simulation data: λ = D = K = 1. The initial
condition is given by Equation (4) with C0 = 0.2, x0 = 5. PDEs were solved on a domain
of length L = 30 with mesh spacing δx = 0.2 (N = 151 mesh points). Parameters were
estimated by minimising R(λ,D,K) in Equation (5). One unit of dimensionless time t cor-
responds to approximately 20 hours of real time. The RMSE column shows the root mean
square error
√
(1/N)R (λfit, Dfit,Kfit) of the fitted solution.
good fit to the simulation data suggesting that it would not be possible to434
distinguish which is the correct model using noisy density data. Table 1 shows435
the estimated parameter values for the two models, for four different experi-436
mental durations. Parameter estimates for the lattice-free PDE are reasonably437
accurate, within approximately 5% of the true values. In contrast, parameter438
estimates for the lattice-based PDE are far less accurate and consistently un-439
derestimate λ and K, while overestimating D. Furthermore, the lattice-based440
parameter estimates vary considerably depending on the duration of the ex-441
periment. This indicates that there is unique combination of parameters in the442
lattice-based PDE that matches the data over the entire time period.443
444
Although it is not surprising that the lattice-free PDE provides more accu-445
rate parameter estimates for discrete data obtained from a lattice-free simu-446
lation, these results illustrate that caution should be exercised when following447
the standard approach of estimating population-level PDE parameters by fit-448
ting PDE solutions to experimental density data. Frequently, experimental449
data are only available over a limited time scale or perhaps at only a few time450
intervals. Our results show that naively fitting the Fisher–Kolmogorov PDE at451
a single time point could result in what appears to be an excellent match to the452
data (e.g. Figure 6), but give misleading parameter estimates (Table 1). Given453
the limitations on experimental timescales, it would be preferable to collect454
data at multiple time points and fit both the Fisher–Kolmogorov PDE and455
the lattice-free PDE developed here. The results in Table 1 indicate that the456
most suitable model could be the one for which parameter estimates remain457
relatively constant over different experimental durations.458
5 Discussion and conclusion459
Previous investigations of a lattice-free model of cell motility, cell proliferation460
and crowding effects were restricted to the special case where the cell density461
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is spatially homogeneous. (Plank and Simpson, 2012). This represents a rel-462
atively simple tissue growth experiment where a population of cells is placed463
uniformly in a two-dimensional domain and the population remains spatially464
uniform throughout the experiment as the cell density increases to form a465
monolayer. This previous work established that the proliferation rate in the466
lattice-free framework is well approximated by Equation (3) when the density467
is independent of spatial location. Many cell invasion assays, such as scratch468
assays and barrier assays, involve spatially variable initial conditions and cell469
density profiles. It is therefore important to extend the lattice-free framework470
to situations where the density is spatially variable, and test whether it can471
accurately describe such experiments.472
In this work, we compared individual-based simulations of a lattice-free473
model of cell motility and cell proliferation with two PDE-based descriptions:474
the classical Fisher–Kolmogorov equation (Fisher 1937, Kolmogorov et al.,475
1937), which describes cell proliferation using a logistic source term; and an476
alternative PDE, which includes a linear diffusion term and a new source477
term that describes cell proliferation in the lattice-free framework (Plank and478
Simpson, 2012). The solution of the PDE model with the new source term479
accurately matches averaged data from the lattice-free discrete model, while480
the solutions of the standard Fisher–Kolmogorov equation do not. Both PDE481
models give rise to travelling wave-like solutions with the same asymptotic482
wave speed; however, the lattice-free PDE predicts that the shape of the in-483
vasion wave is very different to that of the Fisher–Kolmogorov equation. The484
solutions of the lattice-free PDE model are not strictly travelling waves and485
we cannot perform the usual phase plane analysis to demonstrate the exis-486
tence of a heteroclinic orbit joining the invaded and uninvaded steady states487
(Murray, 2002). Instead, the new lattice-free PDE model acts like many other488
reaction–diffusion equations, such as Fisher’s equation in an axisymmetric ge-489
ometry (Simpson et al., 2013), and does not formally support travelling wave490
solutions. Despite this, it is well accepted that the solutions of these kinds of491
models are very similar to travelling wave solutions (Murray, 2002; Skellam,492
1951; Witelski et al., 2000).493
Using the Fisher–Kolmogorov model to estimate parameters such as the494
proliferation rate, diffusivity and carrying capacity using a standard least-495
squares parameter estimation approach can give misleading results. The aim496
of this work is not to claim that the lattice-free PDE description is the cor-497
rect description of invasion wave phenomena, nor that the standard Fisher–498
Kolmogorov model is an incorrect description of invasion wave phenomena.499
Instead, we aim to show that, when cells in the individual-based model are500
free to move and proliferate without being restricted to an artificial lattice,501
such as in the case of a cell invasion assay (Figure 1), different outcomes502
are observed. Therefore, parameter estimates obtained by fitting standard,503
lattice-based models to experimental data should be treated with some cau-504
tion. Interestingly, our analysis indicates that one key property of cell invasion,505
namely the speed of the invasion front, is unaffected by the removal of the lat-506
tice. This suggests that parameter estimation approaches focusing on invasion507
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speed data should be more robust as they do not depend on the presence, or508
absence, of a lattice.509
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