Action recognition in surveillance video makes our life safer by detecting the criminal events or predicting violent emergencies. However, efficient action recognition is not free of difficulty. First, there are so many action classes in daily life that we cannot pre-define all possible action classes beforehand. Moreover, it is very hard to collect real-word videos for certain particular actions such as steal and street fight due to legal restrictions and privacy protection. These challenges make existing data-driven recognition methods insufficient to attain desired performance. Zero-shot learning is potential to be applied to solve these issues since it can perform classification without positive example. Nevertheless, current zero-shot learning algorithms have been studied under the unreasonable setting where seen classes are absent during the testing phase. Motivated by this, we study the task of action recognition in surveillance video under a more realistic generalized zero-shot setting, where testing data contains both seen and unseen classes. To our best knowledge, this is one of the first works to study video action recognition under the generalized zero-shot setting. We firstly perform extensive empirical studies on several existing zero-shot leaning approaches under this new setting on a web-scale video data. Our experimental results demonstrate that, under the generalize setting, typical zero-shot learning methods are no longer effective for the dataset we applied. Then, we propose to deploy generalized zero-shot learning which transfers the knowledge of Web video to detect the anomalous actions in surveillance videos. To verify the effectiveness of methods, we further construct a new surveillance video dataset consisting of nine action classes related to the public safety situation.
Introduction
In recent years, action recognition in surveillance video has drawn considerable attention [8, 21, 36] from the computer vision research community owing to its potential for public safety. Meanwhile, the application of surveillance cameras is dramatically growing due to the declining cost for semi-conductor components. Obviously, the huge amount of surveillance cameras produces massive surveillance video data at the same time. Therefore how to automatically and efficiently recognize semantic actions from them becomes an urgent problem to be solved. For example, if we are able to recognize human action in surveillance video, such as criminal events or violent emergencies, the terrorist attacks will be blocked and many lives will be saved. We thus can make our city smarter and safer through employing action recognition algorithms in the intelligent video surveillance, which can be applied to public safety, personal health care, traffic management, resource allocation, etc.
However, action recognition in surveillance video also faces many great challenges. First, video is a complicated modality which is mainly composed of several crucial and complementary cues: static appearances, temporal dynamics, and audio information. On top of the challenges that make object class recognition hard, there are a number of complexities, like camera motion, scale variations, and the continuously changing viewpoints that come with it. Whereas convolutional neural networks (CNNs) [19, 20, 26, 28, 33] have achieved great success for image classification, some attempts [15, 50, 52] are made to encode the video level information by aggregating the individual frame features. Therefore, a two-stream CNN is proposed in [42] which cohorts spatial and temporal net by capturing single RGB image appearance and calculating optical flow to explicitly capture motion information respectively. The two-stream architecture and its improved algorithms [10, 22] exhibited promising performance on standard web-scale video datasets [29, 47] for action recognition.
Moreover, newly defined action concepts come out everyday so that the action categories occurred in surveillance video keeps updating all the time. This leads to the fact that we cannot define all possible action labels beforehand. To solve this issue, some paradigms focus on training a series of attribute classifiers and then recognize the target actions based on the attribute representation of action category. More precisely, the Direct Attribute Prediction(DAP) method [30] learns probabilistic attribute classifiers by calculating the class posteriors and then predicting the class label through MAximum a Posterior (MAP) estimate.
The last but not least great challenge for action recognition especially in the surveillance video is the lack of sufficient training data. Existing action recognition methods require many positive exemplars to train classifiers for each action. However, different from the web-scale video datasets [18, 27, 29, 47] which can be constructed by unrestrainedly downloading video from internet and annotating them with extensive labor, a large-scale dataset in surveillance video is hard to be built as we have no access to collect enough surveillance videos through public method. Moreover, collecting the videos which record dangerous events or illegal activities is more difficult due to legal restrictions and privacy protection. The limited videos for detecting abnormal actions makes it hard to train current methods especially the deep neural based ones.
To the best of our knowledge, zero-shot learning [5, 13, 16, 34, 35, 57] is a promising alternative approach to solve above issues because it can recognize new categories when testing classes do not have any training sample available. Zero-shot learning differentiates two types of classes: seen and unseen, where only instances in seen classes have available labels. During training phrase, for seen classes, both the visual information and semantic labels are available; for unseen classes, only semantic labels of the unseen classes are available without any visual labelled instance. In generally, a map function projected seen classes to unseen classes is learned to construct the models for unseen classes. This is usually achieved by embedding both seen and unseen classes into a common semantic space. For example, the one-hot vectors can be built by judging the category whether has property visual attributes. Moreover, Word2Vec [37] representations provide a distributed representation of categories by using a learned word embedding for the word associated with each category. This common semantic space can transfer models from the seen categories to the unseen ones. As illustrated in Figure 1 , in our example of recognizing smashing car and street fight without any positive videos, the attribute-based representation requires to collect attribute information of these actions such as "street fight is outdoor relate" or "smashing car has stick-like tool". Word2Vec representations of the class names also can be adopted to implement the projection from seen categories to the unseen ones.
However, the existing zero-shot learning methods have been studied in an unrealistic setting-the testing set only consists of unseen classes. This setting for zero-shot learning is that once models for unseen classes are learned, they are tested only on unseen classes, hypothesizing no seen categories during the testing phase. This assumption does not truly reflect the real-world action recogniton situations. In practice, the seen actions are always more common than the unseen classes and testing set is always from both seen classes and unseen classes. Therefore, in this paper, we investigate the generalized zero-shot learning task, where the testing set contains both seen and unseen classes. Figure 1 presents the differences of zero-shot and generalized zero-shot learning tasks. More precisely, under the zero-shot learning setting, the learned model is evaluated only on unseen classes (street fight and smash car) at testing time. In contrast, under generalized zero-shot setting, the testing task is required to predict both seen and unseen classes (i.e., street fight, smash During testing time, at the zero-shot learning setting, the learned model is judged only on unseen classes (Y u ). Differently, at generalized zero-shot setting, new data is classified into both seen and unseen label spaces. (Best seen in color and with zoom) car, do karate, and remove ice from car, all of which are likely appeared in real life). It is unreasonable to assume that the seen data is absent during the testing stage. A truly useful approach should not only accurately discriminates among either seen or unseen categories themselves but also exactly judges among both the seen and unseen ones. Without a doubt, the generalized zero-shot learning is more difficult as the trained models are more likely to classify the videos into the seen classes.
The contributions of this paper are summarized as follows.
-We take efforts to build a surveillance video dataset which consists of nine important action categories for public safety. The training examples of the nine categories are very hard to be collected. This dataset is used to evaluate the generalized zero-shot learning problem and will be publicly available. -This paper is one of the first works to recognize actions in the generalized zero-shot learning setting and it provides a baseline for this task. We do extensive experiments by applying several zero-shot learning approaches to the generalized setting on a standard Web video benchmark and our built dataset. -We transfer the knowledge of existing large-scale Web video dataset to learn classifiers for actions occurred in surveillance video through zero-shot learning algorithm. The comprehensive evaluation on our dataset demonstrates that the proposed method might be a promising direction for solving the problem of action recognition in surveillance video.
The rest of the paper is organized as follows. In the next section, we briefly review the related works on zero-shot learning and action recognition. We introduce our approach in Section 3. Experimental results and detailed analysis on ActivityNet [4] and our own dataset are provided in Section 4. Finally, Section 5 concludes the paper.
Related works
This paper involves two research directions: zero-shot learning and action recognition, which are reviewed in this section.
Action recognition
Video-based action recognition has been widely explored in the past few years. Previous works closely related to ours fall into two types: (1) Action recognition with hand-crafted features; (2) CNN based Action Recognition. In the early stage, some action recognition techniques focus on designing powerful and effective video representations using local spatio-temporal features, such as Motion Boundary Histograms(MBH) [9] , 3D Scale-Invariant Feature Transform (SIFT-3D) [41] and Histogram of Optical Flow (HOF) [31] . For example, Wang et al. [49] recently propose a state-of-the-art hand-crafted feature named improved Dense Trajectories (iDT), which extracts several descriptors (HOG, HOF and MBH) along the trajectory. Then the feature distributions are encoded by the robust residual encoders such as Vector of Locally Aggregated Descriptors (VLAD) and its probabilistic version Fisher Vector [3] . In the final step, a classifier such as Support Vector Machine (SVM) is learned for classification. In spite of superior performance on various datasets, this kind of methods not only lack discriminative capacity as well as scalability, but also is computationally intensive so that it is difficult to be applied to large scale datasets.
Recently some efforts [17, 22, [44] [45] [46] 60] have been made to go beyond individual image static appearance feature and exploit the motion information based on CNN. Simonyan and Zisserman [42] propose a two stream architecture which consists of spatial and temporal CNN. The input of spatial and temporal network is individual RGB frame and stack of ten dense optical flow maps, respectively. This could be the first work demonstrating that the deep model is more accurate than hand-engineered features, such as IDTs-based representation. After it, many algorithms are proposed to improve the two stream networks from different aspects. For example, Wang et al. [50] develop an effective video presentation, called trajectory-pooled deep-convolutional descriptor (TDD), which shares the merits of hand-crafted features and deep-learned features. Feichtenhofer et al. [11] propose a novel architecture which can incorporate the appearance and motion information to make full use of spatio-temporal information by fusing spatial and temporal network. Moreover, Wang et al. [51] propose a temporal segment network to encode the long-range temporal structure over the whole video by feeding the network with several segments from one video. A real-time two stream network is proposed in [59] which replaces the optical flow with motion vector to skip computationally expensive step. Many works [48, 53, 58] explore to utilize 3D convolutional operator to extract the motion features of videos. Tran et al. [48] explore deep 3-dimensional convolutional network to learn spatiotemporal features trained on Sports-1M [27] , which is a extreme large-scale Web video dataset containing one million video examples across around five hundred categories. Experiments on public datasets demonstrate that this 3D architecture can model appearance and motion information simultaneously. The learned features are compact, efficient, and extremely simple to be used.
It's worth noting that most of the above methods achieve promising performance based on the large scale web-scale video datasets [29, 47] , which include several hundred or thousand training examples per action class. The lack of training data in the surveillance video directly leads to the sharp degradation of recognition performance. Since zero-shot learning is capable of recognizing action categories without ever having seen them before, we deploy zero-shot learning algorithms to recognize the events occurred in surveillance video even there is no available instance to train classifiers.
Zero-shot learning
The task of zero-shot learning is to recognize classes that have never been seen before. Namely, there are no positive exemplars available to train a set of action classifiers. Zeroshot learning is demanded to have the ability to transfer knowledge from seen classes to unseen classes where we do not have corresponding training data by making use of other forms of information about unseen classes, such as attributes or visual class hierarchy. Then a semantic embedding of classes or an attributes-to-classes mapping can be obtained to transfer the knowledge from seen to unseen classes.
For example, Liu et al. [32] propose a piece of well-structured attribute list to recognize actions, which is probably the first attempt to recognize actions only using texts. The attributes are comprised of human comprehensible properties that are shared and reused across different classes, such as translation motion or torso up-down motion. As presented in [32] , the ability of characterizing actions by attributes is not only helpful for recognizing available actions and events, but also powerful for classifying novel action classes for which no training samples are available. In conclusion, the majority of recent methods yield the attributes by 1) manual annotation, 2) extracting the features themselves, or 3) mining knowledge from other domains. After acquiring the attributes, the effectiveness of knowledge transferring always relies on the performances of trained classifiers independently or the mapping function between low-level features and attribute labels. Besides learning intermediate attribute classifiers, there are many works focusing on learning a mixture of seen class proportions or by a direct approach, e.g. compatibility learning frameworks. ConSE [38] is one of the most widely used representatives of learning a mixture of class proportions. ALE [1] and DEVISE [12] both propose frameworks to tackle the problem of absence of training sample by learning compatibility. These two methods have different loss functions. ESZSL [40] further studies this problem and proposes to add a regularization term to unregularized compatibility learning methods. CMT [43] extends the compatibility learning algorithm by proposing non-linear extensions to the framework. Very Recently, the authors of [56] propose a novel projection framework based on matrix tri-factorization with manifold regularizations to alleviate the limitations in previous projection based zero-shot learning approaches. Zero-shot learning is defined as error-correcting output codes (ECOC) problem in [25] . A stage wise bidirectional latent embedding framework is proposed in [39] to bridge the semantic gap between visual features and their underlying semantics.
However, zero-shot learning is analyzed under a hypothesis that the instances of seen classes is absent from the testing set. In the real application, this setting might be impractical since it is usual to encounter instances in both seen and unseen classes during the testing phase. To better investigate this problem, Chao et al. [6] advocate a generalized zero-shot learning setting, where models trained on samples of seen classes require to predict testing data from both seen and unseen classes. Xian et al. [55] first reconstruct some popular benchmarks for fair comparison and then analyze a significant number of the state-of-theart zero-shot learning methods for image recognition. Two novel evaluation protocols for generalized zero-shot learning are proposed in [6] and [55] . However, the above generalized zero-shot learning methods are mainly for image. Our work is evaluated under both settings with multiple evaluation metrics for generalized video zero-shot learning problems.
Our method
According to different applications, our method can be divided into two parts. Firstly, we provide a baseline for video action recognition at both conventional zero-shot learning setting and practical generalized zero-shot learning setting. We evaluate several zero-shot leaning approaches on a standard dataset with multiple evaluation metrics. Secondly, we take great efforts to construct a surveillance video dataset which includes a set of criminal action classes. Then we treated the whole ActivityNet dataset as seen class and our own dataset as unseen class. The knowledge learned from Web video dataset is transferred to detect the actions in surveillance video. Next, we will describe both parts in detail.
Zero-shot learning
For the task of action recognition in surveillance video, no enough available training data results in big challenges for the current action recognition algorithms. On the other hand, there are numerous well-constructed and large-scale video datasets which are publicly available. Considering the above factors, zero-shot learning [13, 14] is an attractive alternative approach to deal with this problem. Zero-shot learning is the special case of transfer learning where partial classes do not have any training instance available but with some semantic descriptions of these class names. Then during the testing time, it attempts to recognize the examples of these unseen classes. The demonstration of typical zero-shot learning paradigms is shown in Figure 2 . Generally, the pipline of zero-shot learning algorithm involves three measures:
1) The visual space of videos is constructed by extracting either hand-crafted feature or deep feature, such as IDT [49] and two-stream [42] .
2) The class names are mapped into the label embedding via an attribute-based representation or word vector representation. 3) Bridging videos with classes of descriptions to relate the seen categories and the unseen ones.
The key issue of zero-shot learning is to learn transferable knowledge for bridging the semantic gap between visual instance and actions classes. In summary, the majority of recent zero-shot learning directly learns a mapping from a visual feature space to a semantic space, while other zero-shot learning approaches focus on learning non-linear multimodal embeddings.
In our work, as illustrated in Figure 1 , current Web video datasets in action recognition act as training set, where each class usually provides with sufficient labeled data and also their semantic descriptions. Our own surveillance video dataset plays as testing set which only has the semantic information about the label names. we take advantage of welllabelled web-scale video datasets to recognize the activities in surveillance video by learning sharable knowledge from the web-scale video and surveillance video.
Generalized zero-shot learning
Zero-shot learning for action recognition in video has been widely studied in the computer version community. However, to the best of our knowledge, there is no related work for action recognition in video at generalized zero-shot learning setting, which is more realistic and practical. In order to supply a baseline for this meaningful task, we do extensive experiments on a large scale dataset and our own dataset at both settings, namely conventional zero-shot learning setting and practical generalized zero shot learning setting. We use multiple metrics to evaluate classifiers from the following zero-shot learning approaches: Convex combination of Semantic Embeddings (ConSE) [38] , Latent Embeddings (LatEm) [54] , and Synthesized Classifiers (SynC) [5] . Then these approaches are introduced in detail.
ConSE
ConSE [38] is one of the classification based methods, which follows the traditional machine learning method and learns a classifier from seen inputs to seen labels rather than learn a regression function explicitly. The complete pipeline of ConSE is illustrated in Figure 3 through a concrete example. ConSE [38] is a two-stage approach that firstly predicts seen class posteriors via the classifier trained on the labelled seen data. Then it projects visual feature into the semantic space by taking the convex combination of top t most possibly seen classes (in this case t = 3). Finally, the category with closest embeddings among all unseen classes in the semantic space is the inferred result. In details, a classifier p tr is trained on the training set y tr . The probability of the action class can be obtained through the follow equation:
where y denotes the t th most likely training label for x according to p tr . For example, f (x, 1) denotes the most likely training label for an image x according to the classifier p tr . Then next step is to transfer the probabilistic predictions of the classifier beyond the training labels, that is, to a set of unseen labels. In detail, given the top t predictions for an input x, the trained model deterministically predicts a semantic embedding vector s(f (x, t)) for an input x. Then we compute the g(x), which is the predicted embedding of the data sample x in the semantic space through
where p tr (f (x, t)|x) is the predict probability for each seen class f (x, t); Z is a normalization factor, and T is a hyper-parameter controlling the maximum number of semantic Figure 3 The demonstration of ConSE pipeline using a concrete example. S(x) is the function that projects the label names into semantic space. Common methods include attribute based method and word vector representation embedding vectors. This method makes use of word vector representation of class names to build the semantic embedding. In the end, we obtain the top prediction for an input x from the test label set by using cosine similarity to rank the embedding vectors. More formally,
where k(x, t) denote the t th most likely test label predicted for x.
SynC
SynC is one of the projection based methods, which learns a mapping between the semantic class embedding space and base classifiers [5] . The basic classifiers are trained on labeled data from the seen classes with manifold learning and formed the model parameter space. A set of "phantom" object classes are introduced to align the embedding space with model space. The "phantom" object classes coordinates live in both the semantic and the model space. In the model space, the training classes and phantom classes form a weighted bipartite graph. The objective is to minimize the distortion error. More formally, the distortion error is formulated as follows:
Semantic and model spaces are aligned by embedding real (w c ) and phantom classes (v r ) in the weighted graph (s cr ). As a consequence, this approach can align the semantic embedding that come from external information to the model space that concerns itself with recognizing visual features. Two settings are considered when the approach learns the base classifiers from the training data (of the seen classes only). Firstly, the one versus other classifiers are trained with the squared hinge loss. Alternatively, the struct loss, which is similar to Crammer-Singer multiclass SVM loss, is applied to learn other classifiers. In this paper, we do experiments with these two different loss and donate them as SynC ovso and SynC struct respectively. Extensive experiments on several datasets demonstrate that this approach can achieve competitive performance under both settings.
LatEm
LatEm [54] propose a novel Latent Embedding (LatEm) to encode an additional nonlinearity component into linear compatibility learning framework. LatEm is a improved version of Structured Joint Embeddings (SJE) [2] . In SJE, a bi-linear compatibility function is introduced to relate visual and auxiliary information:
where v(x) and s(y) is visual and label embedding, respectively. They are both given by various methods shown in the 
where K is a hyperparameter to represents the number of latent variables, every W i depicts a different visual characteristic of the data corresponding to typical pose and appearance.
A pairwise ranking objective formulated in the following (7) is applied to obtain multiple optimized W i with Stochastic Gradient Descent optimizer.
y∈Y tr [ (y n , y) + F (x n ; y; W ) − F (x n ; y n ; W )] + , (7) where the indicator (y n , y) is equal to 1 when y n = y, otherwise 0.
Experiments results

Experimental datasets
As demonstrating zero-shot performance on small-scale datasets is not conclusive, among the most widely used datasets for action recognition, we select one large-scale popular dataset, i.e., ActivityNet. We first provide zero-shot learning results on ActivityNet and our own dataset, respectively. Then we present results at the generalized zero-shot learning setting on both datasets. ActivityNet This dataset [4] is a large-scale and challenging dataset which contains about ten thousand training videos, five thousand validation videos, and five thousand testing videos. The total duration of the whole dataset is longer than 600 hours. This dataset offers temporally untrimmed videos, which means some parts of these videos have no actions. More precisely, more than half of the video hours do not contain a label among the 200 activity classes defined by the dataset. As a result, action recognition in untrimmed videos is much more challenging than in trimmed videos. In our work, we use the same evaluation criterion as in previous work [4, 51] , namely top-1 accuracy. Since there is no existing split defined on ActivityNet for zero-shot learning, we randomly split the dataset into 150 seen and 50 unseen classes.
Surv5H
Although action recognition in surveillance video is a hot research topic in computer vision, there is few available benchmark datasets in this area currently. To enhance the community and well evaluate the proposed method, we construct a surveillance video dataset which contains 500 videos for action recognition named Surv5H in this paper. The dataset contains nine human action classes, with at least 50 video clips for each action. Figure 4 shows representative frames from all action categories. We can conclude that recognize actions in surveillance video is more challenging than in web-scale video dataset. Because in the majority of cases a single image or several consecutive frames are not enough for recognizing the action (e.g. theft) or distinguishing classes (e.g., car hitting person vs. smashing car). The list of action classes covers: baby abuse, car hitting person, falling down, street fight, make fire, demonstrate, smashing car, robbing, and theft. Obviously, these actions are either dangerous or harmful to our lives. Consequently, it is practical to detect these actions in time and these videos of occurred rarely action are very few. Building a list of human actions in surveillance video is challenging, as there is no public listing available with suitable visual action classes. Therefore, we have to observe some actions that surround us and seriously influence our lives. Secondly, these videos are drawn from some video-sharing websites by matching video descriptions or titles with the actions list. The dataset is dirty due to the amount of noise and variation in the mined data. Hence, some videos are removed immediately from the pool if it does not contain an example of the action or not recorded by surveillance cameras. Further efforts have been made to find a Figure 4 Examples of nine action classes in the Surv5H dataset. Best seen in colour and with zoom. The action area on the picture is highlighted with a red box. To enhance the community in the action recognition research, we will make this dataset publicly available when our paper is accepted position in all of these videos where one of the actions is potentially occurring. As a result, trimmed videos can be obtained by leveraging the point. Finally, we remove several classes that are made up of low quality or extremely few relevant candidates.
Note that all above processes are done by manual labeling so that we can identify that the supposed action was actually occurring during each video. Table 1 compares the size of Surv5H to a number of widely used human action datasets. In some datasets, the action in each clip was performed by same person. Our dataset is diverse as each instance in Surv5H is from a different video. We make our dataset publicly available and anticipate its use by computer vision researchers focused on action recognition in surveillance video.
The basic experimental setting
Visual features As illustrated in Figure 2 , there are many alternative approaches can map the video into the visual space, such as IDT [49] , C3D [48] and CNN. The computational cost of IDT is too huge to be applied in the large-scale datasets. C3D is capable of encoding the video into compact and effective feature by pre-training weight parameters on Sports-1M. However, it is likely to violate the zero-shot learning assumption since extracting video feature via a pre-trained C3D on a large dataset [48] that contains zero-shot testing classes. "Actions", specifies the number of action classes; "Clips", the number of clips per class in the testing set; "Variation", the number of clips per video, lower is better Meanwhile, features extracted by CNN have been proved to be the powerful information for action recognition and multimedia event recognition, which can capture the static information directly and then obtain the temporal feature of the whole video by encoding the individual frame information.
Considering the above factors, the latest extremely deep model architecture [23] is introduced to encode the video information. First of all, frame-level features are extracted from the pool5 layer of ResNet-50 at one frame per second rate. The representation for the entire video is constructed by mean pooling of all the individual frames' features. L1normalisation operator is added after mean pooling to acquire the final efficient video feature. All visual features are extracted with the Caffe [24] package.
Semantic spaces
Although there is no available positive sample in zero-shot learning, we can take advantage of the relationship between seen class and unseen classes to transfer the knowledge from seen to unseen ones. In other words, classifiers for unseen classes are learned by projecting them to seen ones. This is often performed by embedding both seen and unseen classes into a common semantic space, such as word2vec representations of the class names or visual attributes. This common semantic space is able to transfer knowledge of the seen classes into the unseen ones. For example, visual semantic attribute representation for action categories is provided manually according to experts' knowledge. However, this procedure is too labor exhaustively which also possibly introduces human bias. Moreover, Chuang et al. [7] points out that class-attribute representation is complicated. Hence it is hard to model the relationship between seen and unseen ones.
Considering the above factors, in this paper, we train word2vec on a large-scale text corpus to generate semantic word representations. Besides, some names of action class have no corresponding vectors with the method of word2vec due to its rare appearance. To address this issue, we replace the rarely used term with common words. For instance, "Powerbocking" is replaced by "jumping stilts" without losing the main semantic information. To represent the semantic information of action in a fixed length, we simply average all the word vectors in the name to obtain the compact semantic feature.
Evaluation protocols
Since action recognition is viewed as a classification problem, the evaluation metric of zero-shot learning is the common classification accuracy. In generalized zero-shot learning setting, a reasonable performance criteria requires to take consideration of two aspects: recognizing data from seen classes versus those from unseen ones, named A S → total and A U → total in the Table 2 . In our work, we adopt two recently proposed performance metric to characterize the trade-off between two above forces. Xian et al. [55] proposed to use harmonic mean of training and testing accuracies to examine the utility of generalized zero-shot learning methods. The formulation is presented as follows:
where Acc y train and Acc y test indicates the accuracy of samples from seen (y train ) and samples from unseen (y test ) classes, respectively. In our work, we simply adopt the mean of Acc y train and Acc y test to evaluate the performance due to rather small value of Acc y test . Recently, Chao et al. [6] propose the other performance criterion which calculates the Area Under Seen-Unseen Accuracy Curve (AUSUC) to balance two conflicting metrics. According to Table 2 , it is obvious that the scores of the discriminant functions for the seen More precisely, A U →U is the standard performance metric used for conventional zero-shot learning which indicate the accuracy of classifying testing data from Unseen into Unseen, A S →S is the standard metric for multi-class classification classifying testing data from Seen into Seen, and finally A S →total and A U →total represent the accuracies of classifying testing data from either seen or unseen classes into the joint labeling space classes are always greater than the scores for the unseen classes. The scores for the seen classes are reduced by introducing a parameter γ in the formulation to exploit the balance:
where the indicator I[.] ∈ {0, 1} indicates whether or not c is a seen class and γ is a adjustable parameter. A series of classification accuracies (A U → total and A S → total) can be computed by varying the calibration factor γ . Figure 5 plots those points for the ActivityNet using the models constructed by the algorithm in [38] based on class-wise cross validation.
When γ = 0, the rule reverts back to the common zero-shot learning criterion which only consists of discriminant functions m c (x). Besides, two extreme cases of γ are taken into account. When γ → +∞, the classification rule will ignore all seen classes and classify all data points into one of the unseen classes. On the contrary, the classification rule only 
Figure 5
The Area Under Seen-Unseen accuracy Curve (AUSUC) obtained by varying γ in the (9) using the method ConSE on the ActivityNet dataset considers the label space of seen classes as in standard multi-way classification when γ → −∞. The last but not the least, classifiers with higher values of AUSUC may be more likely to perform well in balance for the task of generalized zero-shot learning. Figure 6 contrasts in detail several zero-shot learning approaches when tested on the task of generalized zeroshot learning using the evaluation protocol of AUSUC.
There are no previously established benchmark works for generalized zero-shot learning in the research of video action recognition. We thus construct the generalized zero-shot learning tasks by composing testing set as a combination of videos from both seen and unseen classes. On ActivityNet, to make our results in a larger perspective, we also perform three trial experiments by randomly splitting the training classes and testing classes. We further show the average results of three trial experiments in Table 2 . Similarly, several algorithms are summarized in Table 3 when tested with the task of zero-shot learning and generalized zero-shot learning where the whole ActivityNet is token as seen class and Sur5H is considered as unseen data. Note that some zero-shot learning approaches may be sensitive to parameter setting, in all experiments of this paper, we therefore perform hyperparameter search on a validation set that is disjoint from training classes.
Experiment results analysis
According to above experiment results, we briefly describe and contrast them to draw the following conclusions:
Firstly, generalized zero-shot learning is very difficult. At the setting of generalized zero-shot learning, the classification accuracy for unseen classes (A U → total) drops significantly from the performance in conventional zero-shot learning (A U → U ), while that of seen ones (A S → total) remains roughly the same as in the multi-class task (A S → S). Experiment statics demonstrate that nearly all testing data from unseen classes are misclassified into the seen classes as these models are trained on the seen (training) data. In summary, the performance for generalized zero-shot learning not only relies on the ability to accurately recognize the new classes, but lies on the capacity for distinguishing the seen and unseen classes. To ensure that our code is correct, we have run our code on the AwA dataset and obtained the same performance as [6] .
Figure 6
Comparison between several zero-shot learning approaches on the task of generalized zero-shot learning for ActivityNet and Surv5H using the metric of AUSUC Secondly, in terms of accuracy, the classification performance for multi-class task is always considerably better than in the zero-shot setting. It explicitly demonstrates zero-shot learning is a challenging problem either in conventional setting or generalized setting as there is no available training samples for the testing classes. On the current situation, it is obviously that we are far from the ideal performance. According to the crucial components of the typical zero-shot learning framework, we might have three candidates to achieve improvement: 1)discriminative visual representation, 2)informative semantic embedding, and 3)the bridge connecting the huge semantic gap between visual and semantic spaces. To some degree, the performance of supervised learning reflects the representational capacity of visual features. According to the accuracy of standard multi-class classification, we conclude that designing more powerful visual feature is a promising direction for the zero-shot recognition.
Thirdly, according to Figure 6 , Tables 2 and 3 , the trend among several zero-shot learning algorithms on the traditional zero-shot setting is almost the same as on the generalized setting. More specially, SynC struct always obtained the superior performance at both the zero-shot learning and generalized setting among the three zero-shot learning approaches. This tendency might imply that developing a powerful zero-shot learning model can also improve the performance at the generalized setting. On the contrary, a robust classifier on the generalized setting might realize the high accuracy on traditional zero-shot setting since both the conventional zero-shot learning and generalized zero-shot learning have the same goal: accurately recognize new categories without having seen the instances of these classes before.
Finally, the performance of Sur5H is always worse than these on ActivityNet. Action recognition in surveillance video is more challenging than in the Web video, because some actions occurred in the dark night, which result in worse lighting conditions and motion blur in the video. Some examples are shown in the Figure 4 . Besides, some surveillance videos recorded from the long-distance or high-position surveillance cameras is another huge obstacle to accurately recognize the action because of the small size of event occurrence area. Last but not the least, several actions occurred in surveillance video are extremely complex and occurred only in a moment. It is even hard for human being to accurately detect these actions, such as theft.
Conclusion
In this work, we gain insight into action recognition in surveillance video with generalized zero-shot learning method. We firstly do an extensive empirical study of several representative zero-shot leaning methods at both conventional zero-shot learning setting and generalized zero-shot learning setting on a large-scale Web video dataset. To our best knowledge, this is one of the first works studied in video action recognition at generalized zero-shot setting. Moreover, we construct a clean surveillance video dataset which is utilized to verify the effectiveness of our method. Finally, we solve the issue of action recognition in surveillance video by deploying generalized zero-shot learning. We consider the findings in this paper as a starting point for future research. In the future, we will focus our study on developing discriminative visual features and powerful semantic spaces for action recognition in surveillance videos.
