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TWO-WEIGHT NORM INEQUALITIES FOR POTENTIAL TYPE AND
MAXIMAL OPERATORS IN A METRIC SPACE
ANNA KAIREMA
Abstract. We characterize two-weight norm inequalities for potential type integral operators
in terms of Sawyer-type testing conditions. Our result is stated in a space of homogeneous
type with no additional geometric assumptions, such as group structure or non-empty annulus
property, which appeared in earlier works on the subject. One of the new ingredients in the proof
is the use of a finite collection of adjacent dyadic systems recently constructed by the author
and T. Hytönen. We further extend the previous Euclidean characterization of two-weight norm
inequalities for fractional maximal functions into spaces of homogeneous type.
1. Introduction
Dyadic Harmonic Analysis has received a renewed attention in recent years, spurred by S.
Petermichl’s study [24] on Haar shifts which can be used to prove deep results about the Hilbert
transform and other classical operators in the Euclidean space. The developments in this area
culminated to T. Hytönen’s Dyadic Representation Theorem [12], which provides a direct link
between Classical and Dyadic Analysis by showing that any Calderón–Zygmund singular integral
operator has a representation in terms of certain simpler dyadic shift operators. This gives a new
insight into the fine structure of such operators and provides a tool to prove some substantial new
results, among them the A2 conjecture which so far was a key problem in the weighted theory.
This dyadic approach has, in particular, been exploited in the study of Lp boundedness of
positive operators. The key step is the approximation of the operator by simpler dyadic model
operators. Some cleverly constructed model operators are yet rich enough so that the original
theorems can be recovered from their dyadic analogues. Hence, dyadic cubes pose a substantial
tool in Euclidean Analysis for discretizing objects and thereby reducing problems into a parallel
dyadic world where objects, statements and analysis are often easier.
Constructions of dyadic cubes in metric spaces, led by M. Christ [3] and continued in [13, 14],
have made this approach available in more general settings allowing some easy extensions of
Euclidean results into more general metric spaces. Dyadic theorems have the virtue of remaining
true in a very general framework; an Euclidean dyadic argument may often, with virtually no
extra effort, be carried over into more general metric spaces. The dyadic structure, in particular
the simple inclusion properties of dyadic cubes, then play the main role in the argumentation.
However, the passage from dyadic model operators into the original one has usually entailed
some extra structure on the space in addition to the standard setting of a space of homogeneous
type. In particular, in the previous works by E. T. Sawyer, I. E. Verbitsky, R. L. Wheeden and
S. Zhao [28, 29, 30] on norm estimates for potential type operators, the space was assumed to
have a certain group structure so as to allow the translations of the dyadic lattice. In fact, the
recovery of the classical-style operator from its dyadic counterparts seems to require not just one
dyadic system but several adjacent systems. In the present paper, the recovery of potential type
operators from suitably defined dyadic model operators is obtained by some recent results on such
adjacent families of dyadic cubes. As an application, we derive characterizations of two-weight
norm inequalities by means of Sawyer-type testing condition.
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1.1. Set-up: spaces and operators. Let (X, ρ) denote a quasi-metric space and let σ and ω be
positive Borel-measures on X . We assume that all balls are measurable with finite measure. This
implies that our measures are σ-finite and that the set of atoms (point masses; points x ∈ X with
σ({x}) > 0) is at most countable. No additional assumptions are imposed on measures unless
otherwise indicated. In examples and in Section 7 we will consider measures µ which satisfy the
doubling condition that
(1.2) 0 < µ(B(x, 2r)) ≤ Cµµ(B(x, r)) <∞ for all x ∈ X, r > 0,
with a constant Cµ > 0 that is independent of x and r. A quasi-metric space (X, ρ) with a
doubling measure µ is called a space of homogeneous type.
Let 1 < p ≤ q < ∞. We study integral operators S acting on suitable functions on X , and
derive a characterization of the two-weight strong type norm inequality
(1.3)
(ˆ
X
(S(f dσ))q dω
)1/q
≤ C
(ˆ
X
fp dσ
)1/p
, f ∈ Lpσ.
Our characterizations are in terms of “testing type” conditions, first introduced by E. T. Sawyer
[25] in relation to the Hardy–Littlewood maximal function, which involve certain obviously neces-
sary conditions; in order to have the full norm inequality (1.3), it suffices to have such an inequality
for special test functions only:
1.4.Definition ((E,F,G) testing condition). We say that operator S satisfies an (E,F,G) testing
condition with arbitrary sets E,F and G from some collections of measurable sets in X if(ˆ
E
(S(χF dσ))
q dω
)1/q
≤ Cσ(G)1/p
holds for all such E,F and G with a constant C which is independent of the sets.
Typical examples include (E,F,G) ∈ {(X,B,B), (B,B,B), (X,Q,Q), (Q,Q,Q)} where B de-
notes an arbitrary ball and Q an arbitrary (dyadic) cube.
As an important special case, let us consider measures σ and ω which are both absolutely
continuous with respect to an underlying measure µ. Then the inequality (1.3) reduces to the
two-weight norm inequality
(1.5)
(ˆ
X
(S(f dµ))q wdµ
)1/q
≤ C
(ˆ
X
fp udµ
)1/p
by choosing dω = wdµ and dσ = u−1/(p−1)dµ, u = (dσ/dµ)1−p, and replacing f by fu1/(p−1).
The characterization of norm estimates (1.3) and (1.5) by means of testing conditions has been
studied in depth for many classical operators in both the Euclidean space and more general metric
spaces. For many operators these characterizations involve the adjoint operator S∗ which is defined
under the usual pairing, i.e.ˆ
X
(S(f dσ))g dω =
ˆ
X
f(S∗(g dω)) dσ for all f and g.
We say that S satisfies a dual (E,F,G) testing condition if(ˆ
E
(S∗(χF dω))
p′ dσ
)1/p′
≤ Cω(G)1/q
′
,
where 1/p+ 1/p′ = 1 and 1/q + 1/q′ = 1.
Our main results concern a large class of positive operators of the following type:
1.6. Definition (Potential type operator). We say that operator T is an operator of potential type
if it is of the form
(1.7) T (f dσ)(x) =
ˆ
X
K(x, y)f(y) dσ(y), x ∈ X,
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where the kernel K : X × X → [0,∞] is a non-negative function which satisfies the following
monotonicity conditions: For every k2 > 1 there exists k1 > 1 such that
K(x, y) ≤ k1K(x
′, y) whenever ρ(x′, y) ≤ k2ρ(x, y),
K(x, y) ≤ k1K(x, y
′) whenever ρ(x, y′) ≤ k2ρ(x, y).
(1.8)
We shall denote the formal adjoint of T by T ∗, which is given by
T ∗(g dω)(y) =
ˆ
X
K(x, y)g(x) dω(x), y ∈ X.
1.8.1. Examples of operators. Important examples of potential type operators are provided by
fractional integrals which over quasi-metric measure spaces (X, ρ, µ) are known to be considered
in different forms. One common and widely studied notation; see e.g. the book [5] and the paper
[7], is given by the formula
T nα f(x) :=
ˆ
X
f(y) dµ(y)
ρ(x, y)n−α
, 0 < α < n,
and it has been studied in both the doubling [8, 9, 16] and non-doubling [6, 17, 18] case. Here the
parameter n > 0 is related to the “dimension” of µ through the growth condition
µ(B(x, r)) ≤ Crn, x ∈ X, r > 0.
Another type of fractional integral, which fits into the present context, is given by
Tγf(x) :=
ˆ
X
f(y) dµ(y)
µ(B(x, ρ(x, y)))1−γ
, 0 < γ < 1.
This operator is considered e.g. in the book [5] and the papers [2] and [19, Section 4.1], and most
recently in [15]. In particular, for X = Z with the counting measure,
Tγf(x) =
∑
y∈Z
f(y)
(1 + |x− y|)1−γ
.
A kind of hybrid of the two operators T nα and Tγ ,
T
αf(x) :=
ˆ
X
ρ(x, y)α
µ(B(x, ρ(x, y)))
f(y) dµ(y), α > 0,
is studied e.g. in the book [10] and the paper [1]. The operator Tα does not, in general, get
into the present context. However, if µ satisfies the doubling condition (1.2) and, in addition, the
reverse doubling type condition that
µ(B(x, kr)) ≥ Ckαµ(B(x, r)) for all x ∈ X, r, k > 0,
then Tα is a potential type operator defined in 1.6. Also note that if µ satisfies the well-established
regularity condition that
crn ≤ µ(B(x, r)) ≤ Crn, for all x ∈ X, r > 0 and for some c, C, n > 0,
then all the three operators mentioned are equivalent. In particular, in the usual Euclidean space
Rn with the Lebesgue measure, all the three operators reduce to the usual fractional integrals or
Riesz potentials,
Iαf(x) :=
ˆ
Rn
f(y)
|x− y|n−α
dy 0 < α < n,
which are the basic examples of potential type operators.
For other examples of operators defined in 1.6; see [23] and the references listed in [28, pp.
819–820].
Weighted norm inequalities for Iα have been treated by several authors. The characterizations
of the general two-weight weak and strong type estimate in the case 1 < p ≤ q <∞ and X = Rn
are due to Sawyer [26, 27]. Analogous characterizations for more general (quasi-)metric spaces
and for more general potential type operators can be found in [30, 31] for weak type estimates,
and in [28, 29, 30, 31] for strong type estimates.
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1.9. Earlier results in metric spaces. In the previous papers mentioned above, the framework
for the study of potential type operators is as follows:
1.10. Definition (A Sawyer–Wheeden type space). Let (X, ρ, µ) be a space of homogeneous type.
Suppose that the space has the following additional properties:
(1) X has the geometric property that all the annuli B(x,R) \ B(x, r) are non-empty for
0 < r < R and x ∈ X (we call this the non-empty annuli property);
(2) the measures σ and ω appearing in the two-weight norm inequality (1.3) vanish on sets
which consist of an individual point (the measures do not have atoms).
As to make the comparison between our results and the earlier related results more distinct, we
shall refer to such spaces (X, ρ, µ;σ, ω) as Sawyer–Wheeden type spaces according to the authors
of the paper [28] which is one of our early references on the topic.
Let us record some of what is known about the characterization of (1.3) for T by means of
testing conditions in Sawyer–Wheeden type spaces.
Wheeden and Zhao [31, Theorem 1.4] characterized (1.3) with S = T by a (B,B,B) testing
condition together with a dual (B,B,B) testing condition for balls B. There has been interest
in finding an analogous characterization by testing conditions involving “cubes” instead of balls.
First, Sawyer, Wheeden and Zhao [29, Theorem 1.1] showed that (1.3) with S = T is characterized
by a (X,Q,Q) testing condition together with a dual (X,Q,Q) testing condition, improving some
earlier results of Sawyer [27] and Sawyer and Wheeden [28]. On the other hand, it is not sufficient
to replace the integration over X in either of the testing inequalities by integration over Q (for
dyadic Q), even in the Euclidean case; a counterexample was given in [29, Example 1.9]. The
authors, however, provided some results involving testing conditions with dyadic cubes which are
weaker: Under the additional technical assumption that T (χB dσ) ∈ Lqω for all balls B, (1.3) with
S = T is characterized by a (E,Q,Q) testing condition together with a dual (E,Q, F ) testing
condition where E and F are appropriate enlargements of Q (for an arbitrary dyadic Q); for a
specific result of this kind, see [29, Theorem 1.2].
Most precise results are obtained by reducing to appropriate dyadic model operators. While
the reduction of (1.3) to testing conditions is admissible in a very general setting for these dyadic
operators, the recovery of the “classical-style” operator and thus, the return to the original norm
estimate, has in the previous papers required stronger assumptions on the space, as mentioned.
In particular, Verbitsky and Wheeden made the additional assumption that X has an appropriate
group structure with respect to a group operation “+” (see [28, Theorem 4] for precise definitions),
and obtained a (Q,Q,Q) characterization with integration over all the translates of dyadic cubes:
The full norm inequality (1.3) with S = T holds, if and only if both
(ˆ
Q+z
T (χQ+z dσ)
q dω
)1/q
≤ Cσ(Q + z)1/p,
and (ˆ
Q+z
T ∗(χQ+z dω)
p′ dσ
)1/p′
≤ Cω(Q + z)1/q
′
,
hold for all dyadic cubes Q and all z ∈ X ; see [30, Theorem 1.2] which improves the earlier related
result [29, Theorem 1.3].
1.11. Aims of the present paper. We continue on the investigations of Sawyer, Wheeden and
Zhao [29] and Verbitsky and Wheeden [30]. The present contribution consists of weakening of the
hypotheses as follows: First, our result does not require an underlying doubling measure, only a
weaker geometric doubling property (precise definition will be given in Section 2.1). Second, we
do not assume any group structure on X . We will further drop the geometric non-empty annuli
property assumption as well as consider more general measures by allowing atoms.
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1.11.1. Examples of spaces. (1) Suppose that (X, ρ, µ) is a space of homogeneous type. Then, if
X is bounded or has atoms (or isolated points), there are always some empty annuli.
(2) (Z, |·|) does not have the non-empty annuli property. If µ is a counting measure, then every
point in (Z, µ) is an atom.
(3) Interesting examples of spaces of homogeneous type which have no group structure arise
when we consider domains Ω in a space of homogeneous type (X, ρ, µ) which have the following
“plumpness” property: For all x ∈ Ω and r ∈ (0, diamΩ), there exists z ∈ X with B(z, cr) ⊆
B(x, r) ∩ Ω where c ∈ (0, 1) is independent of x and r. Then (Ω, µ|Ω) is a space of homogeneous
type. Indeed, if x ∈ Ω, r > 0 and z ∈ Ω is a point provided by plumpness,
µ|Ω(B(x, r)) ≥ µ|Ω(B(z, cr)) = µ(B(z, cr)) ≥ Cµ(B(z, 3A0r))
with C = C(A0, c, µ) since B(z, cr) ⊆ B(x, r) ∩ Ω and µ is doubling. We note that B(x, 2r) ⊆
B(z, 3A0r), which yields
µ|Ω(B(x, r)) ≥ Cµ(B(x, 2r)) ≥ Cµ|Ω(B(x, 2r)).
Even if X has group structure, this is easily lost in a subset.
Even though testing with balls seems especially natural in the metric space context, there
has been interest in finding characterizations for the norm inequality (1.3) with testing condi-
tions involving dyadic cubes, as mentioned. In particular, these characterizations have had useful
applications to half-space estimates; see the comments following [29, Theorem 1.6].
As the counterexample [29, Example 1.9] shows, testing conditions with just one family of
dyadic cubes is not enough to obtain the full norm inequality (1.3). Thus, a larger collection of
cubes is required. One of the new ingredients in our approach is the use of a finite collection
{D t}Lt=1 of adjacent systems D
t of dyadic cubes with the following properties [13]: individually,
each family has the features of the dyadic “cubes” introduced by M. Christ; collectively, any ball
B is contained in some dyadic cube Q ∈ D t in one of the systems with side length at most a fixed
multiple times the radius of B; a more precise description of the adjacent systems will be given in
Section 2.2. These will allow us to only test over a “representative” collection of countably many
cubes instead of all the translates of the dyadic lattice, which appeared in the previous papers on
the topic. Our main result is the following:
1.12. Theorem. Let 1 < p ≤ q < ∞, and let σ and ω be positive Borel-measures on (X, ρ) with
the property that σ(B) < ∞ and ω(B) < ∞ for all balls B. Let T be a potential type operator.
Then
‖T ‖Lpσ→Lqω ≈ [σ, ω]Sp,q + [ω, σ]
∗
Sq′ ,p′
,
and the constants of equivalence only depend on the geometric structure of X, and p and q. Here
[σ, ω]Sp,q := sup
Q
σ(Q)−1/p ‖χQT (χQ dσ)‖Lqω
and
[ω, σ]∗Sq′,p′ := sup
Q
ω(Q)−1/q
′
‖χQT
∗(χQ dω)‖Lp′σ
are the testing conditions where the supremum is over all dyadic cubes Q ∈
⋃L
t=1 D
t, and ∞ · 0 is
interpreted as 0.
We will construct dyadic model operators associated to T and each dyadic system D t. In turn,
the original operator is pointwise equivalent to a sum of these discrete models over the collection
of adjacent dyadic systems. Having this, the two-weight norm inequalities for T are governed by
the ones for the dyadic models. From here, the existing techniques can be further pushed to yield
the desired estimates. We also characterize the corresponding weak type norm inequalities for
potential type operators. We emphasize that the fact that our measures are allowed with atoms
entail some extra considerations in the proofs, whereas the main results apply to any measure
space, as described, whether atom free or with atoms, or even to spaces consisting only of atoms,
such as Z. Applications of these characterizations will be considered in a forthcoming paper by
the author.
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We further provide similar characterizations of norm inequalities for the fractional maximal
operators extending the Euclidean characterization due to Sawyer [25] into more general metric
spaces.
Acknowledgements: This paper has been supported by the Academy of Finland, project 133264.
The paper is part of the author’s PhD thesis written under the supervision of Associate professor
Tuomas Hytönen. The author wishes to express her greatest gratitude for the anonymous referee
for their helpful comments and remarks.
2. Definitions, notations and geometric lemmas
2.1. Set-up. Let ρ be a quasi-metric on the space X , i.e. it satisfies the axioms of a metric except
for the triangle inequality, which is assumed in the weaker form
ρ(x, y) ≤ A0
(
ρ(x, z) + ρ(z, y)
)
, x, y, z ∈ X,
with a constant A0 ≥ 1 independent of the points. The quasi-metric space (X, ρ) is assumed to
have the following geometric doubling property: There exists a positive integer A1 such that for
every x ∈ X and r > 0, the ball B(x, r) := {y ∈ X : ρ(y, x) < r} can be covered by at most A1 balls
B(xi, r/2); we recall the well-known result that measure doubling implies geometrical doubling
so that Sawyer–Wheeden type spaces also enjoy this (weaker) geometric doubling property. As
usual, if B = B(x, r) and c > 0, we denote by cB the ball B(x, cr). The assumptions on measures
are as in 1.1.
2.2. The adjacent dyadic systems. Continuing earlier work of M. Christ [3] and T. Hytönen
and H. Martikainen [14], it was shown in [13] that a geometrically doubling space (X, ρ) has a
dyadic structure: Given a fixed parameter δ ∈ (0, 1) which satisfies 96A60δ ≤ 1 and a fixed point
x0 ∈ X , we may construct a finite collection of families D t, t = 1, . . . , L = L(A0, A1, δ) < ∞,
called the adjacent dyadic systems. Individually, each system D t has the features of the dyadic
“cubes” introduced by Christ: D t is a countable family of Borel sets Qkα, k ∈ Z, α ∈ Ak, called
dyadic cubes, which are associated with points zkα, and have the properties that
(2.3) X =
⋃
α
Qkα (disjoint union) ∀k ∈ Z;
(2.4) if ℓ ≥ k, then either Qℓβ ⊆ Q
k
α or Q
k
α ∩Q
ℓ
β = ∅;
(2.5) B(zkα, c1δ
k) ⊆ Qkα ⊆ B(z
k
α, C1δ
k) =: B(Qkα), where c1 := (12A
4
0)
−1 and C1 := 4A
2
0;
(2.6) if ℓ ≥ k and Qℓβ ⊆ Q
k
α, then B(Q
ℓ
β) ⊆ B(Q
k
α);
∀k ∈ Z, there exists α such that x0 = z
k
α, the center point of Q
k
α.(2.7)
Collectively, the collection {D t}Lt=1 has the following property:
For every ball B(x, r) ⊆ X with δk+2 < r ≤ δk+1, there exists t and Qkα ∈ D
t such that
B(x, r) ⊆ Qkα and diamQ
k
α ≤ Cr.(2.8)
Constant C ≥ 1 in (2.8) depends only on A0 and δ (and we may choose C = 8A30δ
−2).
We say that the set Qkα is a dyadic cube of generation k centred at z
k
α. Given t and x ∈ X , we
denote by Qk(x, t) the (unique) dyadic cube of generation k in D t that contains x.
It is important to notice that a dyadic cube Qkα is identified by the index pair (k, α) rather than
as a set of points. Accordingly, there might occur repetition in the collection D t in the sense that
for two cubes Qkα, Q
ℓ
β ∈ D
t, we might have that (k, α) 6= (ℓ, β) but Qkα = Q
ℓ
β. This aspect is to be
taken into consideration in the proof of our main result; cf. Lemmata 6.17 and 6.21.
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2.9. Remark. We mention that, by carefully reading the proof of [13, Theorem 4.1], one may acquire
an upper bound for L (the number of the adjacent families) which depends on the parameters A0
(the quasi-metric constant), A1 (the geometric doubling constant) and δ. In fact,
(2.10) L = L(A0, A1, δ) ≤ A
6
1(A
4
0/δ)
log2 A1 .
There is, however, no reason to believe that (2.10) is, by any means, optimal. In the Euclidean
space Rn with the usual structure we have A0 = 1 and A1 ≥ 2n, and δ =
1
2 , so that (2.10) yields
an upper bound of order 27n. However, T. Mei [21] has shown that the conclusion (2.8) can be
obtained with just n+ 1 cleverly chosen systems D t. As for now, no better bound than (2.10) is
known for general metric spaces.
From now on the point x0 ∈ X and the parameter δ > 0 will be fixed, and δ is assumed to
satisfy 96A60δ ≤ 1. We will consider a fixed collection {D
t} provided by [13], where each D t
satisfies the properties listed in (2.3)–(2.7), and the collection {D t} has the property (2.8). The
letter C (with subscripts) will be used to denote various constants, not necessarily the same from
line to line, which depend only on the quasi-metric constant A0, the geometric doubling constant
A1 and the parameter δ, but not on points, sets or functions considered. Such constants we refer
to as geometric constants.
2.11. Lemma. Given t = 1, 2, . . . , L, x ∈ X and y ∈ X, there exists k ∈ Z such that y ∈ Qk(x, t).
Moreover, if ρ(x, y) ≥ δk, then y /∈ Qk+1(x, t). In particular, if ρ(x, y) > 0, there do not exist
arbitrarily large indices k such that y ∈ Qk(x, t).
Proof. Consider cubes Qkα ∈ D
t as in (2.7) which have x0 as their center point. Pick k ∈ Z such
that x, y ∈ B(x0, c1δk). The first assertion follows from (2.5).
For the second assertion, suppose ρ(x, y) ≥ δk. Denote by zk+1α the center point of Q
k+1(x, t).
Then
ρ(y, zk+1α ) ≥ A
−1
0 ρ(x, y)− ρ(x, z
k+1
α ) ≥ A
−1
0 δ
k − C1δ
k+1 > C1δ
k+1
since 96A20δ < 1, showing that y /∈ Q
k+1(x, t). 
2.12. Lemma. Suppose σ and ω are non-trivial positive Borel-measures on X, and let A ⊆ X be
a measurable set with ω(A) > 0. For every t = 1, . . . , L there exists a dyadic cube Q ∈ D t such
that σ(Q) > 0 and ω(A ∩Q) > 0.
Proof. For k ∈ Z, consider the sets Bk := B(x0, c1δ−k) and Ak := A ∩ Bk. First observe that
σ(Bk) > 0 for k > k0 and ω(Ak) > 0 for k > k1. Indeed, X = ∪∞k=1Bk and B1 ⊆ B2 ⊆ . . .,
so that 0 < σ(X) = limk→∞ σ(Bk). Similarly, A = ∪∞k=1Ak and A1 ⊆ A2 ⊆ . . ., so that
0 < ω(A) = limk→∞ ω(Ak). Set k = max{k0, k1} and let Q ∈ D t be the dyadic cube of generation
−k centred at x0. Then Bk ⊆ Q by (2.5), and it follows that σ(Q) ≥ σ(Bk) > 0 and ω(A ∩Q) ≥
ω(A ∩Bk) = ω(Ak) > 0. 
2.13. Remark. The proofs of the preceding two lemmata rest on the property (2.7). Note that the
two Lemmata are not in general true for the usual Euclidean dyadic cubes of the type
2−k([0, 1)n +m), k ∈ Z, m ∈ Zn.
(E.g. consider X = R with σ and ω the one-dimensional Lebesgue measures on (−∞, 0) and
(0,∞), respectively, and the usual dyadic intervals. Then there exists no dyadic interval which
intersects the supports of both σ and ω. Further, if y ∈ (−∞, 0) and x ∈ (0,+∞), then y /∈ Qk(x)
for all k ∈ Z when Qk(x) = 2−k[m,m+ 1),m ∈ {0, 1, 2, . . .}, is the dyadic interval of level k that
contains x.)
We shall need the following elementary covering lemma.
2.14. Definition. Let Q be any collection of dyadic cubes. Then Q = Qkα ∈ Q is maximal
(relative to the collection Q) if for every Qℓβ ∈ Q, Q
ℓ
β ∩Q
k
α 6= ∅ implies ℓ ≥ k.
2.15. Lemma. Suppose Q ⊆ D t is a collection of dyadic cubes Q = Qkα restricted to k ≥ k0. Then
every cube in Q is contained in a maximal cube and the maximal cubes are mutually disjoint.
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We end this section with a proposition which we find interesting. As an application of the
Proposition, we will show that for a potential type operator T , the testing condition
‖χQT (χQ dσ)‖Lqω ≤ Cσ(Q)
1/p for all dyadic cubes Q ∈
L⋃
t=1
D
t
implies the qualitative property that T (χBdσ) ∈ Lqω for all balls B. Originally, the proof of this
testing type result [29, pp.549-552] required a group structure on X . In fact, the group structure
allows the translations of the dyadic lattice leading to the existence of a sequence of dyadic cubes
as in the following lemma.
2.16. Proposition. Given a ball B = B(xB , rB), there exists a sequence (Qk)k≥1 ⊆
⋃L
t=1 D
t of
dyadic cubes (possibly from different systems) with the properties that
(i) B ⊆ Q1 ⊆ Q2 ⊆ . . . ⊆ Qk ⊆ Qk+1 ⊆ . . . ;
(ii) There exists a geometric constant c0 > 1 such that diamQk ≤ c
k
0rB for every k ≥ 1;
(iii) ck−10 B ⊆ Qk ⊆ c
k
0B for every k ≥ 1.
We will use the adjacent dyadic systems to construct the sequence without assuming a group
structure, as stated. In [29], only the existence of such a sequence and not the proof of the
mentioned testing type result require the group structure; the testing result itself is stated and
proved in a Sawyer–Wheeden type space described in 1.10. However, the proof does not use the
non-empty annuli property nor depend on the assumption imposed on the measures having no
atoms, but only uses the properties of the sequence provided by Proposition 2.16, the properties
(1.8) of the kernel, the positivity of the operator and the assumed testing condition. Hence, the
proof applies in the present context, and by assuming Proposition 2.16, we may state the following
Lemma and refer to the original proof given in [29, pp. 549–552].
2.17. Lemma. Assume that the (Q,Q,Q) testing condition
(2.18)
(ˆ
Q
T (χQ dσ)
q dω
)1/q
≤ Cσ(Q)1/p
holds for every dyadic cube Q ∈
⋃L
t=1 D
t. Then T (χB dσ) ∈ Lq(X,ω) for all balls B. As a
consequence, T (f dσ) ∈ Lq(X,ω) for all bounded f with bounded support.
Proof of Proposition 2.16. Recall from (2.8) that given a ball B = B(x, r), there exists a dyadic
cube Q =: Q1 ∈ ∪Lt=1D
t such that
B ⊆ Q1, diamQ1 ≤ c0r, c0 = 8A
3
0δ
−2 > 1.
In particular, for every y ∈ Q1 we have that ρ(x, y) ≤ c0r and consequently, Q1 ⊆ c0B.
Next consider the ball c0B. By repeating the reasoning made above, we find a dyadic cube Q2
(possibly from some other dyadic system than Q1) such that
c0B ⊆ Q2, diamQ2 ≤ c
2
0r, Q2 ⊆ c
2
0B.
By iteration, this yields a sequence (Qk)k≥1 with the desired properties. 
3. The dyadic model of T
Let T be a potential type operator defined in 1.6. We shall tacitly assume that the kernel satisfies
K(x, y) < ∞ for x 6= y, and that the functions K(·, y) : (X, σ) → [0,∞] and K(x, ·) : (X, σ) →
[0,∞] are measurable for fixed x, y ∈ X , and further, that the integral (1.7) defines a measurable
function (X,ω)→ [0,∞]. We also consider the (formal) adjoint T ∗ of T , defined by
T ∗(g dω)(y) =
ˆ
X
K(x, y)g(x) dω(x), y ∈ X.
Our investigations continue the earlier work of Sawyer and Wheeden [28], Sawyer, Wheeden
and Zhao [29] and Verbitsky and Wheeden [30].
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3.1. Remark. In the earlier papers on the topic [28, 29, 30], the set-up is a Sawyer-Wheeden
type space described in Definition 1.10. In particular, it is there assumed that all the annuli
B(x,R) \ B(x, r) are non-empty for x ∈ X and 0 < r < R < ∞. We mention that having this
non-empty annuli property, if the growth conditions in (1.8) hold for some k1 > 1 and k2 > 1,
then for any k′2 > 1 there exists k
′
1 > 1 such that (1.8) holds with k1 and k2 replaced by k
′
1 and
k′2, respectively.
We will show that operator T has a dyadic version TD
t
σω (to be defined below in 3.14) associated
to each dyadic system D t and the measures σ and ω, and provide in Lemmata 3.18 and 3.19 below
the following pointwise equivalence between the original operator and its dyadic counterparts:
3.2. Proposition. We have the pointwise estimates
TD
t
σω(f dσ)(x) ≤ C
{
T (f dσ)(x)
T ∗(f dσ)(x)
and T (f dσ)(x) ≤ C
L∑
t=1
TD
t
σω(f dσ)(x).
The constant C > 0 is geometric (independent of x and f). The inequalities on the left hold for
all x ∈ X and t = 1, . . . , L, and the inequality on the right for ω-a.e. x ∈ X.
3.3. Remark. Minkowski’s inequality (the triangle inequality for Lq-norms) together with the
inequalities on the right of Proposition 3.2 imply that
‖T (f dσ)‖Lqω ≤ C
L∑
t=1
‖TD
t
σω(f dσ)‖Lqω .
This sort of estimate in norm was proven in [30, Theorem 1.1], cf. ([28, Lemma 4.7] and [29,
Lemma 3.1]), with the summation on the right replaced by a supremum over all translations of
dyadic cubes. To allow the translations, it was assumed that X supports a doubling measure and
has a related group structure. Our result sharpens these previous results; we give a pointwise
estimate without an underlying doubling measure or a group structure.
3.4. Preparations. As a preparation for constructing a dyadic model of T , we define a set func-
tion ϕ, cf. [28], related to the kernel K: For a dyadic cube Q, we set
(3.5) ϕ(Q) = ϕK(Q) := sup{K(x, y) : x, y ∈ B(Q), ρ(x, y) ≥ crB(Q)} ∈ [0,∞],
where c := δ2/(5A20) ∈ (0, 1) is a small geometric constant, B(Q) is the containing ball of Q as
in (2.5) and rB(Q) is the radius of B(Q). We agree that ϕ(Q) = 0 if the points in the definition
(3.5) do not exist. In fact, ϕ(Q) <∞. Moreover, the properties (1.8) on the kernel lead to useful
growth estimates for ϕ:
3.6. Lemma (Kernel estimates). There exists a geometric constant C ≥ 1 such that for a dyadic
cube Q ∈ D t,
(i) ϕ(Q) ≤ CK(x, y) for all x, y ∈ B(Q). In particular, ϕ(Q) <∞ and ϕ(Q) ≤ CK(x, x) for
x ∈ Q;
(ii) If P ∈ D t is a dyadic cube such that P ⊆ Q and {x, y ∈ B(P ) : ρ(x, y) ≥ crB(P )} 6= ∅,
then
ϕ(Q) ≤ Cϕ(P ).
Moreover,
(iii) If {x, y ∈ B(Qkα), ρ(x, y) ≥ crB(Qkα)} = ∅ and Q
k+1
β ⊆ Q
k
α, then Q
k
α = Q
k+1
β .
We mention that the properties (i) and (ii) were pointed out by Sawyer, Wheeden and Zhao
[29, formulae (4.1) and (4.3)] where it was additionally assumed that all annuli B(x,R) \B(x, r)
are non-empty for 0 < r < R and x ∈ X . With this extra assumption, (ii) of the Lemma holds
for all P ⊆ Q, and (iii) does not occur.
Proof. Fix a dyadic cube Q. Consider points x∗, y∗ ∈ B(Q) with ρ(x∗, y∗) ≥ crB(Q). (If no such
points exist ϕ(Q) = 0, and (i) and (ii) follow.) Let x, y ∈ B(Q). Then ρ(x, y) ≤ 2A0rB(Q). We
will show that K(x∗, y∗) ≤ CK(x, y) with a constant C independent of Q and the points.
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We may assume ρ(x∗, y) ≥ ρ(y∗, y) (since in case ρ(y∗, y) ≥ ρ(x∗, y) we argue similarly with the
roles of x∗ and y∗ interchanged). Thus, crB(Q) ≤ ρ(x
∗, y∗) ≤ A0(ρ(x∗, y)+ρ(y, y∗)) ≤ 2A0ρ(x∗, y),
and consequently, rB(Q) ≤ 2A0c
−1ρ(x∗, y). Hence, ρ(x, y) ≤ 2A0rB(Q) ≤ 4A
2
0c
−1ρ(x∗, y). By the
growth conditions (1.8) imposed on the kernel K, this implies that
K(x∗, y) ≤ k1K(x, y)
with some k1 > 1 depending only on the geometric k2 := 4A
2
0c
−1 = 20A40/δ
2 > 1 (and kernel K).
On the other hand, also ρ(x∗, y) ≤ 2A0rB(Q) ≤ 4A
2
0c
−1ρ(x∗, y∗) implying, again by (1.8), that
K(x∗, y∗) ≤ k1K(x
∗, y).
We conclude with K(x∗, y∗) ≤ k21K(x, y). By the definition of ϕ, (i) follows.
For the second assertion, consider a dyadic cube P ⊆ Q in D t, and let x, y ∈ B(P ). Recall
from (2.6) that P ⊆ Q implies B(P ) ⊆ B(Q). In particular x, y ∈ B(Q), and (i) implies that
ϕ(Q) ≤ CK(x, y). If {x, y ∈ B(P ) : ρ(x, y) ≥ crB(P )} 6= ∅, (ii) follows by the definition of ϕ.
For the third assertion, suppose that {x, y ∈ B(Qkα), ρ(x, y) ≥ crB(Qkα)} = ∅. Recall from (2.5)
that rB(Qkα) = C1δ
k = 4A20δ
k. Thus,
(3.7) ρ(x, y) < crB(Qkα) = δ
2/(5A20) · 4A
2
0δ
k < δk+2 for all x, y ∈ B(Qkα).
Suppose that Qk+1β ⊆ Q
k
α. By (3.7), there in particular holds that for all y ∈ Q
k
α we have
ρ(zk+1β , y) < δ
k+2 implying that Qkα ⊆ B(z
k+1
β , δ
k+2) ⊆ B(zk+1β , c1δ
k+1) ⊆ Qk+1β since 96A
6
0δ ≤ 1
and c1 = (12A
4
0)
−1, and by (2.5). This shows that Qk+1β = Q
k
α. 
3.8. Generalised dyadic cubes. In our investigations, it is convenient to slightly enlarge the
set of dyadic cubes. This will provide a tool for treating the prospective atoms. To this end, for
a positive Borel-measure σ, denote
Xσ := {x ∈ X : σ({x}) > 0},
the set of σ-atoms in X . Note that under the assumption that σ(B) <∞ for all balls B, the set
Xσ is at most countable.
Given positive Borel-measures σ and ω which have the property that σ(B) <∞ and ω(B) <∞
for all balls B, we denote by
Xσω := Xσ ∩Xω
the set of joint atoms. For every t = 1, . . . , L, we declare that
D
t
σω := D
t ∪
( ⋃
x∈Xσω
{x}
)
.
We will refer to the elements in D tσω as (generalised) dyadic cubes. The elements in D
t, which are
independent of measures, are then called standard dyadic cubes and the elements {x}, x ∈ Xσ∩Xω ,
depending on measures, are called point cubes. Note that there might happen that for some
Q = Qkα ∈ D
t we have Qkα = {z
k
α}, and z
k
α ∈ Xσω . In such a case, Q will be treated as a standard
dyadic cube.
3.9. Remark. Suppose (X, ρ, µ) is a space of homogeneous type. In the special case that the two
measures σ and ω are both absolutely continues with respect to an underlying doubling measure
µ, we have that Xσω ⊆ D t and thus, D tσω = D
t. Indeed, consider x ∈ Xσω. Then µ({x}) > 0.
It is well-known that this implies {x} = B(x, ε) for some ε > 0 for doubling µ. Pick k0 ∈ Z such
that 8A30δ
k0 ≤ ε, and let k > k0. Since x ∈ Qkα for some α by (2.3), we have ρ(x, z
k
α) < 4A
2
0δ
k by
(2.5). This implies that Qkα ⊆ B(z
k
α, 4A
2
0δ
k) ⊆ B(x, ε) = {x} and thereby {x} = Qkα.
The following lemma indicates the fact that the testing conditions for standard dyadic cubes
imply the same conditions for point cubes.
3.10. Lemma. Let T be a potential type operator and assume that T satisfies the testing condition
[σ, ω]Sp,q = sup
Q∈Dt
σ(Q)−1/p ‖χQT (χQ dσ)‖Lqω <∞.
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Then for all x ∈ Xσω,
(3.11) σ({x})−1/p‖χ{x}T (χ{x} dσ)‖Lqω ≤ [σ, ω]Sp,q <∞.
In particular, we have the testing inequality
‖χQT (χQ dσ)‖Lqω ≤ [σ, ω]Sp,qσ(Q)
1/p
for all Q ∈ D tσω.
Proof. Suppose x ∈ Xσω , and consider the sequence (Qk)k≥1 ⊆ D t of nested dyadic cubes Qk =
Qk(x, t) (of generations k ≥ 1) which shrinks to x. Then for all k,
‖χ{x}T (χ{x} dσ)‖Lqω ≤ ‖χQkT (χQk dσ)‖Lqω ≤ σ(Q
k)1/p[σ, ω]Sp,q ,
so that (
σ({x})
σ(Qk)
)1/p
σ({x})−1/p‖χ{x}T (χ{x} dσ)‖Lqω ≤ [σ, ω]Sp,q .
The claim follows by observing that σ(Qk)→ σ({x}) as k →∞. 
3.12. Remark. Similarly, the dual testing condition
[ω, σ]∗Sq′,p′ = sup
Q∈Dt
ω(Q)−1/q
′
‖χQT
∗(χQ dω)‖Lp′σ
<∞
implies that for all x ∈ Xσω,
(3.13) ω({x})−1/q
′
‖χ{x}T
∗(χ{x} dω)‖Lp′σ
≤ [ω, σ]∗Sq′,p′ <∞.
In conclusion, if x ∈ Xσω and T satisfies both the testing condition, then (3.11) and (3.13) hold.
Note that (3.11) and (3.13) are equivalent to
K(x, x)ω({x})1/q ≤ [σ, ω]Sp,qσ({x})
1/p−1 and K(x, x)σ({x})1/p
′
≤ [ω, σ]∗Sq′,p′ω({x})
1/q′−1,
respectively. Thus, the testing conditions in particular imply that in case σ and ω have a joint
atom at x, then the kernel K must satisfy K(x, x) <∞.
3.14. Dyadic model operators. We will associate to each family D tσω, t = 1, . . . , L, of gener-
alised dyadic cubes, a dyadic model operator TD
t
σω defined as follows.
For a dyadic cube Q ∈ D t, we denote by Q(1) the (unique) dyadic parent of Q (i.e. the next
larger cube in D t that contains Q). Also recall the notation Qk(x, t) for the (unique) dyadic cube
in D t of generation k which contains x ∈ X . Of course, Qk(x, t) always depends on t and x but
we may omit one or both of these dependences in the notation whenever they are clear from the
context. We define the dyadic version of T (f dσ) associated to the family D tσω by
TD
t
σω(f dσ)(x) :=
∑
Q∈Dt
χQ(x)ϕ(Q
(1))
ˆ
Q(1)\Q
f(y) dσ(y) +
∑
z∈Xσω
χ{z}(x)K(z, z)f(z)σ({z})
=
∑
k∈Z
ϕ(Qk(x, t))
ˆ
Qk(x,t)\Qk+1(x,t)
f(y) dσ(y) + χXσω (x)K(x, x)f(x)σ({x}), f ≥ 0.
This more tractable dyadic model operator was introduced and investigated by Verbitsky and
Wheeden [30]. Sawyer and Wheeden [28], later Sawyer, Wheeden and Zhao [29] and very recently
Lacey, Sawyer and Uriarte–Tuero [20] studied a closely related pointwise larger dyadic operator TG
formed by integrating over all of Qk(x, t) instead of just Qk(x, t) \Qk+1(x, t). The larger function
TG(f dσ) is similarly related to T (f dσ), but the pointwise estimate TG(f dσ)(x) ≤ CT (f dσ)(x);
cf. Lemma 3.18 below, is only known to hold under an extra hypothesis imposed on the kernel K,
namely [28, formula (1.24)]: For some ǫ > 0,
ϕ(B) ≤ C
(
r(B′)
r(B)
)ǫ
ϕ(B′) for all balls B′ ⊆ 2A0B.
The dyadic operator TD
t
σω has a symmetric kernel while this is not necessarily the case for T :
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3.15. Lemma. The operator TD
t
σω can be presented as
TD
t
σω(f dσ)(x) =
ˆ
X
k(x, y)f(y) dσ(y).
Kernel k is the positive measurable function
k(x, y) =
{
ϕ(Q(x, y)) when x 6= y;
χXσω (x)K(x, x) when x = y,
where Q(x, y), x 6= y, is the smallest dyadic cube in D t that contains both x and y.
Proof. Let x ∈ X , and write
TD
t
σω(f dσ)(x) =
∑
k∈Z
ϕ(Qk)
ˆ
X\{x}
f(y)χQk\Qk+1(y) dσ(y) + χXσω (x)K(x, x)f(x)σ({x})
=
ˆ
X\{x}
(∑
k∈Z
ϕ(Qk)χQk\Qk+1(y)
)
f(y) dσ(y) + χXσω (x)K(x, x)f(x)σ({x}).
Momentarily, fix y ∈ X \ {x}. Recall from Lemma 2.11 that there exists k0 ∈ Z such that
y ∈ Qk0(x) and that there do not exist arbitrarily large such indices (hence, arbitrarily small
cubes). Let l ≥ k0 be the largest index such that y ∈ Ql(x). Then χQk(x)\Qk+1(x)(y) = 0 for every
k > l. By nestedness, χQk(x)\Qk+1(x)(y) = 0 for every k < l. It follows that∑
k∈Z
ϕ(Qk(x))χQk(x)\Qk+1(x)(y) = ϕ(Q
l(x)),
where Ql(x) =: Q(x, y) is the smallest dyadic cube containing both x and y. As a consequence,
TD
t
σω(f dσ)(x) =
ˆ
X\{x}
ϕ(Q(x, y))f(y) dσ(y) + χσω(x)K(x, x)f(x)σ({x})
=
ˆ
X
k(x, y)f(y) dσ(y)
with the kernel k(x, y) = ϕ(Q(x, y)), x 6= y, and k(x, x) = χσω(x)K(x, x), as claimed. 
3.16. Duality. By the symmetry of the dyadic kernel k, indicated by Lemma 3.15, we have the
following duality identity for any measurable g, h ≥ 0:
〈TD
t
σω(g dσ), h〉ω :=
ˆ
X
TD
t
σω(g dσ)(x)h(x) dω(x) =
ˆ
X
(ˆ
X
k(x, y)g(y) dσ(y)
)
h(x) dω(x)
=
ˆ
X
g(y)
(ˆ
X
k(y, x)h(x) dω(x)
)
dσ(y) by Fubini’s
=
ˆ
X
g(y)TD
t
σω(h dω)(y) dσ(y) = 〈g, TD
t
σω(h dω)〉σ .
This shows that the dyadic operator TD
t
σω is self-adjoint.
In proofs we will need minor technical variants of TD
t
σω introduced by Verbitsky and Wheeden
[30]: For a fixed positive integer m, we define
T
D
t
σω
m (f dσ)(x) :=
∑
k∈Z
ϕ(Qk(x))
ˆ
Qk(x)\Qk+m(x)
f dσ + χXσω (x)K(x, x)f(x)σ({x}), f ≥ 0.
Note that with m = 1, we have T
D
t
σω
1 = T
D
t
σω .
We will record the following equivalence between the dyadic model operator and its modifica-
tions. The estimates are technical conclusions which will be needed when proving Lemma 3.19 be-
low. We mention that the following lemma is proved in [30, Lemma 2.1] assuming that σ({x}) = 0
for all x ∈ X and that all annuli B(x,R) \B(x, r) are non-empty for 0 < r < R and x ∈ X .
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3.17. Lemma. For every x ∈ X and positive integer m,
TD
t
σω(f dσ)(x) ≤ T
D
t
σω
m (f dσ)(x) ≤ CmT
D
t
σω(f dσ)(x).
The constant C > 0 is geometric (independent of x,m and f).
Proof. Fix a positive integer m and x ∈ X , and consider the cubes Qk := Qk(x, t) ∈ D t, k ∈ Z.
First note that the term χXσω (x)K(x, x)f(x)σ({x}) appears in the definition of both the operators
TD
t
σω and T
D
t
σω
m so that it suffices to only consider the “standard cube parts” of the two operators,
and we may assume that σ({x}) = 0. By the nestedness property Qi ⊆ Qk for i ≥ k, we have the
inclusion Qk \Qk+1 ⊆ Qk \Qk+m. Thusˆ
Qk\Qk+1
f dσ ≤
ˆ
Qk\Qk+m
f dσ
for each k and f ≥ 0, so that
TD
t
σω(f dσ)(x) =
∑
k∈Z
ϕ(Qk)
ˆ
Qk\Qk+1
f dσ ≤
∑
k∈Z
ϕ(Qk)
ˆ
Qk\Qk+m
f dσ
= T
D
t
σω
m (f dσ)(x).
For the reverse inequality, we write for each k,
Qk \Qk+m =
k+m−1⋃
i=k
(
Qi \Qi+1
)
(disjoint union),
and accordingly
ϕ(Qk)
ˆ
Qk\Qk+m
f dσ = ϕ(Qk)
k+m−1∑
i=k
ˆ
Qi\Qi+1
f dσ.
We use the kernel estimates of Lemma 3.6 as follows: if for some i in the sum above, {x, y ∈
B(Qi) : ρ(x, y) ≥ crB(Qi)} = ∅ and hence ϕ(Q
i) = 0, then Qi \Qi+1 = ∅ by Lemma 3.6(iii), and
the related term vanishes. Thus, by Lemma 3.6(ii), we have an estimate
ϕ(Qk)
ˆ
Qi\Qi+1
f dσ ≤ Cϕ(Qi)
ˆ
Qi\Qi+1
f dσ
for each i = k, . . . , k +m− 1. This leads to
ϕ(Qk)
ˆ
Qk\Qk+m
f dσ ≤ C
k+m−1∑
i=k
ϕ(Qi)
ˆ
Qi\Qi+1
f dσ.
We sum over k and change the order of summation to conclude with
T
D
t
σω
m (f dσ)(x) =
∑
k∈Z
ϕ(Qk)
ˆ
Qk\Qk+m
f dσ ≤ C
∑
k∈Z
(
k+m−1∑
i=k
ϕ(Qi)
ˆ
Qi\Qi+1
f dσ
)
≤ Cm
(∑
k∈Z
ϕ(Qk)
ˆ
Qk\Qk+1
f dσ
)
= CmTD
t
σω(f dσ)(x).

The following two lemmata provide the key step in our proof for the main theorem 1.12:
3.18. Lemma. For every x ∈ X and t = 1, . . . , L we have the pointwise estimates
TD
t
σω(f dσ)(x) ≤ C
{
T (f dσ)(x)
T ∗(f dσ)(x).
The constant C > 0 is geometric (independent of x and f).
14 ANNA KAIREMA
3.19. Lemma. For ω-a.e. x ∈ X we have the pointwise estimate
T (f dσ)(x) ≤ C
L∑
t=1
TD
t
σω(f dσ)(x).
The constant C > 0 is geometric (independent of x and f).
3.20. Remark. We make the elementary observation that
T (f dσ)(x) =
ˆ
X\{x}
K(x, y)f(y) dσ(y) +K(x, x)f(x)σ({x})
so that T has two parts of which the latter one is “dyadic” in the sense that the non-negative
term K(x, x)f(x)σ({x}) also appears in the definition of the dyadic operators defined in 3.14.
Note that if the term K(x, x)f(x)σ({x}) contributes to TD
t
σω(f dσ)(x), then σ({x}) > 0 so that
it also contributes to T (f dσ)(x). On the other hand, the set where the term K(x, x)f(x)σ({x})
contributes to T (f dσ)(x) but does not contribute to TD
t
σω(f dσ)(x) consists of points x ∈ X
with σ({x}) > 0 and ω({x}) = 0, and this is an ω-null set (recall that the set Xσ is at most
countable). Thus, in order to prove Lemmata 3.18, 3.19 we may assume that σ({x}) = 0. Note
that Lemmata 3.18 and 3.19 complete the proof of Proposition 3.2.
To prove Lemma 3.18, we may (by recalling the kernel estimates of Lemma 3.6) refer to the
proof given in [30, Lemma 2.2]. Lemma 3.19, however, is a new result.
Proof of Lemma 3.19. Fix x ∈ X . We write (recall that we may assume σ({x}) = 0)
T (f dσ)(x) =
∞∑
ℓ=−∞
ˆ
{y∈X : δℓ+1≤ρ(x,y)<δℓ}
K(x, y)f(y) dσ(y).
Momentarily, fix ℓ ∈ Z and consider y ∈ X with δℓ+1 ≤ ρ(x, y) < δℓ. Recall from (2.8) that there
exists a dyadic system D t, t = t(x, ℓ), and a dyadic cube Qℓ−1 ∈ D t such that B(x, δℓ) ⊆ Qℓ−1
(hence, Qℓ−1 is the unique cube in D t of generation ℓ−1 which contains x). In particular, y ∈ Qℓ−1
for each relevant y. Also recall, from (2.5), that for the radius of the containing ball of Qℓ−1 we
have rB(Qℓ−1) = C1δ
ℓ−1 = 4A20δ
ℓ−1. Also note that for the parameter c in the definition of ϕ in
(3.5) we have c =: δ2/(5A20) < δ
2/C1. Thus, crB(Qℓ−1) < δ
ℓ+1, and we obtain
ϕ(Qℓ−1) = sup{K(y, y′) : y, y′ ∈ B(Qℓ−1), ρ(y, y′) ≥ crB(Qℓ−1)}
≥ sup{K(y, y′) : y, y′ ∈ B(Qℓ−1), ρ(y, y′) ≥ δℓ+1}
≥ K(x, y) for y with δℓ+1 ≤ ρ(x, y) < δℓ.
The condition ρ(x, y) ≥ δℓ+1 implies that y /∈ Qℓ+2(x, t) (for any t) by Lemma 2.11, and henceˆ
{y∈X : δℓ+1≤ρ(x,y)<δℓ}
K(x, y)f(y) dσ(y) ≤ ϕ(Qℓ−1(x, t))
ˆ
{y∈X : δℓ+1≤ρ(x,y)<δℓ}
f(y) dσ(y)
≤ ϕ(Qℓ−1(x, t))
ˆ
Qℓ−1(x,t)\Qℓ+2(x,t)
f(y) dσ(y),
where t depends on x and ℓ. It follows that
T (f dσ)(x) =
∞∑
ℓ=−∞
ˆ
{y∈X : δℓ+1≤ρ(x,y)<δℓ}
K(x, y)f(y) dσ(y)
≤
L∑
t=1
(∑
k
ϕ(Qk(x, t))
ˆ
Qk(x,t)\Qk+3(x,t)
f dσ
)
=
L∑
t=1
T
D
t
σω
3 (f dσ)(x) ≤ 3C
L∑
t=1
TD
t
σω(f dσ)(x)
by Lemma 3.17 with m = 3. 
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Proposition 3.2 allows us to reduce the study of potential type operator T to the simpler dyadic
models TD
t
σω . In particular, the proof of our main result, Theorem 1.12, is now completed by the
following Proposition:
3.21. Proposition. Let 1 < p ≤ q < ∞, and let σ and ω be positive Borel-measures on (X, ρ)
with the property that σ(B) < ∞ and ω(B) < ∞ for all balls B. Let TD
t
σω be a dyadic operator
defined in 3.14. Then
(3.22) ‖TD
t
σω‖Lpσ→Lqω ≈ [σ, ω]Sp,q + [ω, σ]Sq′,p′ ,
and the constants of equivalence depend only on the geometric structure of X, and p and q. Here
[σ, ω]Sp,q := sup
Q∈Dt
σ(Q)−1/p
∥∥∥χQTDtσω(χQ dσ)∥∥∥
Lqω
and
[ω, σ]Sq′,p′ := sup
Q∈Dt
ω(Q)−1/q
′
∥∥∥χQTDtσω(χQ dω)∥∥∥
Lp
′
σ
are the testing conditions. If σ(Q) = 0 (or ω(Q) = 0) for some Q in a testing condition, then
∞ · 0 is interpreted as 0.
The proof will be given in Section 6.
4. Maximum principle for dyadic operators
In this section, we will prove the so-called maximum principle estimate, which presents an
important localization for the dyadic operator TD
t
σω(f dσ). This may be seen as a distinguishing
feature of the operator which is the reason why we at this moment study it on its own right.
Maximum principle will be utilized in the proof of both the strong type result, Proposition 3.21,
in Section 6 as well as the corresponding weak type result in Section 5.
4.1. Maximum principles. Before stating and proving the maximum principles, we need some
preparations. In this section, we will assume that the standard dyadic cubes Qkα ∈ D
t
σω are
restricted to k ≥ k0 with some fixed k0 ∈ Z; we refer to the maximal cubes Qk0 as the top-level
cubes. The elementary covering lemma 2.15 is available for such a collection D tσω .
Let TD
t
σω be the dyadic operator associated to such a dyadic system, and let f ∈ Lp(X, σ). We
consider the following auxiliary objects:
Ωρ := {x ∈ X : T
D
t
σω(f dσ)(x) > ρ}, ρ > 0,
Qρ := maximal dyadic cubes Q ∈ D
t
σω such that ω(Q \ Ωρ) = 0.
(4.2)
First note that
Ωρ ⊆
⋃
Q∈Qρ
Q and ω(Ωρ) = ω

 ⋃
Q∈Qρ
Q

 = ∑
Q∈Qρ
ω(Q),
and the union is disjoint. Indeed, suppose that x ∈ Ωρ and first assume that x ∈ Xσω. Then
{x} ⊆ Ωρ. If x /∈ Xσω , consider the sequence {Qk(x)} of nested cubes in D t which contain x. We
have
ρ < TD
t
σω(f dσ)(x) =
∑
k
ϕ(Qk(x))
ˆ
Qk(x)\Qk+1(x)
f dσ.
Thus, there exists i0 ∈ Z such that
ρ <
∑
k<i0
ϕ(Qk(x))
ˆ
Qk(x)\Qk+1(x)
f dσ ≤ TD
t
σω(f dσ)(y) for y ∈ Qi0(x).
Consequently, Qi0(x) ⊆ Ωρ and Ωρ is a union of generalized cubes in D tσω . Then consider the
(larger) collection of cubes with the property that ω(Q\Ωρ) = 0. Since every Q ⊆ Ωρ is contained
in a maximal such cube, the stated ω-a.e. identity of sets follows. In particular, integration over
the set Ωρ can be replaced by the sum of integrations over the cubes Q ∈ Qρ, and vice versa,
when the integration is with respect to the measure ω. We mention that Ωρ =
⋃
Q∈Q˜ρ
Q where
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Q˜ρ is the collection of maximal cubes in D
t
σω which are contained in Ωρ – an observation which
was useful in the previous works on the topic. However, since we allow atoms and do not have the
non-empty annuli property, the chosen collection Qρ is better suited for our purposes, a fact that
transpires in the proof of the first maximum principle below.
We have the following technical variant of the maximum principle studied by Sawyer et al. [29,
formula (3.24)] (cf. [30, formula (3.4)]):
4.3. Lemma (The first maximum principle). Suppose C ≥ 2CK , where CK ≥ 1 is a geometric
constant as in the kernel estimates of Lemma 3.6. For Q ∈ Qρ/C ,
(4.4) sup
Q
TD
t
σω(χQcf dσ) ≤ ρ/2.
Proof. Fix ρ > 0 and a geometric constant CK ≥ 1 as in Lemma 3.6. Suppose that C ≥ 2CK ,
and let Q ∈ Qρ/C . First assume that Q = {x} /∈ D
t, x ∈ Xσω, is a point cube. Suppose, for a
contradiction, that
TD
t
σω(χ{x}cf dσ)(x) =
∑
k
ϕ(Qk(x))
ˆ
Qk(x)\Qk+1(x)
f dσ > ρ/2.
Then there exists i0 such that∑
k<i0
ϕ(Qk(x))
ˆ
Qk(x)\Qk+1(x)
f dσ > ρ/2 ≥ ρ/C
showing that Qi0(x) ⊆ Qρ/C and contradicting the maximality of {x}.
Then assume that Q ∈ Qρ/C is a standard cube, and let x ∈ Q. Given R ∈ D
t, recall from
3.14 the notation R(1) for the dyadic parent of R, and denote by Rˆ(x) the (unique) dyadic child
of R (i.e. a next smaller dyadic cube in D t which is contained in R) which contains x. First
note that if Q(1) does not exist (and thus Q is one of the top-level cubes in D t), then clearly
TD
t
σω(χQcf dσ)(x) = 0, and (4.4) follows. Then observe that
TD
t
σω(χQcf dσ)(x) = ϕ(Q
(1))
ˆ
Q(1)\Q
f dσ +
∑
R∈Dt
Q(1)(R
ϕ(R)
ˆ
R\Rˆ(x)
f dσ.(4.5)
Suppose z ∈ Q(1). We claim that
ϕ(Q(1))
ˆ
Q(1)\Q
f dσ ≤ ϕ(Q(1))
ˆ
Q(1)
f dσ = ϕ(Q(1))
∑
R⊆Q(1)
z∈R
ˆ
R\Rˆ(z)
f dσ + ϕ(Q(1))f(z)σ({z})
≤ CK

 ∑
R⊆Q(1)
z∈R
ϕ(R)
ˆ
R\Rˆ(z)
f dσ +K(z, z)f(z)σ({z})

 .(4.6)
Indeed, if for some R ⊆ Q(1) in the sum above, {x, y ∈ B(R) : ρ(x, y) ≥ crB(R)} = ∅ and hence
ϕ(R) = 0, then R \ Rˆ(z) = ∅ by Lemma 3.6(iii), and the related term vanishes. Thus, in the
non-zero terms in the summation we have {x, y ∈ B(R) : ρ(x, y) ≥ crB(R)} 6= ∅, and we may
estimate them by Lemma 3.6(i),(ii).
Note that Rˆ(x) = Rˆ(z) for R ) Q(1) and x ∈ Q, z ∈ Q(1). Hence, by combining (4.5) and (4.6),
we conclude with
TD
t
σω(χQcf dσ)(x) ≤ CK

 ∑
Q∈Dt
z∈Q
ϕ(Q)
ˆ
Q\Qˆ(z)
f dσ +K(z, z)f(z)σ({z})

 = CKTDtσω(f dσ)(z)
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where the equality holds for all z ∈ Xcσ ∪Xω. Note that set of points z ∈ Q
(1) where the equality
does not hold is Q(1) ∩ (Xσ ∩ Xcω) = {z ∈ Q
(1) : σ({z}) > 0 and ω({z}) = 0} which has an ω-
measure zero (since Xσ is at most countable). Thus, we have the above estimate valid for ω-a.e.
z ∈ Q(1), and it follows that
TD
t
σω(χQcf dσ)(x) ≤ CK(ω-) ess inf
Q(1)
TD
t
σω(f dσ) ≤ CKρ/C ≤ ρ/2
since the intersection Q(1) ∩ Ωcρ/C has a positive ω-measure by the maximality of Q ∈ Qρ/C , and
by C ≥ 2CK . 
The following lemma presents an important localization for TD
t
σω(f dσ):
4.7. Lemma (The second maximum principle). Let Cm ≥ 2CK be a geometric constant as in the
first maximum principle 4.3. For Q ∈ Qρ/Cm ,
(4.8) TD
t
σω(χQf dσ)(x) > ρ/2 ∀x ∈ Q ∩ Ωρ.
Proof. This follows immediately from the first maximum principle 4.3. Indeed, for x ∈ Q ∩ Ωρ,
TD
t
σω(χQf dσ)(x) = T
D
t
σω(f dσ)(x) − TD
t
σω(χQcf dσ)(x) > ρ− ρ/2 = ρ/2.

5. Weak type norm inequality for T
Let T be a potential type operator and 1 < p ≤ q < ∞. The two-weight weak type norm
inequality
(5.1) ‖Tf‖Lq,∞ω := sup
ρ>0
ρω({x ∈ X : T (f dσ)(x) > ρ})1/q ≤ C‖f‖Lpσ ,
has been studied in a metric space in [30, 31]. In the Euclidean space with the usual structure,
this was treated earlier in [26] (see also the many references given there).
In a Sawyer–Wheeden type space (X, ρ, µ;σ, ω) described in 1.10 with the additional assumption
that X has a group structure (in the sense of [28]), Verbitsky and Wheeden [30, Theorem 1.3]
showed that there is a characterization of (5.1) by a dual (Q,Q,Q) testing condition which involves
testing over all translations of dyadic cubes. We will show that this characterization extends to
quasi-metric measure spaces considered in this paper, and that it suffices to test over the cubes
Q ∈
⋃L
t=1 D
t:
5.2. Theorem. Let 1 < p ≤ q <∞, and let σ and ω be positive Borel-measures in (X, ρ) with the
property that σ(B) <∞ and ω(B) <∞ for all balls B. Let T be a potential type operator. Then
‖T ‖Lpσ→Lq,∞ω ≈ [ω, σ]
∗
Sq′,p′
.
Here
[ω, σ]∗Sq′,p′ := sup
Q
ω(Q)−1/q
′
‖χQT
∗(χQ dω)‖Lp′σ
is the dual testing condition where the supremum is over all dyadic cubes Q ∈
⋃L
t=1 D
t, and ∞ · 0
is interpreted as 0.
Proposition 3.2 again allows us to reduce to an analogous characterization for the dyadic oper-
ators. Thus, the proof of Theorem 5.2 is completed by the following lemma.
5.3. Lemma. Let TD
t
σω be a dyadic operator defined in 3.14. The weak type inequality
(5.4) ‖TD
t
σω(f dσ)‖Lq,∞ω ≤ C1‖f‖Lpσ
holds for all f , if and only if the dual testing condition
(5.5)
(ˆ
Q
TD
t
σω(χQ dω)
p′ dσ
)1/p′
≤ C2ω(Q)
1/q′
holds for all dyadic cubes Q ∈ D t. Moreover, C1 ≈ C2.
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This dyadic result was already shown in [30, Theorem 3.1] but in a Sawyer–Wheeden type
space. The proof for Lemma 5.3 is very similar, and the key step is the maximum principle (4.8).
However, the proof requires an approximation argument which in our situation entails some extra
work. Thus, it will be necessary to recall most of the argument in [30].
Proof. To prove that (5.4) implies (5.5) with constants C1 and C2 which are equivalent, we may
follow the proof given in [30, Theorem 3.1].
Then assume (5.5). Write Xσ = {xk}k≥0, the enumeration of σ-atoms (recall that the set Xσ is
at most countable by the assumption σ(B) <∞ for all balls B). For a positive integer n, consider
the measure
σn := σ −
∞∑
k=n+1
σ({xk})δxk ,
which has n atoms. Then 0 ≤ σn(E) ≤ σ(E) for all measurable E ⊆ X , and (5.5) implies the same
testing condition with σ replaced by σn on the left-hand side. Assume that D
t is finite consisting
of a finite number of cubes at a fixed top-level together with all the dyadic subcubes of these up
to a fixed generation (i.e. the cubes Qkα ∈ D
t are restricted to k0 ≤ k ≤ k1, and z
k0
α ∈ B(x0, R)
with some x0 ∈ X and a large R > 0, and all centres zk0α of the top-level cubes). Hence, D
t
σnω is
finite. The maximum principles remain valid for such a collection.
We will show the desired estimate for the truncated operator TD
t
σnω associated to the family
D tσnω of finitely many cubes just described. This suffices as long as we provide estimates which
are independent of this finite number.
Consider the level sets Ωρ and the associated collection of cubes Qρ defined in (4.2), but with
D tσω replaced by the finite D
t
σnω. Let ρ > 0 and fix a large geometric Cm ≥ 2 as in the second
maximum principle, Lemma 4.7. For Q ∈ Qρ/Cm ,
ρ/2ω(Q ∩Ωρ) ≤
ˆ
Q
TD
t
σnω(χQf dσn) dω.
Since
Ωρ = Ωρ ∩ Ωρ/Cm ⊆
⋃
Q∈Qρ/Cm
(Q ∩ Ωρ),
and the cubes in Qρ/Cm are disjoint, we have that
ρ/2ω(Ωρ) ≤
∑
Q∈Qρ/Cm
ρ/2ω(Q ∩Ωρ) ≤
∑
Q∈Qρ/Cm
ˆ
Q
TD
t
σnω (χQf dσn) dω
=
∑
Q∈Qρ/Cm
ˆ
Q
TD
t
σnω (χQ dω)f dσn ≤
∑
Q∈Qρ/Cm
(ˆ
Q
TD
t
σnω (χQ dω)
p′ dσn
)1/p′ (ˆ
Q
fp dσn
)1/p
≤ C2
∑
Q∈Qρ/Cm
ω(Q)1/q
′
(ˆ
Q
fp dσn
)1/p
≤ C2

 ∑
Q∈Qρ/Cm
ω(Q)p
′/q′


1/p′ 
 ∑
Q∈Qρ/Cm
ˆ
Q
fp dσn


1/p
≤ C2

 ∑
Q∈Qρ/Cm
ω(Q)


1/q′ 
 ∑
Q∈Qρ/Cm
ˆ
Q
fp dσn


1/p
≤ C2ω(Ωρ/Cm)
1/q′‖f‖Lpσ
where we used duality, (5.5), p′ ≥ q′ and again the fact that the Q ∈ Qρ/Cm are disjoint and
ω
(⋃
Q∈Qρ/Cm
Q
)
= ω(Ωρ/Cm), and σn ≤ σ. Hence,
ρqω(Ωρ) = ρ
q−1 · ρω(Ωρ) ≤ 2C2C
q−1
m
((
ρ
Cm
)q
ω(Ωρ/Cm)
)1/q′
‖f‖Lpσ ,
which yields, for any N > 0,
(5.6) sup
0<ρ<N
ρqω(Ωρ) ≤ 2C2C
q−1
m
(
sup
0<ρ<N
ρqω(Ωρ)
)1/q′
‖f‖Lpσ .
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Note that, since Ωρ is contained in a disjoint union of cubes in D
t
σnω and D
t
σnω is assumed finite,
ω(Ωρ) ≤
∑
Q∈Dtσnω
ω(Q) ≤M <∞ for all ρ > 0.
Hence,
sup
0<ρ<N
ρqω(Ωρ) ≤ N
qM <∞ for any 0 < N <∞.
Thus, from (5.6) we obtain
(
sup
0<ρ<N
ρqω(Ωρ)
)1/q
≤ 2C2C
q−1
m ‖f‖Lpσ .
By letting N →∞, this implies
sup
ρ>0
ρω(Ωρ)
1/q ≤ 2C2C
q−1
m ‖f‖Lpσ
which is (5.4) with σ replaced by σn on the left-hand side, and for finite D
t. Since the upper
boundary does not depend on n (the number of σ-atoms) or the number of cubes in D t, the
assertion follows by letting n→∞ and increasing the number of cubes in D t. Moreover, we may
choose C1 = 2C2C
q−1
m . 
5.7. Remark. To rephrase Theorem 5.2, we in particular have that the dual (Q,Q,Q) testing
condition
‖χQT
∗(χQ dω)‖Lp′σ
≤ Cω(Q)1/q
′
∀Q ∈
L⋃
t=1
D
t
implies the weak type norm inequality
‖T (f dσ)‖Lq,∞ω ≤ C‖f‖Lpσ .
It follows, by symmetry, that the (Q,Q,Q) testing condition
‖χQT (χQ dσ)‖Lqω ≤ Cσ(Q)
1/p ∀Q ∈
L⋃
t=1
D
t
implies the weak type norm inequality
‖T ∗(f dω)‖
Lp
′,∞
σ
≤ C‖f‖
Lq
′
ω
for the adjoint T ∗ of T , and using a simple argument by Verbitsky and Wheeden [30, p. 3385] we
see that from this we may deduce
(5.8) ‖T (χB dσ)‖Lqω ≤ pCσ(B)
1/p for all balls B.
This observation improves Lemma 2.17 by giving an upper bound for the norm of T (χB dσ) ∈ Lqω.
Also, (5.8) constitutes the (X,B,B) testing condition. The same argument gives the dual (X,B,B)
testing condition
‖T ∗(χB dω)‖Lp′σ
≤ q′Cω(B)1/q
′
for all balls B
from the dual (Q,Q,Q) testing condition. We mention that there is a characterization of the
strong type estimate (1.3) with S = T by these (less local) (X,B,B) testing conditions which is
due to Sawyer, Wheeden and Zhao [29, Theorem 1.1] and which may provide a shorter proof for
our Theorem 1.12. However, this previous characterization is again in a Sawyer–Wheeden type
space described in 1.10, and can not directly be applied to our setting.
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6. Strong type norm inequality for dyadic operators
Recall that in Section 3, we reduced our main result, Theorem 1.12, to Proposition 3.21 which
is a characterization of norm inequalities by testing conditions for a dyadic operator TD
t
σω .
Sawyer, Wheeden and Zhao [29] already showed this sort of dyadic result, but in a Sawyer–
Wheeden type space described in 1.10, and with our function TD
t
σω(f dσ),
TD
t
σω(f dσ)(x) =
∑
k
ϕ(Qk(x))
ˆ
Qk(x)\Qk+1(x)
f(y) dσ(y) + χXσω (x)K(x, x)f(x)σ({x}),
replaced by the function TG(f dσ),
TG(f dσ)(x) =
∑
k
ϕ(Qk(x))
ˆ
Qk(x)
f(y) dσ(y).
Also, their theorem is under the additional technical assumption that TG(χB dσ) ∈ Lq(X,ω) for
all balls B ⊆ X .
The several steps in the proof of Proposition 3.21 follow closely the ones given in [29, Theorem
3.2] for the operator TG in the mentioned Sawyer–Wheeden setting; in the first steps of the proof,
only some technical modifications are needed due to the modified definition of the dyadic operator
and the prospective presence of atoms and the lack of the non-empty annuli property. For example,
the set corresponding to our set Uk(Q) (defined below) in the original proof, denoted by U
k
j , is
given by Ukj = Q∩(Ωk+1\Ωk+2) for Q ∈ Qk, so that it is a special case of our set with n = 2. Main
differences in comparison to the original proof appear in the final steps of the proof, Lemma 6.13
and Lemmata 6.19– 6.22 below, which consist of the main technical aspects of the proof; in this
respect, our approach seems a little more articulated than the original one. We will repeat the
details of the proof for the reader’s convenience even though most of the argument is exactly the
same as in [29].
6.1. Proof of Proposition 3.21. The estimates
‖TD
t
σω(· dσ)‖Lpσ→Lqω ≥ [σ, ω]Sp,q and ‖T
D
t
σω(· dω)‖
Lq
′
ω→L
p′
σ
≥ [ω, σ]Sq′,p′
are clear, and since
‖TD
t
σω(· dω)‖
Lq
′
ω→L
p′
σ
= ‖TD
t
σω(· dσ)‖Lpσ→Lqω
by duality, the estimate & in the assertion follows. Hence, only the estimate . requires a proof.
So, assume that the testing quantities [σ, ω]Sp,q and [ω, σ]Sq′,p′ are finite. We may, without loss
of generality, assume that f ≥ 0 is bounded with bounded support. We may further assume
that D t consists of dyadic cubes Qkα restricted to k ≥ k0 (i.e. that the size of the cubes in D
t
σω
is bounded from above); we refer to the maximal cubes Qk0 as the top-level cubes. The proof of
Proposition 3.21 will provide an estimate which is independent of k0 ∈ Z, and the assertion follows
for general D tσω by the Monotone Convergence Theorem.
The first step of the proof is Lemma 6.6 below, which requires the following qualitative obser-
vation.
6.2. Lemma. TD
t
σω(χB dσ) ∈ L
q
ω for all balls B. Consequently, T
D
t
σω(f dσ) ∈ Lqω and thereby,
TD
t
σω(f dσ) <∞ ω-a.e. for all bounded f with bounded support.
In the original proof by Sawyer et al. [29], Lemma 6.2 is replaced by assuming that TG(χB dσ) ∈
Lqω for all balls B. We mention that Lemma 6.2, in fact, follows from the weak type result, which
we discussed in Section 5, cf. Remark 5.7. To preserve self-containedness, we shall, however,
provide a direct proof which is independent of the weak type result.
Proof. Fix a ball B. Consider the cubes Qk0+1 which are the dyadic children (i.e. the next smaller
cubes) of the top-level cubes. Note that, by the geometric doubling property, there are only finitely
many such cubes that intersect B, and denote these by Qi. We have
χB ≤
N∑
i=1
χQi ,
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so that
TD
t
σω(χB dσ) ≤
N∑
i=1
TD
t
σω(χQi dσ).
It thereby suffices to show that ‖TD
t
σω(χQi dσ)‖Lqω < ∞ for all i. To this end, fix such Qi =: R0
and abbreviate R1 := R
(1)
0 , the dyadic parent of R0 (i.e. R1 is the top-level cube that contains
R0). Since
‖TD
t
σω(χR0 dσ)‖
q
Lqω
= ‖χR1T
D
t
σω(χR0 dσ)‖
q
Lqω
+ ‖χRc1T
D
t
σω(χR0 dσ)‖
q
Lqω
,
and the first term on the right is finite by the testing condition [σ, ω]Sp,q <∞, it suffices to show
that the second term is finite. We will show that, in fact, ‖χRc1T
D
t
σω(χR0 dσ)‖
q
Lqω
= 0. To this end,
write
TD
t
σω(χR0 dσ)(x) =
∑
Q
χQ(x)ϕ(Q
(1))
ˆ
Q(1)\Q
χR0 dσ + χXσω (x)K(x, x)σ({x})χR0 (x),(6.3)
where we agree that Q(1) = ∅ if Q is a top-level cube. Suppose x ∈ Rc1. The second term in (6.3)
vanishes for such x since R0 ⊆ R1. Note that for any cube Q, either Q ⊆ R1 or Q∩R1 = ∅ (recall
that R1 is a top-level cube). For the cubes Q ⊆ R1, the terms in the sum (6.3) vanish. Thus, the
relevant cubes satisfy
(6.4) Q ∩R1 = ∅.
Moreover, in the non-vanishing terms we must have that (Q(1) \Q) ∩ R0 6= ∅. Basically, we have
two choices: either Q(1) ⊆ R0 or Q(1) ) R0. First, if Q(1) ⊆ R0, then Q ⊆ Q(1) ⊆ R0 ⊆ R1, so
that such Q does not satisfy (6.4). Second, for Q(1) ) R0 we must have that Q
(1) is the parent
of R0 since R0 is only one level below the top-level. Thus Q
(1) = R1, but this implies Q ⊆ R1
so that, again, (6.4) is not satisfied. Hence, the sum in (6.3) vanishes, and TD
t
σω(χR0 dσ) = 0 on
Rc1. 
The proof uses the objects in (4.2) with ρ = 2k, k ∈ Z; let us abbreviate
Ωk := {x ∈ X : T
D
t
σω(f dσ)(x) > 2k}, k ∈ Z,
Qk := maximal dyadic cubes Q ∈ D
t
σω such that ω(Q \ Ωk) = 0.
Fix a geometric constant CK ≥ 1 as in the kernel estimates of Lemma 3.6, and an integer n ≥ 2
with the property that 2n−1 ≥ 2CK . Then define
Uk(Q) := Q ∩ (Ωk+n−1 \ Ωk+n), Q ∈ Qk.
Note that the sets Uk(Q) are pairwise disjoint in both k and Q, and that
Ωk+n−1 \ Ωk+n =
⋃
Q∈Qk
Uk(Q).
Also choose C := 2n−1(≥ 2CK). Then, by the second maximum principle, Lemma 4.7, with
ρ := C2k = 2k+n−1, we in particular have that
(6.5) TD
t
σω(χQf dσ)(x) > 2
k ∀x ∈ Uk(Q) ⊆ Q ∩ Ωk+n−1.
In what follows, we will repeatedly use the positivity of TD
t
σω , which gives us the pointwise estimate
TD
t
σω(f dσ) ≤ TD
t
σω(g dσ) for 0 ≤ f ≤ g.
6.6. Lemma (First reduction). For a small β > 0 depending only on a geometric constant and q,
‖TD
t
σω(f dσ)‖q
Lqω
.
∑
k
2qk
∑
Q∈Qk
ω(Uk(Q))>βω(Q)
ω(Uk(Q)).
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Proof. With any β ∈ (0, 1) we have (recall that TD
t
σω(f dσ) <∞ ω-a.e.)
‖TD
t
σω(f dσ)‖q
Lqω
=
∑
k
ˆ
Ωk+n−1\Ωk+n
TD
t
σω(f dσ)q dω ≤
∑
k
2(k+n)qω(Ωk+n−1 \ Ωk+n)
= 2nq
∑
k
2qk
∑
Q∈Qk
ω(Uk(Q))
≤ 2nq
∑
k
2qk
∑
Q∈Qk
ω(Uk(Q))≤βω(Q)
ω(Uk(Q)) + 2
nq
∑
k
2qk
∑
Q∈Qk
ω(Uk(Q))>βω(Q)
ω(Uk(Q))
=: Σ1 +Σ2.
Observe that ∑
Q∈Qk
ω(Q) = ω(Ωk) =
∑
j≥k
ω
(
Ωj \ Ωj+1
)
.
We estimate
Σ1 ≤ 2
nqβ
∑
k
2qk
∑
Q∈Qk
ω(Q) = 2nqβ
∑
k

2qk∑
j≥k
ω
(
Ωj \ Ωj+1
)
= 2nqβ
∑
j

ω(Ωj \ Ωj+1)∑
k≤j
2qk


=
2nqβ
1− 2−q
∑
j
2qjω(Ωj \ Ωj+1) ≤
2nqβ
1− 2−q
‖TD
t
σω(f dσ)‖q
Lqω
.
Here ‖TD
t
σω(f dσ)‖Lqω is finite by Lemma 6.2 and thus, subtractable. Then choose β ∈ (0, 1) so
small that 2nqβ/(1− 2−q) < 1/2 to complete the proof. 
6.7. Lemma (Second reduction).
‖TD
t
σω(f dσ)‖q
Lqω
.
∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(ˆ
Q
fTD
t
σω(χUk(Q) dω)dσ
)q
=:
∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(θk(Q) + γk(Q))
q
,
where
θk(Q) :=
ˆ
Q\Ωk+n
fTD
t
σω(χUk(Q) dω) dσ and γk(Q) :=
ˆ
Q∩Ωk+n
fTD
t
σω(χUk(Q) dω) dσ.
Proof. Suppose Q ∈ Qk and ω(Uk(Q)) > βω(Q) > 0. By the maximum principle (6.5) and
duality,
2k ≤
1
ω(Uk(Q))
ˆ
Uk(Q)
TD
t
σω(χQf dσ)dω =
1
ω(Uk(Q))
ˆ
Q
TD
t
σω(χUk(Q) dω)fdσ
.
1
ω(Q)
ˆ
Q
TD
t
σω(χUk(Q) dω)fdσ.
Then use the first reduction; once the summation condition is used as above, it can be dropped,
and the result only increases. 
6.8. Lemma (Bound for θk(Q)).∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(θk(Q))
q
. [ω, σ]qSq′,p′ ‖f‖
q
Lpσ
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Proof. We estimate by Hölder’s inequality,
θk(Q) ≤
(ˆ
Q\Ωk+n
(
TD
t
σω(χUk(Q) dω)
)p′
dσ
)1/p′ (ˆ
Q\Ωk+n
fp dσ
)1/p
≤ ‖χQT
D
t
σω(χQ dω)‖Lp′σ
(ˆ
Q\Ωk+n
fp dσ
)1/p
since Uk(Q) ⊆ Q
≤ ω(Q)1/q
′
[ω, σ]Sq′,p′
(ˆ
Q\Ωk+n
fp dσ
)1/p
.
Hence (using q − q/q′ = 1 and ω(Uk(Q)) ≤ ω(Q)),
ω(Uk(Q))
ω(Q)q
(θk(Q))
q ≤ [ω, σ]qSq′,p′
(ˆ
Q\Ωk+n
fp dσ
)q/p
.
Finally, using p ≤ q, we obtain
∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(θk(Q))
q ≤ [ω, σ]qSq′ ,p′
∑
k
∑
Q∈Qk
(ˆ
Q\Ωk+n
fp dσ
)q/p
≤ [ω, σ]qSq′ ,p′

∑
k
∑
Q∈Qk
ˆ
Q\Ωk+n
fp dσ


q/p
= [ω, σ]qSq′,p′
(∑
k
ˆ
Ωk\Ωk+n
fp dσ
)q/p
≤ [ω, σ]qSq′ ,p′
(
n‖f‖p
Lpσ
)q/p
= nq/p[ω, σ]qSq′,p′ ‖f‖
q
Lpσ
since ∑
k
χΩk\Ωk+n(x) ≤ n for all x ∈ X.

6.9. The main technicalities of the proof. The analysis of γk(Q) (the integration over Q ∩
Ωk+n) consists of the main technical aspects of the proof. We begin with the following lemma.
6.10. Lemma. The function TD
t
σω(χUk(Q) dω), Q ∈ Qk, is constant on each R ∈ Qk+n.
Proof. We observe that χUk(Q) = 0 on each R ∈ Qk+n since Uk(Q) ∩R = ∅ for all R ∈ Qk+n due
to the fact that Ωk+n was removed when defining Uk(Q). Also observe that Sˆ(y) = Sˆ(x) if S ) R
and x, y ∈ R (recall the notation Sˆ(x) for the next smaller dyadic cube in D t which is contained
in S and contains x). Hence, for x, y ∈ R, R ∈ Qk+n, we have
TD
t
σω(χUk(Q) dω)(x) =
∑
S∈Dt
R(S
ϕ(S)
ˆ
S\Sˆ(x)
χUk(Q)dω
=
∑
S∈Dt
R(S
ϕ(S)
ˆ
S\Sˆ(y)
χUk(Q)dω = T
D
t
σω(χUk(Q) dω)(y).
The claimed constancy follows. 
6.11. Lemma (Analysis of γk(Q)). For Q ∈ Qk,
(6.12) γk(Q) :=
ˆ
Q∩Ωk+n
fTD
t
σω(χUk(Q) dω) dσ =
∑
R∈Qk+n
R⊆Q
(
〈f〉σR
ˆ
R
TD
t
σω(χQ dω) dσ
)
.
For the integral average of f , we have introduced the short hand notation
〈f〉σR :=
1
σ(R)
ˆ
R
f dσ.
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Proof. We note that there is the identity of sets
Q ∩ Ωk+n =
⋃
{R ∈ Qk+n : R ⊆ Q}.
Indeed, each R ∈ Qk+n is contained in Ωk+n ⊆ Ωk ⊆
⋃
{Q : Q ∈ Qk} (disjoint), and those which
intersect Q must be contained in it.
Since TD
t
σω(χUk(Q) dω), Q ∈ Qk, is constant, say with value ck(Q,R), on every R ∈ Qk+n, we
obtain
γk(Q) =
∑
R∈Qk+n
R⊆Q
ˆ
R
fTD
t
σω(χUk(Q) dω) dσ =
∑
R∈Qk+n
R⊆Q
ck(Q,R)
ˆ
R
f dσ
=
∑
R∈Qk+n
R⊆Q
1
σ(R)
ˆ
R
f dσ
ˆ
R
TD
t
σω(χUk(Q) dω) dσ ≤
∑
R∈Qk+n
R⊆Q
〈f〉σR
ˆ
R
TD
t
σω(χQ dω) dσ.

6.13. Lemma (Further analysis of γk(Q)). For Q ∈ Qk and any P ⊇ Q,
γk(Q) ≤ 4〈f〉
σ
P
ˆ
Uk(Q)
TD
t
σω(χP dσ) dω +
∑
R∈Qk+n,R⊆Q
〈f〉σ
R
>4〈f〉σ
P
〈f〉σR
ˆ
R
TD
t
σω(χQ dω) dσ
=: αk(Q,P ) + βk(Q,P ).
Proof. We split the summation in (6.12) over {R ∈ Qk+n : R ⊆ Q} into two according to whether
〈f〉σR ≤ 4〈f〉
σ
P or not. In the first subseries, we use the fact that the cubes R ∈ Qk+n are disjoint
and contained in Q ⊆ P , so that∑
R
ˆ
R
TD
t
σω(χUk(Q) dω) dσ ≤
ˆ
P
TD
t
σω(χUk(Q) dω) dσ ≤
ˆ
Uk(Q)
TD
t
σω(χP dσ) dω
where we used duality in the final step. 
6.14. Principal cubes. We shall estimate the sum over the terms αk(Q,P ) and βk(Q,P ) sepa-
rately, and for every Q, we choose a particular P = Π(Q) ⊇ Q which is defined by introducing
the so-called principal cubes (cf. [22, p. 804]). These, in turn, are defined by a stopping time
argument as follows:
6.15. Definition. Let P0 consist of all the maximal (hence disjoint) dyadic cubes (recall that the
size of the cubes in D t is assumed to be bounded from above), and inductively, if Pj has been
defined, let
Pj+1 :=
⋃
P∈Pj
{R ( P : R is maximal subcube with the property that 〈f〉σR > 2〈f〉
σ
P } .
Further define P :=
⋃∞
k=0 Pk, the family of principal cubes, and for each Q ∈ D
t, denote
Π(Q) := the minimal P ∈ P which contains Q .
6.16. Remark. By definition, the principal cubes have the following properties:
(i) If P1, P2 ∈ P and P1 ( P2, then 〈f〉
σ
P1 > 2〈f〉
σ
P2 ;
(ii) 〈f〉σQ ≤ 2〈f〉
σ
Π(Q).
The collection P has the useful property that the sum
∑
P∈P(〈f〉
σ
P )
pχP is controlled pointwise
by a certain dyadic maximal function of f . In fact, this property is enjoyed by any collection of
dyadic cubes wherein there is no repetition (in the sense described in Lemma 6.17 below), which
has the property (i) of Remark 6.16:
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6.17. Lemma. Suppose R ⊆ D t is a collection of dyadic cubes with the properties that for Ri =
Rkiαi ∈ R, i = 1, 2, the equality R1 = R2 implies (k1, α1) = (k2, α2), and R1 ( R2 implies
〈f〉σR1 > 2〈f〉
σ
R2
. Then for all x ∈ X and 1 < p <∞,∑
R∈R
(
〈f〉σR
)p
χR(x) ≤ 2
(
Mσf(x)
)p
.
The notationMσ stands for the (weighted) dyadic Hardy–Littlewood maximal operator given by
Mσf(x) := sup
Q∈Dt
χQ(x)
σ(Q)
ˆ
Q
|f |dσ = sup
Q∈Dt
χQ(x)〈f〉
σ
Q for f ∈ L
1
loc(X, σ) and x ∈ X.
Note that Lemma 6.17, in particular, applies to the collection P of principal cubes.
Proof of Lemma 6.17. Fix x ∈ X , and recall that the size of cubes in D t is assumed bounded.
Denote by R0 = R0(x) the largest (top-level) cube in R that contains x, and further, by Rk =
Rk(x), k ≥ 0, the (decreasing) sequence of cubes in R that contain x with Rk+1 ( Rk. Then,
for non-negative integers N ≥ 0 and k < N , 〈f〉σRN > 2〈f〉
σ
RN−1
> . . . > 2N−k〈f〉σRk so that
〈f〉σRk < 2
k−N 〈f〉σRN . Thus, for a truncated sum we have
N∑
k=0
(
〈f〉σRk
)p
≤
(
〈f〉σRN
)p( N∑
k=0
2(k−N)p
)
≤
(
〈f〉σRN
)p ∞∑
k=0
2−kp ≤ 2
(
Mσf(x)
)p
by the definition of Mσf(x). The assertion follows by letting N →∞. 
We recall the following well-known result which we refer to as the universal maximal function
estimate and which will be of use later in the proof: For any measure w and 1 < p <∞,
(6.18) ‖Mwf‖Lpw ≤ p
′‖f‖Lpw .
6.19. Lemma (Bound for αk(Q,P )).∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(
αk(Q,Π(Q))
)q
. [σ, ω]qSp,q‖f‖
q
Lpσ
.
Proof. We re-organize the sum as ∑
k
∑
Q∈Qk
=
∑
P∈P
∑
k
∑
Q∈Qk
Π(Q)=P
.
For a moment, fix P ∈ P. First note that by Hölder’s inequality and since q/q′ = q − 1,(ˆ
Uk(Q)
TD
t
σω(χΠ(Q) dσ) dω
)q
≤ ω(Uk(Q))
q−1
ˆ
Uk(Q)
(
TD
t
σω(χΠ(Q) dσ)
)q
dω.
Thus,∑
k
∑
Q∈Qk
Π(Q)=P
ω(Uk(Q))
ω(Q)q
(
αk(Q,Π(Q))
)q
≤ (4〈f〉σP )
q
∑
k
∑
Q∈Qk
Π(Q)=P
ω(Uk(Q))
q
ω(Q)q
ˆ
Uk(Q)
(
TD
t
σω(χP dσ)
)q
dω
≤ (4〈f〉σP )
q
ˆ
P
(
TD
t
σω(χP dσ)
)q
dω
≤ (4〈f〉σP )
qσ(P )q/p[σ, ω]qSp,q
since the sets Uk(Q) ⊆ Q ⊆ Π(Q) = P are pairwise disjoint in both k and Q. Hence,∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(
αk(Q,Π(Q))
)q
. [σ, ω]qSp,q
∑
P∈P
(
(〈f〉σP )
pσ(P )
)q/p
.
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Here, since q ≥ p,
∑
P∈P
(
(〈f〉σP )
pσ(P )
)q/p
≤
(∑
P∈P
(〈f〉σP )
pσ(P )
)q/p
=
(ˆ
X
∑
P∈P
χP (〈f〉
σ
P )
p dσ
)q/p
.
(ˆ
X
(
Mσf(x)
)p
dσ
)q/p
. ‖f‖q
Lpσ
where we used Lemma 6.17 in the second-to-last estimate, and the universal maximal function
estimate (6.18) in the last estimate. 
6.20. Lemma (Bound for βk(Q,P ), I). For Q ∈ Qk and any P ⊇ Q,
βk(Q,P ) ≤ ω(Q)
1/q′ [ω, σ]Sq′,p′

 ∑
R∈Qk+n,R⊆Q
〈f〉σ
R
>4〈f〉σ
P
(
〈f〉σR
)p
σ(R)


1/p
.
Proof. We apply Hölder’s inequality, first with respect to integration, then with respect to sum-
mation:
∑
R
〈f〉σR
ˆ
R
TD
t
σω(χQ dω) dσ ≤
∑
R
〈f〉σR σ(R)
1/p
(ˆ
R
(
TD
t
σω(χQ dω)
)p′
dσ
)1/p′
≤
(∑
R
(
〈f〉σR
)p
σ(R)
)1/p(∑
R
ˆ
R
(
TD
t
σω(χQ dω)
)p′
dσ
)1/p′
.
Here the summation condition is the same as in the assertion, and we may estimate the second
factor by(∑
R
ˆ
R
(
TD
t
σω(χQ dω)
)p′
dσ
)1/p′
≤
(ˆ
Q
(
TD
t
σω(χQ dω)
)p′
dσ
)1/p′
≤ ω(Q)1/q
′
[ω, σ]Sq′,p′
since the relevant R are disjoint and contained in Q. 
Note that from now on, the operator no longer appears in the estimates, and the remaining
analysis only amounts to estimating the integral averages 〈f〉σR.
The following lemma illustrates the advantage of the chosen summation condition.
6.21. Lemma. Let k1 ≡ k2 (mod n), and suppose that
Qi ∈ Qki , Ri ∈ Qki+n, Ri ⊆ Qi and 〈f〉
σ
Ri > 4〈f〉
σ
Π(Qi)
, i = 1, 2.
Then, R1 = R2 implies (k1, Q1) = (k2, Q2), and R1 ( R2 implies 〈f〉σR1 > 2〈f〉
σ
R2
.
Proof. First suppose that R1 = R2. Assume, for a contradiction, that k1 6= k2. Without loss of
generality, assume k1 > k2, and thus k1 ≥ k2 + n. This implies Ωk1 ⊆ Ωk2+n. Since Q1 ∈ Qk1 is
contained in some (unique) R ∈ Qk2+n, and Q1 contains R1 = R2 ∈ Qk2+n, we have Q1 = R1.
Hence, 〈f〉σR1 ≤ 2〈f〉
σ
Π(Q1)
by property (ii) of Remark 6.16, a contradiction. Thus, we must have
k1 = k2, and thereby also Q1 = Q2 since both contain R1, and different elements of Qk1 are
disjoint.
Then suppose that R1 ( R2. Then k1 > k2, and thus k1 ≥ k2 + n. Since Q1 ∈ Qk1 is again
contained in some R ∈ Qk2+n, and Q1 and R2 ∈ Qk2+n intersect on R1, we have Q1 ⊆ R2, and
thereby Π(Q1) ⊆ Π(R2). It follows that
〈f〉σR1 > 4〈f〉
σ
Π(Q1)
≥ 4〈f〉σΠ(R2) ≥ 2〈f〉
σ
R2
where we used the assumption and Remark 6.16. 
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6.22. Lemma (Bound for βk(Q,P ), II).
∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(
βk(Q,Π(Q))
)q
. [ω, σ]qSq′,p′ ‖f‖
q
Lpσ
.
Proof. By Lemma 6.20 with P = Π(Q),
∑
k
∑
Q∈Qk
ω(Uk(Q))
ω(Q)q
(
βk(Q)
)q
. [ω, σ]qSq′,p′
∑
k
∑
Q∈Qk

 ∑
R∈Qk+n,R⊆Q
〈f〉σ
R
>4〈f〉σ
Π(Q)
(
〈f〉σR
)p
σ(R)


q/p
≤ [ω, σ]qSq′,p′

∑
k
∑
Q∈Qk
∑
R∈Qk+n,R⊆Q
〈f〉σ
R
>4〈f〉σ
Π(Q)
(
〈f〉σR
)p
σ(R)


q/p
since q− q/q′ = 1 and Uk(Q) ⊆ Q, and q ≥ p. We split the sum into n according to the condition
k ≡ ℓ (mod n), ℓ = 1, 2, . . . , n, and consider one of these subsums. Denote by R the collection
of all R that appear in such subsum. By Lemma 6.21, any given R appears at most once (i.e. is
associated to at most one pair (k,Q)), and for two different R1 ( R2 we have 〈f〉σR1 > 2〈f〉
σ
R2
.
Thus, Lemma 6.17 is available, and the proof is completed by
∑
k
∑
Q∈Qk
∑
R∈Qk+n,R⊆Q
〈f〉σ
R
>4〈f〉σ
Π(Q)
(
〈f〉σR
)p
σ(R) =
∑
R∈R
(
〈f〉σR
)p
σ(R) =
ˆ
X
∑
R∈R
χR
(
〈f〉σR
)p
dσ
.
ˆ
X
(
Mσf
)p
dσ . ‖f‖p
Lpσ
where we used the universal maximal function estimate (6.18) in the last estimate. 
7. A characterization of norm estimates for the maximal operator
In this section we derive a characterization of the two-weight norm inequality
(7.1)
(ˆ
X
(Mµ,γf)
q dω
)1/q
≤ C
(ˆ
X
fp dσ
)1/p
, f ∈ Lpσ,
for the fractional maximal operator Mµ,γ defined by
(7.2) Mµ,γf(x) := sup
B
χB(x)
µ(B)1−γ
ˆ
B
|f | dµ, x ∈ X, 0 ≤ γ < 1.
Our characterization is in a space of homogeneous type (X, ρ, µ), and the integration inside the
operator is with respect to an underlying doubling measure µ which satisfies the doubling condition
(1.2). The positive Borel-measures σ and ω appearing in the norm estimate (7.1) are not assumed
to satisfy the doubling condition. Note that with γ = 0, (7.2) gives the classical Hardy–Littlewood
maximal function.
The characterization of norm estimates (7.1) in Euclidean spaces were first obtained by Sawyer
[25] where it was shown that (7.1) is characterized by a (Q,Q,Q) testing condition where Q
denotes an arbitrary cube in Rn. A new and simpler proof of Sawyer’s result was given by D.
Cruz-Uribe [4] (see also the references given there). Later, A. Gogatishvili and V. Kokilashvili
[11], working in a more general setting of “homogeneous type general spaces” (see the reference for
precise definition) and with measures σ and ω which are both absolutely continuous with respect
to µ, showed that (7.1) is characterized by a (B,B,B) testing condition with balls.
We will provide a characterization of (7.1) by a testing condition with dyadic cubes:
28 ANNA KAIREMA
7.3. Theorem. Suppose 0 ≤ γ < 1 and 1 < p ≤ q ≤ ∞, p < ∞. Let (X, ρ, µ) be a space of
homogeneous type, and let σ and ω be positive σ-finite Borel-measures on X. Let Mµ,γ be the
fractional maximal operator defined by (7.2). Then the strong type norm inequality
(7.4) ‖Mµ,γf‖Lqω ≤ N‖f‖Lpσ
holds for all f ∈ Lpσ, if and only if µ≪ σ and the testing condition
(7.5)
∥∥∥∥∥χQMµ,γ
(
χQ
[
dµ
dσ
]1/(p−1))∥∥∥∥∥
Lqω
≤ N1
∥∥∥∥∥χQ
[
dµ
dσ
]1/(p−1)∥∥∥∥∥
Lpσ
<∞,
holds for all dyadic cubes Q ∈
⋃L
t=1 D
t. Moreover, N ≤ cN1, where c is a constant depending only
on X,µ, γ, p and q.
We begin by proving the necessity of the conditions µ ≪ σ and (7.5) for (7.4). To prove the
sufficiency, we will reduce to a dyadic analogue.
The proof that (7.4) implies both µ≪ σ and (7.5). We may follow the proof of the dyadic ana-
logue given in [25, Theorem A] that (2.1) of [25] implies µ ≪ ν and (2.2). We repeat the details
for the readers convenience.
To show µ ≪ σ, suppose for a contradiction that E ⊆ X is a bounded Borel set with µ(E) >
0 = σ(E). Set f = χE in (7.4). By Lemma 2.12, there exists Q ∈ D t with µ(Q ∩ E) > 0 and
ω(Q) > 0. By considering the containing ball B(Q), we see thatMµ,γf > 0 on B(Q), and it follows
that the left hand side of (7.4) is positive while the right hand side is zero. This contradiction
shows that µ≪ σ.
Let u ∈ L1loc(X, σ) be the Radon–Nikodym derivative of µ with respect to σ, i.e. dµ = u dσ.
Suppose, for a contradiction, that for some dyadic cube Q ∈
⋃L
t=1 D
t there holds
+∞ =
∥∥∥χQu1/(p−1)∥∥∥
Lpσ
= ‖χQu‖
p′/p
Lp
′
σ
.
By duality, it follows that there exists f ∈ Lpσ such thatˆ
X
f(χQu) dσ =
ˆ
Q
f dµ =∞.
This implies that Mµ,γf = +∞ on Q and consequently, Mµ,γf ≡ +∞. It follows that the left
hand side of (7.4) is infinite while the right hand side is finite. This contradiction shows thatˆ
Q
up/(p−1) dσ =
ˆ
Q
up
′
dσ < +∞
for all dyadic cubes Q ∈
⋃L
t=1 D
t. Finally, by letting f = χQu
1/(p−1) ∈ Lpσ in (7.4), we in particular
obtain (7.5). 
7.6. The dyadic maximal operator. In order to proof the sufficiency of the testing condition
in Theorem 7.3, we will reduce to a dyadic analogue. Let D t denote any fixed family of dyadic
cubes Qkα (recall the definition and properties from Section 2). Suppose µ is a positive locally
finite Borel-measure on X . For 0 ≤ γ < 1, we define the dyadic maximal operator MD
t
µ,γ by
(7.7) MD
t
µ,γf(x) := sup
Q∈Dt
µ(Q)>0
χQ(x)
µ(Q)1−γ
ˆ
Q
|f | dµ, x ∈ X.
We will usually assume that µ satisfies the doubling condition (1.2) but this assumption will then
be indicated. Note that if µ is doubling and non-trivial then 0 < µ(Q) <∞ for all cubes Q.
The following pointwise inequalities concerning the operator Mµ,γ and its dyadic counterparts
were shown in [13, Proposition 7.9] with γ = 0. The proof for the case 0 ≤ γ < 1 is virtually
identical.
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7.8. Lemma. Suppose µ has the doubling property (1.2) and f ∈ L1loc(X,µ). For every x ∈ X we
have the pointwise estimates
(7.9) MD
t
µ,γf(x) ≤ CMµ,γf(x) and Mµ,γf(x) ≤ C
L∑
t=1
MD
t
µ,γf(x).
The constant C ≥ 1 depends only on X,µ and γ, and the first inequality holds for every t =
1, . . . , L.
Lemma 7.8 shows that in order to prove the remaining part of Theorem 7.3, we may reduce to
the dyadic analogue. We will perform yet another reduction.
7.10. Dual weight trick. It is a standard part of the weighted theory to reformulate (7.4) by
imposing same measure v on both sides of (7.4), as opposed to the two measures µ and σ. Thus,
before turning to the dyadic analogue of Theorem 7.3, it is convenient to recast (7.4) into a more
“natural” form, which permits the replacement of the three measures µ, σ and ω by measures
v := vdµ (with v to be chosen) and ω, and which leads to an appearance of the testing conditions
similar to the ones appearing in the other results of this paper. This reformulation also leads
more naturally to the correct testing functions. To this end, we make a “dual weight trick” due to
Sawyer.
Assume that µ ≪ σ and that the testing inequality (7.5) holds for all dyadic cubes. Let
0 ≤ u ∈ L1loc(X, σ) be the Radon–Nikodym derivative of µ with respect to σ, i.e. dµ = u dσ. We
substitute f = gv in (7.4):
‖Mµ,γ(gv)‖Lq(X,ω) ≤ C‖gv‖Lp(X,σ) = C‖g‖Lp(X,vpσ).
Now choose v such that vp = vu, i.e. v = χ{u>0}u
1/(p−1) ≥ 0. Note that the second inequality in
(7.5) ensures, in particular, that v ∈ L1loc(X,µ). Indeed, if E is a bounded set in X , there exists
a dyadic cube Q ∈
⋃L
t=1 D
t such that E ⊆ Q. By the testing condition,
∞ >
ˆ
Q
up/(p−1) dσ =
ˆ
Q
u1/(p−1)dµ =
ˆ
Q
vdµ ≥
ˆ
E
vdµ.
The weight v is then identified with the positive locally finite measure (denoted by the same
symbol) v(E) :=
´
E vdµ =
´
E v
pdσ. Hence, an equivalent problem (the equation f = gv defines a
bijection Lpσ → L
p
v, g 7→ f) for the sufficiency part of Theorem 7.3 is to show that (7.5) implies
(7.11) ‖Mγ(f dv)‖Lqω ≤ N‖f‖Lpv for all f ∈ L
p
v,
where v = u1/(p−1), dv = vdµ, and Mγ is an operator defined by
Mγ(f dv)(x) := sup
B
χB(x)
µ(B)1−γ
ˆ
B
|f | dv, x ∈ X.
Its dyadic counterpart is given by
(7.12) MD
t
γ (f dv)(x) := sup
Q∈Dt
χQ(x)
µ(Q)1−γ
ˆ
Q
|f | dv, x ∈ X.
We have dropped the subscript µ on the notation emphasizing the fact that the integration inside
the operator is now with respect to another measure. The advantage of the stated reformulations
is that the same measure appears inside the operator Mγ and in the norm on the right side of
(7.11). The testing condition (7.5) of Theorem 7.3 may similarly be reformulated as
(7.13)
(ˆ
Q
Mγ(χQ dv)
q dω
)1/q
≤ N1v(Q)
1/p,
having the appearance similar to the testing conditions in Theorem 1.12.
By the implemented dual weight trick, proving the remaining part of Theorem 7.3 is reduced
to proving that (7.13) implies (7.11) for v depending on µ. In the following we will consider this
estimate for general σ which needs not be related to µ. The proof of Theorem 7.3 is now completed
by the following Proposition.
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7.14. Proposition. Suppose t = 1, . . . , L and let 0 ≤ γ < 1 and 1 < p ≤ q ≤ ∞, p <∞. Let µ, σ
and ω be positive σ-finite Borel-measures on a quasi-metric space (X, ρ), and let MD
t
γ (· dσ) be the
dyadic operator defined in (7.12). Then
‖MD
t
γ ‖Lpσ→Lqω ≈ [σ, ω]Sp,q := sup
Q∈Dt
σ(Q)−1/p‖χQM
D
t
γ (χQ dσ)‖Lqω .
The constant of equivalence only depends on p and q.
In case X = Rn, this sort of dyadic result was proved by Sawyer [25, Theorem A] where, for
example, the Marcinkiewicz interpolation theorem between weak (1, q/p) and strong (∞,∞) is
applied for a suitable operator. We will present a slightly different argument even though the
original (Euclidean) proof could be adapted just as well. Some of our argument, however, follows
the same line as Sawyer’s original proof in which case this will be indicated.
7.15. Remark. In Proposition 7.14, we do not need to assume that µ (the underlying measure that
appears inside the operator MD
t
γ ) has the doubling property (1.2); it suffices to assume that µ is
locally finite. Then, when defining MD
t
γ (f dσ)(x), the supremum in (7.12) is over all dyadic cubes
Q with µ(Q) > 0. However, the passage from Proposition 7.14 to Theorem 7.3 via Lemma 7.8
depends on the doubling property of µ.
Proof of Proposition 7.14. Since the estimate & is clear, only the estimate . requires a proof.
Moreover, we may assume that D t consists of dyadic cubes Qkα restricted to k ≥ k0 (i.e. the size
of cubes is bounded from above); the proof will provide an estimate independent of k0, and the
Monotone Convergence Theorem will then complete the proof.
Suppose f ∈ Lpσ and assume, without loss of generality, that f is bounded with bounded
support. First we make the elementary observation that for such f (and for D t with cubes that
have size bounded from above), we have MD
t
γ (f dσ) ∈ L
q
ω. To check this, suppose f = χB for a
ball B. By similar considerations performed in the proof of Lemma 6.2, we see that it suffices to
show that
‖χRc1M
D
t
γ (χR0 dσ)‖
q
Lqω
<∞
for all top-level cubes R1 ∈ D t and all dyadic children R0 of R1 that intersect B. To this end, fix
such R0 which intersects B and note that
χRc1M
D
t
γ (χR0 dσ) ≤ χRc1 sup
Q∈Dt
χQ
µ(Q)1−γ
σ(R1 ∩Q) = sup
Q∈Dt
Q⊆R1
χQχRc1
σ(Q)
µ(Q)1−γ
= 0
since R1 is one of the top-level cubes (thus, no larger cube contains R1), and thus χQχRc1(x) = 0
for all Q ⊆ R1 and x ∈ X .
For every k ∈ Z, consider
Ωk := {x ∈ X : M
D
t
γ (f dσ)(x) > 2
k} =
⋃
Q∈Qk
Q
where Qk is the collection of dyadic cubes in D
t maximal, hence disjoint, relative to the collection
of cubes with the properties that
µ(Q) > 0 and
1
µ(Q)1−γ
ˆ
Q
|f | dσ > 2k.
Note that, by the choice of the cubes Q ∈ Qk, we have σ(Q) > 0 and
µ(Q)1−γ < 2−k
ˆ
Q
|f | dσ(7.16)
≤ 2−kσ(Q)1/p
′
(ˆ
Q
|f |p dσ
)1/p
,(7.17)
and that
MD
t
γ (χQ dσ) ≥ µ(Q)
γ−1σ(Q) on Q.(7.18)
TWO-WEIGHT NORM INEQUALITIES 31
Case 1: 1 < p < q = ∞. This case is treated following the proof given in [25]. Let Q ∈ Qk
and suppose ω(Q) > 0. By (7.18) and the testing condition with q =∞, we have
µ(Q)γ−1σ(Q) ≤MD
t
γ (χQ dσ)(x) ≤ ‖χQM
D
t
γ (χQ dσ)‖L∞ω ≤ [σ, ω]Sp,qσ(Q)
1/p for ω-a.e. x ∈ Q.
Since σ(Q) is positive and finite, we obtain that µ(Q)γ−1σ(Q)1/p
′
≤ [σ, ω]Sp,q . By this and (7.17)
we conclude with
2k ≤ [σ, ω]Sp,q‖f‖Lpσ ,
which shows that the set of integers k for which ω(Ωk) > 0 is upper bounded. This completes the
proof for the case 1 < p < q =∞.
Case 2: 1 < p ≤ q <∞. For Q ∈ Qk define Uk(Q) := Q\Ωk+1. Note that the sets Uk(Q) ⊆ Q
are pairwise disjoint in both Q and k, and that
Ωk \ Ωk+1 =
⋃
Q∈Qk
Q \ Ωk+1 =
⋃
Q∈Qk
Uk(Q).
We then estimate (recall that MD
t
γ (f dσ) ∈ L
q
ω, and consequently M
D
t
γ (f dσ) <∞ a.e.)
ˆ
X
(MD
t
γ (f dσ))
q dω =
∑
k
ˆ
{2k<MDtγ (f dσ)≤2
k+1}
(MD
t
γ (f dσ))
q dω
≤
∑
k
2(k+1)qω(Ωk \ Ωk+1) = 2
q
∑
k
∑
Q∈Qk
2kqω(Uk(Q))
≤ 2q
∑
k
∑
Q∈Qk
ω(Uk(Q))
(
µ(Q)γ−1
ˆ
Q
|f | dσ
)q
by (7.16).
Since σ(Q) > 0 for Q ∈ Qk, we may divide by it and obtain
ˆ
X
(MD
t
γ (f dσ))
q dω ≤ 2q
∑
k
∑
Q∈Qk
ω(Uk(Q))
(
µ(Q)γ−1σ(Q)
)q ( 1
σ(Q)
ˆ
Q
|f | dσ
)q
≤ 2q
∑
k
∑
Q∈Qk
ˆ
Uk(Q)
(MD
t
γ (χQ dσ))
q dω
(
〈f〉σQ
)q
by (7.18).(7.19)
Recall the so-called principal cubes from 6.14 with the properties listed in Remark 6.16, and also
recall the notation Π(Q) ∈ P for the smallest principal cube containing Q ∈ Qk. We re-organize
the summation in (7.19) as ∑
k
∑
Q∈Qk
=
∑
P∈P
∑
k
∑
Q∈Qk
Π(Q)=P
.
Note that by property (ii) of Remark 6.16, and since Uk(Q) ⊆ Q ⊆ P are disjoint in both Q
and k,
∑
k
∑
Q∈Qk
Π(Q)=P
ˆ
Uk(Q)
(MD
t
γ (χQ dσ))
q dω
(
〈f〉σQ
)q
≤ (2〈f〉σP )
q
∑
k
∑
Q∈Qk
Π(Q)=P
ˆ
Uk(Q)
(MD
t
γ (χP dσ))
q dω
≤ 2q (〈f〉σP )
q
ˆ
P
(MD
t
γ (χP dσ))
q dω
≤ 2q (〈f〉σP )
q σ(P )q/p[σ, ω]qSp,q .
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Hence, from (7.19) we deduceˆ
X
(MD
t
γ (f dσ))
q dω . [σ, ω]qSp,q
∑
P∈P
(〈f〉σP )
q
σ(P )q/p = [σ, ω]qSp,q
∑
P∈P
(
σ(P ) (〈f〉σP )
p
)q/p
≤ [σ, ω]qSp,q
(∑
P∈P
σ(P ) (〈f〉σP )
p
)q/p
since q ≥ p
= [σ, ω]qSp,q
[ˆ
X
∑
P∈P
χP (x) (〈f〉
σ
P )
p
dσ(x)
]q/p
≤ [σ, ω]qSp,q
[ˆ
X
(MD
t
σ f)
pdσ
]q/p
. [σ, ω]qSp,q‖f‖
q
Lpσ
where we used Lemma 6.17 in second-to-last estimate, and the universal maximal function estimate
(6.18) in the last estimate. 
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