Here we introduce a generalization of the exponential sampling series of optical physics and establish pointwise and uniform convergence theorem, also in a quantitative form. Moreover we compare the error of approximation for Mellin band-limited functions using both classical and generalized exponential sampling series. c 2017 Mathematical Institute Slovak Academy of Sciences
importance in the applications, especially in prediction theory. Moreover, the use of a general kernel function enables one to approximate any function not necessarily (Fourier) band-limited.
In this paper, we introduce a generalized version of the exponential sampling series acting on functions not necessarily Mellin band-limited, and we obtain pointwise and uniform convergence results, also in a quantitative form using suitable moduli of continuity. Also, we state an asymptotic formula of Voronovskaja type for locally regular functions f . From a theoretical point of view, the approach used here is fully independent of Fourier analysis and uses only tools of Mellin analysis. We apply the theory to some particular cases, for which we compare the errors of approximation obtained for both the exponential sampling formula (truncation error) and its generalization (truncation and aliasing errors) applied to a Mellin band-limited function. Tables which show in details the behaviour of the two methods are given, for two particular examples.
Basic notions and preliminary results
Let C(R + ) be the space of all continuous and bounded functions defined on R + . We say that a function f ∈ C(R + ) is "log-uniformly continuous" on R + , if for any ε > 0 there exists δ > 0 such that |f (u) − f (v)| < ε whenever | log u − log v| ≤ δ, for any u, v ∈ R + . We denote by C(R + ) the subspace of C(R + ) containing the log-uniformly continuous functions. Note that a log-uniformly continuous function is not necessarily uniformly continuous (in the usual sense), and conversely. Obviously the two notions are equivalent on compact intervals in R + .
We will say that a function f is of class C (n) locally at the point v ∈ R + if f is (n − 1)-times differentiable in a neighbourhood of v and the derivative f (n) (v) exists.
For 1 ≤ p < +∞, let L p = L p (R + ) be the space of all the Lebesgue measurable and p-integrable complex-valued functions defined on R + endowed with the usual norm f p . Analogous notations we give for functions defined on R.
For c ∈ R, let us consider the space In an equivalent form, X c is the space of all functions f such that (·) c f (·) ∈ L 1 µ (R + ), where L 1 µ = L 1 µ (R + ) denotes the Lebesgue space with respect to the (invariant) measure
for any measurable set A ⊂ R + . The Mellin transform of a function f ∈ X c is defined by (see e.g. [22] , [14] )
Basic properties of the Mellin transform are the following
where by L p ({c} × iR), for p ≥ 1, we mean the space of all functions g :
The Mellin convolution product of two functions f, g : R + → C, denoted by f * g, is defined by
in case the integral exists. For the properties of the Mellin convolution product see [14] . The pointwise Mellin differential operator Θ c , or the pointwise Mellin derivative Θ c f of a function f : R + → C and c ∈ R, is defined by (see [14] )
x ∈ R + provided f exists a.e. on R + . The Mellin differential operator of order r ∈ N is defined iteratively by
). For convenience set Θ r := Θ r 0 for c = 0 and Θ 0 c := I, I denoting the identity. For instance, the first three Mellin derivatives are given by:
. In general, we have (see [14] )
where S c (r, k), 0 ≤ k ≤ r, denote the generalized Stirling numbers of second kind, defined recursively by
In particular for c = 0
S(r, k) := S 0 (r, k) being the (classical) Stirling numbers of the second kind. Also, in case c = 0 we have the following Taylor formula with Mellin derivatives (see [22] , [11] ). For any f ∈ C(R + ) of class C (n) locally at the point v, we have
where h : R + → R is a bounded function such that h(t) → 0 for t → 1.
The generalized exponential sampling series
Let B 1 c,T denote the class of functions f ∈ X c , f ∈ C(R + ), c ∈ R, which are Mellin band-limited in the interval [−T, T ], T ∈ R + , thus for which [f ] ∧ M (c + it) = 0 for all |t| > T . A mathematical version of the exponential sampling theorem, introduced by the electrical engineers/physicists M. Bertero, E. R. Pike [13] and F. Gori [21] (see also [23] ) and proved in [16] , reads as follows
c,πT for some c ∈ R, and T > 0, then the series
is uniformly convergent in R + , and one has the representation
with the continuous extension lin c (1) := 1. Here, the "sinc" function, as usual, is defined by sinc(u) := sin(πu) πu , u = 0, sinc(0) = 1.
The above basic theorem represents a Mellin version of the classical Shannon sampling formula, which involves Fourier band-limited functions. As proved recently in [6] , the classes of Mellin band-limited functions and Fourier band-limited functions are disjoint, in the sense that a nontrivial function cannot be at the same time Mellin and Fourier band-limited. Moreover, using the Paley-Wiener theorem in Mellin setting (see [6] ), a Mellin version of the classical Bernstein spaces must be defined throught the Riemann surfaces of the logarithm. This points out the importance to develop a theory of the exponential sampling fully independent of the Fourier analysis. This was done in recent papers (see [3] , [4] ).
Definition of the series
The function lin c ∈ X c for any c. This fact makes the theory difficult. Thus, we now introduce a new formula, which reconstructs a signal f, not necessarily Mellin band-limited, in an approximate sense, using a general kernel function ϕ ∈ C(R + ) belonging to X c for some c ∈ R.
Let ϕ : R + → R be a continuous function such that the following assumptions are satisfied We denote by Φ the class of all the functions satisfying (i) and (ii). For any ϕ ∈ Φ we define the sampling operator
for any function f : R + → R for which the series is absolutely convergent over the positive real semiaxis, for all w > 0.
In the next section we will prove some approximation properties for the above sampling operator.
Pointwise and uniform convergence
Our first result is the following pointwise convergence.
i.e., |k − w log x| ≤ δw. By (i) we can write
The assertion follows now by (ii) letting w → +∞.
The next result states uniform convergence.
P r o o f. The proof follows by the same arguments of Theorem 3.2, taking into account that if f ∈ C(R + ) then we can choose δ > 0 such that for |k − w log x| < δw one has |f (x) − f (e k/w )| < ε uniformly with respect x.
Now we state a quantitative approximation result for functions f ∈ C(R + ) in terms of the following modulus of continuity (see [10] )
:
Note that ω satisfies all the classical properties of a modulus of continuity. In particular we will employ the following one:
For j ∈ N we define the (algebraic) moment of order j of a kernel ϕ ∈ Φ as
and the absolute moments of arbitrary order α > 0
whenever the corresponding series are convergent. Finally, we put
We have the following quantitative estimate
and, for any δ > 0, using the properties of ω we can write
using the definitions of M 0 (ϕ) and M 1 (ϕ).
As a consequence we obtain the following corollary. 
for an absolute constant C depending only on ϕ. Remark 1. Note that the estimate given in Theorem 3.4 cannot be applied to kernel functions such that M 1 (ϕ) = +∞. However, if for α ∈]0, 1[ one has M α (ϕ) < +∞, then we can obtain a similar estimate when the function f is "log-holderian" of order α, i.e., there is a constant C > 0 such that
Indeed we easily have
Next, for functions f which are of class C (n) locally at a point x ∈ R + we will state an asymptotic formula which gives a precise order of pointwise approximation. In order to do that, we use a stronger condition in place of (ii): there exists n ∈ N such that Note that if M n (ϕ) < +∞ then (ii) is satisfied. Indeed, we have
P r o o f. Using the Taylor formula of order n of f we have
thus we have only to estimate the remainder. Put
For a fixed ε > 0 let δ > 0 be such that |h(e k/w x −1 )| < ε whenever |k − w log x| ≤ δw. Then
Thus, using condition (iv), we obtain the assertion.
As a Corollary, we immediately obtain the following pointwise approximation result: 
If moreover m j (ϕ) = 0, for 1 ≤ j ≤ n − 1, we have
Examples
In this section we give some examples of kernel ϕ ∈ Φ, satisfying the assumptions employed in the previous section. In what follows, for a given function g : R → C, its Fourier transform, when it exists, will be defined as
Mellin splines
We begin with an important class of functions with compact support, which represents the analogue in the Mellin setting of the classical central B-splines. For every fixed n ∈ N we define
where, for every r ∈ R, r + denotes the positive part of the number r. More generally, for c ∈ R one can consider the functions Making the substitution log t = z, and putting B n (z) := B n (e z ) we obtain, for every c,
which is the classical central B−splines of order n. Thus,
One can show that for c = 0, putting B 0,n (t) =: B n (t) for t ∈ R + , ∞ k=−∞ B n (e k x) = 1, for every x > 0, using the Mellin-Poisson summation formula (see [15] , [16] ). In our present setting we have that the function
is "recurrent" in the sense that g(ex) = g(x), for every x ∈ R + . Hence we can write the Mellin-Fourier series of g as
where, for k ∈ Z, 
Analogously we obtain corresponding results for the functions B c,n , c = 0, using the Mellin transform on the line s = c + iv, v ∈ R.
Concerning the assumptions on the moments, since the functions B n have compact support, all the absolute moments M k (B n ), k = 0, 1, . . . , are finite numbers (indeed the series have a finite numbers of non-zero terms) and the values of the algebraic moments can be deduced again from the Mellin-Poisson summation formula, applied to the function ψ j (u) := (i log u) j B n (u), j = 1, 2, . . . . As an example for c = 0, by differentiating under the sign of the integral, it is not difficult to see that
, and so the Mellin-Poisson formula for the function ψ reads as
One can see that all algebraic moments m j (B n+1 , x), are independent of x for every j = 1, . . . , n (see e.g. [12] ), so we can apply Theorem 3.5 to the spline B n+1 obtaining an asymptotic formula of order n. A particular case is the second order Mellin spline (n = 2) defined by (for c = 0)
In this case, since m 1 (B 2 ) = 0, the asymptotic formula reduces to (see Corollary 3.5.1):
Mellin-Fejer kernel
Another basic example is given by the family of Mellin-Fejer kernels, defined in the general case by
with the continuous extension F c ρ (1) = ρ/(2π). These kernels are not of compact support, but F c ρ ∈ X c . Their Mellin transforms in X c are given by
For example, if we take c = 0 and ρ = 1, we have 1] (v), where χ A denotes the characteristic function of the set A. Putting, as in the previous example,
the function g is recurrent in the sense that g(ex) = g(x), for every x > 0, and again by the Mellin-Poisson summation formula we get
so that assumption (i) is satisfied. As to (ii), we have only to show that 
Now, for such u there exists an integer ν such that ν < log u < ν + 1 and we can write
The last series is easily bounded by
which is convergent. Thus we deduce (ii).
Therefore, one can apply Theorems 3.2 and 3.3. However M 1 (ϕ) = +∞, so we cannot apply Theorems 3.4 and 3.5, but since we have M α (ϕ) < +∞ for α ∈]0, 1[, one can apply the estimate for log-holderian functions given in Remark 1. In the next example we modify the Mellin-Fejer kernel in a suitable way in order to have an asymptotic expression.
The Mellin-Jackson kernel
Let us consider the generalized Mellin-Jackson kernel, which is defined, for c ∈ R, by (see [12] )
It is easy to see that J γ,β ∈ X c and J γ,β Xc = 1. Moreover it is known that [J γ,β ] ∧ M (c + iv) = 0 for |v| ≥ 1/γ, thus J γ,β is Mellin band-limited.
Let us assume c = 0 (the general case is treated in the same way). The Mellin-Poisson summation formula takes the form
thus assumption (i) is satisfied. Also, (ii) is satisfied, using similar arguments of the previous example. Concerning the moments, using again the Mellin-Poisson summation formula for the derivatives as in the first example, one has m 1 (J γ,β ) = 0, and, for β > 3/2, (see [12] )
Moreover, M 2 (J γ,β ) < +∞. Therefore the assumptions of Theorems 3.2, 3.3, 3.4, 3.5 are satisfied, with n = 2. In particular, denoting by (J γ,β f )(x) the corresponding generalized sampling series, we obtain the following Voronovskaja formula, for f ∈ C(R + ) of class C (2) locally at the point x ∈ R + :
Some numerical evaluations
In this section we will compare the approximation to a specific Mellin band-limited function f of the classical exponential sampling series and the generalized ones.
(1) For any ρ > 0 let us consider the function f (x) = F c ρ (x) for x > 0. As we have seen F c ρ is Mellin band-limited to the interval [−ρ, ρ]. So, taking into account that now T = ρ/π, the exponential sampling formula takes on the concrete form
For the truncation error:
we have the following pointwise estimate (see [3] )
where (S N F c ρ )(x) denotes the N-th partial sum of the exponential sampling series of F c ρ . Note that for the particular value of c = 0 the pointwise estimate is of the order O(N −2 ) (see [3: p. 56] ). Again, in certain situations, the estimate may be also better as we will show later.
Working now with a generalized exponential sampling formula, we have to take into account a truncation error:
and the aliasing error
As an example, let c = 0 and ρ = π. Then
and the N − partial sum of the exponential sampling series is given by
For the truncation error we have
. Now let us take the kernel ϕ(x) = B 2 (x) = (1 − | log x|) + . In this case, the generalized exponential sampling series for the function F 0 π is given by
where I w,x := {k ∈ Z : w log x − 1 < k < w log x + 1}, contains a finite number of integers corresponding to the non-zero terms. In particular, if x is such that 1 < x w < e we have that the non-zero terms are for k = 0 and 1. Then for a fixed w > 0 and 1 < x < e 1/w we have
If e −1 < x w < 1, then the non-zero terms are obtained for k = −1 and k = 0, thus
For 0 < x w < e −1 , there exists an index j ∈ N such that e −j−1 < x w < e −j and therefore the non zero terms are given by k = −j − 1 and k = −j, thus (S B2 F 0 π )(x) = 2w 2 π 2 sin 2 ((j + 1)π/2w) (j + 1) 2 (−w log x − j) + sin 2 (jπ/2w) j 2 (1 + j + w log x) .
GENERALIZED EXPONENTIAL SAMPLING SERIES
Analogously, for x w > e there exists j ∈ N such that e j < x w < e j+1 and so the non zero terms are given in correspondance of k = j and k = j + 1, obtaining
The Tables 1 and 2 show the behaviour of the two exponential sampling formulas for two values of x, one bigger and one smaller than 1.0: in the first case (log x = 2.7), x w is definitely greater than e, therefore the only two terms of the series in (S B2 w F 0 π )(e 2.7 ) which are different from zero are those corresponding to k = [2.7w], [2.7w] + 1; in the second case (log x = −0.6), x w is definitely smaller than 1/e, therefore the only two terms of the series in (S B2 w F 0 π )(e −0.6 ) which are different from zero are those corresponding to k = −[0.6w], −[0.6w] − 1. The behaviour of the exponential sampling formulas for log x = 2.7. The behaviour of the exponential sampling formulas for log x = −0.6.
From the above tables one can deduce that the error of approximation S N F 0 π − F 0 π behaves as N −3 at the considered points.
(2) As a second example we consider the same function f as before and the Mellin-Jackson kernel where R is a suitable constant and O depends on w. Thus in evaluating the global error of approximation, one has to consider also the behaviour of (T w,N f )(x) for large values of w.
The Tables 3 and 4 show the behaviour of the two exponential sampling formulas for the same two values of x taken in the Tables 1 and 2 . For the evaluation of S J1,2 w F 0 π (x) we should first get a numerical estimate for the normalization constant C:
x .
An iterated trapezoidal formula gives for C −1 the approximated value 8.37757951289894. The behaviour of the exponential sampling formulas for log x = −0.6.
