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We analyze the local and global smoothing rates of the smooth-
ing process and obtain convergence rates to stationarity for the dual
process known as the potlatch process. For general finite graphs, we
connect the smoothing and convergence rates to the spectral gap of
the associated Markov chain. We perform a more detailed analysis of
these processes on the torus. Polynomial corrections to the smoothing
rates are obtained. They show that local smoothing happens faster
than global smoothing. These polynomial rates translate to rates of
convergence to stationarity in L2-Wasserstein distance for the pot-
latch process on Zd.
1. Introduction. We investigate the rate of convergence to equilib-
rium for the potlatch and smoothing processes. The potlatch process can
be described as a random mass redistribution process on a set of n sites
I = {1, 2, . . . , n} (n possibly infinite) where each site is activated according
to an independent copy of a Poisson process with unit intensity. When a
site activates, it redistributes its mass to all the sites in proportion to the
transition kernel of a Markov chain with state space I. For this article, we
will assume that the Markov chain is reversible with respect to a probability
measure π on I, although it is not necessary for the construction of the
process. This process, under the name potlatch process, was introduced on
the lattice Zd (d ≥ 1) in [LS81] where the Markov transition kernel gov-
erning redistribution of mass was that of a homogeneous random walk on
Z
d (see [HL81] for a natural generalization of the model). The process was
constructed and it was shown that there exists a unique translation invari-
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ant stationary measure νρ for the dynamics with given expected mass per
site ρ. It was also shown that the process started from any ergodic initial
distribution (with respect to translations on Zd) with expected mass ρ per
site converges weakly to the stationary measure νρ. Although νρ is far from
explicit, it was shown (see [LS81, Thm. 1.9]) that the stationary means, vari-
ances and covariances for νρ can be explicitly computed. It was observed in
[LS81] that the potlatch process has a nice dual representation called the
smoothing process. For the smoothing process, whenever a site activates,
its mass gets updated to a weighted average of the current mass at all the
sites, with weights governed by the same transition kernel (see Section 2
for a precise description). We note here that the potlatch and smoothing
processes fall under the broad class of ‘linear systems’. See [Lig85, Ch. IX]
for an accessible presentation of this material as a book chapter. Numerous
aspects of such systems like localization phenomena [NY10a], central limit
theorems [NY09, NY10b] and fixed point analysis [DL83], to name a few,
have been subsequently studied.
A related model, called the random average process has been studied in
[FF98, RM01, BRAS06] (see [AL12] for a variant of this model). More re-
cently, a variety of models related to the smoothing process on general graphs
have been used to model opinion dynamics on social networks [ACFO13,
FRTI13, YAO+11, SPJ+16, GS14, Sha09] where the mass at each site (thought
of as an agent) corresponds to the current opinion (equivalently, belief or
knowledge) of the agent. Whenever the clock rings at a site, the agent inter-
acts with other members in the community and updates her opinion accord-
ing to a weighted combination of opinions of all the members. The weights
model a variety of aspects like stubbornness, geographical proximity, social
prominence, etc. We note here that the clock rings associated to opinion
dynamics models are usually edge-based (describing times when the agents
adjacent to the edge communicate) although mathematically, the edge-based
dynamics and existing results on them are very similar (see [ACFO13]) to
those for the smoothing process. We will exclusively use the site-based clock
rings in this article.
In the context of the smoothing process (equivalently, opinion dynamics)
on large finite graphs, some natural questions arise: (i) How long does it
take for the smoothing process to stabilize (approach a global random equi-
librium) and how does it depend on the geometry of the graph? (ii) Does
the profile smooth out locally at a faster rate than the convergence rate to
global equilibrium? (iii) Does the average opinion converge faster than the
collective set of opinions? For the dual potlatch process, natural questions
concern rates of convergence to stationarity.
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There are numerous existing results on rates of convergence to equilibrium
for related interacting particle systems (both in finite and infinite volume)
like the simple exclusion process [FGL99, Nag12], the zero range process
[JLQY99], the interchange process [CLR10, FJ17], the averaging process
[AL12], etc., to name a few. However, most of these models possess an ex-
plicit collection of stationary measures and the dynamics is reversible with
respect to those. Not much is known about the stationary measure of the
potlatch process beyond the first two moments and, moreover, the dynamics
is not reversible with respect to it. Moreover, the state space of the mass
at each site is non-compact. The dual smoothing process, which turns out
to be technically slightly easier to analyze (as convergence issues can be
addressed without referring to an unknown stationary measure), is not a
conservative process unlike the above systems in the sense that the total
mass is not conserved. In fact, the total/average mass converges asymptot-
ically to a random variable whose value depends non-trivially on the order
in which the clocks ring at different sites. These aspects make this model
non-standard and technically challenging to analyze.
Recently, [BBPS15] studied the potlatch process on finite graphs under
the name of meteor process and [Bur15] revisited the lattice case. Among
other things, [BBPS15] investigated the rate of convergence of the potlatch
process on a finite graph in L1-Wasserstein distance. For the discrete d-
dimensional torus Tdn := (Z/nZ)
d they obtained an O(n2) bound on the
relaxation time (see [BBPS15, Thm. 3.6]). They further conjectured that
for general finite graphs, the relaxation time should be related to the mixing
time (and hence spectral gap) of the random walk on the graph. In this
article, we address this conjecture. We show that for the general smooth-
ing processes constructed from reversible transition kernels described above,
the mass profile approaches a random global equilibrium (quantified by the
variance functional) at an exponential rate that can be obtained explicitly
in terms of the spectral gap of the Markov chain associated to the reversible
kernel (Theorem 2.2). The proof of Theorem 2.2 can also be used to give a
quantitative bound on the local smoothing rate of the mass profile in terms
of an energy functional (Corollary 4.1). By duality, Theorem 2.2 directly
translates to rates of convergence for the potlatch process in L2-Wasserstein
distance (Theorem 2.3).
Next, we take a closer look at the smoothing process on the torus (with
associated kernel being that of the simple random walk) starting from unit
mass at zero and zero mass elsewhere. We use martingale analysis and spec-
tral theory to give ‘almost matching’ upper and lower bounds on the rate
of decay of the expectation of the variance and energy functionals which
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respectively quantify the global and local smoothness of the evolving mass
profile (Theorem 2.6). These bounds not only capture the exponential con-
vergence rate, but also the polynomial decay term before the exponential
term. These polynomial terms are essentially independent of the size of the
torus and capture the smoothing rates before time t ≤ n2 when the ex-
ponential decay rate does not take effect. Moreover, the explicit difference
in orders of these polynomial rates directly implies that local smoothing
happens faster than global smoothing. These explicit quantitative bounds
rigorously establishing the difference between local and global smoothing
rates address an open problem in [AL12, Sec. 3.3 (i)] (which investigated
the averaging process) in the context of the smoothing process (see the dis-
cussion after Proposition 2.5). Theorem 2.6 can be used to obtain an upper
bound on the rate at which the average mass of all the sites approaches the
equilibrium mass (which is necessarily the same across sites) starting from
an arbitrary initial mass profile (Theorem 2.8). In particular, this bound
shows that when the smoothing process starts from positive mass at a site
and zero mass elsewhere, the average mass approaches equilibrium at a faster
rate than the global convergence rate to equilibrium (see Remark 2.9). Using
duality, Theorem 2.6 can be used to give improved bounds on the rate of con-
vergence to stationarity for the potlatch process started from certain initial
configurations (Theorem 2.10). These bounds contain the crucial polynomial
terms (independent of n) that, by letting the size of the torus go to infin-
ity, can be used to obtain polynomial rates of convergence to equilibrium
in L2-Wasserstein distance for local statistics of the potlatch process on Zd
(Theorem 2.11).
In this article, we introduce a number of new techniques that can po-
tentially be used to address convergence rates to equilibrium for a class of
non-reversible stochastic systems with non-compact state space. In partic-
ular, the use of appropriately chosen martingales to derive a renewal repre-
sentation of the derivative of the energy functional as a convolution series
(Lemma 5.2) and novel estimates for the associated convolutions (Lemma
5.6) are more general than the considered models.
It would be interesting to investigate whether one can obtain lower bounds
on rates of convergence to equilibrium for the smoothing and potlatch pro-
cesses on general graphs in terms of the spectral gap of the associated Markov
chain to complement the results in Theorems 2.2 and 2.3. Another interest-
ing direction of future research would be to obtain quantitative rates of
convergence to equilibrium for the potlatch process on Zd analogous to The-
orem 2.11 for more general (not necessarily translation invariant) initial
configurations. We note here that results on weak convergence to stationar-
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ity (without rates) have been obtained in [Rou80, CKP00] for more general
initial configurations.
Section 2 defines the models rigorously and states the main results. Section
3 contains a review of elementary spectral theory. Theorems 2.2 and 2.3 are
proved in Section 4. Theorems 2.6, 2.8, 2.10 and 2.11 are proved in Section
5.
1.1. Acknowledgment. We are grateful to the anonymous referee for very
helpful advice.
1.2. Acknowledgment of priority. The second author takes this opportu-
nity to acknowledge the priority of results on the potlatch process obtained
originally in [LS81, HL81]. Specifically, [BBPS15, Thm. 5.1], [Bur15, Thms.
3.1, 3.4, 4.1] and a few less significant results had been proved earlier in
[LS81, HL81]. Sections 4, 6 and 7 of [BBPS15] and Sections 5 and 6 of
[Bur15] contain results that had not been proved earlier, to our best knowl-
edge.
2. Model definition and main results. We start with the definitions
of potlatch and smoothing processes. The constructions of these processes
can be found, for example, in [Lig85, Ch. IX].
Consider a family of “agents” or sites I = {1, 2, . . . , n}, where n can
be finite or infinite. In the n = ∞ case, the meaning of notation such as
(Xi(t))1≤i≤n should be clear from context.
Consider a transition matrix P = (pij)1≤i,j≤n which is irreducible, ape-
riodic and reversible with respect to a probability vector π = (πi)1≤i≤n,
namely πipij = πjpji for all 1 ≤ i, j ≤ n. We define the potlatch process on I
corresponding to P as a random mass distribution {X(t) = (Xi(t))1≤i≤n}t≥0
that evolves in the following way: Start with any (possibly random) initial
configuration X(0) ≥ 0. Each agent has a Poisson clock attached to it, in-
dependent of X(0) and independent of all other clocks. If the Poisson clock
at i rings at time t, the mass at i gets updated to Xi(t) = piiXi(t−) and for
j 6= i, the mass at j gets updated to Xj(t) = Xj(t−)+ pijXi(t−). Note that
the total mass is conserved in this dynamics.
The dual process which we denote by {Y(t) = (Yi(t))1≤i≤n}t≥0, called
the smoothing process, can be described as follows: Start from any (possi-
bly random) initial mass distribution Y(0) = (Yj(0))1≤j≤n with Y(0) ≥ 0.
Attach a Poisson process to each site. Assume that all these Poisson pro-
cesses are jointly independent and they are independent of Y(0). If the
Poisson clock rings at site k at time t, the value at site k is updated to
Yk(t) =
∑n
j=1 pkjYj(t−) and the masses at the other sites remain unchanged.
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For i ∈ I, we will write Y(i) for the smoothing process with initial mass
Y
(i)
j (0) = δi(j), j ∈ I.(2.1)
We will write D( · ) to denote the distribution of a random object, such
as a random variable or stochastic process.
Remark 2.1. Let P denote the collection of Poisson processes (repre-
senting clock rings at sites in I) used to construct the potlatch process X.
Use the same collection of Poisson processes P to construct the family of
smoothing processes {Y(i)( · ) : i ∈ I} with initial distributions as in (2.1).
Let X˜i(t) =
∑n
j=1Xj(0)Y
(i)
j (t), t ≥ 0, i ∈ I, and X˜(t) = (X˜i(t))i∈I . From
the dual representation (see [HL81, Thm. 2.3]), it follows that for each fixed
t ≥ 0,
D (X(t)) = D
(
X˜(t)
)
.(2.2)
Let γ(2) denote the spectral gap of the ‘two-step’ Markov chain with
transition matrix P 2 (see Section 3 for a review of the spectral theory). For
y = (y1, y2, . . . , yn), let
y =
n∑
i=1
πiyi,
V(y) =
n∑
i=1
πi(yi − y)2 =
(
n∑
i=1
πiy
2
i
)
− y2,(2.3)
V(t) = V(Y(t)).(2.4)
Our first theorem gives a rate at which the global profile of the smoothing
process converges to equilibrium as captured by the variance functional V(t).
Theorem 2.2. Assume that n <∞. For any t ≥ s ≥ 0,
EV(t) ≤ EV(s) exp
(
−γ(2)(t− s)
)
.
Consequently, for any t ≥ 0,
EV(t) ≤ EV(0) exp
(
−γ(2)t
)
.
Theorem 2.2, along with duality, is used to obtain convergence rates to
stationarity in L2-Wasserstein distance for the potlatch process in Theorem
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2.3. Let d
(2)
W (µ, ν) denote the L
2-Wasserstein distance between the proba-
bility measures µ and ν (see [Vil09, Ch. 6]). Write π∗ := min1≤j≤n πj and
π∗ := max1≤j≤n πj. Recall that we assumed that the Markov chain with
transition matrix P is irreducible. Hence, if n <∞ then π∗ > 0.
Theorem 2.3. Assume that n < ∞. Starting from any (possibly ran-
dom) initial configuration X(0) = (Xi(0))1≤i≤n, the potlatch process X(t)
converges weakly to a random vector X(∞) as t → ∞. Moreover, for any
t ≥ 0,
d
(2)
W (D(X(t)),D(X(∞))) ≤
√√√√√2π∗
π∗
n E
 n∑
j=1
Xj(0)
2 exp(−γ(2)t/2) .
(2.5)
Remark 2.4. Clearly, the distribution of X(∞) is the unique (by (2.5))
stationary distribution for the potlatch process X(t). The first assertion of
Theorem 2.3 was also proved in [BBPS15, Thm. 3.2]. It was shown that the
stationary distribution is unique for a fixed total initial mass
∑n
j=1Xi(0).
However, the only result concerning rates of convergence to stationarity for
these processes on general finite graphs obtained in [BBPS15] is Theorem 3.4
which connects the L1-Wasserstein distance to stationarity to the meeting
time of independent continuous time random walks on the graph. The avail-
able estimates on these meeting times on general graphs are much weaker
(see [BBPS15, Remark 3.5]) than the rates of convergence obtained in The-
orem 2.3 via the duality approach. Moreover, [BBPS15] asked whether the
convergence rates to stationarity of the potlatch process considered there
can be connected to the mixing time and spectral gap of the associated
random walk on the graph (see the Conjecture and discussion preceding
[BBPS15, Prop. 3.8]). Theorem 2.3 provides the first result in this direction.
Convergence rates for the potlatch process with P corresponding to random
walk on the torus, which were obtained in detail in [BBPS15, Thm. 3.6], are
improved in Section 5 below for certain initial mass distributions.
Next, we present a detailed analysis of the local and global smoothing
properties of the smoothing process on the torus Tdn := (Z/nZ)
d for odd n
with P taken as the transition matrix of the simple random walk on this
graph. We define the energy functional by
E(t) = 1
4dnd
∑
i∼j
(Yi(t)− Yj(t))2,(2.6)
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where
∑
i∼j denotes sum over all ordered pairs (i, j), i, j ∈ Tdn such that i
and j are neighboring vertices on the torus. The following proposition shows
that, almost surely, the energy functional is non-increasing in time and thus,
the smoothing process indeed “smooths out” the mass profile in time.
Proposition 2.5. Almost surely, t 7→ E(t) is non-increasing in time t.
In the context of the averaging process, [AL12, Prop. 4] contains an im-
plicit bound on the expectation of the energy functional which heuristically
suggested that the mass profile becomes locally smooth at a faster rate
than the rate of global smoothing (we obtain an analogous bound for the
smoothing process with general reversible kernels in Corollary 4.1). An open
problem proposed in [AL12, Sec. 3.3 (i)] was to obtain explicit bounds on
the energy functional and mathematically justifying this heuristic. We pro-
vide the first mathematical justification for this heuristic in the context of
the smoothing process on the torus in Theorem 2.6 below when started
from unit mass at the origin and zero mass elsewhere. The theorem quan-
tifies the rates of global and local smoothing of the mass profile in terms
of the variance functional defined in (2.4) and energy functional defined in
(2.6). The difference in orders of the polynomial decay term for the expected
energy and variance functionals obtained in Theorem 2.6 shows that local
smoothing indeed happens faster than global smoothing.
Let γ
(1)
1 := 1 − cos(2π/n) denote the spectral gap of the simple random
walk on T1n (see Section 3 for a discussion of spectral properties of this
process).
Theorem 2.6. Consider the smoothing process Y = Y(0) on Tdn. There
exist constants α1, α2, α3 > 0, n0 ≥ 3, t0 > 0 (all depending on d) such that
for all n ≥ n0, t ≥ t0,
α1n
−d
t
d
2
+1 ∧ nd+2
exp
(
−2γ(1)1 d−1t
)
≤ EE(t)
(2.7)
≤ α2n
−d
t
d
2
+1 ∧ nd+2
exp
(
−
(
2γ
(1)
1 d
−1 − α3
nd+4
)
t
)
,
α1n
−d
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 +
α3
nd+4
)
t
)
≤ EV(t)
(2.8)
≤ α2n
−d
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 − α3
nd+4
)
t
)
.
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Remark 2.7. (i) The exponents in the upper and lower bounds in (2.7)-
(2.8) are different. However, the ratio of the upper and lower bounds is
bounded above by a constant depending only on d as long as t ≤ nd+4 (note
that for large n, nd+4 is much larger than the relaxation time for the simple
random walk on Tdn which is of order n
2; see Section 3).
(ii) For the smoothing process associated to simple random walk on Tdn,
apart from capturing the polynomial decay terms that dictate convergence
rates for t ≤ n2, Theorem 2.6 also furnishes improved exponential terms in
the bounds, relative to Theorem 2.2. To see this, note that if one directly
applies Theorem 2.2 to the smoothing process (associated to simple random
walk) on Tdn, one obtains an upper bound on the expected variance which
decays like exp
(
−γ(2)d t
)
, where γ
(2)
d is the spectral gap of the two-step simple
random walk on Tdn (see Section 3). Remark 3.1 shows that for d ≤ 3, the
quantities 2γ
(1)
1 /d, γ
(2)
d and 2γ
(1)
1 /d − γ(2)d are all positive and O(n−2) for
large n, whereas for d ≥ 4, 2γ(1)1 /d and γ(2)d are O(n−2) while their difference
is O(n−4) for large n. Thus, the exponential decay term in the upper bound
in (2.8) decays faster than the bound in Theorem 2.2 (for large n) for t > n2
in the case d ≤ 3 and for t > n4 in the case d ≥ 4.
Theorem 2.6 can be used to obtain an upper bound on the rate at which
the average mass of all the sites converges to equilibrium starting from an
arbitrary initial configuration. Let
Y (t) = n−d
∑
i∈Tdn
Yi(t).(2.9)
It is elementary to prove that for the smoothing process on a finite state
space, the limit Y (∞) := limt→∞ Y (t) exists almost surely and, moreover,
the mass at each site converges almost surely to Y (∞).
Theorem 2.8. Suppose that {Y(t) : t ≥ 0} is a smoothing process with
(possibly random) starting configuration Yi(0) = yi ∈ R, i ∈ Tdn. Denote the
median of the values {yi : i ∈ Tdn} by y∗. Recall the constants α2, α3 from
Theorem 2.6. There exist constants n0 ≥ 3 and t0 > 0 (depending on d)
such that for all n ≥ n0, t ≥ t0,
E
(
Y (t)− Y (∞))2
(2.10)
≤ α2
t
d
2
+1 ∧ nd+2
E
n−d ∑
i∈Tdn
|yi − y∗|
2 exp(−(2γ(1)1 d−1 − α3nd+4) t) .
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Remark 2.9. The bound in (2.10) is essentially sharp when the initial
mass is non-zero at the origin and zero elsewhere, in the sense that we obtain
an ‘almost’ matching lower bound (see Theorem 5.9 (i) below). In particular,
with such a starting configuration, (2.8) and (2.10) show that for large n,
the quantity E
(
Y (t)− Y (∞))2 reaches a fraction of its initial value faster
than the time taken by EV(t) to reach the same fraction. In the context
of opinion dynamics, this can be restated as “the average opinion stabilizes
faster than the global opinion.”
Using duality, we obtain in Theorem 2.10 an upper bound on the rate
of convergence of the potlatch process to stationarity in L2-Wasserstein
distance for a class of starting configurations. It improves the bound in
[BBPS15, Thm. 3.6] for these starting configurations and obtains the polyno-
mial correction to the exponential convergence rate which essentially governs
convergence to stationarity till time n2 before the exponential convergence
rate sets in.
Theorem 2.10. Recall the constants α2, α3 from Theorem 2.6.
(i) Consider the potlatch process {X(t) : t ≥ 0} on Tdn with starting
configuration Xj(0) = 1 for all j ∈ Tdn. Then there exists n0 ≥ 3 such that
for any n ≥ n0, i ∈ Tdn and t ≥ 0,
d
(2)
W (D(Xi(t)),D(Xi(∞))) ≤
√
α2
t
d
2
+1 ∧ nd+2
exp
(
−
(
γ
(1)
1 d
−1 − α3
2nd+4
)
t
)
.
(2.11)
Moreover,
d
(2)
W (D(X(t)),D(X(∞))) ≤
√
α2nd
t
d
2
+1 ∧ nd+2
exp
(
−
(
γ
(1)
1 d
−1 − α3
2nd+4
)
t
)
.
(2.12)
(ii) Consider the potlatch process {X(t) : t ≥ 0} on Tdn with starting con-
figuration Xj(0) = Xj for all j ∈ Tdn, where {Xj : j ∈ Zd} are non-negative
random variables for which Cov (Xj,Xk) = 0 for j 6= k, E(Xj) = µ <∞ for
all j ∈ Zd and ζ := supj∈Zd E(X2j ) <∞. Then there exist η > 0 and n0 ≥ 3
(depending on µ, ζ and d) such that for any n ≥ n0, i ∈ Tdn and t ≥ 0,
d
(2)
W (D(Xi(t)),D(Xi(∞))) ≤
√
η
t
d
2 ∧ nd
exp
(
−
(
γ
(1)
1 d
−1 − α3
2nd+4
)
t
)
.
(2.13)
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Moreover,
d
(2)
W (D(X(t)),D(X(∞))) ≤
√
ηnd
t
d
2 ∧ nd
exp
(
−
(
γ
(1)
1 d
−1 − α3
2nd+4
)
t
)
.
(2.14)
By taking a limit as n → ∞ in an appropriate way, Theorem 2.10 can
be used to obtain rates of convergence to local equilibrium for the potlatch
process on Zd.
For j ≥ 3 odd, let
B
d
j = {(k1, . . . , kd) ∈ Zd : −(j − 1)/2 ≤ ki ≤ (j − 1)/2 for 1 ≤ i ≤ d}.
(2.15)
We will call a function φ : RZ
d → R Lipschitz and of bounded support if
there exists odd j ≥ 3 such that φ depends only on the coordinates in Bdj
and there exists ρ > 0 such that for any ξ1, ξ2 ∈ RZd ,
|φ(ξ1)− φ(ξ2)| ≤ ρ
∑
i∈Bdj
(ξ1(i)− ξ2(i))2

1/2
.(2.16)
Theorem 2.11. Consider the potlatch process {X(t) : t ≥ 0} on Zd
with starting configuration Xj(0) = Xj for all j ∈ Zd, where {Xj : j ∈ Zd}
are non-negative random variables satisfying Cov (Xj,Xk) = 0 for j 6= k,
E(Xj) = µ < ∞ for all j, and supj∈Zd E(X2j ) < ∞. Then X(t) converges
weakly to a stationary random mass distribution X(∞) as t→∞. Moreover,
for any function φ : RZ
d → R which is Lipschitz and of bounded support,
there exists a positive constant Cφ such that
d
(2)
W (D(φ(X(t))),D(φ(X(∞)))) ≤ Cφt−d/4, t ≥ 1.
The bound can be improved to Cφt
−(d+2)/4 if Xj(0) = 1 for all j ∈ Zd.
3. Preliminaries. This section is devoted to a review of some results
from the spectral theory for Markov chains.
Consider a Markov chain with a finite state space I and transition matrix
P . Recall that we assume that the Markov chain is irreducible, aperiodic and
reversible with respect to π. Let
1 = λ0 > λ1 ≥ · · · ≥ λn−1 > −1
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be the eigenvalues of P and note that λn−1 > −1 because we have assumed
that the Markov chain is aperiodic (see [LPW09, Lemma 12.1]). Let γ∗
denote the absolute spectral gap of this Markov chain, i.e., γ∗ = 1 − λ∗,
where λ∗ = max{|λi| : λi < 1} (see [LPW09, Sect. 12.2]). Note that γ∗ > 0
since λn−1 > −1.
Since {λi}0≤i≤n−1 are the eigenvalues of P , {λ2i }0≤i≤n−1 are the eigen-
values of P 2. This follows, for example, from the spectral representation
[LPW09, (12.2)]. The (absolute) spectral gap γ(2) of the “two-step” Markov
chain is equal to 1− λ2∗ because λ2∗ = max{|λ2i | : λ2i < 1}. Hence
γ(2) = 1− λ2∗ = 1− (1− γ∗)2 = 2γ∗ − (γ∗)2.(3.1)
Consider the simple random walk on T1n and assume that n is odd. Then
the process is aperiodic and its eigenvalues are cos(2πk/n), k = 0, 1, . . . , n−1
(see [LPW09, Sec. 12.3.1]).
The simple random walk on Tdn can be expressed as a product chain of d
simple random walk chains on T1n (see [LPW09, Sec. 12.4]). We will write
γ
(1)
d for the spectral gap of the simple random walk on T
d
n and we will denote
the spectral gap of the “two-step” random walk on Tdn by γ
(2)
d . We have
γ
(1)
1 = 1− cos(2π/n).(3.2)
By [LPW09, Lemma 12.11], the nd eigenvalues of the transition matrix
for the product chain (counting multiplicities) are given by the set S =
{d−1∑dj=1 cos(2πkj/n) : 0 ≤ k1, . . . , kd ≤ n − 1}. It follows that γ(1)d =
γ
(1)
1 /d.
As n ≥ 3 is odd, min{cos(2πk/n) : 0 ≤ k ≤ n − 1} = − cos(π/n). Using
this,
max{|λ| : λ ∈ S, λ 6= 1} = max
{
d− 1 + cos(2π/n)
d
, cos(π/n)
}
.
Thus, in view of (3.1),
γ
(2)
d = 1−
(
max
{
d− 1 + cos(2π/n)
d
, cos(π/n)
})2
= min
{
2γ
(1)
1
d
− (γ
(1)
1 )
2
d2
, 1− cos2(π/n)
}
.
The following can be easily checked,
d− 1 + cos(2π/n)
d
≤ cos(π/n) if d ≤ 3, n ≥ 3, n odd,
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d− 1 + cos(2π/n)
d
> cos(π/n) if d ≥ 4, n ≥ 3, n odd.
Hence,
γ
(2)
d = 1− cos2(π/n) if d ≤ 3, n ≥ 3, n odd,(3.3)
γ
(2)
d =
2γ
(1)
1
d
− (γ
(1)
1 )
2
d2
if d ≥ 4, n ≥ 3, n odd.(3.4)
Remark 3.1. It follows from (3.2)-(3.4) that for d ≤ 3,
0 ≤ 2γ
(1)
1
d
− γ(2)d = 2(1− cos(2π/n))/d − (1− cos2(π/n)) =
4− d
d
sin2 (π/n) .
We see that 2γ
(1)
1 /d, γ
(2)
d and their difference are all O(n
−2), for d ≤ 3.
For d ≥ 4,
0 ≤ 2γ
(1)
1
d
− γ(2)d =
(γ
(1)
1 )
2
d2
.(3.5)
Both 2γ
(1)
1 /d and γ
(2)
d are O(n
−2) while (γ(1)1 )
2/d2 is O(n−4) for large n.
Remark 3.2. Next we present the spectral representation of the heat
kernel on Tdn. We will sometimes identify T
1
n with {0, 1, . . . , n − 1} in our
notation.
Let p : R+ × Tdn → R be the heat kernel of the continuous time simple
random walk on Tdn starting from 0.
Let λ̂
(d)
x = d
−1∑d
j=1(1 − cos(2πxj/n)) for x = (x1, x2, . . . , xn) ∈ Tdn. For
d = 1 we will write λ̂j = λ̂
(1)
x , where x = {j}. In other words, λ̂j = 1 − λj
(see [SC97, Lemma 1.3.3] for the relationship between the eigenvalues of
the discrete time Markov chain and its continuous time version). By (3.2),
λ̂1 = γ
(1)
1 .
Using the bounds
x2
2
− x
4
4!
≤ 1− cos(x) ≤ x
2
2
, x ≥ 0,(3.6)
one obtains constants C1, C2 > 0 such that
C1
j2
n2
≤ λ̂j ≤ C2 j
2
n2
, 1 ≤ j ≤ ⌊n/2⌋, n ≥ 3.(3.7)
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Hence,
0 < inf
n≥3
n2λ̂1 = inf
n≥3
n2γ
(1)
1 ≤ sup
n≥3
n2λ̂1 = sup
n≥3
n2γ
(1)
1 <∞.(3.8)
Let ψx( · ) be an eigenfunction corresponding to λ̂(d)x and assume that
{ψx( · ),x ∈ Tdn} form an orthonormal basis for L2(Tdn) relative to the count-
ing measure. In other words, for x 6= y,∑
i∈Tdn
ψx(i)
2 = 1,
∑
i∈Tdn
ψx(i)ψy(i) = 0.(3.9)
By [SC97, Lemma 1.3.3],
(3.10) p(t, i) =
1√
nd
∑
x∈Tdn
e−λ̂
(d)
x tψx(i), t ≥ 0, i ∈ Tdn.
For d = 1, we have the following form of the spectral representation,
(3.11) p(t, i) =
1√
n
ψ0(i) +
√
2
n
⌊n/2⌋∑
j=1
e−λ̂jtψj(i), t ≥ 0, i ∈ T1n,
where ψ0(i) = 1/
√
n, λ̂j = 1−λj = 1−cos(2πj/n), ψj(i) =
√
2/n cos(2πji/n),
for i ∈ T1n and 1 ≤ j ≤ ⌊n/2⌋.
4. Convergence rates for general reversible kernels. In this sec-
tion we prove Theorem 2.2 and Theorem 2.3 using spectral theory for re-
versible Markov chains. We adapt the methods in [AL12], which addresses
convergence rates for the averaging process, to the smoothing process. How-
ever, note that unlike the averaging process, the smoothing process does not
conserve mass.
We note here that the generator of the smoothing process, which we write
as L, acts on any function f : Rn → R by
Lf(y) =
n∑
i=1
[
f(p(i)y)− f(y)
]
,(4.1)
where
(p(i)y)k =
{
yk if k 6= i,∑n
j=1 pijyj if k = i.
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Proof of Theorem 2.2. Recall (2.3) and writeV(y) = V1(y)−V2(y),
where V1(y) =
∑n
i=1 πiy
2
i and V2(y) = y
2. Note that, using reversibility of
P with respect to π,
LV1(y) =
n∑
i=1
[
V1(p
(i)y)−V1(y)
](4.2)
=
n∑
i=1
∑
j 6=i
πjy
2
j + πi
 n∑
j=1
pijyj
2 − n∑
j=1
πjy
2
j

=
n∑
i=1
πi
 n∑
j=1
pijyj
2 − y2i
 = n∑
i=1
n∑
j,k=1
πipijpikyjyk −
n∑
i=1
πiy
2
i
=
n∑
j,k=1
n∑
i=1
πjpjipikyjyk −
n∑
i=1
πiy
2
i =
n∑
j,k=1
πjp
(2)
jk yjyk −
n∑
i=1
πiy
2
i ,
where p
(2)
jk is the transition probability from j to k of the two-step Markov
chain with transition matrix P 2. Reversibility implies πjp
(2)
jk = πkp
(2)
kj for
any 1 ≤ j, k ≤ n. Thus,
n∑
i=1
πiy
2
i =
n∑
i,j=1
πip
(2)
ij y
2
i =
n∑
i,j=1
πjp
(2)
ji y
2
i
which, in turn, gives us
(4.3)
n∑
i=1
πiy
2
i =
1
2
 n∑
j,k=1
πjp
(2)
jk y
2
j +
n∑
j,k=1
πjp
(2)
jk y
2
k
 .
Using (4.3) in (4.2), we obtain
LV1(y) =
n∑
j,k=1
πjp
(2)
jk yjyk −
1
2
 n∑
j,k=1
πjp
(2)
jk y
2
j +
n∑
j,k=1
πjp
(2)
jk y
2
k
(4.4)
= −1
2
n∑
j,k=1
πjp
(2)
jk (yj − yk)2 .
Write Q = (qij)1≤i,j≤n for the matrix Q := P − I. We obtain
LV2(y) =
n∑
i=1
[
V2(p
(i)y)−V2(y)
]
(4.5)
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=
n∑
i=1
∑
j 6=i
πjyj + πi
n∑
k=1
pikyk
2 −
 n∑
j=1
πjyj
2
=
n∑
i=1
 n∑
j=1
πjyj + πi
n∑
k=1
qikyk
2 −
 n∑
j=1
πjyj
2
=
n∑
i=1
2
 n∑
j=1
πjyj
(πi n∑
k=1
qikyk
)
+
(
πi
n∑
k=1
qikyk
)2
=
n∑
i=1
(
πi
n∑
k=1
qikyk
)2
,
where the last equality is a consequence of the fact that
n∑
i=1
πi
n∑
k=1
qikyk =
n∑
k=1
n∑
i=1
πiqikyk =
n∑
k=1
n∑
i=1
πi(pik − δik)yk
=
n∑
k=1
(
n∑
i=1
πkpkiyk − πkyk
)
= 0.
Combining (4.4) and (4.5), we obtain
(4.6)
LV(y) = LV1(y)−LV2(y) = −1
2
n∑
j,k=1
πjp
(2)
jk (yj − yk)2−
n∑
i=1
(
πi
n∑
k=1
qikyk
)2
.
Define the ‘two-step’ energy functional
E(2)(y) =
1
2
n∑
j,k=1
πjp
(2)
jk (yj − yk)2 .(4.7)
The variational representation for the spectral gap γ(2) of the ‘two-step’
Markov chain on I with transition matrix P 2 ([LPW09, Remark 13.13])
implies that
γ(2) ≤ inf
y 6=0
E(2)(y)
V(y)
.
Using this in (4.6),
(4.8) LV(y) ≤ −E(2)(y) ≤ −γ(2)V(y).
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Hence,
d
dt
EV(t) ≤ −γ(2)EV(t),
which gives for any t ≥ s ≥ 0,
EV(t) ≤ e−γ(2)(t−s)EV(s).
Corollary 4.1 given below shows that the proof of Theorem 2.2 yields
an implicit bound on the rate at which the mass profile becomes “locally
smooth.” This is expressed in terms of the ‘two-step’ energy functional (4.7).
Let
E∗(y) =
n∑
i=1
(
πi
n∑
k=1
qikyk
)2
, E(2)(t) = E(2)(Y(t)), E∗(t) = E∗(Y(t)).
Corollary 4.1. We have∫ ∞
0
E
(
E(2)(t) + E∗(t)
)
dt = EV(0).
Proof. From (4.6),
d
dt
EV(t) = −E
(
E(2)(t) + E∗(t)
)
.
This, along with the observation limt→∞ EV(t) = 0, which immediately fol-
lows from Theorem 2.2, implies the result.
Remark 4.2. The above bound suggests at a heuristic level that local
smoothing happens at a faster rate than global smoothing. This was also
observed in [AL12, Sect. 2.3]. Theorem 2.6 verifies this heuristic for the
smoothing process on the torus.
Using Theorem 2.2 and duality, we now prove Theorem 2.3.
Proof of Theorem 2.3. Recall the process Y(i) defined in (2.1). Writ-
ing M (i)(t) = max1≤j≤n Y
(i)
j (t) and m
(i)(t) = min1≤j≤n Y
(i)
j (t), note that
the dynamics of the smoothing process implies thatM (i)(t) is non-increasing
in time and m(i)(t) is non-decreasing in time. Recall the function V from
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(2.3) and let Y
(i)
(t) =
∑n
j=1 πjY
(i)
j (t), t ≥ 0. Note that Y
(i)
(0) = πi and,
therefore,
V(Y(i)(0)) = πi(1−πi)2+
∑
j 6=i
πj(−πi)2 = πi(1−πi)2+(1−πi)π2i = πi(1−πi) ≤ π∗.
We apply this formula and Theorem 2.2 to see that,
E
[(
M (i)(t)−m(i)(t)
)2]
(4.9)
≤ 2
(
E
[(
M (i)(t)− Y (i)(t)
)2]
+ E
[(
m(i)(t)− Y (i)(t)
)2])
≤ 2E
n∑
j=1
(
Y
(i)
j (t)− Y
(i)
(t)
)2
≤ 2π−1∗ E
n∑
j=1
πj
(
Y
(i)
j (t)− Y
(i)
(t)
)2
= 2π−1∗ EV(Y
(i)(t)) ≤ 2π−1∗ e−γ
(2)t
EV(Y(i)(0)) ≤ 2π
∗
π∗
e−γ
(2)t.
Thus, as t → ∞, Y(i)(t) converges almost surely to the vector Y (i)(∞)1
for some non-negative random variable Y (i)(∞). Recall {Y(i)( · ) : 1 ≤ i ≤ n}
and X˜(t) from Remark 2.1. Let X˜i(∞) = Y (i)(∞)
∑n
j=1Xj(0) for 1 ≤ i ≤ n.
From the almost sure convergence of Y(i)( · ) we obtain X˜i(t) → X˜i(∞) as
t → ∞, for 1 ≤ i ≤ n, a.s. By duality (2.2), for any t ≥ 0, X˜(t) has the
same law as X(t). This implies the weak convergence of X(t) to X(∞) :=
X˜(∞) := (X˜i(∞))1≤i≤n proving the first claim in the theorem. Using the
observation that for each i, m(i)(t) ≤ Y (i)(∞) ≤ M (i)(t) for all t ≥ 0, we
obtain [
d
(2)
W (D(X(t)),D(X(∞)))
]2
=
[
d
(2)
W (D(X˜(t)),D(X˜(∞)))
]2
(4.10)
≤ E
n∑
i=1
∣∣∣∣∣∣
n∑
j=1
Xj(0)Y
(i)
j (t)− Y (i)(∞)
n∑
j=1
Xj(0)
∣∣∣∣∣∣
2
≤ E
n∑
i=1
 n∑
j=1
Xj(0)
∣∣∣Y (i)j (t)− Y (i)(∞)∣∣∣
2
≤ E
n∑
i=1
 n∑
j=1
Xj(0)
∣∣∣M (i)(t)−m(i)(t)∣∣∣
2
= E
 n∑
j=1
Xj(0)
2E( n∑
i=1
(
M (i)(t)−m(i)(t)
)2)
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≤ 2π
∗
π∗
n E
 n∑
j=1
Xj(0)
2 exp(−γ(2)t) ,
where we have used the independence between {Xj(0)}1≤j≤n and the smooth-
ing process Y(i) for the last equality, and (4.9) in the last inequality.
5. Convergence rates for the smoothing and potlatch processes
on the torus and lattice. In this section, we investigate the smoothing
process on the torus Tdn := (Z/nZ)
d for odd n with P taken as the transition
matrix of the simple random walk on this graph. In the following, j ∼ i will
indicate that i and j are neighbors in Tdn.
Proof of Proposition 2.5. Recall that, almost surely, at most one
Poisson clock rings at any time. Suppose the clock at the i-th vertex rings
at (random) time t. Then
E(t)− E(t−) = 1
4dnd
∑
j:j∼i
( 1
2d
∑
k:k∼i
Yk(t−)− Yj(t−)
)2
− (Yi(t−)− Yj(t−))2

=
1
4dnd
∑
j:j∼i
( 1
2d
∑
k:k∼i
(Yk(t−)− Yi(t−)) + (Yi(t−)− Yj(t−))
)2
−(Yi(t−)− Yj(t−))2
]
=
1
2dnd
∑
j:j∼i
(
1
2d
∑
k:k∼i
(Yk(t−)− Yi(t−))
)
(Yi(t−)− Yj(t−))
+
1
4dnd
∑
j:j∼i
(
1
2d
∑
k:k∼i
Yk(t−)− Yi(t−)
)2
= − 1
nd
(
1
2d
∑
k:k∼i
Yk(t−)− Yi(t−)
)2
+
1
2nd
(
1
2d
∑
k:k∼i
Yk(t−)− Yi(t−)
)2
= − 1
2nd
(
1
2d
∑
k:k∼i
Yk(t−)− Yi(t−)
)2
≤ 0.
This implies the result.
Define the discrete Laplacian of F : R+ × Tdn → R by
(∆F )(t, i) =
1
2d
∑
j∼i
F (t, j)− F (t, i), t ∈ R+, i ∈ Tdn.
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We will use the following notation, ∆i(t) = (∆Y)(t, i), i.e.,
∆i(t) =
1
2d
∑
j∼i
Yj(t)− Yi(t).(5.1)
By the discrete integration by parts formula, for any function f : R+×Tdn →
R, u ∈ R+, and s ∈ [0, u],∑
i∈Tdn
f(u− s, i)∆i(s) =
∑
i∈Tdn
∆f(u− s, i)Yi(s).(5.2)
Lemma 5.1. For any solution f : R+ × Tdn → R to the heat equation
∂tf = ∆f and any u > 0, the process
Mf (t) :=
∑
i∈Tdn
f(u− t, i)Yi(t), 0 ≤ t ≤ u,
is a continuous time martingale with predictable quadratic variation
〈M〉f (t) =
∫ t
0
∑
i∈Tdn
f2(u− s, i)∆2i (s)ds.
Proof. Consider independent Poisson processes {Ni( · )}i∈Tdn on R+ with
unit intensity. The evolution equations for the smoothing process can be
expressed in terms of these processes as
Yi(t) =
∫ t
0
∆i(s−)Ni(ds), i ∈ Tdn.
Let N̂i denote the compensated Poisson process Ni. By the pathwise inte-
gration by parts formula, we obtain for any t ∈ [0, u),
Mf (t) = −
∫ t
0
∑
i∈Tdn
∂sf(u− s, i)Yi(s)ds +
∫ t
0
∑
i∈Tdn
f(u− s, i)dYi(s)
= −
∫ t
0
∑
i∈Tdn
∂sf(u− s, i)Yi(s)ds +
∫ t
0
∑
i∈Tdn
f(u− s, i)∆i(s−)Ni(ds)
= −
∫ t
0
∑
i∈Tdn
∂sf(u− s, i)Yi(s)ds +
∫ t
0
∑
i∈Tdn
f(u− s, i)∆i(s)ds
+
∫ t
0
∑
i∈Tdn
f(u− s, i)∆i(s−)N̂i(ds)
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=
∫ t
0
∑
i∈Tdn
(−∂sf(u− s, i) + ∆f(u− s, i))Yi(s)ds
+
∫ t
0
∑
i∈Tdn
f(u− s, i)∆i(s−)N̂i(ds)
=
∫ t
0
∑
i∈Tdn
f(u− s, i)∆i(s−)N̂i(ds),
where the fourth equality follows from (5.2) and the last equality follows as
f is a solution to the heat equation. This proves that {Mf (t) : 0 ≤ t ≤ u}
is a martingale. The formula for the predictable quadratic variation follows
from the above representation and [JS87, Thm. I.4.40(d), p. 48].
For functions f, g : R+ → R, we denote their convolution by f ⋆ g. The
k-fold convolution of f with itself is denoted by f⋆k. Further, for i, j ∈ Tdn,
i+ j denotes addition modulo n.
Recall that p(t, i) denotes the heat kernel of the continuous time simple
random walk on Tdn starting from 0. Note that ∆p is the solution to the
heat equation with initial condition ∆p(0, i) = 12d
∑
j∼i δ0(j)− δ0(i), i ∈ Tdn.
Define G : R+ → R by
(5.3) G(t) =
∑
i∈Tdn
(∆p(t, i))2, t ≥ 0.
Lemma 5.2. For any u ≥ 0,
E
∑
i∈Tdn
∆2i (u) =
∞∑
k=1
G⋆k(u).
Proof. Fix u ≥ 0. For any i ∈ Tdn, using Lemma 5.1 with fi(t, j) =
∆p(t, i+ j) (which is the solution to the heat equation with initial condition
fi(0, j) =
1
2d
∑
k∼j δi(k) − δi(j), j ∈ Tdn) in place of f , we obtain for any
0 ≤ t ≤ u,
(5.4) E
(
M2fi(t)
) − E (M2fi(0)) = ∫ t
0
∑
j∈Tdn
(∆p(u− s, i+ j))2E(∆2j (s))ds.
Consider the smoothing process Y = Y(0) on Tdn. Note that from the defi-
nition,
Mfi(u) =
∑
j∈Tdn
∆p(0, i+ j)Yj(u) =
∑
j∈Tdn
 1
2d
∑
k∼j
δi(k)− δi(j)
Yj(u)
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=
1
2d
∑
j∼i
Yj(u)− Yi(u) = ∆i(u),
and
Mfi(0) =
∑
j∈Tdn
∆p(u, i+ j)Yj(0) =
∑
j∈Tdn
∆p(u, i+ j)δ0(j) = ∆p(u, i).
Using these observations and taking t = u in (5.4),
(5.5) E
(
∆2i (u)
) − (∆p(u, i))2 = ∫ u
0
∑
j∈Tdn
(∆p(u− s, i+ j))2E(∆2j (s))ds.
Now, summing over i in (5.5), we obtain
E
∑
i∈Tdn
∆2i (u)−G(u) =
∑
i∈Tdn
∫ u
0
∑
j∈Tdn
(∆p(u− s, i+ j))2E(∆2j (s))ds
=
∫ u
0
∑
j∈Tdn
∑
i∈Tdn
(∆p(u− s, i+ j))2E(∆2j (s))ds =
∫ u
0
∑
j∈Tdn
G(u− s)E(∆2j (s))ds
=
∫ u
0
G(u− s)E
∑
j∈Tdn
∆2j (s)
 ds.
Note that the above holds for every u ≥ 0. Thus the function H(u) =
E
∑
j∈Tdn ∆
2
j (u), u ≥ 0, solves the renewal equation
H(u) = G(u) +
∫ u
0
G(u− s)H(s)ds.
As G( · ) is non-negative and supt≥0G(t) <∞, by [Fel41, Thm. 2], the above
equation has a unique non-negative solution which is bounded on every finite
time interval, which thus equals H. The function H can be expressed in the
series form (see [Fel41, (7.1)]) as
H(u) =
∞∑
k=1
G⋆k(u), u ≥ 0,
proving the lemma.
In view of the above lemma, we need to study the asymptotic properties
of the function G.
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Lemma 5.3. There exist positive constants β1, β2 and n0 ≥ 3 (all de-
pending on d) such that for all n ≥ n0, t ≥ 4d,
β1
t
d
2
+2 ∧ nd+4
exp
(
−2γ(1)1 d−1t
)
≤ G(t) ≤ β2
t
d
2
+2 ∧ nd+4
exp
(
−2γ(1)1 d−1t
)
.
(5.6)
Proof. We will first study the case d = 1. Recall the notation and spec-
tral representation from Remark 3.2. Note that γ
(1)
1 = λ̂1 so we will prove
(5.6) with λ̂1 in place of γ
(1)
1 .
It follows from (3.9), (3.11) and (5.3) that for t ≥ 0,
(5.7) G(t) =
∑
i∈T1n
(∆p(t, i))2 =
∑
i∈T1n
(∂tp(t, i))
2 =
2
n
⌊n
2
⌋∑
j=1
λ̂2je
−2λ̂j t.
Using (3.7) in (5.7), we get
G(t) ≥ 2C
2
1
n
⌊n
2
⌋∑
j=1
j4
n4
e−2C2j
2t/n2 = 2C21 t
−5/2 1
nt−1/2
⌊n
2
⌋∑
j=1
j4
(nt−1/2)4
e−2C2j
2/(nt−1/2)2 ,
(5.8)
G(t) ≤ 2C
2
2
n
⌊n
2
⌋∑
j=1
j4
n4
e−2C1j
2t/n2 = 2C22 t
−5/2 1
nt−1/2
⌊n
2
⌋∑
j=1
j4
(nt−1/2)4
e−2C1j
2/(nt−1/2)2 .
(5.9)
Fix some ε ∈ (0, 1). If 4 ≤ t ≤ εn2 then 1/(nt−1/2) ≤ ε1/2 and the Riemann
sum approximation with “∆x = 1/(nt−1/2)” yields for large n
1
nt−1/2
⌊n
2
⌋∑
j=1
j4
(nt−1/2)4
e−2C1j
2/(nt−1/2)2 ≈
∫ √t/2
0
x4e−2C1x
2
dx,
and similarly for the analogous expression in (5.9). This observation and
(5.8)-(5.9) imply that there exist positive constants C3, C4 such that for all
n, t satisfying 4 ≤ t ≤ εn2,
(5.10) C3t
−5/2 ≤ G(t) ≤ C4t−5/2.
This and (3.8) establish the lemma for d = 1 when 4 ≤ t ≤ εn2.
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To address the region t ≥ εn2, observe that (5.7) yields
(5.11)
2n−5(n2λ̂1)2e−2λ̂1t ≤ G(t) ≤ 2λ̂
2
1e
−2λ̂1t + 2λ̂22e
−2λ̂2t
n
+
2e−2λ̂1t
n
⌊n
2
⌋∑
j=3
λ̂2je
−2(λ̂j−λ̂1)t
where the sum above is taken to be zero if n = 3, 4, 5. Since λ̂1 ≤ λ̂2 for
n ≥ 3, (3.7) implies that
2λ̂21e
−2λ̂1t + 2λ̂22e
−2λ̂2t
n
≤ 2(C2/n
2)2e−2λ̂1t + 2(C222/n2)2e−2λ̂1t
n
=
34C22e
−2λ̂1t
n5
.
(5.12)
The explicit form of λ̂j and (3.6) show that for all 3 ≤ j ≤ n/2,
λ̂j − λ̂1 = (1− cos(2πj/n)) − (1− cos(2π/n))
≥
(
1
2
· 4π
2j2
n2
− 1
24
· 16π
4j4
n4
)
− 1
2
· 4π
2
n2
=
2π2j2
n2
(
1− 1
j2
− π
2j2
3n2
)
≥ 2π
2j2
n2
(
1− 1
32
− π
2(n/2)2
3n2
)
> 0.06
2π2j2
n2
=: δj2/n2.
It follows from this, (3.7), (5.11) and (5.12) that if t ≥ εn2 then
(5.13)
(2C1)
2e−2λ̂1t
n5
≤ (2n
2λ̂1)
2e−2λ̂1t
n5
≤ G(t) ≤ 34C
2
2e
−2λ̂1t
n5
+
2C22e
−2λ̂1t
n5
∞∑
j=3
j4e−2δj
2ε,
which establishes the lemma for d = 1 when t ≥ εn2. Thus, (5.10) and (5.13)
together prove the lemma for d = 1.
Next we will show that there exist positive constants C5, C6 and n1 ≥ 3
such that for all n ≥ n1, t ≥ 4,
(5.14)
C5
t1/2 ∧ n ≤
∑
i∈T1n
p(t, i)2 ≤ C6
t1/2 ∧ n.
Note from (3.11) that
∑
i∈T1n
(
p(t, i)− 1
n
)2
=
2
n
⌊n
2
⌋∑
j=1
e−2λ̂j t,
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so (3.7) yields
∑
i∈T1n
(
p(t, i)− 1
n
)2
≥ 2
n
⌊n
2
⌋∑
j=1
e−2C2j
2t/n2 = t−1/2
2
nt−1/2
⌊n
2
⌋∑
j=1
e−2C2j
2/(nt−1/2)2 ,
(5.15)
∑
i∈T1n
(
p(t, i)− 1
n
)2
≤ 2
n
⌊n
2
⌋∑
j=1
e−2C1j
2t/n2 = t−1/2
2
nt−1/2
⌊n
2
⌋∑
j=1
e−2C1j
2/(nt−1/2)2 .
(5.16)
Fix ε ∈ (0, 1). If 4 ≤ t ≤ εn2 then 1/(nt−1/2) ≤ ε1/2 and the Riemann sum
approximation yields
2
nt−1/2
⌊n
2
⌋∑
j=1
e−2C2j
2/(nt−1/2)2 ≥ C72
∫ t/2
0
e−2C2x
2
dx ≥ C72
∫ 2
0
e−2C2x
2
dx.
(5.17)
A similar upper bound holds for the analogous expression in (5.16). The
estimates (5.15)-(5.17) and the following formula
(5.18)
∑
i∈T1n
p(t, i)2 =
1
n
+
∑
i∈T1n
(
p(t, i)− 1
n
)2
,
imply that for some positive constants C8, C9 and for all n, t satisfying 4 ≤
t ≤ εn2,
(5.19) C8t
−1/2 ≤
∑
i∈T1n
p(t, i)2 ≤ C9t−1/2.
For t ≥ εn2, using (5.18) and the first inequality in (5.16), we obtain
(5.20)
1
n
≤
∑
i∈T1n
p(t, i)2 ≤ 1
n
+
2
n
∞∑
j=1
e−2C1εj
2
.
The bounds (5.14) now follow from (5.19) and (5.20).
Consider d ≥ 2. In the rest of the proof, we will use p(t,x) to denote the
heat kernel for Tdn and p
(1)(t, i) to denote the heat kernel for T1n. Observe
that p(t,x) = Πdk=1p
(1)(td−1, xk) for t ≥ 0 and x = (x1, . . . , xd) ∈ Tdn. Hence,
we can write
∂tp(t,x) = d
−1
d∑
k=1
gk(t,x)
26 BANERJEE AND BURDZY
where
gk(t,x) = ∂tp
(1)(td−1, xk)
∏
j 6=k
p(1)(td−1, xj).
To obtain the upper bound, observe that, by the Cauchy-Schwarz inequality,
∑
x∈Tdn
(∂tp(t,x))
2 ≤
∑
x∈Tdn
d−1
d∑
k=1
gk(t,x)
2
(5.21)
= d−1
∑
x∈Tdn
d∑
k=1
(∂tp(1)(td−1, xk))2∏
j 6=k
p(1)(td−1, xj)2

=
∑
i∈T1n
(∂tp
(1)(td−1, i))2
∑
i∈T1n
p(1)(td−1, i)2
d−1 .
By (5.7) and the upper bound in (5.6) for d = 1,∑
i∈T1n
(∂tp
(1)(td−1, i))2 ≤ β2
(td−1)
1
2
+2 ∧ n5
exp
(
−2λ̂1td−1
)
.(5.22)
Note that the first two equalities in (5.7) hold for Tdn with any d ≥ 1. Hence,
it follows from (5.21), (5.22) and the upper bound in (5.14) that there exist
C10 > 0, n2 ≥ 3 such that for all n ≥ n2, t ≥ 4d,
G(t) =
∑
x∈Tdn
(∂tp(t,x))
2 ≤ β2
(td−1)
1
2
+2 ∧ n5
exp
(
−2λ̂1d−1t
)( C6
(td−1)1/2 ∧ n
)d−1(5.23)
≤ C10
t
d
2
+2 ∧ nd+4
exp
(
−2λ̂1d−1t
)
.
This proves the upper bound in (5.6) for d ≥ 2.
To obtain the lower bound, note that
(∂tp(t,x))
2 = d−2
d∑
k=1
gk(t,x)
2 + d−2
∑
k 6=j
gk(t,x)gj(t,x).
For any k 6= j,
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x∈Tdn
gk(t,x)gj(t,x)
=
∑
i∈T1n
(
∂tp
(1)(td−1, i)
)
p(1)(td−1, i)
2∑
i∈T1n
p(1)(td−1, i)2
d−2 ≥ 0,
so
(∂tp(t,x))
2 ≥ d−2
d∑
k=1
gk(t,x)
2.(5.24)
By (5.7) and the lower bound in (5.6) for d = 1,∑
i∈T1n
(∂tp
(1)(td−1, i))2 ≥ β1
(td−1)
1
2
+2 ∧ n5
exp
(
−2λ̂1td−1
)
.(5.25)
It follows from the last two equalities of (5.21), along with (5.24), (5.25) and
the lower bound in (5.14) that there exist C11 > 0, n3 ≥ 3 such that for all
n ≥ n3, t ≥ 4d,
G(t) ≥
∑
x∈Tdn
d−2
d∑
k=1
gk(t,x)
2(5.26)
≥ 1
d
· β1
(td−1)
1
2
+2 ∧ n5
exp
(
−2λ̂1d−1t
)( C5
(td−1)1/2 ∧ n
)d−1
≥ C11
t
d
2
+2 ∧ nd+4
exp
(
−2λ̂1d−1t
)
.
This proves the lower bound in (5.6) for d ≥ 2.
Lemma 5.4.
∫∞
0 G(t)dt = 1/2.
Proof. Recall that we write x = (x1, . . . , xn) for x ∈ Tdn. By Remark
3.2, especially (3.9) and (3.10),∫ ∞
0
G(t)dt =
∫ ∞
0
∑
i∈Tdn
(∂tp(t, i))
2dt =
∫ ∞
0
1
nd
∑
x∈Tdn
(
λ̂
(d)
x
)2
e−2λ̂
(d)
x tdt
=
1
2nd
∑
x∈Tdn
λ̂
(d)
x =
1
2dnd
∑
x∈Tdn
d∑
j=1
(1− cos(2πxj/n))
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=
1
2dnd
dnd−1
n−1∑
k=0
(1− cos(2πk/n)) = 1
n
n−1∑
k=1
sin2(πk/n) =
1
2
,
where the last equality follows from the trigonometric identity
∑n−1
k=1 sin
2(πk/n) =
n/2 (see [Law10, (1.18), p. 29]). This completes the proof of the lemma.
In the remaining part of the article C will denote a generic positive con-
stant (depending on d but not n or t) whose value can change from line to
line (and even within one line).
Lemma 5.5. Let β2 be the constant in Lemma 5.3. There exists a positive
integer n0 ≥ 3 such that for all n ≥ n0,∫ ∞
0
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds ≤ 15
16
.
Proof. For any ε ∈ (0, 1), we can write∫ ∞
0
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds(5.27)
=
(∫ εn2
0
+
∫ n2
εn2
+
∫ ∞
n2
)
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds.
By (3.8), we can choose and fix ε > 0 sufficiently small such that for all
n ≥ 3,
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
εn2
)
≤ 9/8.
With this choice of ε, using Lemma 5.4, we obtain
(5.28)
∫ εn2
0
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds ≤ 9
8
∫ ∞
0
G(s)ds =
9
16
.
Moreover, using the upper bound in (5.6),∫ n2
εn2
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds
≤
∫ n2
εn2
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
β2
s
d
2
+2 ∧ nd+4
exp
(
−2γ(1)1 d−1s
)
ds
≤
∫ n2
εn2
β2
s
d
2
+2 ∧ nd+4
ds =
∫ n2
εn2
β2
s
d
2
+2
ds ≤ C
(εn2)
d
2
+1
.
POTLATCH AND SMOOTHING PROCESSES 29
Choosing n0 ≥ 3 large enough, for any n ≥ n0,
(5.29)
∫ n2
εn2
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds ≤ 1
8
.
Again using the upper bound in (5.6),
∫ ∞
n2
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds
(5.30)
≤
∫ ∞
n2
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
β2
s
d
2
+2 ∧ nd+4
exp
(
−2γ(1)1 d−1s
)
ds
≤
∫ ∞
n2
β2
nd+4
exp
(
− 4β2
nd+4
s
)
ds =
1
4
exp
(
−4β2n
2
nd+4
)
≤ 1
4
.
Using the bounds (5.28), (5.29) and (5.30) in (5.27), we obtain n0 ≥ 3 such
that for all n ≥ n0,
(5.31)
∫ ∞
0
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
G(s)ds ≤ 9
16
+
1
8
+
1
4
=
15
16
,
proving the lemma.
Lemma 5.6. Let β2 be the constant in Lemma 5.3. There exist positive
constants θ1, θ2 and n0 ≥ 3 (all depending on d) such that for all n ≥ n0,
t ≥ 4d,
θ1
t
d
2
+2 ∧ nd+4
exp
(
−2γ(1)1 d−1t
)
≤ E
∑
i∈Tdn
∆2i (t)
(5.32)
≤ θ2
t
d
2
+2 ∧ nd+4
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
.
Proof. By Lemma 5.2, for any t ≥ 0,
E
∑
i∈Tdn
∆2i (t) =
∞∑
k=1
G⋆k(t) ≥ G(t).
Choosing n0 as in Lemma 5.3, for n ≥ n0 and t ≥ 4d,
E
∑
i∈Tdn
∆2i (t) ≥
β1
t
d
2
+2 ∧ nd+4
exp
(
−2γ(1)1 d−1t
)
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proving the lower bound in (5.32).
Next we will prove the upper bound in (5.32). Define
G˜(t) = exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
G(t), t ≥ 0.
It follows from (5.9) that for all t > 0,
G(t) ≤ 2C
2
2
n
⌊n
2
⌋∑
j=1
j4
n4
e−2C1j
2t/n2 ≤ 2C
2
2
n
⌊n
2
⌋∑
j=1
j4
n4
≤ C <∞.
It follows from this and the upper bound in Lemma 5.3 that there exists a
positive constant C∗ depending only on d, such that
(5.33) G˜(t) ≤ G(t) := C∗
t
d
2
+2 ∧ nd+4
, t > 0.
Write θ := 1516 . By Lemma 5.5,
(5.34)
∫ ∞
0
G˜(s)ds ≤ θ.
Define the sequence
am :=
(16/17)
2(m−1)
d+4
2
∑∞
j=1(16/17)
2(j−1)
d+4
, m ≥ 1.
As
∑∞
j=1 aj = 1/2,
a∗ :=
∞∏
l=1
(1− al) > 0.
We claim the following: for all k ≥ 1 and t > 0,
(5.35) G˜⋆k(t) ≤ Ĝk(t) := 2θkG
t− t k∑
j=1
aj
+ θk−1 k∑
j=1
G (ta∗aj) .
Since
∑∞
j=1 aj = 1/2, Ĝk( · ) is well-defined and non-increasing for each
k ≥ 1.
We will prove (5.35) by induction. We now formulate the induction state-
ment. Define {bjk}1≤j≤k<∞ by bjj := 1 and
bjk :=
k∏
l=j+1
(1− al), 1 ≤ j < k <∞.
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Then we claim that for k ≥ 1 and t > 0,
(5.36) G˜⋆k(t) ≤ Ĝ∗k(t) := 2θkG
t− t k∑
j=1
aj
+ θk−1 k∑
j=1
G (tbjkaj) .
As bjk ≥ a∗ for all 1 ≤ j ≤ k < ∞ and G(·) is non-increasing, establishing
(5.36) proves (5.35) for any k ≥ 1.
For later reference, we note that Ĝ∗k(·) is non-increasing.
The claim (5.36) for k = 1 follows from (5.33) and the observation that
G(·) is non-increasing. Suppose the claim (5.36) is true for all k ≤ N . Then
for any t > 0,
G˜⋆(N+1)(t) =
∫ t
0
G˜(s)G˜⋆N (t− s)ds
(5.37)
=
∫ taN+1
0
G˜(s)G˜⋆N (t− s)ds+
∫ t
taN+1
G˜(s)G˜⋆N (t− s)ds.
By the induction hypothesis, the monotonicity of Ĝ∗N ( · ) and (5.34),
∫ taN+1
0
G˜(s)G˜⋆N (t− s)ds ≤
∫ taN+1
0
G˜(s)Ĝ∗N (t− s)ds
(5.38)
≤ Ĝ∗N (t− taN+1)
∫ taN+1
0
G˜(s)ds ≤ θĜ∗N (t− taN+1).
From (5.33), (5.34), and using the monotonicity of G( · ),
∫ t
taN+1
G˜(s)G˜⋆N (t− s)ds ≤ G(taN+1)
∫ t
taN+1
G˜⋆N (t− s)ds
(5.39)
≤ G(taN+1)
∫ ∞
0
G˜⋆N (s)ds
= G(taN+1)
(∫ ∞
0
G˜(s)ds
)N
≤ θNG(taN+1).
Using (5.38) and (5.39) in (5.37), and recalling the explicit form of Ĝ∗N given
in (5.36), we obtain
G˜⋆(N+1)(t) ≤ θĜ∗N (t− taN+1) + θNG(taN+1)
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= 2θN+1G
(t− taN+1)
1− N∑
j=1
aj

+ θN
N∑
j=1
G (t(1− aN+1)bjNaj) + θNG(taN+1)
= 2θN+1G
t− tN+1∑
j=1
aj + taN+1
N∑
j=1
aj
+ θN N+1∑
j=1
G
(
tbj(N+1)aj
)
≤ 2θN+1G
t− tN+1∑
j=1
aj
+ θN N+1∑
j=1
G
(
tbj(N+1)aj
)
,
where we used the observation that b(N+1)(N+1) = 1 and bj(N+1) = (1 −
aN+1)bjN for j ≤ N to obtain the second equality, and the monotonicity of
G( · ) to obtain the last inequality. This proves the claim (5.36) for k = N+1.
Thus, by induction, (5.36), and hence (5.35), is true for all k ≥ 1.
Now we prove the upper bound in (5.32) using (5.35). By Lemma 5.2 and
(5.35), for any t > 0,
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
E
∑
i∈Tdn
∆2i (t)
(5.40)
= exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
) ∞∑
k=1
G⋆k(t) =
∞∑
k=1
G˜⋆k(t)
≤
∞∑
k=1
Ĝk(t) = 2
∞∑
k=1
θkG
t− t k∑
j=1
aj
+ ∞∑
k=1
θk−1
k∑
j=1
G (ta∗aj)
≤ 2G(t/2)
∞∑
k=1
θk +
∞∑
j=1
G (ta∗aj)
∞∑
k=j
θk−1
=
2θ
1− θG(t/2) +
1
1− θ
∞∑
j=1
θj−1G (ta∗aj) ,
where we used the observations that G( · ) is non-increasing and ∑∞j=1 aj =
1/2, along with an interchange of summation, to obtain the second inequal-
ity.
Recall that θ = 15/16 and note that 1516 · 1716 < 1. Consider the case when
t ≤ 2n2 and note that t/2 ≤ n2 and ta∗aj ≤ n2. We have, using (5.33) in
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(5.40),
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
E
∑
i∈Tdn
∆2i (t)
(5.41)
≤ 2C∗θ
(1− θ)
1
t
d
2
+2
+
C∗
1− θ
∞∑
j=1
θj−1
1
(ta∗aj)
d
2
+2
=
2C∗θ
(1− θ)
1
t
d
2
+2
+
C∗
(a∗)
d
2
+2(1− θ)
2 ∞∑
j=1
(16/17)
2(j−1)
d+4
d2+2 1
t
d
2
+2
∞∑
j=1
(
15
16
)j−1(17
16
)j−1
≤ C
t
d
2
+2
.
For t > 2n2, again using (5.33) in (5.40),
exp
((
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
E
∑
i∈Tdn
∆2i (t)
(5.42)
≤ 2C∗θ
(1− θ)
1
nd+4
+
C∗
1− θ
∞∑
j=1
θj−1
1
(ta∗aj)
d
2
+2 ∧ nd+4
=
2C∗θ
(1− θ)
1
nd+4
+
C∗
1− θ
∑
j:ta∗aj>n2
θj−1
1
(ta∗aj)
d
2
+2 ∧ nd+4
+
C∗
1− θ
∑
j:ta∗aj≤n2
θj−1
1
(ta∗aj)
d
2
+2 ∧ nd+4
=
2C∗θ
(1− θ)
1
nd+4
+
C∗
1− θ
1
nd+4
∑
j:ta∗aj>n2
θj−1 +
C∗
1− θ
∑
j:ta∗aj≤n2
θj−1
1
(ta∗aj)
d
2
+2
≤ 2C∗θ
(1− θ)
1
nd+4
+
C∗
1− θ
1
nd+4
∞∑
j=1
θj−1
+
C∗
(a∗)
d
2
+2(1− θ)
2 ∞∑
j=1
(16/17)
2(j−1)
d+4

d
2
+2
1
t
d
2
+2
∞∑
j=1
(
15
16
)j−1(17
16
)j−1
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≤ C
nd+4
+
C
t
d
2
+2
≤ C
nd+4
.
Combining (5.41) and (5.42), we obtain
E
∑
i∈Tdn
∆2i (t) ≤
C
t
d
2
+2 ∧ nd+4
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
,
which gives the upper bound in (5.32). This proves the lemma.
Recall the energy functional E(t) defined in (2.6), the generator L of the
smoothing process on Tdn defined in (4.1), and ∆i(t) defined in (5.1).
Lemma 5.7. For any t ≥ 0, LE(t) = −n−d∑i∈Tdn ∆2i (t), and, conse-
quently,
EE(t) = n−d
∫ ∞
t
E
∑
i∈Tdn
∆2i (s)
 ds.
Proof. We have
LE(t) = 1
2dnd
∑
i∈Tdn
∑
j:j∼i
[
(Yi(t)− Yj(t) + ∆i(t))2 − (Yi(t)− Yj(t))2
]
(5.43)
=
1
2dnd
∑
i∈Tdn
∑
j:j∼i
[
∆2i (t) + 2(Yi(t)− Yj(t))∆i(t)
]
=
1
nd
∑
i∈Tdn
∆2i (t) +
1
dnd
∑
i∈Tdn
∑
j:j∼i
(Yi(t)− Yj(t))∆i(t).
Note that
1
dnd
∑
i∈Tdn
∑
j:j∼i
(Yi(t)− Yj(t))∆i(t) = 1
dnd
∑
i∈Tdn
∆i(t)
∑
j:j∼i
(Yi(t)− Yj(t))
= − 2
nd
∑
i∈Tdn
∆2i (t).
Using this in (5.43),
LE(t) = − 1
nd
∑
i∈Tdn
∆2i (t).(5.44)
Taking expectation and integrating from t to infinity on both sides, we obtain
the result.
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We will write 〈 · , · 〉 to denote the inner product with respect to the count-
ing measure on Tdn. Recall eigenvalues λ̂
(d)
x and eigenfunctions ψx from Sec-
tion 3. In the following, it will be more convenient to relabel the eigenval-
ues as 0 = λ̂
(d)
0 < λ̂
(d)
1 ≤ · · · ≤ λ̂(d)nd−1. The eigenfunctions will be simi-
larly labeled ψj . Write Vj(t) = n
−d/2〈ψj ,Y(t)〉, t ≥ 0, j ≥ 1. Note that
Y(t) =
∑nd−1
j=0 n
d/2Vj(t)ψj .
Lemma 5.8. We have
E(t) = n−d〈Y(t), (I − P )Y(t)〉 =
nd−1∑
j=1
λ̂
(d)
j V
2
j (t),
(5.45)
LE(t) = −n−d
∑
i∈Tdn
∆2i (t) = −n−d〈Y(t), (I − P )2Y(t)〉 = −
nd−1∑
j=1
(
λ̂
(d)
j
)2
V 2j (t),
(5.46)
V(t) =
〈
nd−1∑
j=1
Vj(t)ψj ,
nd−1∑
j=1
Vj(t)ψj
〉
=
nd−1∑
j=1
V 2j (t),
(5.47)
LV(t) = −2E(t)− (1− n−d)LE(t).
(5.48)
Proof. The first equality in (5.45) follows from (2.6) and the observation
that
1
4dnd
∑
i∼j
(Yi(t)− Yj(t))2 = n−d〈Y(t), (I − P )Y(t)〉.
Since Y(t) =
∑nd−1
j=0 n
d/2Vj(t)ψj and (I −P )Y(t) =
∑nd−1
j=1 n
d/2λ̂
(d)
j Vj(t)ψj ,
the second equality in (5.45) follows.
Note that ∆i(t) = ((P − I)Y(t))i for i ∈ Tdn and hence
n−d
∑
i∈Tdn
∆2i (t) = n
−d〈(P − I)Y(t), (P − I)Y(t)〉 = n−d〈Y(t), (I − P )2Y(t)〉
for t ≥ 0. Thus, using (5.44),
LE(t) = −n−d
∑
i∈Tdn
∆2i (t) = −n−d〈Y(t), (I−P )2Y(t)〉 = −
nd−1∑
j=1
(
λ̂
(d)
j
)2
V 2j (t),
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where the third equality follows by noting that
(I − P )2Y(t) =
nd−1∑
j=1
(
λ̂
(d)
j
)2
Vj(t)ψj
for t ≥ 0. This proves (5.46).
The first equality in (5.47) follows from (2.3)-(2.4) and the observation
that
n−d
∑
i∈Tdn
(
Yi(t)− Y (t)
)2
=
〈
nd−1∑
j=1
Vj(t)ψj ,
nd−1∑
j=1
Vj(t)ψj
〉
.
The second equality in (5.47) follows from the orthonormality of {ψj(·) :
0 ≤ j ≤ nd − 1}.
In view of (5.1), the second term in (4.6) (with y replaced by Y(t)) can
be written as
n−2d〈(I−P )Y(t), (I−P )Y(t)〉 = n−2d〈Y(t), (I−P )2Y(t)〉 = n−2d
∑
i∈Tdn
∆2i (t).
Hence, by (4.6) and (4.7),
(5.49) LV(t) = −E(2)(t)− n−2d
∑
i∈Tdn
∆2i (t),
where E(2)(t) := n−d〈Y(t), (I − P 2)Y(t)〉 is the two-step energy functional.
Note that
E(2)(t) = n−d〈Y(t), (I − P 2)Y(t)〉
= 2n−d〈Y(t), (I − P )Y(t)〉 − n−d〈Y(t), (I − P )2Y(t)〉
= 2n−d〈Y(t), (I − P )Y(t)〉 − n−d
∑
i∈Tdn
∆2i (t) = 2E(t) + LE(t),
where the last equality follows from (5.44). Thus, using the above observation
and (5.44) in (5.49), the variance functional has the following generator:
LV(t) = −2E(t)− (1− n−d)LE(t).
Proof of Theorem 2.6. In view of (3.8), if t0 ≤ t ≤ n2 then 0 ≤
n−2t/C ≤ γ(1)1 d−1t ≤ Cn−2t ≤ C and, therefore,
1/C ≤ exp
(
−γ(1)1 d−1t
)
≤ 1.(5.50)
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Recall β2 from Lemma 5.3. We use (3.8) to find C
′ and n1, depending only
on d, such that for n ≥ n1,
2γ
(1)
1 d
−1 − 4β2
nd+4
> C ′n−2 > 0.(5.51)
In the rest of the proof we will always assume that n0 ≥ n1.
Using Lemma 5.7, the lower bound in (5.32) and (5.50), for t0 ≤ t ≤ n2,
ndEE(t) =
∫ ∞
t
E
∑
i∈Tdn
∆2i (s)
 ds ≥ ∫ ∞
t
C
s
d
2
+2 ∧ nd+4
exp
(
−2γ(1)1 d−1s
)
ds
≥ exp
(
−4γ(1)1 d−1n2
)∫ 2n2
t
C
s
d
2
+2
ds ≥ C
∫ 2t
t
C
s
d
2
+2
ds ≥ Ct−(d2+1).
This yields for n ≥ n0, t0 ≤ t ≤ n2,
EE(t) ≥ Cn−dt−(d2+1) ≥ Cn
−d
t
d
2
+1 ∧ nd+2
exp
(
−2γ(1)1 d−1t
)
.(5.52)
For t > n2, using Lemma 5.7, the lower bound in (5.32) and (3.8),
ndEE(t) =
∫ ∞
t
E
∑
i∈Tdn
∆2i (s)
 ds ≥ ∫ ∞
t
C
nd+4
exp
(
−2γ(1)1 d−1s
)
ds
(5.53)
=
C
γ
(1)
1 n
d+4
exp
(
−2γ(1)1 d−1t
)
≥ C
nd+2
exp
(
−2γ(1)1 d−1t
)
=
C
t
d
2
+1 ∧ nd+2
exp
(
−2γ(1)1 d−1t
)
.
Now we obtain the upper bound in the energy estimate (2.7). For n ≥ n0,
t0 ≤ t ≤ n2, using Lemma 5.7, the upper bound in (5.32), and (5.51),
ndEE(t) =
∫ ∞
t
E
∑
i∈Tdn
∆2i (s)
 ds
(5.54)
≤
∫ ∞
t
C
s
d
2
+2 ∧ nd+4
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
ds
≤ exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)∫ n2
t
C
s
d
2
+2
ds
38 BANERJEE AND BURDZY
+
∫ ∞
n2
C
nd+4
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
ds
≤ C
t
d
2
+1
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
+
C
nd+4
(
2γ
(1)
1 d
−1 − 4β2
nd+4
) exp(−(2γ(1)1 d−1 − 4β2nd+4
)
n2
)
≤ C
t
d
2
+1
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
+
C
nd+2
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
n2
)
≤ C
t
d
2
+1
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
.
For t ≥ n2, again using Lemma 5.7, the upper bound in (5.32) and (5.51),
ndEE(t) =
∫ ∞
t
E
∑
i∈Tdn
∆2i (s)
 ds(5.55)
≤
∫ ∞
t
C
s
d
2
+2 ∧ nd+4
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
ds
=
∫ ∞
t
C
nd+4
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
s
)
ds
=
C
nd+4
(
2γ
(1)
1 d
−1 − 4β2
nd+4
) exp(−(2γ(1)1 d−1 − 4β2nd+4
)
t
)
≤ C
nd+2
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
.
The energy bounds in (2.7) with α3 := 4β2 thus follow from (5.52), (5.53),
(5.54) and (5.55).
Now we obtain the variance bounds in (2.8). To obtain the lower bound in
(2.8), note that by the Cauchy-Schwarz inequality, (5.45), (5.46) and (5.47),
for any t ≥ 0,
E(t) =
nd−1∑
j=1
λ̂
(d)
j V
2
j (t) ≤
nd−1∑
j=1
(
λ̂
(d)
j
)2
V 2j (t)
1/2nd−1∑
j=1
V 2j (t)
1/2(5.56)
=
n−d ∑
i∈Tdn
∆2i (t)
1/2 V(t)1/2.
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Taking expectations in (5.56) and applying the Cauchy-Schwarz inequality
again, we obtain
EE(t) ≤ E

n−d ∑
i∈Tdn
∆2i (t)
1/2 V(t)1/2
 ≤
n−dE∑
i∈Tdn
∆2i (t)
1/2 (EV(t))1/2 .
Hence, for any t ≥ 0,
(5.57) EV(t) ≥ (EE(t))
2
n−dE
∑
i∈Tdn ∆
2
i
(t)
.
Using the lower bound in (2.7) and the upper bound in (5.32) in (5.57), we
obtain for n ≥ n0, t ≥ t0,
EV(t) ≥
Cn−2d
td+2 ∧ n2d+4 exp
(
−4γ(1)1 d−1t
)
Cn−d
t
d
2
+2 ∧ nd+4
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)(5.58)
=
Cn−d
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 +
4β2
nd+4
)
t
)
.
This is the lower bound in (2.8).
Using the energy bounds (2.7) in place of the bounds on E
(∑
i∈Tdn ∆
2
i (t)
)
obtained in (5.32), calculations similar to (5.54) and (5.55) show that there
exist positive constants C2, t0 and n0 ≥ 3 (depending on d) such that for all
n ≥ n0, t ≥ t0,∫ ∞
t
EE(s)ds ≤ C2n
−d
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
.(5.59)
To obtain the upper bound for the variance in (2.8), we use (5.48) and (5.59)
to obtain for n ≥ n0, t ≥ t0,
EV(t) = 2
∫ ∞
t
EE(s)ds− (1− n−d)EE(t)(5.60)
≤ 2
∫ ∞
t
EE(s)ds ≤ 2C2n
−d
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 − 4β2
nd+4
)
t
)
.
The bounds in (2.8) with α3 := 4β2 follow from (5.58) and (5.60). This
proves the theorem.
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Theorem 5.9. Fix i ∈ Tdn. Recall that {Y(i)(t) : t ≥ 0} denotes the
smoothing process with starting configuration Y
(i)
x (0) = δi(x) for x ∈ Tdn.
Recall the constants α1, α2 and α3 from Theorem 2.6.
(i) There exist constants n0 ≥ 3, t0 > 0 (depending on d) such that for
all n ≥ n0, t ≥ t0,
α1
t
d
2
+1 ∧ nd+2
exp
(
−2γ(1)1 d−1t
)
≤ E
∑
j∈Tdn
Y
(i)
j (t)− |Tdn| Y (i)(∞)
2
≤ α2
t
d
2
+1 ∧ nd+2
exp
(
−
(
2γ
(1)
1 d
−1 − α3
nd+4
)
t
)
.
(ii) Consider a family of non-negative random variables {Xj : j ∈ Zd},
independent of Y(i), for which Cov (Xj,Xk) = 0 for j 6= k and E(Xj) = µ <
∞, Var(Xj) = σ2 ∈ (0,∞) for all j ∈ Zd. There exist η1 > 0 and η2 > 0
(depending on µ, σ and d), and n′0 ≥ 3 and t′0 > 0 (depending on d only)
such that for all n ≥ n′0, t ≥ t′0,
η1
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 +
α3
nd+4
)
t
)
≤ E
∑
j∈Tdn
XjY
(i)
j (t)− Y (i)(∞)
∑
j∈Tdn
Xj
2
≤ η2
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 − α3
nd+4
)
t
)
.
Proof. (i) Let U(t) =
∑
j∈Tdn Y
(i)
j (t). Taking f ≡ 1 in Lemma 5.1, it
follows that U is a martingale with predictable quadratic variation given by
〈U〉(t) = ∫ t0 ∑j∈Tdn ∆2j (s)ds. Hence, by Lemma 5.7,
E(U(t)− U(∞))2 =
∫ ∞
t
E
∑
j∈Tdn
∆2j (s)
 ds = ndEE(t).
The result now follows from (2.7).
(ii) Note that
E
∑
j∈Tdn
XjY
(i)
j (t)− Y (i)(∞)
∑
j∈Tdn
Xj
2
= σ2E
∑
j∈Tdn
(Y
(i)
j (t)− Y (i)(∞))2
+ µ2E
∑
j∈Tdn
Y
(i)
j (t)− |Tdn| Y (i)(∞)
2
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= σ2E
∑
j∈Tdn
(Y
(i)
j (t)− Y (i)(t))2

+ (µ2 + σ2n−d)E
∑
j∈Tdn
Y
(i)
j
(t)− |Tdn| Y (i)(∞)
2
= σ2ndEV(t) + (µ2 + σ2n−d)E
∑
j∈Tdn
Y
(i)
j (t)− |Tdn| Y (i)(∞)
2 .
The result now follows from part (i) and (2.8).
Remark 5.10. The upper bound in part (ii) of Theorem 5.9 holds under
the weaker assumption that the random variables {Xj : j ∈ Zd} satisfy
Cov (Xj,Xk) = 0 for j 6= k, E(Xj) = µ < ∞ for all j ∈ Zd, and σ2 :=
supj∈Zd Var(Xj) < ∞. This can be shown by replacing the first “=” with
“≤” in the proof of part (ii).
Proof of Theorem 2.8. Recall definitions (2.1) and (2.9), Remark 2.1
and notation from Theorem 2.8. In particular, recall the collection of Poisson
processes P and the family of processes {Y (i)( · ), i ∈ Tdn}. Define Z(i)( · ) =∑
j∈Tdn Y
(i)
j ( · ), i ∈ Tdn. Then, using the linearity of the smoothing process,
the processes Y and Y have the following representations,
Yj( · ) =
∑
i∈Tdn
yiY
(i)
j
( · ) for j ∈ Tdn, Y ( · ) = n−d
∑
i∈Tdn
yiZ
(i)( · ).
Note that the smoothing process is constant in time if the initial mass at
every vertex of the torus is the same. Thus, n−d
∑
i∈Tdn Z
(i)(t) = 1 for all
t ≥ 0. Using this observation along with linearity of the smoothing process,
we can write Y ( · ) = y∗ + n−d∑i∈Tdn(yi − y∗)Z(i)( · ). Thus, for any t ≥ 0,
using the Cauchy-Schwarz inequality,
E
[(
Y (t)− Y (∞))2] = E
n−d ∑
i∈Tdn
(yi − y∗)(Z(i)(t)− Z(i)(∞))
2
≤ E
n−d ∑
i∈Tdn
|yi − y∗|
n−d ∑
i∈Tdn
|yi − y∗|(Z(i)(t)− Z(i)(∞))2

= E
n−d ∑
i∈Tdn
|yi − y∗|
2E [(Z(0)(t)− Z(0)(∞))2] ,
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where we have used the independence of P and the random variables {yi, i ∈
T
d
n}, and the invariance in law of the process Z(i)( · ) with respect to trans-
lations of i on the torus Tdn, to obtain the last equality. The theorem now
follows from the upper bound in part (i) of Theorem 5.9.
Proof of Theorem 2.10. The proof of Theorem 2.3 applies to any fi-
nite state space I, so we can apply it to I = Tdn. We repeat the steps of that
proof up to and including the first two lines of (4.10) to obtain,
[
d
(2)
W (D(X(t)),D(X(∞)))
]2
≤ E
∑
i∈Tdn
∣∣∣∣∣∣
∑
j∈Tdn
Xj(0)Y
(i)
j (t)− Y (i)(∞)
∑
j∈Tdn
Xj(0)
∣∣∣∣∣∣
2
.
This, an application of the upper bounds in Theorem 5.9 (i) and (ii) and
Remark 5.10 yield (2.12) and (2.14).
The proof of Theorem 2.3 also shows that the following version of (4.10)
holds for all i (but note that the role of n in Theorem 2.3 is now played by
nd),
[
d
(2)
W (D(Xi(t)),D(Xi(∞)))
]2
≤ E
∣∣∣∣∣∣
∑
j∈Tdn
Xj(0)Y
(i)
j (t)− Y (i)(∞)
∑
j∈Tdn
Xj(0)
∣∣∣∣∣∣
2
.
Once again, we can combine this observation with an application of the
upper bounds in Theorem 5.9 (i) and (ii) and Remark 5.10 to obtain (2.11)
and (2.13).
Proof of Theorem 2.11. The weak convergence claim of the theorem
was proved in [LS81].
Recall {Y(i)(·) : i ∈ Zd} and X˜(t) from Remark 2.1. In particular, we
have X˜i(t) =
∑
j∈Zd XjY
(i)
j (t), for t ≥ 0, i ∈ Zd.
We will suppress the superscript 0 and write Y for Y(0). For any odd
integer n ≥ 3, denote by Yn the smoothing process on the torus, identified
with Bdn (defined in (2.15)), and coupled in the natural way with Y: use
the same Poisson processes of clock rings driving Y at the sites of Bdn to
construct Yn. We assume that Y nj (0) = δ0(j) for j ∈ Bdn and Y nj (t) = 0 if
j /∈ Bdn and t ≥ 0. We will denote the variance and energy functionals of the
process Yn by Vn and En, respectively (see (2.4) and (2.6)).
A standard application of the “graphical method” introduced in [Har78]
shows that for every t > 0 there exists a finite random set At such that for
all i /∈ At, a.s.,
sup
0≤s≤t
Yi(s) = 0.(5.61)
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For an implementation of the graphical method that proves a result on the
meteor (potlatch) process that is essentially “dual” to our claim, see [Bur15,
Prop. 2.1]. It follows that for every t ≥ 0 there exists a random K <∞ such
that At ⊂ Bdn and, therefore, Y = Yn, for n ≥ K. Hence, for every t ≥ 0
and j ∈ Zd,
Y nj (t)→ Yj(t), a.s., as n→∞.(5.62)
Write σ2 = supj∈Zd Var(Xj). By (5.62) and Fatou’s Lemma, for any 0 ≤
s ≤ t,
E
∑
j∈Zd
Xj(Yj(t)− Yj(s))
2
(5.63)
≤ σ2E
∑
j∈Zd
(Yj(t)− Yj(s))2
+ µ2E
∑
j∈Zd
Yj(t)−
∑
j∈Zd
Yj(s)
2
≤ σ2 lim inf
n→∞ E
∑
j∈Zd
(Y nj (t)− Y nj (s))2

+ µ2 lim inf
n→∞ E
∑
j∈Zd
Y nj (t)−
∑
j∈Zd
Y nj (s)
2
≤ σ2 lim sup
n→∞
E
∑
j∈Zd
(Y nj (t)− Y nj (s))2

+ µ2 lim sup
n→∞
E
∑
j∈Zd
Y nj (t)−
∑
j∈Zd
Y nj (s)
2
= σ2 lim sup
n→∞
E
∑
j∈Bdn
(Y nj (t)− Y nj (s))2

+ µ2 lim sup
n→∞
E
∑
j∈Bdn
Y nj (t)−
∑
j∈Bdn
Y nj (s)
2 .
Note that all the sums of the form
∑
j∈Zd in the above formula are in fact
finite sums, in view of (5.61).
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For any n ≥ 3 and 0 ≤ s ≤ t,
E
∑
j∈Bdn
(Y nj (t)− Y nj (s))2
(5.64)
≤ 3E
∑
j∈Bdn
(Y nj (t)− Y n(t))2
+ 3E
∑
j∈Bdn
(Y nj (s)− Y n(s))2

+ 3ndE
[(
Y
n
(t)− Y n(s))2]
= 3E
∑
j∈Bdn
(Y nj (t)− Y n(t))2
+ 3E
∑
j∈Bdn
(Y nj (s)− Y n(s))2

+ 3n−dE
∑
j∈Bdn
Y nj (t)−
∑
j∈Bdn
Y nj (s)
2 .
Recall the constant α3 defined in Theorem 2.6. We use (5.51) and the
observation that sup0<x<∞
1
1∧x−d/2 exp (−Cx) <∞ to find n0 ≥ 3 such that
for all n ≥ n0, t > 0,
α2n
−d
t
d
2 ∧ nd
exp
(
−
(
2γ
(1)
1 d
−1 − α3
nd+4
)
t
)
≤ α2n
−d
t
d
2 ∧ nd
exp
(−Ct/n2)
(5.65)
= t−d/2
α2n
−d
1 ∧ (n2/t)d/2 exp
(−Ct/n2)
≤ Ct−d/2n−d.
This and the (uniform in n) upper bound in (2.8) show that there exist
positive constants C, t0 such that for all t > s ≥ t0,
lim sup
n→∞
E
∑
j∈Bdn
(Y nj (t)− Y n(t))2
+ E
∑
j∈Bdn
(Y nj (s)− Y n(s))2

(5.66)
= lim sup
n→∞
[
ndEVn(t) + ndEVn(s)
]
≤ Cs−d/2.
By taking f ≡ 1 in Lemma 5.1 and using Lemma 5.7,
E
∑
j∈Bdn
Y nj (t)−
∑
j∈Bdn
Y nj (s)
2 = ndEEn(s)− ndEEn(t).
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From this, an estimate analogous to (5.65), and the upper bound in (2.7),
we obtain positive constants C, t0 (without loss of generality, C, t0 can be
chosen to be same as for (5.66)) such that for all t > s ≥ t0,
lim sup
n→∞
E
∑
j∈Bdn
Y nj (t)−
∑
j∈Bdn
Y nj (s)
2 = lim sup
n→∞
[
ndEEn(s)− ndEEn(t)
](5.67)
≤ Cs− d2−1.
From (5.64), (5.66) and (5.67), we thus conclude for all t > s ≥ t0,
(5.68) lim sup
n→∞
E
∑
j∈Bdn
(Y nj (t)− Y nj (s))2
 ≤ Cs−d/2.
Thus, using (5.63), (5.67) and (5.68), we obtain the following bound for all
t > s ≥ t0,
(5.69) E
∑
j∈Zd
Xj(Yj(t)− Yj(s))
2 ≤ Cσ2s−d/2 + Cµ2s− d2−1.
Recall that X˜0(t) =
∑
j∈Zd XjYj(t). From (5.69), we can obtain an increasing
sequence tk →∞ such that
E
[(
X˜0(tk+1)− X˜0(tk)
)2]
≤ 2−k for all k ≥ 1.
Thus, X˜0(tk) is Cauchy in L
2 and hence X˜0(tk)→ X˜0(∞) in L2 as k →∞.
By Theorem 4.1 of [Bur15], X˜0(tk) converges weakly to X0(∞) and hence,
X˜0(∞) and X0(∞) have the same distribution. From (5.69), for any t ≥ t0
and k such that tk ≥ t,
E
[(
X˜0(t)− X˜0(tk)
)2]
≤ Cσ2t−d/2 + Cµ2t− d2−1.
Taking k →∞ in the above,
E
[(
X˜0(t)− X˜0(∞)
)2]
≤ Cσ2t−d/2 + Cµ2t− d2−1.(5.70)
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Recalling that X˜0(t), X˜0(∞) have the same distributions asX0(t),X0(∞),
respectively, we obtain[
d
(2)
W (D(X0(t)),D(X0(∞)))
]2
≤ Cσ2t−d/2 + Cµ2t− d2−1.
This proves the first Wasserstein bound of the theorem for φ(x) = x0. The
claimed bound for Xj ≡ 1 follows upon taking σ = 0 above.
Now consider general φ which is Lipschitz with Lipschitz constant ρ de-
fined in (2.16), and with support contained in BdN for some odd N ≥ 3.
The constants in the proof of (5.70) do not depend on the special choice of
coordinate 0 so
sup
i∈Zd
E
[(
X˜i(t)− X˜i(∞)
)2]
≤ Cσ2t−d/2 + Cµ2t− d2−1.
Hence,
E
[(
φ(X˜(t))− φ(X˜(∞))
)2]
≤ ρ2
∑
i∈BdN
E
[(
X˜i(t)− X˜i(∞)
)2]
≤ ρ2Nd
(
Cσ2t−d/2 + Cµ2t−
d
2
−1
)
,
from which the bounds for general φ follow.
References.
[ACFO13] Daron Acemog˘lu, Giacomo Como, Fabio Fagnani, and Asuman Ozdaglar.
Opinion fluctuations and disagreement in social networks. Math. Oper. Res.,
38(1):1–27, 2013.
[AL12] David Aldous and Daniel Lanoue. A lecture on the averaging process. Probab.
Surv., 9:90–102, 2012.
[BBPS15] Sara Billey, Krzysztof Burdzy, Soumik Pal, and Bruce E. Sagan. On meteors,
earthworms and WIMPs. Ann. Appl. Probab., 25(4):1729–1779, 2015.
[BRAS06] Ma´rton Bala´zs, Firas Rassoul-Agha, and Timo Seppa¨la¨inen. The random av-
erage process and random walk in a space-time random environment in one
dimension. Comm. Math. Phys., 266(2):499–545, 2006.
[Bur15] Krzysztof Burdzy. Meteor process on Zd. Probab. Theory Related Fields, 163(3-
4):667–711, 2015.
[CKP00] J. Theodore Cox, Achim Klenke, and Edwin A. Perkins. Convergence to equi-
librium and linear systems duality. In Stochastic models (Ottawa, ON, 1998),
volume 26 of CMS Conf. Proc., pages 41–66. Amer. Math. Soc., Providence,
RI, 2000.
[CLR10] Pietro Caputo, Thomas M. Liggett, and Thomas Richthammer. Proof of Al-
dous’ spectral gap conjecture. J. Amer. Math. Soc., 23(3):831–851, 2010.
[DL83] Richard Durrett and Thomas M. Liggett. Fixed points of the smoothing trans-
formation. Z. Wahrsch. Verw. Gebiete, 64(3):275–301, 1983.
POTLATCH AND SMOOTHING PROCESSES 47
[Fel41] Willy Feller. On the integral equation of renewal theory. Ann. Math. Statistics,
12:243–267, 1941.
[FF98] P. A. Ferrari and L. R. G. Fontes. Fluctuations of a surface submitted to a
random average process. Electron. J. Probab., 3:no. 6, 34, 1998.
[FGL99] P. A. Ferrari, A. Galves, and C. Landim. Rate of convergence to equilibrium
of symmetric simple exclusion processes, 1999. ArXiv math/9912008.
[FJ17] Malin P. Forsstro¨m and Johan Jonasson. The spectrum and convergence rates
of exclusion and interchange processes on the complete graph. J. Theoret.
Probab., 30(2):639–654, 2017.
[FRTI13] Paolo Frasca, Chiara Ravazzi, Roberto Tempo, and Hideaki Ishii. Gossips and
prejudices: Ergodic randomized dynamics in social networks. IFAC Proceedings
Volumes, 46(27):212–219, 2013.
[GS14] Javad Ghaderi and R. Srikant. Opinion dynamics in social networks with
stubborn agents: equilibrium and convergence rate. Automatica J. IFAC,
50(12):3209–3215, 2014.
[Har78] T. E. Harris. Additive set-valued Markov processes and graphical methods.
Ann. Probability, 6(3):355–378, 1978.
[HL81] Richard Holley and Thomas M. Liggett. Generalized potlatch and smoothing
processes. Z. Wahrsch. Verw. Gebiete, 55(2):165–195, 1981.
[JLQY99] E. Janvresse, C. Landim, J. Quastel, and H. T. Yau. Relaxation to equilibrium
of conservative dynamics. I. Zero-range processes. Ann. Probab., 27(1):325–360,
1999.
[JS87] Jean Jacod and Albert N. Shiryaev. Limit theorems for stochastic processes,
volume 288 of Grundlehren der Mathematischen Wissenschaften [Fundamental
Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1987.
[Law10] Gregory F. Lawler. Random walk and the heat equation, volume 55 of Student
Mathematical Library. American Mathematical Society, Providence, RI, 2010.
[Lig85] Thomas M. Liggett. Interacting particle systems, volume 276 of Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences]. Springer-Verlag, New York, 1985.
[LPW09] David A. Levin, Yuval Peres, and Elizabeth L. Wilmer. Markov chains and
mixing times. American Mathematical Society, Providence, RI, 2009. With a
chapter by James G. Propp and David B. Wilson.
[LS81] Thomas M. Liggett and Frank Spitzer. Ergodic theorems for coupled random
walks and other systems with locally interacting components. Z. Wahrsch.
Verw. Gebiete, 56(4):443–468, 1981.
[Nag12] Yukio Nagahata. Lower bound estimate of the spectral gap for simple exclusion
process with degenerate rates. Electron. J. Probab., 17:no. 92, 19, 2012.
[NY09] Yukio Nagahata and Nobuo Yoshida. Central limit theorem for a class of linear
systems. Electron. J. Probab., 14:no. 34, 960–977, 2009.
[NY10a] Yukio Nagahata and Nobuo Yoshida. Localization for a class of linear systems.
Electron. J. Probab., 15:no. 20, 636–653, 2010.
[NY10b] Yukio Nagahata and Nobuo Yoshida. A note on the diffusive scaling limit for
a class of linear systems. Electron. Commun. Probab., 15:68–78, 2010.
[RM01] R Rajesh and Satya N Majumdar. Exact tagged particle correlations in the
random average process. Physical Review E, 64(3):036103, 2001.
[Rou80] M. Roussignol. Un processus de saut sur R a` une infinite´ de particules. Ann.
Inst. H. Poincare´ Sect. B (N.S.), 16(2):101–108, 1980.
[SC97] Laurent Saloff-Coste. Lectures on finite Markov chains. In Lectures on proba-
bility theory and statistics (Saint-Flour, 1996), volume 1665 of Lecture Notes
48 BANERJEE AND BURDZY
in Math., pages 301–413. Springer, Berlin, 1997.
[Sha09] Devavrat Shah. Gossip algorithms. Foundations and Trends R© in Networking,
3(1):1–125, 2009.
[SPJ+16] Guodong Shi, Alexandre Proutiere, Mikael Johansson, John S. Baras, and
Karl H. Johansson. The evolution of beliefs over signed social networks. Oper.
Res., 64(3):585–604, 2016.
[Vil09] Ce´dric Villani. Optimal transport. Old and new, volume 338 of Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences]. Springer-Verlag, Berlin, 2009.
[YAO+11] Ercan Yildiz, Daron Acemoglu, Asuman E Ozdaglar, Amin Saberi, and Anna
Scaglione. Discrete opinion dynamics with stubborn agents. Available at SSRN
1744113, 2011.
Department of Statistics
and Operations Research
353 Hanes Hall CB #3260
University of North Carolina
Chapel Hill, NC 27599
E-mail: sayan@email.unc.edu
Department of Mathematics,
Box 354350,
University of Washington,
Seattle WA 98195
E-mail: burdzy@uw.edu
