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Abstract-An analysis of various arithmetic averaging procedures for approximate Riemann 
solvers is made with a specific emphasis on efficiency and a jump capturing property. The vari- 
ous alternatives discussed are intended for future work, as well as the more immediate problem of 
steady, supercritical free-surface flows. Numerical results are shown for two test problems. 
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1. INTRODUCTION 
In a recent paper [l], an approximate Riemann solver was developed for the two-dimensional, 
unsteady, shallow water equations. The scheme made heavy use of the arithmetic mean for the 
averages of flow variables across cell interfaces, and the derivation depended on certain identities. 
This resulted in an efficient numerical scheme with good jump capturing properties. This work 
led to a scheme with similar properties for the one-dimensional, unsteady Euler equations for the 
compressible flow of a gas [2]. It is intended that this work is developed further to encompass 
the two-dimensional, unsteady Euler equations. 
Unfortunately, the identities implicit in the work in [l] and [2] do not lead to such a simple 
scheme in this more general case. It is necessary, therefore, to examine other arithmetic averaging 
procedures to achieve this goal. The purpose of this paper is to look at this aspect, concentrating 
in the first instance on a simplified set of equations, specifically, the steady shallow water equations 
in two dimensions, for which the original arithmetic averaging again does not lead to a simple 
scheme. Subsequently, it should be possible to generalise these ideas, in turn, to the steady, two- 
dimensional Euler equations, and then to the unsteady case. We present the numerical results 
for two test problems to validate the resulting scheme. 
2. GOVERNING EQUATIONS 
The steady two-dimensional shallow water equations governing the flow of water in a channel 
can be written as 
F, +G, =f, (2.1) 
where 
T 
> 
1 (2.2a) 
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where 
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(2.2b) 
and 
#J = 9(11+ h). (2.4) 
The quantities 4 = +( , ) d - ( , ) d z z an u u 2 H an w = ~(2, z) represent g multiplied by the total 
height above the bottom of the channel and the components of the fluid velocity in the x and 
z directions, respectively, at a general position x, z. The gravitational constant is represented 
by g and the undisturbed depth of the water is given by h(x, z). The elevation n = ~(x, z) above 
the plane y = 0 is measured in the vertical y direction. The quantities S,, S, are the slopes of 
the energy grade lines in the x-, z-directions, respectively, and are determined by the friction 
formulae (in SI units) 
n2u&iTG sx = ((#)/g)W ’ 
n”w&iW7 sz = (q$/g)W ’ 
(2.5a) 
(2.5b) 
where n represents Manning’s roughness coefficient. In addition, there is a boundary condition 
of the form 
ul(xo, z) = LL!a(z). (2.6) 
We consider first the solution of equations (2.1) with f = Q, i.e., a horizontal, (h(x, z) = constant) 
frictionless (S, = S, = 0) channel. The more general case when f # 0 requires a simple modi- - 
iication. 
3. SPACE MARCHING 
Consider solving 
5 + G, = 0, w(xo, 2) = 200(z), 
with F, G as defined by (2.2a,b), which can be written as 
(3.1) 
Ez+AF, =O. (3.2) 
If the Jacobian A = g has real, distinct eigenvalues then the system (3.1) is hyperbolic, and 
we shall assume this t; be the case here. This assumption corresponds to the flow governed 
by (2.1) being supercritical everywhere. Thus, it is appropriate to use techniques similar to those 
developed for time dependent conservation laws of the form 
c, + E(c>x = 0, c(x, 0) = Go(X), (3.3) 
i.e., 
Ct + Gzz = 0, (3.4) 
where c is the conserved variable and E = 2. Instead of marching forward in time 9, for (3.1) 
we march forward in the space variable ‘x,’ for example. In particular, smooth solutions of (3.3) 
will develop discontinuities (shock) in time and likewise (3.1) will exhibit oblique jumps in space. 
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4. LINEARISED RIEMANN PROBLEM 
The corresponding linearised Riemann problem to (3.2) is 
(4.1) 
and this can be solved approximately using explicit space marching in the x-direction using an 
appropriate scalar, upwind differencing scheme. The matrix A = &u~, U& is an average of the 
Jacobian matrices evaluated at states wL and wR to the left and right of a cell interface, and is 
chosen to satisfy the jump condition 
AAE = AG’, 
for all jumps AE, where A(.) = A(~)R - (.)b. 
(4.2) 
5. NUMERICAL SCHEME 
Consider first equations (2.1) with f = Q, i.e., (3.1). We begin by noting the structure associ- 
ated with equations (3.1) and (3.2). 
5.1. Structure 
Let B = g and C = g denote the Jacobians of the flux functions E and CG, so that the 
Jacobian A = $$$ = CB-‘. Denote also the eigenvalues and eigenvectors of A by Xi, Ed, i = 1,2,3, 
respectively, so that 
Ari = hi, i = 1,2,3, (5.1) 
and hence, 
(C - XiB)gi = Q, i = 1,2,3, (5.2) 
where 
Bgi = zi, i = 1,2,3. (5.3) 
Another associated matrix is A = B-IC since (3.1) can be written as 
w,+& =O, (5.4) 
and from (5.2) 
(B-%+I) gi =Q, i= 1,2,3, 
so that A has eigenvalues Xi with eigenvectors ei. Solving (5.2), we find that 
(5.5) 
x uwfq5pT w 1,2,3 = 
212-d ’ 21’ 
and 
( > 
T 
e1,2 = 
$7 
fU,f(U2-c$J),qfJ@TfUW ) 
(5.6a-c) 
(5.7a,b) 
ej = (O,w)T, (5.7c) 
where F is the local F’roude number given by 
u2 + w2 F2=-, 
4 
which is assumed to satisfy F > 1. 
(5.8) 
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5.2. Construction of A 
In constructing numerical solutions to (3.1) or (3.2), it is our aim, as stated in Section 4, to 
obtain an approximation to the Jacobian A = B in an interval (ZL, ZR), on an x-coordinate 
line, so that approximate solutions can be sought to the linearised Riemann problem (4.1). The 
approximate Jacobian is chosen to satisfy (4.2) so that jumps will be captured automatically. 
Equivalently, we could seek matrices fi and 6 such that 
fi Aq = AZ and CA9 = AG, 
for any jump Ag, where 4 is any vector. Hence, by combining (4.2) and (5.9a,b) 
(5.9a,b) 
A = CB-1. (5.10) 
For simplicity of the resulting scheme, we choose 2 = (&2~, w)~, the vector of primitive variables. 
We examine the problem of the determination of matrices B and c in detail in Section 6. Then 
denoting the eigenvalues of A by xi, with corresponding eigenvectors fi, similar relationships to 
those in Section 5.1 hold, i.e., A has eigenvalues xi with eigenvectors & where 
(C - &B)$ = Q, i = 1,2,3, (5.11) 
B& = fi, i = 1,2,3. (5.12) 
5.3. Upwinding 
Having determined the matrices B and c, (3.1) is solved via approximate Riemann solutions 
of 
m,+&, =o, (5.13) 
where A = B-lC, using upwind differencing, i.e., 
add-*X.&,B. to w AZ z %-‘Z _-R when & > 0, or 
Ax - 
add - - Xi && to EL when Xi < 0, 
AZ 
(5.14) 
where the projection 
Aa=tuR-aL =&%i& (5.15) 
i=l 
determines the G.i. 
It will therefore be necessary to determine the eigenvalues, xi, and eigenvectors, pi, from 
equation (5.11), once B and C?’ have been found, and then the wavestrengths, &i, from (5.15). 
6. DETERMINATION OF b AND c 
In this section, we examine various arithmetic averaging procedures with a view to determining 
matrices fi and e, and hence the matrices A and A. It is a specific requirement that the resulting 
eigenvalues, xi, are of a simple form. It is intended to use the more general procedures that are 
determined in future work. 
The problem, therefore, is to determine matrices B and c satisfying 
AF = sap, (6.la) 
and 
AG = tiA2, (6.lb) 
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where 
g = (41 u, WIT, (6.2a) 
(6.2b) 
f$w,ghLw,+u2+- . (6.2~) 
First, we have the identities 
A(&) = $Au + iiA4, (6.3a) 
A = $Aw + @A$, and (6.3b) 
= &A4, (6.3~) 
where 
6 = &#JL + 4R), ii = ;(uL + UR), d = $(wL + ‘WR) (6.4a-c) 
denote the arithmetic mean of left and right states. Also, 
A(+u2) = A(4u.u) = GAu + tiA(&) = ~Au + ti @Au + aA+) = c2A4 +- 2&iAu, (6.5) 
where 
ii = f@ + ii), and (6.6) 
G C=_ 
4’ 
(6.7) 
with the overbar again denoting the arithmetic mean. Similarly, 
A(+w2) = a2A$ + 2&Aw, 
where 
G= &3+3), and 
Finally, two expressions can be found for A(+uw): 
(6.8) 
(6.9) 
(6.10) 
A(&w) = MAW + @A(@) = &Aw + o @Au + ,A4) 
= GA+ + C&AU, + $GAw, (6.11) 
or alternatively, 
A(@w) = WA+ + @Au + &Aw. (6.12) 
Utilising the expressions above enables the specification of matrices B and 6 satisfying (6.la), 
(6.lb). The averages have been chosen so that the resulting eigenvalues are simple and inexpensive 
to compute. Equations (6.3a), (6.3b) and (6.5) are necessary for B and equations (6.3b), (6.3~) 
and (6.8) are necessary for c. Both, AZ and AG contain A(~uw), however, and the two choices 
(6.11) and (6.12) remain leaving a degree of freedom. For this, we write 
A(~uw)=~A(&w)+(l- p)A(~uw)=a~A~+~(P~++l--)~)Au 
+@G+(l - O)a)Aw, (6.13) 
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where (6.11) and (6.12) have been used in the first and second terms respectively, and p is a free 
parameter. Thus, fi and 6 become 
(6.14) 
and 
0 4 
i(P2~+(1-P2)~) i(Pzti+(1-p2)ii) 1 ) (6.15) 
with parameter /?I for B and ,C?Z for C?‘. 
16 - x$1 = 0 are then 
0 2&z ] 
The corresponding eigenvalues & in (5.11) satisfying 
PZW +(1 -Pz)G 
P1C+(1 -A& 
> (6.16) 
and ir,s satisfying 
(titi - 4) x2 - (2Lti + ati) x + (2i)ti - 4) = 0. (6.17) 
The two obvious choices are /3r = 0, ,& = 1 so is = C/ii and ,& = 1 @J = 0 so is = 3/G. The 
choice we make here is /3i = f12 = l/2 so that 
(6.18) 
and (6.14), (6.15) become 
B= [4:-F’” #i 4F], and (6.19) 
[ 
?E 0 i 
& -- 
$yyti2 
&i? &ii . (6.20) 
0 2&z 1 
In this way, no bias is made towards 4 or G, and similarly towards 8 or Q, in B and C?. 
We note the degree of freedom allowed in the above expressions which, although not crucial in 
the system of equations under consideration, could be of immense value in future work. 
The corresponding average eigenvalues are then given by equation (6.17) and (6.18), i.e., 
(6.21a,b) 
(6.21~) 
where the overbar denotes the arithmetic mean average 
P = u, w, A&, 4% (6.22a-e) 
G &=-=- &) 
4’ 
c=--=-, 
4 
(6.23a,b) 
(6.24) 
6 = g&i6 - ii8)2. (6.25) 
Thus, the numerical scheme for the solution of (3.1) is given by the marching procedure outlined 
in Section 3 together with the algorithm given by (5.14) (modified to give second order accuracy). 
As a result of using numerical characteristic decomposition, this scheme closely models the physics 
of the problem, and in particular captures oblique jumps well. 
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7. EXTENSIONS 
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Consider now the inhomogeneous equation (2.1) where h(z, z) is smoothly varying, the friction 
terms (2.5a), (2.5b) are included, and a ‘source-term’ f = (O,g4(h, - S,), gr$(hz - SZ))T is 
present. This term, however, contains no derivatives of flow variables, and therefore the scheme 
of Section 5 can be retained for jump-capturing. We upwind the term f in the same way as G,. 
Specifically, approximating f in the interval (ZL, ZR) by 1 = (0, g&h: - s,), g&h, - Sz))T, 
where 3, = n2tidw/(z/g)4/3, and similarly for s,, and projecting 
(7.1) 
enables equation (2.1) to be solved approximately. (N.B. 6, and h, denote approximations to h, 
and h, in (ZL, ZR).) The first order algorithm can be written as in equation (5.14) where the & 
are replaced by modified wavestrengths Ti = & + Bi/Xi. 
8. NUMERICAL RESULTS 
In this section, we present results for the solution of two test problems using the scheme of 
Sections 5 and 6, first as a means of validating the scheme, and second, to demonstrate the 
efficiency of the scheme. 
The first problem concerns an oblique hydraulic jump or oblique standing wave, which is 
produced when a vertical boundary is deflected inward to the flow as in the case of a channel 
contraction. This causes an abrupt depth increase which is propagated from the point of deflection 
in the wall to the interior of the flow field at an angle /3, say, with respect to the flow direction. 
If the bottom friction and slope of the channel are neglected, then this problem has an analytical 
solution, given by 
41 tan /3 -= 
40 tan@--0)’ 
(8.la) 
sinp = 
&I$ (I+$)* 
(8.lb) 
In (8.la,b), /3 represents the angle of the oblique jump with respect to the upstream flow direction, 
19 represents the angle of wall deflection, and 41 represents the value of 4 downstream of the 
contraction. Also, 40, FO denote the upstream values of 4, F, where Vz = ui + wg, and uo = 
VO cos 0, wg = -VO sin 0 denote the (2, z) components of the velocity of the upstream flow. 
Equations (S.la), (8.lb) need to be solved iteratively for the ratio &/#c. 
For the computation presented here, we align the z-axis with the wall downstream of the 
deflection point. We apply boundary conditions along x = 0 given by the upstream flow values 
(40, ua, wa), and apply reflecting boundary conditions along the wall z = 0, as described in [l]. 
The example chosen corresponds to an upstream flow with a Froude number FO = Vo/J& = 4, 
and a wall deflection 0 = 12”. The analytical solution given by (8.la,b) yields #i/+0 = 1.987 and 
0 = 25.505’. The numerical computation of this problem using 120 points in the x-direction, and 
40 points in the z-direction has resulted in the three-dimensional plot of &/& shown in Figure 1. 
As stated, friction and bottom slope terms have been neglected in order to make a comparison 
with an analytic solution. Within the resolution of the grid, the numerical solution agrees with 
the analytic solution, and thus, no advantage is gained by overplotting the exact solution. In 
particular, the oblique jump has been captured over at most three cells; mostly over one or two. 
Furthermore, the algorithm is computationally efficient. Using an Amdahl V7 and 120 x 40 
mesh points takes 0.5 CPU seconds to compute the results in Figure 1. 
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Figure 1. A three-dimensional plot of @/&J for the first problem, an oblique hydraulic 
jump. 
Figure 2. A three-dimensional plot of $/I#XJ for the second problem, reflection of an 
oblique hydraulic jump. 
Figure 3. A three-dimensional plot of +/Go for the second problem, reflection of an 
oblique hydraulic jump. 
The second test problem concerns an oblique hydraulic jump reflecting from a wall. In this 
problem, a flow with 4 = (be and F = FO is deflected an angle 8 by a turning wall. This creates 
an oblique jump that travels until it impinges on a wall (parallel to the initial flow), where it 
is reflected. We take the values &I = 9.800 and 0 = 6.346’, for which the oblique jump makes 
an angle 20.000” with the initial flow direction, and after reflection makes an angle 17.812’ 
with the initial flow direction. The parameters downstream of the oblique jump are $1, Fl, 
and downstream of the reflected oblique jump are 42, Fz where &/&i = 1.498, &/+e = 2.092, 
Fl = 3.160 and Fz = 2.563. The results of the numerical computation of this problem using the 
scheme of Section 5 and 6 is shown by three-dimensional plots of $/$e from two viewpoints in 
Figures 2 and 3, and with a grid comprising 120 x 20 mesh points, takes 0.25 CPU seconds to 
run. As for the first problem, within the resolution of the grid, the numerical solution agrees 
with the analytic solution, and no advantage is gained by overplotting the exact solution. 
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9. CONCLUSIONS 
A numerical scheme has been developed for the shallow water equations governing steady, 
supercritical flows. The derived scheme was shown to be computationally efficient by use of the 
arithmetic mean, and the numerical solution agrees with the analytic solution for two problems. 
In particular, the resulting oblique jump is captured over two or three cells. The derivation 
considers the explicit problem of investigating various arithmetic averaging procedures and a 
degree of freedom resulted from this. Our intention is to use this freedom in future work on the 
Euler equations. 
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