and (13) or (17) k 3 , k 4 = weighting coefficients in (17) t 0 , t f = initial time, terminal time, s t i , t h = i-th impulse instant, impact instant, s t − , t + = time just before t, time just after t p i min , p i max = left and right boundary points of an interval in velocity impulse constraints (9) p ǫ , p iǫ = costate of ǫ, costate of ǫ in the i-th time interval in (18) r x min , r x max = lower or upper bounds in final position constraints (7) 
Scales and Greek Symbols
H,Ĥ, ∆Ĥ = Hamiltonian functions in (11) , (19) , (20) , J = cost functional in (5) J,Ĵ = augmented cost functionals in (10) and (13) or (17) k 3 , k 4 = weighting coefficients in (17) t 0 , t f = initial time, terminal time, s t i , t h = i-th impulse instant, impact instant, s t − , t + = time just before t, time just after t p i min , p i max = left and right boundary points of an interval in velocity impulse constraints (9) p ǫ , p iǫ = costate of ǫ, costate of ǫ in the i-th time interval in (18) r x min , r x max = lower or upper bounds in final position constraints (7) 
Introduction
It is well-known that from the first order necessary optimality, the calculus of variations can transform an optimization problem into a two-point or multi-point boundary value problem. Arthur E. Bryson Jr. [1] told such a story about how the calculus of variations was involved in aerospace field through the maximum range problem of a Hughes air-to-air missile in 1952. Using the variational method to solve aerospace problems can be traced back to the rocket age [2] . For example, Hamel in 1927 formulated the well-known Goddard problem, i.e., optimizing the altitude of a rocket given the amount of propellant, as a variational problem, and then Tsien and Evans [3] in 1951 re-considered Hamel's variational problem and gave an important analytical solution and also numerical data for two kinds of aerodynamic drags. A number of illustrated examples for the application of the calculus of variations to aerospace problems have been provided in optimal control books, e.g., [4] [5] [6] [7] [8] . In this paper, using the calculus of variations, we solve space interception problems with multi-constraints.
The interception problem of spacecraft is a typical aerospace problem, specifically a space maneuvering problem in which an interceptor engaging a target in exoatmosphere should be maneuvered to approach the target such that at an impact time, their position vectors are equal to each other. A spacecraft is normally propelled by continuous thrust to realize a space maneuvering. To simplify analysis, a continuous thrust may be approximated by an impulsive thrust when the duration of the thrust is far less than the interval between thrusts or the coasting time of a spacecraft. It is also supposed that at a time instant applying an impulsive thrust, the position of a spacecraft is fixed, and its velocity changes by a jump [9, 10] . In this sense, we say a velocity impulse instead of an impulsive thrust. Using velocity impulses to approximate continuous thrusts and then obtain an optimal solution is the first step to solve a practical interception problem.
In 1925, Hohmann conceived the idea of velocity impulse and first presented the well-known two-impulse optimal orbit transfer between two circular coplanar space orbits which is now called the Hohmann transfer. During the 1960s, the subject of impulsive trajectories including interception, transfer, and rendezvous received much attention; see the survey papers [11, 12] . By using a variational method, Lawden investigated the optimal control problem of a spacecraft in an inverse square law field in which the primer vector theory was specifically developed for impulsive trajectories and a set of necessary conditions was presented in [4] ; see also [13] . The primer vector theory was extended to incorporate final time constraints and path constraints for optimal impulsive orbital interception problems by Vinh et al. and Taur et al. [14, 15] respectively. The primer vector theory was also applied to multiple-impulse orbit rendezvous, e.g., see [16] [17] [18] . For a linear system, Prussing showed the sufficiency of these necessary conditions for an optimal trajectory [19] . Recently, a complete design instruction with illustrated numerical examples for the primer vector theory has been presented in [10] .
In our scenario, an interceptor and a target as spacecraft are assumed to be in an inverse square law field without considering other factors, e.g., aerodynamic drags, except that the interceptor has two opportunities to adjust its trajectory by using two unknown velocity impulses in order to hit the target and satisfy all constraints simultaneously.
The initial position and velocity vectors of both interceptors and targets are given. Then after given initial states, the interceptor during the period without velocity impulses and the target both move in free flight. In addition to the interception constraint, the interceptor must satisfy the following multi-constraints. The first kind of constraints is the terminal position constraint of the interceptor at an unknown terminal time, the second is the time constraint related to impulse instants at which a velocity impulse is applied and an impact time, and the third meaningful constraint is the component-wise magnitude constraint on velocity impulses, which together with time constraints results in two-impulse optimal solutions. With these constraints, three two-impulse space interception problems are defined. We then formulate these two-impulse space interception problems as minimum-fuel optimization problems with equality or inequality constraints. A dynamic slackness variable method is developed in order to convert the the component-wise inequality constraints on the terminal position of an interceptor into equalities. By the calculus of variations, a set of necessary conditions is established which finally leads to multi-point boundary value problems with unknown impulse and impact instants and velocity impulses. Therefore, we obtain an indirect optimization method for two-impulse space interception problems with multi-constraints.
When ballistic missiles pass through the atmosphere during their flight, they have the same dynamics as spacecraft.
Hence the two-impulse interception problems of free-flight ballistic missiles can be considered as a special kind of two-impulse space interception problems proposed in this paper. We then make use of the indirect optimization method developed in this paper to solve the two-impulse interception problems of free-flight ballistic missiles. The corresponding boundary value problems have not closed-form analytic solutions, hence we employ the Matlab boundary value problem solvers bvp4c or bvp5c to numerically solve them. These two solvers are essentially based on difference method, collocation, and residual control; see [20] [21] [22] [23] , which can deal with multi-point boundary value problems with unknown parameters. By using a time change technique, the impulse and impact instants firstly as unknown interior or terminal time instants are introduced as unknown parameters. Then we finally obtain the multi-point boundary value problems with unknown parameters including the components of velocity impulses, which can be solved by the Matlab solvers and are equivalent to the original multi-point boundary value problems directly derived by the calculus of variations. A number of conclusions have been established based on the high accuracy of numerical solutions provided by Matlab solvers. For example, we find that when time and velocity impulse constraints are imposed, optimal two-impulse solutions may occur.
Compared to direct optimization methods, the variational method as an indirect method provides highly accurate solutions [24, p.162 ] though the extra initial conditions from costates are needed. This is also verified by numerical examples in [25] where for the Hohmann transfer, the numerical solutions provided by the calculus of variations and the Matlab solvers are almost equal to the analytical solutions (only the last three or four digitals of fifteen digitals after decimal place are different). Hence the calculus of variations is particularly suitable to investigate the properties of numerical solutions. It is possible that the interception problems could be formulated as static constrained optimization problems since the trajectory of a spacecraft in free flight is a conic section. However taking advantages of the calculus of variations and the Matlab solvers, we formulate them as dynamic constrained optimization problems. In addition,
by the dynamics of a spacecraft, we do not need to determine the shape of a conic section (circle, ellipse, parabola, or hyperbola). The calculus of variations and the Matlab solvers provide local optimal solutions.
The organization of this paper is as follows. In Section 2, three two-impulse space interception problems with equality or inequality constraints are introduced. We consider the interception problems with equality constraints, i.e., Problems 2.1-2.2 in Section 3. A detailed derivation of necessary conditions for a special case of Problem 2.1 are presented in Appendix A to illustrate how the calculus of variations works, and boundary conditions are given. In order to convert inequality constraints into equalities, two slackness variable methods are presented in Section 4, and the resulting boundary conditions for Problem 2.3 are obtained. The remaining parts of the paper dedicate to solve the two-impulse interception problem of free-flight ballistic missiles. In Sections 5-8, by using three sets of initial data of the interceptor and target, the solution properties of these particular two-impulse space interception problems are characterized and a number of numerical examples are used to illustrate our methods. The conclusion is drawn in Section 9. In Appendix B, three sets of initial data for ballistic missiles are given. BCs, parameters, and initial values for Examples 2-3 are shown in Appendix C. A time change technique is introduced in In Appendix D.
Problem Statements
Consider the motion of a spacecraft in the earth-centered inertial frame with the inverse square gravitational field, and the state equation with the force of earth's gravity is
Let an interceptor and a target be such a spacecraft. We only consider the force of earth's gravity and omit other factors.
Problem 2.1 Two-impulse space interception problem
Given the initial states x M (t 0 ) and x T (t 0 ). After the initial time t 0 , the motion of the target is described by (1).
Consider two unknown time instants t 1 , t 2 such that t 0 ≤ t 1 ≤ t 2 . To guarantee at the impact time t h ≥ t 2 , the interceptor meets the target, we impose the following equality constraint on the position vectors of the interceptor and the target at an unknown impact time t h
This is called the interception condition. Suppose that for the interceptor, there are velocity impulses at t 1 and t 2
The position vector r(t)
is continuous at the impulse instants. At the non-impulse instants, the state of the interceptor evolves over time according to the equation (1) . The two-impulse space interception problem as a minimum-fuel optimization problem is to design ∆v i that minimize the cost functional
subject to the constraints (2)-(4). There are three time instants: the impulse instants t 1 , t 2 and the impact time t h to be determined. When there is just only one velocity impulse, it is called one-impulse space interception problem.
In control theory, such an optimization problem is called an impulse control problem in which there are state or control jumps. Indeed there is not a traditional continuous-time control variable in Problem 2.1, but instead the unknown velocity impulses can be viewed as control input parameters defined at discrete time instants. It can also be considered as an example of switched or hybrid systems with interior point constraints, e.g., see [5, 24] , and references therein. We next consider a two-impulse space interception problem with a terminal position constraint on r M (t).
Problem 2.2 Two-impulse space interception problem with a terminal position constraint
Consider a similar situation as in Problem 2.1. Let the unknown terminal time t f ≥ t h . Define a terminal constraint
on r M (t f ) where t f is to be determined and the reference position vector r f = r f x r f y r f z T is given in exoatmosphere. The two-impulse space interception problem with a terminal position constraint is to design ∆v i that minimize the cost functional (5) subject to the constraints (2)-(4) and (6) .
From a practical perspective, once an interceptor misses a target for unknown disturbances, the terminal position constraint guarantees that the interceptor is in the desired position at a final time. On the other hand, we will see that by numerical examples, the terminal position constraint can change the impact point of an interception task. We now propose a two-impulse space interception problem with multi-constraints in terms of inequalities.
Problem 2.3 Two-impulse space interception problem with multi-constraints
Consider a similar situation as in Problem 2.2. We have the following multi-constraints:
1) Instead of the equality constraint (6), we imposes an inequality constraint on the terminal position r M (t f )
where r M (t f ) = r M x r M y r M z T and the constants r x min , r x max , r y min , r y max , r z min , r z max are given.
2) We also make time constraints on the time instants t 1 , t 2 , t h
where the time constants α, β, γ, η ≥ 0 are given.
3) We impose inequality constraints component-wise on velocity impulses
where all boundary points of the intervals are known.
Then the two-impulse space interception problem with multi-constraints is to design ∆v i that minimize the cost functional (5) subject to the constraints (2)- (4) and (7)- (9) .
Similarly to the terminal position constraint (6), the multi-constraints (7)-(9) also come from practical requirements.
Necessary Conditions for Equality Constraints
For simplicity of presentation, we only derive the first-order necessary condition by using the variational method for a particular case of Problem 2.1 in which the first impulse instant is fixed at the initial time, i.e., t 1 = t 0 . Hence the related terms in Problem 2.1 are indexed by 0, 1 instead of 1, 2.
Define the augmented cost functional 
Then the integrals in (10) have simplified expressions, e.g.,
By taking into account of all perturbations, we can obtain the first variation of the augmented cost functional. After a careful derivation, from making the coefficients of the variations of all independent variables vanish, we derive the boundary conditions related to the costates of the interceptor shown in List 1; for a detailed derivation, see Appendix A. List 1 BCs related to the costates for Problem 2.1
The second BCs in List 1 are from the Hamiltonian conditions. The similar arguments can be applied to obtain the boundary conditions related to the costates of the interceptor for Problem 2.2 which is shown in List 2.
List 2 BCs related to the costates for Problem 2.2
Necessary Conditions for Inequality Constraints
We are now in a position to give the first-order necessary condition for Problem 2.3 with multi-constraints in terms of inequalities. The inequality constraints must be first converted into equality constraints in order to use Lagrange multiplier method. We use two kinds of slackness variable methods, one of which is rooted in the well-known Kuhn-Tucker Theorem, and the other is a dynamic slackness variable method developed in this paper.
Inequality constraints on time instants and velocity impulses
For the inequality constraints (8)- (9), we only consider the first inequality α − t 1 ≤ 0 in the time constraints (8) for a simple presentation. We use Problem 2.1 to illustrate how to convert an inequality constraint into an equality constraint in light of nonlinear programming.
A static slackness variable method
We now introduce the slackness variable ǫ which ensures that t 1 ≥ α
Then we obtain an equality constraint which can be dealt with by Lagrange multiplier method; e.g., see [26, Section 4.3] for slackness variable. Define a new augmented cost function
whereJ is the original augmented cost functional defined by (10) , and λ is an unknown constant Lagrange multiplier.
We then calculate the first variation ofĴ
In order to make δǫ vanish such that δĴ = 0, we let λǫ = 0, and meanwhile group λδt 1 into the related terms of δt 1 in δJ, for example, in Problem 2.1, we have
Eliminating the slack variable yields
We now obtain the necessary condition for the inequality constraint α − t 1 ≤ 0 in terms of the interior point boundary
conditions (14)- (15) in which the Lagrange multiplier λ is an unknown constant to be determined. A similar argument can be used to the case of component-wise inequality constraints on velocity impulses. We find that our method is actually a version of the Kuhn-Tucker Theorem in which (15) is called complementary slackness condition. However the condition (14) is new and attributes to the variational method to the two-impulse interception problem 2.1.
Inequality constraints on the position vector of the interceptor
Considering the terminal position constraints (7) on r(t f ), instead of the static slackness variable method, we develop a dynamic slackness variable method. We next only consider the constraint on the x-direction component r M x (t f ) of the position vector r M (t f ) to just illustrate how the dynamic slackness variable method works.
A dynamic slackness variable method
We introduce the dynamic slackness variable ǫ(t) by the left-hand side of (16)
where w is an unknown variable to be optimized. Using ǫ(t), we convert the first two inequalities in (7) into the equality constraints as follows
By adding two integrals of quadratic forms in the slackness variable ǫ and its control w and also Lagrange multiplier terms into the original cost functionalJ, we have the augmented cost functionalĴ
where k 3 , k 4 are weighting coefficients. By the calculus of variations, we now solve this dynamic optimization problem in which the dynamical equation consists of (1) both for the interceptor and the target and also combines with the slackness variable equation (16) . We have the optimal w = −0.5p ǫ and the costate equation given by the right-hand side of (16) . In the first order variation ofĴ, one can easily obtain the terms related to the variation of ǫ as follows
where we denote the costate p ǫ in the i-th time interval as p iǫ , i = 1, . . . , 4. Using a similar equality as (24) in Appendix A, eliminating the variations δǫ and regrouping the terms in dǫ, we have the boundary conditions for ǫ and p ǫ
where the first five terms come from making the coefficients of dǫ vanish, and the last three terms follow from the continuous of ǫ. Notice that the relationship between the Hamiltonian functionĤ in the new augmented system and the original H are as followŝ
Applying the same arguments to the y, z-direction components of r M (t f ), we finally obtain a complete boundary conditions related to the costates and inequality constraints for multi-constraints in List 3 in which
List 3 BCs related to the costates and inequality constraints
To obtain the BCs in List 3, for the time constraints and velocity impulse constraints, we use the static slackness variable method; conversely, for the terminal position inequality constraints, the dynamic slackness variable method works. The first group describes the optimal conditions of the velocity impulses with component-wise constraints and the continuous conditions of the costates. The first two boundary conditions in the second group is due to Hamiltonian functions of the original intercept problem 2.1 and the time inequality constraints (8) , and ∆Ĥ 1 , ∆Ĥ 2 defined by (20) in the last two boundary conditions are associated with the slackness variables associated with time instants t − h and t f . The boundary conditions in the third and fourth group are complementary slackness conditions similar to (15) , associated with the time inequality constraints (8) and component-wise magnitude constraints on velocity impulses.
The remaining groups come from the terminal position component-wise constraints and also the continuous conditions of the dynamic slackness variable and its costate.
One-impulse Space Interception Problem
Starting from this section, by using all derived BCs, we now investigate the properties of two-impulse space interception problems of free-flight ballistic missiles.
We first consider the one-impulse space interception problem in which there is one velocity impulse to realize an interception task. When we deal with two-impulse interception problems by using Matlab boundary value problem solvers, for our initial data generated by ballistic missiles, we find that if the first impulse instant is fixed at the initial time and the second one is free, then its optimal solution degenerates to the one-impulse case in which the optimal impulse instant is equal to the initial time, which means that a one-impulse solution is optimal. Therefore, it is necessary to study the one-impulse space interception problem first.
Without loss of generality, we assume t 0 = 0. Let the impulse instant t 1 be fixed. We have δt 1 = 0 in the first variation of the costJ (10) . Hence the first boundary condition in the second group of List 1 related to t 1 vanishes.
Then we have BCs for the one-impulse space interception problem with fixed impulse instants as follows
Notice that the first BC in the first group of List 1 has been removed since we consider the one-impulse case.
Three sets of initial data numerically generated by the elliptical orbits of ballistic missiles as interceptors and targets have been provided in Appendix B. In order to use the Matlab solvers, the impulse instant t 1 is normalized by the impact instant t h after a time change is introduced; see Appendix C for the definition of scaled time instants. We call One can see that its magnitude at the impulse instant t 1 is equal to one and does not achieve its maximum which does not satisfy the necessary condition of optimal transfers given by Lawden [4] (see also [10] ), hence this impulse instant t 1 is not optimal. The magnitude of velocity impulse and the impact instant t h vs. scaled impulse instant t 1 are shown in Fig. 2-3 respectively. Obviously, with the increasing of scaled t 1 , the magnitude of velocity impulse strictly increases, which is consistent with our intuition. Table 1 gives the specific data of fixed impulse instants, impact instants, and the amplitudes of the velocity impulse obtained by the solver bvp5c in which we set Tolerance=1e-9. It is found that the larger the impulse instant t 1 , the more time the computation takes. We now conclude the above numerical results by Claim 1.
Claim 1
For the initial data I, the optimal cost of the one-impulse space interception problem is monotonically increasing with the impulse instant t 1 . It follows from Table 1 as well as Claim 1 that the cost of the one-impulse space interception problem attains the minimum at the initial time t 0 = 0. This can also be seen from solving the related boundary value problem with the free instant t 1 by imposing an inequality constraints −t 1 ≤ 0 for the one-impulse case. Without this inequality constraint, the Matlab solver gives a negative impulse instant. It is reasonable since in the derivation of BCs by the variational method, we do not impose the time constraint t 1 ≥ 0. Notice that the inequality t 1 ≥ 0 is essentially not a constraint since the time is naturally non-negative. Hence for this case we also say that the instant t 1 is free. List 4 shows the BCs by using the static slackness variable method; see (14)- (15).
Claim 2
For the initial data I, the one-impulse space interception problem has the minimum at the initial time t 0 .
List 4 BCs related to the costaes for free t 1
By the BCs in List 4, the solver bvp5c with Tolerance 2.22045e-14 gives the following solution message Then one can see that the local optimal impulse instant exactly equals zero, which together with Claim 1 numerically verifies Claim 2. The primer vector magnitude shown in the right figure (the bottom one) achieves its maximum one at t = 0, which is consistent with the necessary condition of the primer vector theory; see item 2 of Table 2 .1 in [10] .
Remark 1
The numerical experiments for each fixed (scaled) impulse instant t 1 in this section are carried out under the same initial circumstance including the same initial values of state and parameters, and Claims 1-2 are based on the first-order necessary condition for optimality derived from the calculus of variations and the Matlab solvers both of which can guarantee only the local optimality of solutions. In this sense, by Claims 1-2, we report that the local optimal cost for the one-impulse interception problem of ballistic missiles has a monotonic property with respect to the varying impulse instants under the same initial numerical circumstance, and takes a minimum at the initial instant.
In the sequel, a local optimal solution is quite often simply called an optimal solution. It is noted that Claims 1-2 also hold for the initial data II and III. Though all claims in this paper are just numerically verified via three sets of initial data, our methodology can be used to investigate general situations. All numerical computations in this paper are performed on Mac OS X system with Intel Core i5 (2.4 GHz, 4 GB) processor. All initial values and parameters needed in the numerical examples are omitted except in some important examples.
The Occurrence of Two Velocity Impulses
In this section, we look into under what conditions two velocity impulses occur for Problem 2.1 of free-flight ballistic missiles. We say that two velocity impulses occur, which means that two impulse instants are different and meanwhile no one of two velocity impulses is equal to zero. We first consider the two-impulse space interception problem 2.1 in which the first impulse instant is fixed at t 0 = 0 by using the initial data I.
Example 1 Consider Problem 2.1 and the initial data I. Let the first impulse instant t 1 be fixed at zero, i.e., t 1 = t 0 = 0.
Based on the BCs shown in List 1, the solver bvp5c gives the solution message
The maximum error is 9.526e-10. Elapsed time is 11689.357989 seconds. Comparing with the one-impulse solution in Claim 2, we can say that the local optimal two-impulse solution degenerates to the one-impulse case as t 1 = t 0 since the order of magnitude of t 2 is 1e-10. Hence we raise a question under what conditions a true two-impulse solution occurs. We conjecture that if inequality constraints on impulse instants and the magnitudes of velocity impulses are imposed simultaneously, then two-impulse solutions may occur.
It is verified by the following examples. Here all related inequality constraints are converted into equalities by using the static slackness variable method. The corresponding BCs used in this section is shown in List 5 in Appendix C.
Example 2 For the initial data III, we impose inequality constraints component-wise on velocity impulses (9) and time constraints on impulse instants
that is, t 1 ∈ [α, β], t 2 − t 1 ≥ γ. All parameters and initial values are shown in Table 6 in Appendix C. Then the solver bvp5c gives the solution message The resulting position vectors, velocity vectors, their magnitudes, and primer vector and position costate magnitudes are shown in Fig. 4 where the symbols +, ×, ⊗ indicate the positions of velocity impulses and the impact point respectively.
Example 3 For the initial data I, consider the same constraints as in Example 2 and set related parameters and initial values by Table 7 in Appendix C, then we have Examples 2-3 show that the inequality constraints component-wise on velocity impulses (9) and time constraints on impulse instants (21) indeed may result in the occurrence of a local optimal two-impulse solution.
At the beginning of this section, we have shown that when t 1 = t 0 , a two-impulse case degenerates to the oneimpulse one. We use the next example to illustrate that even if there are time and velocity impulse constraints, this degeneration may still occur.
Example 4
Consider the initial data I. We impose the component-wise magnitudes on two velocity impulses as (7) and inequality constraints on impulse instants The local optimal impulse instants can be considered as zero since the order of magnitude is 1e-22. Hence the local optimal two-impulse solution is actually the solution of the one-impulse case.
By Examples 2-4, it is found that 1) the two impulses may occur under time and velocity impulse magnitude constraints; see Examples 2-3.
2) if the two impulses occur at the instants t 1 and t 2 , then the magnitude of the two velocity impulse is larger than that of the one-impulse case in which the velocity impulse is applied at t 1 instant and less than that of the one-impulse case in which the velocity impulse is applied at t 2 instant; see Example 3 and Table 1. 3) the upper and lower bounds on velocity impulse magnitudes have effects on the optimal two-impulse solutions.
4) with time and velocity impulse magnitude constraints, if the lower bound of two impulse instants is the same,
i.e. t 1 , t 2 ≥ 0, then the two-impulse case degenerates to the one-impulse one with the constraint t 1 ≥ 0, and also the impulse instant of both cases is equal to 0; see Example 4.
The above conclusions are just only drawn from a few numerical examples under consideration, and no theoretical proof is available. Though they seem to be consistent with physical intuitions, they still need to be verified by more numerical examples. To end this section, we make a conjecture about Problem 2.1.
Conjecture 1
For all numerical examples under consideration, the two-impulse space interception problem 2.1 is equivalent to the one-impulse case in the sense of having the same locally optimal solution.
We can not obtain a numerical solution to affirm this conjecture within a valid period of time by using the Matlab solver. However it is correct if the constraints of velocity impulses are imposed; see Example 4.
A Terminal Position Constraint
In this section, we consider two-impulse space interception problems with the terminal point constraint, i.e., Problem 2.2 of free-flight ballistic missiles. We find that the two-impulse case with free impulse instants is equivalent to the one-impulse case for our examples. Hence we first address the one-impulse case. It is noted that t 2 − t 1 = 7.034373e − 13 which implies the two-impulse case degenerates to the one-impulse case.
For Problem 2.2, it is possible that if t 1 is fixed at t 0 , then an optimal two-impulse solution occurs.
Example 7
Consider the initial data I. The first impulse instant is fixed at zero. The two-impulse solution is given by
The maximum error is 3.308e-10. Elapsed time is 837.853649 seconds. The cost is slightly greater than that of the impulse instant free case which equals 774.950428 (Tolerance = 1e-6).
Numerical Verification for Multi-constraints
We have known that if time and velocity impulse inequality constraints are imposed,then a local optimal two-impulse solution to Problem 2.1 of free-flight ballistic missiles may occur. In this section, we consider Problem 2. Table 3 Initial ǫ, p ǫ , constraints (9) and initial ∆v
-500 -500 -500 -100 100 -100 500 500 500 -300 300 -400 Table 4 Initial scaled instants, weighting coefficients in (17) and Lagrange multipliers
0.02 0.04 0.14 950 1.006; 1 1 1 -2
There are 116 BCs, the part of which related to the costates is given by List 3. Then by trial and error, the Matlab solver bvp5c provides successfully with the message of the solution to Problem 2.3 in which we set Tolerance = 1e-9
The maximum error is 9.887e-10. Elapsed time is 3841.473078 seconds. The difference between the optimal position at the final time and the reference position:
500.0000, 500.0000, 500.0000
Figs. 8-9 show the position vector, the velocity vector and their magnitudes for both interceptor and target, and the primer vector and position costate magnitudes of the interceptor, respectively. The symbols * , +, •, ⊗ correspond to two impulse instants, the terminal point of the interceptor, and the impact instant, respectively. If we use the Matlab solver It is found that the two-impulse space interception problem with multi-constraints cannot be solved within a valid period of time if the static slackness variable method is used for the terminal position inequality constraints. Hence instead, the dynamic slackness variable method is introduced in this paper. One can see from Example 8 that the solution given by the dynamic slackness variable method satisfies all constraints.
Conclusion
Using the calculus of variations, we have solved two-impulse space interception problems with multi-constraints proposed in this paper. The multi-constraints include impulse and impact instant constraints, terminal constraints on the final position of the interceptor, and component-wise constraints on the magnitudes of velocity impulses. A number of conclusions concerning two-impulse space interception problems have been established based on highly accurate One question confuses us when we deal with two-impulse interception problems of ballistic missiles by using Matlab boundary value problem solvers: Under what circumstance a true two-impulse optimal solution occurs for Problem 2.1? By numerical solutions, we first find that if the first impulse instant is fixed at the initial time and the second one is free, then its optimal solution degenerates to the one-impulse case in which the optimal pulse instant is equal to the initial time, which means that the one-impulse solution is optimal. We then conjecture that to ensure that a two-impulse optimal solution occurs, we must impose constraints on impulse instants and the magnitudes of velocity impulses. Numerical solutions affirm this conjecture. Therefore we propose Problem 2.3. Then the static and dynamic slackness variable methods are introduced in order to solve Problem 2.3 by using Matlab boundary value problem solvers. Numerical results show that our method makes senses for the two-impulse space interception problems of ballistic missiles with multi-constraints.
From the perspective of optimal control theory, numerical methods are categorized into two approaches to solving optimization problems: indirect and direct methods. In an indirect method, an optimal solution is obtained by satisfying a set of necessary conditions. Conversely, a direct method just only uses its cost to obtain an optimal solution [10] . Here 
where we use d(·) to denote the difference between the varied path and the optimal path taking into account the differential change in a time instant, e.g.,
and δ(·) is the variation, for example, δv M (t * 1 ) is the variation of v M as an independent variable at t * 1 . The parts of δJ marked with asterisks are respectively due to the linear parts of the related integrals, and the parts of δJ marked with daggers are respectively obtained by the integrating by parts.
Notice that by δJ = 0 and the fundamental lemma, it follows from the related integral terms in (23) that we first have the costate equation of the interceptor
Due to the definition of Hamiltonian function (11), we have
For the target, there are similar costate equations. We next derive all boundary conditions related to costates. By regrouping terms with respect to δv 0 , δv 1 in (23), we have
Since δv 0 and δv 1 are arbitrary, their coefficients equal to zero. Hence we have BCs
We make use of the relation between the difference d(·) and the variation δ(·), for example,
After a careful derivation, by making the coefficients of the variations of all independent variables vanish remained in (23) such that δJ = 0, e.g., (q v1 + p v1 (t 
Notice that the continuity of the states at t h implies dr(t − h ) = dr(t + h ) = dr(t h ) and so on. Furthermore, eliminating the intermediate quantities, e.g., γ h , we obtain BCs
In order to obtain explicit BCs, we now calculate the involved Hamiltonian functions. Since
we have
It follows from the continuity of the target state that
We finally obtain BCs for Problem 2.1 related to costates
The second group is from the Hamiltonian conditions. Actually in numerical experiments, the boundary conditions (3)-(4) related to the costates of the target may not be used if we do not consider the dynamic of the target which is just included in BCs to provide its position and velocity. Notice that in the sequel, to simplify notations, the " * " symbol which denotes an optimal value has been removed. The boundary conditions related to the costates of the interceptor is shown in List 1.
Appendix B: Initial Data
The examples in this paper involve three groups of the initial data of the interceptor and target generated by ballistic missiles, which are numerically obtained by corresponding orbital elements. The orbital elements of the interceptor and the target are shown in Table 5 . For the case the true anomaly θ = 0, by using Algorithm 4.5 in [9] , the trajectories of the interceptor and the target are known, and we then obtain the initial positions of the interceptor and the target corresponding to the first time at which the target and the interceptor are above the atmosphere (approximately equal to the sum of the earth's radius and the height of the atmosphere 120 km) and their velocities. For the first group of the orbital elements, we generate the initial data I and II, and for the second group, we have the initial data III. A reference vector of the interceptor is chosen just above the atmosphere for the initial data I and II. The parameters and initial values of Examples 2-3 are given in Tables 6-7. then t 1 , t 2 , t h are transformed into
In this way, the time change (25) 
With the time changes ( 
After introducing the time changes, the boundary conditions at t 1 are transformed into the boundary conditions at 1/3 and so on. Similar time changes can be applied to other problems, e.g. Problem 2.2 in which there are four sub-intervals.
Then the solvers can be used to solve the multi-point boundary value problem of the above piecewise continuous ODEs with unknown parameters. The number of BCs is the sum of the number of sub-intervals multiplied by the number of equations and the number of unknown parameters. For time changes, we refer to, e.g., [6, Appendix A] and [27, Section 3] for details.
