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Abstract 
The primary purpose of this research was to examine individual differences in 
learning from worked examples. By integrating cognitive style theory and 
cognitive load theory, it was hypothesised that an interaction existed between 
individual cognitive style and the structure and presentation of worked examples 
in their effect upon subsequent student problem solving. In particular, it was 
hypothesised that Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers 
would perform better on a posttest after learning from structured-pictorial worked 
examples than after learning from unstructured worked examples. For Analytic-
Verbalisers it was reasoned that the cognitive effort required to impose structure 
on unstructured worked examples would hinder learning. 
Alternatively, it was expected that Wholist-Verbalisers would display superior 
performances after learning from unstructured worked examples than after 
learning from structured-pictorial worked examples. The images of the 
structured-pictorial format, incongruent with the Wholist-Verbaliser style, would 
be expected to split attention between the text and the diagrams. The 
information contained in the images would also be a source of redundancy and 
not easily ignored in the integrated structured-pictorial format. 
Despite a number of authors having emphasised the need to include individual 
differences as a fundamental component of problem solving within domain-
specific subjects such as mathematics, few studies have attempted to investigate 
a relationship between mathematical or science instructional method, cognitive 
style, and problem solving. Cognitive style theory proposes that the structure 
and presentation of learning material is likely to affect each of the four cognitive 
styles differently. No study could be found which has used Riding's (1997) 
model of cognitive style as a framework for examining the interaction between 
the structural presentation of worked examples and an individual's cognitive 
style. 
269 Year 12 Mathematics B students from five urban and rural secondary 
v 
schools in Queensland, Australia participated in the main study. A factorial (three 
treatments by four cognitive styles) between-subjects multivariate analysis of 
variance indicated a statistically significant interaction. As the difficulty of the 
posttest components increased, the empirical evidence supporting the research 
hypotheses became more pronounced. The rigour of the study's theoretical 
framework was further tested by the construction of a measure of instructional 
efficiency, based on an index of cognitive load, and the construction of a 
measure of problem-solving efficiency, based on problem-solving time. 
The consistent empirical evidence within this study that learning from worked 
examples is affected by an interaction of cognitive style and the structure and 
presentation of the worked examples emphasises the need to consider individual 
differences among senior secondary mathematics students to enhance 
educational opportunities. Implications for teaching and learning are discussed 
and recommendations for further research are outlined. 
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1.1 Introduction 
Chapter 1 
Introduction to the study 
A major concern for educators is designing instruction that fosters students' 
abilities to solve novel problems (Glover, Ronning, & Bruning, 1990). Many 
students experience difficulty in transferring learned knowledge and skills to new 
situations and new problems (Cormier & Hagman, 1987; Ormrod, 1995; Phye, 
1989; Salomon & Perkins, 1989; Schoenfeld, 1988). Consequently it has been 
proposed that problem solving and the ability to transfer problem-solving 
knowledge and skills should be the educational system's top priorities (Lindquist, 
1989; National Council of Teachers of Mathematics, 1989; Prawat, 1989). 
Research on the differences between experts and novices indicates that effective 
problem solvers require access to information and specialised problem-solving 
training within specific subject domains such as mathematics (Greeno, 1980; 
Larkin, 1977; Larkin, McDermott, Simon, & Simon, 1980; Mayer/ 1992; Reed, 
1993). There is now considerable evidence to suggest that the use of worked 
examples is potentially one of the more effective instructional procedures for 
enhancing student problem solving and transfer within mathematics (Cooper & 
Sweller, 1987; Mousavi, Low, & Sweller, 1995; Sweller & Cooper, 1985; 
Tarmizi & Sweller/ 1988; Ward & Sweller, 1990; Zhu & Simon, 1987). Worked 
examples can focus attention on domain-specific problem-solving strategies and 
problem structures which enhance schema acquisition (allowing students to 
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recognise problem types and their associated moves) and rule automation 
(allowing students to use an algorithm with reduced conscious effort) (Mousavi et 
al., 1995; Ward & Sweller, 1990). 
If schema acquisition and rule automation are assumed to be primary ingredients 
of skilled problem solving performance (Mousavi et al., 1995; Perkins & Salomon, 
1987; Price & Driscoll, 1997; Sweller, 1993, 1994; Ward & Sweller, 1990) then 
it is important that instructional procedures facilitate schema acquisition and rule 
automation. Cognitive load theory (Sweller, 1988, 1989, 1993, 1994) suggests 
that the effectiveness of learning from worked examples is dependent upon the 
extent to which the worked examples reduce extraneous cognitive load and 
permit the allocation of scarce working memory resources to schema acquisition 
and rule automation (Paas & Van Merrienboer, 1994; Sweller & Chandler, 1994; 
Tarmizi & Sweller, 1988; Ward & Sweller, 1990). For instance, worked 
examples which require students to split their attention between, and mentally 
integrate, multiple sources of information, known as the split-attention effect, will 
impose unnecessary cognitive load (Chandler & Sweller, 1991, 1992; Mousavi et 
al., 1995; Sweller & Chandler, 1991, 1994; Sweller, Chandler, Tierney, & 
Cooper, 1990; Tarmizi & Sweller, 1988). Similarly, worked examples that 
require students to process additional unnecessary information, known as the 
redundancy effect, will also impose extraneous cognitive load (Bobis, Sweller, & 
Cooper, 1993, 1994; Chandler & Sweller, 1991; Sweller & Chandler, 1994). 
While a number of studies have investigated factors and conditions which affect 
the extraneous cognitive load associated with learning from worked examples 
(e.g., Chandler & Sweller, 1991, 1992; Charney & Reder, 1986; Chi, Bassok, 
Lewis, Reimann, & Glaser, 1989; Mousavi et al., 1995; Paas & Van Merrienboer, 
1994; Sweller & Chandler, 1994; Sweller et al., 1990; Tarmizi & Sweller, 1988; 
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Ward & Sweller, 1990; Zhu & Simon, 1987), few studies have included 
individual differences in cognition as a factor that may influence cognitive load 
demands and consequently affect learning from worked examples. It may be 
expected that the same organisational and presentation format of a worked 
example may either impose or reduce extraneous cognitive load depending on the 
individual learner's cognitive style. A model of cognitive style formulated by 
Riding (1991, 1997) and Riding and Cheema (1991) proposes two fundamental 
dimensions of an individual's typical or habitual mode of problem solving, 
thinking, perceiving and remembering. The Wholist-Analytic dimension describes 
how an individual processes information and takes the whole view or sees things 
in parts. The Verbal-Imagery dimension describes how an individual represents 
information or thought either in pictures or words (Rayner & Riding, 1997). A 
substantial review of the literature did not reveal any study which has used the 
integrated model of individual differences and learning, presented by Riding 
(1997) as a component of learning from worked examples. Further conceptions 
of cognitive style are discussed below. 
Most good worked examples will require both structure, that affects Wholist-
Analytic cognitive style, and presentation that affects Verbal-Imagery cognitive 
style. A specific format of worked examples may result in efficient learning with 
some students but be detrimental with different students. It might be expected 
that there is an interaction of cognitive style (Wholist-Analytic and Verbal-
Imagery) and the structure and presentation of worked examples in their effect 
upon problem solving and transfer. The essential thesis is that a mismatch 
between cognitive style and the structural presentation of worked examples will 
impose extraneous cognitive load and interfere with schema acquisition and rule 
automation. 
If the thesis is valid, then there are important implications for the instructional 
design of worked examples. Given that worked examples are a common 
instructional technique in mathematics classrooms and mathematics textbooks 
(Zevenbergen, Mouslry, & Sullivan, 2001 ), then due attention to cognitive style 
and the structural presentation of worked examples may promise a substantial 
improvement in student problem solving and transfer. It is possible that 
conventional formats of senior secondary mathematics worked examples inhibit 
learning for a significant proportion of students. 
While the literature provides detailed theoretical structures for each of the 
cognitive style construct and the cognitive load construct, there is little that 
addresses both of these constructs in an integrative approach. The following 
theoretical framework attempts to integrate cognitive style theory and cognitive 
load theory so as to provide a basis for explaining individual differences in 
learning from worked examples. 
1.2 Theoretical framework 
1.2.1 Cognitive style 
A short historical overview of cognitive style research is presented because 
Riding and Cheema's (1991) model of cognitive style is an integration of the 
many earlier models of cognitive style. The historical overview assists in 
establishing a definition of cognitive style and in clarifying the relationship 
between cognitive style and learning style. The historical overview also 
emphasises the importance that Riding and Cheema's (1991) model of cognitive 
style provides a basis for the development of a measure of cognitive style with 
psychometric rigour and reliability. 
4 
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Cognitive style studies developed as a consequence of interest in individual 
differences and are supported by the considerable documentation that individuals 
learn and process information in different ways (e.g., Bruner, 1966; Cronbach & 
Snow, 1977; Grigerenko & Sternberg, 1995; Riding & Buckle, 1990; Satterly & 
Telfer, 1979). The strong interest in elucidating "the processes generating 
individual differences" resulted in a proliferation of models, terms, styles, and 
dimensions. The proliferation of learning style measures, that occurred as a part 
of this movement, attracted considerable criticism for their lack of psychometric 
rigour (Curry, 1991; Freedman & Stumpf, 1980; Grigerenko & Sternberg, 1995; 
Sternberg, 1997; Tiedemann, 1989; Vernon 1963, 1973). 
A number of learning commentators have expressed the need to integrate the 
various models of learning style into a single construct of learning style (Curry, 
1983, 1987; Girgerenko & Sternberg, 1995; Miller, 1987; Rayner & Riding, 
1997; Riding & Cheema, 1991; Riding & Rayner, 1998). Further support for this 
direction is provided by Lewis ( 1976) "In my opinion, the right thing to do is 
focus ... on the search for individual differences which are basic, in the sense 
that they underlie (and to that extent, explain), a whole range of more readily 
observable differences" (p. 305). It has also been argued that many of the 
concepts and definitions are but different conceptions of the same dimensions 
(Brumby, 1982; Coan, 1974; Fowler, 1980; Miller, 1987; Riding & Buckle, 1990; 
Riding & Cheema, 1991). 
Curry ( 1983) reviewed and clarified the concept of learning style by organising 
learning style models into three layers of an analogous "onion," as illustrated in 
Figure 1 .1. Curry suggested that the inner core of a style onion is made up of 
personality-centred styles, leading to a second layer of information-processing 
styles, and then to an outer layer of instructional-preference models of learning 
style. According to the onion model/ "learning behaviour is fundamentally 
controlled by the central personality dimension/ translated through middle strata 
information processing dimensions and, given a final twist by interaction with 
environmental factors encountered in the outer stratau (Riding/ 1997, p. 42). 
Instructional format preference indicator 
--'~-'r-- Information processing style 
Figure 1. 1 Curry's learning style onion (Curry, 1983). 
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Curry ( 1983, 1987) groups measures of style/ such as the Learning Preference 
Inventory (Rezler & Rezmovic, 1981) and the Grasha Reichmann Students 
Learning Styles Scales (Reichmann & Grasha, 197 4), in the outer layer and labels 
the measures ~~instructional preference. If Instructional preference is considered to 
be the least stable, most easily influenced, and most observable of the learning 
style construct (Curry, 1983). 
Measures such as the Learning Style Inventory (Kolb, 1976) and Inventory of 
Learning Processes (Schmeck, Ribich, & Ramaniah, 1977) are grouped by Curry 
(1983) within the middle layer of the onion and are referred to as the information 
processing style. This style is considered as the individual's intellectual approach 
to assimilating information at the intersection between fundamental personality 
level individual differences and environmentally offered learning format choices 
(Riding, 1997). Curry (1983) believes that information processing style is more 
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stable than instructional preference because the processing does not directly 
involve the environment, yet is considered to be modifiable by learning strategies. 
The inner layer of the onion style and the focus area for this study is labelled the 
cognitive personality style. The more prominent measures associated with this 
layer are measures such as the Embedded Figures Test (Witkin, 1962), Myers-
Briggs Type Indicator (Myers, 1962), and the Matching Familiar Figures Test 
(Kagan, 1965). The cognitive personality style is defined by Riding (1997) as: 
the individual's approach to adapting and assimilating information, which 
does not interact directly with the environment, but is an underlying and 
relatively permanent personality dimension that is expressed indirectly and 
is apparent only when an individual's behaviour is observed across many 
learning instances. (p. 42) 
Cognitive style may then be thought of as representing the core of an individual's 
learning style. Messick (1976) explained that cognitive styles "appear to serve 
as high level heuristics that organise lower-level strategies, operations and 
propensities - often including abilities - in such complex sequential processes as 
problem-solving and learning" (p. 9). Riding and Cheema ( 1991) accept Allport's 
(1937) definition of cognitive style as a person's typical or habitual mode of 
problem solving, thinking, perceiving and remembering. 
Riding and Cheema ( 1991) integrated the various models of individual differences 
in learning into a single construct of cognitive style. Subsequently, Riding (1997) 
proposed a model of cognitive control. The essence of the model is that the 
perception of experiences is probably moderated by cognitive control in 
interaction with cognitive history, memory of positive and negative past 
experiences, and primary personality sources, this interaction explaining the 
formation of individual learning behaviour. The model is shown schematically in 
Figure 1.2 and is an elaboration of models proposed by Curry (1983), Furnham 
(1995), Riding and Rayner (1998), and Riding and Wigley (1997). 
External 
world 
Experiences Observed behaviours 
Cognitive 
input and 
output 
Cognitive 
control 
Primary 
sources 
~ 
Perception and working Learning 
memory Strategies 
(Intelligence} 
~ 
Wholist-Analytic and Verbal-Imagery style 
~ i i 
Knowledge and cognitive Personality 
history sources 
Memory of positive and negative e.g., anxiety 
past experiences activation 
Figure 1. 2 Riding's cognitive control model (Riding, 1997, p. 42). 
i 
Gender 
At the input level of the model, incoming information from the external world is 
analysed by the perceptual and working memory processing system. 
The inner level contains a number of underlying primary sources comprising the 
memory of the individual's past experiences and knowledge, underlying 
personality sources and gender. Clear psychological mechanisms of personality 
sources are yet to be fully identified (Riding, 1997). 
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The output level contains the learning strategies. Learning strategies may vary 
from time to time and may be learned and developed (Riding & Cheema, 1 991). 
Strategies are the ways that may be used to cope with situations and tasks that 
are incongruent with the individual's preferred cognitive style (Riding & Cheema, 
1991; Riding & Rayner, 1998). The individual will have recognised a learning 
preference by sensing that certain modes are easier to use. The consequence is 
that new incoming information would be translated into a representation 
accommodating the learning preference. Riding (1997) claims that there will also 
be a cognitive response set that influences social behaviour. 
The cognitive control level contains the two dimensions of cognitive control, 
Wholist-Analytic and Verbal-Imagery, which provide the organisational and 
representational interface between the internal state and the external worlds. 
The two fundamental cognitive style dimensions are summarised by Riding 
(1997) as the Wholist-Analytic Style of whether an individual tends to process 
information in whole or parts, and the Verbal-Imagery Style of whether an 
individual is inclined to represent information during thinking verbally or in mental 
images. 
Individuals vary in style along a continuum from one extreme to the other. For 
descriptive convenience the dimensions are divided into groupings and given 
labels (Riding, 1999). Riding and Sadler-Smith (1992) claim that the two styles 
are independent of one another, in that the position of an individual on one 
dimension has no effect on their position on the other dimension (as illustrated in 
Figure 1 .3). 
Verbal-Imagery 
Dimension 
Verbaliser 
Wholist-Analytic 
Dimension 
Analytic 
Wholist 
10 
Imager 
Figure 1. 3 The continuum of cognitive style dimensions (Riding & Cheema, 1991, p. 
211; Riding, 1997, p. 30). 
The Wholist-Analytic dimension of cognitive style has been derived from the field 
dependence/independence concept established by Witkin, Moore, Goodenough, 
and Cox (1977). Analytics, as defined by Riding and Buckle (1990), may be 
considered equivalent to Witkin's field-independents in that field-independents 
tend to organise information into clear cut conceptual groupings (Witkin et al., 
1977). Analytics see the situation as a collection of parts and will often focus on 
one or two parts at a time to the exclusion of other parts. Analytics thus require 
a unifying overview so that they can integrate the sections into a whole view 
(Riding & Sadler-Smith, 1992). Wholists are roughly equivalent to field-
dependents. Field-dependent individuals tend to organise information into loosely 
clustered wholes (Witkin et al., 1977). Riding and Sadler-Smith (1992) propose 
that Wholists tend to see the whole of a situation, are able to have an overall 
perspective and are able to appreciate the total context. Wholists therefore need 
help in dividing the whole into parts and in seeing the structure and sections of 
learning material. 
11 
The Verbal-Imagery dimension describes the preferred mode of representation of 
information. Verbalisers consider information in terms of words or verbal 
associations. Generally, verbalisers prefer information presented as words or 
verbal associations and learn best from verbal and text presentations (Riding & 
Cheema, 1991). Imagers experience fluent, spontaneous, and frequent mental 
pictures, either of the information itself, or associations with it (Riding & Sadler-
Smith, 1992). Generally, Imagers prefer concrete, descriptive, and readily 
visualised information and learn best from passages that are descriptive and 
illustrated with few unfamiliar terms. 
The independence of the two dimensions of cognitive style leads to the use of a 
single descriptor summarising an individual's position on each of the two 
dimensions. The four descriptors are illustrated in Figure 1 .4. The structure and 
presentation of learning material is likely to affect each of the four groups 
differently. 
Analytic 
Analytic Analytic 
Verbaliser Imager 
Verbaliser Imager 
Wholist Wholist 
Verbaliser Imager 
Wholist 
Figure 1. 4 The four descriptors summarising an individual's position on each of the 
two cognitive style dimensions. 
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Mismatch between cognitive style and mode of presentation will require that the 
individual develop a learning strategy to cope with tasks that are incongruent 
with the individual's preferred cognitive style. 
An Analytic-Imager will be able to keep a balance between the whole and the 
parts by being able to use an image to provide an overall perspective to 
compensate for the lack of a wholist facility. Similarly, a Wholist-Verbaliser will 
be able to keep a balance between the whole and the parts by using the analytic 
nature of semantic verbal representation in order to code information into discrete 
parts and categories. Subsequently, Riding and Sadler-Smith {1992) argue that 
Analytic-Imagers and Wholist-Verbalisers are able to generate both an overall 
wholist, and a more specific analytic, view of information. Analytic-Verbalisers 
will be limited to an analytic structure because they have no means available to 
them of obtaining an overall view. The Analytic-Verbalisers will benefit from an 
emphasis on discrete elements. Similarly, the Wholist-lmager will be restricted to 
an overall perspective because they will not be able to generate an analytic 
approach {Riding & Sadler-Smith, 1992). Wholist-lmagers will benefit by 
assistance in dividing the whole into parts. 
In practice, all instructional material is likely to require both the identification of 
individual elements and the integration into, or perception of, the whole {Riding & 
Sadler-Smith, 1992). The structure and presentation of instructional material will 
influence learning and the particular material will be more appropriate to some 
cognitive styles than to others. Mismatch between cognitive style and 
instruction will reduce ·performance because additional processing effort will be 
required if circumstances force learners to choose modes other than their habitual 
ones {Riding & Sadler-Smith, 1992). 
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Cognitive load theory, presented in the following section, provides an explanation 
for diminished learning as a consequence of the structure and presentation of 
instructional material imposing additional processing effort. 
1.2.2 Cognitive load 
Cognitive load theory {Sweller, 1988, 1989, 1993, 1994) is an instructional 
theory that describes learning structures in terms of an information processing 
system involving three modes of memory {Figure 1 .5). Long term memory stores 
all knowledge and skills in hierarchical information networks, schemas, on a 
more-or-less permanent basis and is considered to be unlimited. Information may 
only be stored in long term memory after first being attended to and processed 
by working memory. 
Sensory memory 
Used to perceive incoming information 
Visual information Auditory information 
Working memoryj I~ I I 
Used to attend to (think about) information. Separate processors for visual 
Limited to less than 9 elements of and auditory information 
information at once 
l i 
Long term memory 
Used to permanently store all knowledge and skills in an hierarchical network. 
Capacity is unlimited. 
Figure 1 . 5 Modal model of memory distinguishing between three distinct memory 
types (modes) (Chandler & Cooper, 1997, p. 212). 
A number of memory theorists assume that there are multiple working memory 
stores {Baddeley, 1986, 1992; Clark & Paivio, 1991; Paivio, 1991 ). Baddeley 
{1992) suggested that two independent stores are associated with a "visual-
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spatial sketch pad" (p. 556) for dealing with visual images and a "phonological 
loop" (p. 556) for processing verbal information. Each of the working memory 
stores is assumed to be limited in capacity, unable to store and process little 
more than a few discrete items at a given time (Mayer & Moreno, 1998; Sweller, 
1994), and limited in duration. The central basis of cognitive load theory is that 
working memory limitations is a major factor that needs to be considered when 
designing instruction. 
Learning will be ineffective if the total cognitive load of the to-be-learned 
information, composed of intrinsic cognitive load and extraneous cognitive load, 
exceeds the working memory capacity (Figure 1.6). Intrinsic cognitive load refers 
to the inherent nature (difficulty) of the information content to be learned. The 
instructional materials used to present information to students impose extraneous 
cognitive load. Reducing extraneous cognitive load will only have a beneficial 
effect if the to-be-learned content has a high intrinsic cognitive load (Sweller, 
1994). 
Total co nitive load 
Intrinsic ----tliiJo~ <1111•1----- Extraneous -----iliiJo~ 
co nitive load co nitive load 
Mental resources 
(Working memory) 
Figure 1. 6 Total cognitive load, composed of intrinsic cognitive load and extraneous 
cognitive load, exceeding mental resources. Learning may thus fail to occur (Chandler 
& Cooper, 1997, p. 225). 
Cognitive load theory implies that instructional formats be designed both to 
reduce extraneous cognitive load and to make effective use of the multiple 
working memory stores by presenting information in mixed (auditory, verbal, and 
visual mode) rather than in a single mode (Mousavi et al., 1995). 
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It is suggested that schema acquisition and rule automation are the primary 
ingredients required to enable efficient problem solving in domain-specific areas 
such as mathematics (Mousavi et al., 1995; Perkins & Salomon, 1987; Price & 
Driscoll, 1997; Sweller, 1993, 1994; Ward & Sweller, 1990). The building of a 
schema may be viewed as learning a particular problem-solving concept. 
Schemata are defined as cognitive constructs that permit people to categorise 
problems according to problem solution moves observed in the worked example 
(Chi, Glaser, & Rees, 1982; Low & Over, 1990, 1992; Low, Over, Doolan, & 
Michell, 1994; Rumelhart, 1980; Rumelhart & Ortony, 1977; Schoenfeld & 
Hermann, 1982; Sweller, 1993; Sweller & Low, 1992). Schemata, once formed 
in long-term memory, assist in reducing working memory load when problem 
solving by permitting people to recognise problems and problem states, to 
generate problem solution moves, and to treat multiple elements of information 
as a single element (Chandler & Cooper, 1997; Mousavi et al., 1995; Sweller 
1988, 1989, 1993; 1994; Ward & Sweller, 1990). 
Rule automation also assists in reducing working memory load by allowing 
problem solvers to use mathematical problem-solving rules automatically and 
without conscious effort. Rule automation assists performance on problems 
similar to the worked examples and on transfer problems which require the use of 
the same rules but are sufficiently different to reduce the use of the schema of 
the worked examples (Ward & Sweller, 1990) 
Researchers have used cognitive load theory to suggest that many commonly 
used instructional procedures are inadequate because they engage learners in 
cognitively demanding activity that is irrelevant to schema acquisition and rule 
automation. Sweller (1994, 1999) and Sweller, van Merrienboer, and Paas 
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(1998) believe that the instructional techniques listed in Table 1 .1 reduce 
extraneous cognitive load and facilitate schema acquisition and rule automation. 
Table 1. 1 Applications of Cognitive Load Theory to Instructional Techniques Which 
Reduce Extraneous Cognitive Load and Which may as a Consequence Facilitate Schema 
Acquisition (Chandler & Cooper, 1997; Sweller, 1994, 1999; Sweller et al., 1998). 
Instructional effect 
Goal free effect 
Worked example and 
problem completion 
effect 
Split attention effect 
Redundancy effect 
Modality effect 
Cognitive load explanation 
In the absence of an appropriate schema, students will use a 
means-ends strategy to solve novel problems. The high intrinsic 
cognitive load imposed by the means-ends strategy interferes 
with schema acquisition. A goal-free strategy directs attention 
only to those aspects of a problem essential for schema 
acquisition (Ayres, 1993; Owen & Sweller, 1985). 
Worked examples and problem completion may have the same 
effect as goal-free problems. These instructional techniques 
require attention to one move at a time as opposed to giving 
attention to a large number of moves. This should result in more 
rapid schema acquisition than solving equivalent problems using 
means-ends analysis (Cooper & Sweller, 1987; Paas, 1992; Paas 
& Van Merrienboer, 1994; Van Merrienboer & Krammer, 1987; 
Zhu & Simon, 1 987). 
A split-attention effect occurs where instructional material 
contains both graphics and text. A heavy cognitive load results 
from the student needing to attend to both textural information 
and graphical information. Integration of the textural information 
with the graphical information eliminates the need to split 
attention and thus reduces extraneous cognitive load. (Chandler & 
Sweller, 1991, 1992; Sweller & Chandler, 1994; Sweller et al., 
1990; Tarmizi & Sweller, 1988; Ward & Sweller, 1990). 
Given that textural information has been integrated with a graphic 
and the textural information remains as part of the instructional 
material, then the redundancy effect may be present. The 
redundant information may impose an unnecessary extraneous 
cognitive load on the student. Eliminating the text may reduce 
the cognitive load (Bobis et al., 1993; Chandler & Sweller, 1991; 
Sweller & Chandler, 1994; Yeung, Jin, & Sweller, 1997). 
An expansion of working memory may be achieved by presenting 
both visual information, requiring attention from sensory working 
memory, and text as aural information, requiring attention from 
aural working memory (Baddeley, 1992; Clark & Paivio, 1991; 
Mayer & Anderson 1991; Mousavi et al., 1995) 
17 
Cognitive style theory and cognitive load theory each suggest that the structural 
presentation of worked examples will affect the efficiency of learning from 
worked examples. Cognitive style theory suggests that learning from worked 
examples will vary on an individual basis according to the learner's cognitive 
style. Cognitive load theory suggests that learning from worked examples is 
dependent upon the extraneous cognitive load imposed by the worked examples. 
The following section attempts to integrate cognitive style theory and cognitive 
load theory and consequently predict the efficiency of learning on an individual 
basis from structural and presentation formats of worked examples. 
1.2.3 Integration and summary 
Sweller's cognitive load theory (1988, 1989, 1993, 1994) describes schema 
acquisition and rule automation as the process of attending to sensory 
information and storing domain-specific knowledge, skills, and problem-solving 
strategies in long term memory. The mediating factor in this process is working 
memory, which is limited in both capacity and duration. Cognitive load theory 
implies that the format of worked examples may impose extraneous cognitive 
load to the extent that it is difficult for the learner to focus the scarce cognitive 
resources on schema acquisition and rule automation. Riding's (1997) model of 
cognitive control proposes that the organising and processing of information into 
a schema are moderated by an individual's cognitive style. Cognitive style theory 
suggests that a mismatch between cognitive style and sensory information will 
require additional mental resources as learners are forced to choose modes other 
than their habitual ones (Pillay, 1998; Riding & Sadler-Smith, 1992) and 
consequently reduce the learner's focus on schema acquisition and rule 
automation when learning from worked examples. Figure 1. 7 represents a 
schematic integration of cognitive load theory and cognitive control theory. 
External Sensory memory 
world Visual information Verbal information 
Cognitive 
input 
t t 
Working memory 
{Limited in capacity and duration) 
Performance 
i 
Learning strategies 
Cognitive 
control 
Wholist-Analytic Verbal-Imagery dimensions of style 
i 
Long term memory 
{Unlimited capacity) 
i 
Personality 
sources 
Figure 1 . 7 An integration of cognitive control theory {Riding, 1997) and cognitive 
load theory {Sweller, 1988, 1989, 1993, 1994). 
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The independence of the two dimensions of cognitive style leads to the use of a 
single descriptor summarising an individual's position on each of the two 
dimensions. The four descriptors were previously described and illustrated in 
section 1 .2.1 and Figure 1 .4 respectively. The structure and presentation of 
worked examples are likely to affect each of the four groups differently. For the 
purposes of discussing the possible impact of various formats of worked 
examples in learning from worked examples, the discussion is restricted to two 
formats of worked examples, unstructured and structured-pictorial. An 
unstructured worked example provides a solution to a problem without clear 
headings, without clear sectioning of the problem steps and without pictorial 
support. An unstructured algorithm typical of some senior secondary 
mathematics textbooks (e.g., Goodman & Goodman, 1994, p. 116) is shown in 
Appendix A. A structured-pictorial worked example provides a solution to the 
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problem with clear headings, clear sectioning of each problem step, and 
supported by relevant images. A structured-pictorial worked example would also 
attempt to emphasise the integration of the parts of the algorithm into a whole. 
A structured-pictorial format of the unstructured worked example from Appendix 
A is demonstrated in Appendix B. The essential difference between the two 
formats of worked examples being that a structured-pictorial worked example 
would emphasise breaking a problem up into smaller parts, with the images 
providing a unifying pictorial overview, while the unstructured worked example 
would emphasise an overall perspective with an absence of obvious structure. 
Riding and Sadler-Smith {1992) reasoned that Analytic-Verbalisers would be 
limited to an analytic structure because they have insufficient means available to 
them of obtaining an overall view. Riding and Sadler-Smith {1992) also indicated 
that Analytic-Verbalisers would benefit from an emphasis on discrete elements. 
It would thus be expected that Analytic-Verbalisers would have difficulty in 
learning from unstructured worked examples because of the absence of an 
analytic structure. The cognitive effort required to impose structure on an 
unstructured worked example would hinder schema acquisition and rule 
automation. Structured-pictorial worked examples would emphasise the analytic 
structure of the algorithm for Analytic-Verbalisers and maximise the allocation of 
scarce cognitive resources to schema acquisition and rule automation. 
An Analytic-Imager will be able to keep a balance between the whole and the 
parts by being able to use an image to provide an overall perspective to 
compensate for the lack of a wholist facility. Riding and Sadler-Smith {1992) 
argue that Analytic-Imagers are able to generate both an overall wholist and a 
more specific analytic view of information. It would be expected that a 
structured-pictorial worked example format would impose minimal extraneous 
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cognitive load. The images would assist in providing an overall perspective and 
the clear structure would be suited to the analytic style. 
The Wholist-lmager will be restricted to an overall perspective because they will 
not be able to generate an analytic approach (Riding & Sadler-Smith 1992). 
Wholist-lmagers will benefit by assistance in dividing the whole into parts. 
Wholist-lmagers would be expected to learn better from a structured-pictorial 
worked example in accordance with Riding and Sadler-Smith's (1992) reasoning 
that Wholist-lmagers learn more efficiently from instructional material which 
divides the whole into parts. 
Wholist-Verbalisers are expected to be able to keep a balance between the whole 
and the parts by using the analytic nature of semantic verbal representation in 
order to code information into discrete parts and categories (Riding & Sadler-
Smith, 1992). The implication is that Wholist-Verbalisers would be better able to 
form schemata and rule automation from unstructured worked examples than 
from structured-pictorial worked examples. Structured-pictorial worked examples 
would be expected to impose extraneous cognitive load through split-attention 
and redundancy effects. The information contained in the images would be a 
source of redundancy and not easily ignored in the integrated structured-pictorial 
format. The images, incongruent with the Wholist-Verbalist style, would also be 
expected to split attention between the text and the diagrams. The more detail 
and assistance a structured-pictorial worked example provides, the more difficult 
it is expected for Wholist-Verbalisers to format the problem with a unitary 
structure. 
Worked examples, which clearly demonstrate and illustrate the breaking of a 
problem into its parts and provide a unifying pictorial overview so that the parts 
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can be integrated into a whole, would be expected to provide minimal extraneous 
cognitive load for Wholist-lmagers, Analytic-Verbalisers, and Wholist-lmagers. 
However, a structured-pictorial format worked example would be expected to 
impose extraneous cognitive load for Wholist-Verbalisers. Wholist-Verbalisers 
would learn more efficiently from an unstructured worked example format. 
1.3 The research question 
Sweller (1994} suggested that schema acquisition and rule automation would be 
hindered if the design of worked examples imposes unnecessary extraneous 
cognitive load. Cognitive style theory implied that a worked example format, 
which is incongruent with the individual learner's cognitive style, would impose 
extraneous cognitive load and consequently hinder schema acquisition and rule 
automation. The theoretical framework, integrating cognitive style theory and 
cognitive load theory, established an expectation that an interaction may exist 
between cognitive style (Wholist-Verbaliser, Anaytic-lmager, Wholist-lmager, 
Analytic-Verbaliser} and the structure and presentation of worked examples in 
their effect upon schema acquisition and rule automation. 
The basic premise was that the efficiency of learning domain-specific problem-
solving strategies from worked examples depends on the extent to which the 
format of the worked examples imposes extraneous cognitive load. The same 
structural and presentation format may facilitate performance or interfere with 
performance, either through split-attention or redundancy effects, depending on 
the learner's cognitive style. 
The primary purpose of this research was to examine individual differences in 
learning from worked examples. Schema acquisition and rule automation are 
22 
assumed to be primary ingredients of problem solving and it might be expected 
that student problem-solving performance provide an indication of the 
effectiveness of learning from worked examples. The following set of questions 
were relevant: 
1. Do Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers display 
better problem-solving performance after learning from structured-pictorial 
worked examples than after learning from unstructured worked examples? 
2 Do Wholist-Verbalisers display better problem-solving performance after 
learning from unstructured worked examples than after learning from 
structured-pictorial worked examples? 
The tantalising prospect is that style awareness in instructional design may 
enhance the learning process and contribute to more students being able to solve 
novel problems. Instruction and instructional materials catering for a broad range 
of cognitive style dimensions might be expected to have important implications 
for test performance on both similar and transfer problems. 
If the thesis that studying unstructured worked examples facilitate schema 
acquisition and rule automation for students of just one cognitive style is valid, 
then the impact is significant. Given that worked examples are a common 
instructional technique in mathematical textbooks and mathematical classrooms 
(Zevenbergen et al., 2001 ), modification of worked examples as suggested by 
the theoretical framework could promise substantial easing of the burden for a 
majority of senior secondary mathematics students. 
This study may also identify learning strategies to overcome incongruence 
between structural presentation of worked examples and cognitive style, via the 
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analysis of talk-aloud protocols. In particular, the study may identify learning 
strategies which help Analytic-Verbalisers, Wholist-lmagers, and Analytic-Imagers 
perceive the structure and sections of unstructured worked examples. Similarly, 
Wholist-Verbalisers may require a strategy to reduce extraneous cognitive load 
imposed by structured-pictorial worked examples. It has been argued that 
empowering students to adapt to instruction which is incongruent with their 
cognitive style is a more proactive and potentially effective instructional approach 
than adapting instruction to match the student's cognitive style (Lederman & 
Niess, ·1998). 
1.4 Research design and structure of the study 
The study incorporated two investigations: a pilot study (Chapter 3) and a main 
study (Chapter 5). Ninety students participated in the pilot study and 297 
students participated in the main study. The age of the students generally 
ranged from 16 years to 17 years, representing the last year in Queensland 
secondary school. 
The theoretical framework has suggested that individuals differ in learning from 
various structural presentation formats of worked examples. The major research 
question was concerned with the extent to which reliable differences in problem 
solving are associated with cognitive style and the format of the worked 
examples. The aim of the pilot study was to test for significant differences 
among groups discussed in the theoretical framework and defined by the 
independent variables of student cognitive style (Analytic-Verbaliser, Analytic-
Imager, Wholist-lmager, Wholist-Verbaliser) and structural presentation of worked 
examples (control, unstructured, structured-pictorial) on subsequent problem-
solving performance. 
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1.4.1 Experimental design of the pilot study 
The objectives of the pilot study were to (a) produce initial empirical data on the 
relationships between student cognitive style, the format of worked examples, 
and subsequent student problem-solving performance, (b) trial the measurement 
of a dependent variable, and (c) identify further research needs in terms of 
empirical data and research methodology. 
The literature review provided little direction for selecting an appropriate research 
design because few studies have investigated individual differences in learning 
from worked examples. No study could be found which has used Riding's ( 1997) 
model of cognitive control to investigate individual differences in learning from 
worked examples. It was therefore considered prudent to adopt an experimental 
design for the pilot study that undertook the principle of parsimony. 
Tabachnick and Fidel! (1996) suggest that a factorial analysis of variance 
(ANOVA) would be the appropriate technique for analysis when research designs 
involve two independent variables (cognitive style and worked example 
treatment) and one dependent variable (posttest performance). The pilot study 
design thus involved 12 groups (four cognitive styles x three treatments). 
Mendenhall ( 1993) indicated that detecting group differences is dependent upon 
(a) the use of an independent random sample design, (b) the measure of problem-
solving performance for each of the 1 2 groups being normally distributed, and (c) 
the measure of problem-solving performance for each of the 12 groups having 
approximately the same variance (homogeneity of variance). 
An appropriate experimental design incorporating the suggested independent 
grouping variables and the dependent variable for the pilot study is illustrated in 
Figure 1.8. 
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R random assignment 
Experimental R01 x, 04 0 measurement 
X treatment 
Experimental R02 Xz 05 
Control R03 X3 06 
Figure 1 . 8 An outline of the experimental design. Symbols and conventions adopted 
from Cohen and Manion ( 1989). 
The experimental design involved random assignment of all students to three 
treatment groups of equal size. The pretest involved application of the Cognitive 
Styles Analysis instrument as per instructions (Riding, 1991, 1994, 1999) and a 
domain-specific knowledge test. Learning from worked examples in either an 
unstructured format or a structured-pictorial format constituted the treatment. A 
group with no worked example support provided experimental control. The 
posttest involved a measure of problem-solving performance of all three groups 
on a problem similar to the worked example treatment. The single posttest 
problem was equivalent to seven posttest problems because the posttest problem 
required the integration of seven subproblems. 
1.4.2 Experimental design of the main study 
While the results of the pilot study were consistent with the theoretical 
framework, other explanations of the results were possible. The main study 
included further dependent variables to differentiate between plausible 
explanations for individual differences in student performance. A subjective 
measure of cognitive load via a perceived mental effort rating scale and the time 
taken to solve problems were included to indicate the cognitive load and to 
indicate the efficiency of learning imposed by the instructional treatments. 
Multivariate design and analysis was used in the main study because of the use 
of multiple dependent variables and because some of the dependent variables 
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were likely to be correlated with each other. Multivariate analysis was also used 
to avoid the inflated error arising if each dependent variable were to be tested 
separately (Tabachnick & Fidell, 1996). 
1.5 Chapter overviews -
An outline of the remaining chapters is presented here. 
Chapter 2 reviews the literature to address issues of cognitive style, cognitive 
load, and learning from worked examples as features of individuality in the study 
of individual differences and learning. The chapter also examines empirical 
evidence with a view to providing direction for investigating the significance of 
cognitive style as a factor of learning from worked examples and in problem 
solving. 
Chapter 3 outlines the research methodology for the study and describes the 
instructional treatment. The chapter also reports on the pilot study, with a 
particular focus on implications for the main study. 
Chapter 4 discusses the selection of additional dependent variables and 
establishes additional research questions. Consequential modifications of the 
research methodology and statistical analysis methods are also discussed. 
Chapter 5 presents the results and the analysis of the main study data. 
Chapter 6 reviews the empirical findings of this research and draws implications 
for instruction. Questions for further research are also discussed. 
Chapter 2 
Literature review 
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The study investigates learning from worked examples within the domain of 
senior secondary mathematics. In particular the study explores the importance of 
cognitive style as a feature of individuality and as a fundamental component of 
learning from worked examples. This chapter consists of a review of the 
literature in the following areas of importance to the study: cognitive style, 
cognitive load, and learning from worked examples. Empirical evidence is then 
presented which provides a direction for investigating the significance of 
cognitive style as a factor of learning from worked examples. 
2.1 Cognitive style 
This section reviews the literature addressing issues concerning the development 
of the concept of cognitive style as a feature of individuality in the study of 
individual differences and learning. The origin and elaboration of the cognitive 
style construct is examined and learning style as a concept is discussed. 
Research is then presented which examines cognitive style as a factor of problem 
solving. 
The study of individual differences within cognitive psychology appears to have 
originated in the work of Galton (1883) and James (1890) (cited in Martinsen, 
1994). Riding and Cheema (1991 L and Grigerenko and Sternberg (1995) believe 
that Allport (1937) was the first researcher to use the style construct in 
association with cognition. Between the 1940s and the 1980s, a large number 
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of investigators focused upon cognitive and perceptual functioning. The 1960s 
and the 1970s were particularly productive with a proliferation of abilities, styles, 
and dimensions of learning style and cognitive processing being developed 
(Jones, 1997; Rayner & Riding, 1997). The proliferation of learning style 
measures that occurred as a part of this movement attracted considerable 
criticism for their lack of psychometric rigour (Curry, 1987; Freedman & Stumpf, 
1980; Grigerenko & Sternberg, 1995; Sternberg, 1997; Tiedemann, 1989; 
Vernon 1963, 1973). An integration of the many models of style would clarify 
the definition of learning style, tease out the relationship between cognitive style 
and learning style, elucidate the identification of the "most style relevant 
characteristics in learners and instructional settings" (Curry, 1987, p. 248), and 
provide the basis for measures with psychometric rigour and reliability. 
Definitions of the learning style construct, while having some variation in 
emphasis, do have common elements. Essentially, learning style is said to be 
composed of individualised cognitive, affective and environmental factors which 
provide a relatively stable indicator of how a learner perceives, interacts with, and 
responds to the learning environment (Claxton & Ralston 1978; Keefe, Monk, 
Letteri, Languis, & Dunn 1989; Smith, 1982). Learning style was defined by 
Keefe and Monk (1990) as: 
The composite of characteristic cognitive, affective, and psychological 
factors that serve as relatively stable indicators of how a learner perceives, 
interacts with, and responds to the learning environment. It is 
demonstrated in that pattern of behaviour and performance by which an 
individual approaches educational experiences. Its basis lies in the 
structure of neural organisation and personality that both moulds and is 
moulded by human development and the learning experiences of home, 
school, and society. (p. 1) 
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In reviewing learning style frameworks and learning style instruments, Riding and 
Sadler-Smith (1997) identified four broad categories of what have been termed 
learning style. The following categorisation is supported by the work of Gorham 
(1986) and Curry (1983): 
1 . Cognitive personality style composed of elements such as field dependence 
and field independence (e.g., Riding, 1991; Witkin et al., 1977). 
2. Information-processing style, such as Kolb's model of the experiential learning 
cycle (Kolb, 1984) and the associated learning styles (converger, diverger, 
accommodator, assimilator) or the related learning styles (activist style, reflector 
style, theorist style and pragmatist style) suggested by Honey and Mumford 
(1992). 
3. Approaches to studying, such as deep approach or surface approach (e.g., 
Entwistle & Tait, 1994; Marton & Saljo, 1976). 
4. Instructional preferences, such as those measured by the Grasha-Reichmann 
Student Learning Styles Scales (Reichmann & Grasha, 1974). 
2.1.1 Definition of cognitive style 
The cognitive personality style forms the focus of this study and is defined by 
Curry (1983) as an individual's method of adaption and assimilation, apparent 
only when a behaviour is observed over many instances. Riding ( 1997) extends 
the cognitive personality style definition to an underlying and relatively permanent 
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personality dimension that is expressed indirectly and is apparent only when an 
individual's behaviour is observed across many learning instances. Curry (1987) 
and Riding (1997) believe cognitive personality style to be the most stable and 
the least easily influenced level of measurement in the above learning style 
categorisation. 
Cognitive style refers to the manner in which individuals process information 
(Witkin et al., 1977) and has been defined succintly by Tennant (1988) as an 
individual's characteristic and consistent approach to organising and processing 
information. An interest in the link between cognitive style and problem solving 
was stimulated by the following definitions of cognitive style: 
1. Cognitive styles "appear to serve as high level heuristics that organise lower-
level strategies, operations and propensities - often including abilities - in such 
complex sequential processes as problem-solving and learning" (Messick, 1976, 
p. 9). 
2. Riding and Cheema (1991) accept Allport's (1937) definition of cognitive 
style as a person's typical or habitual mode of problem solving, thinking, 
perceiving and remembering. 
3. Cognitive style theory (Ausburn & Ausburn, 1978; Kolb, 1984; Messick, 
1984) suggests that individuals develop a preferred way of thinking, problem 
solving, and interacting with the environment. 
In order to operationalise a concept of cognitive style, Riding and Cheema (1991) 
and Rayner and Riding ( 1997) emphasised the notion that cognitive style is an 
individual, stable and person centred construct. Riding and Cheema ( 1991) 
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integrated the various models of cognitive personality style into a single construct 
of cognitive style comprised of two independent super-ordinate style dimensions. 
The two fundamental dimensions of cognitive style structure the way in which 
people, firstly, process information and take the whole view or see things in parts 
{Wholist-Analytic dimension) and, secondly, represent information or thinking 
either in pictures or words {Verbal-Imagery dimension). 
2.1.2 Wholist-Analytic dimension of cognitive style 
Support for the Wholist-Analytic dimension was provided by Miller {1991) who 
suggested that "The idea that (cognitive) processes depend upon the interaction 
of two opposing principles - destructive and constructive, ... diversifying and 
unifying ... , is hardly new. In one form or another, we can find this notion 
appearing repeatedly over many centuries in Western thought" (p. 201). Many 
observers have since noted that the degree to which behaviour is global or 
differentiated, and analytic, is a key ingredient in psychological development and 
in differences between individuals. In the developmental theories of Lewin 
{1935), Piaget (1963), Werner (1957), and others, such a dimension plays an 
important role. Some of the areas of research and development related to the 
Wholist-Analytic dimension of cognitive style are listed in Table 2.1. 
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Table 2. 1 
Some of the Areas of Research and Development Related to the Wholist-Analytic 
Dimension (Rayner & Riding, 1997, p. 8). 
Label 
Analytic-non 
analytic 
Field 
dependency /field 
indepel!dency 
Impulsivity-
reflectiveness 
Automation-
restructuring 
Converging-
diverging 
Serialist-holist 
Splitters-lumpers 
Adaptors-
innovators 
Concrete 
sequential 
concrete random/ 
abstract 
sequential/ 
abstract random 
Description 
a conceptual response which differentiates 
attributes or qualities conceptualising rather 
than a theme or total effect 
individual dependency on a perceptual field 
when analysing a structure or form which is 
part of the field 
tendency for quick as against a deliberate 
response 
Preference for simple repetitive tasks rather 
than re-structuring tasks 
Narrow, focused, logical, deductive thinking 
rather than broad, open-ended, associational 
thinking to solve problems 
The tendency to work through learning tasks 
or problem solving incrementally or globally 
and assimilate detail 
A response to information and interpretation 
which is either analytical and methodical or 
global 
Adaptors prefer conventional, established 
procedures and innovators restructuring or 
new perspectives in problem solving 
The learner learns through concrete experience 
and abstraction either randomly or sequentially 
References 
Kagan, Rosman, Day, 
Albert & Philips (1964); 
Messick & Kogan (1963) 
Witkin & Asch (1948a, 
1948b); Witkin (1964); 
Witkin, Oltman, Raskin, 
& Karp (1971 ); Witkin et 
al. (1977) 
Kagan et al. ( 1 964); 
Kagan ( 1 966) 
Tiedemann (1989) 
Guilford ( 1967); 
Hudson { 1966, 1 968); 
Pask {1976); 
Pask & Scott (1972) 
Cohen { 1 967) 
Kirton (1976, 1994) 
Gregorc (1982) 
The Wholist-Analytic dimension of cognitive style has implications for 
mathematics problem solving. Mathematical problem solving can often be 
characterised by a hierarchical goal structure where problem solution requires 
success in achieving all subgoals (Paas & Merrienboer, 1994}. A deeper 
understanding of the Wholist-Analytic dimension and the implications for 
mathematical problem solving ability may be gained by examining some of the 
areas of research and development that comprise the style (See sections 2.1 .5 
and 2.1.6}. 
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The field dependence-independence style (Witkin et al., 1977} forms a critical role 
in the Wholist-Analytic dimension. Field dependence-independence is a measure 
of the ability to disembed an item from an organised context of distracting cues. 
A relatively field independent person is likely to overcome the organisation of the 
field, or to restructure it, when presented with a field having a dominant 
organisation. The relatively field dependent person tends to adhere to the 
organisation of the field as given. This has implications for mathematics where 
often relationships between elements are not necessarily attached to structural 
information. 
Field independent children were found to have a greater capacity than field 
dependent children for active analysis and perceptual differentiation. They were 
more likely to prefer independent activity, have self-defined goals, respond to 
intrinsic reinforcement and prefer to structure or restructure their own learning 
(Rayner & Riding, 1997}. They were also most likely to develop their own 
learning strategies. Field-dependent children were found to have a preference for 
learning in groups, interact more frequently with peers or with the teacher, need 
higher levels of extrinsic reinforcement and direction, and stated performance 
goals or established structure in an activity (Rayner & Riding, 1997}. 
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Analytics correspond to field independents and Wholists to field dependents. 
Analytics tend to process information into its component parts. Wholists tend to 
retain a global view of a topic. Schmeck ( 1988) concluded that people with an 
extreme analytical style have: 
focussed attention, noticing and remembering details. They have an 
interest in operations and procedures and proper ways of doing things and 
prefer step-by-step, sequential organisational schemes ... They are gifted 
at critical and logical thinking. (p. 328) 
Similarly, people with a global (wholist) style have: 
an attention toward scanning, leading to the formation of global 
impressions rather than more precisely articulated codes ... Their thinking 
is more intuitive than that of an analytic person ... (they) are likely to be 
more impulsive ... and are more gifted at seeing similarities than 
differences. (p. 328) 
The Serialist-Holist label was introduced by Pask and Scott ( 197 2) as two 
competencies that reflected an individual tendency to respond to a learning task 
either with a holistic strategy, which is hypothesis-led, or a focused strategy 
which is characterised by a step-by-step process and is data-led. This work by 
Pask led to the development of conversational theory, which emphasised the 
utility of the learner to teach-back learned material (Pask, 1976). 
The Serialist-Holist can also be seen as individual differences rooted in perception 
and which overlap with personality. In a free-learning situation, the serialist 
prefers to concentrate on, or perceive, small details, breaking a problem up into 
smaller parts, whereas the holist sees the task as a whole. Pask and Scott 
(1972) state that: 
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Serialists learn, remember and recapitulate a body of information in terms 
of spring-like cognitive structures where items are related by simple data 
links: formally, by 'low order relations.' Since serialists habitually 
assimilate lengthy sequences of data, they are intolerant of irrelevant 
information ... Holists, on the other hand, learn, remember and recapitulate 
as a whole; formally in terms of 'high order relations'. (p. 21 9) 
As is common to the other styles, neither end of the dimension has a dominant 
advantage over the other. A disadvantage for the serialist may be difficulty in 
seeing the 'wood for the trees/ just as the opposite may be true for the holist 
(Jones, 1997; Pask, 1976). 
2.1.3 Verbal-Imagery dimension of cognitive style 
The fundamental Verbal-Imagery dimension of cognitive style is supported by 
early work which proposed that some people have a predominantly verbal way of 
representing information in thought, while others are more visual or imaginal 
(e.g., Bartlett, 1932; Galton, 1883; James, 1890) and supplemented by the 
development of Paivio's 'dual-coding theory' (Paivio, 1971, 1991 ). Rayner and 
Riding (1997) report a number of developed assessment measures that are 
concerned with the Verbal-Imagery dimension of cognitive style (Kirby, Moore, & 
Schofield, 1988; Richardson, 1977; Riding, 1991; Riding & Calvey, 1981; Riding 
& Taylor, 1976). Areas of research and development related to the Verbal-
Imager dimension of cognitive style are shown in Table 2.2. 
Table 2. 2 
Areas of Research and Development Related to the Verbal-Imager Dimension of 
Cognitive Style (Rayner & Riding, 1997, p. 9). 
Label Description 
Abstract versus concrete Preferred level and capacity of 
abstraction 
Tolerance for unrealistic Individual readiness to accept 
experiences perceptual variances with 
conventional reality or 'truth' 
Verbali$er-visualiser The extent to which verbal or 
visual strategies are used when 
processing information 
References 
Harvey, Hunt, & Schroder 
(1961) 
Klein, Riley, & Schlesinger 
(1962) 
Paivio (1971, 1991 ); 
Richardson ( 1977}; 
Riding and Taylor (1976) 
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Verbalisers tend to represent information in memory in words while imagers tend 
to represent information in memory in pictorial form (Riding, 1994). Riding and 
Dyer ( 1 980) distinguished between two levels of control of verbal and imagery 
performance. They suggested that verbalisers do not use images greatly during 
involuntary information processing, although verbalisers are able to generate 
images successfully by conscious effort. Furthermore, as it is not the habitual 
manner for processing information, presumably it requires significant cognitive 
load which may be necessary for understanding the concept but essential for 
organising the information about the concept in order to comprehend. By 
contrast, imagers habitually use involuntary imagery as a means of representing 
information. The authors also argued that the mental pictures for imagers are 
likely to be less stable than the images produced by verbalisers as the images will 
be liable to interference and displacement by further involuntary intrusive images. 
2.1.4 Cognitive styles analysis 
An individual's cognitive style may be assessed using the Cognitive Styles 
Analysis (Riding, 1991, 1994, 1999). The Cognitive Styles Analysis is a 
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computerised instrument that uses ratio measure to indicate an individual's 
position along the Wholist-Analytical continuum and the Verbal-Imagery 
continuum. The instrument takes about ten minutes per person to administer and 
is self-scoring. The Cognitive Styles Analysis is a development of the earlier 
work of Riding and Taylor {1976), Riding and Ashmore {1980), Riding and Calvey 
{1981), and Riding, Buckle, Thompson and Hagger { 1989). The Who list-Analytic 
ratio measures the individual's balance between seeing something as a whole 
with seeing it divided into its parts. The Verbal-Imagery ratio indicates an 
individual's balance between verbal and imagery representation by comparing the 
ease with which an individual responds to a statement that requires a verbal 
judgment with the ease to which an individual responds to a statement that is 
based on a mental image. 
The Wholist-Analytic dimension is assessed in two parts. The first part presents 
items containing pairs of complex geometrical figures which the individual is 
required to judge either the same or different. It is assumed that a Wholist would 
make a relatively fast response to this task as the task involves judgments about 
the overall similarity of the two figures. The second part presents items each 
comprising a simple geometrical shape {e.g., a square or a triangle) and a 
complex geometrical figure, and the individual is asked to indicate whether or not 
the simple shape is contained in the complex one by pressing one of the two 
marked response keys. A sample item is shown in Figure 2.1. It is assumed that 
Analytics would be relatively quicker at this task as the task requires a degree of 
disembedding of the simple shape from within the complex geometrical figure in 
order to establish that it is the same as the stimulus simple shape displayed. The 
computer records the latency of the responses to the tasks and calculates the 
Wholist-Analytic ratio. A low ratio corresponds to a Wholist and a high ratio to 
an Analytic {Riding, 1997). 
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Is this contained in 
Figure 2. 1 A sample item from the Cognitive Styles Analysis assessing the Wholist-
Analytic dimension (Riding, 1999). 
The Verbal-Imagery dimension is assessed by the presentation of forty-eight 
statements one at a time to be judged either true or false. Half of the statements 
contain information about conceptual categories, while the rest describe the 
appearance of items. Half of the statements of each type are true. The Verbal-
Imagery ratio is calculated by comparing the ease with which an individual 
responds to a conceptual category statement that requires a verbal judgment 
with the ease with which an individual responds to an appearance descriptive 
statement that is based on a mental image. It is assumed that Verbalisers would 
have a shorter response time to conceptual category items because the semantic 
conceptual category membership is verbally abstract in nature and cannot be 
represented in visual form. It is also assumed that Imagers would respond more 
quickly to the appearance statements, because the objects could be readily 
represented as mental pictures and the information for the comparison could be 
obtained directly and rapidly from these images. A low ratio indicates a 
Verbaliser and a high ratio an Imager. 
The Cognitive Styles Analysis instrument has a number of advantages: 
1. The test is objectively scored and the method of assessment is not obvious. 
It is thus difficult for an individual to contrive their result. 
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2. The instrument assesses both ends of the style continuum. A criticism of the 
Embedded Figures Test (Witkin et al., 1971) is that while field independent 
individuals were expected to find simple geometrical figures within more complex 
figures more quickly than field dependent individuals, no subtest was used that 
the field dependent individuals were likely to perform better on than the field 
independent ones. Consequently, it may be asserted that the Embedded Figures 
Test may assess factors other than style (Flexer & Roberge, 1980; Goldstein & 
Blackman, 1978; Riding, 1997; Riding & Pearson, 1994). 
3. Reading ability and reading speed are controlled because individuals have to 
read both the verbal and the imagery items (Riding, 1997). 
Riding and his colleagues (Riding, 1997; Riding, Burton, Rees, & Sharratt, 1995; 
Riding & Douglas, 1993; Riding & Mathias, 1991; Riding & Rayner, 1998; Riding 
& Wigley, 1997) proposed the following points in establishing the construct 
validity of the Cognitive Styles Analysis: 
1. The independence of the two cognitive style dimensions. The position of an 
individual on one dimension does not affect his/her position on the other. The 
correlation between the two dimensions has been found to be consistently low 
and typically r = ± . 1 . 
2. The small and nonsignificant gender differences with respect to each of the 
cognitive style dimensions. 
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3. Each of the cognitive style dimensions appears to be independent of 
intelligence. Riding and Pearson (1994) found that intelligence as measured by 
the subtests of the British Abilities Scale was not related to cognitive style, and. 
Riding and Agrell ( 1997) found no correlation between cognitive style and 
intelligence as measured by the Canadian Test of Cognitive Skills. 
4. The cognitive style dimensions are related to observed behaviours such as 
learning performance, learning preferences, and social behaviour. 
Support for the reliability of the Cognitive Styles Analysis was provided by: 
1. The speed index. A speed index greater than ten suggests that the student 
pressed one of the response keys with little regard to the test items. A 
corresponding percentage correct of less than seventy percent would support an 
indication that the student did not take the test seriously (Riding, 1 999). 
2. A low speed index and a low percentage correct would indicate a student 
who took the test seriously but either did not understand the test or could not 
read fluently (Riding, 1999). 
Riding (1999) indicated that there is a need for a long-term test-retest reliability 
study over an interval of at least one year. The reliability of the Cognitive Styles 
Analysis needs to be established to engender confidence in the scores produced 
by the instrument. 
2.1.5 Cognitive style and learning performance 
The independence of the two dimensions of cognitive style leads to the use of a 
single descriptor summarising an individual's position on each of the two 
dimensions. For descriptive convenience Riding (1999) suggests that the 
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dimensions may be grouped as illustrated in Figure 2.2. Riding (1997) and Riding 
and Sadler-Smith (1992) have argued that the mechanisms underlying the two 
cognitive style dimensions are independent of one another and therefore the 
structure and presentation of learning material is likely to affect each of the four 
groups differently. Despite this assertion, few studies have examined the 
interaction between the structural presentation of learning material and an 
individual's position on each of the two cognitive style dimensions. 
Analytic 
Analytic Analytic 
Verbaliser Imager 
Verbaliser Imager 
Wholist Wholist 
Verbaliser Imager 
Wholist 
Figure 2. 2 The four descriptors summarising an individual's position on each of the 
two cognitive style dimensions. 
Riding and Caine ( 1993) found a significant interaction between cognitive style 
and performance in the General Certificate of Secondary Education {GCSE). The 
pattern of performance in the subjects French, English, and Mathematics for the 
182 16-year-old students is shown in Figure 2.3. 
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Figure 2. 3 Cognitive style and GCSE performance in French, English, and 
Mathematics by 182 students in 1991 (Riding & Caine, 1993). 
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The authors argued that performance would be affected by the extend to which 
an individual's cognitive style was appropriate for generating an overall who list 
view and/or a more specific analytic view of information as required by the 
particular subject. Analytic-Imagers and Wholist-Verbalisers would be able to 
generate both an overall and analytic view of information by using imaging as a 
substitute for a wholist view and verbalising as an analytic technique (Riding & 
Sadler, 1992). The poor performance of the Analytic-Verbalisers was explained 
by their lack of any facility to obtain a whole view necessary for integrating the 
different aspects of a subject (Riding & Caine, 1993). Riding and Sadler (1992) 
suggested that Analytic-Verbalisers would benefit from learning material that 
emphasised discrete elements. 
Riding and Caine ( 1993) suggested that further investigation was needed to 
explore the relationship between cognitive style and subject. The authors 
proposed that a more 'spatial' subject such as geography might result in better 
performances by Imagers than by Verbalisers. 
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A study undertaken by Riding and Sadler-Smith ( 1992L with 129 14-19-year-old 
students, involved three versions of computer-presented instructional material 
describing the working of domestic hot water systems. Version one consisted 
largely of verbal information with minimal pictorial information. Version two 
minimised the verbal content and maximised pictorial content with topics 
presented serially. The third version was identical to version two with a stronger 
more obvious structure. Version three included overviews, summaries, and an 
organiser. Riding and Sadler-Smith (1992) found that instructional treatments, 
which use a visual mode of presentation, appear to be more effective for certain 
types of content than a verbal mode of presentation. Figure 2.4 illustrates 
student performance. 
The authors also found that the facilitating effect of overviews and summaries 
slightly improved the performance of Analytic-Verbalisers and Wholist-lmagers. 
However, the stronger more obvious structure of version three appeared to 
depress Wholist-Verbaliser performance when compared to Wholist-Verbaliser 
performance on version two. 
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Figure 2. 4 Interaction between the Wholist-Analytic style/ the Verbal-Imagery style/ 
and version of instructional material on process test (Riding & Sadler-Smith/ 1992). 
Riding and Sadler-Smith ( 1992} explained the results in that the overviews and 
summaries helped the Analytic-Verbalisers to obtain a whole view and the 
overviews and summaries helped the Wholist-lmagers to analyse the information 
into its structure. The overviews and summaries may have slightly depressed the 
performance of Wholist-Verbalisers through a redundancy effect (Riding, 1997}. 
Riding and Sadler-Smith ( 1992} have suggested that the types of organisers 
shown in Table 2.3 may be the most appropriate for each of the four cognitive 
style groupings. 
Table 2. 3 
Suggested Matching of Cognitive Style Groupings and Type of Advance Organiser 
(Riding & Sadler-Smith, 1992, p. 337). 
Cognitive Style Available strategy Type of organiser Purpose of organizer 
Wholist-Verbaliser Wholist & Analytic Linker To link parts to the whole 
Analytic-Verbaliser Analytic only Integrator To make the whole clear 
Wholist-lmager Wholist only Analyser To make the parts clear 
Analytic-Imager Analytic & Wholist Linker To link parts to the whole 
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Pillay (1998) conducted a study that investigated the effect of cognitive styles of 
134 second-year digital communications undergraduates in learning from 
instructional material that either matched or mismatched their preferred cognitive 
styles. It was conjectured that "identifying a student's style and then providing 
instruction consistent with that style contributes to more effective learning" 
(Claxton & Murrell, 1987, p.1) while it was also expected that a mismatch of 
instructional format and cognitive style would impede learning. Table 2.4 
summarises the instructional formats developed by Pillay ( 1998) in accordance 
with Riding's (1991) four cognitive styles. 
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Table 2. 4 
Instructional Material Designed to be Consistent with Individual Cognitive Style (Pillayr 
19981 p. 176). 
Cognitive style 
Wholist-Verbaliser 
Analytic-Imager 
Wholist-lmager 
Analytic-Verbaliser 
Instructional format 
All information presented as descriptive text (Descriptive information allows 
Wholists to construct a whole view and the text assists Verbalisers in 
representing information as words). 
Information presented in three separate screens with diagrammatic 
depictions (Imagers are supported by the images and Analytics suited to a 
step-by-step presentation of information. 
A complete presentation of the information with a comprehensive diagram 
as well as some text information regarding the functions of the various 
components (Imagers are supported by the diagram and the one screen 
assists the Wholists to construct a whole view). 
All information presented as text with bullated points (Analytics suited to 
details of specific points as presented by the bullated sections and the text 
assists Verbalisers in representing information as words). 
While there were no statistically significant differences between the matched and 
mismatched groups on test score in Pillayrs research{ the results consistently 
showed enhanced performance in less time by the matched group. The Wholist-
Verbalisers performed better than all other cognitive style groups and this was 
explained by Pillay (1998) as due to their information being presented as a single 
unit of information which assisted students to read the detailed explanations and 
make relational links between concepts and prior knowledge. Pillay (1998) 
suggested that the images{ designed to assist the Wholist-lmagersr made it 
difficult in assisting students to be able to identify the various components{ 
understand their functions and reason through the protocol necessary to design 
systems. 
An indication that Verbalisers were superior with verbai versions in learning 
information and that Imagers were benefited when learning information was 
presented in pictorial mode was found by Riding and Ashmore ( 1980). Similar 
findings were made by Riding and Douglas (1993) with 59 15-16 year-old 
students. 
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Riding and AI-Sanabani ( 1998) explored the relative influence of cognitive style, 
gender, and the addition of structure to prose passages on the recall of 
information contained in the passages. The use of added structural features such 
as paragraph headings and summaries substantially improved recall for male 
Analytics and female Wholists. The male Analytics improved most on structural 
format that was appropriate to their style. The authors partially explain the 
improvement of female Wholists by suggesting that females may be more 
sensitive to interference between external and internally imposed structures. As 
the authors suggest, further investigation is required in interaction of gender, 
cognitive style, and the organisation of instructional material (Riding & AI-
Sanabani, 1998). The authors noted that cognitive style might be a universal 
phenomenon as the effects of style in their study were consistent with other 
studies despite the involvement of subjects of a culturally different background. 
2.1.6 Cognitive style and problem solving 
The theoretical framework, proposed in section 1 .2, has suggested that the 
efficiency of learning from mathematical worked examples on the problem-solving 
ability of students is moderated, amongst other things, by the cognitive style of 
the students. 
General problem-solving strategies such as means-end analysis, hill climbing, and 
working backwards are effective in that solutions to domain free problems may 
be obtained without specialised knowledge. However, it has been shown that 
within domain-specific subjects such as mathematics and science effective 
problem solvers require domain-specific knowledge and specialised problem-
solving training (larkin, 1 977; Larkin et al., 1980). Proficient problem solvers 
require an awareness of problem-solving strategies that are specific to their 
subject domain (Ronning, McCurdy, & Ballinger, 1984). 
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Despite Ronning et al. (1984) and Dyer and Osborne (1996) having emphasised 
the need to include individual differences as a fundamental component of problem 
solving within subject matter domains, only a few studies have attempted to 
investigate a relationship between mathematical or science instructional method, 
cognitive style, and problem solving (Chualong, 1987; Dawson, 1956; Dyer & 
Osborne, 1996; Thompson & Tom, 1957). No study could be found which has 
used Riding's (1997) model of cognitive style as a framework for investigating 
the relationship between cognitive style, problem solving, and instructional 
method. 
The majority of the work specifically looking for relationships between cognitive 
style and problem solving has been related to the field dependent, field 
independent construct and these studies have produced mixed results. In the 
absence of studies within the context of the research questions, studies of the 
relationship between field dependence, field independence and problem solving in 
a science-teaching context are summarised in Table 2.5. 
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Table 2. 5 
Studies of the Relationship Between Cognitive Style (Field Independent and Field 
Dependent) and Problem Solving in Science. Adapted From Garrett (1989, p. 30). 
Author 
Walters & Sieben (1974) 
Squires (1977) 
Makie ( 1978} 
Krajkovich (1978) 
Hart ( 1979} 
Warmack (1980) 
Isham ( 1 980) 
Lourdusamy (1982} 
Garrett (1984, 1989} 
Dyer & Osborne (1996) 
Context 
Elementary science. 
Sciences (94 students}. 
Biology (316 college 
students). 
Science (933 
students). 
Science, Bio-chem, 
physiology (324 college 
students). 
Pre-medical ( 11 6 
college students). 
Physics (248 students 
about 30 years old}. 
Chemistry (0 level 
students}. 
Physics ( 142 advanced 
secondary school 
students}. 
Agriculture (133 
secondary students}. 
Finding 
Structured learning improved field dependent 
student's performance. Field independent 
students performed better than field 
dependents in non-structured situations 
Field independent students better at solving 
science problems. 
Cognitive style not related to problem 
solving. Cognitive style related to 
achievement. 
Subtle cognitive style relationship with 
problem solving. 
No cognitive style relationship with problem 
solving. High achievement related to 
cognitive style. 
No significant relationship between cognitive 
style and problem solving. 
No three-way interaction between cognitive 
style, level of cognitive style, and feedback. 
Field independent students achieved higher. 
Field independent students superior to Field 
dependent students in both analysis and 
synthesis. 
Cognitive style weakly related to problem 
solving. 
Field independent students taught by 
problem-solving approach produced 
significantly higher problem-solving ability 
test scores. No significant improvement for 
field dependent students. 
The results of the studies are difficult to interpret when it is considered that a 
number of researchers have suggested that measurement of the field-
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dependence-independence continuum by the Embedded Figures Test (EFT) has 
psychometric problems. The EFT requires subjects to find simple geometric 
figures within a more complex figure in a given time. While this test measures 
field independence, no subtest was used that the field dependent individuals were 
likely to perform better on than the field-independent ones. It has therefore been 
suggested that the EFT assesses intelligence rather than style (Flexer & Roberge, 
1980; Goldstein & Blackman, 1978; Riding, 1997; Riding & Pearson, 1994). 
The literature review provides no clear indication of an interaction between 
cognitive style, problem solving and instructional method. No study could be 
found which addresses the effects of learning from worked examples on problem 
solving ability across learning styles. The few studies that have examined a 
relationship between cognitive style and problem solving within a subject specific 
domain have produced mixed results. A number of these studies also have 
psychometric concerns because of the use of the EFT to measure the field-
dependence-independence construct. 
2.2 Learning from worked examples 
There is now considerable evidence suggesting that learning in subject specific 
domains may be enhanced by the use of worked examples. This review of 
learning from worked examples explores studies that have demonstrated 
enhanced learning from worked examples and examines other studies that have 
been inconclusive about the effectiveness of worked examples. In particular, the 
review searches for structural and presentation formats of worked examples that 
may optimise student learning. 
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A number of studies have shown that students value worked examples in 
learning. For example, LeFevre and Dixon (1986) found that students actually 
prefer to use example information and ignore the written instructions when 
learning a procedural task. Pirolli and Anderson (1985) found that in the early 
stages of learning to program recursion, eighteen of their nineteen novices relied 
on analogies to examples. Vanlehn (1986) found that 85% of the systematic 
errors in arithmetic, collected from several thousand students, could be explained 
as deriving from some type of example-driven learning process. This finding 
indirectly indicates the importance of examples to student classroom learning. 
Reder, Charney, and Morgan (1986) showed that manuals that contain examples 
are the most effective in instructing students how to use a personal computer. 
Mayer, Sims, and Tajika (1995) compared the lessons on addition and subtraction 
of signed whole numbers in three seventh-grade Japanese mathematics texts and 
four U.S. mathematics texts. The study concluded that the Japanese textbooks 
contained many more worked examples than the U.S. textbooks. The larger 
number of worked examples supports the conclusion of other studies that 
Japanese mathematics instruction places more emphasis on the process of 
problem solving than U.S. mathematics instruction (Stevenson & Stigler, 1992; 
Stigler & Hiebert, 1997). 
The majority of studies in learning from mathematical worked examples have 
compared learning from worked examples with learning by solving problems. Zhu 
and H. A. Simon (1987) found that when worked examples were used as a 
substitute for lectures and other conventional classroom activities, a conventional 
three-year mathematics course was completed in two years with a slightly higher 
level of performance. The conclusion was that students might acquire 
knowledge more efficiently when presented with worked examples rather than 
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the traditional lecture-and-then-practice format (Carroll, 1992, 1 994). Carroll 
(1992) also indicated individual differences in learning from worked examples 
with low achievers benefiting more from the worked examples than high 
achievers and in some cases performing as well as high achievers in either 
instructional group. A similar finding by Chi et al. (1989) suggested that 'poor' 
students relied heavily on worked examples. It was also demonstrated that 
more-able students were more likely than less-able students to generate detailed 
explanations of worked examples and were more aware of their own failures to 
comprehend (Chi et al., 1989). Sweller and his colleagues (Cooper & Sweller, 
1987; Sweller & Cooper, 1985; Tarmizi & Sweller, 1988; Ward & Sweller, 1990) 
have demonstrated improved mathematical problem-solving performance by 
students having studied worked examples rather than solving the same problems. 
Each of the studies has emphasised that the efficiency of learning from the 
worked examples was dependent upon the structural presentation format of the 
worked examples. 
It would appear that inappropriately structured worked examples explain the 
contradictory results of some studies when worked examples have been 
substituted for sets of problems (Ward & Sweller, 1990). Charney and Reder 
(1986) found that a group presented with guided solutions and interspersed 
problems did not perform any better than a group presented with problems alone. 
The explanation for the failure of the group to learn from the guided solutions for 
teaching the use of a computer application was that the worked examples appear 
not to have been integrated (Ward & Sweller, 1990). 
The theoretical framework has postulated that a critical factor in learning from 
worked examples is that well designed worked examples may reduce cognitive 
load. Reducing cognitive load will permit the allocation of scarce cognitive 
resources to schema acquisition, enhancing student solution of problems 
structurally similar to the worked examples, and rule automation, improving 
performance on transfer problems requiring the use of the rules in the worked 
examples. It is therefore crucial that the format of the worked examples be 
designed to facilitate schema acquisition and rule automation. This review will 
now examine studies that provide suggestions for formats of worked examples 
that reduce cognitive load. 
2.2.1 Split-attention effect 
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The split-attention effect may be considered to be a cognitive load phenomenon. 
The effect occurs when learners are required to divide their attention among and 
mentally integrate multiple sources of information. The split-attention effect has 
been demonstrated to be a source of extraneous cognitive load in some 
instructional designs (Chandler & Sweller, 1991, 1992, 1996; Mousavi et al., 
1995; Sweller & Chandler, 1991, 1994; Sweller et al., 1990; Tarmizi & Sweller; 
1988; Ward & Sweller, 1990; Yeung et al., 1997). 
Tarmizi and Sweller ( 1988) demonstrated that the presentation of circle geometry 
worked examples in an integrated format enhanced learning when compared to a 
presentation format that required students to split their attention (See Figure 
2.6). The split-attention effect occurred when students were required to split 
their attention between the geometrical diagram and the equations and theorems 
that referred to the diagram. Students studying the worked example would need 
to first read the statements II ABO = 180 - AOC - CBO" and II ABO = 180 - 85 -
50 = 45." For the statements to have meaning, students would need to locate 
the angles on the diagram and integrate the statements with the diagram angles. 
It was suggested that the extraneous cognitive load associated with students 
having to simultaneously hold in working memory the diagrammatic information 
and the verbal statements, and students having to search for the referents in the 
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diagram significantly reduced schema acquisition and rule automation {Mousavi et 
al., 1995). 
Find the value for angle ACD 
A 
D 
/ 
c 
Solution 
ABO = 180 - AOC - CBO {opposite angles of a cyclic quadrilateral sum to 180} 
ABO = 180 - 85 - 50 = 45 degrees 
ABO = ACO = 45 degrees {angles in the same segment of a circle are equal} 
Figure 2. 5 Circle geometry worked example that requires students to split attention 
between the text, the theorems, and the diagram (Tarmizi & Sweller, 1988, p. 425). 
A number of studies have found that student learning is enhanced by physically 
integrating multiple sources of information {Chandler & Sweller, 1991, 1992, 
1996; Mousavi et al., 1995; Sweller & Chandler, 1994; Sweller et al., 1990; 
Tarmizi & Sweller, 1988; Ward & Sweller, 1990). Each of these researchers has 
explained the results as a consequence of cognitive load. The suggestion is that 
placing the statements associated with a diagram at appropriate locations on the 
diagram can dramatically facilitate learning. Eliminating the need to search for 
relations between the diagram and the statements reduces working memory load 
thus freeing resources for schema acquisition. Sweller and Low (1992) 
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illustrated the physical integration of multiple sources of information. Figure 2. 7 
demonstrates physical integration of a diagram and statements for finding the 
value of angle X. Consequently less mental resources are required to better 
understand the mathematics associated with the worked example. 
8 
2. Goal Angle X 
=Angle CDE+Angle DEC 
(External angle of a triangle 
equal to the sum of the 
opposite internal angles) 
= 60 + 50 
= 110 
8 
1. Angle DEC= Angle FEG 
(vertically opposite 
angles are equal) 
=50 
G 
F 
Figure 2. 6 A physically integrated worked example designed to reduce extraneous 
cognitive load by reducing a split-attention effect (Sweller & Low, 1992, p. 91). 
It has been shown that students learn more productively when text summaries or 
short captions are presented within corresponding illustrations rather than when 
text and illustrations are presented on separate pages (Mayer, 1989, 1997; 
Mayer & Gallini, 1990; Mayer & Moreno/ 1998; Mayer et al./ 1995). Mayer and 
Anderson (1991 1 1992) found that animation and associated narration were most 
effective when presented simultaneously rather than sequentially. This effect 
was labelled the //contiguity principle// (Mayer & Anderson, 1992/ p. 444). 
Mousavi et al. (1995) believe that there is every reason to suppose that these 
findings provide temporal examples of the split-attention effect. 
The above studies suggest that extraneous cognitive load associated with 
mathematical worked examples may be ameliorated by due attention to the split-
attention effect. The technique is to physically integrate multiple sources of 
information. For example, physically integrating text and diagrams, or text and 
equations may be expected to obviate the need for mental integration and 
consequently reduce working memory load. 
2.2.2 Redundancy effect 
There is some evidence that unnecessary cognitive load is also imposed when 
students are required to process nonessential information (Bobis et al., 1993; 
Chandler & Sweller, 1991; Sweller & Chandler, 1994; Yeung et al., 1997). 
Additional information intended to be helpful to students may have negative 
consequences. This is referred to as the redundancy effect. 
56 
Chandler and Sweller (1991) and Bobis et al. (1993) showed that eliminating text 
that repeats the information in a diagram facilitates learning. It was thought that 
integrating redundant text with a diagram imposed extraneous cognitive load as a 
result of students being required to process unnecessary information. Ward and 
Sweller ( 1 990) demonstrated that the more explanatory material attached to 
mirror and lens worked examples, the less effective was student learning. The 
researchers explained that the processing of unnecessary textual information, as 
shown in Figure 2.8, imposed an undue cognitive load reducing the effectiveness 
of worked examples. A cognitive load due to redundancy explanation was 
proposed by Mayer, Bove, Bryman, Mars and Tapangco (1996) when they found 
that college students learned more from a summary of a text than from the full 
text. 
Find the image formed by the mirror 
8 
............... ....._ .... 
./.1//t:"··--
L 
A 
object 
Principal 
a cis 
57 
(a) Ray AB, drawn parallel to the principal 
axis, passes through the principal focus, 
F, after being reflected. 
(b) 
(c) 
(d) 
Ray AJ, drawn through the principal 
focus, F, is parallel to the principal axis 
after being reflected. 
Ray AL, drawn through the centre of 
curvature C, is incident normally at L 
and retraces its path after being 
reflected. 
The image is located at the intersection 
of the rays. 
Figure 2. 7 A mirror worked example with redundant text information (Ward & 
Sweller, 1990, p. 6). 
A redundancy effect influenced by individual differences has been suggested by 
some studies. McNamara, Kintsch, Songer and Kintsch ( 1996) found that more 
knowledgeable readers, presented with additional high school biology 
instructional material, did not understand the material as well as similar students 
presented with an original, reduced version of the instructional material. An 
indication that the redundancy effect may vary from individual to individual was 
provided by McNamara et al.'s (1996) finding that less knowledgeable readers 
benefited from the additional material. Yeung et al. (1997) found individual 
differences in reading with explanatory notes and they suggested that the 
redundancy of the additional material might provide an appropriate explanation. 
The authors argued that the same presentation format might impose extraneous 
cognitive load dependent upon the learner's expertise. The authors proposed that 
either split-attention or redundancy effects accounted for extraneous cognitive 
load in their experiments. 
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2.3 Summary 
The literature review has suggested that the use of worked examples can focus 
attention on domain-specific problem-solving strategies and is potentially one of 
the more effective instructional procedures for enhancing student problem solving 
and transfer within mathematics. The literature argues that the efficiency of 
learning from worked examples depends upon the format of the worked example. 
The str.uctural and presentation format of the worked example may impose 
extraneous cognitive load by either split-attention effects or redundancy effects 
and impede schema acquisition and rule automation (Sweller, 1988, 1993, 
1994). 
The literature review provides some guidelines for the structuraf presentation of 
worked examples. First, learning with worked examples is superior to learning 
concepts without exposure to worked examples. Second, worked examples are 
more effective when multiple sources of information are integrated to avoid a 
split-attention effect. Third, excessive explanatory material may be redundant 
and cause worked examples to be less effective. 
The cognitive style literature review has provided some evidence to suggest that 
(a) Analytics would learn more efficiently from worked examples which have a 
step-by-step, sequential structure with clear headings, (b) Wholists may not need 
a highly structured format and there is a suggestion that a highly structured 
worked example may impose extraneous cognitive load, (c) Verbalists would 
prefer verbal versions of worked examples, and (d) Imagers would clearly prefer a 
worked example presentation which relies heavily on diagrams or images. 
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What was less clear was the individual differences in cognition in learning from 
worked examples. The literature review makes little suggestion about the effects 
of learning from worked examples by each of the four cognitive style groupings 
{Analytic-Verbaliser, Analytic-Imager, Wholist-lmager, Wholist-Verbaliser). The 
theoretical framework established an expectation that an interaction exists 
between cognitive style {Wholist-Analytic and Verbal-Imagery) and the structure 
and presentation of instructional material in their effect upon subsequent problem 
solving. The specific research questions remain: 
1. Do Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers display better 
problem-solving performance after learning from structured-pictorial worked 
examples than after learning from unstructured worked examples? 
2 Do Wholist-Verbalisers display better problem-solving performance after 
learning from unstructured worked examples than after learning from structured-
pictorial worked examples? 
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Chapter 3 
Research design and pilot study 
3.1 Introduction 
The previous sections addressed studies investigating the factors influencing 
student's learning from worked examples and studies investigating the interaction 
of cognitive style and student learning performance. The theoretical framework 
has suggested that individuals differ in learning from various structural 
presentation formats of worked examples dependent upon the learners' cognitive 
style. 
The first section of this chapter explains the selection of a research methodology 
and a research design to answer the research questions. The second section 
describes the analysis of the pilot study. The third and fourth sections review the 
results of the pilot study and discuss the implications for the design of the main 
study. 
3.2 Research methodology 
The major research question was concerned with the extent to which reliable 
differences in problem solving are associated with cognitive style and the format 
of the worked example. The aim of the pilot study was to test for significant 
differences among 12 groups (4x3) discussed in the theoretical framework and 
defined by the independent variables of student cognitive style (Analytic-
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Verbaliser, Analytic-Imager, Wholist-lmager, Wholist-Verbaliser) and structural 
presentation of worked examples (controL unstructured, structured-pictorial) on 
subsequent problem-solving performance. The literature review provided limited 
direction for selecting an appropriate research design because few studies have 
investigated individual differences in learning from worked examples. No study 
could be found which has used Riding's (1997) model of cognitive control to 
investigate individual differences in learning from worked examples. 
3.2.1 Experimental design 
Mendenhall (1993) indicated that detecting group differences is dependent upon 
(a) the use of an independent random sample design, (b) the measure of problem-
solving performance for each of the 12 groups being normally distributed, and {c) 
the measure of problem-solving performance for each of the 1 2 groups having 
approximately the same variance {homogeneity of variance). 
For clarity, the experimental design incorporating the suggested independent 
grouping variables and the dependent variable is repeated in Figure 3.1. 
R random assignment 
Experimental R01 x, 04 0 measurement 
X treatment 
Experimental R02 X2 05 
Control R03 X3 06 
Figure 3. 1 An outline of the experimental design. Symbols and conventions adopted 
from Cohen and Manion (1989). 
The experimental design involved random assignment of all students to three 
treatment groups each of equal size. The pretest involved application of the 
Cognitive Styles Analysis instrument as per instructions (Riding, 1991, 1994, 
1999) and a domain-specific knowledge test. Learning from worked examples in 
either an unstructured format or a structured-pictorial format constituted the 
treatment. A group with no worked example support provided experimental 
control. The posttest involved a measure of problem-solving performance of all 
three groups. 
3.2.2 Independent variables 
Instructional treatment. A nominal variable based on learning from worked 
examples in each of the following formats: 
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1. Structured-pictorial. The worked examples demonstrated breaking the 
problem into structured parts, each with a clear heading and supported by 
images. The worked examples also emphasised the integration of the parts into a 
whole. 
2. An unstructured algorithm typical of some texts and closely following the 
format used in the students' textbook (Goodman & Goodman, 1994). 
3. Conventional control conditions, where students received no worked example 
support. 
Cognitive styles. A two factor interval variable. The two basic dimensions were 
Wholist-Analytic style and Verbal-Imagery style. The positions of the students on 
each of the cognitive style dimensions were determined by the computer 
presented Cognitive Style Analysis (Riding, 1991, 1994, 1999). Subsequent 
analysis provided a two point ordinal variable within each dimension. 
Domain-specific knowledge pretest. An interval variable measuring the student's 
knowledge of domain-specific techniques prior to the experimental treatment. 
This extraneous variable would be used as a covariate if random allocation of 
students to each of the three treatment groups did not adequately control for 
domain-specific knowledge. 
3.2.3 Dependent variable 
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Problem-solving performance. An interval variable. Ward and Sweller ( 1990) 
believe that students are able to use a rule competently and solve a similar 
problem after studying just two worked examples. Reed, Dempster, and Ettinger 
(1985) and Eylon and Helfman (1982) have shown that students who have 
studied worked examples often cannot solve problems that require a very slight 
deviation from the worked example. The problem chosen for the problem-solving 
posttest in the pilot study was similar to the worked examples. 
3.2.4 Selection procedures for instruments 
Chandler and Sweller ( 1996) proposed that the format of worked examples was 
critical when the concept involved a high element interactivity and thus heavy 
intrinsic cognitive load. Riding ( 1997) suggested that cognitive style would not 
be a critical factor unless the task was difficult. Hence, an appropriate topic for 
the pilot study was a mathematical concept that required both the identification 
of individual elements and the integration into, or perception of, the whole. The 
Mathematics B course contained a number of concepts, which may be described 
as being difficult. Mathematics B is a year 11 and year 1 2 course of study 
designed as a basis for further study in mathematics. An appropriate and difficult 
concept encountered by the students was that of cubic curve sketching. The 
Senior Mathematics B syllabus (Board of Senior Secondary School Studies 
(BSSSS), 1992) indicated that the relevant mathematical techniques involved in 
sketching a cubic function are (a) finding x and y intercepts, (b) finding stationary 
points, (c) examining the extremities, and, (d) using the derived information to 
produce a sketch. Most students would be expected to be able to sketch a cubic 
function such as y = x 3 - 2x 2 - 3x + 4 after normal classroom instruction. The 
pilot study was then concerned with application of the learned techniques to 
novel problems. Appropriate novel problems may be y = x lnx, y = xex, 
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y = xe-x, y = x 2ex, etc. These problems would be considered to be difficult 
because they are complex and unfamiliar. Solution of the problems required 
application of learned techniques from curve sketching, application of knowledge 
of exponential and logarithm functions, and an awareness that the functions may 
be discontinuous. 
A domain-specific knowledge pretest (Appendix C) comprising worked examples 
in unstructured and structured-pictorial format, and a problem-solving posttest 
were developed for the pilot study. A summary of the selection procedures used 
for each of the instruments is presented below. 
The student's knowledge of domain-specific techniques prior to application of the 
learned techniques to new contexts was measured by a domain-specific 
knowledge pretest. Student knowledge of the learned techniques would be used 
as a covariate if the random allocation of students to each of the three treatment 
groups did not adequately control for this extraneous variable. 
The developed domain-specific knowledge pretest is shown in Appendix C. The 
domain-specific knowledge pretest also measured student skill in basic 
knowledge of natural logarithms and exponentials that were required when 
sketching skills were transferred from cubics to the novel problems in the pilot 
study. In particular the pretest assessed student skill in finding (a) the derivative 
of functions involving natural logarithms and exponentials (Question 1 ), (b) the 
extremities of natural logarithm and exponential functions (Question 2), (c) 
discontinuities (Question 4), (d) x-axis intercepts (Question 3) of functions 
involving natural logarithms and exponentials, and (e) the students' ability to 
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sketch the cubic functions specifically taught in the general instruction (Question 
5). Total mark for the pretest was twenty-four marks. The marking scheme is 
also indicated in Appendix C. 
The pilot study presented two worked examples to the unstructured treatment 
group and the same two worked examples to the structured-pictorial treatment 
group. The purpose of the worked examples was to support students in solving 
two novel problems. One appropriate novel problem was to sketch y = x lnx. 
The control treatment group of students was given the problem without any 
support. The unstructured treatment group of students was given the problem 
with y = x 2 lnx as the supporting worked example. An unstructured worked 
example provided a solution to the problem without headings and pictorial 
summary. The unstructured format is demonstrated in Appendix A and closely 
resembles the format in the student's textbook (Goodman & Goodman, 1994, p. 
116). The structured treatment group of students was given the novel problem 
with the same supporting worked example as the unstructured treatment group. 
A structured worked example provided a solution to the problem with clear 
headings, clear sectioning of the material and pictorial summaries of each section 
of the worked example. The sectioning of the worked example reflected each 
technique required to produce a sketch and included (a) finding the first 
derivative, (b) finding the second derivative, (c) finding the x intercepts, (d) 
finding the y intercepts, (e) finding stationary points, (f) examining the 
extremities, and (g) using the derived information to produce a sketch. The 
structured-pictorial format is demonstrated in Appendix B. Table 3.1 gives 
further details of selection of novel problems for the study. 
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A similar but different problem chosen for the problem-solving posttest was to 
sketch y = xex. The problem was scored from a low of zero to a total high of 
14. The problem was decomposed into the four subsections of (a) differentiation 
(the first derivative and the second derivative -one mark each for a total of two 
marks), (b) intercepts (the y-axis intercept - one mark and the x-axis intercept -
two marks for a total of three marks), (c) turning points (for a total of four 
marks), and (d) extremities (the behaviour of the function when xis large positive 
and large negative for a total of one mark). The sketching problem then required 
the integration of the four parts into a whole in the form of a sketch of the 
function (one mark for each included part for a total of four marks). 
3.3 Pilot study 
The pilot study was intended to (a) produce initial empirical data on the 
relationships between student cognitive style, the format of worked examples, 
and subsequent student problem-solving performance, (b) trial the measurement 
of the problem-solving posttest dependent variable, and (c) identify further 
research needs in terms of empirical data and research methodology. 
Tabachnick and Fidel! ( 1996) suggested that a factorial analysis of variance 
(ANOVA) would be the appropriate technique for analysis when research designs 
involve more than one independent variable (cognitive style and worked-example 
format) and one dependent variable (problem-solving performance). The design 
thus involved 12 groups (4x3). A general rule of thumb in factorial AN OVA was 
to ensure that there are at least 5 subjects per group (Cooksey, 1984). 
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3.3.1 Experimental procedure of the pilot study 
The pilot study was conducted as part of the normal teaching program of the 
school, and the pretest, treatment, and the problem-solving posttest was 
considered by the students to be part of normal school routine. The 96 year 12 
Mathematics B students (16- to 17-year-old) were from a rural secondary school 
in Queensland, Australia. Students, at the end of year 10, may choose to study 
either Mathematics A or Mathematics B. Mathematics A aims to provide the 
opportunity for students to participate more fully in life-long learning while 
Mathematics B aims to provide the basis for further study in mathematics. In the 
year 2000, of the 27 425 students who were eligible to be considered for tertiary 
entrance, 15 600 students studied Mathematics B while 14 368~ students studied 
Mathematics A (BSSSS, 2001 ). 
All students sat the Cognitive Styles Analysis instrument as per instructions 
(Riding, 1991, 1994, 1999). Administrative instructions are included in 
Appendix F. Three computer laboratories were available and this enabled all 
students to be assessed within the one thirty-five minute mathematics lesson. 
The domain-specific knowledge pretest was administered under normal testing 
conditions and students were given thirty-five minutes to complete the test. The 
thirty-five minutes was sufficient time for all students to complete the pretest 
and the time taken to complete the pretest was not considered as a factor in the 
pilot study. 
All 96 students were randomly assigned to each of the three treatment groups of 
equal size. The worked example treatment and problem-solving posttest were 
conducted during a mathematics double period of seventy minutes. The 
structure of the treatment and the posttest is indicated in Table 3.1. All students 
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were given sufficient time to work through the worked examples and to complete 
the posttest. Time taken to complete the posttest was not considered as a 
factor in the pilot study. 
Table 3. 1 
Worked Example Treatment and Problem-solving Posttest. 
Control treatment 
Problem 1: y = x lnx 
No worked example support 
X Problem 2: y = xe 
No worked example support 
2 X Posttest: y =X e 
No worked example support 
Unstructured treatment 
Problem 1: y = x lnx 
Supported by a worked solution 
to: y = x 2 lnx The solution 
was without headings and 
pictorial summary. 
X Problem 2: y = xe 
Supported by a worked solution 
-x to: y = xe 
The solution was without 
headings and pictorial summary. 
2 X Posttest: y = X e 
No worked example support 
Structured-pictorial treatment 
Problem 1: y = X lnx 
Supported by a worked solution 
to: y =X 2 lnx The solution 
had clear headings, clear 
sectioning, and pictorial 
summaries of each section. 
X Problem 2: y = xe 
Supported by a worked solution 
-X 
to: y = xe The solution 
had clear headings, clear 
sectioning, and pictorial 
summaries of each section. 
2 X Posttest: y = X e 
No worked example support 
The problems described in Table 3.1 were presented in a sequential form in 
stapled A4 sheets. The instructions were read to each of the three treatment 
groups, in separate supervised classrooms, at the beginning of the seventy 
minute period. The instructions were shown on the front page and are detailed in 
Appendix D. 
The second and third page contained the worked example and the first practice 
problem respectively. Students were then able to attempt the first practice 
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problem on the right hand page with the help of a worked solution to a similar 
problem on the left hand page. Control groups did not have the benefit of a 
worked example on the left hand page. Similarly, the fourth and fifth pages for 
groups other than the control group contained a worked example and the second 
practice problem respectively. The seventh page contained the problem-solving 
posttest with a blank left hand page for all three groups. 
3.3.2 Statistical power of the pilot study 
The statistical power/ the probability of rejecting the null hypothesis when it is 
false/ of this pilot study was expected to be at least . 70 considering that {a) a 
medium effect size was expected/ {b) one way groupings within this pilot study 
had at least 28 students per group/ and {c) a covariate was available to reduce 
within-group variability. 
3.3.3 Descriptive statistics of Cognitive Styles Analysis 
The computer-presented Cognitive Styles Analysis {Riding/ 1991/ 1994/ 1999) 
indicated the students' position on the Wholist-Analytic dimension ranging from 
0.6 to 2.4 and the Verbal-Imagery style dimension ranging from 0.8 to 1 .8. The 
stem-and-leaf plots and measures of skewness and kurtosis shown in Table 3.2 
support assumptions of normality/ required for subsequent statistical analysis, of 
the Cognitive Styles Analysis. 
Table 3. 2 
Cognitive Style Analysis: Stem-and-leaf Displays, Skewness, and Kurtosis of the 
Responses of the 90 Year 12 Mathematics B Students. 
Wholist-Analytic dimension Verbal-Imagery dimension 
0 666 0 88 
0 77777788888888 0 99999999999 
0 999999999000000000000 0000000000000000000 
1 1111111111111222222222222 111111111111111111111 
1 333444444 22222222222222222 
1 55555666 3333333 
1 7778 4444444 
1 99 555 
2 12 6 
2 4 7 
8 
N 90 N 90 
M 1.22 M 1.13 
Mdn 1 .13 Mdn 1.095 
SD 0.36 SD 0.19 
Skewness 0.91 Skewness 0.90 
Kurtosis 0.71 Kurtosis 0.97 
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Riding ( 1991) described outliers as being less than 0.6 and greater than 2. 7 for 
the Wholist-Analytic dimension. Outliers for the Verbal-Imager was described as 
being less than 0.6 and greater than 2.3. There were no extreme zone ratios in 
the student group. The mean Wholist-Analytic ratio for this study was 1.22 (SD 
0.36) and the mean Verbal-Imagery ratio was 1.13 (SD 0.19). The independence 
of the two dimensions was indicated by a Pearson correlation coefficient of -.14 
(n = 90, p = .19L in agreement with other studies (e.g., Riding & Douglas, 
1993; Riding & Watts, 1997). The sample was divided at the median on the 
Wholist-Analytic style dimension. (The ranges of the ratios were: Wholist 0.6-
1.1 2, Analytic 1 .13-2.4.) On the Verbal-Imagery dimension, they were also 
divided at the median (Verbaliser 0.8-1.09, Imager 1.1 0-1.8). Division of the 
dimensions at the median was a procedure adopted in a number of studies (e.g., 
Pillay, 1998; Riding & Sadler-Smith, 1992; Riding & Watts, 1997). 
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3.3.4 Descriptive statistics of domain-specific knowledge pretest 
The domain-specific knowledge pretest was expressed as a percentage from a 
student mark out of a possible maximum of twenty-four marks with intervals of 
0.5 marks. Table 3.3 indicates the descriptive statistics of the domain 
knowledge pretest for each of the three treatment groups. 
An ANOVA with an alpha level of .05 indicated no statistically significant 
differences in the means of the three treatment groups, F(2, 87) = 0.43, p = 
.65. The ANOVA supported the equality of the three treatment groups on the 
basis of domain-specific knowledge. It was thus established that the random 
distribution of students had adequately controlled for the domain-specific 
knowledge variable and consequently the pretest was not required as a covariate. 
Table 3. 3 
Descriptive Statistics of the Responses of the 90 Year 1 2 Mathematics B Students to 
the Domain-Specific Knowledge Pretest. 
Control group Unstructured group Structured-pictorial group 
0 8 0 0 0 
1 0066 1 226 1 02668 
2 2557 2 05 2 279 
3 1577 3 33579 3 15577 
4 3355557 4 3357 4 13 
5 00 5 044688 5 02668 
6 6 0466 6 2266 
7 0779 7 07 7 055 
8 19 8 9 8 99 
9 3 9 9 155 
10 0 10 10 
n 30 n 28 n 32 
M 46.39 M 45.54 M 50.99 
Mdn 44.80 Mdn 46.85 Mdn 51.05 
SD 26.23 SD 21.35 SD 25.90 
Skewness 0.50 Skewness -0.21 Skewness 0.21 
Kurtosis -0.69 Kurtosis -0.29 Kurtosis -1 .01 
K-S (Lilliefors) 0.18 (p = .02) K-S (Lilliefors) 0.06 (p > .2) K-S (Lilliefors) 0.11 (p > .2) 
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3.3.5 Descriptive statistics of the posttest performance 
Descriptive statistics for the problem-solving posttest are shown in Table 3.4. 
Student responses to the posttest were expressed as a percentage from a 
student mark out of a possible maximum of fourteen marks with intervals of 0.5 
marks. 
Table 3. 4 
Stem-and-leaf Displays, Skewness, and Kurtosis of the Responses of Each of the 
Treatment Groups to the Posttest. 
Control group Unstructured group Structured-pictorial group 
0 000000000003366666666 0 0003336 0 003337777 
1 3336 1 3366 1 0037 
2 06 2 000366666 2 07 
3 03 3 36 3 00333 
4 4 6 4 07 
5 5 66 5 7 
6 6 6 6 00377 
7 0 7 7 3 
8 8 7 8 0 
9 9 9 3 
10 10 10 0 
n 30 n 28 n 32 
M 9.89 M 27.75 M 33.13 
Mdn 6.70 Mdn 21.65 Mdn 28.35 
SD 14.71 SD 25.66 SD 29.68 
Skewness 2.70 Skewness 1.35 Skewness 0.70 
Kurtosis 9.09 Kurtosis 1.59 Kurtosis -0.64 
K-S (Lilliefors) 0.29(p = .00) K-S (Lilliefors) 0.23(p = .00) K-S (Lilliefors) 0.16(p = .04} 
Norusis (1990) makes the point that when multivariate analyses are to be 
performed then it is not sufficient to describe the characteristics of the variables 
individually. Information about the joint distribution of the variables must also be 
described. Statistics for each of the 12 groups, three treatments by four 
cognitive styles, are shown in Table 3.5. A univariate homogeneity of variance 
test (Cochrans C, p = .04, and Bartlett-Box, p = .001) indicated that the 
equality of variances does not hold for the posttest. The inequality is explained 
by the poor performance of the control group on the posttest. 
Table 3. 5 
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Mean Percentage Posttest Performance for Each of the 1 2 Groups (Three Treatments x 
Four Cognitive Styles. 
Structured-pictorial Unstructured Control 
Cognitive style M SD n M SD n M SD n 
Wholist-Verbalisers 13.0 13.6 9 53.3 36.3 6 12.2 10.4 9 
Analytic-Imagers 39.6 36.9 8 26.4 16.7 8 1.4 2.6 7 
Wholist-lmagers 36.3 23.9 8 20.7 22.8 8 15.7 26.1 7 
Analytic-Verbalisers 48.1 33.3 7 12.9 11.9 7 9.5 11.4 7 
3.3.6 Overview of analysis 
The aim of the pilot study was to test for the presence of the interaction 
discussed in the theoretical framework and defined by the independent variables 
of structural presentation of worked examples (structured-pictorial, unstructured, 
control), the treatment condition, and student cognitive style (Wholist-Verbaliser, 
Analytic-Imager, Wholist-lmager, Analytic-Verbaliser) on subsequent problem-
solving performance. 
The analysis essentially involved the use of a factorial (3x4) analysis of variance 
(ANOVA) to test the hypotheses of the pilot study. The relevant statistical 
hypothesis was: 
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Null: No statistically significant interaction exists between the treatment 
conditions (control, unstructured, structured-pictorial) and cognitive 
style (Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, Analytic-
Verbaliser) on posttest performance. 
Alternative: A statistically significant interaction exists between the treatment 
conditions (control, unstructured, structured-pictorial) and cognitive 
style (Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, Analytic-
Verbaliser) on posttest performance (a= .05). 
The ANOVA test of the null hypothesis is shown in Table 3.6. The null 
hypothesis was rejected (p < .05) and the alternative hypothesis accepted. 
Table 3. 6 
Test Statistics for the Factorial ANOVA of the Treatment by Cognitive Style Interaction. 
Source of Variation ss df MS F 
Within Cells 39181.66 78 502.33 
Constant 50527.49 1 50527.49 1 00.59* * 
Treatment 9842.42 2 4921.21 9.80** 
Cognitive Style 174.27 3 58.09 0.12 
Treatment by Cognitive Style 12108.34 6 2018.06 4.02 * * 
Note. *p < .05 **p < .01. 
The interaction of treatment condition (control, unstructured, structured-pictorial) 
and cognitive style (Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, Analytic-
Verbaliser) on the problem-solving posttest performance is graphically 
demonstrated in Figure 3.2. 
An ANOV A is normally followed by multiple comparisons to explore the nature of 
the group differences (Cooksey, 1984; Shott, 1990). Because of the small cell 
size and subsequent low statistical power, it was decided to defer statistical 
pair-wise comparisons of the four a priori contrasts specifically developed and 
justified in the theoretical framework to the main study. A detailed statistical 
analysis of the main study data is provided in the main study to follow. 
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Figure 3. 2 Mean percentage posttest performance for each of the 12 cells (three 
treatments x four cognitive styles). 
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However, the pilot study data as displayed in Figure 3.2 is consistent with the 
following pair-wise hypotheses developed in the theoretical framework (section 
1 .3): 
1. Analytic-Verbalisers, after working through two novel problems supported by 
structured-pictorial worked examples, performed at a higher level in the posttest 
than Analytic-Verbalisers under unstructured treatment conditions. 
2. Analytic-Imagers, after working through two novel problems supported by 
structured-pictorial worked examples, performed at a higher level in the posttest 
than Analytic-Imagers under unstructured treatment conditions. 
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3. Wholist-lmagers, after working through two novel problems supported by 
structured-pictorial worked examples, performed at a higher level in the posttest 
than Wholist-lmagers under unstructured treatment conditions. 
4. Wholist-Verbalisers, after working through two novel problems supported by 
unstructured worked examples, performed at a higher level in the posttest than 
Wholist-Verbalisers under structured-pictorial treatment conditions. 
3.4 Results and discussion of the pilot study 
The pilot study indicated that the problem-solving performance of students was 
affected by an interaction of cognitive style and the structure and presentation of 
worked examples. 
Riding and Sadler-Smith (1992) reasoned that Analytic-Verbalisers are limited to 
an analytic structure because they have insufficient means of obtaining an overall 
view. The study showed a significant benefit to Analytic-Verbalisers from an 
emphasis on discrete elements. It was also important to note that unstructured 
worked example support produced problem-solving performances of Analytic-
Verbalisers similar to the problem-solving performances of Analytic-Verbalisers 
without worked example support. Unstructured worked examples appear to be 
ineffective to Analytic-Verbalisers. 
Riding and Sadler-Smith (1992) also reasoned that Wholist-lmagers are restricted 
to an overall perspective because they are restricted in being able to generate an 
analytic approach. Wholist-lmagers performed better with the structured-pictorial 
worked example support in accordance with Riding and Sadler-Smith's (1992) 
reasoning that Wholist-lmagers would benefit by instructional material that 
divides the whole into parts. Similarly, Analytic-Imagers benefited from 
structured-pictorial worked examples in accordance with the view that the 
images would assist in providing an overall perspective and the clear structure 
would be suited to the analytic style (Riding & Sadler-Smith, 1992). 
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The significantly better problem-solving performances of Wholist-Verbalisers 
supported by unstructured worked examples compared to Wholist-Verbalisers 
supported by structured-pictorial worked examples was more difficult to explain. 
Riding and Sadler-Smith (1992) argued that Wholist-Verbalisers are able to 
generate both an overall wholist and a more specific analytic view of information. 
The study suggests that Wholist-Verbalisers were able to use the analytic nature 
of semantic verbal representation in order to code information into discrete parts 
and categories when supported by unstructured worked examples. A part 
explanation of why the structured-pictorial worked examples were ineffective to 
Wholist-Verbalisers may be found in Sweller's theory of cognitive load ( 1 994). 
The need for Wholist-Verbalisers to reorient instructional material so that it is 
congruent with their existing cognitive styles imposes extraneous cognitive load. 
Split-attention and redundancy effects of the structured-pictorial worked example 
may partly explain the poor performance of the Wholist-Verbalists. It is doubtful 
that these effects would explain why the structured-pictorial format produced 
problem-solving performances similar to no worked example support. 
Instructional material that clearly demonstrates and illustrates the breaking of a 
problem into its parts and provides a unifying pictorial overview so that the parts 
can be integrated into a whole had a significant impact on the novel problem-
solving success of Analytic-Verbalisers, Wholist-lmagers, and Analytic-Imagers. 
However, the structured-pictorial format had the same impact as no worked 
example support for Wholist-Verbalisers who were better served by an 
unstructured format. 
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The impact of the pilot study may be significant considering that "In practice, all 
instructional material is likely to require both the identification of individual 
elements and the integration into, or perception of the whole" {Riding & Sadler-
Smith, 1992, p. 336). The impact is underlined not just by the better problem-
solving performances of certain cognitive styles with different structure and 
presentation of worked examples but also by the empirical evidence that the 
structured-pictorial worked examples are ineffective to Wholist-Verbalisers, while 
the unstructured worked examples are ineffective to Analytic-Verbalisers and 
Wholist-lmagers. 
There is a need for students to overcome incongruence between the structural 
presentation of instructional material and cognitive style. In particular, there is a 
need to identify learning strategies which help Wholist-lmagers learn from 
structured-pictorial material and the development of learning strategies which 
help Analytic-Verbalisers and Wholist-lmagers learn from unstructured material. 
It is argued that empowering students to adapt to instruction which is 
incongruent with their cognitive style is a more proactive and potentially effective 
instructional approach than adapting instruction to match the student's cognitive 
style {Lederman & Niess, 1998). 
3.5 Implications for the main study 
The findings of the pilot study indicated issues and questions to be addressed in 
replicating the study with a larger number of students. While the results of the 
pilot study are consistent with cognitive load theory, other explanations of the 
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results were plausible. A capacity-constrained explanation suggests that 
individual differences in performance occur as a difficult task exceeds individual 
working memory capacity (Just & Carpenter, 1992). Chi et al. (1989) have 
suggested that better students use worked examples in a way that is different 
from the way that poorer students use worked examples. There was thus a need 
for the main study to include measures that may differentiate between plausible 
explanations for individual differences in student performance. 
The main study included subjective measures of cognitive load such as those 
suggested by Paas and Van Merrienboer (1993, 1994). A rating scale technique, 
in which numerical translations of the perceived amount of mental effort is given 
on a rating scale, was used to estimate cognitive load. Paas and Van 
Merrienboer ( 1993, 1994) assumed that students could introspect their cognitive 
processes and have no difficulty in assigning numerical values to the imposed 
mental load. It was also suggested that these subjective measures were easy to 
obtain, nonintrusive, easy to analyse, and have very high face validity (Gopher & 
Braune, 1984; O'Donnel & Eggemeier, 1986; Paas & Van Merrienboer, 1994). 
The time taken to study worked examples and the time taken to solve problems 
has been used by a number of researphers to indicate the efficiency of learning 
and to indicate the cognitive load imposed by instructional treatments (e.g., 
Mousavi et al., 1995; Pillay, 1998; Tarmazi & Sweller, 1988; Ward & Sweller, 
1990). While quantitative data will be us~d to provide the basic research 
evidence, qualitative data will also be used to gain insight and to provide "rich" 
and descriptive examples (Borg & Gall, 1989). 
The next chapter involves a literature review of variables such as relative 
instructional efficiency and problem-solving efficiency. The review provides a 
basis for the selection of dependent variables required to answer the research 
questions and to verify the theoretical explanations. 
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Chapter 4 
Measures of instructional efficiency 
4.1 Introduction 
The pilot study provided some evidence that learning from worked examples is 
affected by an interaction of cognitive style and the structure and presentation of 
the worked examples. The theoretical framework suggested that the same 
structural presentation format of worked examples might ameliorate performance 
or interfere with performance, either through split-attention or redundancy 
effects, depending on learners' cognitive style. The argument was that an 
increased extraneous cognitive load leads to poor performance because 
insufficient cognitive resources are available for schema acquisition and rule 
automation. 
The manipulations used in the research design and in the interpretation of the 
results of the pilot study were based on an integration of cognitive style theory 
and cognitive load theory. While the findings of the pilot study were sensibly 
interpreted in terms of cognitive style theory and cognitive load theory, 
alternative explanations of the pilot study results may be possible. The purpose 
of this chapter is to investigate and to incorporate into the main study additional 
research variables, which may further test the rigour of the study's theoretical 
framework. 
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4.2 A relative instructional efficiency measure 
Although the findings of the pilot study were interpreted within an integration of 
cognitive style theory and cognitive load theory, no measure of cognitive load 
was used. A number of researchers believe that the intensity of effort expended 
by students may be considered to constitute the essence of cognitive load 
{Hamilton, 1979; Paas, 1992; Paas & Van Merrienboer, 1993; Sanders, 1979; 
Yeung et al., 1997). Paas and Van Merrienboer (1993) proposed the use of a 
nine-point rating scale for students to report their invested mental effort. The 
rating scale technique is based on the assumptions that students are able to 
introspect on their cognitive processes and that students can report the amount 
of mental effort expenditure {Gopher & Braune, 1984; Paas & Van Merrienboer, 
1994). 
The rating scale labels and numerical values range from very, very low mental 
effort { 1) to very, very high mental effort {9). Coefficients of reliability 
{Cronbach's alpha) obtained with the scale in two studies are reported as a = 
.90 and a = .82 {Paas & Van Merrienboer, 1993). It was also claimed that the 
rating scale measure of mental effort is easy to obtain, nonintrusive, easy to 
analyse, and has very high face validity (O'Donnel & Eggemeier, 1986). 
While mental effort measurement provides useful information about the 
effectiveness of an instructional condition, combinations of performance and 
mental effort is more sensitive to cognitive demands than mental effort alone 
(Paas & Van Merrienboer, 1993). Paas and Van Merrienboer {1993) describe a 
calculational method, which combines the above measure of mental workload and 
problem solving performance to produce a measure of learning efficiency. 
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Firstly I mental effort scores and performance scores are standardised. Paas and 
Van Merrienboer {1993) transformed the raw scores to a mean of 0 and a 
standard deviation of 11 that is z scores. Random assignment of subjects to 
treatment conditions was assumed to control for individual differences in mental 
effort scaling. Secondly I the standardised scores are plotted on a performance 
by mental effort axes as illustrated in Figure 4.1. An efficient instructional 
condition would be expected to record a combination of high performance with 
low mental effort and be plotted in the upper left quadrant. An inefficient 
instructional condition would be expected to combine low performance with high 
mental effort and be largely mapped in the lower right quadrant. Zero efficiency 
was hypothesised to be represented by the line E = 0 as shown in Figure 4. 1 
{Paas & Van Merrienboerl 1993). Zero efficiency indicates a combination of 
mental effort and performance in which one unit of mental effort equals one unit 
of performance. Thirdly, a relative efficiency was calculated as the difference 
between the standardised mental effort and performance scores relative to zero 
efficiency. The relative efficiency was diagrammatically interpreted as the 
perpendicular distance from a point on the performance, mental effort cross of 
axes to the line E = 0. The formula being E = {P- R}/2 112 , where Pis 
performance and R is mental effort. 
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Figure 4. 1 Combination of mental effort and performance scores showing the line of 
zero efficiency (E = 0). Adapted from Paas and Van Merrienboer (1993, p. 741). 
The relevance of a measure of instructional efficiency to the main study was that 
a certain format of worked example would be considered to be more efficient if 
students' performance was higher in relation to less invested mental effort, and 
would be considered to be less efficient if students' performance was lower in 
relation to more invested effort. The theoretical framework proposed that the 
relative efficiency of learning from worked examples depends upon the extent to 
which the format of the worked examples imposes extraneous cognitive load. 
The same structural and presentation format may facilitate performance or 
interfere with performance, either through split-attention or redundancy effects, 
depending on the learner's cognitive style. For example, it would be expected 
that structured-pictorial worked examples would impose less extraneous cognitive 
load for Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers than for 
Wholist-Verbalisers. Consequently, it may be proposed that Analytic-Verbalisers, 
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Analytic-Imagers, and Wholist-lmagers would produce a better problem-solving 
performance at less mental effort cost than would Wholist-Verbalisers. The 
relative instructional efficiency of Analytic-Verbalisers, Analytic-Imagers, and 
Wholist-lmagers would be expected to be better than the relative instructional 
efficiency of Wholist-Verbalisers. Similarly, it would be expected that the relative 
instructional efficiency of learning from unstructured worked examples may be 
higher for Wholist-Verbalisers than for Analytic-Verbalisers, Analytic-Imagers, and 
Wholist-lmagers. Paas and Van Merrienboer (1993) make the point that the 
measure of relative instructional efficiency was considered a rough estimate of 
efficiency because of an assumed linear relationship between mental effort and 
performance scores. The main study investigates the relationship between 
mental effort and performance scores. 
4.3 A problem-solving efficiency measure 
A number of researchers have measured the time taken to process worked 
examples (Cooper & Sweller, 1987; Sweller & Cooper, 1985; Tarmizi & Sweller, 
1988; Ward & Sweller, 1990} or the time spent on solving problems (Paas, 
1992; Pillay, 1998; Wedman, Wedman, & Folger, 1996) as an indication of 
learning efficiency. While the time taken to solve problems provides useful data, 
it may be argued that a combination of problem solving performance and the time 
spent on the problem may provide more insight into learning efficiency. A 
student who achieves a higher performance in the same time as another student 
may be considered to demonstrate better problem-solving efficiency. Similarly, a 
student who spends more time for the same problem-solving performance as 
another student may be considered to demonstrate less problem-solving 
efficiency. A particular instructional format may be considered to be more 
efficient than another format if a higher performance was associated with less 
time on solution. A less efficient instructional condition may be expected to 
result in lower performance with extended solution times. 
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A method of combining problem solution time and problem performance to 
produce a measure of problem-solving efficiency is outlined below. The 
procedure is similar to the approach used by Paas and Van Merrienboer {1993) to 
combine mental effort and performance measures. 
Firstly, solution times and performance scores are standardised to z scores. 
Secondly, the standardised scores are plotted on a performance by time scatter 
diagram as indicated in Figure 4.2. An efficient instructional condition would be 
expected to record a combination of high performance with low solution time and 
be plotted in the upper left quadrant. An inefficient instructional condition would 
be expected to produce low performance with high solution times and be largely 
mapped in the lower right quadrant. Zero efficiency was hypothesised to be 
represented by the line E = 0 as shown in Figure 4.2. Zero efficiency indicates a 
combination of performance and performance time in which one unit of 
performance time equals one unit of performance. Thirdly, a problem-solving 
efficiency was calculated as the difference between the standardised 
performance time and performance scores relative to zero efficiency. The 
problem-solving efficiency was diagrammatically interpreted as the perpendicular 
distance from a point on the performance, performance time cross of axes to the 
line E = 0. The formula being PE = {P - T)/2 112 , where P is performance and T is 
time. 
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Figure 4. 2 Combination of performance time and performance showing the line of 
zero efficiency (E = 0). Adapted from Paas and Van Merrienboer (1993, p. 741 ). 
87 
The relevance of a measure of problem-solving efficiency to the main study was 
that a certain format of worked example would be considered to be more efficient 
if students' performance is higher in relation to less solution time, and would be 
considered to be less efficient if students' performance was lower in relation to 
more invested time. The theoretical framework suggested that Wholist-
Verbalisers would experience split-attention and redundancy effects when 
learning from structured-pictorial worked examples. Consequently it may be 
expected that Wholist-Verbalisers would demonstrate lower problem-solving 
efficiency than Analytic-Verbalisers, Analytic-Imagers/ and Wholist-lmagers when 
learning from structured-pictorial examples. Similarly/ it may be expected that 
Analytic-Verbalisers/ Analytic-Imagers/ and Wholist-lmagers would demonstrate 
lower problem-solving efficiency than Wholist-Verbalisers when learning from 
unstructured worked examples. The measure of problem-solving efficiency 
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assumed a linear relationship between performance time and performance. This 
relationship is assessed in the analysis section of the main study. 
4.4 Talk-aloud protocol 
The talk-aloud method involves subjects verbalising their thoughts while working 
through a task. The protocols, the spoken and written data, can provide another 
source. of information for making inferences about student problem-solving 
procedures, strategies, and cognitive processes while working through the 
worked examples. A number of researchers have used talk-aloud methods to 
investigate student learning in domain specific subjects such as physics and 
mathematics (e.g., Lawson & Chinnappan, 1994; Schoenfeld, 1985; Wedman et 
al., 1996) and to investigate learning from worked examples in physics and 
mathematics (Chi et al., 1989; Zhu & Simon, 1987). The purpose of collecting 
talk-aloud protocols was to identify the underlying cognitive processes and to 
help understand the cognitive load an individual may experience while learning 
from various formats of worked examples. 
4.5 Main study research design 
4.5.1 Research questions 
The primary purpose of the research was to examine individual differences in 
learning from worked examples. Schema acquisition and rule automation are 
assumed to be primary ingredients of problem solving and it might be expected 
that student problem-solving performance provide an indication of the 
effectiveness of learning from worked examples. The following set of subsidiary 
questions were relevant: 
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1. Do Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers display better 
problem-solving performance after learning from structured-pictorial worked 
examples than after learning from unstructured worked examples? 
2. Do Wholist-Verbalisers display better problem-solving performance after 
learning from unstructured worked examples than after learning from structured-
pictorial worked examples? 
While the findings of the pilot study were in agreement with the theoretical 
framework, alternate explanations of the results may be possible. Two measures 
of learning efficiency based on the mental effort expended by students and the 
time taken by students during problem-solving performances were included in the 
research to further test the rigour of the study's theoretical framework. The 
following additional research questions were consistent with the theoretical 
framework: 
3. Do Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers display better 
relative instructional efficiency, calculated from a combination of perceived 
mental effort and problem-solving performance, after learning from structured-
pictorial worked examples than after learning from unstructured worked 
examples? 
4. Do Wholist-Verbalisers display better relative instructional efficiency, 
calculated from a combination of perceived mental efforts and problem-solving 
performance, after learning from unstructured worked examples than after 
learning from structured-pictorial worked examples? 
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5. Do Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers display better 
problem-solving efficiency, calculated from a combination of problem-solving time 
and problem-solving performance, after learning from structured-pictorial worked 
examples than after learning from unstructured worked examples? 
6. Do Wholist-Verbalisers display better problem-solving efficiency, calculated 
from a combination of problem-solving time and problem-solving performance, 
after learning from unstructured worked examples than after learning from 
structured-pictorial worked examples? 
4.5.2 Independent variables 
Instructional treatment. A nominal variable that was based on learning from 
worked examples in each of the following formats: 
1. Structured-pictorial. The worked examples demonstrated breaking the 
problem into structured parts, each with a clear heading and supported by 
images. The worked examples also emphasised the integration of the parts into a 
whole. 
2. An unstructured algorithm typical of some texts and closely following the 
format used in the students' textbook (Goodman & Goodman, 1994). 
3. Conventional control conditions, where students received no worked example 
support. 
Cognitive styles. A four factor nominal variable. The two basic dimensions were 
Wholist-Analytic cognitive style and Verbal-Imagery cognitive style. The position 
of the students on each of the two cognitive style dimensions were determined 
by the computer presented Cognitive Style Analysis (Riding, 1991, 1994, 1999). 
The sample was divided at the median on the Wholist-Analytic style dimension 
and also divided at the median on the Verbaliser-lmager style dimension. The 
four resultant cognitive style groups were labelled as previously described: 
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Who list-Verbaliser, Wholist-1 mager, Analytic-Imager, and Analytic-Verbaliser. 
Division of the dimensions at the median was a ,procedure adopted in a number of 
studies (e.g., Pillay, 1998; Riding & Sadler-Smith, 1992; Riding & Watts, 1997; 
Sadler-Smith & Riding, 1999). Sadler-Smith and Riding (1999) acknowledged 
that the use of discrete categorisation was a simplification for the purposes of 
research and analysis. 
4.5.3 Dependent variables 
Problem-solving performance. An interval variable. The pilot study indicated a 
need to review the problem chosen for the problem-solving posttest because of a 
positively skewed distribution of problem-solving performance scores. The 
problem chosen for the problem-solving posttest in the main study, y = xe -x,, 
bears a stronger resemblance to the worked examples than did the pilot study 
problem. 
The problem was scored from a low of zero to a total high of 32 with intervals of 
0.5. The problem was decomposed into the seven components of (a) the first 
derivative - three marks, (b) the second derivative - five marks), (c) the y-axis 
intercept - two marks, (d) the x-axis intercept- four marks), (e) the turning 
points - 10 marks), (f) the extremities (the behaviour of the function when x is 
large positive and large negative) - four marks), and (g) the sketching problem 
(requiring the integration of the parts into a whole in the form of a sketch of the 
function) - four marks. The rationale for the sectioning of the problem was 
discussed in section 3 .2.4 and each step of each section was awarded one mark. 
Detailed scoring of the posttest problem is shown in Appendix E. 
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Relative instructional efficiency. An interval variable. The relative instructional 
efficiency was calculated from a combination of students' perceived mental effort 
and problem-solving performance as outlined by Paas and Van Merrienboer 
(1993). Discriminant analysis may suggest alternative weights. 
Problem-solving efficiency. An interval variable. The problem-solving efficiency 
was calculated from a combination of students' time expended on the problem 
and the problem-solving performance. The measure of problem-solving efficiency 
was described earlier and is similar in calculation to the relative instructional 
efficiency construct described by Paas and Van Merrienboer (1993). 
4.5.4 Methods of analysis 
The research questions and the definition of independent variables and dependent 
variables indicated the use of an experimental multivariate design and analysis. 
The multivariate analysis was indicated by multiple dependent variables and by 
the assessment that the dependent variables were correlated (Bordens & Abbott, 
1996). The three dependent variables were assumed to be correlated because 
problem-solving performance was a component of each of the dependent 
variables. 
A multivariate analysis had the advantage over multiple univariate analysis in that 
a single analysis reduced the chance of Type 1 error (Bray & Maxwell, 1 991; 
Bordens & Abbott, 1996; Tabachnick & Fidel!, 1996). An alpha level of .05 was 
used for all statistical tests unless otherwise stated. 
The analysis essentially involved the use of a factorial (3x4) between-subjects 
multivariate analysis of variance (MANOVA) to test the hypotheses of the main 
study. The appropriate statistical hypotheses are stated below: 
93 
Hypothesis: A statistically significant interaction exists between the treatment 
conditions (structured-pictorial/ unstructured/ and contraiL and 
cognitive style (Wholist-Verbaliser/ Analytic-Imager, Wholist-lmager, 
and Analytic-Verbaliser) on a combination of the three dependent 
variables (problem-solving performance/ relative instructional 
efficiency I problem-solving efficiency). 
Assuming a statistically significant MANOVA/ the subsequent analysis involved 
an assessment of the dependent variables to discover which of the three 
dependent variables were affected by manipulation of the independent variables. 
The appropriate statistical hypotheses with respect to each dependent variable 
were: 
Hypothesis: A statistically significant interaction exists between the treatment 
conditions (structured-pictorial, unstructured, and control), and 
cognitive style (Wholist-Verbaliser/ Analytic-Imager, Wholist-lmager, 
and Analytic-Verbaliser) on problem-solving performance. 
Hypothesis: A statistically significant interaction exists between the treatment 
conditions (structured-pictorial, unstructured, and control), and 
cognitive style (Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, 
and Analytic-Verbaliser) on relative instructional efficiency. 
Hypothesis: A statistically significant interaction exists between the treatment 
conditions (structured-pictorial, unstructured, and control), and 
cognitive style (Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, 
and Analytic-Verbaliser) on problem-solving efficiency. 
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Assuming a MANOVA statistically significant interaction, the main study research 
questions are then associated with determining the source of significant 
difference for each dependent variable. The statistically significant MANOV A will 
be followed by a priori multiple comparisons using an appropriate procedure to 
protect against Type I error due to the multiple tests. The relevant statistical 
hypotheses for the problem-solving performance dependent variable are: 
Hypothesis: Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers 
presented with structured-pictorial worked examples display 
statistically better problem-solving performance than Analytic-
Verbalisers, Analytic-Imagers, and Wholist-lmagers presented with 
unstructured worked examples. 
Hypothesis: Wholist-Verbalisers presented with unstructured worked examples 
display statistically better problem-solving performance than Wholist-
Verbalisers presented with structured-pictorial worked examples. 
The relevant hypotheses associated with the two measures of learning efficiency 
are: 
Hypothesis: Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers 
presented with structured-pictorial worked examples display 
statistically better relative instructional efficiency than Analytic-
Verbalisers, Analytic-Imagers, and Wholist-lmagers presented with 
unstructured worked examples. 
Hypothesis: Wholist-Verbalisers presented with unstructured worked examples 
display statistically better relative instructional efficiency than 
Wholist-Verbalisers presented with structured-pictorial worked 
examples. 
Hypothesis: Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers 
presented with structured-pictorial worked examples display 
statistically better problem-solving efficiency than Analytic-
Verbalisers, Analytic-Imagers, and Wholist-lmagers presented with 
unstructured worked examples. 
Hypothesis: Wholist-Verbalisers presented with unstructured worked examples 
display statistically better problem-solving efficiency than Wholist-
Verbalisers presented with structured-pictorial worked examples. 
4.5.5 Statistical power of the main study 
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The statistical power, the probability of rejecting the null hypothesis when it is 
false, of the main study was initially designed to be at least .80. A statistical 
power of . 80 indicates that a Type I error, a rejection of the null hypothesis when 
it is true, is considered four times as serious as a Type II error, a failure to reject 
the null hypothesis when it is false (Cohen, 1988). While Cohen (1988) suggests 
that, as a convention, the statistical power be set at .80, Shott ( 1990) states 
that the minimum acceptable statistical power is .80. 
The experimental design of the main study described a significance level of .05, 
three dependent variables, and 1 2 independent factors (three treatments x four 
cognitive styles). A reasonable estimate of the population proportion of the 
variance in the dependent variables explained by the independent variables was 
considered to be 0.1 0. These multivariate specifications were processed as 
described by Cohen ( 1 988) to suggest that a sample size of at least 240 was 
required to achieve a statistical power of .80 in the main study. 
4.5.6 Participants 
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The participants were 297 year 12 Mathematics B students (16- to 17-year-old} 
from urban and rural secondary schools in Queensland, Australia. 174 students 
were from the researche( s own rural school. None of the students involved in 
the pilot study were included in the main study. Students, at the end of year 10, 
may choose to study either Mathematics A or Mathematics B. Mathematics A 
aims to provide the opportunity for students to participate more fully in life-long 
learning while Mathematics B aims to provide the basis for further study in 
mathematics. In the year 2000, of the 27 425 students who were eligible to be 
considered for tertiary entrance, 15 600 students studied Mathematics B while 
14 368 students studied Mathematics A (BSSSS, 2001 ). 
4.5.7 Ethical considerations 
The intention to manipulate and control the treatment of human participants in 
this study necessitated some attention to ethical concerns. Tuckman (1978), 
Gay (1981 ), Wiersma (1991) and Maxwell (1992) outline a number of ethical 
concerns involved in the process of research, and the following statements are 
responses to these considerations. 
The Queensland University of Technology Human Research Ethics Committee 
granted ethical clearance. Application to conduct research in state high schools 
was made and granted by the Department of Education, Queensland. Initial 
permission to conduct the study within each school and to use students as 
subjects was granted by the Principal of each school. The Principal of each 
school was informed of all activities throughout the study. 
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No data was collected without students' permission. All students were informed 
of the general purpose of the study, the instruments to be used, and provided 
with feedback upon request. Students' individual data were treated as strictly 
confidential and data were presented as group statistics. 
4.5.8 Experimental procedure 
The main study was conducted as part of the normal teaching program of each of 
the schools, and the students considered the treatment, and problem-solving 
posttest as part of normal school routine. All 297 year 12 Mathematics B 
students { 1 6- to 17 -year-old} from the rural and urban secondary schools sat the 
Cognitive Styles Analysis instrument as per instructions (Riding, 1991, 1994, 
1999}. Administrative instructions are included in Appendix F. 
All students at each school were randomly assigned to each of the three 
treatment groups. The worked example treatments and the problem-solving 
posttest were conducted during a mathematics double period ranging from 70 
minutes to 100 minutes dependent upon the school's timetable arrangements. 
The structure of the treatment and the posttest is indicated in Table 4.1. All 
students were given sufficient time to work through the worked examples and to 
complete the posttest. 
The experimental procedure for the main study was almost identical to the 
procedure for the pilot study. Minor changes included the addition of student 
self-report of perceived mental effort and time expended on solving the problems 
{Refer to Appendix H). The structured-pictorial formats were changed so that the 
diagrams for each section of a worked example included information gained from 
previous sections of the worked examples. The diagrams thus emphasised a 
step-by-step integrated approach {Refer to worked examples in Appendix 1). 
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The pilot study problem-solving posttest produced a positively skewed 
distribution suggesting that the problem was too difficult. The problem chosen 
for the main study was intended to produce a more normal distribution. The 
treatment problems and the problem-solving posttest problem are indicated in 
Table 4.1. 
Table 4. 1 
Worked. Example Treatment and Problem-solving Posttest. 
Control treatment 
-X Problem 1 : y = e 
No worked example support 
Refer to Appendix J 
X Problem 2: y = xe 
No worked example support 
Refer to Appendix J 
-X Posttest: y = xe 
No worked example support 
Unstructured treatment 
-x Problem 1 : y = e 
Supported by a worked solution 
to: y =ex 
The solution was without 
headings and pictorial summary. 
Refer to Appendix H 
X Problem 2: y = xe 
Supported by a worked solution 
to: y = xe 2x 
The solution was without 
headings and pictorial summary. 
Refer to Appendix H 
-x Posttest: y = xe 
No worked example support 
Structured-pictorial treatment 
-X Problem 1 : y = e 
Supported by a worked solution 
to: y =ex 
The solution had clear headings, 
clear sectioning, and pictorial 
summaries of each section. 
Refer to Appendix I 
X Problem 2: y = xe 
Supported by a worked solution 
to: y = xe2x The solution 
had clear headings, clear 
sectioning, and pictorial 
summaries of each section. 
Refer to Appendix I 
Posttest: y xe -x 
No worked example support 
The problems described in Table 4.1 were presented in a sequential form in 
stapled A4 sheets. The instructions were read to each of the three treatment 
groups, in separate supervised classrooms/ at the beginning of the treatment. 
The instructions were also shown on the front page. 
99 
The second and third page contained the worked example and the first practice 
problem respectively. Students were then able to attempt the first practice 
problem on the right hand page with the help of a worked solution to a similar 
problem on the left hand page. Control groups did not have the benefit of a 
worked example on the left hand page. Similarly, the fourth and fifth pages for 
groups other than the control group contained a worked example and the second 
practice problem respectively. The seventh page contained the problem-solving 
posttest with a blank left hand page for all three groups. 
4.6 Threats to validity 
Conditions that threaten the validity of experiments are addressed below. 
Random assignment of students to the treatments within this study was 
expected to adequately control a number of the threats to validity. 
4.6.1 Internal threats to validity 
Internal validity is a measure of the extent to which the results of the study are 
attributable to manipulation of the independent variable (Gay, 1981 ). Internal 
validity is concerned with the question "do the experimental treatments, in fact, 
make a difference in the specific experiments under scrutiny" (Cohen & Manion, 
1989, p. 200). Internal threats to validity arise from the influence of variables 
other than the independent variable on the dependent variables. The factors that 
may have threatened internal validity are addressed below: 
1. History. Interruption by school events was minimal. No class periods were 
lost and critical events, such as the absence from class of the instructing teacher, 
did not occur. The short period of the treatments and posttest minimised the 
chance of events other than the treatments producing effects. 
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2. Testing. The problem-solving performance was measured by posttest only and 
thus was less susceptible to the testing threat to internal validity. The nature of 
continuous assessment within Mathematics B promotes the view amongst 
students that testing is a naturally occurring event and thus is not likely to be 
noticed. 
3. Maturation. The short period of the treatments/ less than 100 minutes/ 
controlled this threat to internal validity. 
4. Instrumentation. The problem-solving variable was implemented as a posttest 
only and identical in format for all three treatment groups. The short period of 
the study/ less than 100 minutes/ hopefully controlled for changes in skills and 
levels of concentration of human observers. 
5. Statistical regression. Because all students were randomly assigned to each of 
the three groups and not assigned on the basis of extreme pretest scores/ it was 
expected that the threat posed by the tendency for regression be controlled. 
Problem solving was measured by posttest only and thus there was expected to 
be an absence of a regression to the mean. 
6. Differential selection of students. The random assignment of all Mathematics 
B students to each of the three treatment groups controlled this threat to internal 
validity. 
7. Mortality. The short period of the treatments and the posttest minimised loss 
of subjects through dropout during the treatments and the posttest. Minimal 
dropout occurred between randomly selecting the treatment groups and the 
period of treatment and posttest. The dropout occurred because of student 
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absence from the treatments and posttest. Randomisation hopefully controlled 
for the effects of student absence. 
8. Selection-maturation interaction. The random assignment of all students to 
each of the three treatment groups combined with the short period of the study 
was expected to control for this threat to internal validity. 
4.6.2 External threats to validity 
External validity is a measure of the extent to which the results of this study may 
be generalised to situations outside the experimental setting (Gay, 1981 ). 
External validity is concerned with the question "to what populations or settings 
can they be generalised?~~ (Cohen & Manion, 1989, p. 200). The factors that 
may threaten external validity are addressed below: 
1 . Lack of representativeness of available and target populations. Credibility in 
being able to generalise the results of the study to the population of Mathematics 
8 students in Queensland has some support in that students from five rural and 
urban schools throughout Queensland were included in the study. 
2. Hawthorne effect. The study was a part of normal school routine and the 
students considered the treatments and the posttest as normal assessment. The 
attempt to immerse the study in normal school routine together with the short 
period of the study hopefully controlled the biasing effects of participation. 
3. Sensitisation of experimental conditions. The students were unaware of the 
form of the treatment and were unaware of alternate treatments. It was 
expected that students would make little connection between the format of the 
treatments and the problem-solving instrument. The problem-solving 
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performance instrument, being posttest only, was expected to have little impact 
on this threat to external validity. 
4.6.3 Control of extraneous variables 
The experimental design provided some control of extraneous variables. Control 
was exerted by (a} random assignment of students to each of the treatments, (b) 
using a factorial design that includes the independent variables of experimental 
interest, and (c) holding some of the extraneous variables constant. Specific 
extraneous variables are: 
1. Ability level. Students were randomly assigned to each of the three treatment 
groups. 
2. Gender of student. Students were randomly assigned to each of the three 
treatment groups. Analysis of covariance will be used if each group is not 
essentially the same on this extraneous variable. Gay ( 1981} makes the point 
that there is no real advantage to random assignment of matched pairs to control 
for such variables as gender and ability. The variables are better controlled using 
other procedures such as analysis of covariance. 
Chapter five assessed the research questions that were explored using 
multivariate analysis of variance, planned univariate contrasts, and a priori 
comparisons. Discriminant analysis was also conducted to provide an empirical 
basis for the theoretical constructs of relative instructional efficiency and 
problem-solving efficiency. The talk-aloud protocol analysis explored individual 
effects of a mismatch of cognitive style and worked example format. 
5.1 Introduction 
Chapter 5 
Data analysis 
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The primary purpose of the research was to examine individual differences in 
learning from worked examples. The theoretical framework, based on an 
integration of cognitive style theory and cognitive load theory, suggested that the 
same structural presentation format of worked examples might facilitate 
performance or hinder performance/ either through split-attention or redundancy 
effects, depending on learners' cognitive style. The proposition was that learning 
from worked examples was affected by an interaction of cognitive style and the 
structure and presentation of the worked examples. In essence/ it was 
hypothesised that Wholist-Verbalisers would demonstrate better problem-solving 
performance after learning from unstructured worked examples while Analytic-
Verbalisers, Analytic-Imagers, and Wholist-lmagers would demonstrate better 
problem-solving performance after learning from structured-pictorial worked 
examples. 
While the findings of the pilot study supported the hypotheses derived from the 
integration of cognitive style theory and cognitive load theory, alternative 
explanations of the pilot study results were possible. Consequently, the main 
study incorporated additional research variables, discussed in the previous 
chapter, which further tested the rigour of the study's theoretical framework. 
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The first section of this chapter examines and describes the individual variables of 
cognitive style, posttest performance, perceived mental effort, and posttest time. 
The factorial, three treatments by four cognitive styles, between-subjects 
multivariate analysis of variance then provides a test of the interaction of 
treatment and cognitive style on a linear combination of the dependent variables 
(posttest performance, perceived mental effort, and posttest time). The third 
section evaluates the research hypotheses through univariate F tests and planned 
univariate contrasts. Discriminant analysis is conducted in the fourth section to 
provide an empirical basis for the theoretical constructs, instructional efficiency 
and problem-solving efficiency, presented in the previous chapter. The talk-aloud 
protocol analysis is presented in the final section of this chapter. 
5.2 Descriptive statistics 
The first step in the analytic process was the examination of the individual 
variables (Coakes & Steed, 1998; Norusis, 1994; Tabachnick & Fidel!, 1996). 
The following univariate descriptive statistics initially resolved issues such as 
inaccurate recording, missing data, and outliers. The exploration of the variables 
then proceeded with the use of a variety of statistics to describe the shape of the 
distribution. The stem-and-leaf plots provided a visual assessment of the 
reasonableness of the normality assumption required for hypothesis testing in 
multivariate analysis of variance. Finally, each individual dependent variable was 
assessed with respect to the assumptions of multivariate analysis. 
A number of authors suggest that issues and assumptions be assessed with 
respect to each cell for each dependent variable (Stevens, 1996). Consequently, 
the following descriptive statistics examined the dependent variable and each of 
the 12 cells determined by the factorial between-subjects design (three 
treatments by four cognitive styles). 
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5.2.1 Cognitive styles analysis 
The computer-presented Cognitive Styles Analysis (Riding, 1991, 1994, 1999) 
indicated the students' position on the Wholist-Analytic dimension as ranging 
from 0.5 to 5.8 and the Verbal-Imagery style dimension ranging from 0.6 to 2.0. 
The stem-and-leaf plots and measures of skewness and kurtosis are shown in 
Table 5.1. 
Table 5. 1 
Stem-and-Leaf Displays, Skewness, and Kurtosis of the Cognitive Styles Analysis of the 
269 Year 12 Mathematics 8 Students {Each Leaf Represents Three Cases). 
Wholist-Analytic dimension 
0 5 
0 6777 
0 8888899999999 
1 000000000000001111111111 
1 22222222223333333 
1 44444444455555 
1 667777 
1 8899 
2 0011 
2 
2 45 
Outliers 2.8, 3.0, 3.3, 3.8, 4.5, 5.8 
N 269 
M 1.30 
Mdn 1 .16 
SD 0.56 
Skewness 3.43 
Kurtosis 1.99 
Verbal-Imagery dimension 
0 7 
0 88888 
0 99999999999 
000000000000000000000000 
11111111111111111 
22222222222222 
333333333 
4444 
555 
6 
N 269 
M 1 .1 0 
Mdn 1.07 
SD 0.18 
Skewness 0.72 
Kurtosis 1.60 
Riding (1991) described outliers as being less than 0.6 and greater than 2.7 
for the Wholist-Analytic dimension. There were six outliers. Examination of 
the outliers indicated that five of the cases had approached the Cognitive 
Styles Analysis carefully (speed Index less than ten) and appeared to 
understand the test (correct responses greater than 70%). The sixth case, 
with a speed Index of 10.5 and 70% correct responses, may not have taken 
the test seriously and may have been simply pressing buttons on the 
keyboard for some of the items (Riding, 1999). The Verbal-Imagery 
measures of the sixth case indicated a normal response. Considering that the 
Wholist-Analytic dimension was to be analysed as a two factor categorical 
variable, it was decided that retaining the sixth case would not compromise 
the integrity of the data. 
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Outliers for the Verbal-Imager dimension were described as being less than 0.6 
and greater than 2.3 (Riding 1991 ). There were no extreme zone ratios in the 
student group. The independence of the two dimensions, in that the position on 
one dimension does not influence the position on the other dimension, was 
indicated by a Pearson correlation coefficient of .06 (N = 269, p = .36), in 
agreement with other studies (e.g., Riding & Douglas, 1993; Riding & Watts, 
1997; Sadler-Smith & Riding, 1999). 
The sample was divided at the median on the Wholist-Analytic style dimension 
(the ranges of the ratios were: Wholist 0.5 to1.16, Analytic 1.17 to 5.8). On the 
Verbal-Imagery dimension, they were also divided at the median (Verbaliser 0.6 
to 1 .07, Imager 1 .08 to 2.0). The four cognitive style groups were labelled as 
previously described: Wholist-Verbaliser (n = 73), Analytic-Imager (n = 70), 
Wholist-lmager (n = 62), and Analytic-Verbaliser (n = 64). Division of the 
dimensions at the median was a procedure adopted in a number of studies (e.g., 
Pillay, 1998; Riding & Sadler-Smith, 1992; Riding & Watts, 1997; Sadler-Smith 
& Riding, 1999). Maxwell and Delaney ( 1993) suggest that median splits can 
result in loss of statistical power and in generation of spurious findings. Sadler-
Smith and Riding (1999) acknowledged that the use of discrete categorisation 
was a simplification for the purposes of research and analysis. In reality, 
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"everyone possesses every style to some degree, and what differs across 
individuals is strength of preferences." (Sternberg & Grigorenko, 1997, p. 707). 
It is also noted that the statistical analysis, despite the median split, maintained 
sufficient statistical power. 
5.2.2 Posttest performance 
Student responses to the posttest were expressed as a percentage of 32 marks 
(with intervals of 0.5 marks). All cases without an associated Cognitive Styles 
Analysis score were deleted. A number of students either completed the 
Cognitive Styles Analysis and were absent for the problem-solving episode or 
were absent for the Cognitive Styles Analysis while having sat for the problem-
solving test ( 1 5 students). There were 11 students absent for both testing 
episodes although it was unclear as to whether these students had left school. 
The 26 cases were deleted reducing the total sample size to 271. 
Stevens ( 1 996) emphasises that a serious violation of multivariate analysis of 
variance assumptions occurs when the observations are dependent. Two of the 
cases from one of the schools exhibited virtually identical problem-solving 
responses. These two cases were deleted from the study reducing the total 
sample size to 269. 
No univariate outliers were detected with all z scores less than two. Descriptive 
statistics for the problem-solving posttest are shown in Table 5.2. 
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Table 5. 2 
Descriptive Statistics of the Posttest Performance (Each Leaf Represents Three Cases 
and the Stem Width is Ten). 
Problem-solving performance (%) 
0 00000000000000000000000000000000 
0 111111111 
N 
M 
0 222222 
0 333333 
0 4444444 
0 555 
0 6666 
0 7777777 
0 888888 
0 99999 
1 00000 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lillefors) 
269 
33.17 
20.31 
34.51 
0.60 
-1 .14 
0.18(p = .00) 
The stem-and-leaf plot, the platykurtosis (kurtosis < -1), and a significant 
Lilliefors statistic suggested a non-normal distribution. The source of the non-
normality of the posttest performance became apparent after examination of each 
of the 1 2 cells and was explained by the poor performance of the control group 
on the posttest. It was relevant to note that the major research questions did not 
involve the posttest performance of the control groups. Descriptive statistics for 
each of the 12 groups is shown in Table 5.3 and Table 5.4. It was decided not 
to transform the data because of the difficulty in interpreting the influence of a 
transformed variable and also because a number of authors suggest that 
skewness has only a slight effect on the level of significance and that the effects 
of kurtosis, although greater, also tend to be slight (Stevens, 1996; Tabachnick 
& Fidel!, 1996). 
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Table 5. 3 
Descriptive Statistics of the Posttest Performance ( %) for Each Wholist-Verbaliser and 
Analytic-Imager Treatment Group. 
Control group 
0 00000000000000389999 
1 36 
n 
2 
3 18 
4 178 
5 
6 9 
M 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lilliefors) 
28 
12.50 
1.56 
19.00 
1.63 
1.80 
0.28(p = .00) 
0 00000000000000000003 
1 9 
2 
3 
4 
5 8 
6 
7 
8 4 
n 
M 
Mdn 
SD 
Skewness 
23 
7.13 
0.00 
20.95 
3.17 
Kurtosis 9.66 
K-S (Lilliefors) 0.46(p = .00) 
Unstructured group 
Wholist-Verbaliser 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
n 
M 
Mdn 
SD 
000066 
3 
8 
88 
3 
9 
0025 
689 
2478 
23 
51.36 
68.75 
37.38 
Skewness -0.26 
Kurtosis -1 . 62 
K-S (Lilliefors) 0.16(p = .14) 
Analytic-Imager 
0 009 
1 99 
2 8 
3 11 
4 11 
5 
6 
7 338 
8 368 
9 5 
n 
M 
Mdn 
SD 
Skewness 
17 
46.78 
40.63 
33.07 
0.08 
Kurtosis -1.58 
K-S (Lilliefors) 0.16(p > .20) 
Structured-pictorial group 
0 0000000089 
1 9 
2 378 
3 
4 
5 006 
6 67 
7 2 
8 
9 57 
n 22 
M 30.33 
Mdn 21.09 
SD 33.05 
Skewness 0.76 
Kurtosis -0.73 
K-S (Lilliefors) 0.19(p = .03) 
0 00033669 
1 46 
2 0 
3 8 
4 112 
5 359 
6 3 
7 0237 
8 068 
9 14 
10 00 
n 30 
M 46.61 
Mdn 47.66 
SD 34.91 
Skewness 0.01 
Kurtosis -1.49 
K-S (Lilliefors) 0.15(p = .1 0) 
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Table 5. 4 
Descriptive Statistics of the Posttest Performance {%) for Each Wholist-lmager and 
Analytic-Verbaliser Treatment Group. 
Control group 
0 00000000339 
1 1369 
n 
2 
3 38 
4 4 
M 
Mdn 
SD 
Skewness 
18 
10.42 
3.13 
14.19 
1.37 
Kurtosis 0. 79 
K-S (Lilliefors) 0.25(p = .00) 
0 000000000000033 
1 34 
2 
3 
4 
5 
6 
7 5 
n 19 
M 7.32 
Mdn 0.00 
SD 18.19 
Skewness 3.29 
Kurtosis 11.56 
K-S (Lilliefors) 0.38 (p = .00) 
Unstructured group 
Wholist-lmager 
0 000369 
1 
2 23358 
3 8 
4 1 
5 8 
6 3 
7 38 
8 136 
9 
10 00 
n 
M 
Mdn 
SD 
Skewness 
22 
42.76 
32.81 
34.89 
0.30 
Kurtosis -1 .41 
K-S (Lilliefors) 0.16(p = .14) 
Analytic-Verbaliser 
0 000000000 
1 3399 
2 8 
3 468 
4 
5 368 
6 66 
7 23 
8 36 
9 7 
n 27 
M 33.62 
Mdn 28.13 
SD 32.40 
Skewness 0.45 
Kurtosis -1 .23 
K-S (Lilliefors) 0.18(p = .02) 
Structured-pictorial group 
0 00068 
1 1 
2 3 
3 11689 
4 
5 36 
6 49 
7 7 
8 013 
9 1 
10 0 
n 22 
M 44.39 
Mdn 38.28 
SD 32.59 
Skewness 0.09 
Kurtosis -1.32 
K-S (Lilliefors) 0. 12(p > .20) 
0 3 
1 
2 8 
3 014 
4 
5 
6 1 
7 23 
8 14 
9 1447 
10 000 
n 
M 
Mdn 
SD 
Skewness 
18 
67.45 
77.34 
31.41 
-0.64 
Kurtosis -0.99 
K-S (Lilliefors) 0.15(p > .20) 
1 1 1 
A univariate homogeneity of variance test (Cochrans C, p = .04, Bartlett-Box, 
p = .001) indicated that the equality of variances assumption does not hold for 
the posttest performance. A spread versus level plot demonstrated that the four 
control cells clustered at the bottom left of Figure 5.1 explain the differences in 
variance. Further discussion of the homogeneity of variance assumption is 
performed in section 5.3.1. 
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Figure 5. 1 Variance versus mean plot of posttest performance (%) for each cell 
(three treatments x four cognitive styles). 
5.2.3 Perceived mental effort 
The perceived mental effort measure reflected the use of a nine-point rating scale 
for students to report their invested mental effort. The rating scale labels and 
numerical values ranged from very, very low mental effort ( 1) to very, very high 
mental effort (9). A number of researchers believe that the intensity of effort 
expended by students may be considered to constitute the essence of cognitive 
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load {Hamilton, 1979; Paas, 1 992; Paas & Van Merrienboer, 1993; Sanders, 
1979; Yeung et al., 1997). The rating scale technique was based on the 
assumptions that students are able to introspect on their cognitive processes and 
that students can report the amount of mental effort expenditure {Gopher & 
Braune, 1984; Paas & Van Merrienboer, 1994). It was also claimed that the 
rating scale measure of mental effort is easy to obtain, nonintrusive, easy to 
analyse, and has very high face validity {O'Donnel & Eggemeier, 1986). 
Coefficients of reliability {Cronbach's alpha) obtained with the scale in two 
studies were reported as a = .90 and a = .82 {Paas & Van Merrienboer, 1993). 
There were 18 missing perceived mental effort values comprising 6. 7% of the 
total sample of 269. The missing values were not randomly distributed through 
the data and consequently distortions of the sample were likely to occur if they 
were deleted {Tabachnick & Fidell, 1996). Estimates of the missing values were 
inserted and used in subsequent analysis. Prior knowledge, mean values, and 
regression were used to estimate the missing values {Tabachnick & Fidell, 1996). 
The missing values could be classified as one of three states. A frequent state 
existed where there was no attempt at all to answer the problem-solving problem 
and the rating scale was also unmarked { 11 cases). A score of nine was 
allocated based on the assumption that the problem was too difficult for the 
respondent to attempt. Many other cases reported a mental effort of nine after 
making no visible attempt to solve the posttest. 
A second state occurred where the two practice problems were rated for mental 
effort but not the posttest {six cases). For example, one case reported a score of 
five and seven for the first and second practice problems respectively and then 
failed to indicate the mental effort for the posttest problem. A score of eight, 
one more than the second practice problem was inserted. The remaining five 
cases were treated similarly. 
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A third state occurred where one respondent failed to mark the mental effort 
scale for the two practice problems and for the posttest. A score was calculated 
from a linear regression between the other 268 mental effort scores and the 
performance on the posttest (Mental effort = -0.041 xPosttest + 8.012). For 
example, a posttest score of two corresponds by linear regression to a mental 
effort score of eight (7.93). 
Eight cases reflected a possible misunderstanding of the rating scale by assuming 
that the lower the scale the higher the mental effort required. For example, two 
cases reported an effort score of one for each of the two practice problems and 
also one for the posttest while scoring zero on the posttest. In this case the 
score of one was replaced by a score of nine. Another case indicated scores of 
five and seven for the practice problems respectively and four for the posttest 
while being assessed at zero for the posttest performance. Assuming that the 
interpretation of the rating scale was the reverse of that intended, a score of six 
was recorded (four levels from the maximum instead of four levels from the 
minimum). The remaining three cases were treated similarly. 
No univariate outliers were detected as all mental effort scores were within 2. 7 
standard deviations of the mean (Tabachnick & Fidell, 1996). The descriptive 
statistics of the total main study sample are shown in Table 5.5. 
Table 5. 5 
Descriptive Statistics of the Perceived Mental Effort Measure (Each Leaf Represents 
Three Cases). 
n 
Perceived mental effort 
44 
555555 
666666666666 
777777777777777777 
888888888888888888888 
999999999999999999999999999999 
M 
Mdn 
SD 
269 
7.57 
8.00 
1.37 
Skewness -0.67 
Kurtosis -0.45 
K-S (Lilliefors) 0.15(p = .00) 
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Descriptive statistics for ~ach of the 1 2 cells, three treatments by four cognitive 
styles, is shown in Table5.6 and Table 5.7. 
1 1 5 
Table 5. 6 
Descriptive Statistics of the Perceived Mental Effort for Each Wholist-Verbaliser, 
Analytic-Imager, and Wholist-lmager Treatment Group. 
Control group Unstructured group Structured-pictorial group 
Wholist-Verbaliser 4 
555 
6 666 6666 
777777 77777777 777 
8888888 8888 8888 
99999999999 99999999 9999999999 
n 28 n 23 n 22 
M 7.79 M 7.74 M 7.77 
Mdn 8 Mdn 8 Mdn 8 
SD 1.32 SD 1 .1 0 SD 1.45 
Skewness -0.94 Skewness -0.11 Skewness -1.02 
Kurtosis -0.01 Kurtosis -1.39 Kurtosis 0.38 
K-S (Lilliefors) 0.18 (p = .02) K-S (Lilliefors) 0.23(p = .00) K-S (Lilliefors) 0.20(p = .02) 
Analytic Imager 
55 555 
666 666 6666 
7777 777777 7777777 
8888888 88 88888888 
999999999 9999 99999999 
n 23 n 17 n 30 
M 7.96 M 7.18 M 7.47 
Mdn 8 Mdn 8 Mdn 8 
SD 1.07 SD 1.33 SD 1.31 
Skewness -0.65 Skewness -0.01 Skewness -0.47 
Kurtosis -0.77 Kurtosis -0.90 Kurtosis -0.79 
K-S (Lilliefors) 0. 1 6 (p = . 1 1 ) K-S (Lilliefors) 0.20(p = .07) K-S (Lilliefors) 0.12(p > .20) 
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Table 5. 7 
Descriptive Statistics of the Perceived Mental Effort for Each Wholist-lmager and 
Analytic-Verbaliser Treatment Group. 
Control group 
5 
6666 
77 
888 
99999999 
n 18 
M 7.72 
Mdn 8 
SD 1.41 
Skewness -0.59 
Kurtosis -1 . 21 
K-S (Lilliefors) 0.18 (p = . 12) 
n 
5 
6666 
77777 
888 
999999 
M 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lilliefors) 
19 
7.47 
7 
1 .31 
-0.19 
-1.20 
0.17 (p = .17) 
Unstructured group 
Wholist-lmager 
n 
4 
55 
6 
77 
88888888 
99999999 
M 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lilliefors) 
22 
7.73 
8 
1.49 
-1.30 
0.87 
0.20(p = .03) 
Analytic-Verbaliser 
4 
5 
666 
77777 
8888888 
9999999999 
n 27 
M 7.70 
Mdn 8 
SD 1.38 
Skewness -1 .03 
Kurtosis 0.56 
K-S (Lilliefors) 0.17(p = .04) 
Structured-pictorial group 
4 
5 
666 
777 
88888888 
999999 
n 22 
M 7.55 
Mdn 8 
SD 1.41 
Skewness -1 .01 
Kurtosis 0.50 
K-S (Lilliefors) 0.15(p > .20) 
44 
55 
6666 
7777 
88 
99 
n 18 
M 6.33 
Mdn 6 
SD 1.53 
Skewness 0.24 
Kurtosis -0.75 
K-S (Lilliefors) 0. 14(p > .20) 
The normality assumption appeared to hold for most of the cells and skewness, 
when present, was in the same direction. It was concluded that the skewness 
would have only a minimal effect on the level of significance (Stevens, 1 996 
Tabachnick & Fidel!, 1996). 
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A univariate homogeneity of variance test (Cochrans C, p = 1 .00, Bartlett-Box, p 
= .92) indicated that the equality of variances assumption held for the perceived 
mental effort scores. The variance versus level plot, illustrated in Figure 5.2, also 
tended to suggest homogeneous variance through each of the 12 cells. 
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Figure 5. 2 Variance versus mean perceived mental effort plot for each cell (three 
treatments by four cognitive styles}. 
5.2.4 Posttest time 
The posttest time measure was the time reported by the students on the 
problem-solving posttest. Four of the cases (55 mins, 42 mins, 40 mins, and 35 
mins) appeared to be univariate outliers having z scores greater than three. 
Tabachnick and Fidel! ( 1996) suggested that cases with standardised scores, z 
scores, in excess of 3.29 (p < .001, two-tailed test) were potential outliers. 
Closer examination suggested that the students had reported seat time rather 
than the time spent working on the posttest. These cases were all from the one 
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school and there appeared to be a further five cases reporting seat time rather 
than posttest problem-solving time. Reported times and the number of lines of 
problem-solving work for the two practice problems and for the posttest were 
compared as shown in Table 5.8. 
Table 5. 8 
Univariate Outliers: Reported Times and the Number of Lines of Work for the Two 
Practice Problems and for the Posttest (Times Assumed to be Seat Times are Indicated). 
Practice Problem 1 Practice Problem 2 Posttest 
Time Lines of Work Time Lines of Work Time Lines of Work 
Case 240 10 18 40* 36 55* 36 
Case 224 10 11 23 29 42* 9 
Case 245 10 10 23 13 40* 16 
Case 227 10 4 30 32 35* 3 
Case 226 6 12 15 11 30* 15 
Case 235 5 7 1 5 7 25* 7 
Case 247 11 22 21 9 28* 10 
Case 225 15 22 30 34 30* 16 
Case 228 6 13 1 5 12 30* 13 
* Apparent recording of seat time rather than problem-solving time. 
An estimate of posttest problem-solving time was calculated proportionately. For 
example, Case 224 spent a total of 33 mins to produce 40 lines of work for the 
two practice problems. This ratio, when applied to the nine lines of work for the 
posttest, indicated a time of seven minutes. On this basis, the following 
adjustments to the posttest times were made: case 240, 25 mins; case 224, 7 
mins; case 245, 23 mins; case 227, 3 mins; Case 226, 14 mins; Case 235, 8 
mins; Case 247, 10 mins; Case 225, 13 mins; Case 228, 11 mins. There were 
no extreme z scores following the previous adjustments. 
There were 22 missing values comprising 8.2% of the total sample of 269. The 
missing values were not randomly distributed through the data and distortions of 
the sample were likely to occur if they were deleted (Tabachnick & Fidell, 1996). 
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Prior knowledge, mean values, and regression were used to estimate the missing 
values as indicated below. 
The missing values could be classified as one of three states. A frequent state 
existed where there was no visible attempt to answer the problem-solving 
problem and no indication of the time spent on the posttest. In these 13 cases it 
was decided that a notional time of one minute would be an appropriate estimate 
of the time spent on the problem. One minute was reported five times by other 
cases that had demonstrated no visible effort. 
A second state occurred where the time spent on the two practice problems was 
indicated but no time was indicated for the posttest (four cases). A time was 
interpolated for the posttest from the times and the number of lines of work for 
the practice problems. For example, a time of six minutes for 18 lines of work on 
the posttest was interpolated from five minutes for 16 lines of work on the first 
practice problem and seven minutes for 24 lines of work for the second practice 
problem. 
A third state occurred five times where the respondents failed to indicate the 
time for the two practice problems and the posttest. A score was calculated 
from a linear regression between the remaining 264 posttest times and the 
posttest performance (Time = 5.302 + 0.1 06xPosttest). The adjustments 
were: case 83, 6 mins; case 57, 13 mins; case 248, 6 mins; case 254, 10 mins; 
case 258, 12 mins. 
Four cases reported zero time on the posttest. In accordance with the decision 
to allocate one minute for unreported time on no visible effort, it was decided to 
replace the zero times with the notional time of one minute. This was supported 
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by an assertion that a report of zero time was inappropriate - some time must 
have been spent even opening the page and writing the time and the effort 
expended. 
Descriptive statistics of the time expended on the posttest, after the above 
adjustments, are shown in Table 5.9. 
Table 5. 9 
Descriptive Statistics of the Posttest Time of the 269 Year 12 Mathematics B subjects 
(Each Leaf Represents Three Cases). 
Problem solving time 
0 111111111111111122233444 
0 555555556666777888899 
1 000000000000012222222333344 
1 5555555556778 
2 0002 
2 5 
N 
M 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lilliefors) 
269 
8.77 
10 
5.85 
0.38 
-0.48 
0.1 O(p = .00) 
Descriptive statistics of the time expended on the posttest are shown for each of 
the 12 cells, three treatments by four cognitive styles, in Table 5.10 and Table 
5.11. 
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Table 5. 10 
Descriptive Statistics of the Posttest Time for Each Wholist-Verbaliser and Analytic-
Imager Treatment Group. 
Control group 
0 111112233344 
0 567778 
n 
1 0002333 
1 5 
2 3 
M 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lilliefors) 
28 
6.79 
5.5 
5.39 
1 . 11 
1.38 
0.13(p > .20) 
0 11111111224 
0 5555559 
00012 
n 
M 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lilliefors) 
23 
4.70 
5 
3.82 
0.65 
-1.00 
0.21 (p = .01) 
Unstructured group 
Wholist-Verbaliser 
0 11114 
0 5888 
0122234 
557 
2 03 
2 55 
n 
M 
Mdn 
SD 
Skewness 
Kurtosis 
K-S (Lilliefors) 
23 
11.35 
12 
7.42 
0.30 
-0.58 
0.09(p > .20) 
Analytic-Imager 
0 11 
0 5567 
00022223 
1 55 
2 
2 5 
n 17 
M 9.24 
Mdn 10 
SD 4.35 
Skewness -0.68 
Kurtosis -0.45 
K-S (Lilliefors) 0.09(p > .20) 
Structured-pictorial group 
0 111113 
0 5668 
1 0000223 
1 5578 
2 0 
n 22 
M 8.86 
Mdn 10 
SD 6.04 
Skewness 0.13 
Kurtosis -1 .07 
K-S (Lilliefors) 0.13(p > .20) 
0 11124 
0 5556678999 
002223 
1 5555678 
2 01 
n 30 
M 9.97 
Mdn 9.5 
SD 5.74 
Skewness 0.12 
Kurtosis -0.89 
K-S (Lilliefors) 0.09(p > .20) 
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Table 5. 11 
Descriptive Statistics of the Posttest Time for Each Wholist-lmager and Analytic-
Verbaliser Treatment Group. 
Control group 
0 11234 
0 5557 
00002334 
5 
n 18 
M 7.78 
Mdn 8.5 
SD 4.66 
Skewness -0.01 
Kurtosis -1 .41 
K-S (Lilliefors) 0.17 (p = .19) 
0 1111111 23 
0 5888 
000000 
n 19 
M 5.32 
Mdn 5 
SD 4.08 
Skewness 0.06 
Kurtosis -2.00 
K-S (Lilliefors) 0.22 (p = .01) 
Unstructured group 
Wholist-lmager 
0 1124 
0 566 
000124 
1 5556778 
2 00 
Structured-pictorial group 
0 11134 
0 7789 
000233 
1 55556 
2 00 
n 22 n 22 
M 11 . 1 4 M 1 0.23 
Mdn 1 1 . 5 Mdn 1 0 
SD 6.11 SD 5.81 
Skewness -0.29 Skewness -0.14 
Kurtosis -1.13 Kurtosis -0.82 
K-S (Lilliefors) 0.12(p > .20) K-S (Lilliefors) 0.09(p > .20) 
Analytic-Verbaliser 
0 111111124 
0 5568 
000022334 
555 
2 02 
n 27 
M 8.44 
Mdn 10 
SD 6.30 
Skewness 0.33 
Kurtosis -0.82 
K-S (Lilliefors) 0. 14(p = . 17) 
0 56679 
1 00002244 
1 5555 
2 
2 5 
n 
M 
18 
11.67 
Mdn 11 
SD 4.74 
Skewness 1.08 
Kurtosis 2.49 
K-S (Lilliefors) 0.19(p = .1 0) 
Apart from two of the control cells, assumptions of normality appear to hold 
reasonably well as indicated by statistics such as skewness, kurtosis and the K-S 
(Lilliefors) statistic. A spread versus level plot, shown in Figure 5.3, and the 
Levene statistic ( 11,257) = 1. 72, p = .07, tended to suggest that the 
assumption of homogeneity of variance appeared to be borderline. 
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Figure 5. 3 Variance versus mean posttest time plot for each cell {three treatments x 
four cognitive styles). 
However, because 35 observations of the total sample of 269 cases (13%) 
required some kind of adjustment, there was a strong doubt about the integrity of 
the posttest time data. Tabachnick and Fidel! (1996) emphasised that unreliable 
variables degrade any analysis and may provide a solution that reflects only 
measurement errors. Consequently, it was decided not to use posttest time as a 
dependent variable in the omnibus multivariate analysis of variance. 
5.3 Omnibus multivariate analysis ofvariance 
An omnibus multivariate analysis of variance was indicated by the multiple 
dependent variables, posttest performance and perceived mental effort. The use 
of a multivariate procedure offered advantages over simply performing univariate 
tests (Harris, 1985). A multivariate analysis of variance tests for differences in 
cell means based on a linear combination of the dependent variables while the 
use of separate univariate tests ignores the interrelation among the dependent 
variables and results in the loss of important information. 
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The interrelations among the dependent variables were important to the study 
because It had been suggested in the previous chapter that combinations of 
posttest performance, perceived mental effort, and posttest time may provide 
measures of instructional efficiency and problem-solving efficiency (Paas & Van 
Merrienboer, 1993; Paas & Van Merrienboer, 1994). 
There was no reason to use multivariate analysis unless correlation existed 
among the dependent variables. Bartlett's test of sphericity was used to test the 
null hypothesis that the population correlation matrix was an identity matrix. The 
null hypothesis was rejected with Bartlett's test significant at a nominal alpha 
level of .05 (F(2,268) = 638.05, p = .00). The multivariate procedure was 
appropriate. 
The following sections begin the multivariate analysis after assessing multivariate 
assumptions. The statistical power of the multivariate analysis and the effect 
size of the study are also indicated. 
5.3.1 Evaluation of multivariate assumptions 
A number of factors may threaten multivariate analyses and it was necessary to 
consider all relevant issues prior to the analyses. Assessment of the assumptions 
underlying the use of multivariate analysis of variance follows. 
Cell size affects multivariate analysis when the number of dependent variables 
exceeds the number of subjects in each cell and may cause concern when the 
ratio of the smallest cell size to the largest cell size exceeds 1 : 1.5 (Coakes & 
Steed, 1998}. The number of subjects in each cell of the study considerably 
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exceeded the number of dependent variables and the ratio of the smallest cell 
size to the largest cell size was 1 : 1 .8. The ratio was not large enough to be of 
concern. 
Outliers are an insidious problem in data analysis, have an undue influence on 
normality and can affect both Type I and Type II errors {Tabachnick & Fidell, 
1996). The descriptive statistics section examined the individual cells of each 
dependent variable for the presence of univariate outliers. Univariate outliers 
were detected and corrected within the posttest time variable. No univariate 
outliers were present in the posttest performance or perceived mental effort data. 
Multivariate outliers are outliers that become apparent when two or more 
variables are considered together. Tabachnick and Fidel! {1996) advised that a 
statistical method of screening for multivariate outliers was preferable to the use 
of graphical methods to identify outliers. Multivariate outliers may be identified 
using the Mahalanobis distance, the distance of a case from the means of the 
variables. Using a recommended conservative alpha level of .001, no multivariate 
outliers were found (Coakes & Steed, 1998; Tabachnick & Fidel!, 1996) 
Multivariate normality was an essential assumption because multivatiate analysis 
of variance statistical tests are based on the multivariate normal distribution. 
Multivariate normality assumes a normal distribution for each dependent variable 
within each cell. The univariate normality of each dependent variable was 
assessed in the previous section. The posttest performance variable 
demonstrated a modest violation of univariate normality. 
While it was difficult to assess the normality of the linear combinations of the 
dependent variables, a robust multivariate analysis of variance was expected 
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because of just two dependent variables and a sample size of about 20 in the 
smallest cells (Tabachnick & Fidel I, 1996). A robust multivariate analysis of 
variance was also expected because the modest violations of univariate normality 
were due to skewness rather than the presence of outliers (Tabachnick & Fidel!, 
1996). 
linear relationships among all pairs of dependent variables must be assumed. 
Curvilinearity reduces the power of the statistical tests because the statistical 
tests use linear combinations of the dependent variables to maximise the 
separation of the groups (Tabachnick & Fidel I, 1996). It was strongly suggested 
that all within-cell scatterplots of all pairs of dependent variables be assessed for 
linearity (Coakes & Steed, 1998; Tabachnick & Fidel!, 1996). 
Assessment of bivariate scatterplots for linearity is "reminiscent of reading tea 
leaves" (Tabachnick & Fidel I, 1996, p. 79). The scatterplot was expected to be 
oval-shaped when both variables are normally distributed and linearly related and 
a curvilinear shape tended to indicate non-linearity. The analysis consisted of 12 
cells, two dependent variables and no covariates. Examination of each of the 12 
bivariate scatterplots supported the assumption of linearity. Figure 5.4 
demonstrates the scatterplot of a cell with a nonnormal distribution and the 
largest positive skew posttest performance. The figure did not appear to be 
curvilinear and thus tended to support the assumption of linearity. 
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Figure 5. 4 Bivariate scatterplot of the Wholist-Verbaliser control cell data. 
The homogeneity of variance-covariance matrices assumption was that the 
variance-covariance matrices within each cell of the design are sampled from the 
same population variance-covariance matrix and can be reasonably pooled to 
create a single estimate of error (Tabachnick & Fidel I, 1996). 
As a preliminary check for robustness, sample variances were compared across 
the 1 2 cells for each dependent variable. The ratio of the largest variance to the 
smallest variance for each dependent variable was 6. 9 : 1 for the posttest 
performance, 2.1 : 1 for the perceived mental effort, and 3.8 : 1 for the posttest 
time. Each less than the 10 : 1 ratio suggested as a maximum by Tabachnick 
and Fidell ( 1996). 
Multivariate homogeneity of variance-covariance matrices was tested using Box's 
M test. Box's M test is based on the determinants of the variance-covariance 
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matrices in each cell as well as the pooled variance-covariance matrix. The test 
is very sensitive to departures from normality (Norusis, 1994) and a number of 
authors recommend the use of an alpha level of .001 (Coakes & Steed, 1998; 
Tabachnick & Fidel!, 1996). The Box's M test produced F(33, 1 08745) = 1.52, 
p = .03). 
The assumption of homogeneity of variance-covariance matrices appeared to hold 
given the above two discussions. Further support was provided by similar 
sample sizes (the ratio of the largest to the smallest being 1.8:1 ), cells with the 
larger sample sizes also tended to produce the larger variances, and only two 
dependent variables were used in the analysis (Tabachnick & Fidel!, 1996). 
The homogeneity of regression assumption was not relevant to the analysis 
because the research questions did not suggest the use of stepdown analysis. 
The relative importance of the dependent variables was an inherent aspect of the 
discriminant analysis. 
Multicollinearity and singularity may inflate the size of the error terms and 
weaken an analysis because multicollinearity provides for unstable matrix 
inversion and singularity prevents matrix inversion (Tabachnick & Fidel!, 1996). 
Multicollinearity occurs when variables are very highly correlated and singularity 
indicates that the variables are redundant: Redundancy implies that one of the 
variables is a combination of two or more. of the other variables (Tabachnick & 
Fidel!, 1996). 
The bivariate correlation matrix shown in Table 5.12 indicated that while the 
dependent variables were correlated, multicollinearity appeared to be absent 
because the correlations were below the suggested maximum of . 70 (Tabachnick 
& Fidel I, 1996). The log-determinant of the pooled variance-covariance was 
found to be 7 .1, yielding a determinant of 1212. It was thus assumed that 
neither multicollinearity nor singularity was present. 
Table 5. 12 
Dependent Variable Bivariate Correlation Matrix (Two-Tailed Significance). 
Posttest performance 
Perceived mental effort 
Posttest ·time 
5.3.2 Analysis 
Posttest 
1.00 
-.49 
.61 
Mental effort 
1.00 
-.30 
Time 
1.00 
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The assessment of the assumptions underlying multivariate analysis of variance 
suggested that the few minor violations were unlikely to seriously affect the 
analysis. It was thus possible to proceed with the analysis. 
The omnibus multivariate analysis of variance was the first step in the 
multivariate procedure. Norsusis ( 1994) indicated that "when differences among 
groups are spread along several dimensions, the ordering of the test criteria in 
terms of decreasing power is the Pillai-Bartlett trace, Wilks' lambda, Hotelling-
Lawley trace, and Roy's greatest characteristic root" (p. 83). It was also 
suggested that Pillai' s trace was the most robust criterion in that the significance 
level based on it was reasonably correct even when the assumptions are violated 
(Bray & Maxwell, 1991; Norsusis, 1994). 
The multivariate omnibus statistical hypotheses, directly derived from the 
research questions, were: 
Null: There is no statistically significant difference in population means 
defined by the treatment conditions (control, unstructured, 
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structured-pictorial) and cognitive style (V\fholist-Verbaliser, Analytic-
Imager, Wholist-lmager, Analytic-Verbaliser) on a combination of the 
two dependent variables (posttest performance, perceived mental 
effort). 
Alternative: There is at least one statistically significant difference in cell means 
defined by the treatment conditions and the cognitive styles on a 
combination of the two dependent variables (a= .05). 
The four omnibus multivariate analysis of variance test statistics are reported in 
Table 5.13. All four test statistics suggested that the null hypothesis be rejected 
and that at least one of the 12 cells had a population mean, a combination of the 
dependent variables, significantly different from the other population means. The 
following sections use a variety of procedures to further probe the data to 
establish the source of the difference responsible for the significant omnibus test. 
Table 5. 13 
The Omnibus Multivariate Analysis of Variation for the Interaction of Treatment and 
Cognitive Style. 
Test name Test statistic Hypoth df Error df Approx. F 
Pilla is .042 4 514 2.78* 
Hotellings .044 4 510 2.81 * 
Wilks .958 4 512 2.80* 
Rays .043 2 257 5.47** 
Note. *p < .05. **p<.01. 
5.3.3 Statistical power 
The statistical power is defined as the probability of rejecting the null hypothesis 
when it is false (Stevens, 1996; Tabachnick & Fidel!, 1996). An a priori 
estimation of the statistical power of the main study suggested that a sample of 
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at least 250 subjects was required to achieve a statistical power of .80. The 
observed statistical power ranged from .76 for Pillai's statistic to .85 for Roy's 
statistic. The main study appeared to have adequate statistical power (Stevens! 
1996). 
The effect size is defined as the extent to which the treatments make a 
difference (Stevens, 1996). For the main study, the Statistical Package for 
Social Scientists reported that the effect size, r/, was constant for Pillai 1 S 1 
Hotellingfsf and Wilk's statistics at .021 and .041 for Roy's statistic. These 
values suggested a small to medium effect size for the main study (Stevens, 
1996). 
5.4 A priori research questions 
The significant omnibus multivariate analysis of variance was followed by 
univariate F tests to determine which of the dependent variables were affected by 
the independent variables. The research questions then provided a priori direction 
in choosing from the many available techniques to establish the source of 
differences and to test the research question hypotheses. The data were further 
probed by examining the components of the posttest. Examination of the 
components of the posttest allowed the research questions to be assessed 
against a variety of complex cognitive tasks. 
5.4.1 Univariate F tests 
The statistically significant MANOVA was followed by an assessment of the 
dependent variables to discover which of the two dependent variables were 
affected by manipulation of the independent variables and were responsible for 
the significant omnibus test. 
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Because multiple significance tests were performed, it was suggested that the 
nominal alpha be adjusted to provide protection against a Type I error, the false 
rejection of a null hypothesis {Stevens, 1996). The adjustment was 
recommended despite a general perception that the omnibus multivariate test 
provides protection from an inflated alpha level on the univariate F tests {Bray & 
Maxwell, 1991; Coakes & Steed, 1998). The nominal alpha was divided by the 
number of dependent variables to obtain an adjusted alpha level {.05/2 = .025). 
The adjustment is generally referred to as a Bonferroni adjustment {Bray & 
Maxwell, 1991). 
The statistical hypotheses relevant to each of the two dependent variables were: 
Null: No statistically significant interaction exists between the treatment 
conditions {control, unstructured, structured-pictorial) and cognitive 
style {Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, Analytic-
Verbaliser) on posttest performance. 
Alternative: A statistically significant interaction exists between the treatment 
conditions and cognitive styles on posttest performance {a= .025). 
Null: No statistically significant interaction exists between the treatment 
conditions (control, unstructured, structured-pictorial} and cognitive 
style {Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, Analytic-
Verbaliser} on perceived mental effort. 
Alternative: A statistically significant interaction exists between the treatment 
conditions and cognitive styles on perceived mental effort {a= .025}. 
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Bray and Maxwell ( 1 991) remarked that each F test is exactly the test that would 
have been obtained if each dependent variable had been analysed by separate 
ANOVAs. An examination of the univariate F tests, shown in Table 5.14, 
indicated a rejection of the posttest performance null hypothesis. It was 
concluded that the posttest performance contributed to the significant 
multivariate effect. 
Table 5. 14 
Univariate F Tests for the Treatment by Cognitive Style Interaction. 
Dependent variable df Hypoth. MS Error MS F 
Posttest performance 
Perceived mental effort 
Note. *p < .025. 
2,257 
2,257 
**p < .01. 
4543.23 884.12 5.14** 
4.85 1.80 2.70 
The following section explores the specific differences among the 1 2 cells (three 
treatments by four cognitive styles) on posttest performance relevant to the 
research questions. 
5.4.2 Planned univariate contrasts 
The univariate F tests of the previous section indicated that the posttest 
performance exhibited significant interaction. The posttest performance research 
questions, derived from the theoretical framework, were expressed in the 
following statistical hypotheses: 
Null: There is no statistically significant difference between the posttest 
performance of Wholist-Verbalisers, Analytic-Imagers, Wholist-
lmagers, or Analytic-Verbalisers after learning from structured-
pictorial worked examples and the posttest performance of Wholist-
Verbalisers, Analytic-Imagers, Wholist-lmagers, or Analytic-
Verbalisers after learning from unstructured worked examples. 
134 
Alternative: Wholist-Verbalisers, after learning from unstructured worked 
examples, display significantly better problem-solving performance 
than Wholist-Verbalisers, after learning from structured-pictorial 
worked examples. 
Alternative: Analytic-Verbalisers, after learning from structured-pictorial worked 
examples, display significantly better problem-solving performance 
than Analytic-Verbalisers, after learning from unstructured worked 
examples. 
Alternative: Analytic-Imagers, after learning from structured-pictorial worked 
examples, display significantly better problem-solving performance 
than Analytic-Imagers, after learning from unstructured worked 
examples. 
Alternative: Wholist-lmagers, after learning from structured-pictorial worked 
examples, display significantly better problem-solving performance 
than Wholist-lmagers, after learning from unstructured worked 
examples. 
Table 5.1 5 shows the posttest performance cell differences and also suggests 
the viability of the null hypotheses. The table indicates that a significant 
difference may exist between Wholist-Verbalisers (unstructured treatment) and 
Wholist-Verbalisers (structured-pictorial treatment), and between Analytic-
Verbalisers (structured treatment) and Analytic-Verbalisers (unstructured 
treatment). The table also indicates that the Analytic-Imagers and Wholist-
lmagers were not significantly affected by the worked example treatments. 
Table 5. 15 
Posttest Performance for Each of the 12 Cells (Three Treatments x Four Cognitive 
Styles). 
Structured-pictorial Unstructured Control 
Cognitive style M SD n M SD n M SD 
Wholist-Verbalisers 30.33 33.05 22 51.36 37.38 23 12.50 19.00 
n 
28 
Analytic-Imagers 46.62 34.91 30 46.78 33.07 17 7.13 20.95 '23 
Wholist-lmagers 44.39 32.59 22 42.76 34.89 22 10.42 14.19 18 
Analytic-Verbalisers 67.45 31.41 18 33.62 32.40 27 7.32 18.19 19 
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While a number of techniques (e.g., Scheffe, Tukey, Bonferroni) were available 
for contrast assessment, Bray and Maxwell ( 1 991) mention that there is no right 
method and that the method of analysis should be determined by the research 
hypotheses and the research data. Bray and Maxwell (1991) recommended that 
for a set of completely a priori contrasts, as dictated by the research hypotheses, 
a Bonferroni procedure be utilised. A Bonferroni procedure, which involved 
dividing the nominal alpha by the number of planned contrasts (a/g = .05/4 
.01 ), adequately controlled Type I error and was easy to apply (Harris, 1985; 
Bray & Maxwell, 1991 ). 
Use of the adjusted alpha level and a one-tailed test, as indicated by the 
directional hypotheses, supported the conclusion of a significant superiority in the 
posttest performance of Analytic-Verbalisers when supported by structured-
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pictorial worked examples. The evidence listed in Table 5.16 was not sufficient 
to reject the other three null hypotheses. 
Table 5. 16 
A Priori Comparisons of the Four Pairwise Contrasts Dictated by the Posttest 
Performance Research Hypotheses. 
Comparison df t-statistic 
Wholist-Verbalisers (unstructured) 
vs Wholist-Verbalisers (structured) 43 2.00* 
Analytic-Imagers (unstructured) 
Vs Analytic-Imagers (structured) 45 0.02 
Wholist-lmagers (unstructured) 
Vs Wholist-lmagers (structured) 42 -0.16 
Analytic-Verbalisers (unstructured) 
Vs Analytic-Verbalisers (structured) 43 -3.47* * 
Note: one-tailed tests. 
*p< .05 **p<.01 
The following section examines the components of the posttest performance. 
5.4.3 Components of the posttest performance 
The posttest performance was comprised of five major sections: differentiation 
(eight marks) I intercepts (six marks) I turning points (ten marks) I extremities (four 
marks) I and sketching (four marks) which were simply added to give a total of 32 
marks. The single score blurred a variety of cognitive tasks that were 
experienced by students attempting each of the five major sections of the 
posttest problem. 
Riding (1997) suggested that cognitive style would not be a critical factor unless 
the task was difficult. Chandler and Sweller ( 1996) and Sweller ( 1994) proposed 
that the format of worked examples was critical when the concept involved a 
high element interactivity and thus heavy intrinsic cognitive load. It was 
conceivable that the variety of cognitive demands presented by each section 
would affect the treatment by cognitive style interaction differently. For 
example, a section with a low cognitive demand would be expected to have 
minor differential effects. On the other hand, a section with a high intrinsic 
cognitive load would be expected to have more pronounced effects. The 
differential effect of the structured and structured-pictorial treatments may 
become more pronounced as the difficulty of the task increased. 
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Assessment in the Queensland Mathematics B syllabus proposes the use of the 
terms complexity and familiarity to describe the difficulty of a problem (BSSSS, 
1997). The term complex tends to be applied to a problem in which fewer 
students are able to select and use mathematical techniques while the term 
familiarity tends to describe previous exposure to either the context or the 
mathematical techniques (BSSSS, 1997). Table 5.17 suggests an assessment of 
the complexity and familiarity of each of the five sections. The table also 
includes the mean percentage performance of each section by the entire sample 
of 269 subjects. 
Table 5. 17 
An Assessment of the Relative Difficulty of Each of the Major Components of the 
Posttest Problem. 
Component Complexity Unfamiliarity M (SD) 
1 st Derivative Low Low 46.78 (44.70) 
Intercepts Low Low 46.13 (43.64) 
Sketch Low Low 29.95 (34.90) 
Turning points High Low 29.76 {39.11) 
Extremities Low High 25.70 (38.39) 
2nd Derivative High High 28.81 (37.87) 
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The sketch component of the posttest problem was essentially a summary in that 
the four marks required for the sketch were derived from the previous 
components. The sketch, as a cognitively demanding task, had little relevance to 
the research questions and was consequently not considered in the following 
analyses. 
Univariate tests, shown in Table 5 .18, were then performed to assess which 
components of the posttest problem were affected by manipulation of the 
independent variables. The experiment-wise alpha was controlled by the 
Bonferroni procedure. This procedure involved determining the significance level 
by division of the nominal alpha by the number of posttest components to be 
assessed (.05/5 = .01 ). 
Table 5. 18 
Univariate Tests for the Treatment by Cognitive Style Interaction on Each Component of 
the Posttest 
Posttest component df Hypoth. MS Error MS F 
1st Derivative 2,257 3369.78 1453.29 2.32 
Intercepts 2,257 3135.62 1446.11 2.17 
Turning points 2,257 4248.87 1231.10 3.45* 
Extremities 2,257 7426.49 1292.48 5. 75 * * 
2nd Derivative 2,257 7100.89 1110.51 6.39 * * 
Note. *p < .05. **p<.01. 
The univariate tests indicated that both the extremities component and the 
second derivative component contributed to the interaction effect. The turning 
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points component was not significant on use of the Bonferroni adjustment to the 
alpha level. 
Despite the nonsignificance of the turning points component, an examination of 
students, performance on the turning point component provides an understanding 
of the differential effects of cognitive tasks as the difficulty of the task increases. 
Table 5.19 provides the mean percentage performance data of the turning points 
component. The trend exhibited by the table is similar to the trend of 
performance on the posttest. This was expected because the posttest comprised 
a total of all components, many of which were described as being of low 
complexity and low familiarity. 
Table 5. 19 
Mean Performance for the Turning Points Component of the Posttest for Each Cell 
(Three Treatments x Four Cognitive Styles). 
Structured-pictorial Unstructured Control 
Cognitive style M SD n M SD n M SD n 
Wholist-Verbalisers 27.27 36.93 22 50.44 43.77 23 6.43 17.26 28 
Analytic-Imagers 44.33 42.38 30 37.35 44.80 17 6.09 20.39 23 
Wholist-lmagers 42.05 40.49 22 39.55 42.03 22 7.78 15.55 18 
Analytic-Verbalisers 64.72 41.25 18 28.52 36.69 27 4.74 16.11 19 
While the general trend, shown in Table 5 .19, supports the directional effects 
predicted by the theoretical framework, Table 5.20 indicates that not all of the 
four pairwise comparisons are significant. 
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Table 5. 20 
A Priori Pairwise Comparisons of the Posttest Turning Points Component. 
Comparison df t-statistic 
Wholist-Verbalisers (unstructured) 
vs Wholist-Verbalisers (structured) 43 1 .91 * 
Analytic-Imagers (unstructured) 
Vs Analytic-Imagers (structured) 45 -0.53 
Wholist-lmagers (unstructured) 
Vs Whonst-lmagers (structured) 42 -0.20 
Analytic-Verbalisers (unstructured) 
Vs Analytic-Verbalisers (structured) 43 -3.09* * 
Note: one-tailed tests. 
*p< .05 **p<.01 
Table 5.21 and Table 5.22 illustrate the mean percentage performance for the 
extremities component and the extremities component pairwise comparisons 
respectively. An unexpected result was the superior performance of the Analytic-
Imagers supported by unstructured worked examples. The reverse of what was 
expected. The other directional hypotheses were supported to a greater degree 
than that exhibited by the previous data although only the Analytic-Verbaliser 
effects were statistically significant. 
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Table 5. 21 
Mean Performance for the Extremities Component of the Posttest for Each of the 1 2 
Cells (Three Treatments x Four Cognitive Styles). 
Structured-pictorial Unstructured Control 
Cognitive style M SD n M SD n M SD n 
Wholist-Verbalisers 26.14 41.89 22 45.65 42.41 23 15.18 30.69 28 
Analytic-Imagers 34.17 44.28 30 48.53 41.00 17 7.61 25.49 23 
Wholist-lmagers 30.68 40.78 22 23.86 38.17 22 4.17 12.86 18 
Analytic-Verbalisers 52.78 41.02 18 19.91 34.01 27 3.95 17.21 19 
Table 5. 22 
Pairwise Comparisons of the Posttest Extremities Component. 
Comparison df t -statistic 
Wholist-Verbalisers (unstructured) 
vs Wholist-Verbalisers (structured) 43 1.55 
Analytic-Imagers (unstructured) 
Vs Analytic-Imagers (structured) 45 1 .1 0 
Wholist-lmagers (unstructured) 
Vs Wholist-lmagers (structured) 42 -0.57 
Analytic-Verbalisers (unstructured) 
Vs Analytic-Verbalisers (structured) 43 -2.92** 
Note: one-tailed tests. 
*p< .05 **p<.01 
Table 5.23 and Table 5.24 demonstrate the mean percentage performance for 
the second derivative component and the second derivative component pairwise 
comparisons respectively. All four directional hypotheses deduced from the 
theoretical framework were supported. While only the Analytic-Verbaliser 
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hypothesis was statistically significant, the remaining three hypotheses fell just 
short of statistical significance. 
Table 5. 23 
Mean Performance for the Second Derivative Component of the Posttest for Each Cell 
(Three Treatments x Four Cognitive Styles). 
Structured-pictorial Unstructured Control 
Cognitive style M SD n M SD n M SD n 
Wholist-Verbalisers 26.36 34.44 22 43.91 42.72 23 6.79 18.06 28 
Analytic-Imagers 46.33 39.52 30 32.94 36.70 17 6.09 22.10 23 
Wholist-lmagers 50.00 41.29 22 31.82 37.50 22 7.22 20.52 18 
Analytic-Verbalisers 69.44 36.54 18 20.74 33.39 27 7.37 23.30 19 
Table 5. 24 
Pairwise Comparisons of the Posttest Second Derivative Component. 
Comparison df t-statistic 
Wholist-Verbalisers (unstructured) 
vs Wholist-Verbalisers (structured) 43 1 .51 
Analytic-Imagers (unstructured) 
Vs Analytic-Imagers (structured) 45 -1 .14 
Wholist-lmagers (unstructured) 
Vs Wholist-lmagers (structured) 42 -1 .53 
Analytic-Verbalisers (unstructured) 
Vs Analytic-Verbalisers (structured) 43 -4.62 * * 
Note: one-tailed tests. 
*p< .05 **p<.01 
The following section examines the effect of the research manipulations on 
instructional efficiency and problem-solving efficiency. Discriminant analysis was 
used to determine the weights in forming the instructional efficiency and 
problem-solving efficiency constructs. 
5.5 Discriminant analysis 
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Discriminant analysis forms linear combinations of the dependent variables that 
amplify the separation of the groups defined by the independent variables. The 
analysis separates the groups by maximising the between-group variance of the 
linear combination relative to within-group variance {Bray & Maxwell, 1991 ). 
Discriminant analysis is appropriate when the purpose of the research is to 
describe group differences {Huberty, 1 994). Discriminant analysis was also 
relevant to this research because a linear combination of the posttest 
performance and perceived mental effort formed the theoretical instructional 
efficiency construct. Also, the theoretical problem-solving efficiency construct 
was based on a linear combination of posttest performance and posttest time. 
This section first determines the optimum linear combination of posttest 
performance and perceived mental effort, using discriminant analysis, and then 
appraises the research questions with respect to the instructional efficiency 
construct. Thirdly, a similar procedure is used to observe the nature of the 
problem-solving efficiency construct, despite the judged unreliability of the 
posttest time data. 
5.5.1 Relative instructional efficiency 
Paas and Van Merrienboer ( 1993) described a mathematical method of combining 
measures of problem-solving performance and perceived mental effort to provide 
information on the efficiency of instruction. The measure of efficiency was 
obtained by calculating the difference between performance z scores and mental 
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effort z scores. To obtain the distance from a hypothesised line of zero 
efficiency, the difference was divided by the square root of two. The formula 
was E = (P - R)/2 112 , where E = instructional efficiency, P = z score of 
performance, and R = z score of effort. The formula represented the distance of 
a point, P - R, from a line of zero instructional efficiency, P - R = 0. The 
authors hypothesised that the instructional efficiency measure was a linear 
combination of performance and mental effort. The hypothesised weights for 
performance and mental effort were 1 .00 and -1.00 respectively. 
Discriminant function analysis, shown in Table 5.25, suggested that weights 
other than one form the relative instructional efficiency construct. The 
discriminant analysis suggested that the linear combination of the dependent 
variables, using the standardised discriminant function coefficients, may be more 
appropriately formed by 0.829*posttest- 0.286*mental effort. The term 
standardised referred to the weights to be applied after reducing each dependent 
variable, posttest performance and perceived mental effort, to standardised z 
scores. The canonical variable correlations were a measure of the association 
between the discriminant function and the independent variables. The square of 
the canonical correlation coefficients indicated the variability of the discriminant 
function explained by the independent variables (Norusis, 1994). 
Table 5. 25 
Discriminant Function Analyses 
Statistic 
Standardised discriminant 
function coefficient 
Canonical variable 
Correlation 
Posttest performance Perceived mental effort 
0.829 . 
-0.286 
0.968 -0.689 
Assuming the discriminant weights, relative instructional efficiency was then 
defined as the distance of the point 0.829P- 0.286R from the line of zero 
efficiency, 0.829P- 0.286R = 0. The formula then became E = {0.829P-
0.286R}/{0.829 2 + 0.286 2 ) 112 • 
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The importance of the relative instructional efficiency construct was that it 
displayed potential in indicating which of the 1 2 groups, three treatments by four 
cognitive styles, provided maximum performance efficiency. The information 
may also indicate which configurations represented situations of excessive 
cognitive load. 
The research question relevant to the measure of instructional efficiency was 
expressed by the following hypotheses: 
Null: No statistically significant interaction exists between the treatment 
conditions (control, unstructured, structured-pictorial) and cognitive 
style (Wholist-Verbaliser, Analytic-Imager, Wholist-lmager, Analytic-
Verbaliser) on the measure of instructional efficiency. 
Alternative: A statistically significant interaction exists between the treatment 
conditions and cognitive style on the measure of instructional 
efficiency (a = .05). 
The factorial analysis of variance with the modified instructional efficiency 
measure as the dependent variable is shown in Table 5.26. 
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Table 5. 26 
Analysis of Variance of the Relative Instructional Efficiency Construct. 
Source df F 
Treatment (T) 2 32.33** 
Wholist-Analytic (WA) 1.75 
Verbaliser-lmager (VI) 0.17 
TxWA 2 4.97 * * 
T x VI 2 0.60 
WAx VI 0.73 
T x WAx VI 2 5.45 ** 
Within-cells error 257 (1.02) 
Note: Values enclosed in parentheses represent mean square errors. 
*p < .05 **p < .01. 
The higher-order interaction effect, the effect relevant to the hypotheses, 
suggested that the null hypothesis be rejected. It was concluded that a 
statistically significant interaction existed. Table 5.27 provides an indication of 
the source of the difference and also demonstrates a classical interaction effect. 
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Table 5. 27 
Mean Relative Instructional Efficiency for Each of the 12 Cells (Three Treatments x Four 
Cognitive Styles). 
Structured-pictorial Unstructured Control 
Cognitive style M SD n M SD n M SD n 
Wholist-Verbalisers -0.13 1 .16 22 0.46 1 .21 23 -0.62 0.67 28 
Analytic-Imagers 0.39 1 .13 30 0.47 1.06 17 -0.81 0.66 23 
Wholist-lmagers 0.31 1 .15 22 0.22 1. 21 22 -0.66 0.59 18 
Analytic-Verbalisers 1.23 1.09 18 -0.21 1 .13 27 -0.69 0.65 19 
The experiment-wise alpha was controlled by the Bonferroni procedure. This 
procedure involved determining the significance level by division of the nominal 
alpha by the number of planned comparisons to be performed (.05/4 = .01 }. Use 
of the adjusted alpha level and one-tailed tests, as indicated by the directional 
hypotheses, supported the conclusion of a statistically significant superiority in 
relative instructional efficiency of structured-pictorial worked examples for 
Analytic-Verbalisers. The evidence listed in Table 5.28 was not sufficient to 
reject the other three null hypotheses. 
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Table 5. 28 
Pairwise Comparisons of Cells of the Relative Instructional Efficiency Measure Relevant 
to the Research Questions. 
Comparison df t-statistic 
Wholist-Verbalisers (unstructured) 
vs Wholist-Verbalisers (structured) 43 1.65 
Analytic-Imagers (unstructured) 
Vs Analytic-Imagers (structured) 45 0.22 
Wholist-imagers (unstructured) 
Vs Wholist-lmagers (structured) 42 -0.25 
Analytic-Verbalisers (unstructured) 
Vs Analytic-Verbalisers (structured) 43 -3.70** 
*p< .05 **p<.01 
5.5.2 Problem-solving efficiency 
The problem-solving efficiency construct was defined, in section 4.3, as the 
distance from a hypothesised line of zero efficiency. The formula was PE = (P-
T)/2 112, where PE = problem-solving efficiency, P = z score of performance, and 
T = z score of time. The formula represented the distance of a point, P - T, 
from a line of zero instructional efficiency, P - T = 0. The underlying 
assumption was that the weights for performance and time were 1 .00 and -1.00 
respectively. 
The discriminant function analyses of Table 5.29 suggested that the linear 
combination, using the standardised discriminant function coefficients, was 
empirically determined by 1.121 *posttest- 0.265*posttest time. 
Table 5. 29 
Discriminant Function Analyses. 
Statistic 
Standardised discriminant 
function coefficient 
Canonical variable 
Correlation 
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Posttest performance Posttest time 
1 . 1 21 -0.265 
0.975 0.349 
Assuming the discriminant weights, problem-solving efficiency was then defined 
as the distance of the point 1.121 P- 0.265T from the line of zero efficiency 
1.121 P- 0.265T = 0. The formula then became PE = (1.121 P-
0.265T)/(1.121 2 + 0.265 2) 112 • 
The questionable integrity of the posttest time data precludes hypothesis testing 
with the problem-solving measure. However, Table 5.30 does provide an 
indication of the effects of the treatments on the problem-solving efficiency. 
Table 5. 30 
Mean Problem-solving Efficiency for Each of the 12 Cells (Three Treatments x Four 
Cognitive Styles). 
Structured-pictorial Unstructured Control 
Cognitive style M SD n M SD n M SD n 
Wholist-Verbalisers -0.82 0.78 22 0.42 0.85 23 -0.50 0.49 28 
Analytic-Imagers 0.34 0.87 30 0.34 0.81 17 -0.57 0.55 23 
Wholist-lmagers 0.26 0.84 22 0.18 0.92 22 -0.60 0.38 18 
Analytic-Verbalisers 0.86 0.84 18 0.03 0.78 27 -0.59 0.47 19 
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5.6 Talk-aloud protocol analysis 
Talk-aloud protocols of two components of the second practice problem are now 
considered. The first derivative and the second derivative demonstrate two 
components, one with a relatively low intrinsic cognitive load and the other with 
a relatively high intrinsic cognitive load. It was anticipated that such a contrast 
would help in understanding how individuals of varying cognitive style learn from 
various formats of worked example. 
While a number of protocols were taken, the protocols involving a mismatch of 
cognitive style and structural presentation of worked example~ and consequently 
resulting in a depressed posttest performance were explored. It was believed 
that such circumstances would elucidate the difficulties in learning from 
incongruent instructional material. Unfortunately, the random sampling of 16 
subjects did not include a Wholist-Verbaliser presented with a structured-pictorial 
worked example. 
Subjects were withdrawn from their classes and sat in a normal classroom. The 
classroom was preset with familiar calculators (Sharp EL531 LH), writing 
equipment, appropriate worked example format, and recording equipment. One 
of their normal mathematics teachers again explained the purpose of the exercise 
and then led the subjects through the introductory exercise (see Appendix G). 
The subjects were again requested to talk aloud as they then began solving the 
research problems with the assistance of the appropriately structured worked 
examples. Intervention by the supervising teacher was kept to a minimum and 
restricted to comments such as "Keep talking" to maintain the dialogue. It 
appeared that the subjects were relaxed and verbalising reasonably well. 
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5.6.1 David's protocol 
David, an Analytic-Verbaliser (WA = 1.42, VI = 0.89), achieved 36% on the 
posttest after learning from unstructured worked examples. The average on the 
posttest for Analytic-Verbalisers learning from unstructured worked examples 
was 33.6%. David was able to follow the intercept component of the 
unstructured worked example with little difficulty but appeared to have some 
difficulty in following the first derivative component of the worked example. 
David's protocol for the first derivative follows. 
I'll just consult the example on the opposite page to see what they have done 
here for a few minutes (70s pause). Right well following the example on the 
opposite page. 
y = uv 
U =X 
u' = 1 (46s pause). v' = ex 
y' = uv' + u'v 
Which equals. (12s pause). X times derivative of v ex plus 1 times. (20s pause). 
Which is ex. Yeah. 
Which equals x plus 1 plus 2ex (39s pause). Which equals y' I think. 
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5.6.2 Analysis of David's protocol 
It appears that the absence of a clear segregation of the first derivative section 
from the intercept section on the unstructured worked example may have led 
David to his error in finding the first derivative. David,s reasoning was correct, y, 
= xex + 1 ex, until he appeared to blend the working from the first line of the 
next section of the worked example with his completion of the first derivative 
and produced y, = x + 1 + 2ex. The inference was that David was having 
difficulty in imposing structure on the unstructured worked example. It was 
surprising that after almost 12 years of schooling David did not use a simple 
strategy, such as ruling lines to section the instructional material, to help 
overcome a mismatch of cognitive style and instructional format. The entire 
worked example was unmarked. An explanation may be that continual use of 
hired textbooks and reused handouts had emphasised a view that learning 
materials were not to be written on. 
It was also noted that David,s solution to the practice problem matched the 
setting of the worked example almost exactly. Minor variations were his 
underlining of his answers to two of the six components. 
The protocol implied a break in David,s concentration each time he shifted 
attention from the worked example page to the solution page. A split attention 
effect may have resulted from David needing to continually look to the left hand 
page to follow the worked example and then having to shift his attention to the 
right hand page to work the solution. There was a suggestion that integrating 
the worked example with the solution space, by possibly placing the worked 
example and the solution space on the one A4 page rather than on separate 
pages, may have improved David,s learning from the worked example. 
Integrating the worked example with the working of the solution may reduce 
extraneous cognitive load. 
5.6.3 Miriam's protocol 
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Miriam, an Analytic-Imager (WA = 2.1 0, VI = 1.25}, achieved 41% on the 
posttest after learning from unstructured worked examples. The average on the 
posttest for Analytic-Verbalisers after learning from unstructured worked 
examples was 46.8%. Miriam's protocol for the first derivative and second 
derivative components follows. 
Right, to the next example. (26s pause}. 
Derivatives of y=xex (43s pause}. 
y" = ex (Both derivatives were completed in 1 Os}. 
5.6.4 Analysis of Miriam's protocol 
The first indication that Miriam was having difficulty in learning from the worked 
example was that Miriam began by finding the first and second derivative, similar 
to the sequence that had been used in class to sketch simpler functions. The 
worked example began by finding the intercepts. 
The long pause at the beginning suggested that Miriam was looking through the 
unstructured format for the derivative examples. The then rapid work suggested 
that Miriam had decided to find the derivatives without guidance from the worked 
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example. It was probable that Miriam may have thought that her derivatives 
were wrong. 
The inference was that Miriam was not prepared'to expend the cognitive effort 
required to impose structure on the unfamiliar unstructured worked example. It 
might have been expected that Miriam could have used the simple strategy of 
first drawing a box around the derivative components. Miriam had not made a 
single mark on the entire worked example. Again, it was apparent that a senior 
secondary mathematics student was not employing even the simplest of 
strategies to alleviate an incongruence of cognitive style and instructional format. 
5.6.5 Brady's protocol 
Brady, a Wholist-lmager (WA = 0.88, VI = 1.23), achieved 27% on the pilot 
study posttest after learning from unstructured worked examples. The average 
on the pilot study posttest for Wholist-lmagers, after learning from unstructured 
worked examples, was 20.7%. Brady's protocol for the first derivative follows. 
Now derivative y. Use product. Factors y = uv. u 1. u'. 
v = In x. v' 1/x. = uv' + vu'. 
Factorise 0 =. ( 1 Os pause). Looking after the example. (It appeared that Brady 
was initially looking at the wrong line of the example). {20s pause). 
= x by 1/x + In x by 1. 
= One is it? Just do it on my calculator to work it out. To do it. Aww. Five 
times one on five = 1. 
= 1 +In x. 
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5.6.6 Analysis of Brady's protocol 
Brady exhibited some difficulty in following the unstructured worked example. 
While Brady showed some effort in trying to use the example, it was clear that 
he had decided that it was too difficult to follow. The unstructured worked 
example format was of virtually no use to Brady. Brady tried to find the first 
derivative by remembering the procedure he had learnt in class when sketching 
simpler functions and looked at the worked example from time to time. 
It may be concluded that not only was the unstructured worked example of little 
use to Brady, the worked example may have been a hindrance through a split 
attention effect. Brady mentioned a number of times throughout his entire 
protocol "What have I done here? I am lost again." Brady did not attempt the 
second derivative. 
In summary, the protocols indicated that if students found the worked example 
too difficult to follow then they would not use the worked example. Students 
would then prefer to attempt a solution without the obvious help that a worked 
example could provide, despite the increased chance of an incorrect solution. 
The protocols also suggested that students failed to implement basic strategies to 
help follow worked example formats, which the theoretical framework implied 
were incongruent with their cognitive style. For example, it might have been 
expected that Analytics would block sections or underline sections in an effort to 
impose structure on unstructured worked examples. All protocols demonstrated 
an absence of this basic strategy. 
While this study involved structured-pictorial and unstructured worked examples, 
it also appeared that these formats could be improved to minimise extraneous 
cognitive load. The apparent split-attention effect in repeatedly switching 
attention from the solution space to the worked example suggested that 
integrating the worked example with the solution space was an improvement 
worthy of consideration. 
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Chapter 6 discusses the major findings of the study in relation to the research 
questions and the research literature. Implications for teaching and learning and 
directions for further research are also discussed. 
6.1 Overview 
Chapter 6 
Discussion and conclusion 
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The aim of this research was to investigate individual differences in learning from 
worked examples. By integrating cognitive style theory and cognitive load 
theory, it was hypothesised that an interaction existed between individual 
cognitive style and the structure and presentation of worked examples in their 
effect upon subsequent student problem solvipg. The initial research questions 
were: 
1. Do Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers display better 
problem-solving performance after learning from structured-pictorial worked 
examples than after learning from unstructured worked examples? 
2 Do Wholist-Verbalisers display better problem-solving performance after 
learning from unstructured worked examples than after learning from structured-
pictorial worked examples? 
An experimental research design was utilised in an attempt to test the causal 
relationships indicated by the research questions. The experimental research 
involved randomly selected groups of subjects being presented with three 
treatments (structured-pictorial worked examples, unstructured worked examples, 
no worked examples) and observation of the effect on three dependent variables 
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(posttest performance, perceived mental effort, posttest time). The analysis 
involved a factorial (three treatments by four cognitive styles) between-subjects 
multivariate analysis of variance. 
The rigour of the theoretical framework was further tested in the main study with 
the construction of an index of cognitive load and the construction of an index of 
problem-solving efficiency. 
In this chapter the major findings of the study are discussed in relation to the 
research questions and the research literature previously reviewed in Chapter 2. 
The first three sections are structured around answers to the research questions. 
The fourth section reviews the methodology and identifies the assumptions and 
limitations of the study. Implications for teaching and learning of the interaction 
of cognitive style and worked example format are then discussed. The sixth and 
seventh sections discuss the significance of the study and point the direction for 
further research. The final section provides a concluding comment. 
6.2 Major findings 
Each of the following three sections consists of a summary and a discussion of 
the major findings with respect to the posttest performance, the relative 
instructional efficiency, and the problem-solving efficiency 
6.2.1 Posttest performance 
The three treatments involved students solving two sketching problems, y = e-x 
and y = xex, with each problem being supported by a worked example, y = ex 
and y = xe2x respectively, in either a structured-pictorial format, unstructured 
format, or no worked example. All 269 year 12 Mathematics 8 students from 
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five urban and rural secondary schools in Queensland, Australia then attempted 
the posttest problem. The posttest problem concerned the sketching of y = xe-x 
without the support of a worked example. 
The results of the omnibus multivariate analysis of variance (see section 5.3.2} 
and the univariate F tests (see section 5 .4. 1} indicated a statistically significant 
interaction of cognitive style and treatment conditions on the posttest 
performance. The posttest performance data are graphically illustrated in Figure 
6.1 and the figure displays a classical interaction effect. 
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Figure 6. 1 Mean percentage posttest performance for each cell (three treatments x 
four cognitive styles). 
A baseline comparison for the discussion of the effects of structured-pictorial 
worked examples and for unstructured worked examples was provided by the 
control treatment. The superior performance of the groups supported by either 
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structured worked examples or supported by unstructuied worked examples 
compared with all control groups that did not receive worked example support is 
consistent with the considerable evidence suggesting that learning in subject 
specific domains may be enhanced by the use of worked examples (e.g., Carroll, 
1992, 1994; Chi et al., 1989; Cooper & Sweller, 1987; Reder et al., 1986; 
Renkl, Stark, Gruber, & Mandl, 1998; Tarmizi & Sweller, 1988; Zhu & Simon, 
1987). 
This study extended the previous research in learning from worked examples by 
investigating individual differences. The theoretical framework of this study 
postulated that learning from appropriately structured and presented worked 
examples may reduce cognitive load. Reducing cognitive load would permit the 
allocation of scarce cognitive resources to schema acquisition, enhancing student 
solution of problems structurally similar to the worked examples, and rule 
automation, improving performance on transfer problems requiring the use of the 
rules in the worked examples (Sweller, 1994). 
The manipulation of the structure and presentation of worked examples, within 
this study, was restricted to two formats of worked examples, unstructured and 
structured-pictorial. The structured-pictorial worked examples provided a solution 
to the problem with clear sectioning of each problem step, clear headings, and 
supported by relevant images. A structured-pictorial format is demonstrated in 
Appendix B. The unstructured worked examples provided a solution to the 
problem without clear headings, without clear sectioning of the problem steps 
and without pictorial support. An unstructured algorithm typical of some senior 
secondary mathematics textbooks (e.g., Goodman & Goodman, 1994, p. 116) is 
shown in Appendix A. 
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The a priori contrasts (see section 5.4.2) indicated a statistically significant 
superior learning from structured-pictorial worked examples by Analytic-
Verbalisers compared to learning from unstructured worked examples by Wholist-
Verbalisers. The evidence was in accordance with the Analytic-Verbaliser 
directional hypothesis emanating from the theoretical framework. 
It was reasoned that Analytic-Verbalisers would be limited to an analytic 
structure because they have insufficient means available to them of obtaining an 
overall view (Riding & Sadler-Smith, 1992). Riding and Sadler-Smith also 
indicated that Analytic-Verbalisers would benefit from an emphasis on discrete 
elements. The reasoning was that analytics prefer to concentrate on, or 
perceive, small details, breaking a problem up into smaller parts (Pask & Scott, 
1972). The empirical evidence was thus in accordance with the theoretical 
framework, which indicated that structured-pictorial worked examples would 
emphasise the analytic structure of the algorithm for Analytic-Verbalisers and 
reduce cognitive load. The analytic structure was demonstrated by the problem 
being broken into clearly structured parts, each with a clear heading and 
supported by images. It was suggested that Analytic-Verbalisers would have 
difficulty in learning from unstructured worked examples because of the absence 
of an analytic structure in that the problem The cognitive effort required to 
impose structure on an unstructured worked example would hinder schema 
acquisition and rule automation. 
The hypothesised difference in learning from worked examples by Wholist-
Verbalisers fell just short of a Bonferroni adjusted statistically significant 
difference. It was expected that structured-pictorial worked examples would 
impose extraneous cognitive load and consequently interfere with learning. The 
images, incongruent with the Wholist-Verbalist style, would be expected to split 
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attention between the text and the diagrams. Additionally, the information 
contained in the images would be a source of redundancy and not easily ignored 
in the integrated structured-pictorial format. It was anticipated that the more 
detail and assistance a structured-pictorial worked example provided, the more 
difficult it would be for Wholist-Verbalisers to be able to format the problem with 
a unitary structure. The assumption was that Wholist-Verbalisers are able to 
keep a balance between the whole and the parts by using the analytic nature of 
semantic verbal representation and do not need assistance in structuring 
information into discrete parts and categories (Riding & Sadler-Smith, 1992). 
When the performance of Wholist-Verbalisers on the most difficult component of 
the posttest was considered, a statistically significant difference was detected. 
Figure 6.2 illustrates the performance of all cognitive styles on the most difficult 
component of the posttest. It was also noted that the predicted difference in 
learning from unstructured worked examples and structured-pictorial worked 
examples by Wholist-Verbalisers became more pronounced as the difficulty of the 
component increased. Some support for this finding is provided by Riding and 
Sadler-Smith (1992). The authors found that a stronger more obvious structured 
instructional material appeared to depress Wholist-Verbaliser performance. Riding 
(1997) suggested that the depressed performance of the Wholist-Verbalisers was 
due to a redundancy effect. 
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Figure 6. 2 Mean performance on the second derivative component of the posttest 
for each cell {three treatments x four cognitive styles). 
The observation that the differences in performances became more pronounced 
as the difficulty of the component increased was not surprising when it was 
considered that both Riding (1997) and Chandler and Sweller (1996) proposed 
that neither cognitive style nor the format of the worked example would be 
critical factors unless the task was difficult. 
The posttest, when considered as a whole, suggested that Analytic-Imagers were 
able to learn equally well from both structured-pictorial and unstructured worked 
example formats. Riding and Sadler-Smith (1992) argued that Analytic-Imagers 
are able to generate both an overall wholist view of information, by being able to 
use an image to compensate for the lack of a wholist facility, and a more specific 
analytic view of information by being able to use their analytic facility. The 
theoretical framework suggested that while Analytic-Imagers were able to keep a 
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balance between the whole and the parts, a structured-pictorial worked example 
format might impose less extraneous cognitive load. The suggestion that 
structured-pictorial worked examples impose less extraneous cognitive load for 
Analytic-Imagers was supported only when the most difficult component of the 
posttest was considered. However, the difference was not statistically 
significant. 
Riding and Sadler-Smith ( 1992) proposed that Who list-Imagers would be 
restricted to an overall perspective because they are not able to generate an 
analytic approach. Consequently, Wholist-lmagers would be expected to benefit 
by assistance in dividing the whole into parts. It was probable that Wholist-
lmagers would be assisted by structured-pictorial worked examples in accordance 
with Riding and Sadler-Smith's ( 1992) reasoning that Wholist-lmagers learn more 
efficiently from instructional material which divides the whole into parts. 
The statistical analysis indicated that for medium difficulty concepts neither 
structured-pictorial worked examples nor unstructured worked examples provided 
an advantage to Wholist-lmagers. The hypothesised directional difference for 
Wholist-lmagers only became apparent when observing the performance on the 
most difficult component of the posttest. 
The empirical evidence tended to support the hypotheses derived from the 
theoretical framework with the support for the directional hypotheses being more 
pronounced as the difficulty of the posttest component increased. It was evident 
that the interaction of cognitive style and the cognitive load imposed by the 
mathematical concept became more critical as the difficulty of the task increased. 
Analytic-Verbalisers and Wholist-Verbalisers were affected by the structural 
presentation of worked examples at all difficulty levels as assessed by the 
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posttest. The effect of the format of worked examples for Analytic-Imagers and 
Wholist-lmagers tended to become pronounced only when the difficulty of the 
task became extreme, as assessed by the posttest. 
Despite Riding (1997) and Riding and Sadler-Smith (1992) having argued that the 
structure and presentation of learning material is likely to affect each of the four 
cognitive styles differently, few studies have examined the interaction between 
the structural presentation of learning material and an individual's cognitive style. 
No study could be found which has used Riding's (1997) model of cognitive style 
as a framework for investigating the relationship between cognitive style, 
problem solving, and instructional method. Consequently, no study could be 
found which would corroborate this study's findings. While the responses of 
each cognitive style to the various formats of worked examples were reasonably 
predicted by and attributed to the theoretical framework, other explanations were 
possible. The following section presents a measure of instructional efficiency 
that further tested the rigour of the theoretical framework. 
6.2.2 Relative instructional efficiency 
Paas and van Merrienboer (1993) described a calculational method in which 
mental workload and task performance were combined to produce information on 
the efficiency of instructional conditions. Harris (1985) also believed that the 
combination of two measures would be expected to provide a more reliable 
measure of a construct than a single measure and provided the example that 
"while caloric intake and amount of exercise may each be predictive of body 
weight, the difference between these two measures is apt to be an especially 
significant prognosticator of obesity" (p. 9). 
The purpose of the combination of the two measures, posttest performance and 
perceived mental effort, was the determination of the relative efficiency of each 
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of the two formats of worked examples, structured-pictorial and unstructured, for 
each of the four cognitive styles. A measure of instructional efficiency may 
provide information about configurations of instructional conditions that 
maximised performance efficiency. An efficiency score was computed using the 
difference between the z scores of performance and the z scores of effort using 
the formula (P - R)/2 112, where P = z score of performance and R = z score of 
effort (Paas & van Merrienboer, 1993). 
It was also anticipated that a measure of relative efficiency, based on perceived 
mental effort, would support a cognitive load interpretation of the results of the 
main study. Essentially, a high relative instructional efficiency would indicate a 
relatively high posttest performance and a relatively low perceived mental effort 
after learning from a certain format of worked examples. Similarly, a low 
posttest performance combined with a high perceived mental effort would 
indicate a low relative efficiency. 
Paas and van Merrienboer ( 1993) hypothesised the use of equal weights when 
combining mental workload and task performance. Discriminant analysis (see 
section 5. 5. 1), when used in this study, suggested that the linear combination 
may be more appropriately formed by the formula E = (0.829P-
0.286R)/(0.829 2 + 0.286 2 ) 112, where E = relative instructional efficiency. Figure 
6.3 illustrates the relative instructional efficiency of each of the worked example 
formats. 
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Figure 6. 3 Mean relative instructional efficiency for each cell (three treatments x four 
cognitive styles) 
A multivariate analysis of variance indicated a statistically significant interaction 
of format of worked example and cognitive style on the relative instructional 
efficiency. A priori contrasts demonstrated a statistically significant superior 
relative instructional efficiency of the structured-pictorial worked example format 
when compared to the relative instructional efficiency of the unstructured worked 
example format for Analytic-Verbalisers. 
The low relative instructional efficiency score for the Analytic-Verbalisers, when 
learning from unstructured worked examples, implied that the unstructured 
format increased extraneous cognitive load. The theoretical framework reasoned 
that the source of the extraneous cognitive load was due to the cognitive effort 
required by Analytic-Verbalisers to impose structure on an unstructured worked 
example. The theoretical framework implied that Analytic-Verbalisers would have 
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difficulty in learning from unstructured worked examples because of the absence 
of an analytic structure. The superior relative instructional efficiency of the 
structured-pictorial worked example formats supported the claim that Analytic-
Verbalisers would benefit from an emphasis on discrete elements (Riding & 
Sadler-Smith, 1992). The reasoning was that analytics prefer to concentrate on, 
or perceive, small details, breaking a problem up into smaller parts (Pask & Scott, 
1972). 
While the directional hypothesis that Wholist-Verbalisers would learn more 
efficiently from unstructured worked examples than from structured-pictorial 
worked examples did not achieve statistical significance, a clear difference was 
observed. The negative relative instructional efficiency of structured-pictorial 
worked examples by Wholist-Verbalisers provided further support for the claim 
that structured-pictorial worked examples imposed extraneous cognitive load and 
consequently interfered with learning. The reasoning was that the information 
contained in the images would be a source of redundancy and the images, 
incongruent with the Wholist-Verbalist style, would be expected to split attention 
between the text and the diagrams. 
A surprise observation was that the advantage in learning from an unstructured 
worked example by Wholist-Verbalisers was not as large as was expected. While 
the relative instructional efficiency data suggested that an unstructured worked 
example format posed less extraneous cognitive load for Wholist-Verbalisers than 
a structured-pictorial format, the extraneous cognitive load was larger than the 
cognitive load experienced by Analytic-Verbalisers when learning from structured-
pictorial worked examples. The conclusion was that an unstructured worked 
example format was not optimal for Wholist-Verbalisers. There is a need to 
search for an alternative structural presentation format that would impose less 
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extraneous cognitive load for Wholist-Verbalisers than the unstructured format 
used in the current study. 
The expected directional hypotheses of learning from the various formats of 
worked examples for Analytic-Imagers and Wholist-lmagers were not supported 
by the relative instructional efficiency data. Both formats of worked examples 
imposed approximately the same amount of extraneous cognitive load for both 
cognitive styles. As noted earlier, the expected directional hypotheses were not 
likely to be supported unless the level of difficulty was considerably larger. There 
was an indication that both the structured-pictorial and unstructured formats of 
worked examples were not of optimal efficiency. It was probable that an 
alternative structural presentation format of worked example other than the 
formats used in this study would impose less cognitive load for Analytic-Imagers 
and Wholist-lmagers. 
An alternative explanation for the lack of difference in learning from the two 
worked example formats by Analytic-Imagers and Wholist-lmagers as measured 
by relative instructional efficiency may be the inability of imagers to detect 
differences in processing load. Riding and Staley ( 1998) suggested that when a 
presentation did not match an individual's Verbal-Imagery style, processing load 
would have been higher but would not have been detected. The implication was 
that imagers might not have detected the differences in extraneous cognitive load 
when learning from either structured-pictorial or unstructured worked example 
formats and consequently reported little difference when recording perceived 
mental effort. 
The following section examines the effect of individual cognitive style and 
worked example treatment on problem-solving efficiency. It was anticipated that 
a measure of learning efficiency would provide additional information on the 
nature of the interaction of cognitive style and worked example format. 
6.2.3 Problem-solving efficiency 
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While a number of researchers have measured the time spent on solving problems 
as an indication of learning efficiency (Paas, 1992; Pillay, 1 998; Wedman et al., 
1996), it has been argued in this study that a combination of problem solving 
performance and the time spent on the problem may provide more insight into 
learning efficiency. A student who achieves a higher performance in the same 
time as another student may be considered to demonstrate better problem-solving 
efficiency. Similarly, a student who spends more time for the same problem-
solving performance as another student may be considered to demonstrate less 
problem-solving efficiency. A particular instructional format may be considered 
to be more efficient than another format if a higher performance was associated 
with less time on solution. A less efficient instructional condition may be 
expected to result in lower performance with extended solution times. 
The procedure used to combine posttest performance and posttest time was 
similar to the approach used by Paas and Van Merrienboer (1993). A difference 
was the use of discriminant analysis (see section 5.5.2) to determine the weights 
used in the linear combination. The formula then became PE = (1.121 P-
0.265T)/( 1 .121 2 + 0.265 2) 112, where PE = problem-solving efficiency, P z 
score of posttest performance and T =z score of posttest time. 
The relevance of a' measure of problem-solving efficiency to the main study was 
that a certain format of worked example would be considered to be more efficient 
if students' performance is higher in relation to less solution time, and would be 
considered to be less efficient if students' performance was lower in relation to 
more invested time. The theoretical framework suggested that Wholist-
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Verbalisers would experience split-attention and redundancy effects when 
learning from structured-pictorial worked examples. Consequently it was 
expected that Wholist-Verbalisers would demonstrate lower problem-solving 
efficiency than Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers when 
learning from structured-pictorial examples. Similarly, it was expected that 
Analytic-Verbalisers, Analytic-Imagers, and Wholist-lmagers would demonstrate 
lower problem-solving efficiency than Wholist-Verbalisers when learning from 
unstru<?tured worked examples. The measure of problem-solving efficiency 
assumed a linear relationship between performance time and performance. 
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Figure 6. 4 Mean problem-solving efficiency for each cell (three treatments x four 
cognitive styles). 
The questionable integrity of the posttest time data precluded hypothesis testing 
with the problem-solving measure. However, Figure 6.4 does provide a visual 
feel for the effects of the treatments on the problem-solving efficiency and tends 
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to provide some support for the predicted directional hypotheses on the problem-
solving efficiency of Wholist-Verbalisers and Analytic-Verbalisers. Again, the 
unreliability of the posttest time data prohibits the use of the problem-solving 
efficiency results in drawing convincing conclusions. 
6.3 Assumptions and Limitations 
This study manipulated independent variables, randomly assigned subjects to 
treatments, and implemented controls in an attempt to establish causal inference. 
However, the inference that an interaction exists between the format of worked 
examples and cognitive style is a logical exercise, not a statistical exercise 
(Tabachnick & Fidell, 1 996}. This section reviews the assumptions and 
limitations of the methodology that impacts on causality and generalisability and 
subsequently establishes the implications that are outlined in the following 
section. 
Major assumptions of this study are that the constructs measured by the 
instruments provided sufficient basis to answer the research questions, and that 
the students were honest and conscientious in completing the instruments. 
While the construct validity of the Cognitive Styles Analysis has been established 
(see section 2.1.4}, the reliability of the instrument has not been ascertained. 
Consideration of reliability was critical considering that the collection of cognitive 
style information was restricted to the use of the Cognitive Styles Analysis 
instrument. 
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Delimitations were that: 
1. The study is limited to the students enrolled in Year 12 Mathematics 8 at 
Queensland High Schools in 2000. The existence of an interaction between the 
format of worked examples and cognitive style needs to be tested with other 
year levels. 
2. The type of problem chosen for the study was rather specific. While the 
tasks were comprised of a variety of concepts, other types of problems need to 
be tested. 
3. Riding (1997) suggested that cognitive style would not be a critical factor 
unless the task was difficult. Chandler and Sweller (1996) proposed that the 
format of worked examples was critical when the concept involved a heavy 
intrinsic cognitive load. Analysis of the components of the posttest tended to 
suggest that the interaction of worked example format and cognitive style 
depended upon the difficulty of the task. The extent of the existence of an 
interaction needs to be tested over a range of problem difficulty. 
4. The interpretation of mental processing provided in the think-aloud data may 
vary from researcher to researcher. While the protocol analysis categories were 
derived from the research literature, the major interpretations and inferences were 
the researcher's. 
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6.4 Implications for teaching and learning 
The findings of this study have important implications for instructional design. 
The consistent empirical evidence of this study, that an interaction exists 
between worked example format and cognitive style, emphasises the need to 
consider individual differences among students to enhance educational 
opportunities for all students. The theoretical framework and the empirical 
evidence indicated that a specific format of worked example might enhance 
learning for one cognitive style but retard learning for students of other cognitive 
styles. This section considers methods of responding to individual differences in 
learning from worked examples. The responses may be categorised as either 
designing the format of a worked example to match students' cognitive style or 
empowering students to adapt to an incongruent worked example format. 
Based on the premise that individuals differ in their learning from worked 
examples, an educational implication is the recommendation that teachers be 
aware of students' cognitive styles. It is suggested that teachers adapt the 
format of worked examples to enhance student learning. Within the context of 
this study, teachers would match structured-pictorial formats and unstructured 
formats of worked examples with appropriate student cognitive style to optimise 
student learning. 
A concern with the approach of matching a structural presentation format of 
worked example with the appropriate cognitive style is one of teaching workload. 
A teacher is unlikely to be able to cope with developing two or more formats of 
worked examples, the task of assessing the cognitive style of a classroom of 
students, and matching and presenting the various formats of worked examples 
to individual cognitive style. Advances in technology-based learning may promise 
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some respite as multi-media learning systems have the potential of being able to 
assess cognitive style and being able to match cognitive style and worked 
example format. 
Lederman and Niess (1998) believe that empowering students to adapt to 
instruction which is incongruent with their cognitive style is a more proactive and 
potentially more effective instructional approach than adapting instruction to 
match the student's cognitive style. Such an approach requires the identification 
of learning strategies to assist Analytic-Verbalisers, Wholist-lmagers, and 
Analytic-Imagers perceive the structure and sections of unstructured worked 
examples. Similarly, Wholist-Verbalisers require strategies to reduce extraneous 
cognitive load imposed by structured-pictorial worked examples. The premise is 
that this approach would permit students to adapt to learning situations 
throughout life as opposed to being reliant upon learning situations being adapted 
to the student's cognitive style (Lederman & Niess, 1998). 
6.5 Significance of the study 
The purpose of the research was to investigate learning from worked examples 
that may improve problem-solving performance within the domain of senior 
secondary mathematics. The tantalising prospect was that style awareness 
might enhance the learning process and contribute to more students being able to 
solve novel problems. Instruction and instructional materials catering for a broad 
range of cognitive style dimensions might be expected to have important 
implications for test performance on both similar and transfer problems. 
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Despite Ronning et al. (1984) and Dyer and Osborne (1996) having emphasised 
the need to include individual differences as a fundamental component of problem 
solving within domain-specific subjects such as mathematics, few studies have 
attempted to investigate a relationship between mathematical or science 
instructional method, cognitive style, and problem solving. Riding (1997) and 
Riding and Sadler-Smith (1992) argued that the structure and presentation of 
learning material is likely to affect each of the four cognitive styles differently. 
No study could be found which has used Riding's (1997) model of cognitive style 
as a framework for examining the interaction between the structural presentation 
of worked examples and an individual's cognitive style. 
The theoretical framework, based on an integration of cognitive style theory and 
cognitive load theory, suggested that an interaction might exist between the 
format of worked examples and cognitive style. The empirical evidence of this 
study implied that as the difficulty of the mathematical concept increased the 
more pronounced the interaction. A conclusion was that studying unstructured 
worked examples facilitates schema acquisition and rule automation for students 
of just one cognitive style. Assuming that it is common for the majority of 
worked examples to be presented in an unstructured format then the impact of 
the study is significant. Worked examples are a common instructional technique 
in mathematical textbooks and mathematical classrooms. Presenting worked 
examples in a structured-pictorial format could promise substantial easing of the 
burden for a majority of senior secondary mathematics students. 
The consistent empirical evidence of an interaction between the format of a 
worked example and cognitive style, within this study, emphasises the need to 
consider means of dealing with individual differences. There is an obligation to 
identify learning strategies to overcome incongruence between structural 
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presentation of worked examples and cognitive style. In particular, what learning 
strategies will help Analytic-Verbalisers, Wholist-lmagers, and Analytic-Imagers 
perceive the structure and sections of unstructured worked examples? Similarly, 
Wholist-Verbalisers require strategies to reduce extraneous cognitive load 
imposed by structured-pictorial worked examples. It has been argued that 
empowering students to adapt to instruction which is incongruent with their 
cognitive style is a more proactive and potentially effective instructional approach 
than adapting instruction to match the student's cognitive style {Lederman & 
Niess, 1998). 
The cognitive style literature provides some suggestions to help individuals 
accommodate situations and learning to their style. Analytics could be 
encouraged to integrate the separate aspects of information into a whole by 
mapping out the elements of a topic and re-ordering it into a whole structure or 
by writing a brief overview {Riding, 1996; Riding & Sadler-Smith, 1997). 
Wholists may benefit by guidance in separating general concepts into the parts 
by constructing a one-page organiser of a section of a topic, by underlining words 
in text, and by listing headings {Riding, 1996; Riding & Sadler-Smith, 1997). 
These strategies would help Wholists comprehend the structure of the 
information. Verbalisers could describe the pictorial information with words 
{Riding & Sadler-Smith, 1997). Imagers may concentrate on only the more 
important sections of text and/or render the text into illustrations or diagrams 
{Riding, 1996; Riding & Sadler-Smith, 1997). 
An active encouragement of strategy development may, in the longer term, 
produce a 'cognitive tool-kit' of learning strategies to cope with instruction that is 
incongruent with individual cognitive style {Riding & Rayner, 1998, p. 79). 
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6.6 Recommendations for further investigation 
The theoretical framework and the empirical evidence of this study supports the 
existence of an interaction between cognitive style and worked-example format in 
their effect on subsequent problem-solving performance. The research also 
raised a number of issues that warrant further investigation. In this section 
future research directions are considered at two levels. Issues that relate 
specifi~ally to the current study are considered first, followed by fundamental 
research issues for cognitive style. 
The theoretical framework suggested differential problem-solving performances 
after learning from various formats of worked examples by Wholist-Verbalisers, 
Analytic-Imagers, Wholist-lmagers and Analytic-Verbalisers. While the main 
study provided a statistically significant difference for Wholist-Verbalisers and 
Analytic-Verbalisers, the main study did not provide sufficient evidence of a 
differential effect by Analytic-Imagers and Wholist-lmagers. The worked example 
formats of the main study emphasised a Wholist-Analytic dimension of cognitive 
style at the expense of the Verbaliser-lmager dimension. There is a need to 
replicate the study with formats of worked examples that discriminate within the 
Verbaliser-lmager dimension. 
The posttest performance of the main study was composed of a variety of 
cognitive tasks and consequently blurred differences in the effects of task 
difficulty on the predicted interaction of cognitive style and worked example 
format. Considering that the effect of cognitive style and cognitive load is not 
likely to be critical unless the task is difficult {Riding & Rayner, 1998), there is a 
need to replicate the study with a hierarchy of task difficulty. It would be 
expected that the greater the difficulty of the task the more pronounced the 
interaction effect predicted by the theoretical framework. 
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The study supported a number of statistically significant differences in learning 
from various formats of worked examples. For instance, structured-pictorial 
worked examples improved learning by Analytic-Verbalisers when compared to 
learning from unstructured worked examples. However, there was a large within-
group variability of learning from structured-pictorial worked examples by 
Analytic-Verbalisers. Further research is needed to help identify the specific 
problems of poor performers within this group and similarly for poor performers 
within other groups. 
Despite the considerable evidence to support the notion of style, a question 
remains about the stability of style. Is a student's style categorisation likely to 
change throughout a student's schooling? This question needs to be addressed 
by firstly considering the reliability of the Cognitive Style Analysis measure. 
Research is required to assess the reliability of the instrument. 
The persistence of the interaction of cognitive style and worked example format 
within this study suggested that year 1 2 students have not develo-ped sufficient 
strategies to help them learn from worked examples which do not suit their 
cognitive style. Research is needed to identify strategies that enable students 
with particular styles to learn from worked examples. Assuming that styles may 
be adapted to incongruent situations (Hayes & Allison, 1996), additional research 
is required to develop methods of facilitating strategy development for students 
by educators. 
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6.7 Concluding comments 
The observed interaction between the cognitive style dimensions and the formats 
of worked examples in their effect on subsequent problem-solving performance is 
consistent with the integration of cognitive style theory and cognitive load 
theory. It is probable that the interaction is responsible for the difficulty in 
detecting the main effects of cognitive style in previous studies. The explanation 
was th13t the higher-order interaction effects have confounded interpretation of 
the main effects of cognitive style and instructional format. 
The consistency of the interaction within this study and the independence of 
cognitive style from measures such as intelligence and personality (Riding & 
Rayner, 1998} suggest its place as a major factor in student learning of difficult 
mathematical concepts. The interaction of cognitive style and worked example 
format makes an important contribution to the knowledge of individual 
differences in learning by mathematical students. Such knowledge promises to 
improve educational opportunities and to relieve the passive acceptance of the 
difficulty of senior secondary mathematics by a majority of students. 
The persistence of the interaction also suggests that senior mathematics 
students, with over 12 years of schooling, have not developed sufficient 
strategies to cope with incongruence of cognitive style and instructional format. 
The challenge is in researching strategies and strategy development training that 
may mitigate a mismatch of cognitive style and instructional format. 
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Appendix A An unstructured worked example 
'r.AMPLE 
I 
Ire are no undefined values when 
tsses y-axis when x = 0 
loe-0 
ltercept is at y = 0 
!sses x-axis when y = 0 
! -x txe 
ler x = 0 or e-x = 0 
! no solution 
itercept is at x = 0 
f 
! -x jxe y=uv 
' y=.uv+uv 
'= -xe-x +le-x 
' I= -xe-x +e-x 
0 = -xe-x +e-x 
0 = e-x(-x+ 1) 
ler e-x = 0 or -x + 1 = 0 
f 
lno solution -x = -1 
x=l 
hing point at x = 1 
!en x= 1, 
f 
le-x -xe-x 
y = xe-x 
y = le-1 
y = 0.37 
v =e-x u=-x 
u' =-1 v' =-e-x 
I= -e-x +uv' +u'v 
§ 
I: -e-x +xe-x -e-x 
i 
I -x -x 
:= xe -2e 
g 
len x = 1, y'' is negative 
l<imum turning point at (1, 0.37) 
len x is large +, y is small + 
g 
!en x is large - , y is large -
Sketch: 
(1 00, 0.00) 
( -1 00, -CIJ ) 
Page 4 
ie y - xe-x 
y 
:X.. 
(i)0.37) ~ ~ ~ 
//~ 
--------------------~----------------~+ X 
/ 
/ 
I 
I 
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AppendixB A structured-pictorial worked example 
!AMPLE 
I 
lxe-x 
!uv 
1st derivative 
u=x 
u' =I ' -x v =-e l l I 
'= uv +u v 
t 
! -x I -x t= -xe + e 
1
= -xe-x +e-x 
l------------------· 
sses y-axis when x = 0 I -x IXe 
!.'o -o ~ e 
lo 
{x=O} 
lsses they-axis at (0,0) 
y 
+· 
:-------------------· 
Turning points when y' =0 
y' = -xe-x +e-x 
0=-xe-x +e-x 
0 = e-x(-x+ I) 
!1er e-x =0 or -x+I=O 
' ino solution -x = -I 
E 
4 
len x= 1 I 
r 
x=l 
y = xe-x 
y = le-1 
y = 0.37 
I 1en x = 1 I y" is negative 
y Max at (1 ,0.37) 
----~---------+ X 
Sketch: ie y - xe·x 
~ · " 2nd derhfative· · 
y =e-x -xe-x 
y=e-x +uv 
u=-x 
u' =-1 
I -X I I 
y =-e +uv +u v 
y' =-e-x +xe-x -e-x 
y'' = xe-x -2e-x 
Crosses x-axis when y = 0 
y= xe-x 
O=xe-x {y=O} 
Either x=O or e-x =0 
no solution 
Crosses x-axis at (0,0) 
y 
+· 
! 
/ 
I 
~----------------------~ 
y 
i 
Page 4 
I DiscontinUOUS when ex = 0 
But ex is never 0 therefore 
there is no discontinuity. 
Extremities 
1 When x IS large + 
1 y is small + 
I 
I (1 00, 0.00) 
I 
I . 1 When x 1s large -
: y is large -
: Y ( -1 00 1 -co ) 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
---1-----+-4. X 
X 
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Appendix C Pilot study domain-specific knowledge pretest 
1'2.'.'· t " ' I i ,,
Instructions: 
Question 1 
a) 
Question 2 
a) 
b) 
Question 3 
a) 
Question 4 
a) 
Question 5 
205 
, Stanthorpe High School Year 12 30-4~98 
Put your name on this paper. 
Find the derivative of: 
y = x 2 1nx b) 
ex 
y=-
lnx 
24 marks 
(212) 
Find the extremities by completing the following: 
y = x 2 1nx 
When x is large +I y is 
When x is large - I y is 
When x is large +I y is 
When x is large - I y is 
Solve the following: 
b) x 2 1nx = 0 
When are the following functions undefined? 
ex 
y=-
lnx 
b) lnx y--
x3 
Sketch the curve: y = x3 - 2x2 - 3x +4 (11) 
( 11 1) 
( 112) 
(212) 
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AppendixD Student instructions for the pilot study 
207 
1. Don't start work until instructed to do so. 
2. Show working in the blank space under. the problem. (Extra sheets, if 
needed, may be obtained from the supervisors.) 
3. When finished working on a problem, turn the page and start on the 
next problem. Do not turn back. 
4. You may use the provided examples to help with the solution of the 
first two problems only. You may use the example showing only. Do not 
turn back to previous work. (The control group did not receive this 
instruction.} 
5. Finish on the bell. 
208 
AppendixE Scoring of the main study posttest problem 
Sketch: 
lxe-x 
luv 
[ 
I 
ft 
First derivative 
u=x 
' 
u = 1 
v =e-x 
v' =-e-x 
lxe-x ,-----, ' : ~:-~-X~ )'i 
sses x-axis when y = 0 
rV no solution 
l>ses x-axis at (0,0) 
y 
---ar----•x 
Second derivative 
y =e-x -xe-x 
y=e-x +uv 
u= -x 
u' =-1 
v =e-x 
v'=-e-x 
,~~xz~:-~ 
! 1 ! 1 l i 1 i 1 i 
L ..,~ .......... l l ...... ·--···-·.J L __ .. _____ J 
Turning points when y' =0 
.X~=: -xe-x +e-x 
i l 
l 1 [_~oo.._ O -x -x L_ ______ J__,... = - xe + e 
------~------~ X 
y 
I 1 
I 1 1,. ... '---·······---~;-· _ __.,. 
Crosses y-axis when x = 0 · :. 
y = xe-x ,---··---.., 
Y = Oe -o...-----'~:::1::::! 
y = o,.. L_:_J 
Crosses the y-axis at (0,0) 
+X 
Extremities 
When x is large + (eg x = + 1 00) 
y iss all + (3.7xlo-42 ) 
-----1-------. X 
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AppendixF Administration of the Cognitive Styles Analysis 
211 
Riding (1999, p. 3) suggests that the CSA should be completed before the 
person being assessed receives either a feedback sheet or any information about 
cognitive styles. The suggestion is based on the assumption that the assessment 
is likely to be more reliable when the assessee is relatively na'ive about the way in 
which the test works. 
The as~essor should (Riding, 1999, p. 4): (a) be informal, relaxed and friendly in 
introducing the assessment situation; (b) avoid making the person doing the CSA 
self-conscious by too closely observing them during the assessment; (c) give a 
minimum of instructions necessary to complete the assessment; (d) not give the 
impression that it is a test; and (e) not suggest that the person should try to 
respond quickly or that their responses are being timed. 
Instructions to the assessee (Riding, 1999, p. 4): 
1. This Analysis is simple to do. It is not a test of intelligence or of ability. 
It assesses information about your Cognitive Styles. 
2. The Cognitive Styles Analysis will be presented on the computer. Even 
if you do not usually use a computer, you will still find it easy. 
3. No knowledge of typing is required and generally only three keys on the 
keyboard will be used; the two marked with the red and blue spots, and 
the ENTER (or RETURN) key. 
4. Work at your own rate. It is important that you try to work through 
continuously without interruption. 
5. At the end of the Analysis a screen will display your results. You may 
like to note these. 
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Appendix G Talk aloud instructions 
The following instructions were adapted from Ericsson and Simon (1983, p. 
376}. 
213 
In this activity we are interested in what you say to yourself as you solve 
application problems. To do this we will ask you to talk aloud as you work on 
the problems. Talk aloud means that you to say out loud everything that you say 
to your.self silently. Just act as if you are alone in the room speaking to yourself. 
If you are quiet for any length of time I will remind you to keep talking aloud. Do 
you understand what we would like you to do? 
Good, before we do real activity tomorrow, we will have a couple of practice 
problems. I want you to talk aloud while you do these problems. First, could 
you find a derivative? 
Would you talk aloud while you find the derivative of: 
Good! 
Now would you talk aloud while you solve: 2x - 5 = 0 
That is good. Thank you. 
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Appendix H The main study unstructured treatment 
b; 
D 
·.·.·.··· 
C3: Unfamiliar application problems 
11structions· 
Don't start work until instructed to do so. 
Page 1 
Show working in the blank space under the problem. (Extra sheets, if needed, may be 
obtained from the supervisors.) 
Use the worked examples to help you with the first two problems: 
Problem Difficulty 
Very very high 
Very high When finished working on a problem: 
High 
Above average 
a) Indicate the mental effort ~ Average Below average 
Low 
Very low 
Verry very low 
b) Indicate the time finished ~ Time finished: 
c) Turn the page and start on the next problem. 
Do not turn back. 
EXAMPLE 
Crosses y-axis when x = 0 
Y =eo 
y=l 
y-intercept at y = 1 
Crosses x-axis when y = 0 
0 =e-x 
no solution 
No x-intercept 
Turning points when y' = 0 
y=e-x 
y' =-e-x 
0 =-e-x 
no solution 
There is no turning point 
When x is large + 
y is small + 
When x is large -
y is large+ 
(eg x=100) 
( 3.7xlo-44 )) 
(eg x=-100) 
( 2.7xl0 43 ) 
Page 
Sketch: 
y 
X 
Page 3 
Sketch: 
P bl D"ff ro em I ICU ty 
Very very high 
Very high 
High 
Above average 
Average 
Below averaae 
low 
Very low 
Verry very low 
Time finished: 
EXAMPLE 
Crosses y-axis when x = 0 
y=Oe0 
y=O 
y-intercept is at y = 0 
Crosses x-axis when y = 0 
0 = xe2x 
Either x = 0 or e2x = 0 
no solution 
x-intercept is at x = 0 
Turning points 
y = xe2x 
y=uv 
' 
u=x 
u' = 1 
y =UV +UV 
' 2 2 y = x2e x + le x 
' 2 2 y = 2xe x +e x 
0 = 2xe2x + e2x 
0 = e2x(2x+ 1) 
Either e2x = 0 or 2x + 1 = 0 
no solution 2x = -1 
X= -0.5 
When x=-0.5, y=xe2x 
y = -0.5e2x-0.5 
y = -0.18 
y' = 2xe2x + e2x 
y' = uv +e2x 
u=2x 
u' =2 v' =2e2x 
y" =uv' +u'v+2e2x 
Y" = 2x2e2x + 2e2x + 2e2x 
y" = 4xe2x + 4e2x 
When x=-0.5, y" is positive 
Minimum turning point at (-0.5,-0.18) 
When x is large + 
y is large + 
When x is large -
y is small-
(eg x= 100) 
( 7.2x1 o88 ) 
(eg x=-100) 
(-1.4x1o-85 J 
Page 
Sketch: y 
y 
t'age o 
Sketch: 
Pro bl em Difficulty 
Very verv hiah 
Verv high 
High 
Above average 
Average 
Below averajje 
Low 
Very low 
Verrv verv low 
Time finished: 
PagE 
Page 7 
Sketch: 
P bl D"ff ro em I ICU ty 
Very verv high 
Very high 
Hiah 
Above averaae 
Average 
Below average 
Low 
Very low 
Verry very low 
Time finished: 
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Page 1 
:tme: 
C3: Unfamiliar application problems 
1structions 
Don't start work until instructed to do so. 
Show working in the blank space under the problem. (Extra sheets, if needed, may be 
obtained from the supervisors.) 
Use the worked examples to help you with the first two problems: 
Problem Difficulty 
Very very high 
When finished working on a problem: Very high 
High 
Above average 
a) Indicate the mental effort ~ Average Below average 
Low 
Very low 
Verry very low 
b) Indicate the time finished ~ Time finished: 
c) Turn the page and start on the next problem. 
Do not turn back. 
rAMPLE 
i 
1st derivative : ~ 
t-------------------------------------
sses x-axis when = 0 
e-x 
le-x 
holution 
{y= 0} 
[s not cross the x-axis 
Sketch: 
2nd' derivative 
n -x y =e 
Turnina oints when v'= 0 
y' =-e-x 
0 =-e-x 
no solution 
no turning point 
' ' 
Page 2 
y=e-x 
0 y = e {x= 0} 
y = 1 Crosses the y-axis at (0, 1) 
y 
Extremities 
When x is large + 
y is small+ 
When xis large-
y is large+ 
(eg x= 1 00) 
(3.7xl0-44) 
(eg x= -1 00) 
(2.7xl0 43 ) 
·-------------------------------------- ~--------------------------------------------- ·-------------------------------------------------
v 
X 
Page 
Sketch: 
Problem Difficulty 
Very very high 
Very high 
High 
Above average 
Average 
Below average 
Low 
Very low 
Verry very low 
Time finished: 
rAMPLE 
c M 
~ '1 st'j:Jerivative , , 
!xe2x 
luv 
U=X 
u' =1 v' =2e2x 
f I I 
!:uv +u v 
I x2e2x + 1e2x 
' 
!= 2xe2x + e2x 
sses x-axis when v = 0 
;: 
lxe2x 
t 
lxe2x {y= 0} 
i 2 ler x = 0 or e x = 0 
no solution 
fsses x-axis at (0 0) 
t ' 
y 
Sketch: y 
' Znd derivative 
y' = 2xe2x + e2x 
y' = uv +e2x 
u=2x v=e2x 
u'=2 v'=2e2x 
y" = uv' + u'v +2e2x 
y" = 2x2e2x +2e2x +2e2x 
y" = 4xe2x + 4e2X 
Turnina points when v'= 0 
y' = 2xe2x +e2x 
0 = 2xe2x + e2x 
0 = e2x(2x+1) 
Bther e2x = 0 or 2x+1= 0 
no solution 2x = -1 
x= -0.5 
When x= -0.5, y= xe2x 
y = -O.Se2x-0.5 
y = -0.18 
When x= -0.5, y" is positive 
Min at {-0 5,-0 18) 
y 
----------X 
v 
y 
Page 4 
' 
1t 7 j 'Jik i 4 CJTosses v-axis when X'=, 'Q:,~~t<~ 
y= xe2x 
y=Oe 0 {x= 0} 
y=O 
Crosses the v-axis at {0,0) 
y 
Extremities 
When x is large + 
y is large+ 
When x is large -
y is small-
y 
! 
(eg x= 1 00) 
(72x10 88 ) 
(eg x= -1 00) 
< -1.4x1 o-as) 
~~---~-------x 
v 
Page 
Sketch: 
P bl D"ff I ro em I ICU ty 
Very very high 
Very high 
High 
Above average 
Average 
Below average 
Low 
Very low 
Verry very low 
Time finished: 
Page 6 
Page 
Sketch: 
Problem Difficult 
Very very high 
Very high 
High 
Above average 
Average 
Below average 
Low 
Very low 
Verry very low 
Time finished: 
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Page 
~a me: 
C3: Unfamiliar application problems 
nstructions 
Don't start work until instructed to do so. 
Show working in the blank space under the problem. (Extra sheets, if needed, may be 
obtained from the supervisors.) 
Problem Difficulty 
Very very high 
Very high When finished working on a problem: 
High 
Above average 
a} Indicate the mental effort ~ Average 
Below average 
Low 
Very low 
Verry very low 
b) Indicate the time finished ~ Time finished: 
c) Turn the page and start on the next problem. 
Do not turn back. 
Page 2 
Page 
Sketch: 
P bl f I ro em Dif ICU ty 
Very very high 
Very high 
High 
Above average 
Average 
Below average 
Low 
Very low 
Verry very low 
Time finished: 
Page 4 
Page 
Sketch: 
P bi o·tr 1 ro em I ICU ty 
Very very high 
Very high 
High 
Above average 
Average 
Below average 
Low 
Very low 
Verry very low 
Time finished: 
Page 6 
Page 
Sketch: v=xe-x 
Problem Difficulty 
Very very high 
Very high 
High 
Above average 
Average 
Below average 
Low 
Very low 
Verry very low 
Time finished: 
