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AN IMPROVED MORSE INDEX BOUND OF MIN-MAX
MINIMAL HYPERSURFACES
YANGYANG LI
Abstract. In this paper, we give an improved Morse index bound of minimal
hypersurfaces from Almgren-Pitts min-max construction in any closed Rie-
mannian manifold Mn+1 (n + 1 ≥ 3), which generalizes a result by X. Zhou
[Zho19] for 3 ≤ n+1 ≤ 7. The novel techniques are the construction of hierar-
chical deformations and the restrictive min-max theory. These techniques do
not rely on bumpy metrics, and thus could be adapted to many other min-max
settings.
1. Introduction
The Almgren-Pitts min-max construction in search of minimal hypersurfaces
originated from the work of F.J. Almgren Jr. [Alm62, Alm65] and J. Pitts [Pit81]
(using a deep regularity result in higher dimensions by Schoen-Simon [SS81]),
greatly developped by F.C. Marques and A. Neves [MN14, MN16a, MN17, MN18]
turns out to be a fruitful theory in solving a variety of problems in Riemannian
geometry.
One of the most exciting applications of this theory is the confirmation of Yau’s
conjecture, which, roughly speaking, asserts the existence of infinitely many min-
imal hypersurfaces in any closed manifold. For (Baire) generic metrics, the con-
jecture was proved by Irie-Marques-Neves [IMN18] (3 ≤ n + 1 ≤ 7) and the au-
thor [Li19] (n+ 1 ≥ 8), using Weyl law developed by Liokumovich-Marques-Neves
[LMN18]. In fact, the former result also revealed the denseness of minimal hyper-
surfaces, and later, Marques-Neves-Song [MNS17] gave a quantified version this,
i.e., equidistribution of a sequence of minimal hypersurfaces. The general case was
finally resolved by A. Song [Son18] (3 ≤ n + 1 ≤ 7) by localizing the method in
[MN17] to the “Core” manifold of a given manifold.
From the point of view of Morse theory, it is also important to study the geomet-
ric information, such as the Morse index and the multiplicity, of critical points of
the area functional obtained from the min-max construction. The first result on the
Morse index estimate was obtained by Marques-Neves [MN16a] (3 ≤ n+1 ≤ 7), in
which they proved the upper bound is given by the dimension of the homology class
detected in the min-max process. In the same paper, they also proved the multiplic-
ity one conjecture for 1-parameter sweepouts. Recently, X. Zhou [Zho19] confirmed
the multiplicity one conjecture in multi-parameter cases (3 ≤ n + 1 ≤ 7). These
results together with B. Sharp’s compactness theory [Sha15] imply an improved
Morse Index Bound.
Theorem 1 ([Zho19], (improved) Theorem C). Given a closed manifold Mn+1
(3 ≤ n+1 ≤ 7), there exists a sequence of integral varifolds Vp each of whose support
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is a disjoint union of smooth, connected, closed, embedded, minimal hypersurfaces
{Σp1, · · · ,Σ
p
lp
} with multiplicities {mpi } ⊂ N
+, such that
(1) ωp(M, g) =
lp∑
i=1
mpi · areag(Σ
p
i ),
is the volume spectrum with sublinear growth, and the components with multiplicity
mpi > 1 are degenerately stable, while
(2)
∑
i:mp
i
=1
index(Σpi ) ≤ p.
In the generic case, combined with the multiplicity one conjecture, Marques-
Neves [MN18] leads to:
Theorem 2 ([MN18], Theorem 8.4). If g is a bumpy (C∞-generic) metric on a
closed manifold Mn+1 (3 ≤ n+ 1 ≤ 7), then the mpi ’s in the previous theorem are
all 1. Moreover, the Morse index inequality will be an identity, i.e.,
(3)
∑
i
index(Σpi ) = p.
Note that the Morse index results above relies on the application of B. White’s
bumpy metrics [Whi91] in order to bypass all the minimal hypersurfaces with large
Morse index, so the lack of desirable bumpy metrics could invalidate the direct
application of the existing methods. In a recent paper [Son19], A. Song overcame
this difficulty for 1-parameter sweepouts in non-compact setting by constructing
2-step deformations to establish Morse index estimates and the multiplicity one
theorem. Inspired by his result, we will construct hierarchical deformations for
multi-parameter sweepouts, which could be viewed as an adaption of [MN16a, De-
formation Theorem A] to the general metric setting (Theorem 10). With these
deformations, we are able to prove the Morse index bound in higher dimensions.
Theorem 3 (Morse Index Bound). Suppose that (Mn+1, g) is a closed Riemannian
manifold with n+ 1 ≥ 3. Then for any p ∈ N+, there exists a stationary, integral
varifold V with spt(V ) = Σ such that
• ‖V ‖(M) = ωp(M, g);
• index(Σ) ≤ p;
• Σ is a minimal hypersurface with optimal regularity, i.e., Hs(sing(Σ)) =
0, ∀s > n− 7. In particular, when n ≤ 6, Σ is smooth.
Remark 1. An alternative proof was obtained concurrently by A. Dey in [Dey19a],
where he made a comparison of the Almgren-Pitts min-max theory and the Allen-
Cahn min-max theory. Using the existing upper bound in the Allen-Cahn setting
[Gas17], he was also able to conclude the same result in the Almgren-Pitts setting.
Remark 2. As one will see in the following, our method does not rely on the exis-
tence of bumpy metrics, or even the objects in search being minimal hypersurfaces.
In principle, with a little modification, the same Morse index upper bound could
be obtained for CMC hypersurfaces, PMC hypersurfaces, free-boundary minimal
hypersurfaces, non-compact ambient manifold, etc.
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In our first Morse index bound theorem, the multiplicities do not play a role
in the estimates. To capture this information, we will construct a sequence of c-
CMC hypersurfaces to approximate a minimal hypersurface realizing the volume
spectrum. Hence, we will introduce a restrictive min-max theory to make such a
construction possible.
Theorem 4 (Improved Morse Index Bound). Suppose that (Mn+1, g) is a closed
Riemannian manifold with n + 1 ≥ 3. Then for any p ∈ N+, there exists a sta-
tionary, integral varifold V , whose support is a disjoint union of connected minimal
hypersurfaces with optimal regularity {Σi}i=1,··· ,lp with multiplicities {mi} such that
• ‖V ‖(M) =
∑lp
i=1mi · areag(Σi) = ωp(M, g);
• Every Σi with mi ≥ 3 is stable;
•
∑
mi≤2 index(Σi) ≤ p.
Remark 3. Compared with Theorem 1, the last two bullets do not seem sharp. One
would expect that the multiplicity 2 minimal hypersurfaces should also be stable as
well.
Corollary 1 (Multiplicity 2 for positive Ricci curvature). Suppose that (Mn+1, g)
(n + 1 ≥ 3) is a closed Riemannian manifold with positive Ricci curvature. Then
for any p ∈ N+, there exists a stationary, integral varifold V , whose support is a
connected minimal hypersurfaces with optimal regularity Σ with multiplicities m ≤
2, such that
• ‖V ‖(M) = m · areag(Σ) = ωp(M, g);
• index(Σi) ≤ p.
Remark 4. When n+1 ≤ 7 or p = 1, the multiplicity has been proved to be 1 (See
[Zho19], [Ram19], [Bel20]). We also expect this holds in the general case as well.
The main techniques to prove these results, as mentioned before, are the restric-
tive min-max theory and the construction of hierarchical deformations.
In Section 2, after revisiting the Almgren-Pitts min-max theory and X. Zhou’s
(X,Z)-homotopy min-max theory, we introduce the restrictive min-max theory.
In Section 3, we revisit the definition of k-unstability introduced by Marques-
Neves [MN16a], which can be viewed as a generalization of the Morse index.
In Section 4, we construct hierarchical deformations for multi-parameter sweep-
outs in the Almgren-Pitts setting and prove the Morse index bound. Roughly
speaking, the deformations to perturb away minimal hypersurfaces with large Morse
indices could not be constructed in one step. Instead, we construct a deformation
on 0-cells, then 1-cells, 2-cells and etc. The difficulty herein is restartability, which
requires us to keep track of and moderate the previous deformations properly.
In Section 5, we apply our restrictive min-max theory to construct c-CMC hyper-
surfaces approximating a p-width minimal hypersurface. The approximation will
imply the improved Morse index bound.
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2. Min-max Theories
We first list some notations in geometric measure theory and Almgren-Pitts’
min-max theory. Interested readers could refer to [Sim84] and [Pit81].
• ν: a metric on the flat chain space, and usually, we take ν = F , F or M
(See the definitions in [Pit81]);
• Ik(Mn+1; ν;Z2): the space of k-dimensional modulo 2 flat chains inM with
metric ν. If ν is F , we will simply put it as Ik(Mn+1;Z2).
• Zk(Mn+1; ν;Z2): the connected component containing 0 of the space of
k-dimensional modulo 2 flat cycles in M with ν metric. If ν is F , we will
simply put it as Zk(Mn+1;Z2);
• Za: the subspace {T ∈ Zn(M
n+1;F;Z2);M(T ) < a};
• IVn(M): the space of n-dimensional integral varifolds in M endowed with
F metric;
• Vn(M): the closure of IVn(M) in the whole space of varifolds;
• |T |: the associated integral varifold for T ∈ Ik(Mn+1; ν;Z2);
• ‖V ‖: the associated Radon measure on M for V ∈ Vn(M);
• I(1, n): the cell complex on the unit interval I whose 1-cells are the inter-
vals [0, 1 · 3−n], [1 · 3−n, 2 · 3−n], · · · , [1 − 3−n, 1], and whose 0-cells are the
endpoints [0], [3−n], [2 · 3−n], · · · , [1];
• I(m,n): the cell complex on Im, i.e., I(1, n)m⊗ = I(1, n)⊗ I(1, n)⊗ · · · ⊗
I(1, n);
• I(m,n)0: the set of 0-cells in I(m,n);
• C(M): the space of Cacciopoli sets in M , i.e., subsets of M with finite
perimeter.
2.1. Almgren Min-Max Theory for Minimal Hypersurfaces. It is well known
that minimal hypersurfaces are critical points of the area functional and thus, it is
natural to apply the Morse theory in the space of “all” closed hypersurfaces i.e.,
Zn(Mn+1;Z2), in search of these critical points.
In 1962, Almgren in his thesis [Alm62] proved the following natural isomorphism:
(4) πk(Zn(M
n+1;Z2), 0) ∼= Hk+n(M
n+1;Z2),
and later, it was shown that Zn(Mn+1;Z2) is weakly homotopic to RP
∞ ([MN16b],
Section 4). Hence, the space has nontrivial topology, which makes the Morse theory
possible. Let’s denote the generator of H1(Zn(M
n+1;Z2);Z2) = Z2 by λ¯.
Definition 1 ([Pit81], [Li19]). Given a Riemannian manifold (Mn+1, g), for any
m ∈ N+, a continuous map Φ : X → Zn(M
n+1;F;Z2) is called a p-sweepout,
provided that X is a cubic subcomplex of I(2p + 1, q) (q ≥ 1) and Φ∗(λ¯p) 6= 0. In
addition, the set of all p-sweepouts is called the p-admissible set Pp = Pp(M, g)
on M .
Definition 2. The (min-max) p-width ωp(M, g) is
(5) ωp(M, g) := inf
Φ∈Pp
sup
x
M(Φ(x)).
Definition 3. A min-max sequence of Pp is a sequence of p-sweepouts
(6) S = {Φi}
∞
i=1 ⊂ Pp,
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with
(7) lim
i→∞
sup
x
M(Φi(x)) = ωp(M, g).
Its critical set is
(8) C(S) = {V ∈ Vn(M)|‖V ‖(M) = ωp(M, g) and V = lim
j
|Φij (xj)|}.
Note that the definition of Pp seems more restrictive than those in the literatures
[Gro03], [Gut09], [MN17], but in fact, one can prove that the ωp defined here
coincide with those in the literatures (See [Li19]).
Theorem 5 (Min-max theorem for p-width, Corollary 3.2 in [Li19]). Given a
Riemannian manifold (Mn+1, g), for each p ∈ N and any min-max sequence S of
Pp, there exists a minimal hypersurfaces with optimal regularity V ∈ C(S), with
the property (2p+ 1) (See [Li19, Lemma 3.2]) and ‖V ‖(M) = ωp(M, g).
Remark 5. A minimal hypyersurface with optimal regularity here means that it is
a n-dimensional stationary varifold whose singular set has Hausdorff codimension
no less than 7. In particular, for 3 ≤ n + 1 ≤ 7, its support is a union of smooth
minimal hypersurfaces.
Here, the proper (m) is taken from the proof in Pitts’ combinatorial arguments
[Pit81, Proposition 4.9], which turns out to be helpful in proving the compactness
[Li19].
Definition 4. A varifold V is said to have the property (m), provided that for
any point p ∈M and Im = 5m concentric annuli {A0(p, ri− si, ri+ si)} where {ri}
and {si} satisfy
ri − 2si > 10(ri+1 + 2si+1), i = 1, · · · , Im − 1(9)
rIm − 2sIm > 0,(10)
V is almost minimizing [Pit81, Definition 3.1] in at least one of {A0(p, ri − si, ri +
si)}.
Definition 5. The Almgren-Pitts Realization of p-width, denoted by APRp,
is defined to be the set of all the varifolds V satisfying
• ‖V ‖(M) = ωp(M, g);
• V is a minimal hypersurface with optimal regularity;
• V has property (2p+ 1).
The min-max theorem above guarantees that APRp 6= ∅.
Remark 6. By [Li19, Proposition 3.1], APRp is a compact set.
In general, we can define an m-parameter F-homotopy family Π whose elements
are maps with domains as a subcomplex of I(m, k).
Definition 6. We call a set Π of continuous maps from finite dimensional simpli-
cial complexes to Zn(Mn+1;F;Z2) an m-parameter F-homotopy family if the
following properties hold.
• For any Φ ∈ Π, X = dmn(Φ) is a subcomplex of I(m, k) for some k ∈ N+.
• For any Φ ∈ Π, every continuous Φ′ : dmn(Φ) → Zn(Mn+1;F;Z2) homo-
topic to Φ in the F topology also lies in Π.
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Remark 7. Note that here we impose a stronger continuity assumption on the
homotopy map than that in [Li19, Definition 2.2].
Definition 7. The min-max width of Π is
(11) L(Π) = inf
Φ∈Π
sup
x∈dmn(Φ)
M(Φ(x)) .
Definition 8. A min-max sequence of Π is a sequence
(12) S = {Φi}
∞
i=1 ⊂ Π ,
with
(13) lim
i→∞
sup
x
M(Φi(x)) = L(Π) .
Its critical set is
(14) C(S) = {V ∈ Vn(M)|‖V ‖(M) = L(Π) and V = lim
j
|Φij (xj)|} .
Theorem 6 (Min-max theorem for Π). If Π is a m-parameter F-homotopy family,
L(Π) > 0, and S is a min-max sequence of Π, then there exists a minimal hypersur-
faces with optimal regularity V ∈ C(S) with the property (m) and ‖V ‖(M) = L(Π).
For completeness, we sketch the proof for these Min-max theorems. The details
can be found in [Pit81] and [MN18].
Sketch of proof. Let S = {Φi}. All the varifolds in the critical set C(S) have the
same volume, i.e., the min-max width. However, some varifolds might not be sta-
tionary or with optimal regularity. Thus, the main goal is to perturb away the
“bad” varifolds by constructing homotopic deformations.
Step 1: Pull tight.
For each non-stationary varifold V ∈ Vn(M), we can choose the dual vector field
of δV which will decrease its volume rapidly. If we “combine” these vector fields on
Vn(M) using a partition of unitiy, we will obtain a continuous deformation as the
induced flow on Vn(M) in the F-topology, which can be pulled back to the cycle
space with F metric under the map T → |T |. For any Φi ∈ S, the deformation
induces a homotopy map
(15) H
(1)
i : [0, 1]× dmn(Φi)→ Zn(M ;F;Z2) ,
such that H
(1)
i (0) = Φi.
Let S∗ = {Ψi := H
(1)
i (1)}. We can check that it is a min-max sequence with
C(S∗) ⊂ C(S) and every V ∈ C(S∗) is stationary. It is also worthy to note that
supt,xM(H
(1)
i (t, x)) ≤ supxM(Φi(x)).
Step 2: Discretization.
By [MN18, Proposition 3.7], for each Ψi : Xi → Zn(M ;F;Z2) and any δi > 0,
we can deform Ψi to a continuous map Ψ
′
i : Xi → Zn(M ;M;Z2) along a homotopy
(16) H
(2)
i : [0, 1]×Xi → Zn(M ;F;Z2) ,
with H
(2)
i (0) = Ψi and H
(2)
i (1) = Ψ
′
i, such that
(17) sup
t,x
F(H
(2)
i (t, x),Ψi(x)) < δi.
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Thus, we always have supt,xM(H
(2)
i (t, x)) ≤ supxM(Ψi(x)) + δi. If δi → 0, it
follows immediately that S′ := {Ψ′i} is a min-max sequence with
(18) C(S′) = C(S∗).
Following the proof of [MN16a, Theorem 3.8] (See also [Li19, Lemma 3.2]), we
can find a family of discrete sweepouts to approximate S′. More precisely, for each
Ψ′i ∈ S
′ with Xi := dmn(Ψ′i) ⊂ I(m,ni), we can take Ni > ni large enough and
define a discrete sweepout
(19) ψi := Ψ
′
i|Xi∩I(m,Ni)0 ,
such that the fineness
(20) f(ψi) := sup
x,y∈I(m,Ni)0
|ψi(x) − ψi(y)| · 3
Ni · d0(x, y) < (δi)
2 ,
where d0 is the Manhattan metric.
Now, since C({ψi}) ⊂ C(S′), it suffices to show that there exists V in C({ψi})
with optimal regularity and property (m).
Step 3: Interpolation.
We will only show the property (m), since the optimal regularity can be proved
similarly using compactness theorems in [SS81].
Let’s argue by contradiction and suppose that there exists ε0 > 0 with the
following property.
For any V in C(S) and any δ > 0, there exists Im = 5
m concentric annuli,
such that any current whose associated varifold is in BF(V, ε0), has an (ε0, δ)-
deformation [MN18, Definition 4.1] in each concentric annuli. Roughly speaking,
an (ε0, δ)-deformation means that the mass increases by at most δ along a (discrete)
homotopy, but decreases by at least ε0 eventually.
We’ve chosen Im = 5
m large enough with the following combinatorial property.
For each x ∈ Xi ∩ I(m,Ni)0, we can associate it with an annulus in the concentric
annuli for ψi(x), such that, for any nearby x, y, the two annuli chosen for ψi(x)
and ψi(y) respectively will not intersect. Thus, we could construct a deformation
hi along which supM(ψi(x)) increases by at most (δi)
2, but eventually decreases
by at least 3ε0/4.
Now, it follows from [MN17, Theorem 3.10] that for i large enough, we can apply
the Almgren’s interpolation to ψi and the deformation hi we just constructed, to
obtain a continuous sweepout Ψ′′i and a homotopy H
(4)
i , where Ψ
′′
i can be deformed
from Ψ′i via a homotopy H
(3)
i . It’s worthy to note that for i large enough, i.e., δi
small enough, H
(3)
i and H
(4)
i will not increase supxM(Ψ
′
i(x)) by more than δi.
In summary, when δi is chosen even smaller (e.g. 100δi < ε0), we can concatenate
H
(1)
i , H
(2)
i , H
(3)
i and H
(4)
i , and obtain a new sweepout denoted by Ψ˜i homotopic
to Φi with
(21) lim
i→∞
sup
x
M(Ψ˜i(x)) < lim
i→∞
sup
x
M(Φi(x)) − ε0/2 ,
contradicting to the fact that {Φi} is a min-max sequence. Hence, there exits a V
with the property (m).

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2.2. (X,Z)-homotopy Class and c-CMC Hypersurfaces. Here, we revisit the
(X,Z)-homotopy class introduced by X. Zhou in [Zho19].
On C(M), we will define the F-metric to be
(22) F(Ω1,Ω2) = F(Ω1 − Ω2) + F(|∂Ω1|, |∂Ω2|) .
For a constant c > 0, let’s define the weighted area functional Ac : C(M) → R
to be
(23) Ac(Ω) = Hn(∂Ω)− cHn+1(Ω) .
The first variational formula of Ac along a smooth vector field Y ∈ X(M) is
(24) δAc(Ω)(Y ) =
∫
∂Ω
div∂ΩY dµ∂Ω −
∫
∂Ω
c〈Y, ν〉dµ∂Ω,
where ν = ν∂Ω is the outward unit normal on ∂Ω. It follows that the smooth part
of the boundary of a critical point is in fact a hypersurface with constant mean
curvature c, i.e., c-CMC hypersurface.
Its second variational formula for Ω along Y = ϕν is the same as that of the
usual area functional for Σ = ∂Ω, i.e.,
(25) δ2Ac(Ω)(Y, Y ) = IIΣ(ϕ, ϕ) =
∫
Σ
(
|∇ϕ|2 −
(
RicM (ν, ν) + |AΣ|
2
)
ϕ2
)
.
Definition 9 ([Zho19], Definition 1.1). Given a pair (X,Z), where Z is a subcom-
plex of X, and Φ0 : X → (C(M),F), we define the (X,Z)-homotopy class of
Φ0, denoted by Π(Φ0), to be the set of all sequences of maps {Φi : X → (C(M),F)}
satisfying the following conditions:
(1) Each Φi is homotopic to Φ0 in the F-topology on C(M);
(2) The homotopy Hi : [0, 1]×X → (C(M),F) associated with Φi satisfies
(26) lim sup
i→∞
sup{F(H(t, x),Φ0(x)) : t ∈ [0, 1], x ∈ Z} = 0 .
Here, each {Φi}i∈N is called a (X,Z)-homotopy sequence of mappings into
C(M).
Definition 10. The c-width of Π(Φ0) is defined by:
(27) Lc(Π(Φ0)) = inf{Φi}∈Π(Φ0)
lim sup
i→∞
sup
x∈X
{Ac(Φi(x))} .
Definition 11. A min-max sequence of Π(Φ0) is a sequence
(28) S = {Φi}
∞
i=1 ∈ Π(Φ0),
with
(29) lim
i→∞
Lc(Φi) = L
c(Π(Φ0)).
Its critical set is
(30) C(S) = {V ∈ Vn(M)|V = lim
j
|Φij (xj)| and lim
j
Ac(Φij (xj)) = L
c(Π(Φ0))}.
Theorem 7 (Min-max Theorem for Π(Φ0), Theorem 1.7 in [Zho19], Theorem 3.4
in [Dey19b])). Given a closed Riemannian manifold (Mn+1, g) (n + 1 ≥ 3) and
c > 0, if the (X,Z)-homotopy class Π(Φ0) of Φ0 : X → C(M) satisfies
(31) Lc(Π(Φ0)) > sup
x∈Z
Ac(Φ0(x)) ,
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then there exists a Ω ∈ C(M) such that Ac(Ω) = Lc(Π(Φ0)) and ∂Ω is a c-CMC
hypersurface with optimal regularity.
2.3. Restrictive Homotopy Class. In the proof of the min-max theorems (even
in X. Zhou’s setting), a key observation is that for i large enough, along the homo-
topy maps H
(1)
i , H
(2)
i , H
(3)
i and H
(4)
i , the mass will only increase by at most 3δi.
In fact, the homotopy maps in Theorem 10 that we will prove later also satisfies
this property. Hence, this indicates that, in the definition of homotopy classes, we
can set an upper bound of the (c-)Area Functional along the homotopy maps and
the min-max scheme still works for such a restrictive homotopy classes.
Definition 12. We call a subset Πδ of continuous maps from finite dimensional
simplicial complexes to Zn(Mn+1;F;Z2) an restrictivem-parameter F-homotopy
family with the upper bound δ if the following properties hold.
• For any Φ ∈ Πδ, X = dmn(Φ) is a subcomplex of I(m, k) for some k ∈ N+;
• For any Φ ∈ Πδ, every continuous Φ′ : dmn(Φ) → Zn(Mn+1;F;Z2), ho-
motopic to Φ via a homotopy map H : X × [0, 1]→ Zn(M
n+1;F;Z2) with
supt,xM(H(t, x)) < supxM(Φ(x)) + δ, also lies in Π
δ.
Definition 13. Given a pair (X,Z), where Z is a subcomplex of X, a constant
c > 0, and Φ0 : X → (C(M),F), we define the restrictive (X,Z)-homotopy
class of Φ0 for Ac with the upper bound δ, denoted by Πδc(Φ0), to be the set of
all sequences of F-continuous maps {Φi : X → (C(M),F)} satisfying the following
conditions:
(1) Each Φi is homotopic to Φ0 in the F-topology on C(M), and
(2) The homotopy Hi : [0, 1]×X → (C(M),F) associated with Φi satisfies
(32) lim sup
i→∞
sup{F(H(t, x),Φ0(x)) : t ∈ [0, 1], x ∈ Z} = 0 ,
and
(33) sup
t,x
Ac(H(t, x)) < sup
x
Ac(Φ0(x)) + δ .
Here, each {Φi}i∈N is called a restrictive (X,Z)-homotopy sequence of map-
pings into C(M).
Similarly, one can define the widths L(Πδ), Lc(Πδc(Φ0)), min-max sequences,
critical sets, etc. And the min-max theorems in this new setting can be proved
analogously.
Theorem 8 (Min-max theorem for Πδ). If Πδ is a m-parameter F-homotopy family
with an upper bound δ, L(Πδ) > 0 and S is a min-max sequence of Πδ, there exists
a minimal hypersurfaces with optimal regularity V ∈ C(S) with the property (m)
and ‖V ‖(M) = L(Πδ).
Theorem 9 (Min-max Theorem for Πδc(Φ0)). Given a closed Riemannian manifold
(Mn+1, g) (n ≥ 2) and c > 0 and δ > 0, if the restrictive (X,Z)-homotopy class
Πδc(Φ0) of Φ0 : X → C(M) for A
c with the upper bound δ satisfies
(34) Lc(Πδc(Φ0)) > sup
x∈Z
Ac(Φ0(x)) ,
then there exists a Ω ∈ C(M) such that Ac(Ω) = Lc(Πδc(Φ0)) and ∂Ω is a c-CMC
hypersurface with optimal regularity.
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Remark 8. To prove the Morse inequalities, the authors of [MMN20] consider the
homology min-max for Hk(Zb,Za), where the homotopy class Π constructed therein
is essentiall the same as the restrictive homotopy class.
3. k-unstability and Morse Index
In the following, (Mn+1, g) denotes a smooth and closed Riemannian manifold
and ωp = ωp(M, g) for convenience.
3.1. k-unstability.
Definition 14 ([MN16a]). A stationary varifold Σ ∈ Vn(M) is called k-unstable,
provided that there exists ε > 0, 0 < c0 < 1 and a smooth family {Fv}v∈Bk ⊂
Diff(M) with
(35) F0 = Id, F−v = F−1v ,
for all v ∈ B
k
(a unit ball) such that, for any V ∈ B
F
2ε(Σ), the smooth function
(36) AV : B
k
→ [0,∞), v 7→ ‖(Fv)#V ‖(M) ,
satisfies
(1) AV has a unique maximum at m(V ) ∈ Bk
c0/
√
10
(0);
(2) − 1c0 Id ≤ D
2AV (u) ≤ −c0Id for all u ∈ B
k
.
Lemma 1. Given a k-unstable Σ with a quadruple (ε, c0, {Fv},m), there exists
ε0 ∈ (0, ε) small enough, such that for any ε˜ ∈ (0, ε0) and V ∈ B
F
2ε˜(Σ),
(37) (FSk−1)#(V ) ∩B
F
2ε˜(Σ) = ∅.
Proof. Suppose not and there exists Vi ∈ B
F
2ε(Σ), εi → 0, and vi ∈ S
k, such that
(1) F(Vi,Σ) ≤ 2εi.
(2) (Fvi )#(Vi) ∈ B
F
2εi(Σ).
By the compactness of Sk, up to a subsequence, we may assume that vi → v ∈
Sk. Since Fv is smooth, we can take a limit as i→∞ and obtain
(38) (Fv)#(Σ) = Σ .
However, by calculating the area of both side, we have the following inequality
(39)
‖Σ‖(M)− ‖(Fv)#(Σ)‖(M) = A
Σ(0)−AΣ(v)
= −
∫ 1
0
d
dt
AΣ(tv)dt
= −
∫ 1
0
∫ t
0
d2
d2s
AΣ(sv)dsdt
= −
∫ 1
0
∫ t
0
D2AΣ(sv)(v, v)dsdt
≥
∫ 1
0
∫ t
0
c0dsdt
=
c0
2
> 0 ,
which implies that (Fv)#(Σ) 6= Σ, giving a contradiction. 
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In the following of this paper, for technical reason, we always take ε = ε0 in the
definition of k-unstability, and it is easy to check that the varifold is still k-unstable
with the new ε.
Lemma 2. Given a k-unstable varifold Σ with a quadruple (ε, c0, {Fv},m) and any
fixed V ∈ B
F
2ε(Σ), if an integral curve x : [0, L]→ B
k
disjoint from m(V ) is defined
by
(40)
d
dt
x(t) = −f(t)∇AV (x(t)) ,
where f(t) is a positive continuous function, then we have
(41) AV (x(L)) −AV (x(0)) ≤ −
c0
2
|x(L)− x(0)|2
Proof. By the fundamental theorem of calculus, we have
(42)
AV (x(L))−AV (x(0))
=
∫ L
0
∇AV (x(t)) ·
d
dt
x(t)dt
=−
∫ L
0
f(t)|∇AV (x(t))|2dt
≤−
∫ L
0
f(t)|∇AV (x(t))|
(∫ t
0
d
ds
|∇AV (x(s))|ds
)
dt
=−
∫ L
0
f(t)|∇AV (x(t))|
∫ t
0
∇2AV (x(s))
(
∇AV (x(s)), ddsx(s)
)
|∇AV (x(s))|
dsdt
=
∫ L
0
f(t)|∇AV (x(t))|
∫ t
0
f(s)
∇2AV (x(s))
(
∇AV (x(s)),∇AV (x(s))
)
|∇AV (x(s))|
dsdt
≤− c0
∫ L
0
f(t)|∇AV (x(t))|
(∫ t
0
f(s)|∇AV (x(s))|ds
)
dt .
Here, we use the fact that ∇AV (v) 6= 0 for any v 6= m(V ). Indeed, this follows
from
(43)〈
∇AV (v), v −m(V )
〉
=
∫ 1
0
d
dt
〈
∇AV (v), v −m(V )
〉
dt
=
∫ 1
0
∇2AV (t(v −m(V )) +m(V )) (v −m(V ), v −m(V )) dt
≤ −c0|v −m(V )|
2 < 0 .
Now, let’s consider the length function l satisfying
(44) l′(t) =
∣∣∣∣ ddtx(t)
∣∣∣∣ = f(t)|∇AV (x(t))| ,
with l(0) = 0. Apparently, the length of the curve l(L) is no less than |x(L)−x(0)|.
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Therefore, we have
(45)
AV (x(L)) −AV (x(0))
≤− c0
∫ L
0
l′(t)
∫ t
0
l′(s)dudt
=− c0
∫ L
0
l′(t)l(t)dt
=−
c0
2
l(L)2
≤−
c0
2
|x(L)− x(0)|2

Lemma 3. For every k-unstable varifold Σ ∈ Vn(M), there exists an increasing
function
(46) hΣ : R
+ → R+,
such that for any V ∈ B
F
2ε(Σ), and v, w ∈ B
k
,
(47) |v − w| ≥ hΣ(F((F
Σ
v )#(V ), (F
Σ
w )#(V ))) .
Proof. It suffices to show that for every c > 0, if
(48) {(v, w)|∃V ∈ B
F
2ε(Σ),F((F
Σ
v )#(V ), (F
Σ
w )#(V )) = c} 6= ∅ ,
then
(49) {|v − w||∃V ∈ B
F
2ε(Σ),F((F
Σ
v )#(V ), (F
Σ
w )#(V )) = c} ,
has a positive lower bound.
Let’s argue by contradiction. Suppose that there exists a sequence Vi ∈ B
F
2ε(Σ)
and vi, wi ∈ B
k
with F((FΣvi )#(Vi), (F
Σ
wi)#(Vi)) = c but |vi − wi| → 0. By com-
pactness, up to a subsequence, we may assume that
(50) Vi → V, vi → v, wi → v ,
and F((FΣv )#(V ), (F
Σ
v )#(V )) = c gives a contradiction. 
Definition 15. For a stationary varifold Σ ∈ Vn(M), we define its index to be
(51) index(Σ) = k,
provided that it is k-unstable but not (k + 1)-unstable. In particular, Σ is called
stable if it is not 1-unstable.
Remark 9. This definition is compatible with the usual definition of the Morse
index for a smooth minimal hypersurface (See [MN16a]).
Similarly, we can also adopt the weak index notion to critical points of the Ac
functional.
Definition 16 ([Zho19], (modified) Definition 2.1). A critical point Ω ∈ C(M) of
Ac is called k-unstable, provided that there exists ε > 0, 0 < c0 < 1 and a smooth
family {Fv}v∈Bk ⊂ Diff(M) with F0 = Id, F−v = F
−1
v for all v ∈ B
k
such that, for
any Ω′ ∈ B
F
2ε(Ω), the smooth function
(52) AΩ
′
c : B
k
→ [0,∞), AΩ
′
c (v) = A
c(Fv(Ω
′)),
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satisfies
(1) AΩ
′
c has a unique maximum at m(Ω
′) ∈ Bk
c0/
√
10
(0);
(2) − 1c0 Id ≤ D
2AΩ
′
c (u) ≤ −c0Id for all u ∈ B
k
.
In addition, by taking ε small enough, we also assume that for any Ω′ ∈ B
F
2ε(Ω),
(53) (FSk−1)#(Ω
′) ∩B
F
2ε(Ω) = ∅.
Definition 17. For a critical point Ω ∈ C(M) of Ac, we define its index to be
(54) index(Ω) = k,
provided that Ω is k-unstable but not (k + 1)-unstable. In particular, Ω is called
stable if it is not 1-unstable.
3.2. Almgren-Pitts realizations and Morse index.
Definition 18. Let U(ωp) be the subset of APRp consisting of all the (p + 1)-
unstable minimal hypersurfaces, and S(ωp) the complement of U(ωp) in APRp,
which is the subset of minimal hypersurfaces with a Morse index upper bound p.
Remark 10. If U(ωp) = ∅, the main theorems are trivially true. Thus, we may
assume that U(ωp) 6= ∅.
Lemma 4. U(ωp) is a countable union of compact sets, i.e.,
(55) U(ωp) =
∞⋃
i=1
Ui(ωp) ,
where Ui(ωp) is compact.
Proof. By [Li19, Proposition 3.1], APRp is a compact set. By the compactness
result in [Dey19a], we also know that S(ωp)is compact.
If S(ωp) = ∅, then define Ui(ωp) := U(ωp) for all i, which is compact.
If S(ωp) 6= ∅, we can define
(56) Ui(ωp) := {V ∈ U(ωp)|F(V,S(ωp)) ≥
1
i
} .
Since the F-topology is equivalent to the varifold topology on APRp, Ui(ωp) is a
compact set and
⋃
Ui(ωp) is exactly the complement of S(ωp).
In summary, we have
(57) U(ωp) =
∞⋃
i=1
Ui(ωp) ,
which leads to the conclusion. 
4. Deformation Theorem and Morse Index Upper Bound
Firstly, let’s introduce some notations. Fix a sequence of varifolds {Σk}∞k=1 ⊂
U(ωp), and then by the definition of (p+1)-unstability, each one is associated with
a quadruple (εk, c0,k, {F
k
v },mk).
For a nonempty set K ⊂ N+, we define
(58) BFK := B
F
K({Σk}, {εk}) =
⋂
k∈K
BFεk(Σk) ,
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and
(59) k¯(K) := min{k ∈ K} .
For λ ≥ 0, we denote by BFλ,K the set
⋂
k∈K B
F
(2−2−λ)εk(Σk) . In particular, we
have for any 0 ≤ λ1 ≤ λ2,
(60) BFK = B
F
0,K ⊂ B
F
λ1,K ⊂ B
F
λ2,K ⊂
⋂
k∈K
BF2εk(Σk) .
For a nonempty finite subset K ⊂ N, λ ≥ 0 (assume BFλ,K 6= ∅), for each V ∈
B
F
λ,K :=
⋂
λ′>λ(B
F
λ′,K), we define the associated gradient flow {φ
V
λ,K(·, t)}t≥0 ⊂
Diff(B
p+1
) generated by the vector field
(61) u 7→ −F
(
(F k¯(K)u )#(V ), (B
F
λ+1,K)
c
)
∇AVk¯(K)(u) ,
where AV
k¯(K)
(u) = ‖(F
k¯(K)
u )#(V )‖(M) for any u ∈ B
p+1
.
Lemma 5. Given any λ > 0, a nonempty finite set K ⊂ N+ and small η > 0,
there exist c(λ,K) > 0 and T = T (η,K, λ) > 0 satisfying the following property.
For any V ∈ B
F
λ,K and any v ∈ B
p+1
with |v −mk¯(K)(V )| ≥ η and
(62) (F k¯(K)v )#(V ) ∈ B
F
λ+0.5,K ,
then we have
(63) AVk¯(K)(φ
V
λ,K(v, T )) < A
V
k¯(K)(φ
V
λ,K(v, 0))− c(λ,K).
Proof. If B
F
λ,K = ∅, then the conclusion holds trivially, so in the following, we
assume that B
F
λ,K 6= ∅.
For each V ∈ B
F
λ,K , we define
(64) Dsmall(V ) := {v ∈ B
p+1
|(F k¯(K)v )#(V ) ∈ B
F
λ+0.5,K} ,
and
(65) Dlarge(V ) := {v ∈ B
p+1
|(F k¯(K)v )#(V ) ∈ B
F
λ+1,K} .
We define d(V ) to be the Euclidean distance between Dsmall(V ) and ∂Dlarge(V ),
(66) d(V ) := dist(Dsmall(V ), ∂Dlarge(V )).
Claim 1: d(V ) > 0.
Indeed, by the continuity of (F
k¯(K)
· )#(V ), if w ∈ ∂Dlarge(V ), then either w ∈
Sp, or (F
k¯(K)
v )#(V ) ∈ ∂B
F
λ+1,K . However, the former case is impossible due to
our technical assumption (Lemma 1). In the latter case, by the continuity of
(F
k¯(K)
v )#(V ) again and the fact that ∂B
F
λ+1,K∩B
F
λ+0.5,K = ∅, we can conclude that
w /∈ Dsmall(V ). In other words, ∂Dlarge(V ) ∩ Dsmall(V ) = ∅, and thus d(V ) > 0
since these two sets are compact. 
Claim 2: d(·) has a uniform positive lower bound d˜ = d˜(λ,K) > 0 on B
F
λ,K .
Suppose not, and then there exists a sequence Vi ⊂ B
F
λ,K , such that d(Vi)→ 0.
B
F
λ,K is a compact set, so we may assume that Vi → V ∈ B
F
λ,K . Since ∂Dlarge(Vi)
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and Dsmall(Vi) are compact, there exist v
1
i ∈ Dsmall(Vi) and v
2
i ∈ ∂Dlarget(Vi) such
that
(67) d(Vi) = dist(v
1
i , v
2
i ).
By the compactness of B
p+1
and d(Vi) → 0, up to subsequence, we may assume
that there is v ∈ B
p+1
, v1i → v and v
2
i → v. By the closedness of B
F
λ+0.5,K and
∂B
F
λ+1,K , one can easily verify that v ∈ Dsmall(V )∩∂Dlarge(V ), which contradicts
to Claim 1. Thus, there exists a positive lower bound. 
Now, let’s consider
(68) P := {(V, v) ∈ B
F
λ,K ×B
p+1
|v 6= mk¯(K)(V ), v ∈ Dsmall(V )}.
For any (V, v) ∈ P , AV
k¯(K)
(φVλ,K(v, t)) is strictly decreasing with respect to t > 0
since v 6= mk¯(K)(V ). Therefore, we can define
(69) δAλ,K(V, v) := lim
t→∞(A
V
k¯ (φ
V
λ,K(v, 0))−A
V
k¯ (φ
V
λ,K(v, t))) > 0
Claim 3: δAλ,K(V, v) has a uniform positive lower bound 2c(λ,K) > 0 on P .
Indeed, by the definition of φVλ,K(·, t), we know that,
(70) F(φVλ,K(v, t), ∂Dlarge(V ))→ 0,
as t→∞. By Lemma 2 and Claim 2, we obtain for δAλ,K a uniform lower bound
(71) 2c(λ,K) :=
c0,k¯(K)
2
d˜(λ,K)2 .

Finally, to conclude, it suffices to find T = T (η,K, λ) > 0 such that for all
(V, v) ∈ P and |v −mk¯(K)(V )| ≥ η,
(72) AVk¯(K)(φ
V
λ,K(v, T )) < A
V
k¯(K)(φ
V
λ,K(v, 0))− c(λ,K) .
Following the proof of [MN16a, Lemma 4.5], we argue by contradiction. Suppose
there exists a sequence (Vi, vi) ∈ P and |vi −mk¯(K)(Vi)| ≥ η, such that
(73) AVi
k¯(K)
(φViλ,K(vi, t)) ≥ A
Vi
k¯(K)
(φViλ,K(vi, 0))− c(λ,K).
for any t ∈ [0, i]. By compactness, we may assume that Vi → V and vi → v with
(V, v) ∈ P and |v −mk¯(K)(V )| ≥ η. Hence, for any t ≥ 0,
(74) AVk¯(K)(φ
V
λ,K(v, t)) ≥ A
V
k¯(K)(φ
V
λ,K(v, 0))− c(λ,K),
contradicting to Claim 3. 
Lemma 6. Given a constant λ > 0, a nonempty finite subset K ⊂ N+ (assume
that BFλ,K 6= ∅) and c(λ,K) the constant in Lemma 5, for any δ ∈ (0, c(λ,K)/4),
any l ∈ {0, 1, · · · , p} and any continuous map,
(75) Θ : X l → BFλ,K ,
where X l is an l-dimensional finite simplicial complex, there exists a homotopy map
(76) HΘ,δλ,K : X
l × [0, 1]→ BFλ+1,K ,
such that
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(1) HΘ,δλ,K(·, 0) = Θ(·);
(2) ∀x ∈ X l, ‖HΘ,δλ,K(x, 1)‖(M) ≤ ‖Θ(x)‖(M)− c˜(λ,K);
(3) ∀x ∈ X l, t ∈ [0, 1], ‖HΘ,δλ,K(x, t)‖(M)− ‖Θ(x)‖(M) ≤ δ.
Here, c˜(λ,K) = c(λ,K)/2. More precisely,
• For t ∈ [0, 1/2], F(HΘ,δλ,K(x, t),Θ(x)) ≤ δ;
• For t ∈ [1/2, 1], there exists v(x) ∈ B
p+1
, such that
(77) HΘ,δλ,K(x, t) = φ
Θ(x)
λ,K (v(x), (2t− 1)T ) .
Proof. Firstly, since F(B
F
λ,K , ∂B
F
λ+0.5,K) > 0, there exists δ0 ∈ (0, δ) such that for
any V ∈ B
F
λ,K , if a varifold W satisfies that F(V,W ) ≤ δ0, then
(78)
‖W‖(M) ≤ ‖V ‖(M) + δ ,
W ∈ B
F
λ+0.5,K .
By the compactness of B
F
λ,K and B
p+1
, We can also choose δ1 > 0 such that
(79) F((F k¯(K)v )#(V ), V ) ≤ δ0 < δ,
for any V ∈ B
F
λ,K , v ∈ B
p+1
(δ1).
Since Σk¯(K) is (p+1)-unstable, and ∀x ∈ X
l,Θ(x) ∈ B
F
λ+0.5,K ⊂ B
F
2εk¯(K)
(Σk¯(K)),
we can follow the construction of Hˆi in the proof of [MN16a, Theorem 5.1] and
obtain a homotopy map
(80) Hˆ : X l × [0, 1]→ B
p+1
(δ1),
such that Hˆ(·, 0) = 0 and
(81) inf
x∈Xl
|mk¯(K)(Θ(x)) − Hˆ(x, 1)| ≥ η > 0 ,
for some η = η(δ,K,Θ, λ) > 0.
Finally, applying Lemma 5 with v = Hˆ(x, 1) for Θ(x), we can obtain
(82) HΘ,δλ,K(x, t) =
{
(F k¯
Hˆ(x,2t)
)#Θ(x) t ∈ [0, 1/2]
φ
Θ(x)
λ,K (Hˆ(x, 1), (2t− 1)T ) t ∈ (1/2, 1] ,
which fulfills all the conditions. 
Theorem 10 (Deformation Theorem A). Given a min-max sequence {Φi}i∈N for
ωp, where Xi = dmn(Φi) has dimension no greater than p, then up to a subsequence,
there exists another sequence {Ψi} such that
(1) Ψi is homotopic to Φi in the F-topology;
(2) L({Ψi}i∈N) = ωp;
(3) There exists a positive function ε¯ : U(ωp) → R+ satisfying the following
property. For any Σ ∈ U(ωp), there exists i0 ∈ N such that for all i ≥ i0,
(83) |Ψi|(Xi) ∩B
F
ε¯(Σ)(Σ) = ∅ .
Hence, C({Ψi}) ∩ APRp ⊂ S(ωp).
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Proof. The proof consists of 4 steps.
Step 1. We construct a (finite or countable) sequence of (p+1)-unstable minimal
hypersurfaces {Σk} ⊂ U(ωp) and their associated quadruples {(εk, c0,k, {F kv },mk)}
such that the following conditions hold.
• ∀k1 6= k2,BFεk1 (Σk1 ) 6⊂ B
F
εk2
(Σk2);
• U(ωp) ⊂
⋃∞
k=1B
F
εk(Σk) and moreover, ∀m ∈ N
+, ∃km ∈ N+,
(84) Um(ωp) ⊂
km⋃
i=1
BFεi(Σi) ;
• For any fixed k, K¯(Σk) := {k′|BF2εk′ (Σk′) ∩B
F
2εk(Σk) 6= ∅} has
(85) #K¯(Σk) <∞ .
For each Σ ∈ U(ωp), since it is (p + 1)-unstable, we can associate it with a
quadruple (εΣ, c0,Σ, {FΣv },mΣ) and then {B
F
εΣ(Σ)} covers U(ωp). Note that we
can always take a smaller εΣ such that Σ is still (p + 1)-unstable with the new
quadruple.
If U(ωp) itself is compact, we can find a finite cover {Σk} with the quadruples
above satisfying all the conditions.
Otherwise, by Lemma 4, U(ωp) =
⋃
m Um(ωp), where Um(ωp) is compact. Let’s
construct the sequence inductively in m. For m = 1, for each Σ ∈ U1(ωp), we take
εΣ to be smaller than
1
2 , and then take a finite cover {Σk}
k1
k=1 of U1(ωp) with the
smallest k1. Moreover, we also have
(86)
k1⋃
k=1
BF2εk(Σk) ⊂ U2(ωp) .
Inductively, for m > 1, Um−1(ωp) is covered by {Σk}
km−1
k=1 , so we only need to
consider the compact set Rm = Um(ωp)\
⋃km−1
k=1 B
F
εk(Σk). For each Σ ∈ Rm, we
take εΣ to be smaller than
1
m(m+1) , and then take a finite cover {Σk}
km
k=1+km−1
with
the smallest km. Note that we still have
(87)
km⋃
k=1
BF2εk(Σk) ⊂ Um+1(ωp) .
It follows that this procedure generates a sequence {Σk}k∈N fulfilling all the condi-
tions.
Step 2. We construct a function η : U(ωp)→ (0, 1], such that
• Nη :=
⋃
Σ∈U(ωp)B
F
2η(Σ)(Σ) ⊂
⋃
kB
F
εk
(Σk) andN iη :=
⋃
Σ∈Um(ωp)B
F
2η(Σ)(Σ) ⊂⋃km
k=1B
F
εk
(Σk).
• On each Um(ωp), η has a positive lower bound η˜m > 0.
• For any λ ∈ {0, 1, · · · , p}, l ∈ {0, 1, · · · , p},K ⊂ N, δ ∈ (0, c(λ,K)/4) and
any continuous map Θ : X l → Nη ∩BFλ,K(Nη ∩B
F
λ,K 6= ∅), there exists a
homotopy map HΘ,δλ,K : X
l × [0, 1]→ BFλ+1,K , such that
(1) HΘ,δλ,K(·, 0) = Θ(·).
(2) ‖HΘ,δλ,K(x, t)‖(M)− ‖Θ(x)‖(M) ≤ δ, ∀t ∈ [0, 1].
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(3) For t ∈ [0, 1/2], F(HΘ,δλ,K(x, t),Θ(x)) ≤ δ.
(4) For t ∈ [1/2, 1], there exists v(x) ∈ B
p+1
, such that
(88) HΘ,δλ,K(x, t) = φ
Θ(x)
λ,K (v(x), (2t− 1)T ) .
(5) HΘ,δλ,K(·, 1) 6∈ Nη.
Claim 1. There exists a continuous positive function η1 : U(ωp) → R
+ such
that for any i ∈ N,Σ ∈ Um(ωp),
(89) BF2η1(Σ)(Σ) ⊂
km⋃
k=1
BFεk(Σk) .
We can define η1 inductively. If Σ ∈ U1(ωp), then
(90) η1(Σ) := max{r > 0|B
F
2r(Σ) ⊂
k1⋃
k=1
BFεk(Σk)} .
If m ≥ 2 is the least number such that Σ ∈ Um(ωp)\Um−1(ωp), we define
(91) η1(Σ) := min
{
max
{
r > 0|BF2r(Σ) ⊂
⋃km
k=1B
F
εk
(Σk)
}
,
min {η1(Σ′) + F(Σ,Σ′)|Σ′ ∈ Um−1(ωp)}
}
> 0 .
Note that η1 is continuous and thus has a positive lower bound on each compact
set Um(ωp). 
We define η(Σ) to be the largest number in (0,min(η1(Σ), 1)] such that
(92) ∀V ∈ BFη(Σ)(Σ), λ ∈ {0, 1, · · · , p}, |ωp − ‖V ‖(M)| ≤ c˜(λ, K˜)/3,
for any nonempty subset K˜ ⊂ {k|BFη1(Σ)(Σ) ∩B
F
2εk
(Σk) 6= ∅}.
To show that η has a positive lower bound η˜m on each Um(ωp), we observe that
for any Σ ∈ Um(ωp), {k|BFη1(Σ)(Σ) ∩B
F
2εk
(Σk) 6= ∅} is a subset of
(93) Km =
km⋃
k=1
K¯(Σk) ,
since
⋃
Σ∈Um(ωp)B
F
2η1(Σ)
(Σ) ⊂
⋃km
k=1B
F
εk(Σk). By the third bullet in Step 1, Km
is also a finite set. It follows from the compactness of Um(ωp) that there exists a
positive number η˜m, such that for any Σ ∈ Um(ωp) and any V ∈ BFη˜m(Σ),
(94) |ωp − ‖V ‖(M)| ≤ min
K⊂Km,λ∈{0,1,2,··· ,p}
c˜(λ,K)/3,
and thus, η(Σ) ≥ η˜m > 0 on Um(ωp).
For the third bullet, we use Lemma 6 to construct the homotopy map HΘ,δλ,K . It
follows immediately that conditions (1), (2), (3) and (4) are satisfied. Suppose that
condition (5) doesn’t hold, and then there exist some x ∈ X l and some Σ ∈ U(ωp),
such that HΘ,δλ,K(x, 1) ∈ B
F
η(Σ)(Σ) ∩B
F
λ+1,K . Hence, by the definition of η, we have
(95) ωp − ‖H
Θ,δ
λ,K(x, 1)‖(M) < c˜(λ,K)/2 .
On the other hand, we also have HΘ,δλ,K(x, 0) = Θ(x) ∈ B
F
η(Σ)(Σ) ∩ B
F
λ+1,K , and
thus,
(96) ‖Θ(x)‖(M)− ωp < c˜(λ,K)/2 ,
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so ‖Θ(x)‖(M)− ‖HΘ,δλ,K(x, 1)‖(M) < c˜(λ,K), which gives a contradiction to (2) of
Lemma 6.
Step 3. We show that the homotopy map defined in Step 2 would not push a
varifold too close to U(ωp), provided that it is far away from U(ωp) initially.
More precisely, we would like to show that for any Σ ∈ U(ωp), there exist two
sequences {εq(Σ)}
p
q=1 ⊂ R
+ and {aq(Σ)}
p+1
q=1 with a1(Σ) = 2 and aq(Σ) ≥ 2
q
satisfying the following property. In the third bullet of Step 2, for any q ∈
{1, . . . , p}, Σ ∈ U(ωp) with BFλ+1,K ∩ B
F
η(Σ)(Σ) 6= ∅, and x ∈ X
l with Θ(x) /∈
BFη(Σ)/aq(Σ)(Σ) as well as ‖Θ(x)‖(M) − ωp ≤ εq(Σ), we have for all t ≥ 0 and
δ ∈ (0,min(η(Σ)/(4aq(Σ)), εq(Σ))),
(97) HΘ,δλ,K(x, t) /∈ B
F
η(Σ)/aq+1(Σ)
(Σ) .
Moreover, in each Um(ωp), εq(Σ) has a positive lower bounds ε˜mq and aq(Σ) has a
uniform upper bounds a˜mq .
Let’s construct aq(Σ) and εq(Σ) inductively. Note that a priori, we have a1(Σ) =
2.
For Σ ∈ U(ωp), suppose that we have defined aq(Σ) and, if q > 1, εq−1(Σ).
For any natural number k with B
F
p+1,{k} ∩ B
F
η(Σ)(Σ) 6= ∅, and V ∈ B
F
p+1,{k}, if(
(F k· )#(V )
)−1
B
F
η(Σ)/(2aq(Σ))(Σ) 6= ∅ and
(
(F k· )#(V )
)−1
∂BF3η(Σ)/(4aq(Σ))(Σ) 6= ∅,
we define
(98)
dq,Σ,k(V ) := dist
((
(F k· )#(V )
)−1
∂BF3η(Σ)/(4aq(Σ))(Σ),(
(F k· )#(V )
)−1
B
F
η(Σ)/(2aq(Σ))(Σ)
)
.
Otherwise, dq,Σ,k(V ) := +∞. By Lemma 3, we have
(99) dq,Σ,k(V ) ≥ hΣk(η(Σ)/(4aq(Σ))).
Let’s fix a k′ such that B
F
p+1,{k′}∩BFη(Σ)(Σ) 6= ∅ and observe any k with B
F
p+1,{k}∩
BFη(Σ)(Σ) 6= ∅ is inside K¯(Σk′) in the third bullet of Step 1 and #K¯(Σk′ ) < ∞.
Hence, we can define
(100) εq(Σ) := min
k,
B
F
p+1,{k}∩BFη(Σ)(Σ) 6=∅
c0,k
16
(hΣk(η(Σ)/(4aq(Σ))))
2
.
Claim 2. There exists ε˜mq > 0, such that infΣ∈Um(ωp) εq(Σ) ≥ ε˜
m
q .
For any fixed Um(ωp), by the first bullet of Step 2, we know that
(101) K ′m = {k|∃Σ ∈ Um(ωp),B
F
p+1,{k} ∩B
F
η(Σ)(Σ) 6= ∅} ⊂
km⋃
k=1
K¯(Σk) ,
which implies that #K ′m <∞.
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By our assumption and the definition of η(Σ), η(Σ)/a(Σ) has a positive lower
bound, say c′m > 0 among all Σ ∈ Um(ωp). Hence,
(102)
inf
Σ∈Um(ωp)
εq(Σ) = inf
Σ∈Um(ωp)
min
k,
B
F
p+1,{k}∩BFη(Σ)(Σ) 6=∅
c0,k
16
(hΣk(η(Σ)/(4aq(Σ))))
2
= min
k∈K′m
inf
Σ∈Um(ωp),
B
F
p+1,{k}∩BFη(Σ)(Σ) 6=∅
c0,k
16
(hΣk(η(Σ)/(4aq(Σ))))
2
≥ min
k∈K′m
c0,k
16
hΣk(c
′
m)
2 > 0 .

Let’s take aq+1(Σ) ≥ 2aq(Σ) + 1 to be the smallest number such that for any
V ∈ B
F
η(Σ)/aq+1(Σ)(Σ),
(103) ‖V ‖(M) ≥ ωp − εq(Σ) .
Claim 3. There exists a˜mq+1 > 0, such that infΣ∈Um(ωp) aq+1(Σ) ≥ a˜
m
q+1.
Since η(Σ) ≤ 1, it suffices to there exists a constant c′m > 0 such that for any
Σ ∈ Um(ωp) and V ∈ B
F
c′m
(Σ),
(104) ‖V ‖(M) ≥ ωp − ε˜
m
q .
Then, we have aq+1(Σ) ≤ 1/c′m for any Σ ∈ Um(ωp).
Let’s argue by contradiction. Suppose not and there exists a sequence {Σi} ∈
Um(ωp) and Vi ∈ B
F
1/i(Σ) such that
(105) ‖Vi‖(M) < ωp − ε˜
m
q .
By the compactness of Um(ωp), up to a subsequence, we may assume that Σi → Σ
and Vi → Σ. However, ‖Σ‖(M) = ω(p) and thus
(106) ωp < ωp − ε˜
m
q ,
giving a contradiction. 
Claim 4. HΘ,δλ,K(x, t) /∈ B
F
η(Σ)/aq+1(Σ)
(Σ) provided that Θ(x) /∈ BFη(Σ)/aq(Σ)(Σ)
and ‖Θ(x)‖(M)− ωp ≤ εq(Σ).
Indeed, since δ < η(Σ)/(4aq(Σ)) and Θ(x) /∈ BFη(Σ)/aq (Σ), for t ∈ [0, 1/2], we
have F(HΘ,δλ,K(x, t),Σ) ≥ 3η(Σ)/(4 · ak) ≥ η(Σ)/aq+1(Σ).
To show that F(HΘ,δλ,K(x, t),Σ) ≥ η(Σ)/aq+1(Σ) for t ∈ (1/2, 1], we first note that
δ < εq(Σ) and thus, ‖H
Θ,δ
λ,K(x, 1/2)‖(M) ≤ ωp+2εq(Σ). Let’s argue by contradiction
and suppose there exists a t1 ∈ (1/2, 1] such that H
Θ,δ
λ,K(x, t1) ∈ B
F
η(Σ)/aq+1(Σ)(Σ).
In this case, let k = k¯(K) and
(107)
dist
((
(F k· )#(Θ(x))
)−1
(HΘ,δλ,K(x, t1)),
(
(F k· )#(Θ(x))
)−1
(HΘ,δλ,K(x, 1/2))
)
≥dist
((
(F k· )#(Θ(x))
)−1
(B
F
η(Σ)/aq+1(Σ)(Σ)),
(
(F k· )#(Θ(x))
)−1
(∂BF3η(Σ)/(4aq)(Σ)(Σ))
)
≥dq,Σ,k(Θ(x)) ≥ d˜q,Σ,k > 0 .
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It follows from Lemma 2 that
(108)
‖HΘ,δλ,K(x, t1)‖(M) ≤ ‖H
Θ,δ
λ,K(x, 1/2)‖(M)−
c0,k
2
(d˜q,Σ,k)
2
≤ ωp + 2εq(Σ)− 8εq(Σ)
= ωp − 6εq(Σ) ,
contradicting to the definition of aq+1(Σ). 
Before the end of this step, we define
(109) εm := min
q∈{1,2,··· ,p}
inf
Σ∈Um(ωp)
min(η(Σ)/(4aq(Σ)), εq(Σ)) > 0 .
Step 4. Up to a subsequence, we construct the homotopy map Hi : X× [0, 1]→
Zn(M ;F;Z2), such that Hi(·, 0) = Φi and Hi(·, 1) = Ψi with all the required
properties.
We choose a subsequence {Φji} such that sup{M(Φji(x))} ≤ ωp + εi/2 where
εi is defined in the end of Step 3. For simplicity, we still denote the sequence by
{Φi}.
For a fixed Φi : Xi → Zn(M ;F;Z2) and a positive function ψ : Ui(ωp) → R+,
we define
(110) N iψ :=
⋃
Σ∈Ui(ωp)
BF2ψ(Σ)(Σ) ,
and then it suffices to deform Φi to Ψi such that |Ψi| ∩ N iη/(2ap+1) = ∅.
To do so, we start with a finer subdivision on Xi such that for each (closed) face
F of Xi,
(1) If |Φi|(F ) ∩ N iη/2 6= ∅, then |Φi|(F ) ⊂ N
i
η. This is possible, since η has a
uniform lower bound on Ui(ωp), which implies that F(∂N iη,N
i
η/2) > 0. The
set consisting of all such faces will be denoted by B.
(2) For F ∈ B, we can assign a nonempty finite set K(F ) ⊂ N, such that
|Φi|(F ) ⊂ BFK(F ) and if F ⊂ F
′both in B, we have K(F ) ⊃ K(F ′). This
can be defined inductively on the decreasing dimensions as long as the
subdivision is fine enough.
Now, we would like to construct the homotopy map Hi inductively on the k-
skeleton of Xi, i.e., X
(k)
i .
For k = 0, we apply Step 2 with λ = 0 and δ < εi/4 to all the 0-cells in B. For
all the 0-cells outside B, we simply construct a constant homotopy map. Thus, we
obtain a map H
(0)
i defined on X
(0)
i × [0, 1]. Moreover, |H
(0)
i |(X
(0)
i × 1)∩N
i
η/a1
= ∅
and |H
(0)
i |(x, [0, 1]) ⊂ B
F
1,K(x) for any x ∈ B
(0).
Inductively, suppose that we have constructed H
(k−1)
i on X
(k−1)
i (k ≥ 1), and
now we consider the k-cells in Xi. Fixing Fk ∈ X
(k)
i \X
(k−1)
i , then ∂Fk ∈ X
(k−1)
i .
Note that F ′k := Fk∪(∂Fk × [0, 1]) is homeomorphic to Fk (∼= D
k), so we can define
Θ on F ′k by concatenating H
(k−1)
i on ∂Fk × [0, 1] and Φi on Fk. Now, we would
like to construct a homotopy map H˜
(k)
i with initial data Θ.
If Fk /∈ B, then according to the definition of B, no cell in ∂Fk belongs to B
either. Thus, the homotopy map H˜
(k)
i on F
′
k in this case can be defined as a
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constant homotopy. It’s worthy to note that
(111) |H˜
(k)
i (F
′
k × 1 ∪ ∂F
′
k × [0, 1])| ∩ N
i
η/ak+1
= ∅ .
If Fk ∈ B, similar to the refinement mentioned at the beginning, by the second
condition on the subdivision, we know that |Θ|(F ′k) ⊂ B
F
k,K(Fk)
. We can make
a subdivision on F ′k such that, each (closed) k-dimensional face F˜ with |Θ|(F˜ ) ∩
N iη/ak 6= ∅ must have |Θ|(F˜ ) ⊂ N
i
η. The union of all such k-dimensional faces now
will be denoted by Y . Note that |Θ|(∂Y ) ∩ N iη/ak = ∅, since |Θ|(∂F
′
k) ∩ N
i
η/ak
= ∅
by induction. With this new subdivision, we can define a map
(112) Hˆ : F ′k × [0, 1] ∪ Y × [1, 2]→ Zn(M ;F;Z2)
such that Hˆ(·, t) := Θ(·) for t ∈ [0, 1], and Hˆ(·, t + 1) = H
|Θ|,δ
k,K(Fk)
(·, t) for t ∈ [0, 1]
in Step 2 with δ < εi. By the construction of Y , we have
(113) |Hˆ((F ′k − Y )× 1 ∪ ∂F
′
k × [0, 1])| ∩ N
i
η/ak+1
= ∅ .
By (5) in the third bullet of Step 2,
(114) |Hˆ(Y × 2)| ∩ N iη/ak+1 = ∅ .
By Step 3,
(115) |Hˆ(∂Y × [1, 2])| ∩ N iη/ak+1 = ∅ .
We can derive H˜
(k)
i : F
′
k × [0, 1] → Zn(M ;F;Z2) from Hˆ induced by the homeo-
morphism
(116)
(F ′k × [0, 1],∂F
′
k × [0, 1], F
′
k × 1)
∼= (F ′k × [0, 1] ∪ Y × [1, 2],
∂F ′k × [0, 1], (F
′
k\Y )× 1) ∪ (Y × 2) ∪ (∂Y × [1, 2])) ,
By the property of Hˆ , we also have
(117) |H˜
(k)
i (F
′
k × 1 ∪ ∂F
′
k × [0, 1])| ∩ N
i
η/ak+1
= ∅ .
For both cases, we can derive H
(k)
i : Fk × [0, 1] → Zn(M ;F;Z2) from H˜
(k)
i
induced by the homeomorphism
(118) (Fk × [0, 1], Fk × 1) ∼= (F
′
k × [0, 1], F
′
k × 1 ∪ ∂F
′
k × [0, 1]),
satisfying that H
(k)
i |∂Fk×[0,1] = H
(k−1)
i |∂Fk×[0,1] and H
(k)
i |Fk(·, 0) = Φi|Fk . Note
that,
(119) |H
(k)
i (Fk × 1)| = |H˜
(k)
i (F
′
k × 1 ∪ ∂F
′
k × [0, 1])| ,
Therefore, we can concatenate all the H
(k)
i ’s defined on Fk × [0, 1]’s and obtain
(120) H
(k)
i : X
(k)
i → Zn(M ;F;Z2).
Moreover, we can conclude that
(121) |H
(k)
i |(X
(k)
i × 1) ∩ N
i
η/ak+1
= ∅ .
In summary, we can take Ψi := H
(p)
i (·, 1) and ε¯(Σ) := η(Σ)/(2 · ap+1(Σ)). It
follows immediately that all the conditions hold. 
Now, we are able to prove our first Morse index upper bound theorem.
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Proof of Theorem 3. For any min-max sequence {Φi} for p-width, by Theorem 10,
there exists a new min-max sequence {Ψi} such that C({Ψi}) ∩ APRp ⊂ S(ωp).
Therefore, the Almgren-Pitts theory generates a minimal hypersurface with optimal
regularity V ∈ C({Ψi}) ∩ APRp ⊂ S(ωp), i.e., index(spt(V )) ≤ p. 
In addition, combined with [MN18, Theorem 4.7], we can obtain a slightly
stronger result.
Theorem 11. Suppose that (Mn+1, g) is a closed Riemannian manifold with n+ 1 ≥ 3,
then for any p ∈ N+, there exists a min-max sequence {Φi} ⊂ Pp such that
(122) C{Φi} ⊂ S(ωp) .
Proof. By the Deformation Theorem A (Theorem 10) above, it suffices to show
that given any pulled-tight min-max sequence {Φi} for p-width, we can obtain a
homotopic min-max sequence {Ψi} such that L({Ψi}) = L({Φi}), and C({Ψi}) ⊂
C({Φi}) ∩ APRp.
In Theorem 4.7 [MN18], for any fixed j, we can choose R, δ, δ to be Rj =
δj = δj = 4
−j, and then we could always find a sequence {Ψji}, such that the
sequence {Ψji} satisfies all the conclusions with APRp in place ofWL, since APRp
is compact. Applying the diagonal method, we can obtain a desired {Ψi} from
{Ψji}. 
Analogously, we can obtain a Morse index upper bound for the Ac functional.
Theorem 12. Given (Mn+1, g) (n ≥ 2) a Riemannian manifold, c > 0 and δ > 0,
if the (X,Z)-homotopy class Π(Φ0) of Φ0 : X
k → C(M) satisfies
(123) Lc(Π(Φ0)) > sup
x∈Z
Ac(Φ0(x)) ,
then there exists a Ω ∈ C(M) such that Ac(Ω) = Lc(Π(Φ0)) and ∂Ω is a c-CMC
hypersurface with optimal regularity and Morse index upper bound k.
In addition, the same conclusion also holds for the restrictive (X,Z)-homotopy
class Πδc(Φ0) of Φ0 for A
c with the upper bound δ, provided that
(124) Lc(Πδc(Φ0)) > sup
x∈Z
Ac(Φ0(x)) .
5. Construction of c-CMC hypersurfaces and improved Morse Index
Bound
5.1. Approximation by c-CMC hypersurfaces. It is well-known that a smooth
minimal hypersurface with a positive Jacobi field must be stable. In fact, it is true
even for a minimal hypersurface with optimal regularity.
Lemma 7. Suppose that Σn ⊂ (Mn+1, g) is an oriented minimal hypersurface with
optimal regularity, whose unit normal in the regular part is chosen as ν. If there
exists a smooth positive solution u to the Jacobi equation defined on Σ\S, where
S ⊃ Sing(Σ) is a closed subset of codimension no less than 7, i.e.,
(125) LΣnu := −∆u−
(
RicM (ν, ν) + |AΣ|
2
)
u = 0 in Σ\S ,
then Σ is stable.
Remark 11. Although u is smooth in Σ\S, u might be unbounded near S.
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Proof. Suppose not and Σ is unstable, since dimS ≤ n− 7, there exists a smooth
function f compactly supported in Σ\S satisfying the following unstability inequal-
ity,
(126)
∫
Σ
|∇f |2 −
(
RicM (ν, ν) + |AΣ|
2
)
f2 < 0 .
Note that u is smooth, bounded and positive in spt f , we may write f as g · u,
where g is compactly supported in Σ\S and thus obviously non-constant. Therefore,
the left hand side is
(127)
∫
Σ
|∇(gu)|2 −
(
RicM (ν, ν) + |AΣ|
2
)
(gu)2
=
∫
Σ
−∆(gu) · gu−
(
RicM (ν, ν) + |AΣ|
2
)
(gu)2
=
∫
Σ
−∆g · gu2 − 2∇g · ∇u · gu− gu2
(
−∆u−
(
RicM (ν, ν) + |AΣ|
2
)
u
)
=
∫
Σ
|∇g|2 · u2 > 0 ,
which gives a contradiction to the inequality (126) above. 
In X. Zhou’s multiplicity one theorem for sweepouts of boundaries ([Zho19],
Theorem 4.1), he used two-sided PMC hypersurfaces to approximate minimal hy-
persurfaces to exclude higher-multiplicity components. Here, we will approximate
minimal hypersurfaces by c-CMC hypersurfaces instead.
Proposition 1. Given a sequence of two-sided, multiplicity one ci-CMC hypersur-
faces V i as the boundary of some Cacciopoli set with optimal regularity and Morse
index upper bound k in (M, g), if ci ց 0 and ‖V
i‖(M) → A ∈ (0,∞), then there
exists a minimal hypersurface V with optimal regulariy, whose support is a disjoint
union of connected minimal hypersurfaces {Σj}j=1,··· ,lk with multiplicities {mj},
such that, up to a subsequence,
(128) V i ⇀ V ,
and thus ‖V ‖(M) = A.
Moreover, every component of V with multiplicity greater than 2 is stable and
(129)
∑
mj≤2
index(Σj) ≤ k .
Proof. By the compactness of CMC hypersurfaces (See [BCW19], [Sha15]), we know
that the limit is a minimal hypersurface V with optimal regularity, and the support
has Morse index upper bound k.
It suffices to show that ifmj ≥ 3, then the corresponding component Σj is stable.
For such Σj , we will consider two cases, i.e., either reg(Σj) is 2-sided or 1-sided.
Case 1: If Σj is 2-sided, by the sheeting theorem in [BCW19] and [Sha15],
we know that outside at most k points and the singular set of Σj , there exists an
exhaustion by compact domains {Ui ⊂ Σj} and small neighborhoods U˜i of Ui in
the image of the exponential map of its normal bundle with a fixed unit normal,
such that, up to a subsequence, the inverse image of spt(V i) ∩ U˜i as a smooth
multi-graph graphically converges to Σj . Note that the number of the graphs is
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determined by the multiplicity mj . Therefore, spt(V
i) ∩ U˜i can be written as a set
of mj-normal graphs {u1i , u
2
i , · · · , u
mj
i : u
·
i ∈ C
∞(Ui)}, and
(130) u1i ≤ u
2
i ≤ · · · ≤ u
mj
i ,
where u·i → 0 in the smooth topology as i→∞.
Since Vi is the boundary of some Cacciopoli set, it follows immediately from
the Constancy theorem that these graphs have alternate unit outer normal. In
particular, mj ≥ 3 implies that there exists two graphs u1i and u
3
i whose unit outer
normal both pointing upwards or downwards w.r.t. the unit normal over Ui.
Following the proof of [Zho19, Theorem 4.1], we can obtain a similar equation
as (4.3) therein, i.e.,
(131) LΣj (u
3
k − u
1
k) + o(u
3
k − u
1
k) = 0.
Fix a point p ∈ U1 and the Strong Maximum Principle [Zho19, Lemma 3.12]
indicates that u3k − u
1
k > 0. Thus, if we define h
k(x) := (u3k(x) − u
1
k(x))/(u
3
k(p) −
u1k(p)), a standard Harnack inequality will lead to the limit h(x) > 0 defined over
Σj outside at most k points and the singular set of Σj, where the convergence is
taken in the smooth topology.
In particular, h(x) is a positive “Jacobi field” as in Lemma 7. It follows imme-
diately that Σj is stable.
Case 2: If Σj is 1-sided, we can follow part 8 in the proof of [Zho19, Theorem 4.1]
by considering a 2-sided double cover Σ˜j of Σj . The proof in Case 1 applied to
Σ˜j implies that Σ˜j is stable and therefore Σj is stable by simple lifting of vector
fields. 
5.2. Approximating c-CMC hypersurfaces. For each fixed p ∈ N+, let’s fix a
pulled-tight min-max sequence S = {Φi} ⊂ Pp, satisfying that
(132) lim
i→∞
sup
x
{M(Φi(x))} = ωp,
and supx{M(Φi(x))} ≤ ωp + 1/i.
Without loss of generality, we can always assume that Xi := dmn(Φi) is of
dimension p, since otherwise we can simply restrict Φi to its p-skeleton. Moreover,
by Theorem 11, we can also assume that any V ∈ C(S) is a minimal hypersurface
with optimal regularity.
5.2.1. Construction of Restrictive F-homotopy Families.
For each fixed i ∈ N+, l ∈ {0, 1, · · · , p}, let’s define X
(l)
i to be the l-skeleton of
Xi and Φ
(l)
i := Φi|X(l)
i
. The corresponding restrictive F-homotopy family Π
(l)
i
for Φ
(l)
i is defined as
(133)
Π
(l)
i = {Ψ : X
(l)
i → Zn(M ;F;Z2)|∃H : X
(l)
i × [0, 1]→ Zn(M ;F;Z2) ,
H(·, 0) = Φ
(l)
i , H(·, 1) = Ψ ,
sup
x,t
{M(H(x, t))} ≤ sup
x
M(Φi(x)) +
l
i
} .
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Thus, we can still define a min-max value L
(l)
i for each Π
(l)
i by
(134) L
(l)
i := inf
Ψ∈Π(l)
i
sup
x
M(Ψ(x)) ≤ sup
x
M(Φi(x)).
Since L
(l)
i is well-defined for each i and l, one can also define
(135) L(l) = lim inf
i
L
(l)
i ,
and it is easy to see that for each l, L(l) ≤ ωp and L
(p) = ωp.
Lemma 8. L(0) < ωp, provided that any minimal hypersurface with optimal regu-
larity in APRp is 1-unstable.
Proof of Lemma 8. Since S = {Φi} is pulled-tight and the compact set C(S) con-
sists of 1-unstable minimal hypersurfaces with optimal regularity, we can find a
finite cover {BF2εk(Σk)} from the cover {B
F
2εΣ(Σ)}Σ∈C(S).
Hence, there exists a constant ε > 0 such that for i large enough and any
x ∈ X
(0)
i , either M(Φi(x)) < ωp − ε, or Φi(x) is in B
F
2εk
(Σk) for some k. In the
latter case, we can decrease M(Φi(x)) by c0,k > 0.
In summary, L(0) ≤ ωp −min(ε,mink(c0,k)). 
5.2.2. Construction of Restrictive (X,Z)-homotopy Classes.
In the following, we shall assume that every stable minimal hypersurface in
APRp is 1-unstable, and let l < p be the largest number such that L(l) < ωp. Under
these assumptions, we are going to construct c-CMC hypersurfaces approximating
a p-width minimal hypersurface.
In fact, it follows immediately from the assumptions that we can take a subse-
quence {L
(l)
ij
} such that limj→∞ L
(l)
ij
= ωp− c1 for some positive c1 and in addition,
L
(l+1)
ij
≥ ωp − 1/j. For ij large enough, we have L
(l)
ij
< ωp −
1
2c1, i.e., there exists
a Ψij ∈ Π
(l)
ij
with homotopy map Hij , such that supxΨij (x) < ωp −
1
2 c1.
Now, for each ij with j ≥ 100/c1, we are going to modify Φ
(l+1)
ij
such that we can
construct a restrictive (X,Z)-homotopy class from it. The modified map Ψ
(l+1)
ij
of
Φ
(l+1)
ij
is defined as follows.
Firstly, on the l-skeleton, Ψ
(l+1)
ij
|
X
(l)
ij
:= Ψij . Then, for each (l + 1)-cell which
is a (l + 1)-dimensional cube and thus could be parametrized by [−1, 1]l+1. In
the interior, Ψ
(l+1)
ij
(x2 ) := Φ
(l+1)
ij
(x) for any x ∈ [−1, 1]l+1. Near the boundary,
Ψ
(l+1)
ij
( t+12 x) := Hij (x, t) for any x ∈ ∂[−1, 1]
l+1, t ∈ [0, 1]. One could easily check
that Ψ
(l+1)
ij
∈ Π
(l+1)
ij
and moreover, we have
(136) ωp − 1/j ≤ sup
x
M(Ψ
(l+1)
ij
(x)) ≤ sup
x
M(Φij (x)) +
l
ij
.
Then, since (Ψ
(l+1)
ij
)∗(λ¯) = (Φ(l+1)ij )
∗(λ¯) 6= 0, we lift the sweepout Ψij to the
double cover ∂ : C(M)→ Z(M,Z2). We obtain a double cover π : X˜
(l)
ij
→ X
(l)
ij
and
the lifting map:
(137) Ψ˜
(l+1)
ij
: X˜
(l)
ij
→ (C(M),F) ,
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satisfying ∂Ψ˜
(l+1)
ij
= Ψ
(l+1)
ij
◦ π.
Since L
(l+1)
ij
≥ ωp − 1/j ≥ supM(Ψij )|X(l)
ij
+ c1/3 and X
(l+1)
ij
\X
(l)
ij
is a union of
disjoint (l+1)-cells, there exists a (l+1)-cell C˜
(l+1)
ij
in X˜
(l+1)
ij
satisfying the follow-
ing property. Let Πδc(Ψ˜
(l+1)
ij
|
C˜
(l+1)
ij
) be the associated restrictive (C˜
(l+1)
ij
, ∂C˜
(l+1)
ij
)-
homotopy class, then we have
(138)
L
(l+1)
ij
≥ Lc(Πδc(Ψ˜
(l+1)
ij
|
C˜
(l+1)
ij
)) ≥ L
(l+1)
ij
− c ·Vol(M)
> supAc(Ψ˜
(l+1)
ij
)|
∂C˜
(l+1)
ij
,
provided that c < c110000·ij ·Vol(M) and δ <
1
ij
. Indeed, if this not true, one can
construct a new map Ψ′ ∈ Π(l+1)ij such that supM(Ψ) < L
(l+1)
ij
, which gives a
contradiction to the definition of L
(l+1)
ij
.
5.2.3. Construction of c-CMC hypersurfaces.
For each ij with j ≥ 100/c1, applying Theorem 12 on Πδc(Ψ˜
(l+1)
ij
|
C˜
(l+1)
ij
), we
obtain a c-CMC minimal hypersurface Vij with Morse index no greater than p with
c = c1100000·ij ·Vol(M) and δ =
1
10·ij . Moreover,
(139) Ac(Vij ) ≤ ‖Vi‖(M) ≤ A
c(Vij ) + c ·Vol(M) .
and thus, by the assumption of c, we have
(140) L
(l+1)
ij
−
c1
100000 · ij
≤ ‖Vi‖(M) ≤ L
(l+1)
ij
+
c1
100000 · ij
.
5.3. Proof of improved Morse Index Bound.
If there exists a stable minimal hypersurface with optimal regularity in APRp,
then the conclusion holds apparently.
Otherwise, by the construciton in the previous subsection, we know that there
exists a sequence of ci-CMC hypersurfaces Vi with optimal regularity and Morse
index upper bound p satisfying that
‖Vi‖(M)→ ωp ,(141)
ci ց 0 .(142)
It follows immediately from Proposition 1 that there exists a p-width minimal hy-
persurface V with optimal regularity, whose support is a disjoint union of connected
minimal hypersurfaces {Σj}j=1,··· ,lk with multiplicities {mj} such that every com-
ponent of V with multiplicity greater than 2 is stable and
(143)
∑
mj≤2
index(Σj) ≤ p .
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