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‘…This is, therefore, to say that the transformation of human consciousness through meditation is 
frustrated so long as we think of it as something that I by myself can bring about, by some sort of 
wangle, by some sort of gimmick. Because you see it leads to endless games of spiritual one-up-
manship. And of guru competition. Of my guru being more effective than your guru. My yogas are faster 
than your yoga. I am more aware of myself than you are. I am humbler than you are. I am sorrier for 
my sins than you are. I love you more than you love me. There’s these interminable goings on where 
people fight and wonder whether they are a bit more evolved than somebody else and so on. 
 
All that can just fall away. And then we get this strange feeling that we’ve never had in our lives except 
occasionally by accident. Some people get a glimpse that we are no longer this poor little stranger and 
afraid in a world it never made. But that you are this universe. And you are creating it at every moment. 
Because you see it starts now. It didn’t begin in the past. There was no past. If the universe began in 
the past, when that happened it was now. But it is still now, and the universe is still beginning now and 
it’s trailing off like the wake of a ship from now and as the wake of the ship fades out, so does the past. 
You can look back there to explain things, but the explanation disappears. You will never find it there. 
Things are not explained by the past. They’re explained by what happens now. That creates the past. 
And it begins here. 
 
Cheer up. You can't blame anyone else for the kind of world you're in. And if you know, you see that I, 
in the sense of the person, the front, the ego, it really doesn't exist. Then it won't go through your head 
too badly if you wake up and discover that you are God. 
 
That's the birth of responsibility.’ 
 
Alan Watts  
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PREFACE    
In 2015, an article published in Nature reported a collection of sharp-edged stones found at the 
shore of Lake Turkana in modern Kenya. The somewhat mundane pieces of rock date back to 
the Piacenzian Age, the last stage before the Quaternary glaciations in which the survival skills 
of all species would be pushed to their limits. Archaeologists hypothesize that Hominini, the 
ape ancestors to modern humans, built these stone artifacts by battering rocks against plant 
foods and bones. Our simian forbearers would then use the knapped stones for hunting and 
protection. Inadvertently, Hominini left their crafts for us to find 3.3 million years later and 
recognize as the oldest technological tools ever uncovered. 
Nowadays, we have moved on from battering stones to adopt – some would say – more 
sophisticated techniques and raw materials. We stand proud of the faculty for building tools 
that we have honed throughout our own evolution. Interestingly, our species consistently 
elevates this one skill to justify holding itself superior to all other forms of life. Today, 3.3 
million years have passed, and we are still driven by the same biological instincts that drove 
our simian ancestors into building tools that increased their chances of survival. 
This work is a manifestation of the self-preservation instincts inherent to the human species. 
This work is the fruit of my own blind faith. This work is a personal battle against the 
unbearable lightness of being. This work is my ode to modern sharp-edged stones.  
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ABSTRACT   
Functionalized metal nanoparticles are supramolecular assemblies that are gaining increasing 
attention in biomedicine due to their broad-spectrum applicability. In this context, 
understanding the nano-biointerface is critical for implementing nanoparticles into medical 
practices, yet the structure-function relation of functionalized metal nanoparticles remains 
puzzling. This work discusses the design of metal nanoparticles with targeted applications from 
three focal points: structural modeling, method development, and biomolecular interactions. 
First, the NanoModeler webserver is introduced for the standardized building and 
parametrizing of metal nanoparticles for simulations at atomistic and coarse-grained 
resolutions. Second, a theoretical model is formulated to characterize the surface of charged 
nanoparticles, which, when combined with mesoscale simulations, clarifies the fundamental 
principles that enable colloidal stability at physiological conditions. Third, atomistic and 
coarse-grained simulations were combined to describe, at the molecular level, the non-
disruptive cellular permeabilization induced by membranotropic nanoparticles to facilitate 
intracellular cargo delivery. The multilayered work presented here comprehends new online 
tools, physics-based methods, and molecular insights that expand our understanding of the 
structure-function relation in metal nanoparticles and contribute to the design of safe and 
effective nanoparticle-based therapeutic agents.
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CHAPTER I. METAL NANOPARTICLES IN BIOMEDICINE 
 Modern relevance of nanoparticles 
Nanotechnology is the science of synthetic materials with dimensions in the nanometer (10-9 
meter) range. It is revolutionizing the way we understand matter. Continuous advances in 
synthetic chemistry are granting us control over ever smaller molecular entities, enabling the 
assembly and functionalization of nanometric architectures. At nanoscale, materials display 
unique physicochemical and optical properties that can differ dramatically from those of 
coarser bulk materials. A nanoparticle (NP) is defined as a material with at least one dimension 
measuring between 1 and 100 nm. NPs are promising platforms in many fields, including 
biomedicine, polymer science, and electronics.1 
 
Figure 1. Current landscape of nanomedicines. a. Schematic representation of Doxil, the first 
nanomedicine approved by the FDA. The image shows the biologically active compound doxorubicin 
(orange) inside a 100 nm liposome (brown and gray), which is in turn passivated by a shell of PEG 
(light pink). b. Number of nanomedicines approved by the FDA or in clinical trials in 2016 and 2019.8,9 
c. Number of citations including the term ‘nanoparticle’ from 1975 to 2020 according to the Scopus 
database. The starred (∗) entry is the value on July 2, 2020. 
Nanotechnology is a nascent discipline with many open questions, yet NP-based formulations 
already play an active role in medical treatments. The prescription of NPs in medicine dates 
back to 1995, when the Food and Drug Administration (FDA) approved Doxil.2 Doxil 
comprises 100 nm liposomes encapsulating doxorubicin, which is used to treat Kaposi’s 
sarcoma (Figure 1a).3 The lipid shuttle changes doxorubicin’s toxicological profile by 
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increasing its half-life and promoting the local and specific delivery of the active compound 
into malignant cells.4,5 
Nanomedicines are medicines that incorporate NPs into their formulation. They are the subject 
of growing interest and popularity.6 By 2016, there were already 51 FDA-approved 
nanomedicines and 71 products in clinical trials.7 In the last three years, three more 
nanomedicines were approved and 90 more entered clinical trials (Figure 1b and Figure 1c).8,9 
In addition to the engineered nanomaterials explicitly introduced into the market, synthetic NPs 
are increasingly present in commercial products like food and cosmetics.10 Hence, 
understanding how these materials interact with biological macromolecules is pivotal to 
accurately assessing their safety and environmental impact.11 
 Monolayer-protected gold nanoparticles 
1. Structure of gold nanoparticles 
In the last 40 years, NPs have been synthesized from many materials, including dendrimers, 
metal-organic frameworks, quantum dots, and lipids.12 Of these, metal NPs hold promise as 
tunable and transferable platforms for many applications. Monolayer-protected metal NPs are 
hybrid materials comprising an inner metallic core surrounded by an adlayer of molecules 
known as ligands (Figure 2a).13 The most commonly used metals include platinum, silver, 
iron, and titanium oxide,14 but gold stands out due to its biocompatibility, photostability, and 
ease of functionalization.15 There are few restrictions on the type of molecules that can be used 
in the monolayer to protect the gold nanoparticles (AuNPs). Research has been carried out with 
coatings such as peptides,16 nucleic acids,17 antibodies,18 and carbohydrates.19 The conjugation 
of these molecules onto gold cores typically takes place by means of a thiolate group (Figure 
2b). The structure of AuNPs can thus be divided into three parts: i) the inner gold core, ii) the 
gold-sulfur interface, and iii) the organic ligands (Figure 2c). 
The inner gold core defines the mass distribution and (an)isotropy of the AuNP.20 The atomic 
arrangement of the inner gold core can change considerably as the size of the AuNP increases. 
Gold nanoclusters (AuNCs) with a diameter of less than 3 nm display highly symmetrical non-
periodical organizations that in some cases confers them with an intrinsic chirality.21 For 
AuNCs with a diameter greater than 3 nm, the gold bodies adopt a bulk FCC lattice that, 
according to the experimental conditions, can be sculpted into shapes like cubes, rods, and 
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pyramids as well as nearly spherical shapes like icosahedra, truncated decahedra, and 
cuboctahedra.22,23 The structure of AuNPs is dynamic, so the core can present polymorphisms 
even at a constant stoichiometric ratio.24 
 
Figure 2. Structure of functionalized AuNPs. a. Conceptual illustration of a typical functionalized 
AuNP with chemical formula Au144(SR)60. An internal gold core, in orange, is coated by an organic 
monolayer displayed in blue (sulfur atoms in yellow). b. The chemical bond between thiolates and gold 
surface atoms enables the functionalization of AuNPs. c. The three structural features that characterize 
functionalized AuNPs, namely, the internal quasi-static gold atoms (orange), the gold-sulfur interface 
(green), and the flexible self-assembled monolayer (blue). 
The gold-sulfur interface also varies significantly from system to system. For small AuNCs, 
the interface comprises gold-sulfur staple-like motifs. These motifs add a second type of 
chirality to the AuNPs because, in general, the staples adopt sided arrangements (Chapter III).25 
As the core size increases, the length of these motifs decreases, steaming the plasticity of the 
interface. In the bulk limit, the stability granted by the formation of the staples is overcome by 
the entropically preferred ligand migration, allowing the coating compounds to sail on the 
surface of the gold core.26 Although mobile, the interface can be stabilized by ligand-ligand 
interactions that favor specific configurations.27 
The ligands protecting the metallic cores determine the surface chemistry of AuNPs and thus 
their interaction with their environment. The ligands themselves can also contain stereogenic 
centers, which confer AuNPs with an additional source of chirality. Depending on the 
physicochemical descriptors of the ligands (e.g. net charge, hydrophobicity, and flexibility) the 
coating monolayer can adopt a complex and dynamic packing analogous to the 3D folding of 
proteins. The most commonly studied AuNPs have homogeneous morphologies, that is, 
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monolayers comprising identical copies of a single compound. However, AuNPs can also be 
coated with mixed monolayers comprising two or more types of molecules. 
Under controlled conditions, the structure of AuNPs is limited to the three segments described 
above. The structure of AuNPs extends to bigger agglomerates in physiological media. When 
AuNPs are immersed in a biological fluid such as blood, matrix proteins immediately cover 
the AuNPs in a supramolecular architecture known as the protein corona.28 The protein corona 
is characterized by peptides with low dissociation kinetics stably bound to the nanomaterial. 
The protein corona is exceptionally detrimental in medical applications because it screens the 
monolayer’s ligands, hijacking the functional response of AuNPs.29 The formation of this shell 
also triggers an immune response that promotes the clearance of the particles from the 
organism.30 
Rationally modifying the ligands of the coating monolayer may prevent protein chemisorption. 
The two most common alternatives are the introduction of polyethylene glycol (PEG) chains 
and zwitterionic ligands. Capping the ligands with PEG chains (as done for Doxil) results in a 
stealth layer that reduces the opsonization by serum proteins,31 favors solubility in water,32,33 
and increases the bloodstream circulation times.34 Nonetheless, PEGylation often implies non-
biodegradability, immunogenicity, and accumulation in membrane-bound organelles, caveats 
that can be overcome by zwitterionic ligands (e.g. ligands terminated in a sulfonate choline 
group).35,36 
2. Function and applications 
The metallic core and the coating monolayer of AuNPs can be exploited individually or 
synergistically to enable a wide variety of applications. These components are intertwined, and 
they govern the overall response of an AuNP to an external stimulus. However, in general 
terms, the metallic core is mainly responsible for the optical and electronic properties of 
AuNPs, whereas the chemical groups in the coating monolayer drive the interaction with 
external molecules. 
Nanometer-sized metallic bodies display remarkable optical properties because of their unique 
response to electromagnetic radiation. The cloud of electrons malleably bound to the metallic 
core can be excited by incident photons to induce a spatial displacement between the electronic 
cloud and the heavy cationic nuclei. The constant excitation/relaxation of the electrons results 
in an oscillatory motion that can synchronize with the frequency of the incident light in a 
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phenomenon known as surface plasmon resonance (SPR).37 For gold, the frequency of the light 
emitted by SPR falls into the infrared (IR)/near-infrared (NIR)/visible (Vis) spectrum. SPR is 
the same effect responsible for the fluorescence observed in AuNCs. 
 
Figure 3. Optical response of AuNCs. a. In computerized tomography, X-rays are blasted onto a 
biological sample. Due to their voluminous electronic cloud, gold atoms diffract the beams, thus serving 
as a contrasting agent. b. Numerous applications of AuNPs are based on the SPR effect. The oscillation 
of the sea of electrons (yellow) around the cationic nuclei (orange) enables the emission of light upon 
photoexcitation. AuNPs typically emit in the IR, NIR, or Vis spectrums, making them promising 
candidates for photothermal therapies, fluorescent imaging, and colorimetric assays. 
The SPR of functionalized AuNPs makes them promising candidates for imaging, sensing, and 
thermal therapies. AuNPs have been used in the fluorescent imaging of tumor cells. In addition, 
the high atomic number of gold makes AuNPs easily traceable through X-ray spectroscopy, 
for which they have found applications in computerized tomography scanning (Figure 3a).38,39 
In regard to sensing, the fluorescent/colorimetric profiles of AuNPs can be deactivated in the 
presence of specific analytes or targets. For example, the emission spectra of certain AuNPs 
can be redshifted upon encountering recognizable nucleotide sequences or cancer-related 
enzymes like kinases, caspases, and metalloproteinases.40–42 Interestingly, AuNPs can also be 
designed with an opposite response mechanism, in which their fluorescence is ignited when 
bound to analytes like arginine.43,44 
In contrast to imaging and sensing, photothermal therapies benefit from AuNPs with emission 
peaks in the NIR region (Figure 3b). This is because the chromophores that naturally occur in 
human cells display a low absorbance to NIR radiation, preventing any impacting photons from 
damaging healthy tissues.45 In thermal therapies, the radiation emitted by AuNPs heats up their 
local environment. Increasing the temperature of a cancerous cell to 42ºC can induce cytotoxic 
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effects, and the apoptotic pathway is triggered at 45ºC. If temperatures reach 70-80ºC, 
hyperthermic effects start to appear, these include changes in the cytoskeletal structure, cell 
membrane rupture, protein denaturation, and impairment of nucleotide synthesis.46 Thus, if the 
excited AuNPs are concentrated at a cancerous tissue, photothermal therapy can cause the 
progressive death of the tumor. Currently, the gold-silica nanoshells known as AuroShell are 
undergoing human clinical trials for the treatment of prostate, head, and neck cancer.47,48 
In addition to SPR, noble metals like gold can adopt various oxidation states (0/I/III), granting 
them intrinsic catalytic properties. The reactivity of gold can be harnessed in oxidation 
reactions. A typical case for studying the catalyzing efficiency of gold surfaces is the oxidation 
of carbon monoxide, but other cases include epoxidation, aldehyde hydrogenation, and 
activation of alkyne C-C bonds.49–51 The same affinity for oxygenated species make gold 
particles act as antioxidant agents in the scavenging of reactive oxygen species.52,53 
Importantly, the gold cores can be digested at an acidic pH (e.g. the one in lysosomes), 
releasing a low concentration of metallic ions that, in turn, are the main cause of toxicity during 
AuNP endocytosis.54 
The coating monolayer of AuNPs supports a broad variety of functionalizing chemical groups. 
The strength of the gold-sulfur bond is comparable to that of the gold-gold bond (ca. 40 kcal 
mol-1), and it is responsible for the ease of functionalization in AuNPs.55 In this way, the surface 
chemistry of the particles can be tailored to achieve a target function. Given that the dimensions 
of AuNPs are in the same size range as those of biomacromolecules, several research efforts 
have focused on mimicking the evolutionary functions of proteins, lipid bilayers, 
deoxyribonucleic acid, and ribonucleic acid. Thus, by fine-tuning the composition of the 
coating monolayer, AuNPs have found applications as cargo-carriers, chemosensors, and 
nanozymes.56,57 
The in vivo applications of AuNPs depend on them reaching their target destination. Whether 
the site of interest is the surface of the cell membrane (e.g. in photothermal therapy), the 
cytosolic space (e.g. in drug delivery), or the nuclear envelope (e.g. in imaging and 
chemosensing), the surface chemistry of AuNPs must be designed to overcome the biological 
barriers.58 Depending on their size, AuNPs can be internalized into cells by phagocytosis, 
pinocytosis, receptor-mediated endocytosis (caveolin or clathrin), or even passive 
endocytosis.59 However, all these mechanisms result in the isolation and eventual excretion of 
the AuNPs, hampering their performance.60 Subsequently, much scientific research has 
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considered the interactions between functionalized AuNPs and cell membranes in order to 
design monolayers that promote passive translocation through cell membranes (Figure 4).61,62 
 
Figure 4. The most common internalization mechanisms encountered for AuNPs. The pathways are 
divided as passive or energy-dependent. Passive diffusion is a rare mechanism observed in cases like 
small anionic particles with patterned mixed monolayers. In passive endocytosis, the membrane 
(brown) wraps the particles (cyan and orange) until it pinches off a loaded liposome. The bilayer then 
bends due to the AuNP-membrane affinity. Caveolae (green) and clathrin (purple)-mediated 
endocytosis are triggered by the binding of AuNPs to superficial receptors on the membrane. Larger 
AuNPs can be internalized via pinocytosis or phagocytosis. During pinocytosis, the AuNPs are trapped 
in micrometer-long invaginations filled with water. During phagocytosis, the gold xenobiotics are first 
passivated by opsonins and antibodies (yellow), which are later recognized by membrane receptors that 
induce the encapsulation of the particles. 
The interaction between AuNPs and lipid bilayers is extremely system-dependent; however, 
numerous studies have reached a consensus on certain aspects. The passive translocation of 
AuNPs results from a complex interplay between adsorption kinetics on the membrane’s 
surface and the affinity for the apolar core of the bilayer. The former is mainly driven by 
electrostatic pairing, whereas the latter is mediated by the hydrophobic matching between the 
AuNP and the lipid tails.63,64 Cationic AuNPs are associated with a high cytotoxicity because 
they consistently disrupt eukaryotic, partially anionic membranes (Chapter IV).65,66 In contrast, 
negatively charged AuNPs interact weakly with cell membranes, limiting their internalization 
rates.67,68 In addition to charge, several other physicochemical parameters have been 
considered, including volume,69,70 shape,71,72 hydrophobicity,73–75 curvature,76–78 elasticity,79,80 
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and ligand density.81–83 To date, the most effective strategies for promoting passive penetration 
are lipidic coatings,84,85 zwitterionic ligands,36,86 conjugation to membranotropic peptides,87,88 
mixed monolayers with patterned arrangements,89–92 and host-guest triggering mechanisms.93 
 
Figure 5. Applications of functionalized AuNPs mediated by the coating monolayer. a. Four copies of 
a small organic analyte binding to the monolayer of a gold nanoreceptor. The analytes display two 
different binding modes (in purple and gray). The coating ligands are shown in light blue, and the gold 
core in orange. b. Five copies of an organic analyte (pink) interacting with an AuNP (cyan and orange). 
The inset zooms into the binding pocket of one of the molecules, emphasizing the H-bonds formed 
between the analyte and the ligands. c. A Zn-dependent nanozyme whose ligands (blue and green) 
cooperatively cleave the phosphodiester bond of 2-hydroxypropyl-p-nitrophenyl phosphate. 
The coating monolayer has an innate plasticity that allows it to fold and form chemical 
microenvironments, or pockets, as it occurs with proteins.57 Although transient and short-
lasting, the cavities formed within the packed monolayer can recognize chemically 
complementary molecules or analytes that bind in distinguishable orientations (Figure 5a and 
Figure 5b).94 Notably, the subtlest of changes in the ligands’ structure (e.g. inverting an amide 
moiety) can reduce or completely inhibit the recognition activity.95 Nonetheless, these kinds of 
nanoreceptors hold potential for identifying and quantifying the presence of small analytes in 
complex matrices (e.g. biomarkers, Chapter V). This technology has already proven valuable 
in detecting illicit psychotropic substances96 and other drugs like salicylic acid.97 
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Monolayer-protected AuNPs have also been prepared with organic thiols to mimic the catalytic 
activity of enzymes, and they are often referred to as ‘nanozymes.’98 As with naturally 
occurring enzymes, the neighboring functional groups in the binding site cooperate during the 
chemical reaction.99 Nanozymes are a stable and efficient alternative for the catalysis of 
specific reactions because the preparation of AuNPs avoids extensive efforts otherwise present 
in protein expression and purification.100 Some examples of nanozymes include AuNPs coated 
with 1,4,7-triazacyclononane derivatives that, in the presence of Zn (II) ions, can form a 
chelated complex that cleaves phosphodiester bonds as with nucleases (Figure 5c).101 In 
addition, peptide-conjugated AuNPs can imitate the activity of esterases by catalyzing, for 
example, the hydrolysis of 2,4-dinitrophenyl butyrate.102 
3. Synthesis 
Functionalized AuNPs can be prepared following diverse synthetic pathways. In general, such 
pathways can be classified as i) physical, ii) bio-assisted, and iii) wet-chemical-reduction 
methods according to the experimental conditions and the reagents that they use (Figure 6). 
For physical methods, pulsed laser ablation (PLA) is a frequently encountered method for 
preparing supported ligand-free metal NCs and, more recently, synthetizing functionalized 
AuNPs in solution (Figure 6a). Gas-phase PLA uses a localized light source (laser) targeted at 
a metallic surface to vaporize a portion of atoms that condense back into stable clusters as they 
quickly cool.103 Gas-phase PLA can be applied to monometallic clusters (e.g. Au, Ag, Cu, and 
Ni), and used to prepare alloyed NPs (e.g. Au/Ag, Au/Cu, and Au/Ni).104 After their formation, 
the clusters move around the isolated container until they find a surface (e.g. amorphous 
carbon) for their support and eventual collection. The principles of gas-phase PLA can be 
extended to the on-site synthesis of AuNPs.105 Here, the primordial metallic surface is 
immersed in an aqueous solution that contains a surfactant such as sodium dodecyl sulfate 
(SDS).106 After the ultra-fast evaporation of the metals (picosecond scale), the clusters are 
formed in solution, and the surfactant forms a stabilizing layer that obstructs cascaded 
aggregation (nanosecond scale).107 
Bio-assisted methods are an alternative to the physical synthesis of AuNPs. In this category, 
gold-containing acid salts (most typically chloroauric acid, HAuCl4) are spontaneously reduced 
to metallic gold in the presence of cells (Figure 6b).108 In bio-assisted methods, naturally 
occurring oxido-reductases transform the free gold ions into neutral metallic atoms that 
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agglomerate into larger bodies.109 As these structures coarsen, proteins bearing free cysteines 
or amino groups corral them to form a coating monolayer.110 Experimental evidence suggests 
that this process can occur intra- and extracellularly depending on the selected cell lines. 
Moreover, these pathways have been tested with a variety of organisms from the bacterial, 
fungi, and plant kingdoms. Bio-assisted methods facilitate the preparation of protein-
functionalized, biocompatible AuNPs, and they are gaining increasing attention as a ‘green’ 
choice.111 Nonetheless, these synthetic routes require a thorough benchmarking of the 
experimental conditions in order to guarantee reliable control over the shape and size of the 
final AuNPs.112 
 
Figure 6. Methods for the synthesis of AuNPs. a. In PLA, a focalized laser beam evaporates adatoms 
from a metallic surface that are later deposited onto amorphous carbon. b. Bio-assisted methods exploit 
the oxido-reductases available in living cells to produce clusters of metallic gold. Then, cysteine-rich 
proteins conjugate onto the clusters to form a stable soluble complex. c. In wet-chemical-reduction 
methods, gold salts react with a reducing agent to form metallic gold. In the Turkevich reaction, an 
excess of citrate is used to immediately coat the formed neutral clusters in order to avoid a cascading 
aggregation process. 
Wet-chemical-reduction methods are the most popular option for preparing stable AuNP 
suspensions because they offer good control over the size and shape of the particles. Moreover, 
wet-chemical reduction methods require relatively low-cost technologies.112 Of these 
techniques, the most common are the Turkevich reaction and the Brust-Schiffrin method 
(Figure 6c). The Turkevich method was developed in 1951 and has been revised since then.113 
As with most synthetic routes for obtaining colloidal NPs, this reaction’s mechanism has not 
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been fully elucidated because it is difficult to collect data during NP growth. Nevertheless, 
exhaustive research on the experimental conditions have granted good control over the final 
product.114 In Turkevich synthesis, tetrachloroauric acid is reduced by sodium citrate in an 
aqueous solution. As the metal atoms gain electrons, the excess citrate molecules cap the 
agglomerates and prevent them from aggregating (Chapter VII).115 Citrate-capped gold 
colloids can then be subject to associative 1:1 ligand exchange reactions to purposely 
functionalize the AuNPs.116 
The Brust-Schiffrin method is a two-phase reaction originally proposed in 1994.117 This 
synthetic route is preferred for the synthesis of small AuNPs (size less than 5 nm) and AuNCs 
because the product has a narrow polydispersity, while retaining a facile synthesis in ambient 
conditions, high thermal and air stability, and ease of surface functionalization.118 This 
procedure is the preferred option when synthesizing thiol-stabilized AuNPs.119 In the original 
Brust-Schiffrin method, an aqueous solution of chloroauric acid is mixed with a solution of 
tetraoctylammonium bromide (TOAB) in toluene. TOAB acts as a phase-transfer catalyst that 
drags gold ions into the organic phase. The aqueous layer is then discarded, and a thiol (e.g. 
dodecanethiol) is added to remove TOAB from the gold complexation (through the formation 
of gold-sulfur bonds). Lastly, a solution of sodium borohydride (NaBH4) reduces the unbound 
ions to metallic gold, resulting in the final AuNP.120 
 Experimental techniques for studying metal nanoparticles 
Experimental techniques can shed light on the structural and dynamical features of AuNPs. 
The most common techniques can be divided into four categories i) those that offer direct 
information about the structure of stable metal clusters, ii) those that describe the average 
structural features and dynamics of the monolayer, iii) those that measure in-solution or 
mesoscopic properties of a colloid, and iv) those that reveal information about the interaction 
patterns with other macromolecules or even identical NPs in a dispersed solution (Figure 7). 
X-ray crystallography is the most reliable method for elucidating NPs. This technique has been 
successfully applied to several ultra-stable systems, and it has provided atomically detailed 
descriptions of functionalized AuNPs and AuNCs (Chapter III).121,122 By tracking the 
diffraction of X-rays impacting a monocrystal, it is possible to deduce the average structure of 
the unit cell of the periodic lattice. The use of single crystal X-ray diffraction has so far been 
limited to small AuNPs (size less than 3 nm) strongly stabilized by the inter-ligand interactions 
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between neighboring periodic images. Scanning transmission electron microscopy (STEM) has 
emerged as an accurate and more economical alternative, which, coupled to computational 
optimization algorithms, can also shed light on the atomic arrangement of gold atoms in bigger 
cores.123 The structural features of the metallic core can also be indirectly inferred with 
techniques like IR spectroscopy and vibrational circular dichroism (VCD), which provide a 
unique profile for distinct enantiomers.124,125 
 
Figure 7. Experimental and computational techniques commonly used to study AuNPs. The techniques 
listed in the top left panel are useful for resolving the internal structure of the metallic core and the gold-
sulfur interface. The techniques in the top right panel can provide dynamic and average structural 
features of the monolayer. The techniques in the bottom right panel provide mesoscopic information of 
colloidal AuNPs like their propensity to aggregate through the mainstream metric ζ-potential. The 
techniques in the bottom left panel shed light on the interactions between AuNPs and other 
macromolecules. The acronyms in the figure stand for scanning transmission electron microscopy 
(STEM), infrared (IR) spectroscopy, vibrational circular dichroism (VCD), nuclear magnetic resonance 
(NMR) spectroscopy, scanning electron microscopy (SEM), transmission electron microscopy (TEM), 
small angle X-ray scattering spectroscopy, diffusion ordered (DOSY)-NMR spectroscopy, dynamic 
light scattering (DLS), sodium dodecyl sulfate (SDS)-polyacrylamide gel electrophoresis (PAGE), 
microscale thermophoresis (MST), isothermal titration calorimetry (ITC), differential centrifugal 
sedimentation (DCS), quantum mechanical (QM) simulations, molecular mechanical (MM) 
simulations, and Monte Carlo (MC) simulations. 
Zooming out from the metallic core, there are several techniques that can shed light on the 
composition and arrangement of the coating monolayer. For example, shifts in the IR spectra 
of gold colloids can indicate the conjugation of the thiols on the surface.126 Thermogravimetry 
and elemental analysis can be used to derive the stoichiometric formula of the coating 
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monolayer and deduce its purity.127 Furthermore, despite the intrinsic flexibility of the coating 
ligands, the average structural features are still accessible. The shifts in 13C-nuclear magnetic 
resonance (NMR) spectroscopy signals can reveal the mean distance between the metallic core 
and the different types of carbon atoms, as well as their bending angles (i.e. order 
parameters).128 For mixed monolayers, the ligands’ grafting pattern (i.e. monolayer 
morphology) can be inferred from 1H-NMR,129 high-resolution STEM,130 or scanning electron 
microscopy (SEM).131 
One can also investigate the protein corona formed on AuNPs upon their introduction to 
biological matrices. Upon protein conjugation, VCD can reveal modifications in the secondary 
structure of the peptides, and methods like microscale thermophoresis (MST) and isothermal 
titration calorimetry (ITC) can be used to quantify the binding energy between 
macromolecules.132,133 In other approaches, the numerous components of the corona can be 
separated and characterized according to their molecular weight through SDS-polyacrylamide 
gel electrophoresis (PAGE). Similarly, differential centrifugal sedimentation (DCS) can 
recognize the complexation of proteins on AuNPs by measuring the agglomerate’s size-
dependent sedimentation time. 
Size is poorly defined for NPs because diverse experimental techniques provide equally valid, 
yet different interpretations. Specifically, transmission electron microscopy (TEM) maps the 
electronic density of unilamellar samples, thus providing the marginal size of the gold core.134 
Other methods, like small-angle X-ray scattering (SAXS), can provide the radially weighted 
center of mass, or radius of gyration, which better indicates the mass distribution within the 
AuNP.128 The hydrodynamic radius of AuNPs can also be estimated from diffusion ordered 
(DOSY)-NMR spectroscopy. DOSY-NMR measures the diffusion coefficient of a hydrogen-
containing species, which can then be related to the hydrodynamics radius of AuNPs by the 
Stokes-Einstein equation (Chapter III).135 Lastly, the electrophoretic ratio of AuNPs is another 
variable related to the diffusion of the massive body in the presence of an external electrical 
field. More importantly, the electrophoretic radius is the distance at which the electrostatic 
potential of the AuNPs becomes the ζ-potential (Chapter VII). The electrophoretic radius, and 
therefore the ζ-potential, can be quantified with dynamic light scattering (DLS).136 
The ζ-potential is in many cases the go-to metric to determine the colloidal stability of AuNPs, 
but it is insufficient for studying their interactions with neighboring molecules. The self-
aggregation of AuNPs can be further monitored by changes in the ultraviolet (UV)-Vis 
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electromagnetic range (Chapter VII). Another test of biomedical relevance is the use of 
inductively coupled plasma (ICP)-atomic emission spectroscopy (AES) to measure the 
particles’ tendency to releasing heavy metal ions and therefore the AuNPs’ stability and 
toxicity in acidic media.137 The reactivity of AuNPs can also be explored by absorbance 
changes during quenching experiments in the presence of a substrate (e.g. hydrogen 
peroxide).138 Where AuNPs act as sensors rather than catalysts, the recognition of an analyte 
is ascertained by slower relaxation times in protons as measured in 1H-NMR magnetization 
transfer experiments.57 
Cellular assays are critical to assessing AuNPs as potential biomedical devices. There are 
several procedures to label and monitor AuNPs in biological media. The movement of AuNPs 
inside cells can be monitored with confocal microscopy139 and TEM,140 but also with 
fluorescence spectroscopy due to their SPR bands.141 These techniques allow the counting of 
AuNPs, which can then be used to quantify the cytosolic uptake. Fluorescent confocal 
microscopy can also be used with leakage experiments to study the permeabilization of 
liposomes loaded with fluorescent dyes (e.g. calcein).142 
 Computational methods for studying metal nanoparticles 
Numerous computational methods have been developed and adapted to study the dynamics of 
AuNP-biomacromolecule interactions. The choice of a particular computational approach 
depends on two factors. The first factor is the length scale of the process of interest. This factor 
determines the size of the system to be modeled, which is directly related to the number of 
interaction sites needed to accurately describe the physicochemical transformation involved. 
The second factor is the timescale of the process of interest. As the duration of a process 
increases, so does the amount of resources needed to execute the corresponding calculations. 
Different methods account for different atomic and molecular features, and the computational 
scientist must balance the complex interplay between physical accuracy and computational 
cost. 
In molecular simulations, computational scientists study a controlled number of particles in a 
finite volume. Here, ‘particles’ refers to the basic chemical unit adopted in the simulations. 
This can mean subatomic entities (e.g. nuclei and electrons), entire atoms, or even segments of 
molecules. The chosen unit, in turn, determines the resolution of the simulation, thus capturing 
a specific set of processes. For example, describing molecular polarization, charge transfer, 
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and aromaticity requires the explicit description of electrons, while other phenomena like self-
diffusion, physical adsorption, and non-covalent binding can be studied at coarser resolutions. 
In this sense, computational methods can be classified according to their resolution in one of 
three categories: quantum mechanical, atomistic, and mesoscopic. 
Quantum mechanics (QM)-based models numerically solve Schrödinger’s equation. In this 
way, quantum-based methods offer a framework to accurately describe the molecular orbitals 
of a given system. The shape of the orbitals (i.e. their atomic coefficients) provides an in-depth 
understanding of the distribution of the electrons around a molecule.143 Because the electronic 
cloud of molecules ultimately dictates their physicochemical properties, QM methods are 
particularly useful for rationalizing electron-based phenomena. In nanotechnology, this 
methods can be used to model the photoexcitation of AuNPs,144 compute absorbance spectra 
in fluorescent AuNCs,145 estimate SPR frequencies,146 and unravel the reaction path followed 
by nanozymes. QM is currently the most accurate framework available. However, QM methods 
demand the iterative solution of self-consistent equations whose complexity increases 
exponentially with the number of electrons in the system. QM calculations require long 
computing times and large amounts of processing units compared to other methods presented 
in this chapter. Consequently, the accuracy of these methods is often overshadowed by their 
cost, and thus they are mainly used for systems comprising up to hundreds of atoms.147 
Atomistic approaches are based on the molecular mechanical (MM) framework, and they 
describe each atom as a single interaction site. In contrast to QM methods (based on 
Schrödinger’s equation), MM methods are based on classical mechanics (Newton’s second 
law). Atomistic models are more computationally efficient than their QM counterparts because 
the electrons of the system (i.e. the molecular orbitals) are not described individually. Instead, 
each atom is assigned a collection of parameters that are fitted to reproduce experimental or 
QM data.148 A force field (FF) is formed by the collection of all the assigned parameters as 
well as the mathematical functions that link it to the potential energy of a system (Chapter II). 
The reduced number of equations to solve in atomistic simulations makes them a viable 
alternative for studying nanometer-long systems with up to millions of atoms for several 
microseconds. In this sense, atomistic methods have become a go-to approach when studying 
detailed, nonbonded interactions between biomacromolecules, polymers, and NPs.149 For NPs, 
atomistic models have been used, for example, to characterize the Michaelis-Menten complex 
of nanozymes catalyzing the cleavage of phosphodiester bonds.56 Similar simulations have 
16 
been used in chemosensing to determine the dynamics and energetics of small analytes binding 
to NP monolayers.57 Atomistic approaches can also be used to dissect the interaction patterns 
between multiple macromolecules. These methods can shed light on how functionalized NPs 
translocate across lipid bilayers150 or associate to matrix proteins, which are two critical 
processes for NP biocompatibility.151 
The last category, mesoscale approaches, includes a wide range of methodologies in which 
each interaction site (bead) represents a group of atoms. The most commonly encountered 
mesoscale methods in nanotechnology are coarse-grain (CG) simulations and dissipative 
particle dynamics (DPD). CG is inspired by atomistic approaches and are thus subject to the 
same mathematical treatment. However, CG methods group several atoms into an individual 
interaction site, providing a coarser molecular resolution (Chapter II).152 In contrast, DPD is 
based on Langevin’s equation, in which each bead is subject to three forces: i) an external 
conservative force, ii) a dissipative force, and iii) a random force.153 Due to its formulation, 
DPD is meant to simulate microscopic hydrodynamic phenomena.154 Importantly, in mesoscale 
methods, the length, time, and energy scales cannot be immediately derived from the number 
of beads or their parameters. In fact, their physical correspondences are obtained by estimating 
an observable such as the diffusion coefficient of water or the thickness of a lipid bilayer.155 
Mesoscale methods are a valuable alternative for simulating systems of hundreds of 
nanometers in size for up to a couple of milliseconds. These methods achieve semi-quantitative 
agreement with experiments in systems where the dynamics are mainly governed by dispersive 
forces. CG and DPD approaches have been extensively used to study NPs interacting with lipid 
bilayers. Specifically, they can be used to describe the collision of NPs with vesicles,78 
receptor-mediated endocytosis,155,156 and cooperative cellular internalization.76,157 Due to the 
dimensions of the protein corona, mesoscale methods are also useful for understanding the 
complexation of NPs to multiple human serum albumin molecules.158,159 Recently, CG models 
have also been used to rationalize how a medium’s ionic strength affects the aggregation of 
metal NPs (Chapter VII).160 
In addition to the three above-mentioned methodologies, other strategies have provided 
valuable insights about AuNPs. For example, Monte Carlo (MC) simulations, which allow the 
sampling of out-of-equilibrium states, have revealed the snorkeling configuration that charged 
AuNPs adopt once embedded in a membrane.161,162 Similar techniques have been used to study 
ligand migration on the surface of AuNPs.163 Another example is hybrid particle-field 
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dynamics, which fuses the molecular resolution of CG approaches with the computational 
efficiency of coarser mean-field methods and which has been used to study the aggregation of 
functionalized NPs.164,165 Lastly, a variety of theoretical models, such as the Helfrich 
Hamiltonian,166 have been used to study the interaction between adhesive NPs and cell 
membranes.167,168 
 Scope of the present thesis 
The present work has four aims. The first aim is to develop informatics tools to build realistic 
models of NPs. Until recently, preparing 3D models of metal NPs required the efforts of the 
interested researchers. Motivated by this lack of accessibility, this thesis aims to facilitate the 
atomistic and CG modeling of functionalized metal NPs. The second aim is to support the 
rational design of metal NPs, after standardizing a setup for molecular simulations, by 
developing a computational method to screen AuNPs for their ability to recognize specific 
organic analytes. The third aim is to use theoretical, atomistic, and CG approaches to 
understand the physical principles that govern NP aggregation in physiological conditions. The 
fourth aim is related to the interaction between functionalized metal NPs and cell membranes, 
which is a biological barrier that therapeutic agents must overcome for optimal performance. 
Here, the aim is to understand the singular non-disruptive translocation of metal NPs that bear 
charged membranotropic ligands in their coating. 
In sum, this work deals with multiple aspects of metal NPs in biomedicine, covering a broad 
range of topics including molecular modeling, method development, first principles in colloid 
science, and concrete biomedical applicability. The document is organized as follows: 
 Chapter II discusses the theoretical foundations behind the methods implemented in the 
rest of the work. This chapter focuses on the physical and mathematical principles 
behind molecular mechanics, molecular dynamics, and free energy calculations. 
 Chapter III discusses the NanoModeler webserver. This novel technological tool 
facilitates the atomistic modeling and engineering of functionalized AuNPs and 
AuNCs. 
 Chapter IV discusses models generated with NanoModeler to study the interaction 
between various cationic AuNPs and lipid bilayers. In particular, this chapter discusses 
the extension of ‘arginine magic’ to AuNPs in order to enhance their translocation rates 
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across cellular membranes, without jeopardizing the biocompatibility of the metal 
assemblies. 
 Chapter V discusses a molecular-dynamics-based method to screen libraries of AuNPs 
to identify structures that can recognize organic analytes. The methodology is applied 
to a library of amino acid-coated AuNPs that could aid the early diagnosis and 
prognosis of neuroblastoma. 
 Chapter VI discusses NanoModeler CG, the second release of the original webserver 
that now supports the modeling of functionalized metal NPs at a CG resolution. 
 Chapter VII discusses models generated with NanoModeler CG to study the dispersion 
state of citrate-stabilized gold colloids. Here, a new theoretical model is combined with 
multiscale simulations and UV-Vis spectroscopy experiments to rationalize the effect 
of the ionic strength on the dispersivity of gold nanosuspensions. 
 Chapter VIII discusses the interactions between peptide-coated metal NPs and lipid 
bilayers. This chapter discusses the use of models generated with NanoModeler CG to 
explain the enhanced cellular uptake of NPs in the presence of a membranotropic 
coating. 
 Chapter IX summarizes the key findings and comments on the impact and perspectives 
of the projects. 
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CHAPTER II. THEORY AND PRINCIPLES 
 Molecular mechanics 
Molecular mechanics (MM) is a computational method that calculates the total energy of a 
chemical system based on classical mechanics. MM comprises a large family of computational 
methods employed for studying a microscopic portion (simulation box) of macroscopic 
systems (Figure 8a). Molecules are represented as collections of interaction sites (i.e. 
particles), described by a partial charge and an atom type, with an immutable connectivity that 
represents the chemical bonds in the system (Figure 8b). In MM-based methods, the total 
energy of a system (𝐸) is the sum of its classical kinetic energy (𝐾) and the potential energy 
(𝑈, Equation 1). Moreover, the potential energy is expressed as a function of the masses, ({𝑚}), 
the partial charges ({𝑞}), the atom types ({ℵ}), the system’s connectivity (Ω), and the positions 
({𝒓}) and linear momenta ({𝒑}) of all the atoms (Equation 2). Note that for a system with 𝑁 
particles, the corresponding phase space has 6𝑁 dimensions, that is, 3𝑁 position coordinates 
and 3𝑁 velocity coordinates (Figure 8c, Γ = Γ({𝒓}, {𝒑}).169 In this way, a molecular simulation 
is the collection of all the parameters above (i.e. {𝑚}, {𝑞}, {ℵ}, Ω) at multiple points of a 
system’s phase space. 






+ 𝑈 (1) 
𝑈 = 𝑈(Γ, {𝑞}, {ℵ}, Ω) (2) 
The atomic partial charges reflect the heterogeneity of the electron distribution along a system. 
In this way, particles with a dense electronic cloud are assigned negative charges, whereas sites 
deficient in electrons are assigned positive values. Electron density differences arise from 
differences in electronegativity (e.g. polar bonds or hydrogen bonds), polarizing sources (e.g. 
external electric fields or ion gradients), and resonant moieties (e.g. aromatic rings or amides). 
Notably, the sum of all the partial charges adds up to the net charge of the system.170 
Furthermore, the atom type is a categorical variable characteristic of the specific chemical 
environment of each atom. The atom type defines how an atom interacts with the rest of sites 
in a system.171 In principle, each atom in a system (without any molecular symmetry) should 
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have a unique atom type because it is exposed to a unique chemical environment. However, 
this would lead to an innate non-transferability of MM methods because new atom types would 
have to be formulated for each system. In practice, the atom types are generic labels for atoms 
with similar chemical environments and connectivity, e.g. the oxygen atom of aliphatic ketones 
is always assigned the same atom type for any aliphatic ketone. 
 
Figure 8. Description of a water droplet in MM. a. Simulation box containing the particles to be 
simulated computationally. b. Representation of a water molecule in MM. Each particle (atom) is 
identified by a partial charge and an atom type. c. Phase space of a system composed by water 
molecules. The vectors illustrate the three position and three momentum coordinates for one of the 
molecules. Bulk water is shown in blue, oxygen atoms in red and hydrogen in white. 
1. Force field functionals 
In MM-based methods, molecules are modeled as a series of point charges connected by 
bonded interactions described by individual contributions to the total potential energy 𝑈 
(Figure 9a). A force field (FF) is defined by a functional for the potential energy (𝑈 in Equation 
2) and a collection of atom types.172 FFs separate the potential energy of a system in two 
components: the bonded (𝑈𝑏) and nonbonded energy (𝑈𝑛𝑏, Equation 3). The bonded term 
accounts for the energy associated with intramolecular geometrical deformations, while the 
nonbonded term accounts for inter-particle pair potentials.149 
𝑈 = 𝑈𝑏 +𝑈𝑛𝑏 (3) 
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Biomolecular FFs decompose 𝑈𝑏 into four terms (Equation 4): i) bond stretching, ii) angle 
bending, iii) proper dihedral torsion, and iv) out-of-plane torsion. The first of these 
contributions, 𝑈𝑠𝑡𝑟𝑒𝑡𝑐ℎ, is modeled by a Morse potential, which is repulsive at short bond 
lengths, attractive at bond lengths close to an equilibrium value, and zero at long distances. 
However, when the bond lengths are not expected to deviate significantly from their 
equilibrium values, the Morse potential is often replaced by a Taylor expansion, which is also 
more computationally efficient. For a system comprising 𝑁𝑏𝑜𝑛𝑑𝑠 bonds, the bonded energy 𝑈𝑏 
is given by Equation 5, where 𝑙𝑖 is the length of the i-th bond, 𝑙0,𝑖 its equilibrium value, and 
𝑘𝑏,𝑖 its force constant (Figure 9b).
148 
𝑈𝑏 = 𝑈𝑠𝑡𝑟𝑒𝑡𝑐ℎ + 𝑈𝑏𝑒𝑛𝑑 + 𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝑈𝑜𝑢𝑡−𝑜𝑓−𝑝𝑙𝑎𝑛𝑒 (4) 





As with the stretching term, angle bending can be described as a second-order Taylor series, 
and the accuracy of the modeling can be improved by including higher order terms in the 
expansion. In general, for a system comprising 𝑁𝑎𝑛𝑔𝑙𝑒𝑠 angles, the bending energy is given by 
Equation 6, where 𝜃𝑖 is the value of the i-th angle, 𝜃0,𝑖 its equilibrium value, and 𝑘𝜃,𝑖 its force 
constant (Figure 9c).148 





In contrast to the previous two terms, the proper dihedral torsion energy cannot be expressed 
as a truncated Taylor expansion because it must oscillate in order to reproduce the periodicity 
of proper dihedral rotation. Furthermore, the maxima in the periodic potential should have 
different amplitudes according to the substituents at both ends of the dihedral, and it should 
also depend on the nature of the rotating bond. Based on these considerations, the torsion 
potential is expressed as a sum of cosine (or sine) functions, where the number of functions to 
add (𝑁𝑐𝑜𝑠𝑖𝑛𝑒) depends on the FF. For a system comprising 𝑁𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 dihedral angles, the 
torsion energy is given by Equation 7, where 𝜙𝑖 is the value of the i-th dihedral, and 𝜙0,𝑗,𝑖, 𝑉𝜙,𝑗, 
and 𝑛𝑗  are the phase, magnitude, and multiplicity of the j-th function, respectively (Figure 
9d).148 
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𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛 = ∑ ∑
𝑉𝜙,𝑗
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The three aforementioned potentials are adjusted to obtain realistic 3D geometries at a 
molecule’s potential energy minima. Nonetheless, they turn out to be insufficient at 
reproducing the structural changes of cyclic molecules since they underestimate the strain 
among the enclosed atoms. As a response to this caveat, most FFs include an out-of-plane or 
improper torsion term 𝑈𝑜𝑢𝑡−𝑜𝑓−𝑝𝑙𝑎𝑛𝑒. This interaction takes place between four atoms 
belonging to the same molecule not necessarily bonded consecutively. Mathematically, the 
function adopted for improper torsions can be the same as for proper torsions (Equation 7), but 
some FFs also implement harmonic potentials (Figure 9e).148 
 
Figure 9. Bonded energy terms contributing to a conventional FF. a. Computational modeling of 1-
cyclohexyl 1-butanol in a classical FF. A molecule is described as a series of points (atoms) with a 
predetermined connectivity. From a physical perspective, the atoms are bound to each other by springs. 
The internal potential energy of the molecule is calculated as the sum of the bond stretching (b), angle 
bending (c), dihedral torsion (d), and out-of-plane bending (e) terms. 
In addition to the four bonded interactions described above, FFs may also include cross-terms 
that account for the coupling between different internal coordinates. For example, stretch-
stretch terms are potential energy functions that include the length of two bonds. The most 
frequently encountered cross-terms are stretch-stretch, stretch-bend, bend-bend, stretch-
torsion, and bend-bend-torsion. The use of cross-terms can be useful at reproducing specific 
crystallographic or spectroscopic data at the expense of a reduced simulation performance (i.e. 
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simulated time per unit of running time). However, the work presented here employs FFs that 
do not include cross-terms.148 
The nonbonded interactions (𝑈𝑛𝑏) included in classical mechanical FFs arise from electrostatic 
(𝑈𝑒𝑙𝑒𝑐) and van der Waals forces (𝑈𝑣𝑑𝑊, Equation 8). As stated above, classical mechanics 
represent molecules as a collection of point charges. Consequently, the electrostatic energy of 
a system consisting of 𝑁 particles is given by Coulomb’s formulation (Equation 9), where 𝑞𝑖 
is the partial charge of the i-th particle, 𝑟𝑖𝑗 is the distance between particles i and j, 𝜖0 is the 
vacuum permittivity (Figure 10 left panel). Importantly, the condition at the bottom of the 
second sum in Equation 9 ensures that each pairwise interaction is only counted once.148 









If electrostatics alone were considered by FFs, molecules would not have any volume, and 
charges of opposite sign would annihilate each other. FFs also account for van der Waals 
forces, specifically, London dispersion forces and exchange-correlation forces, two 
interactions of quantum mechanical origin. On the one hand, London dispersion forces arise 
from instantaneous dipole moments within molecules that induce a dipole in neighboring 
molecules, leading to an attractive inductive effect. On the other hand, exchange forces arise 
from the inability of electrons to share the same quantum numbers (i.e. the Pauli exclusion 
principle), which, regulates the overlap of electron densities belonging to different molecules. 
In MM, London forces are typically modeled as functions that scale with 𝑟−6 and exchange 
forces with a scaling of 𝑟−12, thus, the former dominates at long inter-particle distances 
whereas the latter at short distances. In sum, van der Waals interactions are expressed as a 6-
12 Lennard-Jones potential (Equation 10), where 𝜖𝑖𝑗 is the well depth, and 𝜎𝑖𝑗 is the distance 



















Note that the 𝜖𝑖𝑗 and 𝜎𝑖𝑗 parameters should be unique for each pair of atoms in the system. 
Therefore, the number of parameters should increase quadratically with the number of atom 
types (i.e. ∼ 𝑁2). This would again limit the transferability of FFs since it would quickly result 
in an unmanageable number of free parameters. Instead of explicitly defining all possible 
permutations, combination rules are employed to derive the parameters for each atom pair 
based on self-interacting attributes denoted as 𝜖𝑖𝑖 and 𝜎𝑖𝑖 from the individual atom types 









Different FFs can employ expressions mathematically equivalent to Equation 10 to describe 
van der Waals interactions for the sake of computational efficiency and/or consistency in the 
parametrization schemes. In the present work, the function in Equation 13 is particularly 
relevant. The relation between Equations 10 and 13 is given by Equations 14 and 15. The 























The electrostatic and van der Waals interactions are both pair potentials that are summed for 
all atom pairs in the system. Nonetheless, atoms within the same molecule can be reasonably 
found at very short distances from one another due to the bonded interactions (𝑈𝑏). In order to 
avoid the divergence of the repulsive forces between such atoms, FFs exclude certain pairs 
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from nonbonded calculations. In detail, atom pairs in a molecule separated by 𝑁𝑒𝑥𝑐𝑙 bonds or 
less are skipped during the computation of 𝑈𝑛𝑏. Values for 𝑁𝑒𝑥𝑐𝑙 typically range between 1 and 
3 depending on the FF.175 
 
Figure 10. The interaction between two different molecules (in orange and green in the middle panel) 
is driven by electrostatic and van der Waals interactions. Electrostatics (left panel) are described by 
Coulomb’s law; thus, the potential is always attractive for partial charges of opposite sign and repulsive 
for partial charges equally signed. Van der Waals interactions (right panel) confer molecules their 
volume and prevent the annihilation of charges of opposite sign as promoted by electrostatics. The van 
der Waals interactions are described by a Lennard-Jones potential that displays a global minimum at 
the distance were the molecular surfaces contact each other. 
2. Coarse-grained force fields 
FFs offer a mathematical framework for calculating the potential energy of a system of 
particles. In the previous section, the terms ‘particle’ and ‘atom’ were interchangeable. 
However, the classical mechanical framework can be generalized to coarser interaction sites. 
In coarse-grained (CG) systems, multiple atoms are grouped into an individual particle – or 
bead – that represents the indivisible chemical units of the system (Figure 11).176 Similar to 
atoms in atomistic simulations, beads are identified with a bead type and a partial charge. The 
bead types are associated with a set of bonded and van der Waals parameters, while the partial 
charges are employed for the calculation of the electrostatic potential energy. Importantly, in 




Figure 11. Conceptual principles behind CG representations. Various atoms are grouped into a single 
interaction site known as bead. Glycine, an amino acid composed by four heavy (i.e. non-hydrogen) 
atoms, is mapped into a single bead following the four-to-one scheme of the Martini FF. Similarly, the 
number of interaction sites in the gH625 oligopeptide (21 amino acids long), is reduced from 337 in its 
atomistic representation to 60 after coarse-graining. CG beads and carbon atoms are shown in cyan, 
nitrogen in blue, oxygen in red, and the secondary structure of gH625 in purple. 
CG methods reduce the number of degrees of freedom in the system (i.e. 𝑁 decreases), making 
it more computationally efficient than its atomistic counterpart at the expense of reduced 
resolution. The reduction in degrees of freedom depends on the mapping scheme adopted, that 
is, the number of atoms that are packed into one bead. Therefore, the mapping scheme dictates 
the gain in computational performance and loss of spatial resolution.178 In CG methods, since 
atomic detail is lost, some interactions are jeopardized. For example, the H-bond networks 
responsible for the secondary structure in proteins are limited. For this reason, when modeling 
biomacromolecules, it is a common practice to implement elastic networks that bias the 
geometry of the system toward a known, reliable state.179,180 At their core, elastic networks are 
a series of bonds that are added to the potential energy function of the force field. 
The most commonly employed CG FF for biomacromolecular simulations is Martini.181,182 
This FF uses a four-to-one mapping scheme, meaning that, in average, four heavy (i.e. non-
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hydrogen) atoms are mapped into one bead. It is important to note that the mapping scheme of 
an FF is a guide as for how to parametrize a system, rather than a rule. The CG mapping is not 
absolute even within the same FF. Equivalently, there are many ways to map the same molecule 
into a CG FF.183 
3. Parametrization 
Atomistic and CG FFs comprise a mathematical function for the calculation of the potential 
energy of a system as well as the free parameters present in such function, yet there is not a 
unique protocol for deriving the free parameters. Every FF adopts a different parametrization 
procedure, which determines the FF’s reach and applicability. The parameters are typically 
fitted to reproduce experimental measurements or, when unavailable, quantum mechanics 
(QM) data.184 The OPLS-UA FF, for example, was originally parametrized to reproduce heats 
of vaporization and densities of organic liquids.185 Other FFs, like the Gromos series, have 
been parametrized against partition coefficients of organic molecules.186,187 Subsequently, the 
choice of the FF to employ is not always trivial, and it must be tailored to the system and 
properties of interest. A clear example of this is the multiple FFs available for water, each with 
its strengths and caveats. For example, force fields like SPC/FW,188 TIP4P-EW,189 and 
TIP7P190 are successful at reproducing the self-diffusion coefficient of liquid water, but they 
all underestimate dramatically its dipole moment (errors ca. 20%). 
The choice of the FF must be based on three factors: i) accuracy, ii) computational cost, and 
iii) compatibility. Regarding the first factor, FFs including more potential energy functions 
generally display an improved accuracy over those with less terms. However, including more 
functions in the expression for the potential energy can significantly increase the computational 
cost associated with the calculation. In the case of water, for example, the TIP3P model191 
contains one interaction site centered at each atom’s nucleus, making it a computationally 
efficient alternative compared to more complex representations of water like TIP4P,191 
TIP5P,192 and TIP7P.190 Lastly, when considering a multi-component system (e.g. a lipid 
bilayer in water), it is also important to consider the compatibility between FFs. If the combined 
use of FFs is not benchmarked prior to their use, unphysical artifacts may arise during a 
simulation. Using FFs belonging to the same family grants compatibility in the assigned 
parameters.193 In the present work, two families of FFs are employed: AMBER for the 
atomistic and Martini for the CG simulations. 
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The AMBER series includes FFs for the simulation of various biomacromolecules and related 
compounds. The FF14SB FF is used for simulating proteins, and it is parametrized against 
conformational energies derived from QM calculations.194 The Parmbsc1 FF, fitted to 
reproduce hydration free energies, is used for nucleic acids.195,196 The Generalized Amber 
Force Field (GAFF) is a transferable FF used for simulating small organic molecules that is fit 
to crystallized and QM-derived structures.197 Lipids are also supported through the LIPID17 
FF parametrized against experimental structural features of phospholipid bilayers.198,199 In 
regard to nanoparticles (NPs), functionalized gold nanoparticles and nanoclusters were first 
contemplated by Pohjolainen and co-workers, who, in 2016, fitted an AMBER-compatible FF 
to QM vibrational spectra.200 As for aqueous solvents, the AMBER family of FFs is compatible 
with the TIP3P water model.191 This model is particularly useful as it reproduces the dielectric 
constant of liquid water (error of 5%), enabling it to accurately propagate electrostatic forces 
exerted by solvated species.201 Importantly, the AMBER FFs also offer a standardized protocol 
for the parametrization of new residues. In this workflow, the atom types are assigned to the 
molecule by analogy to those already implemented in GAFF.202 Moreover, the atomic partial 
charges of the molecule are fitted to reproduce the QM electrostatic potential at the Hartree-
Fock/6-31G* level of theory.203–206 
The Martini family of FFs is a collection of FFs commonly employed for polymeric systems 
at a CG resolution. Its initial release was intended for the simulation of proteins, nucleic acids, 
and lipids; however, its parameters database has been successfully transferred to the simulation 
of functionalized metal NPs.207 Over time, this family of FFs has also been adapted to polymers 
like polyethylene glycol,208,209 polystyrene sulfonate, and polydiallyldimethylammonium.210 In 
contrast to the AMBER series, the Martini FFs are parametrized to reproduce the partition 
coefficients of small organic molecules.181,211,212 The Martini FF also counts with its own water 
models like refPol, which accurately reproduces the dielectric constant of water.213–216 
 Molecular dynamics simulations 
Molecular dynamics (MD) is a computational method that generates a succession of temporally 
correlated structures. An MD run thus samples a system’s phase space for a time 𝑇𝑚𝑎𝑥. In fact, 
an MD trajectory consists of 𝑁𝑓𝑟𝑎𝑚𝑒𝑠 frames each corresponding to a different point in the 6𝑁-
dimensional phase space. The temporal correlation between the 𝑁𝑓𝑟𝑎𝑚𝑒𝑠 snapshots allows 
estimating the expected value of an experimentally measurable property as a time (𝑡) average. 
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Classical MD is a computational method that combines MD algorithms with Lagrangian 
mechanics, a formalism in which the Lagrangian ℒ is the fundamental quantity of a system. 
The Lagrangian is given by Equation 19 for a system of particles, and the dynamics of the 
particles is described by the Euler-Lagrange equation (Equation 20), with 𝛁𝒊 and 𝛁𝒗𝒊 as the 
vector differential operators with respect to the position (Equation 21) and velocity (Equation 
22) coordinates of particle i, respectively.218 

























If the kinetic energy is independent of the particles’ position (as in Equation 1) and the potential 





(𝛁𝒗𝒊𝐾({𝒑}, 𝑡)) (23) 
Then, using the definition of a conservative force (Equation 24) in Equation 23 leads to 
Equation 25. Note that Equation 25 is Newton’s second law of motion for particle i, with 𝑭𝒊 
the net force acting over the particle, 𝒂𝒊 the particle’s acceleration, and 𝑚𝑖 the particle’s mass. 
Lastly, the trajectory of particle i is obtained by solving its associated equation of motion 
(Equation 25).219 
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𝑭𝒊({𝒓}, 𝑡) = −𝛁𝒊𝑈({𝒓}, 𝑡) (24) 
𝑭𝒊({𝒓}, 𝑡) = 𝑚𝑖
𝑑2𝒓𝒊(𝑡)
𝑑𝑡2
= 𝑚𝑖𝒂𝒊(𝑡) (25) 
Equation 25 can be written for every particle in a system, which results in 3𝑁 partial differential 
equations. Moreover, since the potential energy depends on the position of all the particles in 
the system, Equation 25 implies 3𝑁 coupled differential equations that, in general, cannot be 
solved analytically, so they are approximated through numerical integration methods.217 
1. Time integration 
MD is based on solving 𝒓𝒊 in Equation 25 for all the particles in a system. In general, it is not 
possible to solve Equation 25 analytically, so the function 𝒓𝒊(𝑡) is iteratively computed for 
discrete times 𝑡 + 𝑛𝑡Δ𝑡, where 𝑛𝑡 is a positive integer. In order to update the position of a 
particle, it is necessary to know its prior velocity, which, in turn, depends on its prior 
acceleration. Thus, the goal of time integration is to determine the next phase space 
configuration in time given the present and past states. The functions 𝒓𝒊(𝑡 + Δ𝑡), 𝒗𝒊(𝑡 + Δ𝑡) , 
and 𝒂𝒊(𝑡 + Δ𝑡) are expanded as a Taylor series about 𝑡 (Equation 26).
148 The accuracy of the 
integration scheme is given by the highest power of Δ𝑡 considered in the expansion, i.e. 
ℴ(Δ𝑡𝑛). The accuracy of the integration scheme increases as more terms are included by 
Equation 26.148 
𝒓𝒊(𝑡 + Δ𝑡) = 𝒓𝒊(𝑡) + Δ𝑡𝒗𝒊(𝑡) +
1
2
Δ𝑡2𝒂𝒊(𝑡) + ⋯ 
𝒗𝒊(𝑡 + Δ𝑡) = 𝒗𝒊(𝑡) + Δ𝑡𝒂𝒊(𝑡) + ⋯ 
𝒂𝒊(𝑡 + Δ𝑡) = 𝒂𝒊(𝑡) + ⋯ 
(26) 
Note that, if the expansion in Equation 26 is truncated at ℴ(Δ𝑡2), the kinetic equations of 
motion are recovered. In this case, Δ𝑡 can be interpreted as the duration for which the forces 
acting on the particles are constant, and this value should be chosen so that the fastest motions 
are still included in the trajectory. When choosing the timestep of the simulation the interplay 
between accuracy and computational cost must be considered. In general, the computational 
performance of a simulation increases linearly as Δ𝑡 decreases. However, if Δ𝑡 is too large, 
numerical integration will result in an inaccurate (unphysical) trajectory, or a numerical 
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instability leading to the eventual crash of the simulation. On the other hand, if Δ𝑡 is too small, 
the simulation becomes computationally demanding without necessarily providing additional 
accuracy.217 
In spite of there being several approaches for determining the accelerations, velocities, and 
positions of the particles, MD requires integration schemes that conserve the total energy of 
the system. Algorithms satisfying the latter condition are classified as symplectic integrators. 
One of the most commonly employed symplectic integrators is the leap-frog algorithm. This is 
a second-order, ℴ(Δ𝑡2), algorithm that iteratively updates the position and velocity vectors 
with a displacement of Δ𝑡/2 (Equation 27). As with any integrator, solutions of the leap-frog 
scheme approach the analytical solution as Δ𝑡 decreases.217 This work utilizes the leap-frog 
integration scheme for all the MD simulations reported. 







Δ𝑡) = 𝒗𝒊 (𝑡 −
1
2
Δ𝑡) + Δ𝑡𝒂𝒊(𝑡) 
(27) 
In atomistic biomacromolecular simulations, the fastest vibrational modes usually correspond 
to the stretching of the C-H bonds, which have a period of ca. 10 fs. A timestep of 0.5 or 1 fs 
should be employed to grasp these vibrations. Nonetheless, when C-H stretching plays a 
negligible role in the conformational changes of interest, it is a common practice to constrain 
the C-H bond lengths to their equilibrium value and increase the timestep to 2 fs.148 
2. Thermostats and barostats 
The formulation of MD described this far, allows systems to evolve in time by keeping the 
number of particles, volume, and total energy constant, so a microcanonical (NVE) statistical 
ensemble is sampled as the equations of motion are integrated.220 This setup can turn out useful 
for studying phenomena like thermal photoporation of membranes;221 however, MD 
simulations are typically benchmarked against experiments carried at constant temperature. 
Retaining a constant temperature along an MD simulation is particularly important when 
studying biological systems, as these can be exceptionally sensitive to overheating and/or 
overcooling. 
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From a physical standpoint, thermostats modify Newton’s equations of motion. The addition 
of this term imposes a thermodynamic boundary condition that allows sampling a statistical 
ensemble at a constant temperature.220 The temperature is related to the velocity of particles 
through the theorem of equipartition of energy (Equation 28). This theorem connects properties 
of a microstate ({𝒗𝒊}) with a thermodynamic variable, in this case, the temperature. Thus, to 
regulate temperature thermostats modify the velocity of the particles (Figure 12a and Figure 
12b). Indeed, at each timestep thermostats scale the velocities of all particles by a factor 𝜆 











𝒗𝒊(𝑡 + Δ𝑡) = 𝜆(𝑡)𝒗𝒊(𝑡) (29) 
Differentiating Equation 28 with respect to the temperature, Equation 30 is obtained for 𝑑𝑇. In 
parallel, using Equation 29 in the classical definition of kinetic energy for two consecutive 
states results in Equation 31. 
































Lastly, solving Equation 31, an expression for the change in temperature as a function of the 
scaling parameter 𝜆 can be derived (Equation 32). 
Δ𝑇(𝑡) = (𝜆(𝑡)2 − 1)𝑇(𝑡) (32) 
Thermostats use different algorithms for defining the scaling parameter 𝜆 so that the kinetic 
energy is restrained, and the temperature of the system fluctuates around a reference value 𝑇0. 
For example, the Berendsen algorithm is a weak-coupling thermostat in which the system is 
assumed to be in contact with a fictitious thermal bath at nominal temperature 𝑇0. With this 
thermostat, the rate of change of the temperature of the system is proportional to the 
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temperature’s deviation from 𝑇0 (Equation 33).
220 The outcome of substituting Equation 32 
into 33 is an expression for the scaling factor 𝜆 in terms of the instantaneous temperature and 









[𝑇0 − 𝑇(𝑡)] (33) 











Figure 12. Thermostats, barostats, and PBC. a. Maxwell-Boltzmann probability distribution as a 
function of the norm of the velocity vector. b. A canonical thermostat scaling the velocity of the 
particles (purple) at each timestep toward a Maxwell-Boltzmann distribution correspondent with the 
target temperature. c. Barostats rescale the volume of the simulation box (brown) for the instantaneous 
pressure to drift toward the target pressure. d. When PBC are applied, the simulation box (blue) is 
virtually replicated in all three dimensions (green) to simulate a continuum. 
The analytical solution of Equation 33 suggests that the temperature of the system decays 
exponentially with time toward the target temperature. The speed at which it decays is 
determined by the coupling parameter 𝜏𝐵. The optimal value for 𝜏𝐵 should be determined for 
each system based on how successful the thermostat is at reproducing the nominal temperature 
and its fluctuations. In general, as 𝜏𝐵 increases, the thermostat is progressively deactivated, 
leading to thermal fluctuations beyond what is physically reasonable. Instead, if 𝜏𝐵 is too short, 
34 
the temperature fluctuations can become unrealistically small. In fact, as 𝜏𝐵 approaches zero, 
the temperature becomes constrained at the target temperature.220 
Thermostats are commonly used to simulate closed systems in an NVT statistical ensemble 
(i.e. constant number of particles, volume, and temperature). However, realistic NVT systems 
are also canonical. In canonical NVT ensembles, the probability (𝑝) of a state 𝑠 is proportional 
to the Boltzmann factor (Equation 35), with 𝐸𝑠 the total energy of state 𝑠, 𝑇 the system’s 
absolute temperature, and 𝑘𝐵 the Boltzmann constant. The proportionality between the 
probability 𝑝 and the Boltzmann weighting factor is denoted by 𝑍−1, with 𝑍 as the canonical 
partition function of the system. The partition function 𝑍 is the sum of the Boltzmann factors 
associated with each microstate accessible by the system. Since the total energy depends on 
the (continuous) phase space, the accessible states are summed over by a 6𝑁-dimensional 
integral in Equation 36.222 











The velocity of the particles in canonical statistical ensembles follow a Maxwell-Boltzmann 
distribution (Equation 37 and Figure 12a). Interestingly, the Berendsen thermostat allows 
sampling states at constant temperature (i.e. mean kinetic energy) but with particle velocities 
that do not obey a Maxwell-Boltzmann distribution. Consequently, this thermostat does not 











The velocity-rescale (v-rescale) thermostat is adopted in the present work. The v-rescale 
thermostat uses the same weak-coupling term of the Berendsen thermostat and a stochastic 
term that ensures the proper velocity distribution at each timestep (Equation 38). Substituting 
Equation 32 into 38 results in an expression for the scaling factor 𝜆, where the function 𝑊𝑊 is 
a Wiener noise term. The Wiener noise function generates pseudo-random numbers that are 
































In many cases, the NVT ensemble does not fully reproduce experimental (e.g. physiological) 
conditions, which are often performed at constant pressure. In the NPT ensemble, the number 
of particles, pressure, and temperature remain constant, while the volume is allowed to 
variations that contribute to the total energy of the system. The proper isobaric-isothermal 
statistical ensemble is captured when the probability (𝑝) of sampling a state 𝑠 is given by 
Equation 40, with 𝑃 and 𝑉 the pressure and volume of the system, respectively. Similar to 
before, the proportionality constant 𝛯 is the isobaric-isothermal partition function that now 
integrates for all possible volumes (Equation 41).222 
𝑝(𝑁, 𝑃, 𝑇, 𝑠) = 𝛯−1𝑒
−
𝐸𝑠+𝑃𝑉
𝑘𝐵𝑇  (40) 










A practical way of deriving an expression for the pressure in terms of microscopic variables is 
through the ensemble average proposed in the left-hand side of Equation 42. The expression 
can be expanded by differentiating with the chain rule, according to Newton’s second law 
(Equation 25) and the equipartition of energy (Equation 28). Note that, in an isolated, 
unperturbed system, the velocity vector of the particles does not have a preferred orientation, 
i.e. it is randomly distributed. Subsequently, the ensemble average on the left-hand side of 
Equation 42 is zero. The first term on the right-hand side of Equation 42 is known as the virial, 




















= 〈∑𝒓𝒊(𝑡) ∙ 𝑭𝒊
′(𝑡
𝑖
)〉 + 2〈𝐾〉(𝑡) 
= 〈∑𝒓𝒊(𝑡) ∙ 𝑭𝒊
′(𝑡
𝑖
)〉 + 3𝑁𝑘𝐵𝑇(𝑡) 
In pressure coupling, the system is subject to an external force that (de)compresses the 
simulation box, so the system reaches a target pressure (Figure 12c). In this way, the total force 
acting over the i-th particle (𝑭𝒊
′) can be separated into the force implied by the FF and the 
thermostat (𝑭𝒊), and the force due to the external piston (𝑭𝒊
𝒆𝒙𝒕). In a cubic simulation box of 
edge-length 𝐿, the external force at one of the faces relates to the pressure by Equation 43.224 
𝐹𝑖
𝑒𝑥𝑡 = 𝑃𝐿2 (43) 
The force 𝑭𝒊
𝒆𝒙𝒕 will always act inwards, and it is only applied on atoms exactly at the box’s 
faces, so the sum over all particles in Equation 42 will only be non-zero for atoms exactly at 
the surfaces. If the origin of coordinates is placed at one of the cube’s edges, the surfaces will 
be located at 𝑥 = (0, 𝐿), 𝑦 = (0, 𝐿), and 𝑧 = (0, 𝐿). Subsequently, in three of the faces, the 
remaining dot product in Equation 42 will collapse to zero. Applying these arguments to 
Equation 42, one obtains Equation 44. Equation 45 is reached by solving for the instantaneous 
pressure. 
0 = 〈−3𝑃𝐿𝐿2〉 + 〈∑𝒓𝒊(𝑡) ∙ 𝑭𝒊(𝑡
𝑖






)〉 + 3𝑁𝑘𝐵𝑇(𝑡)] (45) 
It is important to highlight that the instantaneous pressure of a system will depend on how 
much the expected value 〈∑ 𝒓𝒊(𝑡) ∙ 𝑭𝒊(𝑡)𝑖 〉 deviates from −3𝑃𝑉, which in turn depends on the 
number of atoms being subject to the external force. Thus, for systems with thousands of atoms 
or more, the instantaneous pressure is misrepresentative of the system’s behavior. Indeed, the 
moving average of the pressure is the metric that actually represents the thermodynamic 
pressure of the system during MD simulations.148 
Barostats are modifications to Newton’s equations of motion with the purpose of generating a 
statistical ensemble at constant pressure. Barostats can apply the same compressive force in all 
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directions (isotropic barostats), or they may use different ones for each coordinate (anisotropic 
barostats). Indirectly, barostats update the volume by scaling the edge-lengths of the simulation 
box by a factor 𝝁𝑷, as shown in Equation 46 for a rectangular box of edge-lengths 𝑳 = (𝐿𝑥, 
𝐿𝑦, 𝐿𝑧). As such, the volume of the system is updated by the matrix product of the scaling 
factor 𝝁𝑷 (transposed, Equation 47). Note that a modification on the volume also implies a 
modification on the position of the particles (Equation 48).225 
𝑳′(𝑡 + 𝛥𝑡) = 𝝁𝑷(𝑡)
⊤ ⋅ 𝑳(𝑡) (46) 




𝒓𝒊(𝑡 + 𝛥𝑡) = 𝝁𝑷(𝑡)
⊤ ⋅ 𝒓𝒊(𝑡) (48) 
In the present work two barostats were employed, the Berendsen and the Parrinello-Rahman 
barostats. In the Berendsen barostat all scaling factors are equal (𝜇𝑃,1 = 𝜇𝑃,2 = 𝜇𝑃,3 = 𝜇𝑃) and 
based on the weak-coupling principle of the thermostat of same name. In this case, the pressure 







(𝑃0 − 𝑃(𝑡)) (49) 
In addition, it is also possible to obtain an expression that relates the rate of change of the 
pressure and volume by differentiating the definition of isothermal compressibility with respect 
to time (Equation 50). The scaling factor is found by substituting 47 and 49 into 50 and solving 
for 𝜇𝑃 (Equation 51). In Equation 51, the isothermal compressibility 𝜅 is the resistance offered 
by the system against being compressed. This value is typically set to that of the solvent (e.g. 

















In contrast to the Berendsen barostat, the scaling factor 𝝁𝑷 does not have to be uniform in the 
three dimensions when a Parrinello-Rahman barostat is implemented, which enables the system 
to change its shape during the simulation. In the case of liquid-state modeling, the simulation 
box will not deviate significantly from its original shape, although this is particularly useful for 
studying phase transitions in solid phase dynamics.226,227 
3. Nonbonded interactions 
The simulation of a realistic dissolution should allow the diffusion of the solute through a 
solvent extended infinitely. Due to the finite memory and work capacity of processing units, it 
is unfeasible to perform this task explicitly. Instead, MD considers a selected portion of space 
known as the simulation box. There are multiple alternatives on how to deal with particles that 
reach the frontiers of such box. A common practice is to use periodic boundary conditions 
(PBC), a scheme in which the simulation box is treated as a unit cell that repeats itself infinitely 
in all three dimensions (Figure 12d). Therefore, when an atom exits through one of the 
simulation box’s faces, another identical atom enters the box through the opposite face. Under 
these conditions, any point in space can be described by what happens inside the simulation 
box. Nonetheless, if the simulation box is too small, a molecule’s motion can be affected by its 
mirror image. Indeed, the appearance of self-correlated motions results in artifacts 
misrepresentative of the system’s dynamics.148 
PBC allows describing an infinitely big space in terms of a reduced, selected portion. This 
implies that, in principle, nonbonded interactions (i.e. van der Waals and electrostatics) should 
be summed over an impossible (infinite) number of atoms. Advantageously, the sums in 
Equations 9 and 10 are conditionally convergent, so the series can be truncated for atom pairs 
within a certain threshold distance from each other. The threshold distance depends on the 
scaling law of the pairwise potential. In practice, it is feasible to explicitly evaluate the sums 
when the scaling law (𝑟−𝑁𝑙𝑎𝑤) decays fast enough (𝑁𝑙𝑎𝑤 ≥ 3). Since the 6-12 Lennard-Jones 
potential satisfies this condition, the van der Waals interactions are treated by truncating the 
sum. The Coulomb potential, instead, would take too long to converge (because 𝑁𝑙𝑎𝑤 = 1).
148 
Electrostatics are treated with the Ewald summation method, in which the potential is modified 
to make the series converge faster.228 In this method, for each (partial) charge in the system 𝑞𝑖, 
a Gaussian charge density 𝜌𝑖 of opposite sign and centered at the particle’s position is added 
(Equation 52). Integrating 𝜌𝑖 in spherical coordinates over the entire space, one can reach a 
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modified expression for the electric potential energy (𝑈𝑒𝑙𝑒𝑐
𝑟𝑒𝑎𝑙 in Equation 53), where 𝛼𝑒 is a free 
parameter that determines the width of the Gaussian distribution, 𝒏𝒙𝒚𝒙 is a vector of integers 
indicating the periodic image (𝒏𝒙𝒚𝒛 = 𝟎 is the simulation box), and 𝑒𝑟𝑓𝑐 is the complementary 
error function (Equation 54). The star (∗) on the third sum indicates that the case 𝑖 = 𝑗 should 































The modified electric potential energy 𝑈𝑒𝑙𝑒𝑐
𝑟𝑒𝑎𝑙 converges faster than Equation 9, so a cutoff 
distance is imposed for its truncation. Then, a set of oppositely charged densities {−𝜌} is added 
to correct for the first set of charge densities {𝜌}.148 The corresponding electrostatic potential 
𝜓 is computed by solving Poisson’s equation (Equation 55) in the Fourier space. The Fourier 
transformation of a function 𝑓 is given by Equation 56, where 𝑘 is the wave number (2𝜋𝑛𝑥𝐿𝑥
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The Ewald summation transforms Poisson’s equation into the reciprocal space 𝑘, and solves 
for the reciprocal electrostatic potential ?̂?, and translates it to the real space 𝑟. The resulting 
expression for the electrostatic potential energy is shown as Equation 57. The Gaussian decay 
of this function in reciprocal space makes it converge faster than the original Coulomb 





















cos⁡(𝒌 ∙ 𝒓𝒊𝒋) (57) 
Note that, in Equations 53 and 57, each pair of charges is included twice, and the energy is then 
halved at the beginning of the formula to normalize the double counting. Moreover, in the cases 
where 𝑖 = 𝑗, the contribution of the Gaussian densities is non-zero, so a final correction term 











Finally, the total electrostatic potential energy of the system (Equation 59) results from adding 





The time required for evaluating Equation 59 scales as ∼ 𝑁2, making it computationally 
expensive for simulations with thousands of atoms. Particle-mesh Ewald is a method that 
evaluates the Ewald summation for electrostatic energy that scales as ∼ 𝑁 log𝑁. This 
algorithm evaluates the energy for a 3D grid with a charge in each interstice that is calculated 
by interpolating the vicinal charges of the system.231 
4. Coarse-grained simulations 
The setup of CG MD simulations is almost identical to that of their atomistic counterparts. 
Nonetheless, the reduction in degrees of freedom implied in CG FFs have consequences in the 
interpretability of the input parameters and output trajectories. The coarsening of the simulation 
allows a bead representation of molecules that uses a reduced number of interaction sites, 
allowing a larger simulation scale. With atomistic MD simulations, state of the art studies use 
boxes tens of nanometers long, whereas, with the Martini CG FF, boxes hundreds-of-
nanometers-long are accessible.232,233 
In addition to increasing the length-scale at reach, CG methods hide fast vibrations. In CG MD, 
the bonded energy terms do not have the same physical meaning as the bonds, angles, and 
dihedrals of an atomistic FF, so they are not fitted to reproduce vibrational or rotational 
frequencies. Rather, bonded parameters in CG FFs are parametrized to maintain the structural 
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integrity of macromolecules, leading to the usage of smaller force constants.181 Therefore, the 
movements that before set the upper threshold for the timestep are no longer present. In the 
particular case of the Martini FF, timesteps in the range of 10-20 fs are typically used. For a 
fixed amount of computing resources, this also results in longer time-scales compared to 
atomistic MD.232,233 
The reduced number of degrees of freedom and weaker force constants in CG simulations also 
smooth the potential and thus the free energy surfaces of the system. Consequently, the kinetic 
energy of the particles is enough to explore more energy basins than they would in an atomistic 
simulation. Thus, the simulation time has a variable correspondence to the real physical 
time.181,212 For example, Martini water beads are known to diffuse four times faster than in 
experiments, so some studies claim that the simulated time in Martini MD is a fourth of the 
physical time actually sampled.180 Nonetheless, this factor has found to be system-dependent 
and to variate between three and eight.152 In other words, grouping atoms into beads leads to 
an underestimation of the conformational entropy that is balanced by overcompensating the 
enthalpic contribution through the FF parameters.234 
 Free energy calculations 
Free energy calculations are theoretical frameworks that can be combined with MD simulations 
to compute variations in the free energy of a system as a particular process takes place.235,236 
The present work utilizes two methods: potential of mean force and thermodynamic 
integration, both of which calculate the energy along a collective variable (CV). A CV is a 
parameter (often geometrical) that describes the evolution of a process (Figure 13a). The 
probability of sampling a CV, 𝜉, depends on the free energy of a system at a particular state. 
Depending on the free energy along 𝜉, the simulation time needed to sample the path of interest 
may be unfeasible.237 For this reason, free energy calculations are typically coupled to 
enhanced-sampling techniques, which bias the dynamics of the system in order to promote the 
population of otherwise unexplored regions of the system’s phase space.238 
1. Potential of mean force and umbrella sampling 
Potential of mean force (PMF) calculations compute the free energy along a CV from the 
probability of sampling each value of 𝜉 along the path of interest.239 In order to exhaustively 
sample 𝜉, a biasing term 𝑈𝑏𝑖𝑎𝑠 is added to the total energy of the system as shown in Equation 
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60, where 𝐸𝑏⁡represents the total energy of the biased system (Figure 13b). The probability of 
sampling a value 𝜉𝑖 in the perturbed system is the sum of all the probabilities where 𝜉 = 𝜉𝑖, 
which is shown as Equation 61 for a canonical ensemble. The biased probability 𝑝𝑏 in Equation 
61 can also be written in terms of the unperturbed energy 𝐸 and the known biasing potential 
𝑈𝑏𝑖𝑎𝑠 using Equation 60. In Equation 61, 𝑍𝑏 is the canonical partition function of the biased 
system, Γ𝜉𝑖 the phase space configurations where 𝜉 = 𝜉𝑖, and 𝑍𝑖 is the unbiased partition 
function at calculated over Γ𝜉𝑖.
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𝐸𝑏(𝛤, 𝜉) = 𝐸(𝛤) + 𝑈𝑏𝑖𝑎𝑠(𝜉) (60) 



































Applying a Boltzmann inversion to the definition of the Helmholtz free energy 𝐴 (Equation 
62) and using Equation 61 returns an expression for the PMF at 𝜉𝑖. Note that Equation 63 
relates the unbiased free energy 𝐴 with the known biasing potential 𝑈𝑏𝑖𝑎𝑠 and the probability 
sampled from the biased simulation 𝑝𝑏. The last term in Equation 63 is a constant that cancels 
out when calculating relative free energies (i.e. difference between states). Note that Equations 
61, 62, and 63 apply only to canonical ensembles, but they can be generalized for the isobaric-
isothermal ensemble by integrating over the volume as in Equation 41. The PMF profile 
obtained from an NPT ensemble corresponds to the Gibbs free energy 𝐺.241 
𝐴(𝜉(𝛤) = 𝜉𝑖) = −𝑘𝐵𝑇 log 𝑍(𝜉(𝛤) = 𝜉𝑖) (62) 
𝐴(𝜉(𝛤) = 𝜉𝑖) = −𝑘𝐵𝑇 log 𝑝𝑏(𝜉(𝛤) = 𝜉𝑖) − 𝑈𝑏𝑖𝑎𝑠(𝜉(𝛤) = 𝜉𝑖) − 𝑘𝐵𝑇⁡ log 𝑍𝑏 (63) 
In the specific case in which the biasing potential is harmonic (Equation 64) around a reference 










Figure 13. Example illustrating the workflow behind PMF calculations. a. The collective variable 𝜉 is 
defined as the distance between the center of mass of two spherical molecules (orange and pink). 
Calculating a PMF profile requires the exhaustive sampling of the system’s degrees of freedom in the 
𝜉 range of interest. b. For the sampling, several windows are simulated in which a biasing potential 
(harmonic in US) is applied at a reference value 𝜉𝑟𝑒𝑓. c. The free energy profile can then be constructed 
by measuring the biased probability 𝑝𝑏(𝜉) and applying the Boltzmann inversion in Equation 63. 
One US sampling MD simulation is usually not enough to sample the whole range of interest 
of 𝜉. In practice, the range of interest is stratified into 𝑛𝑤𝑖𝑛 window simulations, each with a 
biasing potential centered at a different reference point ({𝜉𝑗}). Each simulation provides a free 
energy curve for a small range of 𝜉. Curves from consecutive windows are then fitted at their 
overlapping regions to recover the complete free energy profile (Figure 13c). The most 
commonly employed numeric method to perform this fitting is the weighted histogram analysis 
method (WHAM).243,244 This method calculates the constant 𝑍𝑏 from Equation 63 for all the 
window simulations. To do so, WHAM creates a histogram of 𝜉 with 𝑛𝑏𝑖𝑛 bins for the whole 
range of 𝜉 and uses it to iteratively solve Equations 65 and 66 to self-consistency. In Equations 
65 and 66, 𝜉𝑖 is the i-th histogram bin, 𝜒𝑇,𝑗 is the total number of points sampled in the j-th 
simulation, 𝜒𝑗,𝑖 is the number of points in the i-th histogram sampled by the j-th simulation, 
𝑈𝑏𝑖𝑎𝑠,𝑗 is the biasing potential in the j-th simulation, and 𝑍𝑏,𝑗 is the partition function of the j-
the simulation. 
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2. Thermodynamic integration 
Thermodynamic integration (TI) is another free energy calculation method that computes the 
free energy of a process through an alternative approach to Equation 63.238 Similar as in PMF, 
in TI, the range for 𝜉 is stratified into a discrete set of windows {𝜉𝑗}. In TI, however the free 
energy is computed by first sampling the instantaneous force required to constrain the system 
at 𝜉 = 𝜉𝑗 (Equation 67). This sampling allows computing the expected value of the 
constraining force at each window. Finally, the constraining forces are numerically integrated 
over the range of 𝜉 to obtain the change in the free energy between two states 𝑠0 and 𝑠1 























































The scheme introduced above is generic for any modified potential 𝐸(Γ, 𝜉), hence, 𝜉 does not 
necessarily represent a geometrical CV. In this case, 𝜉 is interpreted as a coupling parameter 
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that shifts the system from state 𝑠0 and 𝑠1 (Figure 14). TI allows studying alchemical 
transformations, in which particles are created/annihilated. In these transformations, the total 
energy difference between states 𝑠0 and 𝑠1 is the potential energy associated with the 
molecules being created/annihilated. In other words, the total energy of the system is given by 
𝐸𝑠0(Γ) and 𝐸𝑠1(Γ) when 𝜉 = 0 and 𝜉 = 1, respectively.
246 At any other value of 𝜉, the 
simulation does not model a physical system, in fact, the intermediate states are mathematical 
constructs that enable calculating the free energy difference between the initial and final 
states.247 In analogy to the WHAM algorithm that reconstructs the free energy surface in PMF 
calculations, TI uses the Bennett’s acceptance ratio to weight and average the free energy 
contribution at each window.248 
 
Figure 14. Example illustrating the workflow behind TI when calculating the (de)solvation energy of 
a spherical molecule (orange). The total energy of the system changes as a function of the coupling 
parameter 𝜉 in such a way that 𝐸(Γ, 𝜉 = 0) = 𝐸𝑠0(Γ) and 𝐸(Γ, 𝜉 = 1) = 𝐸𝑠1(Γ). The difference in free 
energy between states 𝑠0 and 𝑠1 is then computed by tracking the changes in the energy between 
sampling windows. States where 0 < 𝜉 < 1 are fictitious systems with no physical counterpart. 
When calculating the solvation energy of a molecule comprising 𝑁𝑚𝑜𝑙 atoms, the potential 
energy (van der Waals and electrostatic interactions) of the 𝑁𝑚𝑜𝑙 atoms are gradually turned 
off through the 𝜉 parameter. Intuitively, the Lennard-Jones and Coulomb potentials could 
depend linearly on 𝜉 (Equation 69).249 However, as the potential energy smoothens, it becomes 
more likely for an atom pair to fall into a singularity (𝑟𝑖𝑗 = 0) at which the potential energy 
diverges. To circumvent this instability, the Lennard-Jones and Coulomb potentials in 𝐸 are 
replaced by ‘soft-core’ versions, as shown in Equations 70 and 71, where the 𝛼𝐿𝐽 and 𝛼𝐶 factors 
are empirical parameters often set to 0.5. Note that the original form of the potentials is 
recovered at 𝜉 = 0.250 
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CHAPTER III. NANOMODELER: A WEBSERVER FOR 
MOLECULAR SIMULATIONS AND ENGINEERING OF 
NANOPARTICLES 
Abstract 
Functionalized nanoparticles (NPs) are at the frontier of nanoscience. They hold the promise 
of innovative applications for human health and technology. In this context, molecular 
dynamics (MD) simulations of NPs are increasingly employed to understand the fundamental 
structural and dynamical features of NPs. While informative, such simulations demand a 
laborious two-step process for their setup. In-house scripts are required to: i) construct complex 
3D models of the inner metal core and outer layer of organic ligands, and ii) correctly assign 
force field parameters to these composite systems. Here, we present NanoModeler 
(www.nanomodeler.eu), the first webserver designed to automatically generate and 
parameterize model systems of monolayer-protected gold NPs (AuNPs) and gold nanoclusters 
(AuNCs). The only required input is a structure file of one or two ligand(s) to be grafted onto 
the gold core, with the option of specifying homogeneous or heterogeneous NP morphologies. 
NanoModeler then generates 3D models of the nanosystem and the associated topology files. 
These files are ready for use with the Gromacs MD engine, and they are compatible with the 
AMBER family of force fields. We illustrate NanoModeler’s capabilities with MD simulations 
of selected representative NP model systems. NanoModeler is the first platform to automate 
and standardize the construction and parameterization of realistic models for atomistic 
simulations of AuNPs and AuNCs.  
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 Introduction 
Monolayer-protected metal nanoparticles (NPs) are nanosized molecules comprising a metallic 
inner core covered by an organic layer with a varying number of coating ligands. These ligands 
shield the NP core and dictate the supramolecular chemistry at the NP surface. They can be 
functionalized in different ways, generating NPs with diverse structural and physicochemical 
properties. For example, functionalized NPs can recognize selected substrates with programed 
specificity and affinity,57 and can catalyze chemical transformations (i.e. nanozymes).98,99,101 
Functionalized NPs have thus found application in bioimaging,251 photothermal 
therapy,48,221,252 drug delivery,178,253,254 and other fields.97,255–257 
Due to their flexible chemical structure, it is difficult to examine the organization and dynamics 
of the coating ligands in functionalized NPs. However, understanding the fundamental 
dynamical behavior of the ligands is necessary to rationally design functionalized NPs with 
programmed abilities.57,258 In this context, atomistic molecular dynamics (MD) simulations can 
significantly improve our understanding of the ligand dynamics and interactions at the basis of 
NP applications, including nuclear magnetic resonance (NMR)-based chemosensing57,259 and 
nanocatalysis.98,138 For example, MD simulations take full account of the molecule’s flexibility 
in explicit solvents.172,260 They are thus suitable for elucidating NP dynamics and flexibility.261 
As a result, the literature contains a growing number of studies that combine MD simulations 
with experiments to investigate NPs involved in complex phenomena, including penetration of 
lipid bilayers,89,262–267 protein/lipid corona formation,29,268,269 and particle aggregation.270,271 
It is not easy to construct realistic 3D models of NPs and their parameterization for MD 
simulations.272 There are many tools for building and parametrizing macromolecules such as 
proteins,171,202,273,274 nucleic acids,275–277 and lipids.278–280 However, there are no standardized 
tools for building and parametrizing complex NP models for MD simulations. Computational 
researchers must develop in-house software to build such models, and prepare ad hoc protocols 
to create the NP topology, which includes all the force field parameters for MD simulations 
(i.e. bonded and nonbonded parameters). This process can be quite complex, and it is certainly 
laborious. 
Here, we present NanoModeler (www.nanomodeler.eu), the first webserver for the automatic 
and standardized construction and parameterization of realistic models for use in atomistic MD 
simulations of gold nanoparticles (AuNPs) and nanoclusters (AuNCs). This tool facilitates the 
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investigation and engineering of AuNPs and AuNCs, onto which molecular composites can be 
grafted to form a functionalized monolayer. 
Many AuNPs and AuNCs structures have become available in experimental and theoretical 
studies.24,37,281,282 This growing body of data has prompted the parameterization of these NPs 
for MD simulations. Based on these data, NanoModeler generates 3D models and topologies 
for homogeneous and mixed-monolayer-protected AuNPs and AuNCs. These models are ready 
to be investigated via MD simulations. One or two ligand types can be considered when 
building a 3D model of the NPs, which are then assembled to produce a topology file that is 
compatible with the AMBER family of force fields.  
In summary, NanoModeler allows the automatic set-up of atomistic MD simulations of 
multifaceted mixtures of functionalized AuNPs. This novel tool will help researchers study and 
engineer functionalized AuNPs and nanoclusters, while serving as a technological platform for 
future software developments related to MD simulations of AuNPs. 
 Results and discussion 
The NanoModeler webserver (www.nanomodeler.eu) is a free service, which the scientific 
community can use to prepare the necessary files for MD simulations of monolayer-protected 
AuNPs and AuNCs. The backend of the tool is coded in Python. The frontend graphical user 
interface (GUI) uses a mixture of Hypertext Markup Language (HTML), Cascading Style 
Sheets (CSS), and JavaScript. The NanoModeler website includes documentation and tutorials, 
which describe the overall process for setting up the system of interest, and the available 
options. This material is featured both in the server’s website and Appendix A. Below, we 
explain how NanoModeler operates, step by step, as per the workflow in Figure 15a. 
1. Building a 3D model of gold nanoparticles 
When using MD simulations to obtain an atomistic understanding of AuNPs, the user must 
build a reliable 3D model of the AuNP of interest. The structure of AuNPs can be divided into 
three characteristic building blocks: i) The inner quasi-static gold atoms; ii) the gold-sulfur 
staple-like motifs positioned on the surface of the core, and iii) the coating ligands linked to 
the staple-like motifs. NanoModeler uses these three building blocks to construct and assemble 
the final AuNP model. 
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Figure 15. Operation scheme of NanoModeler and its supported gold cores. a. Workflow of 
NanoModeler upon job submission. Steps involving only the ligand are in blue, those involving the 
core are in green, and those involving both the core and the ligands are in yellow. The GUI is in gray, 
external software dependencies are in orange, and additional steps are in red. b. Structure of the 
available cores that can be used to build functionalized AuNPs. In each core supported by 
NanoModeler, staples – the anchoring sites to which the coating ligands are coupled – are displayed in 
green, purple, and red. In more detail, staples of type STR are in green, STC in purple, and STV in red. 
For a detailed definition of the staple types (STR, STC, and STV), as well as of their associated atom 
types, please refer to Figure 16. 
Importantly, the key properties and interaction patterns of AuNPs also depend on the size of 
the metal core.3,283 In recent years, experimental and theoretical studies have elucidated several 
structures of AuNPs and AuNCs. The cores from these studies are incorporated into 
NanoModeler (Table 1). NanoModeler offers 16 different cores ranging in diameter from 0.9 
(Au25(SR)18) to 2.1 nm (Au314(SR)96, Figure 15b). Each core structure can be used as the 
supporting body to assemble the final AuNP. We define the core as the coordinates of the gold 
atoms and the 3D disposition of the sulfur atoms, including the first carbon of the ligands, as 
originally placed in the template AuNP structure (Figure 16a). 
Each specific core also defines the structure and disposition of the gold-sulfur interface 
‘staples,’25,55 which are depicted in Figure 16. These motifs act as anchoring sites, to which 
the coating ligands are coupled. NanoModeler supports three staple types, hereafter named 
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STR, STC, and STV, with differing connectivity and angle parameters (Figure 16). Each one 
includes two or three sulfur atoms. In all three staple types, each sulfur atom is bound to two 
gold atoms and one carbon atom. Notably, certain cores exist in different isoforms, that is, as 
the same chemical formula with a different number of staples organized in distinctive 
arrangements. For example, the Au68(SR)32 and Au68(SR)34 cores in NanoModeler result in 
four isoforms of comparable dimensions, which differ in the type and location of the staples. 
Table 1. List of the 16 cores supported by NanoModeler, identified by their gold-to-sulfur ratio. The 
table also reports the average diameter as well as the number and type of staples present on each core. 
Staples are the anchoring sites to which the coating ligands are coupled, and are here named as STR, 
STC, and STV based on their chemical structure and atomic connectivity. For a detailed definition of 
staple types, as classified in NanoModeler, please refer to Figure 16. The ligand with which the system 




STR STC STV Original ligand Remarks 
AU25(SR)18 0.9 - 6 - Phenylethane thiol Ref284 
AU36(SR)24 1.1 - 8 - Cyclopentane thiol Ref121 
AU38(SR)24 1.1 3 6 - Phenylethane thiol Ref285 
AU44(SR)28 1.1 2 8 - Methane thiol Ref286 
AU68(SR)32 1.3 4 8 - None Isoform 1. Ref287 
AU68(SR)32 1.3 7 5 1 None Isoform 2. Ref287 
AU68(SR)32 1.3 10 4 - None Isoform 3. Ref287 
AU68(SR)32 1.3 13 2 - None Isoform 4. Ref287 
AU68(SR)34 1.2 17 - - None Isoform 1. Ref288 
AU68(SR)34 1.3 14 2 - None Isoform 2. Ref288 
AU68(SR)34 1.3 11 4 - None Isoform 3. Ref288 
AU68(SR)34 1.4 8 6 - None Isoform 4. Ref288 












AU314(SR)96 2.1 48 - - None Ref37 
 
The staples of a given core have a static arrangement that, in turn, fixes the total number of 
ligands to be placed on each of the cores. Moreover, due to the chiral nature of the ligands’ 
sulfur atom, the ligands can be located on different sides with respect to the staples’ plane, 
leading to cis-trans isomers.55,124,292 The number of isomers depends on the size and number 
of staples, and can quickly become unmanageably high. For example, the 1.1 nm Au38(SR)24 
nanocluster already admits 224 cis-trans stereoisomers.125 As a result, NanoModeler allows the 
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user to treat cis-trans isomerism in two ways. First, NanoModeler can keep the isomerism with 
which the core was originally elucidated. Second, the first carbon atom of each ligand can be 
placed along the vector formed between the system’s centroid and the sulfur atoms. The latter 
method produces an out-of-equilibrium structure, which attempts to be equidistant from all 
possible isomers. 
 
Figure 16. Staple motifs in gold cores. a. X-ray-derived structure for Au38(phenylethane thiol)24, its 
core as incorporated in NanoModeler, and its staple-type classification. Gold atoms are in orange, sulfur 
in yellow, and carbon in cyan. b. Boxplot for the different types of gold-sulfur-gold angles in the staples, 
in all the 16 cores. The colored numbers represent the median of each distribution, whereas the 
aquamarine lines indicate the equilibrium values as derived by Pohjolainen and co-workers.72 c. The 
three staple types considered in NanoModeler are shown. Staples are the anchoring sites used to couple 
the coating ligands to the core of the AuNP. The staple named STR comprises two intersecting subunits, 
while staples named STC and STV comprise three subunits. Each subunit includes one sulfur atom, 
plus the nearest two gold atoms and one carbon atom. Subunits are shown in transparency on top of 
each staple. AUL and AUS are atom types used by NanoModeler to classify gold atoms that belong to 
staples. AUL or AUS indicate a gold atom’s position in the respective staple. The atom type S indicates 
thiolate sulfur atoms. Notably, STC and STV differ only in the AUL – S – AUL angle. The AUS – S – 
AUL angles are indicated with a star (∗). STR residues are in green, STC in purple, and STV in red. 
In addition to all the possible sizes, staple distributions, and cis-trans isomers considered in 
NanoModeler, AuNPs allow the user to implement thiols with great chemical diversity. The 
thiols’ chemical structure (as a .mol2 file) is the only input required by NanoModeler. In this 
way, AuNPs and AuNCs can be coated by functionalized thiols, with the structure specified by 
the user. These thiols can also be placed to form homogeneous or mixed monolayers. For 
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homogeneous monolayers, a unique ligand uniformly covers the metallic core’s surface. For 
heterogeneous monolayers, two coating ligands can be arranged in different ways over the 
NP’s surface to give rise to various morphologies.293 These morphologies include 
random,294,295 Janus-like,296,297 and striped259,298–300 distributions, all of which are accessible by 
NanoModeler (Figure 17). These distributions are a key factor in the overall behavior of 
AuNPs.131,259,301–303 
 
Figure 17. Graphical representation of the four morphologies supported by NanoModeler. If only one 
coating ligand is provided, the outcome is a homogeneous-monolayer-protected AuNP. If two coating 
ligands (pink and cyan) are provided, the other three morphologies become available. These 
morphologies correspond to random, Janus-like, and striped distributions. Gold atoms are shown in 
orange and sulfur in yellow. 
Thus, NanoModeler can assemble monolayer-protected AuNPs, each defined by a given size, 
geometry, 3D shape, and functionalization. It can output these AuNPs in common file formats 
(.pdb and .gro). The building and assembly operations can implement a variety of different 
cores, from sub-nanometer-sized AuNCs up to 2 nm AuNPs. The available cores also consider 
diverse staple arrangements, accounting for possible conformers. Furthermore, NanoModeler 
allows the assembly of both homogeneous and heterogeneous monolayers, with random, Janus-
like, or striped distributions of the grafted thiols. 
2. Building topologies for molecular dynamics simulations of gold nanoparticles 
In order to run MD simulations, each AuNP’s 3D model requires bonded and nonbonded 
parameters, such as force constants, equilibrium values, atomic partial charges, and Lennard-
Jones coefficients (Chapter II). These are eventually used to build the topology of a given 
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AuNP, which is used to compute the forces and evolve the system according to Newton’s 
equations of motion in MD simulations. Over the years, several groups have developed 
parameters for simulating selected functionalized gold cores.200,304,305 Here, after collecting all 
the available parameters, we have automated the creation of topology files for each given AuNP 
of interest. In NanoModeler, the parameters file is written in a Gromacs-compatible format 
(.top).  
NanoModeler builds the topology file in a similar way to building the 3D model, from the 
inside to the outside of the structure. Starting from the inner metallic core, NanoModeler uses 
the nonbonded parameters of gold generated by Heinz and co-workers.304 For this 
implementation, gold atoms are categorized as AUL or AUS if they belong to staples. AUL 
and AUS differ in their specific position in the respective staple (Figure 16). All the remaining 
gold atoms of the system are assigned the AU atom type. Notably, AU atom types are not 
subject to any bonded forces. Instead, they are only treated using the van der Waals term.200 
All the gold atoms in a given AuNP are assigned a charge of zero. Considering partially charged 
gold atoms does not increase the accuracy of MD simulations because the electrostatic potential 
quickly goes to zero on the core’s surface.200,263,305 
NanoModeler implements bonded and nonbonded parameters for the staple motifs, which are 
taken from Pohjolainen et al. (Table 2).200 The classification of staples used in ref200 to derive 
the bonded parameters is also appropriate for the extended dataset implemented in our 
webserver. Thus, NanoModeler classifies the type of staples (i.e. STR, STC, STV, Figure 16c) 
on any given core, and assigns the corresponding bonded parameters from ref200. To this end, 
NanoModeler first divides the staples into subunits comprising one sulfur atom, one carbon 
atom, and two gold atoms. In total, NanoModeler stores as many subunits as sulfur atoms in 
the core. Thus, each subunit includes one sulfur atom, plus the nearest two gold atoms and one 
carbon atom. The staple is then classified as STR, STC, or STV, based on the number of 
consecutive intersecting subunits and the AUL – S – AUL angle formed in the central subunit. 
It is important to note that there are two non-overlapping distributions for the AUL – S – AUL 
angle (i.e. STC distribution does not overlap with STV distribution in the plot in Figure 16b). 
Indeed, these distributions correspond to the two different staple types STC and STV, which 
have a median AUL – S – AUL angle of 100.1 and 118.8, respectively. Notably, in Figure 
16b, the distribution on the angles associated to the STV staple is narrower than that for STC 
and for the AUS – S – AUL angle. However, this may be due to a varying number of samples 
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for the three sets used to calculate the distribution for each of the angles in the staples. In detail, 
the AUS – S – AUL angle is present 548 times among the implemented cores and the AUL – 
S – AUL (STC) angle is present 59 times, while the AUL – S – AUL (STV) angle is present 
only 3 times in our dataset (Table 1). Thus, the narrower distribution of the AUL – S – AUL 
(STV) angle is due to the limited number of values for the AUL – S – AUL (STV) angle 
reported in the literature for the considered cores. Once the staple type is identified, the 
respective bonded parameters are assigned for each subunit (Table 2).304,200 Finally, 
NanoModeler assigns parameters to the functionalized coating thiols. Partial atomic charges of 
the thiol must be present in the input .mol2 file. The server assigns the bonded and Lennard-
Jones parameters, calculated with the ‘parmchk2’ tool in AmberTools18,202,273 and derived 
from the Generalized Amber Force Field (GAFF) force field.197 In this way, a single topology 
file is generated, then the acpype.py script306 is used to convert the topology file to a Gromacs-
compatible format. The user also has the option of uploading a parameters file (.frcmod file 
format) to overwrite or complete those provided by default. 
Table 2. Compilation of all the bonded and nonbonded parameters implemented in NanoModeler. 
Bonded parameters are taken from Pohjolainen et al.,200 whereas nonbonded parameters are adapted 
from Heinz et al.304 
Bond 𝒌𝒃 (kJ mol
-1 nm-2) 𝒍𝟎 (nm) 
AUS – S 62,730.0 0.241 
AUL – S 62,730.0 0.233 
CA – S 198,321.6 0.175 
CT – S 99,113.0 0.184 
Angle 𝒌𝜽 (kJ mol
-1 rad-2) 𝜽𝟎 (degrees) 
AUS – S – AUL 460.24 91.3 
S – AUL – S 460.24 172.4 
AUL – S – AUL (STC) 460.24 100.0 
AUL – S – AUL (STV) 1,460.24 119.2 
AUS – S – C* 146.37 111.6 
AUL – S – C* 146.37 106.8 
CA – C – OH 585.76 112.0 
CA – C – O 585.76 126.0 
CA – CA – S 418.40 120.0 
S – CT – HC 418.40 107.0 
H1 – CT – CA 418.40 109.0 
Dihedral 𝑽𝝓 (kJ mol
-1) 𝝓𝟎 (degrees) 
X – X – CA – S 4.6024 180.0 
C – CA – CA – CA 4.6024 180.0 
Nonbonded 𝝈𝒊𝒊 (nm) 𝝐𝒊𝒊 (kJ mol
-1) 
AU / AUL / AUS 0.2629 22.133 
S 0.3563 1.046 
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As output, NanoModeler provides the structure of the input ligands (.mol2 file format), the 
structure of the assembled AuNP (.pdb and .gro file format), and the parameters of the 
functionalized AuNP (.top file format). The structure (.gro) and topology (.top) files are ready 
to use with the Gromacs MD engine. NanoModeler currently supports 16 cores containing up 
to three different staple types (STR, STC, and STV), and with specified coating ligands 
arranged in four possible morphologies (homogeneous, random, Janus, and striped). The 
resulting topology files are ready for use in atomistic MD simulations. All parameters are 
compatible with the AMBER family of force fields, so the parametrized AuNPs can be 
simulated in complex mixtures containing biologically relevant macromolecules, such as 
proteins,194,307 nucleic acids,195,196,308–310 lipids,198,199,311 and carbohydrates.312 
3. Molecular dynamics simulations and test cases 
To demonstrate NanoModeler’s capabilities and potential for studying and engineering AuNPs 
and AuNCs, we built three different model systems and validated them by performing 200-ns-
long MD simulations, comparing different observables to experimental data. The first system 
(NP1) was based on the Au314(SR)96 core, coated with a homogeneous monolayer of 
octanethiol. The second system (NP2) was based on the Au144(SR)60 core, passivated with 
decanethiol. The third system (NP3) was based on the Au314(SR)96 core, covered with 
dodecanethiol. We used NanoModeler to generate the topology of each model system. Each 
model was simulated in a different organic solvent, as used in the experiments (Chapter III-C).  
Considering that the simulated systems differ in the chemical structure of the coating thiols as 
well as in the core size and the surrounding solvent, we first verified the stability of the metallic 
cores. For this, we calculated the root mean squared displacement (RMSD) of the staples in 
NP1, NP2, and NP3, as well as the RMSD of the atoms with type AU (i.e. inner core atoms). 
As it can be seen from Figure 18a, the staples present and AU atoms are highly stable, with 
deviations smaller than 0.1 nm as compared to the starting model, in all the simulated AuNPs. 
The low RMSD of the AU atoms alone (0.013 nm) verifies that the exclusive-van der Waals 
term suffices to restrain the shape of the metallic substructure.200 
For NP1, we first calculated the average distance between the core’s surface and each carbon 
atom of the alkyl chains in chloroform. As depicted in Figure 18b, the simulated and 
experimental128,313 results are in excellent agreement. Moreover, the linear ascent of the curves 
indicates that the alkyl chains around the metallic core are extended toward the organic solvent, 
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as already reported for similar systems.57 The nearly-spherical conformation of NP1 is also 
supported by its average eccentricity of 0.014 ± 0.001 calculated from our MD simulations.  
 
Figure 18. Model benchmarking against experimental data. a. Moving averages calculated from the 
RMSD of the staples and the AU atom types for NP1, NP2, and NP3. The moving averages were 
calculated with a window size of 20 frames (i.e. 200 ps). b. The average distance between the metallic 
core and the carbon atoms of the alkyl chains coating NP1. The average distances from the core’s 
surface are computed as expectation values (and their associated standard deviation) from the RDF of 
the carbon atoms, as explained in detail in Chapter III-C. The values calculated from our MD 
simulations are shown in green, whereas the experimental values are in yellow. c. Calculated and 
experimental values for the translational diffusion coefficients of the three systems under study. The 
diffusion coefficients of NP1 and NP3 were measured in chloroform, while the diffusion coefficient for 
NP2 was measured in dichloromethane. 
We then calculated the translational diffusion coefficient for NP1, NP2, and NP3 using the 
Stokes-Einstein relation (Chapter III-C). Here too, the computed coefficients are in qualitative 
agreement with the experimental values (Figure 18c).128,314 In the experiments and 
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simulations, the coefficients for NP1 and NP3 were assessed by dissolving them in chloroform, 
whereas NP2 was solvated in dichloromethane. The elevated diffusion coefficient of NP2 is 
thus a consequence of the decreased viscosity of dichloromethane with respect to that of 
chloroform. Moreover, the approach used to calculate the diffusion coefficients has already 
been applied to similar systems in dichloromethane by Piserchia and co-workers.314 In line with 
their work, an overestimation of the hydrodynamic radius leads to an apparent decrease in the 
diffusion coefficient, as with NP2 in our simulations. 
Finally, we further characterized NP3 by estimating its radius of gyration. Our simulations 
returned a value of 1.160 ± 0.003 nm, which is in reasonable agreement with the experimental 
value of 0.924 ± 0.005 nm. The discrepancy might be due to the rigidity of the gold-sulfur 
interface in NP3, and possible dynamic processes such as diffusion and/or exchange of thiolates 
on the coating monolayer of AuNPs.55 
Taken altogether, these test cases demonstrate that NanoModeler can be used for the 
appropriate set up of MD simulations to eventually analyze structural dynamics and calculate 
physicochemical properties of AuNPs and AuNCs, leading to a deeper understanding of the 
solubility, effective radii, diffusion profiles, and NMR spectra. 
 Webserver building 
1. Structure of the webserver 
The NanoModeler webserver (www.nanomodeler.eu) has two main components: the frontend 
and the backend. The frontend is a single-page application that uses the Angular 6 framework, 
a TypeScript-based web application platform that dynamically rewrites the page for an 
enhanced user experience. In addition, the graphical interface incorporates the Bootstrap 
framework, allowing the application to be accessible from various devices (e.g. smartphones, 
tablets, and laptops) without compromising its functionalities. The backend is an aggregation 
of Microservices that run in Docker containers. Some containers, like the orchestrator and data 
persistence layer, are built on top of NodeJS, whereas the code to assemble nanosystems and 
their topology is written in Python. Below, the assembly of the 3D models and topologies are 
discussed in detail. 
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2. Preparation of cores and coatings 
Here, we outline NanoModeler’s operating steps, as shown in Figure 15a. The assembly of the 
3D model of a given AuNP is based on the initial arrangement of the gold and sulfur atoms, as 
reported in the literature (Table 1). Thanks to the wealth of atomically detailed data on AuNPs, 
NanoModeler implements 16 different cores, ranging from 0.9 to 2.1 nm in diameter. Each 
core is listed in Table 1, together with its respective size (average diameter) and the name of 
the coating thiol with which it was first elucidated.  
Prior to their implementation, the cores’ files were processed with in-house scripts that classify 
the gold and sulfur atoms based on their relative structural arrangement. In general, the gold-
sulfur interface comprises staple-like motifs where each sulfur atom is bound to two gold 
atoms.25,314 All staples in the cores are assigned to one of three classes, i.e. STR, STC, and STV 
(Figure 16). The staples are identified and classified based on their Au – S distances and S – 
Au – S angles. Notably, three types of gold atoms are also differentiated, i.e. AUL, AUS, and 
AU. The AUL and AUS gold atoms are classified based on the position in their respective 
staple (Figure 16). The remaining gold atoms are classified as AU. All three gold atom types 
are assigned the same nonbonded parameters; the AU/AUL/AUS differentiation is structural 
only and is necessary for the assignment of bonded parameters. All core structures in 
NanoModeler contain the gold atoms, the sulfur atoms in the staples, and the first carbon of 
the ligand with which they were originally elucidated (when present, Figure 19a). However, 
some structures were reported without any bound ligand, that is, without a cis-trans isomerism 
known a priori. For these cases, vectors were drawn from the centroid of the systems to the 
sulfur atoms, and a methyl group was positioned away from each sulfur atom at the 
characteristic thiol carbon-sulfur distance (0.18 nm).315 After their methylation, the systems 
were parametrized following the workflow presented below, and minimized using the steepest 
descent method until the forces were smaller than 250 kJ mol-1 nm-1 (500 steps). Then, the 
hydrogen atoms of the methyl groups were deleted, and the structure of the core was stored as 
the rest.  
To create the functionalized AuNP, the user must provide the structure of one or two ligands 
in .mol2 file format. To perform MD simulations, the input files must contain the partial 
charges of all atoms. In this case, charges may be calculated with the restrained electrostatic 
potential (RESP)203,316 approach through the R.E.D. Server.317 The provided ligand structures 
may have an open valence on the atom that serves as the anchor point to connect the thiol to 
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the core. If so, this will be used to link the ligands to the core. If the ligand contains a capping 
group (e.g. the hydrogen on the thiol’s S – H group), this must be specified. The atoms and 
bonds belonging to this group are then removed from the structure to allow linking to the core. 
Special care should be taken here because the charge of the capping group is equally distributed 
by NanoModeler across the other atoms in the molecule (Figure 19b). 
 
Figure 19. Graphical description of how NanoModeler operates. a. Generic structure of a core. b. Initial 
treatment of coating ligands. The charge of an eventual capping group is distributed across the other 
atoms in the ligand. If atom S is absent, NanoModeler places it along the compound’s PC1 axis. c. 
Assignment of a morphology and, in particular, the assignment of a striped distribution of the thiols. d. 
Determination of d1 and d2 as the distances between C and the projection along PC1 of two randomly 
chosen atoms. e. Roto-translation of one ligand into its respective site. f. Final model obtained for an 
AuNP with a striped conformation. Inner gold atoms are shown in orange, STR staples in green, STC 
staples in light purple, two arbitrary ligands are in pink and cyan, randomly chosen atoms for the roto-
translation of a ligand are in red, and virtual sites are in dark purple. 
3. 3D modeling of gold nanoparticles 
When building a nanostructure in NanoModeler, the user must specify the core. The server 
then assigns a morphology by giving each carbon atom from the core a particular label, which 
defines the ligand to be placed in that position. If only one ligand is uploaded, all labels are the 
same. If two ligands are uploaded, the labels are assigned depending on the specified 
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morphology type. Currently, three mixed morphologies are supported, namely ‘Random,’ 
‘Janus,’ and ‘Stripe.’ When the morphology is set to ‘Random’ or ‘Janus,’ the user may specify 
the fraction (between 0 and 1) of sites to be labeled with the first ligand. The remaining sites 
are assigned to the second ligand. When the morphology is set to ‘Stripe,’ the azimuthal angle 
𝜑𝑠 is divided into 𝑁𝑠 equidistant intervals, where 𝑁𝑠 is the number of stripes specified by the 
user (Figure 19c). The carbon atoms are then labeled in an intercalating fashion depending on 
the interval into which they fall. 
After the morphology is assigned to the core, the structure file of the ligands is read. Regardless 
of the presence of a capping group in the ligands, the structure may or may not contain the 
thiol’s sulfur atom (namely the S atom), through which it is bound to the metallic core. If S is 
absent, the user must indicate the carbon atom of the coating molecule (namely the C atom), 
which should be covalently bound to S (Figure 19b). In this case, S is placed 0.18 nm from C 
along the principal axis of the molecule. To calculate the principal axis of a ligand (PC1), the 
molecule is translated so that C is the origin of coordinates. PC1 corresponds to the eigenvector 
associated with the largest eigenvalue of the covariance matrix. The covariance matrix 𝚺 is 








where 𝑁𝑚𝑜𝑙 is the number of atoms in the (ligand) molecule, 𝑋𝑖
𝑘 is the i-th coordinate of the k-
th atom, and ?̅?𝑖 is the mean of the i-th coordinates from all the atoms. The server then identifies 
three characteristic points of each ligand for further anchoring. The first point is C. For the 
other two points, two atoms of each ligand, excluding S and C, are chosen and projected along 
PC1. The selection of the latter two points is performed pseudo-randomly, so that the results 
are reproducible given the same input files. The distances d1 and d2 between these two points 
and C are calculated and stored for later use (Figure 19d). 
Each carbon atom of the core is then treated sequentially. First, a vector is drawn from the 
centroid of the core to the carbon atom. The morphology label on-site is read, and the values 
of d1 and d2 of the respective ligand are retrieved. The vector is then scaled to reach a distance 
d1 from the carbon atom, and a virtual site is saved at this position. The same procedure is 
carried out for d2 (Figure 19e). A quaternion transformation matrix is fitted so that the three 
aforementioned points of the ligand match the carbon atom and the two virtual sites. At this 
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point, the transformation is applied to the ligand to obtain the roto-translated structure. Note 
that the coordinates of S must be modified to match those of the closest sulfur atom present in 
the core. The method is thus invariant to the original position of S in the ligands’ structure. 
Since the fitting points are collinear, the roto-translation is arbitrary, and it may result in clashes 
with the rest of the system. To overcome this, the ligand is rotated along the vector between 
the centroid of the core and C iteratively. The coordinate is scanned through 100 iterations. For 
each iteration, the minimum distance between the ligand and the rest of the system is stored. 
The final orientation results in the largest minimum distance after the entire scanning. The 
structure of the NP is obtained after repeating this procedure for all ligands (Figure 19f). 
4. Molecular dynamics simulations 
To validate the topologies built with NanoModeler, we simulated three AuNPs, each with 
different coatings. The three coating thiols were octanethiol (NP1), decanethiol (NP2), and 
dodecanethiol (NP3). The partial charges of the thiols were calculated with the RESP fitting 
procedure as implemented in the R.E.D. Server.203,316,317 The initial conformation and the 
parameters files were generated with NanoModeler. 
For the MD runs, a dodecahedral simulation box was built to ensure a minimum distance of 
1.0 nm between the AuNP and the box edge. The box was then filled with chloroform 
molecules, whose parameters are reported elsewhere.318 To relax the solvent around the 
particle, a minimization was carried out using the steepest descent method. The system was 
heated for 500 ps with the velocity-rescale thermostat (𝜏𝐵 = 0.1 ps) in the NVT ensemble to 
295 K, a temperature chosen to match the experimental conditions used by Terrill et al.128 We 
then pressurized the system to 1 bar with a 500-ps-long simulation in the NPT ensemble with 
the isotropic Parrinello-Rahman barostat (𝜏𝑃 = 2.0 ps, 𝜅 = 10
-4 bar-1).227 Once the system had 
reached the intended temperature and pressure, the system was simulated for 200 ns, discarding 
the first 25 ns as equilibration. All bonds were constrained using the linear constraints solver 
algorithm319 and a timestep of 2 fs was used. Short-range nonbonded interactions were 
calculated within a radius of 1.2 nm of each atom, whereas long-range electrostatic interactions 
were considered using the fourth-ordered particle-mesh Ewald method.231 The simulations for 
NP2 were performed in dichloromethane,318 following the same protocol at 300 K to match the 
respective experimental conditions.314 All simulations were conducted with Gromacs-
v5.1.4.320–322  
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For the trajectory analysis, we used a mixture of Gromacs tools and in-house scripts. To 
calculate the average distances between the gold’s surface and the carbon atoms, we used 
Equation 73: 




where 〈𝑟𝑖〉 is the mean distance between the gold’s surface and the i-th carbon of the alkyl 
chain, 𝐷𝑚𝑎𝑥 is half of the shortest box vector and 𝜌𝑐,𝑖 is the normalized radial distribution 
function (RDF) of the i-th carbon. The RDF was originally calculated with Gromacs and then 
normalized to 1.0. To calculate the translational diffusion coefficients, we used the Stokes-




3  (74) 
where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature, 𝜂𝑠𝑜𝑙𝑣 is the experimental viscosity 
of the solvent, and 𝑅ℎ𝑑𝑦𝑛𝑎𝑚𝑖𝑐 is the hydrodynamic radius of the AuNP calculated as the average 
distance to the AuNPs centroid from the most exposed atom of the thiols. The standard 
deviations shown in Figure 18 were estimated by propagating the uncertainty associated with 






The radius of gyration 𝑅𝑔 was calculated with Equation 76, where 𝑁𝑁𝑃 is the number of atoms 
in the AuNP, using the ‘gyrate’ tool available in Gromacs. All the aforementioned properties 










In this work, we present the first release of NanoModeler, the first web-based platform for 
building 3D models of AuNPs and AuNCs and the topology setup needed for atomistic MD 
simulations. These models are generated from three building blocks, namely, i) the inner quasi-
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static gold atoms, ii) the gold-sulfur interface, and iii) the coating ligands. The former two 
building blocks are retrieved from experimental and high-level computational studies (Table 
1 and Table 2). The third building block must be provided by the user and allows the 
construction of specific functionalized thiols for grafting onto the AuNP of interest. Moreover, 
NanoModeler allows the assembly of AuNPs with different types of coating thiols, thus 
forming mixed-monolayer-protected AuNPs and AuNCs. Finally, these models are used to 
generate topology files for MD simulations, as demonstrated here with selected representative 
test cases that validate our models and setup procedure (Figure 18). These topology parameters 
are compatible with the AMBER family of force fields, allowing the simulation of the 
nanosystems in conjunction with other biologically relevant macromolecules, such as proteins, 
nucleic acids, lipids, and carbohydrates. 
Upcoming features of NanoModeler may include a fragment-based library for the on-site 
building of the coating thiols, and partial charges estimation. Future versions of NanoModeler 
will also offer coarse-grained representation of NPs, allowing the automatic assembly and 
setup of very large systems for MD simulations (Chapter VI).294,323 We intend to patch these 
features to the current server in future releases. This webserver is free for use by experimental 
and computational scientists working on functionalized NPs. We trust that NanoModeler will 
accelerate new developments in the emerging field of computational nanodesign and 




CHAPTER IV. ARGININE MAGIC WITH GOLD 
NANOPARTICLES: SELECTIVE AND NON-DISRUPTIVE 
TARGETING OF NEUTRAL PHOSPHOLIPID BILAYERS 
Abstract 
Understanding and controlling the interaction between nanoparticles and biological entities is 
fundamental to the development of nanomedicines. In particular, the possibility to develop 
nanoparticles capable of targeting directly lipid membranes, even if devoid of a net charge, 
would open the way to numerous applications. Here, we combined experimental and 
computational methodologies to analyze the interaction between liposomes and cationic gold 
nanoparticles (AuNPs). Our results highlight the peculiar properties of nanoparticles that 
feature guanidinium headgroups in their protecting monolayer. In contrast to nanoparticles 
decorated with other positively charged headgroups, we found that guanidinium-coated AuNPs 
can bind to neutral phosphatidylcholine liposomes, inducing non-disruptive membrane 
permeabilization. Atomistic molecular simulations revealed that this ability is due to the 
multivalent H-bond interaction between the phosphate residues of the liposome’s 
phospholipids and the guanidinium groups. Our results demonstrate that the peculiar properties 
of ‘arginine magic,’ an effect responsible for the membranotropic properties of some naturally 
occurring peptides, are also displayed by guanidinium-bearing functionalized AuNPs.  
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 Introduction 
The ability of nanoparticles (NPs) to interact with the surfaces of cells, microorganism, and 
viruses plays a key role in their biological activity. Cationic NPs generally show higher affinity 
for lipid membranes and better internalization rates.325–328 These properties are usually ascribed 
to the electrostatic attraction between the NPs and the negatively charged 
membranes.90,162,302,329–331 Among the different existing categories, small (less than 5 nm in 
size) gold nanoparticles (AuNPs) coated with monolayers of cationic ligands (usually 
trialkylammonium headgroups) are particularly interesting. These AuNPs were reported to be 
taken up by cells via an energy independent (passive) mechanism.332 Studies with model 
membranes suggest that AuNPs can induce disruption of the lipid bilayer, which might also 
explain the observed cytotoxicity.333–340 
On the other hand, Stellacci and others showed in the last decade that also anionic 
alkylsulfonate-coated AuNPs can passively penetrate cell membranes, embed within synthetic 
bilayers, or induce hemifusion between vesicles, depending on the particle size and ligand shell 
conformation.90,162,302,329,330 These studies shifted the focus onto the role of the entire chemical 
structure of the NP’s coating monolayer, and suggested that hydrophobic contacts between the 
inner portions of the phospholipid bilayer and the NP coating molecules might be important in 
regulating the AuNP-membrane interaction. 
Properties similar to those of cationic NPs are shared by other polycationic entities, such as 
antimicrobial peptides, cell-penetrating peptides (CPPs), polymers, and dendrimers.341,342 
These macromolecules can bind to cells and spontaneously pass through plasma/endosomal 
membranes. To do so, they use different mechanisms that range from pore formation, as with 
most antimicrobial peptides,343 to transient bilayer disruption, as with several CPPs.344,345 
Remarkably, the chemical structure of the positively charged monomers plays a critical role in 
the molecule’s effectiveness in translocating across membranes. The best internalization rates 
are usually achieved by guanidinium functionalization, so that the ability of arginine residues 
to increase the cell-penetration capacities of macromolecules was named ‘arginine magic.’339 
The origins of this effect are still debated and have been ascribed to different factors including 
the high pKa of the guanidinium group and, more likely, its H-bonding ability, its unique 
hydration, and its like-charged pairing properties. 
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The conceptual similarity between cell-penetrating polymers and cationic AuNPs was 
recognized early on337 and one should expect that guanidinium-functionalized AuNPs have 
peculiar properties in interacting with biological membranes. To date, however, AuNPs coated 
with guanidinium groups have only been investigated as artificial phosphodiesterases and 
macromolecular receptors.97,346–348 Here, we report the results of a comparative study revealing 
that small AuNPs coated with guanidinium ligands can interact non-disruptively with neutral 
phospholipid bilayers. Our experiments demonstrate that electrostatic interactions are not the 
main factor affecting the binding of AuNPs to membranes. Using experiments and molecular 
dynamics (MD) simulations, we show that the distinctive features of guanidinium-coated 
AuNPs are due to the selective ability of this functional group to recognize the phosphate group 
of the lipids at the membrane. 
 Results 
1. Gold nanoparticle functionalization and characterization 
The main goal of this study was to evaluate the interaction between lipid bilayers and cationic 
AuNPs and to elucidate the structure-activity relationship at play. We therefore selected a small 
library of cationic AuNPs coated with Lig1-6 (Figure 20a). 
The ligands featured alkyl linkers of different lengths and either guanidinium (Lig1 and 2) or 
trimethylammonium (Lig3-6) headgroups. Notably, the oxygen atoms in Lig4 and 5 were 
introduced to modulate the monolayer’s polarity. Synthesis of Lig1-6 and AuNP1-6 followed 
standard procedures (Appendix B.1). The size of the gold cores in AuNP1-6 ranged from 1.5 
to 2.4 nm, according to transmission electron microscopy (TEM) measurements (Figure 20b). 
The ζ-potential values in a phosphate-buffered saline (PBS) solution ranged from +10.3 to 
+15.0 mV, confirming the cationic coating of the particles (Figure B-1). All the AuNPs were 
well soluble in water and in the buffered solutions used in this study. In the rest of the chapter, 
AuNP concentrations will be expressed as total concentrations of the coating ligands ([ligand]) 
to account for the small differences in size of AuNP1-6. 
2. Liposome permeabilization assays 
To initially evaluate the interaction between neutral liposomes and AuNPs, we performed the 
fluorescein release assay (Figure 20c), which is typically used for this purpose.349–356 In this 
assay, the escape and consequent dilution of a fluorescein dye from the inner water pool of 
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liposomes is revealed by an increase in fluorescence emission intensity, due to the dilution-
induced reduction of self-quenching. Hence, an increase in the sample’s emission indicates that 
the added agents can interact with the lipid bilayer and perturb its structure. For several 
polycationic species, this ability correlates with a cell-penetrating ability.353,354,356 We used 
phosphatidylcholine (PC, Figure 20d) liposomes encapsulating calcein, a polyanionic 
fluorescein derivative (Figure B-2). Liposomes were prepared by extrusion with 100 nm 
polycarbonate filters, and they displayed an average hydrodynamic diameter of 90 nm and a ζ-
potential close to zero (-1.7 mV), as expected for neutral lipids like PC (Table B-1). 
 
Figure 20. Ligands, lipids, and AuNPs investigated. a. Structure of the coating thiols Lig1-6. b. 
Representative TEM images of AuNP1-6 (scale bars: 50 nm). c. Graphical illustration of calcein release 
experiments. Gold atoms are shown in orange, ligands in cyan, lipid headgroups in brown, lipid tails in 
gray, and calcein in pink. d. Phospholipids used in this study. 
We performed preliminary fluorescence experiments by incubating calcein-loaded liposomes 
with AuNP1 in a 4-(2-Hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) buffer 
solution. These experiments showed a clear increase in emission, revealing the particles’ ability 
to induce dye release. The final emission values observed in each experiment increased with 
the concentration of AuNPs to eventually level off at a ligand-to-lipid ratio of ca. 2 (Figure B-
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3), roughly corresponding to one AuNP for every 30-35 phospholipids. The fluorescein release 
process was very fast, concluding a few minutes after the AuNP addition. Based on these 
results, we set the ligand-to-lipid ratio to 3 for the subsequent experiments and we 
systematically investigated the membrane perturbation ability of AuNP1-6. 
 
Figure 21. Maximum release of calcein from PC (red), PC:PG (blue), and PC:CHOL (green) liposomes 
after addition of each of the six AuNPs. Experimental conditions: [HEPES] = 10 mM, [NaCl] = 100 
mM, [PC]/[PC:PG]/[PC:CHOL] = 22 µM, [ligand] = 66 µM, pH 7.0, 25ºC, 𝜆𝑒𝑥𝑐 = 495 nm, 𝜆𝑒𝑚 = 515 
nm. 
Remarkably, the results (Figure 21) clearly show that guanidinium-bearing AuNPs always led 
to the escape of a larger amount of calcein than their trimethylammonium counterparts. 
Specifically, AuNP1 and AuNP2 induced emission recoveries close to 20% (with respect to 
the emission increase obtained by disassembling the liposomes with the Triton-X100 
surfactant), whereas the emission increase was negligible (less than 2%) for AuNP3-5, and 
only slightly greater (about 7%) for AuNP6. Since all the AuNPs had a similar charge, these 
results revealed that the interaction between cationic AuNPs and neutral lipid bilayers is 
governed by factors other than the coating molecules’ charge. Namely, the AuNPs’ membrane 
perturbation activity is modulated by variations in the chemical structure, including the nature 
of the cationic headgroups in equally charged ligands and the features of the underlying chains. 
3. Liposomes’ structural integrity 
To get more information on the nature of the permeabilization process, we investigated the 
structural integrity of the liposomes in the presence of the AuNPs. First, to ensure that the 
effects observed were not due to leaky or unstable liposomes, we investigated the effect of 
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adding cholesterol (CHOL) to the bilayers. CHOL is present in a relevant amount (about 25-
30% mol) in mammalian cell membranes and helps increase their stability and barrier 
ability.357,358 We repeated the release experiments using PC:CHOL 10:3 liposomes (97 nm 
diameter, -0.7 mV ζ-potential) and AuNP1 and AuNP3 as representative cases. The results 
(Figure 21) for the CHOL-loaded liposomes showed emission recoveries similar to those 
measured in the absence of CHOL, revealing that the ability of guanidinium AuNPs to induce 
calcein escape persisted even on less fluid bilayers. 
After verifying that the calcein release induced by AuNP1 was conserved in CHOL-containing 
liposomes, we analyzed the samples with dynamic light scattering (DLS) to ensure that the 
liposomes maintained their structural integrity upon AuNP addition. In all our samples, the PC 
liposomes retained a nearly constant hydrodynamic size and dispersion index (PDI) when 
incubated with AuNP1-6 at the concentrations used in the calcein release experiments (Figure 
B-4). Thus, the DLS measurements endorsed the structural stability of the liposomes upon 
AuNP addition. As a further control, the effect of increasing the AuNP concentration was 
investigated for AuNP1 (Figure B-5). Here too, the hydrodynamic size and PDI were 
unaffected for AuNP concentrations (expressed as total concentration of coating ligands) of up 
to 500 μM, i.e. 10-fold the concentration used in the calcein release experiments. 
 
Figure 22. Confocal microscopy images. a. Calcein-loaded PC liposomes. b. Same sample as in a after 
the addition of AuNP3. c. Same sample as in a after the addition of AuNP1. Scale bar: 10 μm. 
Experimental conditions: [HEPES] = 10 mM, [NaCl] = 100 mM, [PC] = 22 µM, [ligand] = 66 µM, pH 
7.0, 25ºC, 𝜆𝑒𝑥𝑐 = 488 nm, 𝜆𝑒𝑚 > 510 nm. 
The release of calcein from liposomes was also monitored with fluorescence confocal 
microscopy. Images recorded from samples of calcein-loaded PC liposomes showed the 
presence of scattered green dots, corresponding to the residual emission of individual 
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liposomes (Figure 22a). The addition of AuNP3 (Figure 22b) did not produce any significant 
changes, consistent with the results of the previous experiments. However, for AuNP1 (Figure 
22c), a relevant increase in the green background emission was clearly detected, while the 
dotted emission from the liposome remained. We ascribed this effect to the release of calcein 
into the bulk solution. According to confocal images, this occurred without affecting the 
integrity of the liposomes. 
The results from steady state fluorescence experiments and confocal microscopy were 
confirmed by fluorescence lifetime measurements on the same samples under 440 nm pulsed 
excitation. In all cases (Figure 23), we detected two emission decay processes. The first 
process had a longer lifetime (𝜏1, 4 ns), and it was assigned to residual unquenched calcein 
(indeed, the same lifetime was measured for a dilute calcein solution). The second process had 
a shorter lifetime (𝜏2, 0.3 ns), and it was assigned to the self-quenched dye molecules entrapped 
within liposomes. Support for these assignments comes from measurements of the lifetimes of 
the most intense emission spikes recorded during intensity trace measurements (Figure B-6). 
These spikes corresponded to events where several liposomes were simultaneously illuminated 
by the laser beam, leading to a steep increase in the light emitted. As such, they provided 
information on the state of the entrapped dyes. During the spikes, the lifetimes’ composition 
substantially changed with the fraction of the short-living species, substantially increasing and 
reaching up to 90%. This confirmed the identification of the short-living species as quenched 
entrapped dyes. 
Upon addition of AuNPs, the ratio of lifetime populations in liposome samples underwent no 
significant modifications with AuNP3 (Figure 23), confirming that liposomes are unaffected 
by the presence of these AuNPs. However, the addition of AuNP1 resulted in a clear increase 
in the fraction of unquenched dyes, as expected in the case of a release of entrapped calcein. 
Taken together, fluorescence emission experiments, DLS measurements, and confocal 
microscopy point to a permeabilization mechanism where the interaction of the AuNPs with 
the liposomes induces a local destabilization of the double layer. This causes the release of the 
entrapped dye molecules without affecting the overall structural integrity of the liposomes. 
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Figure 23. Fluorescence decay curves of calcein-loaded PC liposomes alone (black), after the addition 
of AuNP1 (red), and after the addition of AuNP3 (green) under the same excitation power. The relative 
amplitude of each component is in parentheses. Experimental conditions: [HEPES] = 10 mM, [NaCl] 
= 100 mM, [PC] = 22 µM, [ligand] = 66 µM, pH 7.0, 25ºC. 
4. The nature of the gold nanoparticle-liposome interaction 
To shed light on the supramolecular structure of the AuNP-liposome complex, we investigated 
our samples with cryogenic electron microscopy (cryo-EM, Figure 24a-f). Samples were first 
vitrified in liquid ethane, to preserve their structural integrity. They were then analyzed with 
transmission electron microscopy at cryogenic temperature (i.e. below -170ºC). Micrographs 
of PC liposomes revealed the presence of subspherical liposomes in all samples. The average 
diameter of the PC liposomes was 79 ± 27 nm (𝑁𝑜𝑏𝑠 = 492), in agreement with the dimensions 
measured with DLS experiments (Figure 24g). In addition to the expected unilamellar vesicles, 
we observed the presence of more complex structures, such as nested multilamellar vesicles. 
Such structures were present in all the samples and therefore could not be due to the presence 
of the AuNPs. 
When the cryo-EM analysis was performed on samples containing PC liposomes and AuNPs, 
we found that the addition of AuNPs did not significantly modify the shape and size of the 
liposomes (Figure 24g). Interestingly, for AuNP1 but not for AuNP3, we detected regions 
where small clusters of 2 nm AuNPs laid near the liposomal membrane (Figure 24a-c). To 
avoid the ambiguity of projection images, we performed cryo-electron tomography to 
investigate whether these pictures showed an interaction between AuNP1 and liposomal 
membranes (Figure 24d-f). This analysis confirmed the presence of AuNPs mainly adsorbed 
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on the external liposome membrane (Figure 24d-f). In addition, the regions of the membrane 
that were interacting with the AuNPs were partially broken or perturbed (Figure 24f). 
Cryo-EM results thus confirmed that the presence of AuNPs did not substantially affect the 
structural integrity of the liposomes. However, the preferential adhesion of AuNP1 to 
liposomes suggests a greater affinity of these particles for PC membranes. 
 
Figure 24. Cryo-EM and cryo-electron tomography analysis of PC liposomes with AuNP1. a-c. Cryo-
EM projection images showing the presence of AuNPs associated with the liposomes. The insets are 
higher magnifications of the corresponding boxed regions. Note the presence of AuNPs interacting with 
the liposome membranes (black arrowheads). d. Cryo-electron tomography averaged image (10 
adjacent slices) of liposomes interacting with several AuNPs (yellow arrowheads). e and f are high 
magnification images (average of 10 adjacent slices) of the boxed region in d at different levels inside 
the tomogram. Note in e and f, respectively, the presence of AuNPs interacting with the liposome 
membrane (black arrowheads) and the liposome membrane partially perturbed (yellow arrowheads). g. 
Size distribution of unloaded PC liposomes (black) and PC liposomes incubated with AuNP1 (red). 
5. The role of electrostatic attraction 
Based on these results, we decided to inspect the role of electrostatics in the particles’ ability 
to interact with liposomes. We repeated the calcein release experiments with liposomes 
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comprising negatively charged phosphatidylglycerol (PG, Figure 20d) and PC in a 1:9 PG-to-
PC ratio. These liposomes had an average hydrodynamic diameter of 100 nm and, as expected, 
a negative ζ-potential of -7.7 mV (in PBS buffer, pH 7.0). Introducing a net negative charge 
into the liposomes would, in principle, enhance the electrostatic attraction to cationic AuNPs. 
Indeed, for CPPs, the presence of PG in the liposomes has been reported to increase their 
interaction with the bilayer and thus their double-layer perturbation activity.342–344 
Interestingly, release experiments (Figure 21) revealed negligible differences between PC and 
PG liposomes for guanidinium AuNP1 and AuNP2. However, the long-chain ammonium-
bearing AuNP5 and AuNP6 induced a greater calcein release from PG-containing liposomes, 
when compared to the pure PC vesicles. Finally, very small effects were observed for the short-
chain AuNP3 and AuNP4. 
 
Figure 25. Fluorescence intensity relative to Nile-red-loaded PC liposomes. PC liposomes alone (black, 
set to 100%), PC (red), and PC:PG liposomes (blue) after the addition of AuNP1, AuNP3, AuNP5, and 
AuNP6. Experimental conditions: [HEPES] = 10 mM, [NaCl] = 100 mM, [PC]/[PC:PG] = 22 µM, 
[ligand] = 66 µM, pH 7.0, 25ºC, 𝜆𝑒𝑥𝑐 = 534 nm, 𝜆𝑒𝑚 = 629 nm. 
The interaction of AuNPs with liposomes was further investigated by measuring the 
fluorescence emission of PC and PC:PG liposomes, loaded with Nile red (Figure B-2), a 
hydrophobic dye that locates within the bilayer and cannot be released. AuNPs can effectively 
quench the emission of dyes that are sufficiently close (within 3 nm) to the gold core. Binding 
of the AuNPs to the liposomes should therefore decrease the sample emission. The results 
(Figure 25) closely paralleled those of the calcein release experiments. Indeed, the addition of 
AuNP1 to Nile-red-loaded PC liposomes (Figure 25) resulted in a 30% quenching of 
emissions, while AuNP3 produced only a 13% quenching, and AuNP5 and AuNP6 produced 
a 20% decrease. For PC:PG liposomes (Figure 25), the net charge present on the liposomes 
77 
had no effect on AuNP1 and AuNP3, which continued to produce relevant and marginal 
quenching of emission, respectively. However, quenching clearly increased for AuNP5 and 
AuNP6, reaching the level observed for AuNP1. Hence, this experiment indicated that the 
guanidinium AuNPs bind to neutral and negatively charged liposomes, the long-chain 
ammonium AuNPs bind to negatively charged liposomes only, and that the short-chain 
ammonium AuNPs do not bind to any liposome.  
This experimental evidence provides key insights into the interactions that govern the AuNP-
membrane association. Evidently, AuNPs must bind to the liposomal membrane to produce the 
permeabilization effects. DLS, confocal microscopy, and cryo-EM experiments confirm that 
this binding does not affect the liposome integrity, and likely involves the adhesion of the 
AuNP to the outer surface. One would therefore expect that positively charged AuNPs would 
not interact with neutral liposomes but would bind to negatively charged liposomes. However, 
we observed that guanidinium AuNPs bind to and permeabilize neutral liposomes. Moreover, 
this activity is not enhanced by additional net charge attraction. Ammonium AuNPs positively 
interact with negatively charged liposomes only, and only when coated with long-chain thiols. 
This suggests that guanidinium AuNPs can bind to neutral bilayers via interactions other than 
Coulomb pairing. These interactions provide an affinity so great that the additional attractions 
with PC:PG liposomes do not lead to increased permeabilization activity. Ammonium AuNPs 
do not bind to neutral liposomes, but they should bind to PC:PG liposomes. Under our 
experimental conditions, charge attraction is not sufficient, and the additional presence of long-
chain thiols is required. This indicates that effective binding of AuNPs to liposomes requires 
stronger interactions, such as those provided by combining headgroup electrostatic attractions 
with hydrophobic interactions, formed between the ligand alkyl linker and the inner region of 
the double layer. 
6. Resolution of atomically detailed pairing between gold nanoparticles and liposomes 
To investigate the molecular origin of the interactions between our cationic AuNPs and lipid 
membranes, we performed equilibrium atomistic MD simulations. Starting from atomistic 
models,359 we resolved the temporal evolution of the AuNP-membrane association to 
rationalize the exceptional behavior of guanidinium-bearing AuNPs. We considered AuNP1, 
AuNP3, and three additional models (Figure 26a) with intermediate capacities for H-bonding. 
In detail, in the latter three models, we replaced the trimethylammonium headgroup of AuNP3 
with dimethylamine (AuNP3a), monomethylamine (AuNP3b), and ammonium (AuNP3c). 
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This allowed us to investigate the properties of protonated amines as cationic AuNP 
headgroups, which are present in CPPs and related species, but are experimentally inaccessible 
in AuNPs. 
 
Figure 26. Computational models and ligand packing. a. Chemical structure of the thiols forming the 
monolayer of the simulated AuNPs. b. RDF of the AuNPs' headgroups as a function of the distance 
from the gold core COM. The ammonium derivatives (red to yellow lines) display a single peak 
corresponding to an extended conformation (purple), while the guanidinium-bearing AuNP1 (blue line) 
also presents a coiled configuration (pink). Gold atoms are shown in orange and the coating monolayer 
as a cyan molecular surface. 
We first performed MD simulations of AuNPs alone in water (100 ns for each of the five 
systems) in order to equilibrate their structures and properties. The convergence of the AuNPs 
structure was determined by the stabilization of the root-mean-squared displacement (RMSD, 
Figure B-7).57,95 The cationic headgroups of all the ligands caused a reciprocal repulsion. 
Indeed, by computing the radial distribution function (RDF) of the headgroups with respect to 
the gold core’s center of mass (COM), we found that the ligand shell of all five AuNPs 
displayed a predominantly extended conformation with a maximum at 1.8 nm (Figure 26b). 
However, for AuNP1, the headgroups’ RDF profile was significantly different. In this case, the 
maximum was located at 1.9 nm, which is expected because guanidinium is larger than 
ammonium. However, the distance distribution was significantly broader, with a shoulder at 
1.6-1.7 nm and a second maximum at 1.3 nm. 
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Figure 27. Distance between the COM of the membrane and the COM of the gold atoms. AuNP1 is the 
only particle to spontaneously bind to the PC bilayer even though they all explore states of sufficient 
proximity to the bilayer. Gold atoms are displayed in orange, sulfur in yellow, carbon in cyan, nitrogen 
in blue, hydrogen in white, PC headgroups in brown, and hydrophobic lipid tails in gray. 
These differences suggest a coiled arrangement of the thiols. Indeed, some ligands adopted a 
bent conformation, with the headgroup embedded within the hydrophobic core of the 
monolayer. On average, this configuration appeared for around 3% of the sampled structures, 
which corresponds to 2 ligands (out of 60) per frame. The appearance of this coiled 
conformation, albeit with low frequency, is likely due to the amphiphilic nature of 
guanidinium, which acts as a H-bond donor along its molecular plane and as a hydrophobic 
patch at the plane’s faces.360 At the same time, the presence of folded ligands enhances the 
amphiphilic nature of AuNP1 by inducing the exposition of the inner alkyl linkers to the bulk 
solution. 
Subsequently, equilibrated AuNPs were allowed to freely interact with a 1-palmitoyl-2-oleoyl-
sn-glycero-3-phosphocholine (POPC) in 1-μs-long MD simulations for each system. Notably, 
no external forces or potential gradients were applied in these experiments. Remarkably, and 
in line with the experimental evidence, only AuNP1 spontaneously associated with the 
membranes during our simulations (Figure 27). In detail, the south pole (here defined as the 
AuNPs’ region closest to the membrane’s surface) of AuNP1 came into close contact with the 
membrane’s headgroups 165 ns after the simulation started, and it remained stably bound to 
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the bilayer for the rest of the simulation. In three additional replica simulations, we observed 
the same phenomenon taking place at 25, 420, and 555 ns. AuNP binding to the membrane was 
always irreversible in the time span of our MD simulations. Simulations of the other model 
AuNPs (i.e. AuNP3/3a/3b/3c) showed no spontaneous binding with the membrane within the 
sampled timescale, suggesting a less favorable association. Tracking the distance between the 
AuNPs and the membrane in their respective simulations (Figure 27) revealed that all AuNPs 
explored states of similar proximity when they were freely diffusing in the solvent. This 
confirms that all the AuNPs can get close enough to the bilayer surface to initiate binding. 
Nevertheless, the actual anchoring only occurs for AuNP1. 
 
Figure 28. Effect of membrane binding on the monolayer of AuNP1. a. Angular (polar) number density 
relative to a perfectly homogeneous distribution. In the color bar, white is a perfectly uniform 
distribution in the spherical slice, red are highly populated regions, and blue are the least populated 
regions. Headgroups are shown in cyan carbons, chloride ions in red, and water molecules in purple. b. 
Distance between the bilayer's COM and the COM of the gold atoms (blue line), as well as the H-bonds 
between AuNP1 and the lipid bilayer (violet line). The approach of AuNP1 triggers an H-bond network 
that stabilizes the bound complex. c. Change in the number of H-bonds before and after membrane 
binding for both distinct donor positions in the guanidinium group. 
Our results agree well with previously reported computational studies of similar systems, none 
of which found a spontaneous interaction of ammonium AuNPs with neutral PC bilayers. 
Heikkilä and co-workers performed united-atom simulations of AuNP3c interacting with a 
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bicompartmental asymmetric PC:PG bilayer in the presence of an ionic imbalance.361 Their 
simulations quantified a barrier of 5 kBT during the AuNP’s adsorption on the zwitterionic 
leaflet of the bilayer, making the binding unfeasible by thermal motion alone. In addition, 
Alexander-Katz and co-workers performed coarse-grained simulations of NPs analogous to 
AuNP3/3a/3b/3c.338 These and other simulations313,362 demonstrated the need for a 
transmembrane potential to induce the binding of cationic AuNP and their eventual 
translocation through pore formation. 
The binding of AuNP1 to the double layer is expected to induce a substantial reorganization of 
the species that are forming, or strongly interacting with, the AuNPs monolayer, namely the 
guanidinium headgroups, the chloride counterions, and the water molecules. To get more detail 
on this point, we computed the number density of each component with respect to the AuNPs 
polar angle and quantified their deviation from a perfectly uniform distribution (Figure 28a). 
These calculations revealed that the southernmost part of the monolayer (but not the south pole) 
became more populated with guanidinium groups upon binding. Hence, the ligand shell 
reorganized to maximize the number of guanidinium-phosphate interactions. Several H-bonds 
with the lipid headgroups were rapidly formed as soon as AuNP1 was adsorbed onto the bilayer 
(Figure 28b), confirming the establishment of a multivalent interaction. The gathering of 
guanidinium groups led to a high positive charge density at the south pole of the AuNP. This 
charge accumulation was stabilized by the chloride counterions that agglomerated in the 
neighboring subequatorial region. Consequently, the pairing between the ligands and the 
chloride ions ushered the water molecules toward the north pole of the monolayer. Notably, 
upon binding, the composition of the monolayer remained unchanged, including the number 
of embedded chloride ions and water molecules. 
As noted, the contact between AuNP1 and the lipid bilayer triggered the formation of several 
H-bonds between the guanidinium-terminated ligands and the phosphate groups of PC (Figure 
28b). We quantified the persistency of such H-bonds when AuNP1 passed from being fully 
solvated to being adsorbed on the membrane. Interestingly, the total number of H-bonds 
formed by the guanidinium groups when in solution or bound at the membrane was similar 
(145 ± 8 vs. 152 ±10, respectively). Hence, H-bonding with membrane headgroups nicely 
compensated the loss of AuNP solvation. Still, there was a subtle repartitioning between the 
different ligand H-bond donors in the two states. In solution, the η1 and η2 nitrogen atoms of 
guanidinium formed a total of 117 ± 7 H-bonds with water, whereas the ε nitrogen atom formed 
82 
28 ± 4 H-bonds (Figure 28c). When bound to the membrane, the η positions formed 106 ± 8 
and 26 ± 4 H-bonds with the solvent and the phosphate groups, respectively. The ε position 
formed 18 ± 2 and 2 ± 1 H-bonds with water and phosphates, respectively. Therefore, the total 
number of H-bonds involving the η positions slightly increased to 132 ± 8 (vs 117 ± 7). 
Moreover, H-bonds for the ε positions slightly decreased to 20 ± 2 (vs 28 ± 4). This difference 
is mainly due to the ε atoms at the south pole. These did not penetrate the bilayer sufficiently 
to form H-bonds with the phosphates, and they were distant from the water molecules displaced 
toward the opposite pole. The increase in H-bonds at the η positions is likely the driving force 
of the binding to the membrane, since charge-assisted and cooperative phosphate-guanidinium 
H-bonds are stronger than solvation interactions of phosphate-guanidinium groups.  
In line with experiments, the membrane integrity was preserved during our simulations. The 
membrane thickness (Figure B-8) and the lipid order parameter (Figure B-9) remained within 
the expected thermal fluctuations. However, upon AuNP1 binding, the membrane suffered 
slight distortions. These may foreshadow the enhanced permeation that leads to substantial 
calcein release at longer timescales. 
We could demonstrate these distortions by monitoring two angles, 𝛼𝑃𝐶 and 𝛽𝑃𝐶, when AuNP1 
was adsorbed on the lipid bilayer. The first angle, 𝛼𝑃𝐶, measures the orientation of the PC 
groups with respect to the membrane's normal (Z-) axis (Figure 29a), as routinely implemented 
in such analyses.363 In our unperturbed membrane, this angle adopted an equilibrium value of 
67° (Figure 29b). When AuNP1 sat on the bilayer, the 𝛼𝑃𝐶 angle increased by around 10° to 
77°, indicating that the AuNP fished the phosphate groups out of the bilayer to optimize the H-
bond network (Figure 29c). The angle 𝛽𝑃𝐶 was defined to track the orientation of the PC group 
with respect to the XY projection of the gold atom's COM (Figure 29d). In this case, we 
observed a local decrease of around 30° with respect to the 90° angle expected for a random 
distribution of an unperturbed membrane (Figure 29e). The reduction in 𝛽𝑃𝐶 suggests that the 
phosphate groups lean inwards to the AuNP’s contact region, and that the ammonium groups 
point outwards (Figure 29f). Thus, the PC group of the lipids adopts an arrangement 
reminiscent of the electrical double layer formed by electrolytic solvents around charged 
bodies.364 The affinity between the guanidinium and phosphate groups causes a partial 
polarization at the contact region, despite the membrane having a neutral net charge. Notably, 




Figure 29. Membrane deformations upon binding of AuNP1. a. Definition of 𝛼𝑃𝐶 as the angle between 
the PC group and the direction normal to the bilayer (Z-axis). b. Map of 𝛼𝑃𝐶 upon AuNP binding, as 
seen from the top (X and Y are the dimensions of the simulation box, as in e). There is a local decrease 
of 𝛼𝑃𝐶 in the contact region. c. Conceptual illustration of the phosphate fishing made by superimposing 
300 trajectory frames. d. Definition of 𝛽𝑃𝐶 as the angle between the XY projection of the vector between 
the AuNP COM and the phosphate group, and the vector between the phosphorus and nitrogen atoms 
of the PC group. e. Map of 𝛽𝑃𝐶 upon AuNP1 binding from the top. There is a local decrease of 𝛽𝑃𝐶 
around the contact region. f. Conceptual illustration of the membrane polarization near the AuNP1 
binding spot. 
Taken together, our experimental and computational results endorse the importance of local 
atomically detailed structural features in AuNP-membrane interactions, which cannot be 
ascribed to electrostatics only. 
 Discussion 
Our results provide a better understanding of the interaction of AuNPs with phospholipid 
bilayers. The first finding is that the binding of cationic AuNPs to liposomes resulted in their 
permeabilization in all the cases. This behavior is explained by MD simulations that suggest 
that the adhesion of an AuNP to the outer surface of a phospholipid bilayer causes local 
distortions that could trigger the permeabilization. 
Second, and more important, we showed that AuNPs coated with a monolayer of guanidinium-
bearing ligands are highly efficient in interacting with neutral phospholipid bilayers and 
inducing their non-disruptive permeabilization. This activity is substantially greater than that 
84 
of other cationic AuNPs and, notably, occurs irrespective of the bilayer’s charge. Hence, 
guanidinium AuNPs, in contrast to other cationic AuNPs, are capable of binding to neutral 
bilayers. MD simulations indicate that the driving force could be the ability of these AuNPs to 
establish a multivalent interaction with the liposome’s phosphate moieties. They also suggest 
that the H-bond donor arrangement of guanidinium, which is perfectly fit for the interaction 
with phosphate, is crucial in allowing the AuNP to bind to the membrane. Hence, as in the case 
of CPPs and polymers, the ‘arginine magic’ is at play with AuNPs too, and the guanidinium 
headgroup has a fundamental role as a phosphate-recognizing unit. This feature is particularly 
relevant because it favors the interaction with biological membranes even in the absence of 
other attractive forces. 
The third finding is the relevance of different intermolecular interactions in controlling the 
binding of AuNPs to biological membranes. H-bonding appears to be very efficient for 
guanidinium but, according to MD simulations, is not so effective for protonated amines. This 
is likely because this group’s pre-organization is not optimal for interacting with phosphates. 
Ion pairing is another interaction that has often been invoked to explain how NPs bind to 
membranes. However, the outer surface of mammalian cells mostly comprises neutral lipids, 
and this reduces the significance of this interaction.363 Indeed, we found that, even for bilayers 
comprising 10% anionic lipids, ion pairing is not sufficient to drive AuNP binding, as for 
AuNP3 and AuNP4, and must be accompanied by additional interactions. Remarkably, our 
results suggest that hydrophobic interactions provided by the alkyl chains of the inner portion 
of the ligand shell play an important role. This is supported by the fact that, for 
trimethylammonium AuNPs, effective binding and permeabilization occurred only with long-
chain ligands, as with AuNP5 and AuNP6. Indeed, this apparently segregated region of the 
ligand shell has already been shown to interact with the inner hydrophobic regions of other 
biomacromolecular entities. The first evidence came from the pioneering studies of Rotello 
and co-workers,365,366 who demonstrated the ability of the inner alkyl portion of the ligand shell 
to induce protein denaturation upon AuNPs binding. Later on, Katz and Stellacci suggested 
that the ‘snorkeling’ of the alkyl portion of the coating ligands is the key step of the interaction 
between anionic AuNPs and phospholipid bilayers.162,302,329,338 Finally, Stellacci recently 
reported the ability of anionic AuNPs to induce virus degradation upon binding, thanks to the 
effect of the ligand shell’s inner hydrophobic region.367,368 
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In the landscape of NPs for biological applications, ligand-protected noble metal nanoparticles 
emerge as the only entities capable of featuring precise headgroup functionalization and a 
flexible inner hydrophobic shell. In addition, the use of ‘arginine magic’ can provide other 
unique abilities in the interaction with biological membranes. Implications in nanoparticles 
targeting cells, microorganisms, and viruses may be relevant. 
 Methods 
1. General 
Chemical reagents were bought from Aldrich at highest quality and used without further 
purification. Water was purified using a Milli-Q and water purification system. Reactions were 
monitored by thin-layer chromatography on 0.25 mm Merck silica gel plates (60 F254) using 
ultraviolet (UV) light as visualizing agent and/or heating after spraying ninhydrin. Solvents 
were of analytical reagent grade, laboratory reagent grade or high-performance liquid 
chromatography grade. Nuclear magnetic resonance (NMR) spectra in the solution state were 
recorded on an AVIII 500 spectrometer (500 MHz for 1H frequency). Electrospray ionization-
mass spectrometry (ESI-MS) was performed with an Agilent Technologies 1100 Series system 
equipped with a binary pump (G1312A) and MSD SL Trap mass spectrometer (G2445D SL). 
The synthesis and characterization of the ligands is described in Appendix B.1. 
The hydrodynamic particle size and ζ-potential were measured with a Malvern Zetasizer Nano-
S equipped with a HeNe laser (633 nm) and a Peltier thermostatic system. Measurements were 
performed at 25ºC in water, HEPES 10 mM, or HEPES 10mM with NaCl 100 mM buffers at 
pH 7.0. The images were registered with an OSIS Veleta 4K camera.  
Thermogravimetric analysis was run on 0.4 mg AuNP samples using a Q5000 infrared 
instrument from 25 to 1,000ºC under a continuous air flow. Heating the AuNP samples until 
890ºC led to a weight loss of 56.28, 25.55, 51.32, and 44.09% for AuNP1, AuNP2, AuNP4, 
and AuNP6, respectively. AuNP3 and 4 had been characterized elsewhere.97,369 
Fluorescence spectra and emission recovery experiment were performed in HEPES 10 mM or 
HEPES 10mM with NaCl 100 mM buffers at pH 7.0 on a Varian Cary Eclipse fluorescence 
spectrophotometer. Both the spectrophotometers were equipped with thermalized cell holders. 
Confocal images were taken using a laser scanning confocal microscope (BX51WI-FV300, 
Olympus) coupled to an Argon laser (IMA-101040ALS, Melles Griot) emitting laser light at 
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488 nm. The laser beam was scanned on 512×512 pixel sample area using a 60× water 
immersion objective (UPLSAPO60×W-Olympus). Fluorescence emission was collected 
through the same objective, separated from excitation light through a 490 nm long-pass 
dichroic mirror, and recorded by the photomultiplier tube with a 510 nm long-pass filter. For 
fluorescence lifetime experiments, the sample was excited using a frequency doubled 
Titanium/Sapphire femtosecond laser at 440 nm, 76 MHz (VerdiV5-Mira900-F Coherent), 
coupled with the BX51WI-FV300 confocal microscope. The emission signal was sent to a 
single-photon avalanche photodiode (SPAD). Before the light entered the photodiode, it passed 
through a 525/50 band-pass filter. The laser sync and the output of the SPAD were fed to a 
time-correlated single photon counting electronics (PicoHarp 300, PicoQuant, Germany) for 
the calculation of the emission decay curve. The fitting of decay curve was performed with the 
Symphotime software (PicoQuant, Germany), using a two-component exponential model.  
TEM was recorded on a FEI Tecnai G12 microscope operating at 100 kV. For cryo-EM, 
vitrification of samples was performed in liquid ethane cooled at liquid nitrogen temperature 
using the FEI Vitrobot Mark IV semi-automatic autoplunger. Bright field cryo-EM was run at 
-176ºC in a FEI Tecnai G2 F20 transmission electron microscope, working at an acceleration 
voltage of 200 kV and equipped, relevant for this project, with a field emission gun and an 
automatic cryo-box. The images have been acquired in low dose modality with a GATAN 
Ultrascan 1000 2k×2k CCD. 
2. Nanoparticle preparation 
Tetraoctylammonium bromide (TOAB, 2.5 eq) was dissolved in toluene and the solution was 
degassed for 40 minutes. This solution was used to wash three times an aqueous solution of 
gold (III) chloride trihydrate (HAuCl4·3H2O, 1 eq). The combined organic phases were 
collected in a round-bottom flask along with the remaining solution of TOAB. This mixture 
was left to stir for about 20 minutes under an inert atmosphere. Afterwards dioctylamine (20 
eq) was added all at once. After 1.5 hours the solution was put in an ice bath, then sodium 
borohydride (NaBH4, dissolved in milli-Q water, 0.048 mg µL
-1, 10 eq) was added all at once. 
After 2 hours, the drop of water (which had been used to dissolve NaBH4) was removed from 
the reaction mixture, and the desired thiol dissolved in methanol (MeOH) was added. After the 
formation of the AuNPs was observed, the mixture was usually stirred for another hour. They 
were purified by trituration with various organic solvents (each trituration entails the 
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suspension of the AuNPs in the solvent of choice, sonication, centrifugation, and then removal 
of the supernatant), then they were dried and characterized. 
3. Liposome preparation 
Dichloromethane solutions of PC and, when present PG, CHOL, or Nile red, were dried for 4 
hours under vacuum and then hydrated with a buffered solution of the fluorophore (1 mL, 
calcein 50 mM, HEPES 10 mM, NaCl 100 mM, pH 7.0) under rotation at 42ºC for 40 minutes. 
Then, 6 freeze/thaw cycles were performed, followed by 15 extrusion filtrations with a 
polycarbonate membrane (0.1 μm, 19 mm) using an Avanti Polar syringe extruder. Size 
extrusion chromatography (G75) with buffer solution (HEPES 10 mM, NaCl 100 mM, pH 7.0) 
was used to remove the extravesicular fluorophore. The liposome samples were stored at 4ºC. 
Fluorescence recovery experiments were initiated by the addition of an AuNPs stock solution 
to 2 mL buffered solution (HEPES 10 mM, NaCl 100 mM, pH 7.0) containing liposomes (22 
μM phospholipid concentration) in a quartz cell. Sample emission at 25ºC was measured 
followed until no further variations were detected (usually within 5 minutes). The maximum 
fluorophore emission was measured after addition of Triton X100 in the cell. 
4. Molecular dynamics simulations 
For this project, we performed MD simulations pertaining five AuNPs in an aqueous solution 
and in the presence of a POPC bilayer. In line with wet-lab experiments, the core size of our 
AuNPs models was 1.8 nm. The core was functionalized by 60 organic thiols. The thiols 
consisted of a 7-carbon alkyl chain followed by a cationic capping group. The investigated 
headgroups were: Guanidinium (AuNP1), trimethylammonium (AuNP3), dimethylamine 
(AuNP3a), monomethylamine (AuNP3b), and ammonium (AuNP3c). The initial geometry of 
the AuNPs was generated with the NanoModeler webserver.359 The parameters employed for 
the internal quasi-static gold atoms were those derived by Heinz et al.,304 and those used for 
the gold-sulfur interface were obtained by Pohjolainen et al.200 elsewhere. For the coating 
thiols, the partial charges of all the atoms were calculated with the restrained electrostatic 
potential approach204,316 by means of the R.E.D. Server317 whereas the bonded parameters 
belong to the Generalized Amber Force Field.197 
We first equilibrated the aforementioned AuNPs in a saline solution. For this, the AuNPs were 
individually solvated in a dodecahedral box of water (TIP3P parameters191) such that the 
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minimum distance between the solute and the edges of the box was 1.0 nm. Then, sodium 
chloride was added to the system, so that the system reached its electroneutrality plus 150 mM 
ionic strength. We proceeded to minimize the solvent around the AuNPs with the steepest 
descent method for a maximum of 50,000 steps. Once the system lied in an energetic minimum, 
it was thermalized to 310 K by a 500-ps-long simulation in the canonical ensemble using the 
velocity-rescale thermostat (𝜏𝐵 = 0.1 ps). Posterior to the thermalization, the system was 
pressurized to 1 bar with a second 500-ps-long simulation this time in the isothermal-isobaric 
ensemble and applying the Berendsen barostat (𝜏𝑃 = 2.0 ps, 𝜅 = 4.5×10
-5 bar-1). Finally, a 
production run of 100 ns was performed exchanging the Berendsen barostat for its Parrinello-
Rahman counterpart.227 The analysis of the trajectories was done discarding the first 25 ns of 
simulation for equilibration purposes. 
In parallel, we equilibrated the structure of a POPC membrane. For this, a bilayer of POPC 
lipids with XY dimensions of 13×13 nm was generated with the CHARMM-GUI server.278 
The phospholipids were then parametrized with the Lipid17 force field198,199 to ensure 
compatibility with those employed for the AuNPs in future stages. The bilayer was then 
solvated guaranteeing approximately 40 TIP3P water molecules per lipid. This system was 
minimized, thermalized, and pressurized like the AuNPs in saline solutions. For the production 
run, we implemented the semi-isotropic Parrinello-Rahman barostat. In this case, the 
production run also lasted 100 ns, and the first 25 ns were discarded for equilibration purposes 
during the analysis.  
After having equilibrated the structures of the AuNPs and the membrane, we proceeded to 
merge them into single systems. In order to do this, the structure of each AuNP and the 
membrane were extracted from the last frame of their respective simulations and placed 2 nm 
away from each other. In accordance with the rest of our simulations, we performed a solvation, 
minimization, thermalization, pressurization, and production runs. In these cases, the 
production runs lasted 1 µs, each. 
All our simulations constrained the bonds with the linear constraints solver algorithm319 and 
utilized a timestep of 2 fs. The short-range nonbonded interactions were explicitly calculated 
for pairs within a distance of 1.2 nm, and the long-range interactions were accounted for with 
the particle-mesh Ewald method of fourth order.231 Periodic boundary conditions were 
imposed, and the geometry of the systems was saved every 10 ps. The simulations were 
performed with Gromacs-v2019.2.320,321 The analysis of the trajectories was done with a 
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mixture of tools already implemented in Gromacs and with a series of in-house scripts using 




CHAPTER V. MOLECULAR-DYNAMICS-BASED 
THROUGHPUT SCREENING OF GOLD NANOPARTICLES FOR 
CHEMOSENSING 
Abstract 
Nanoparticle-assisted chemosensing is a non-covalent recognition process that allows tracking 
chemical and biological markers with applications in biomedical, environmental, and 
substance control, among many others. Here a computational protocol is introduced employing 
molecular dynamics simulations and enhanced sampling techniques for high-throughput 
screening of gold nanoparticle (AuNP) libraries. The approach was benchmarked with a 
training set of AuNP-analyte dyads with binding free energies previously measured by 
fluorometric titration. Our method classified known binding dyads with accuracies, 
sensitivities, and specificities of 0.77, 0.77, and 0.78, respectively. We applied this protocol on 
a library of 100 thiolate-protected AuNPs to design chemosensors of 3-methoxytyramine 
(3MT), a prognostic marker of asymptomatic neuroblastoma. We propose ten 2 nm AuNPs for 
affinity testing to 3MT in aqueous solutions, which is scheduled for the third trimester of 2020. 
Experimental validation of these results would enable a time and cost-efficient protocol for the 
identification of sensitive AuNP-based chemosensors.  
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 Introduction 
Chemosensors, or molecular sensors, are defined as molecules of abiotic origin that signal the 
presence of matter or energy.371 The receptor involved in the sensing process is a 
supramolecular structure that binds reversibly to a target analyte through non-covalent 
interactions.372 When the target analyte binds to a chemosensor, a transduction mechanism 
outputs an observable signal cascaded by a change in the physicochemical properties of either 
the receptor or the analyte.94 In practice, the signal expressed is a measurable variation in the 
luminescence,373 absorbance,374 redox potential,375 or relaxation376 of the overall system. The 
amplitude of the signal depends on the dyad’s binding affinity and association rate that are 
governed by stabilizing interactions between complementary chemical moieties of both 
molecules.377,378 
Gold nanoparticles (AuNPs) are excellent platforms for designing chemosensors due to their 
optical and electrical properties that can be modulated by their local chemical environment.379 
Moreover, spherical AuNPs display a high surface-to-volume ratio and relative ease of 
functionalization that facilitate their synthesis.118,380 Gold-based chemosensors have proven 
compatible with multiple transduction strategies, enabling the development of fluorometric and 
naked-eye colorimetric sensors.381,382 Nonetheless, these strategies are based on the quenching 
(or triggering) of infrared and visible absorption bands, a mechanism that is hardly analyte-
specific.94 Conversely, nuclear magnetic resonance (NMR) spectroscopy allows analyte-
specific detection because each organic analyte manifests a distinctive resonance frequency 
profile.96,376 Specifically, in saturation transfer difference (STD) NMR experiments, the 
recognition of the analyte is characterized by a spin population transfer process only visible 
when the coating monolayer of the AuNP tightly interacts with analyte molecules.383 
Analyte-specific recognition is pivotal for using chemosensors in complex matrices. NMR 
STD experiments allow distinguishing of compounds bound to the monolayer of an AuNP, yet 
the rational design of chemosensors requires a detailed understanding of the monolayer’s 
folding dynamics and the specific interactions that lead to analyte recognition.21,97 In this 
regard, molecular dynamics (MD) simulations are a valuable technique for elucidating surface 
interactions between AuNPs and analytes at atomistic resolution.56 So far, MD simulations 
have been used to explain AuNP-analyte affinity in terms of the coating monolayer’s 
plasticity.57,95 Nonetheless, these studies use lengthy microsecond-long simulations with a 
limited transferability to the high-throughput screening of nanoreceptors. 
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In this work, we introduce an MD-based method for the high-throughput of AuNPs for 
chemosensing applications. The newly developed method uses enhanced sampling techniques 
to calculate the free energy of binding a small molecule (analyte) into the organic monolayer 
of an AuNP. We used our protocol to design receptors of 3-methoxytyramine (3MT), which is 
a prognostic biomarker of asymptomatic neuroblastoma, an extracranial solid tumor 
responsible for 15% of pediatric cancer-related deaths.384–386 Our method is a highly 
parallelizable approach that requires a short 10-ns-long simulation for each AuNP-analyte 
system, allowing the screening of thousands of AuNP-analyte dyads. Thus, the method 
proposed here is a time and cost-efficient strategy for designing gold-supported chemosensors. 
 Method development 
Here, we propose a computational method for the screening of functionalized AuNPs as 
chemosensors. The proposed protocol uses on-the-fly potential of mean force (PMF) 
calculations to compute the free energy of binding (Δ𝐺𝑏𝑖𝑛𝑑) a small molecule (analyte) into the 
monolayer of a functionalized AuNP. In our methodology, multiple copies of an analyte are 
initially embedded into the monolayer of an AuNP. Then, the analyte molecules are 
simultaneously pulled away from the AuNP using steered MD simulations. Interestingly, our 
framework exploits the symmetry of spherical AuNPs by considering the pulling of each 
analyte as an independent replica simulation. In the end, the free energy Δ𝐺𝑏𝑖𝑛𝑑 is reconstructed 
from the mean force exerted on the analyte molecules at each step of the steered unbinding. 
1. System preparation 
The developed methodology starts from structure files in which, for each AuNP-analyte dyad, 
the analyte is inserted into the coating monolayer of the AuNP. The NanoModeler webserver359 
generates the initial conformation of the AuNPs (Figure 30a). This server produces 3D 
structures with the coating ligands in an extended conformation. In this study, we used 2 nm 
AuNPs coated by 60 thiols (i.e. Au144(SR)60). NanoModeler also produces the corresponding 
parameters files for the AuNPs. The inner quasi-static gold atoms of the AuNPs are modeled 
as neutral spheres with van der Waals parameters taken from Heinz et al.,304 and the staple-like 
motifs at the gold-sulfur interface are modeled with the AMBER-compatible parameters 
derived by Pohjolainen et al.200 For the outer monolayer, PROPKA-v3.1387 is used to determine 
the most probable protonation state of a single stretched ligand at a neutral pH. The atomic 
partial charges are derived with the restrained electrostatic potential (RESP) method204,316 at 
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the ligand’s fully extended conformation, and the bonded parameters are taken from the 
Generalized Amber Force Field (GAFF).197 
 
Figure 30. Conceptual illustration of the MD-based screening method. a. Generation of a spherically 
symmetrical AuNP with coating thiols in elongated conformations. b. Placement of the analytes two 
thirds into the monolayer (only one ligand and one analyte are shown for clarity). c. Equilibration of 
the coating ligands around the ten analyte molecules embedded within the monolayer. d. Binding pose 
of the ten analyte molecules after the relaxation of the monolayer. e. Pulling of the analytes away from 
the COM of the gold core. Only one analyte is shown for clarity. The ten analyte molecules are pulled 
simultaneously. f. Change in the free energy as a function of the distance between the COM of an 
analyte and the gold core (𝑟𝐶𝑂𝑀). The binding free energy Δ𝐺𝑏𝑖𝑛𝑑 of one analyte molecule is 
approximated from the PMF along the collective variable 𝑟𝐶𝑂𝑀. The gold core is shown in orange, the 
coating monolayer in blue, sulfur atoms in yellow, and analyte molecules (and their binding sites) in 
shades of copper. 
The starting structure of each AuNP-analyte dyad includes ten copies of the analyte. Previous 
fluorometric titration experiments showed that 2 nm AuNPs can bind up to 30 analyte 
molecules, each.96 Thus, using ten analyte molecules in our simulations ensures that the 
monolayer remains undersaturated. The analytes are initially placed two thirds into the 
monolayer using in-house scripts written in Python (Figure 30b). That is, the distance between 
the center of mass (COM) of each analyte and the gold core’s surface is one third of the total 
length of the coating ligands. The initial orientation of the analytes is determined pseudo-
randomly and ensures a minimum distance of 0.15 nm between atoms to avoid intermolecular 
clashes. The analytes are parametrized as the coating thiols, using PROPKA-v3.1,387 the RESP 
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method,204,316 and the GAFF force field197 to obtain the protonation state, partial charges, and 
bonded parameters, respectively. 
After generating models for the AuNPs and the analytes, their structure (and parameters) files 
are merged into a single system. A dodecahedral simulation box is defined around the system 
leaving a minimum distance of 1.6 nm between the AuNP and the box’s faces. Then, the box 
is solvated with TIP3P water molecules.191 Sodium chloride is added to reach electroneutrality 
and a salt concentration of 150 mM, a typical ionic strength in biological fluids.388 The fully 
solvated system is minimized with the steepest descent method for a maximum of 50,000 steps. 
All the simulations in this study employ periodic boundary conditions, an integration timestep 
of 2 fs, linear constraints on all bonds involving hydrogen atoms,319 and a cutoff radius of 1.2 
nm for short-ranged nonbonded interactions. The simulations also account for long-ranged 
electrostatic interactions using the fourth-ordered particle-mesh Ewald method.231 The 
simulations in this study were run in Gromacs-v2019.4,320,321 and the trajectory files were 
analyzed with in-house scripts using the MDAnalysis-v1.0 Python open library.370 
2. Steered unbinding simulations 
Following system minimization, the coating monolayers are allowed to equilibrate around the 
embedded analyte molecules (Figure 30c). To this end, the systems are thermalized and 
pressurized while restraining each analytes’ atoms with a harmonic potential (𝑘𝑏 = 10,000 kJ 
mol-1 nm-2). The thermalization step consists of a 500-ps-long simulation in the NVT statistical 
ensemble that heats the system to 300 K, at a constant rate, using a velocity-rescale thermostat 
(𝜏𝐵 = 0.1 ps). The pressurization is another 500-ps-long simulation in the NPT statistical 
ensemble that equilibrates the pressure to 1 bar using a Berendsen barostat (𝜏𝑃 = 2.0 ps, 𝜅 = 
4.5×10-5 bar-1). 
Once the systems reach the target temperature and pressure, they are subject to a steered MD 
simulation in which each analyte is simultaneously pulled away from the AuNP’s COM 
(Figure 30d). A harmonic potential (𝑘𝑏𝑖𝑎𝑠 = 2,000 kJ mol
-1 nm-2) couples the COM of each 
analyte to the COM of the AuNP (i.e. 𝑟𝐶𝑂𝑀). The equilibrium value of the steering potential 
increases at a rate of 0.4 nm ns-1. This increase rate allows the unbinding to occur within 10 ns 
(for ligands 2-nm-long when extended). Notably, for spherical AuNPs, each analyte molecule 
serves as an individual replica of the overall unbinding process (Figure 30e). During the 
steered MD simulation, the force acting on the collective variable 𝑟𝐶𝑂𝑀 is stored every 4 ps and 
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used to reconstruct the PMF profile along 𝑟𝐶𝑂𝑀 (Figure 30f). Finally, the binding free energy 
Δ𝐺𝑏𝑖𝑛𝑑 is estimated using Equation 77, where 〈𝐹(𝑟𝐶𝑂𝑀)〉 is the force along the collective 
variable 𝑟𝐶𝑂𝑀 (averaged over the ten analyte molecules), and 𝑟𝐶𝑂𝑀
𝑏𝑒𝑠𝑡 is the distance at which the 
analyte is the most stable inside the bilayer (𝐹 closes to zero). In practice, the integral in 
Equation 77 extends until half the length of the shortest box edge. Throughout this study, we 
discuss the absolute value of the binding free energy for clarity of the discussion. 





Table 3. Number of charged AuNPs and analytes in the 31 AuNP-analyte dyads of the training dataset. 
The columns account for anionic (-1 e per thiol), neutral, and cationic (1 e per thiol) AuNPs, and the 










 Anionic 1 8 1 10 
Zwitterionic 1 0 0 1 
Cationic 20 0 0 20 
 Total 22 8 1 31 
 
3. Training dataset and protocol benchmarking 
The free energy Δ𝐺𝑏𝑖𝑛𝑑 serves as a scoring function that ranks multiple AuNP-analyte dyads 
(i.e. pairs comprised by one analyte interacting with one thiol-protected AuNP) according to 
their binding strength. In this sense, our method introduces a threshold parameter Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
 to 
separate dyads in which the analyte binds strongly to the AuNP’s monolayer, namely ‘active’ 
dyads (Δ𝐺𝑏𝑖𝑛𝑑 > Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
), from those in which the analyte interacts weakly with the AuNP, 
namely ‘inactive’ dyads (Δ𝐺𝑏𝑖𝑛𝑑 < Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
). To determine Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
, we applied our method to a 
training dataset containing AuNP-analyte dyads with known affinity constants (𝐾𝑏𝑖𝑛𝑑
𝑒𝑥𝑝
). The 
dataset comprised 31 dyads (Table C-1, Table C-2, and Table C-3) whose affinities were 
previously measured by fluorometric titration experiments.95–97,376,383 The experimental 
binding free energies ranged between 2.8 and 8.7 kcal mol-1 in 22 of the training dyads. We 
labeled these dyads as ‘active’ entries. Instead, the affinities of the remaining 9 dyads were 
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below the experimental detection limit, suggesting a significantly weak binding. These weakly 
interacting systems were labeled as ‘inactive’ entries. 
 
Figure 31. Performance of the MD-based screening protocol. a. Computed (Δ𝐺𝑏𝑖𝑛𝑑) and experimental 
(log10𝐾𝑏𝑖𝑛𝑑
𝑒𝑥𝑝
) affinity for each AuNP-analyte dyad. Each dyad is colored according to its experimental 
affinity, which increases from purple to red. The transparent points in the top panel indicate the binding 
free energy computed for each of the ten analyte copies. The error bars indicate the standard error of 
the obtained distributions. The middle panel shows Gaussian distributions fitted to the binding free 
energies predicted for each dyad (Gaussian width set to the standard error of each population). The 
bottom panel shows the mean of each distribution. b. Probability distribution function (top panel) and 
cumulative probability normalized to 1.0 (bottom panel) of the computed binding energies for the 
known active (yellow) and inactive (blue) dyads. c. Accuracy, sensitivity, and specificity of the method 
as a function of the threshold binding energy, Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
, used to classify dyads as active and inactive. The 
best performance was reached at a reference binding energy of 9.7 kcal mol-1, which is marked with a 
vertical black line throughout all the plots. 
The dyads of the training set displayed different charges (Table 3). The AuNPs had a charge 
of -1 e per thiol, zero, or 1 e per thiol, and the analytes had a charge of -1 e, zwitterionic 
(phenylalanine), or 1 e. Out of the 31 dyads, 21 displayed AuNPs and analytes with 
complementary charges, 8 had neutral AuNPs with anionic analytes, 1 had an anionic AuNP 
with a neutral (zwitterionic) analyte, and 1 had an anionic AuNP with an anionic analyte. The 
dyads in the training set contained 11 unique AuNPs (Table C-1). All the AuNPs had 2 nm 
spherical cores coated by linear ligands 2 nm in length at elongated conformations. 
Specifically, the coating ligands were comprised of a 7-carbon hydrophobic linker and a 
(charged) capping group. The capping group bore a negative charge in 3 of the thiols, a cationic 
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charge in 1 thiol, and a neutral polyethylene glycol moiety in 7 thiols (Table 3 and Table C-
2). Conversely, the dyads in the training set contained 17 unique analytes (Table C-3), 13 of 
which were (cationic) phenethylamine derivatives, 1 was the zwitterionic form of 
phenylalanine, and 3 were (anionic) salicylate derivatives. 
Applying our computational protocol to the training dyads resulted in binding free energies 
Δ𝐺𝑏𝑖𝑛𝑑 ranging from 4.3 ± 0.5 to 20.4 ± 0.8 kcal mol
-1 (mean ± standard error, Figure 31a). 
The obtained results showed a visible distinction between the free energy of active (red, yellow, 
green, and cyan points in Figure 31a) and inactive dyads (blue and purple points in Figure 
31a). Moreover, we grouped the binding energies of the active and inactive systems to compute 
the probability distribution of Δ𝐺𝑏𝑖𝑛𝑑 for the active and inactive classes (Figure 31b). Even 
though both distributions overlapped, the binding energies of the active dyads were shifted 
toward higher energy values. We assessed the difference between both distributions by 
applying a two-tailed Kolmogorov-Smirnov test.389 This test demonstrated that, indeed, neither 
of the distributions can be recovered from sampling each other (p-value < 0.001). Thus, our 
method differentiates active from inactive dyads. 
The optimal threshold parameter Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
 was determined by testing the method’s enrichment 
at various values (Figure 31c). We classified the dyads as active (Δ𝐺𝑏𝑖𝑛𝑑 > Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
) or inactive 
(Δ𝐺𝑏𝑖𝑛𝑑 < Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
) using values of Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
 ranging from 0.0 to 30.0 kcal mol-1. For each value 
of Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
, the accuracy (Equation 78), sensitivity (Equation 79), and specificity (Equation 80) 
were calculated based on the number of true active (TP), true inactive (TN), false active (FP), 
and false inactive (FN) dyads. The most accurate classification was obtained with a threshold 
energy of 9.7 kcal mol-1. As a comparison, in the context of proteins, a competitive inhibitor 
with a binding affinity of 9.7 kcal mol-1 has an inhibition constant of roughly 9 nM, which 
would be considered a ‘potent’ inhibitor.390 Moreover, the threshold of 9.7 kcal mol-1 resulted 
in an accuracy, sensitivity, and specificity of 0.77, 0.77, and 0.78, respectively. Importantly, 
the ratio between active and inactive dyads in the training set was 0.41, which is also the 
accuracy of a random classifier applied to the same dataset. Thus, the proposed protocol 
recognizes active dyads with twice the accuracy of a random classifier. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁











Using the threshold of 9.7 kcal mol-1, the protocol correctly classified 17 dyads as active (TP) 
and 7 as inactive (TN), and it mistakenly classified 2 dyads as active (FP) and 5 as inactive 
(FN). Interestingly, 4 out of the 5 false negatives used neutral AuNPs with salicylate (i.e. an 
anionic analyte), which suggested a systemic underperformance in dyads that were 
electrostatically impaired. Nonetheless, parametrizing the protocol excluding neutral AuNPs 
increased the accuracy only slightly to 0.83, showing that the performance of the protocol is 
independent of the dyads’ charge. Admittedly, understanding the protocol’s limitations 
requires further experimental evidence on dyads covering a wider chemical space. Importantly, 
our protocol, in its current state, successfully sieves active chemosensors from libraries of 
dyads, as discussed above. 
 Chemosensor screening 
The reach of the newly developed protocol was exemplified by designing AuNPs that detect 
3MT, a catecholamine monitored in the diagnosis and prognosis of neuroblastoma (Figure 
32a).384–386 To this end, we built a library of 100 coating thiols that were synthetically 
accessible (Figure 32b). The thiols consisted of a 7-carbon aliphatic spacer followed by three 
amino acids. The two inner residues (AA1 and AA2) iterated over ten essential amino acids: 
alanine (Ala), glutamine (Gln), glycine (Gly), isoleucine (Ile), leucine (Leu), phenylalanine 
(Phe), proline (Pro), serine (Ser), tryptophan (Trp), and tyrosine (Tyr). Instead, the outermost 
amino acid (AA3) was always an aspartate (Asp) in order for the thiols to resemble those in our 
training set (i.e. mostly aliphatic chains capped by an anionic headgroup). Throughout this 
work, we refer to each thiol according to its two internal residues using the AA1-AA2 notation 
(e.g. Ala-Tyr). Note that the charged amino acids Asp, glutamate (Glu), and histidine (His) 
were excluded from the AA1 and AA2 positions to ensure a net charge of -1 e per thiol and to 
avoid zwitterionic species. Asparagine (Asn), methionine (Met), threonine (Thr), and valine 
(Val) were also dropped, since they were considered chemically redundant given the inclusion 
of Ala, Gln, Leu, and Ser. Lastly, cysteine (Cys) was excluded since it would have led to dual 
thiolates difficult to selectively graft onto gold cores. 
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Figure 32. Chemical structure of the target analyte and the built thiols, and the amino acids present in 
the binding pockets of catecholamines. a. Chemical structure (left panel) and 3D geometry (right panel) 
of 3MT. b. Scaffold of the thiols in our built library. The ligands’ structure consists of an aliphatic 
linker (brown), three amino acids (blue), and a methyl ester capping (green). The outermost amino acid 
is Asp, whereas the two innermost AA1 and AA2 iterate over Ala, Gln, Gly, Ile, Leu, Phe, Pro, Ser, Trp, 
and Tyr. c. Frequency of the 20 essential amino acids in the binding sites of catecholamines. The binding 
pockets are extracted from proteins bound to any of the 13 molecules in the biosynthetic pathways for 
catecholamines and trace amines (171 structures in total). The amino acids included have at least one 
atom within 0.5 nm of the ligands (Figure C-1 and Table C-4). Amino acids with charged, polar, 
hydrophobic, and special side chains are shown in purple, blue, yellow, and red, respectively. 
We also considered the chemical similarity between the thiols and the naturally occurring 
binding pockets of catecholamines. The Protein Data Bank (PDB) database contained 171 
proteins bound to catecholamine derivatives, specifically, the 13 catecholamines and trace 
amines produced in the human brain (Figure C-1). We defined a binding site as the collection 
of amino acids with heavy (i.e. non-hydrogen) atoms within 0.5 nm of the catecholamines. The 
binding sites showed a different persistence for each of the 20 essential amino acids (Figure 
32c). Based on this information, each thiol was assigned a similarity index 𝜂𝑃 calculated from 
the frequency (𝜈𝐴𝐴) of AA1 and AA2 in the naturally occurring binding sites of catecholamines 






The thiol database built was screened against 3MT using our MD-based protocol to calculate 
the dyads’ binding free energy (Figure 33a). The binding free energies ranged from 3.1 ± 0.1 
(Leu-Gln) to 17.3 ± 0.6 kcal mol-1 (Pro-Leu), a similar interval as the one obtained for the 
training dataset (i.e. 4.3 ± 0.5 to 20.4 ± 0.8 kcal mol-1). Out of the 100 thiols, 34 presented a 
binding energy greater than the threshold value of 9.7 kcal mol-1. Thus, these 34 AuNPs were 
predicted to recognize 3MT in aqueous solutions. The thiol that bound the strongest to 3MT 
was Pro-Leu (17.3 ± 0.6 kcal mol-1), followed by Phe-Gln (16.1 ± 0.4 kcal mol-1), Phe-Ser 
(14.5 ± 0.4 kcal mol-1), Ile-Gln (14.3 ± 0.5 kcal mol-1), and Ile-Trp (13.0 ± 0.3 kcal mol-1). In 
contrast, the thiols that bound the weakest to 3MT were Leu-Gln (3.1 ± 0.1 kcal mol-1), Trp-
Ser (3.4 ± 0.3 kcal mol-1), Gly-Pro (4.4 ± 0.1 kcal mol-1), Phe-Phe (4.8 ± 0.1 kcal mol-1), and 
Tyr-Trp (5.1 ± 0.2 kcal mol-1). Notably, the asymmetry of the matrix shown in Figure 33a 
suggested that, similar to proteins, inverting the AA1-AA2 amino acid sequence changed the 
binding energy of the dyad and the 3D folding of the monolayer. 
To determine if certain amino acids were conserved along the active AuNPs, we examined the 
binding free energy distributions of thiols with the AA1 and AA2 residues, separately (Figure 
33b). Notably, placing a Leu residue in the AA2 position led to a binding energy distribution 
with a first quartile of 9.4 kcal mol-1 and a median of 10.6 kcal mol-1. This situation displayed 
the highest first quartile and the only median above the 9.7 kcal mol-1 free energy threshold. 
As a matter of fact, 10 out of the 34 active thiols bore a Leu residue in their structure, consistent 
with the fact that Leu was the second most abundant amino acid in naturally occurring binding 
pockets of catecholamines. Except for Leu in AA2, neither of the AA1 and AA2 positions had a 
preferred amino acid. These results indicate that the binding pockets carved into the 
monolayers vary with the thiol’s chemistry, and that the binding of 3MT can be stabilized by 
different interactions in AuNPs with different functional groups. 
We visually inspected the PDB structures that had been crystallized with catecholamines 
similar to 3MT (since there were not any structures available with 3MT). In detail, we retrieved 
the 3 structures bound to p-tyramine (AEF), which lacks the methoxy group of 3MT, and the 
13 structures bound to L-dopamine (LDP), which replaces the methoxy group of 3MT for a 
hydroxyl group (Figure C-1 and Table C-4). Surprisingly, despite Phe being highly abundant 
in the binding pockets of AEF and LDP (Figure 32c), Phe residues where never found forming 
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specific π-stacking interactions with the aromatic ring of catecholamines. Out of the 16 
structures analyzed, only 1 showed a T-shaped π-stacking interaction (PDB code: 6DYO). In 
the rest of the cases, the hydrophobic segment of the catecholamines was stabilized by non-
specific dispersive interactions. These observations are in line with the high content of Leu that 
we saw in our (predictively) active AuNPs because Leu has a flexible, hydrophobic sidechain 
that can easily reorganize around 3MT. It also rationalizes the surprisingly low content of 
aromatic residues (Trp and Tyr) among the active AuNPs. 
 
Figure 33. Results from the MD-based screening protocol. a. Binding free energies for the 100 thiols 
of the built library. Only the values greater than 9.7 kcal mol-1 (i.e. Δ𝐺𝑏𝑖𝑛𝑑
𝑟𝑒𝑓
) are written explicitly for 
clarity. b. Distribution of the binding free energies grouped by the AA1 (top panel) and AA2 (bottom 
panel) positions. Each amino acid is assigned a unique color. c. Scatter plot of the binding free energy 
as a function of the similarity coefficient 𝜂𝑃 for all the screened thiols. The error bars indicate the 
standard error for each AuNP-analyte dyad. 
We further dissected the chemical similarity between active thiols and protein binding pockets 
by inspecting the binding free energy as a function of the 𝜂𝑃 coefficient (Figure 33c). Our 
analysis showed that the binding free energy was uncorrelated to the similarity index 𝜂𝑃, 
corroborating that AuNPs can trap 3MT in chemical environments alternative to those found 
in proteins. It is noteworthy that the amino acids in the active thiols were not preferentially 
polar (i.e. Gln and Ser) nor bulky (i.e. Phe, Trp, and Tyr), suggesting that the binding of 3MT 
required the formation of well-organized local environments, and it is not only governed by 
the net number of favorable polar or dispersive contacts accessible. 
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Table 4. Binding free energy and pocket similarity index for the ten best and ten worst scored coating 








Pro Leu 17.3 0.6 0.75 
Phe Gln 16.1 0.4 0.82 
Phe Ser 14.5 0.4 0.85 
Ile Gln 14.3 0.5 0.60 
Ile Trp 13.0 0.3 0.43 
Gln Gly 12.8 0.5 0.78 
Gly Ile 12.8 0.5 0.75 
Trp Phe 12.8 0.6 0.64 
Ala Tyr 12.6 0.4 0.93 
Pro Pro 12.2 0.3 0.51 
··· ··· ··· ··· ··· 
Ile Ile 5.9 0.5 0.57 
Ser Tyr 5.9 0.5 0.86 
Phe Tyr 5.5 0.2 1.00 
Leu Tyr 5.3 0.1 0.99 
Tyr Gln 5.3 0.2 0.82 
Tyr Trp 5.1 0.2 0.64 
Phe Phe 4.8 0.1 0.99 
Gly Pro 4.4 0.1 0.72 
Trp Ser 3.4 0.3 0.49 
Leu Gln 3.1 0.1 0.81 
a𝑆𝐸𝐺: Standard error of the computed binding free energies. 
 
 Perspectives 
Gold-supported NMR nanoreceptors first appeared in 2013376 and offer a new paradigm for 
detecting small molecules. In this context, the computational protocol introduced here enables 
the quick screening of gold nanoreceptors, significantly reducing the time and cost barriers that 
are currently involved in the design of gold-supported chemosensors. The computational 
protocol introduced here has allowed us to propose ten candidate thiols that are expected to 
bind to 3MT. We also selected the ten thiols with the weakest binding energy as negative 
controls (Table 4 and Table C-5). Fluorometric titration experiments will be carried out to 
determine the affinity of 3MT for each of these 20 AuNPs proposed. The experimental assays 
are scheduled for the third trimester of 2020, and they will be performed in collaboration with 
Prof. Fabrizio Mancin from the University of Padova. Measurable affinity constants in the top 
104 
ten thiols and undetectable binding in the weakest ten thiols would confirm that the newly 
developed method can effectively scan libraries of AuNPs for active nanoreceptors. Validating 
the protocol introduced here would set the foundations for the high-throughput virtual 




CHAPTER VI. NANOMODELER CG: A TOOL FOR MODELING 
AND ENGINEERING FUNCTIONAL NANOPARTICLES AT A 
COARSE-GRAINED RESOLUTION 
Abstract 
Functionalized metal nanoparticles (NPs) are macromolecular assemblies with a tunable 
physicochemical profile that makes them interesting for biotechnology, materials science, and 
energy conversion. In this regard, molecular simulations offer a way to scrutinize the structural 
and dynamical features of monolayer-protected NPs and their interactions with relevant 
matrices. Previously, we developed NanoModeler, a webserver that automated the preparation 
of functionalized gold NPs for atomistic molecular dynamics (MD) simulations. Here, we 
present NanoModeler CG (www.nanomodeler.eu), a new release of NanoModeler that now 
allows building and parametrizing monolayer-protected metal NPs at a coarse-grained (CG) 
resolution. This new version extends our original methodology to NPs of eight different core 
shapes, up to 50 nm in size, and coated by eight different monolayer morphologies. The 
resulting topologies are compatible with the Martini force field but are easily extendible to any 
other set of parameters parsed by the user. Finally, we demonstrate NanoModeler CG’s 
capabilities by reproducing experimental structural features of alkylthiolated NPs and 
rationalizing the brush-to-mushroom phase transition of polyethylene-glycol-coated anionic 
NPs. By automating the construction and parametrization of functionalized NPs, the 
NanoModeler series offers a standardized way to computationally model monolayer-protected 
nanosized systems.  
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 Introduction 
Metal nanoparticles (NPs) are attracting interest because rapid advances in synthetic chemistry 
offer greater control over their structural and chemical features.391 Metal NPs have electronic 
and optical properties that are specific to their size, being absent in bulks of the same 
materials.380 Furthermore, their high area-to-volume ratio and ease of surface functionalization 
make metal NPs appealing candidates for many of applications.102 Tailored metal NPs are now 
used in materials sciences,392 catalysis,98,100,101 drug delivery,253,393,394 and bioimaging,395–397 to 
name a few.  
Metal NPs comprise an inner metallic core to which a functionalizing monolayer is attached. 
The protecting monolayer is a supramolecular body comprising a collection of molecules, 
known as ligands. These ligands are typically bound to the core by thiols and amines (for noble 
metals), phosphine oxides and phosponyls (for semi-conducting quantum dots), or carboxyls 
and hydroxyls (for transition metal oxides).25,398 By modifying the surface chemistry of the 
naked cores, the functionalizing ligands confer the NPs a characteristic charge distribution and 
hydrophobicity.302 These ultimately dictate the NPs’ solubility, chemical stability, and 
interaction patterns with external entities.399 In other words, the protecting monolayer governs 
the physicochemical properties of metal NPs, thus influencing their effectiveness and 
transferability to applications in biomedicine, materials science, and energy 
conversion/storage.12,146 
The knowledge-based design of functionalized metal NPs for custom applications requires an 
in-depth understanding of their structural and dynamical characteristics.21,264,400 Computational 
methods, in particular molecular dynamics (MD) simulations, are a versatile approach to this 
problem. MD simulations are especially useful as they allow researchers to study a controlled 
set of particles at a molecular scale for time intervals in the order of 
microseconds.172,270,305,400,401 MD simulations have been used to dissect the membrane 
translocation mechanism of mixed monolayer gold NPs (AuNPs),89,150,323,338 identify diverse 
binding modes of analytes in flexible monolayers,57,95 and characterize binding complexes with 
nucleic acids.56 
Previously, we introduced NanoModeler, a webserver that allows its users to prepare the 
structure and topology files required for atomistic MD simulations of AuNPs and 
nanoclusters.359 NanoModeler enabled an automatic and standardized protocol for the 
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molecular modeling of AuNPs. However, the generated atomistic representations were limited 
by the reduced number of experimentally elucidated gold cores. The available crystallographic 
information restrains the original atomistic approach to 16 AuNPs of under 2.1 nm in diameter, 
leaving unaddressed the modeling of bigger NPs made of metals other than gold. 
In this context, coarse-grained (CG) MD is a computational strategy for simulating large 
systems by grouping a collection of atoms into an individual bead.211 Reducing the total 
number of degrees of freedom in a system thus allows the modeling of larger spatial dimensions 
with a constant number of interaction sites. According to the force field used, each bead type 
is assigned a set of parameters to compute the system’s potential energy.207 Of the available 
CG force fields, Martini is one of the most benchmarked and widely used for simulating 
biomacromolecules and functionalized metal NPs.182,234 Some tools currently allow CG 
simulations of macromolecules like proteins,306,402 nucleic acids,403,404 and lipids;280 however, 
functionalized NPs must still be prepared through in-house scripting and the efforts of the 
interested researcher. 
Here, we present NanoModeler CG, a new release in the NanoModeler series that allows the 
building and parametrizing of functionalized metal NPs at a CG resolution. This new version 
incorporates the principles of CG mapping to address the need for reliable models of metal NPs 
over 2 nm in size. Indeed, NanoModeler CG supports NPs with cores shaped in eight different 
geometries (up to 50 nm in size) coated by monolayers with eight different morphologies. 
Moreover, this tool produces structure and parameters files of NPs that are compatible with the 
Gromacs MD engine and the Martini force field by default. In this way, the automatic 
generation of NP models is brought in line with experimental advances that offer growing 
synthetic control over metal NPs. 
 Results and discussion 
NanoModeler CG is the second version of the NanoModeler webserver 
(www.nanomodeler.eu).359 This version extends the automatic modeling of monolayer-
protected metal NPs to CG representations, allowing users to prepare the necessary files for 
MD simulations. This version upgrades the previous interface. The backend is written in 
Python, and the new frontend is written in HTML, CSS, and JavaScript. Figure 34a shows 
NanoModeler CG’s general workflow. 
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Figure 34. NanoModeler CG’s operations and scope. a. NanoModeler CG’s general workflow when 
processing a new job. Steps involving core beads only are in green, steps involving ligands only are in 
blue, and steps involving core beads and ligands are in yellow. The GUI is in gray and referrals to force 
field parameters are in orange. b. The four unitary cells supported during the core constructions. c. The 
eight shapes in which the webserver can sculpt cores. 
1. Modeling nanoparticle structures 
In CG MD simulations, the mapping scheme is critical stage for properly preparing a system. 
The mapping scheme is a method for encasing multiple atoms into individual interaction sites 
i.e. beads. Based on this consideration, NanoModeler CG is designed to generate highly 
customizable 3D models of monolayer-protected metal NPs. The structure of the metal NPs is 
divided into two components: an inner rigid core and a functionalizing monolayer. 
NanoModeler CG sequentially assembles these building blocks to construct the target NP. 
The building of the inner core is key for the modeling of metal NPs because it fixes features 
that are decisive for many nanotechnological applications such as imaging or drug delivery.6,42 
Specifically, the core modulates the size, shape, curvature, and mass distribution of the 
resulting nanoarchitecture.123,405 In this regard, NanoModeler CG can generate cores of up to 
50 nm. Moreover, because the arrangement of the core beads is material-dependent and a priori 
unknown, the server supports the construction of these cores from the four crystal lattices most 
commonly encountered in bulk metals (Figure 34b), namely primitive cubic, body-centered 
cubic (BCC), face-centered cubic (FCC), and hexagonal closely packed (HCP). The new 
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platform also allows tuning of the core beads’ radius. This allows the use of output models 
with CG force fields that support any bead mapping strategy.  
The synthesis of shaped metal NPs is now accessible thanks to recent advances in synthetic 
chemistry. Due to the appearance of anisotropy in their geometry, shaped NPs can display 
properties that their spherical counterparts cannot. Accordingly, computational methods, in 
particular MD simulations, are increasingly important ancillary techniques for studying 
anisotropic metal NPs.406 NanoModeler CG can sculpt the crystal lattice into seven different 
shapes that are experimentally available (Figure 34c), namely sphere, ellipsoid, octahedron, 
cylinder, rod, rectangular prism, and square pyramid.407,408 In addition, the server can build 
spherical hollow shells. Shells may be preferred over solid spheres because shells display a 
smoother surface, and the absence of inner beads results in a better performance during the 
computation of nonbonded energetics. 
The total number of beads at the core’s surface depends on the size and shape of the NP and 
on the bead radius parsed. These superficial beads are available for the grafting of the 
protecting monolayer. The server flags some of these beads as ‘anchors’ and stores them as 
attachment points for the functionalizing ligands (Chapter VI-C). The number of anchors to 
select (i.e. the number of ligands to bind to the core) is determined based on the user-specified 
grafting density (also known as ‘ligand footprint’), another experimentally tunable variable 
over which NanoModeler CG offers full control. While detecting the anchors, the server also 
saves the vector normal to the NP’s surface at those specific locations. This information is later 
read to generate a monolayer as voluminous and sterically available as possible, which 
minimizes the chances of clashes in the final model. 
Unlike the initial release of our webserver,359 NanoModeler CG does not require an input 
structure file of the coating ligand(s). Instead, the new CG module builds on-site minimized 
structures of the ligand(s) based on directives parsed by the user through the graphical user 
interface (GUI). The server reads a bead sequence to assemble a copy of the ligand(s) in an 
extended conformation that meets the bonded parameters’ equilibrium values. Therefore, the 
final model downloaded from the server will lie at a local energy minimum, making the model 
more robust and less prone to diverging potential energies during MD simulations (and 
minimizations). Furthermore, mixed monolayers are gaining attention in the nanotechnology 
because they can combine coatings with diverse physicochemical attributes into 
supramolecular structures with novel properties.129,409 To account for this, the coating ligand(s) 
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in NanoModeler CG can be grafted onto the NPs in many patterns. The server facilitates the 
modeling of these systems by supporting seven customizable mixed monolayer morphologies 
in addition to the standard single-ligand homogeneous arrangement. These are: random, Janus-
X (along the X-axis), Janus-Y, Janus-Z, stripe-X, stripe-Y, and stripe-Z (Figure 35). 
 
Figure 35. The eight monolayer morphologies supported by NanoModeler CG: Homogeneous, random, 
Janus-X, Janus-Y, Janus-Z, stripe-X, stripe-Y, and stripe-Z. Core beads are in orange, and two example 
3-bead-long ligands are in blue and pink. 
In summary, NanoModeler CG offers the possibility of generating minimized 3D models of 
functionalized metal NPs with extensive user control. The resulting models are output in 
traditional file formats (.gro and .pdb). Overall, the server supports four different crystal lattices 
that can be sculpted into eight different shapes and functionalized with homogeneous 
monolayers or seven different mixed morphologies. Additional features include the tuning of 
the core size, the ligand grafting density, and the core bead radius, making this new release of 
NanoModeler a versatile way to computationally model monolayer-protected metal NPs. 
2. Building user-tailored topologies for nanoparticles 
In addition to a reliable 3D model of the functionalized metal NP, running MD simulations 
demands a set of bonded and nonbonded parameters. NanoModeler CG implements the same 
notation for its parameters as the default Martini force field (i.e. the same functional form of 
the force field). For the bonded energy terms, the stretching and bending potentials are modeled 
by harmonic functions described by a spring constant and an equilibrium (zero) value, whereas 
112 
torsion potentials are modeled as a sum of periodic functions, each described by an amplitude, 
an equilibrium value, and a multiplicity. Furthermore, nonbonded interactions include two 
terms, namely electrostatics and van der Waals forces. Electrostatics act according to 
Coulomb’s potential determined by the beads’ partial charge. Van der Waals forces are 
modeled with a 6-12 Lennard-Jones potential computed according to a transferable and 
predefined interaction matrix proper of the force field. 
As with the generation of the 3D model, NanoModeler CG separates the assignment of 
parameters for the core and for the ligands. The webserver models the core as a set of neutral 
beads that interact with the environment (and each other) through van der Waals forces 
exclusively. In this way, the hydrophobicity of the core is determined by the bead type selected 
by the user. Notably, the Lennard-Jones parameters are not explicitly written in the output 
topology, but rather are referred from a secondary file containing the interaction matrix. 
Although NanoModeler CG offers a copy of Martini’s interaction matrix by default, a single 
manual modification to the final topology can make the output files easily transferable to a 
custom force field. This feature embraces multiple parametrization schemes that other 
researchers have used to simulate functionalized metal NPs at a CG resolution.303,410,411 
Current synthetic methods allow the preparation of non-spherical cores; however, the growth 
of these bodies is material-specific and fundamentally depends on the surface energies of the 
crystal motif.272,412 Nonetheless, the material’s surface energies are not always available, and 
adding this as a requirement would require time-consuming experiments or high-level quantum 
mechanical calculations prior to the modeling. To circumvent this, NanoModeler CG uses a 
purely geometric sculpting approach that is compatible with CG approaches. To ensure the 
core’s rigidity, the server can also impose an elastic network over the core. This elastic network 
is implemented as a series of bonds between each bead and all its first neighbors in the crystal 
lattice. The user can customize the strength of the restrictions. 
The mass of the beads is an additional free parameter that is not explicitly involved in 
computing the system’s energy, but that is needed to calculate the forces exerted on each bead. 
In CG MD simulations, the mass of the beads must be adjusted according to the chemical 
moiety that they represent. This is particularly relevant for the core beads because, in general, 
the default masses in the Martini force field will not add up to the total mass of the actual core. 
For this reason, NanoModeler CG explicitly assigns the appropriate mass to each bead by 
equally distributing the real mass of the core in the total number of beads. The total mass of 
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the core is estimated from the bulk density parsed by the user as an input and from the core’s 
shape and size. 
The coating ligands are the final component in the parametrization of the NP models. Similarly 
to the core beads, the nonbonded parameters of the ligands are dictated by the bead types 
assigned, and the referral to the interaction matrix from the final topology file. The server offers 
full control over the type of each bead that comprises the target ligand. For the bonded 
parameters, the Martini force field does not count with predetermined values because these 
may vary according to the molecule being mapped. Consequently, the bonded parameters of 
the ligands are assigned in compliance with bond, angle, and dihedral definitions provided by 
the user through a file in .itp format, the file format for collections of parameters preferred by 
the Gromacs MD engine. Finally, the mass associated with each bead type can also be set 
freely, which guarantees the accurate representation of the atomistic image. 
In brief, NanoModeler CG sequentially parametrizes monolayer-protected metal NPs, 
assigning the parameters of the core and then of the ligand. The new release is a versatile 
platform that offers full control over the bonded and nonbonded parameters in the system. The 
parameters in the resulting systems are derived from the bead type definitions provided by the 
user, making the output models transferable to purpose-specific interaction matrices and 
mapping schemes. 
3. Molecular dynamics simulations and case study 
The topologies generated with NanoModeler CG were validated by reproducing previously 
published data from experiments and atomistic MD simulations of monolayer-protected 
AuNPs. Taken together, these test cases illustrate the server’s capabilities and the insights that 
CG MD simulations can deliver. First, we used 100-ns-long CG MD simulations to compute 
the monolayer thickness of spherical 10 nm AuNPs coated with different polyoxyethylene 
alkylethers (PAE). Second, we calculated the average tilt angle of alkyl chains of different 
lengths grafted onto spherical 3, 5, and 7 nm AuNPs at various temperatures. Lastly, we 
simulated spherical 4.5 nm AuNPs coated with randomly mixed monolayers of polyethylene 
glycol (PEG) and 11-mercaptoundecanoic acid (MUA). 
For our first test case, PAE-coated AuNPs, we calculated the normalized cumulative radial 
distribution function (RDF) of the monolayer beads with respect to the core’s center of mass 
(COM). Then, the monolayer thickness was derived from the limiting radii, within which the 
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monolayer beads were found with a 90% probability (Figure 36a). The computed values are 
in excellent agreement with the widths measured with differential centrifugal sedimentation 
(DCS) experiments.413 The qualitative trend is perfectly reproduced, with the monolayer 
becoming wider as the length of the thiols increased. Moreover, the data corresponded 
quantitatively with the experimental values. Specifically, our computed widths displayed mean 
absolute error of 0.11 ± 0.07 nm, which coincided with the expected error from the DCS 
measurements. These results revealed that the modeling scheme implemented in NanoModeler 
CG allows the ligands to be properly packed in homogeneous monolayers. 
 
Figure 36. Validation results for models generated with NanoModeler CG. a. Computed and 
experimental monolayer widths for 10 nm AuNPs coated with PAE variations of different lengths. The 
CG mapping scheme is shown in the bottom panel. In our models, the sulfur atoms were considered 
part of the cores’ anchor beads. The colored circles represent three different bead types and the CG 
mapping scheme adopted. b. Tilt angles for alkylthiolated AuNPs derived from CG and atomistic MD 
simulations. The left plot includes the angles of 3, 5, and 7 nm AuNPs coated with 3-bead (13-carbon) 
chains. The right plot includes data for 5 nm AuNPs coated with chains of varying length and at 300, 
450, and 600 K. The bottom panel and its inset illustrate the definition and calculation procedure for 
the tilt angle 𝜃𝑡𝑖𝑙𝑡 of a 5-bead-long ligand. The angles reported were averaged over all the beads in the 
ligand, all the ligands in the AuNP, and all the frames in the simulation trajectory. Core beads are in 
orange and ligand beads are in green. 
In our second test case, we studied the effect of chain length, core diameter (𝐷𝑁𝑃), and 
temperature on the chain-tilting of alkylthiolated AuNPs. We prepared CG models of 3, 5, and 
7 nm AuNPs coated with different alkyl chains, and we compared the chains’ average tilt angle 
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(with respect to a radially outgoing vector) with those estimated from atomistic MD 
simulations reported elsewhere (Figure 36b inset).414 In their original publication, Ghorai and 
Glotzer studied AuNPs coated with chains of 4, 8, 13, and 20 carbon atoms. In this work, we 
modeled the same aliphatic thiols as 1, 2, 3, and 5-bead chains in compliance with Martini’s 
four-to-one mapping scheme. Importantly, in all cases, our CG simulations reproduced the 
published atomistic trends. For AuNPs coated with 13-carbon chains, the average tilt angle was 
diminished as the core size increased, which suggests that the models perceive the effect of the 
core’s curvature on the motion of the ligands (Figure 36b left panel). In fact, as the AuNPs’ 
size increases, the core’s curvature decreases. This effect reduced the available volume-per-
chain in our simulations, ushering the ligands into an extended and more organized 
configuration. 
Our simulations on alkylthiolated AuNPs also reproduced a reduction in the average tilt angle 
as the temperature increased. Here, our data deviated more strongly from the atomistic 
simulations at elevated temperatures (600 and 900 K, Figure 36b left panel).414 This effect was 
likely due to the fewer degrees of freedom in CG models compared to atomistic 
representations, which led to fewer microstates and thus an underestimation in the 
conformational entropy of the AuNPs. The dysregulation between enthalpic and entropic 
contributions in CG force fields has led to the appearance of similar phenomena in systems 
containing proteins and membranes.415–417 Finally, the computed tilt angles also reproduced 
semi-quantitatively the predictions made by the atomistic simulations of 5 nm AuNPs coated 
with chains of varying length (Figure 36b right panel). As before, an increase in the 
temperature (450 and 600 K) resulted in a decrease of the tilt angle. Moreover, if we fix the 
temperature and focus on the effect of the chain length, it appears that longer alkyl chains more 
effectively sampled their bent configurations (high tilt angles), suggesting an increased 
flexibility of the terminal beads. 
As a final test case, we considered AuNPs protected by PEG:MUA monolayers randomly 
mixed at different fractions (𝑓𝑚). Dynamic light scattering (DLS) experiments have shown that 
increasing the abundance of 50-unit-long PEG chains (i.e. higher 𝑓𝑚) leads to a 2-fold increase 
in the hydrodynamic radius of AuNPs with a 9 nm core.418 We thus studied these systems with 
smaller models that retained the same core-ligand size scale. In detail, we simulated 4.5 nm 
AuNPs coated by randomly mixed monolayers of 25-unit-long PEG chains and MUA. From 
our simulations at different values of 𝑓𝑚, we calculated the radius of gyration of the AuNP, a 
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measure that scales linearly with the hydrodynamic radius in globular bodies (Figure 37a).419 
As demonstrated in DLS experiments, our simulations indicated that higher concentrations of 
PEG led to a larger AuNP radius. 
 
Figure 37. CG MD simulations of 4.5 nm AuNPs coated with a mixed monolayer of PEG and MUA. 
a. Radius of gyration of the AuNPs as the fraction of PEG ligands (𝑓𝑚) increases. b. Cumulative RDF 
(normalized to 1.0 at long distances) of the terminal bead in the PEG chains. The top panel includes the 
structure of an AuNP with 𝑓𝑚 = 0.1 (left) and 𝑓𝑚 = 1.0 (right). Core beads are in orange, PEG molecules 
are in light blue, and MUA molecules are in pink. In the bottom panel, the PEG terminal beads are 
superimposed for various frames to illustrate the bending of the PEG chains as their relative abundance 
increased. The relative abundance of PEF increases from green to red. 
We further studied the structural features of PEG:MUA-coated AuNPs by computing the 
normalized cumulative RDF of the PEG chains’ terminal bead with respect to the COM 
(Figure 37b). As more PEG chains were grafted onto the AuNP, the RDF curves were shifted 
toward greater distances, indicating a conformational rearrangement of the PEG polymers. As 
𝑓𝑚 increased, the PEG chains, which were 21 beads longer than the MUA ligands, formed a 
bulkier monolayer that forced the grafted polymers into an elongated conformation. In contrast, 
as 𝑓𝑚 decreased, the PEG chains bent inwards into coiled conformation. These contrasting 
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structural features of PEG at different mixing fraction coincided with the brush-to-mushroom 
transition demonstrated for other PEGylated biological systems.208,209 
Taken together, the test cases demonstrate the potential uses of the NanoModeler CG server. 
The generated models semi-quantitatively reproduce the structural features of monolayer-
protected metal NPs observed in atomistic simulations and experiments. Moreover, the type of 
simulations discussed here can also be used to inspect and monitor the conformational 
rearrangements that lead to variations in experimentally measurable quantities such as the 
hydrodynamic radius. 
 Webserver building 
The NanoModeler webserver comprises two main branches: the frontend and the backend. The 
frontend is a single-page application developed with Angular 10, an open-source platform 
engineered by Google for building desktop and web applications. The GUI embraces Material 
Design principles through the Angular Material component library, allowing good 
responsiveness and usage from various devices and platforms. The backend is an aggregation 
of Microservices running in Docker containers. Some, like the orchestrator and data persistence 
layer, are built on top of NodeJS, whereas the code to assemble nanosystems and their topology 
is written in Python. 
1. Construction and parametrization of packed cores 
The assembly of ligand-coated metal NPs is divided into two processes: the building of the 
core and the building of the coating molecules. Both processes are customizable by the user. 
In total, the cores made by NanoModeler CG support four crystal lattices (primitive, BCC, 
FCC, and HCP), eight shapes (shell, sphere, octahedron, cylinder, rod, pyramid, ellipsoid, and 
rectangular prism), and eight ligand morphologies (homogeneous, random, Janus-X, Janus-Y, 
Janus-Z, stripe-X, stripe-Y, and stripe-Z). 
The construction of the core follows four steps: i) The replication of a crystal lattice into a 
cubic block, ii) the sculpting of the lattice into the target shape, iii) the identification of the 
anchoring sites for the posterior placing of the ligands, and iv) the labeling of the anchors. In 
the first step, a unitary cell is generated in accordance with the crystal motif specified by the 
user (Figure 38a). NanoModeler CG supports the most common lattices found in bulk metallic 
systems. The unit cell is replicated in all three dimensions to produce a cubic block that fits the 
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target metal NP. In the special case of a hollow shell, no lattice needs to be specified. In the 
second step, the block is sculpted into the selected shape (Figure 38b). Note that, depending 
on the intended shape, the user must provide different geometrical parameters. In detail, a 
radius must be parsed to build a sphere or a shell, an edge-length for an octahedron, a radius 
and a length for a cylinder or a rod, a base-length and height for a pyramid, three semi-axes for 
an ellipsoid, and three edge-lengths for a rectangular prism. In the third step, the pivoting beads 
for the attachment of the coating ligands are identified (i.e. the anchors, Figure 38c). The total 
number of anchors, 𝑁𝑙𝑖𝑔, is calculated from the grafting density (i.e. nm
2 per ligand) parsed by 
the user and the core’s surface area. In order to select the anchors, 𝑁𝑙𝑖𝑔 virtual sites are 
randomly placed on a unitary sphere. The distance between points is then maximized following 
a Metropolis-Hastings algorithm under the constraint that they remain on the sphere. That is, 
we maximize the sum of distances 𝐷𝑢 (Equation 82) subject to the unitary constraints 𝑔𝑐,𝑖 
(Equation 83). 
𝐷𝑢(𝒓) =∑∑[(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)
2









2 − 1 = 0 (83) 
The angular distance between these points and the core’s surface beads is then computed. The 
𝑁𝑙𝑖𝑔 core beads closest to the optimized virtual sites are stored as the anchors. If a bead is 
selected twice, one of the selections is exchanged for the nearest available surface bead. Here, 
the vector normal to the core’s surface at each anchor is also stored. In the fourth and final step, 
the anchors are assigned a flag indicating which ligand to place in each position (Figure 38d). 
This, in turn, fixes the NP’s ligand morphology. For example, if the morphology is set to 
‘homogeneous,’ all anchors will be assigned the same label. In contrast, if a ‘random’ 
morphology of occurrence rate 0.5 is being built, half of the anchors will be assigned the 
‘Ligand 1’ flag, and the other half will be recognized as ‘Ligand 2.’ Note that, in the case of a 
random morphology, the user can ensure reproducible results by setting a random seed. 
Moreover, the Janus and striped monolayers allow the user to control the ligands’ relative 
abundance and the number of stripes, respectively. 
As with the core, the building of the coating monolayer is a three-step sequence: i) The 
construction of an individual ligand, ii) the roto-translation of the ligand around the core, and 
iii) the optimization of each ligand’s principal component axis. The algorithm for the first step 
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requires a parameters file. If the user does not provide one, the ligands’ beads are placed 
collinearly. In contrast, when the parameters are available, the ligands are still built in an 
elongated conformation but in accordance with the equilibrium bond lengths and bending 
angles in the file (Figure 38e). For this, each bead is appended sequentially, while 
simultaneously maximizing the length of the molecule along its main axis (PC1), i.e. 
minimizing the angle between PC1 and the reference X-axis. In the second step, the ligand is 
roto-translated with a quaternion matrix toward each of the anchoring sites (Figure 38f). This 
transformation aligns PC1 with the vector normal to the anchor. Note that this transformation 
is not unique, and it may result in structural overlaps within the structure. To avoid such internal 
clashes, in the third step, the ligand is rotated for 20 iterations around PC1, storing the 
configuration that maximizes the shortest distance between the ligand and the rest of the 
system. 
 
Figure 38. Steps followed by NanoModeler CG when generating the output models. a. Replication of 
a unit cell along the XYZ coordinates. b. The sculpting of the block into the user-selected shape. c. 
Placement of the anchors according to the angular distance between spherically distributed virtual sites 
and the core’s surface beads. d. Labeling of the anchors to assign a monolayer morphology. The figure 
illustrates a Janus-Z morphology with a ligand ratio of 0.5. e. Construction of the ligand along a 
reference axis following the equilibrium bond lengths (𝑙0) and bending angles (𝜃0) provided as inputs. 
f. Roto-translation of a ligand aligning its principal component PC1 with the vector normal to the core 
at an anchor’s location. Every ligand is rotated along its molecular axis to minimize the likelihood of 
clashes. Lattice beads are in blue, core beads in orange, virtual sites in purple, the anchors of two 
example ligands are in white and cyan, and the coating ligands in pink. 
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2. 3D modeling of nanoparticles 
The webserver may be used to generate 3D models of monolayer-protected metal NPs (.pdb 
and .gro files), using the algorithm described above. In addition, the server can also generate 
topology files for running MD simulations with the Gromacs engine.320,322 In this regard, the 
NPs’ bonded and nonbonded parameters are fully customizable by the user by providing a file 
with force constants, equilibrium values, and bead type definitions. The parameters should be 
uploaded in an ‘include topology’ (.itp) file following Gromacs’ formatting directives. The 
server is then able to assign the bonded parameters and bead types to the NP in compliance 
with the parsed file. This feature makes the final topology compatible with the user’s CG force 
field of preference. Note that the nonbonded parameters in CG force fields are typically derived 
from combination rules or fitting schemes unknown a priori. For this reason, the final topology 
file refers to an external database (included in the output) containing the interaction matrix 
associated with the Martini-v2.2P force field.152,181,213 If the users wish to overwrite the 
parameters of this force field or use a different one, they simply change the line referring to the 
force field in the final topology (.top) file. In this way, the user has maximum control over the 
system parameters, and the approach remains compatible with the Martini scheme, one of the 
most commonly used force fields for simulating NPs and biomacromolecules. 
To prepare the 3D model, the assignment of parameters is processed sequentially for the 
internal core first and then the outer monolayer. The CG core must weigh the same as an 
equivalent atomically detailed representation. For this reason, NanoModeler CG requires the 
bulk density of the core material as an input. With this information and the volume of the core, 
the server calculates the real mass of the bulk NP, which is then distributed over the available 
beads. NanoModeler CG also allows its users to impose an elastic network over the internal 
beads to ensure the shape of the core is maintained throughout a simulation. In doing so, bonds 
are formed between each of the beads and their nearest neighbors. The number of nearest 
neighbors varies according to the crystal lattice selected to build the metal NP (i.e. 6 for 
primitive, 8 for BCC, 12 for FCC, and 12 for HCP). The nearest neighbors are characterized 
by being located two-bead-radius-away from the reference site (Figure 34b). Notably, the core 
beads’ radius and the spring constant of the elastic network are also free parameters for the 
user to specify. When the core is a hollow shell, the elastic network unites each bead with its 6 
nearest neighbors and the diametrically opposite bead (antipodal bead). 
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The mass and charge of the ligand beads are dictated by the user’s input. NanoModeler CG 
explicitly writes the mass and charge of all the ligand beads in the resulting NP. The mass and 
charges of these beads vary according to the mapping scheme chosen by the user and the 
represented molecular moiety. In contrast, the bonded parameters of the ligands are assigned 
in a ‘center out’ fashion, starting from the anchoring bead of the core to the tip of the ligands. 
First, the server identifies the bead types of the bonded pairs, triplets, and quadruplets to assign 
the bond, angle, and dihedral parameters, respectively. Then, the equilibrium values and spring 
constants (and multiplicity of dihedrals) are searched in the input parameters file and assigned 
correspondingly to every copy of the ligand. If the user does not provide parameters for a 
specific bonded interaction, this is skipped and noted in the job’s output documentation. 
Importantly, some CG force fields require multiple energy functions for the same angle or 
dihedral. This is easily achievable with NanoModeler CG by appending multiple entries for 
the same bead combination in the proper sections of the input .itp file. For example, if two sets 
of parameters are parsed for a specific quadruplet of bead types, then two dihedrals (with their 
respective parameters) will be assigned to these quadruplets. 
3. Molecular dynamics simulations 
To validate the topologies generated with NanoModeler CG, we aimed to reproduce monolayer 
widths measured experimentally413 and carbon tilt angles computed from atomistic MD 
simulations.414 In addition, we performed simulations for a third set of NPs that shed light on 
the conformational rearrangements of mixed monolayer AuNPs. First, to reproduce 
experimental data, we built five AuNPs with a 10 nm spherical core coated by one of the five 
PAE molecules shown in Figure 36a.413 Second, to match data from atomistic MD simulations, 
we prepared AuNPs with core diameters 3, 5, and 7 nm coated by 3-bead alkyl chains (Figure 
36b left panel). We also prepared 5 nm cores and coated them with alkyl chains formed by 1, 
2, 3, and 5 beads (Figure 36b right panel).414 Finally, the mixed monolayer AuNPs consisted 
of a 4.5 nm core coated by 25-unit-long PEG chains and MUA (Figure 37). These AuNPs were 
built with PEG:MUA ligand ratios (𝑓𝑚) ranging from 0.1 to 1.0.
418 All the AuNPs were 
constructed from FCC lattices with a core bead radius of 0.17 nm. The core beads were 
modeled as purely hydrophobic moieties using the C1 Martini bead and applying an elastic 
network of force constant 𝑘𝑏 = 32,500 kJ mol
-1 nm-2.323,420 Moreover, the gold bulk mass 
density (19.3 g nm-3) was passed to the server to calculate the mass of the cores’ beads. The 
coating ligands were grafted at a density of 0.3 nm2 per thiol, a typical value for alkylthiolated 
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AuNPs.405 The bonded parameters and bead type definitions of all the ligands were taken from 
Rossi et al.208,209 
For the MD runs of our first study case (10 nm PAE-coated AuNPs), a simulation box was 
built to ensure a minimum distance of 2.0 nm between the AuNPs and the box edges. The boxes 
were then filled with standard Martini water beads.181 In order to relax the solvent around the 
particles, a minimization was carried out using the steepest descent method. The systems were 
thermalized and pressurized for 5 ns to 300 K and 1 bar in the NPT ensemble using the velocity 
-rescale (v-rescale) thermostat (𝜏𝐵 = 2.0 ps) and the isotropic Berendsen barostat (𝜏𝑃 = 5.0 ps, 
𝜅 = 4.5×10-5 bar-1). Once the systems had reached the intended temperature and pressure, they 
were simulated for 100 ns coupled to the isotropic Parrinello-Rahman barostat (𝜏𝑃 = 12.0 ps, 
𝜅 = 4.5×10-5 bar-1).227 For the second study case, we simulated 3, 5, and 7 nm alkylthiolated 
AuNPs in vacuum to match the conditions used by Ghorai and Glotzer in their atomistic 
simulations.414 These systems were initially heated at a constant rate for 0.5 ns using the v-
rescale thermostat (𝜏𝐵 = 2.0 ps) in the NVT ensemble at the target temperature (300, 450, 600, 
or 900 K). The systems were then simulated for 100 ns under the same conditions. 
For our final test case, 4.5 nm AuNPs coated with randomly mixed PEG:MUA monolayers, 
we followed the same workflow as for the PAE-coated AuNPs. Here, however, we used the 
refPol water model213,215 to properly propagate the electrostatic forces of the charged (MUA) 
ligands. In all our simulations, bonds were constrained using the linear constraints solver 
algorithm,319 an integration timestep of 20 fs was used, and frames were saved every 80 ps for 
posterior analysis. Short-range nonbonded interactions were calculated within a radius of 1.2 
nm of each bead. Long-range electrostatic interactions were considered using the fourth-
ordered particle-mesh Ewald method.231 All simulations were conducted with Gromacs-
v5.1.4.320–322 
Our various simulations allowed us to compare monolayer widths and tilt angles with 
experimental and atomistic MD simulations, respectively. To calculate the experimental 
monolayer thickness, we first computed the cumulative normalized RDF of the monolayer 













Where 𝑁𝑚𝑜𝑛𝑜 is the number of beads in the monolayer, 𝑟𝑖 the distance from the i-th bead to the 
AuNP’s COM, and 𝛿𝐷 Dirac delta function. Then, we calculated the values 𝑟𝑚𝑖𝑛 and 𝑟𝑚𝑎𝑥 such 
that 𝐺𝑚𝑜𝑛𝑜(𝑟𝑚𝑖𝑛) = 0.05 and 𝐺𝑚𝑜𝑛𝑜(𝑟𝑚𝑎𝑥) = 0.95, that is, the region where there is a 90% 
chance of finding the monolayer. The monolayer thickness was computed as 𝑟𝑚𝑎𝑥 − 𝑟𝑚𝑖𝑛. The 
tilt angle of alkylated AuNPs was calculated as the angle between i) the vector from a ligand’s 
anchor to a ligand bead and ii) the vector normal to the core at the ligand’s anchor bead (Figure 
36b bottom panel). The reported values correspond to an average over all the ligand beads, all 
the ligands, and all the frames. All the error bars were estimated from bootstrap analysis with 
1,000 iterations and a sample size of 1% of the original distributions. The trajectory analysis 
was carried out with a mixture of Gromacs tools and in-house scripts that used the 
MDAnalysis-v1.0 library from Python.370 
 Conclusions 
Here, we introduce NanoModeler CG, a webserver for assembling and parametrizing 
functionalized metal NPs at a CG resolution. NanoModeler CG automates and standardizes the 
modeling of metal NPs larger than 2 nm. NanoModeler CG extends the original (atomistic) 
methodology to metal NPs with non-spherical cores of up to 50 nm coated by a broader range 
of monolayer morphologies, consistent with growing synthetic control. Similarly to the first 
release for atomistic NPs models, NanoModeler CG stratifies the building of the 3D models 
and the parameter assignment by treating the inner metallic core followed by the coating 
monolayer. The construction of the inner metallic core supports four different crystal unit cells 
that can be combined with eight different core shapes. The coating ligands are built on-site, 
and a model that lies at a local minimum of bonded potential energy is built with bonded 
parameters parsed by the user. 
To illustrate some of the insights that NanoModeler CG and the CG methodology can provide, 
we modeled 3 representative NP test systems, sampled in several different flavors. MD 
simulations of 10 nm PAE-coated AuNPs reproduced the experimental monolayer thickness 
with a precision of 0.1 nm. Similarly, simulations of alkylthiolated AuNPs reproduced semi-
quantitatively the tilt angles of the coating thiols at different core sizes, thiol chain lengths, and 
temperatures. Finally, our simulations of 4.5 nm mixed monolayer AuNPs rationalized the 
decrease in hydrodynamic radius of PEG:MUA-coated AuNPs in terms of a brush-to-
mushroom transition of the passivating PEG chains. Taken together, these results demonstrate 
that NanoModeler CG is an effective tool for studying structural and dynamical features of 
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functionalized metal NPs larger than 2 nm. Ultimately, NanoModeler CG facilitates access to 
the computational modeling of (large) monolayer-protected metal NPs, thus aiding their 




CHAPTER VII. DISPERSION STATE PHASE DIAGRAM OF 
CITRATE-COATED METAL NANOPARTICLES IN SALINE 
SOLUTIONS 
Abstract 
The fundamental interactions underlying citrate-mediated chemical stability of metal 
nanoparticles (NPs), and their surface characteristics dictating particle dispersion/aggregation 
in aqueous solutions, are largely unclear. Here, we developed a theoretical model to estimate 
the stoichiometry of small, charged ligands (like citrate) chemisorbed onto spherical metal NPs 
and coupled it with atomistic molecular dynamics (MD) simulations to define the uncovered 
solvent-accessible surface area of the NPs. Then, we integrated coarse-grained MD simulations 
and two-body free energy calculations to define dispersion state phase diagrams for charged 
metal NPs in a range of medium’s ionic strength, a known trigger for aggregation. Ultraviolet-
visible spectroscopy experiments of citrate-capped nanocolloids validated our predictions and 
extended our results to NPs up to 35 nm long. Altogether, our results disclose a complex 
interplay between the particle size, its surface charge density, and the ionic strength of the 
medium, which ultimately clarifies how these variables impact colloidal stability.  
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 Introduction 
Metal nanoparticles (NPs) with different composition, morphology, and surface chemistry can 
be used for applications like NP-mediated catalysis,99,138,421,422 cancer therapy,46,423,424 and 
chemosensing.57,95,425,426 To ensure the solubility of pristine metal NPs in polar solvents, 
stabilizing agents like citrate and tetraoctylammonium bromide must be introduced into the 
mixture. This is exemplified by the Turkevich wet synthetic method, in which metal NPs are 
obtained via the reduction of metal-containing chlorine acids in the presence of sodium 
citrate.427 Here, an excess of citrate anions acts as a stabilizing agent that jackets newly formed 
metallic nucleation sites and keeps them from crystal growth, agglomeration, and 
precipitation.428,429 However, the chemisorption of citrate onto the assembled metallic surfaces 
critically depends on variables such as the particle size, the surface charge density, and the 
ionic strength of the medium in which the NPs are dispersed. These variables are crucial in 
modulating the physicochemical properties of the resulting NPs (e.g. chemical reactivity and 
surface plasmon resonance frequency).430 Nonetheless, the interplay and relationships of these 
variables are poorly understood at the molecular level, especially in relation to the dispersion 
state, which is central when developing new NP-based technologies.431,432 
So far, binding of citrate onto metals has been scrutinized for gold nanoparticles (AuNPs). 
Specifically, recent studies have shed light on the binding mode and energetics of citrate 
molecules onto different gold facets.433 These studies used a wide range of complementary 
techniques, including density functional theory calculations,434 scanning tunneling 
microscopy,435 and X-ray photoelectron spectroscopy (XPS).436 Furthermore, experimental 
investigations have examined the composition of citrate adlayers sitting over diverse gold 
surfaces.423,435–438 For example, Lin et al.423,437,438 reported a lower threshold of 0.8 bound 
citrate molecules per nm2 on gold (111) surfaces, as determined by scanning probe microscopy. 
Similarly, Park et al.436 estimated an average coverage of 1.7 citrate molecules per nm2 on the 
same gold facets using infrared spectroscopy and XPS. Other studies have reported larger 
citrate surface coverages. For example, Rostek and co-workers127 found a value of 3.1 
molecules per nm2 using elemental analysis of 17-nm-sized AuNPs, and Dominguez, G. A. 
and co-workers439 found a value of 4.7 molecules per nm2 using XPS on 5-nm-sized AuNPs. 
While highly informative, these studies did not resolve the relation between the surface citrate 
density and the charge of the coated surfaces. In particular, these results differ in regard to the 
equilibrium surface density of citrate on gold. This also leaves unresolved the fundamental 
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question of the effective charge of citrate-capped metal colloids and how this reflects into the 
NP dispersion state in solution. 
Importantly, the dispersion state of metal NPs in saline solutions determines the interfacial area 
of the metallic surfaces, which in turns allows essential chemical processes for material science 
and pharmaceutical applications.440 The dispersion of NPs has been extensively investigated 
with experimental and theoretical approaches. From an experimental standpoint, the colloidal 
stability is often associated with the experimentally measurable ζ-potential, that is, the 
electrostatic potential at the shear plane of a charged body.441 Nonetheless, the ζ-potential is a 
descriptor that accounts only for the electrostatic interactions that NPs exert over one another, 
yet it disregards the equally important van der Waals forces.442 From a theoretical standpoint, 
colloidal stability (i.e. the inter-particle interaction) is typically modeled by a Yukawa 
potential, in accordance with the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory. This 
theory has proven useful in studying processes such as microbial adhesion,443 polymer 
association,444 and clay aggregation.445 However, the DLVO theory lacks an atomistic 
description of the electrical double layer at the surface of NPs, which precludes the examination 
of the molecular properties of the mobile electrolytes dissolved in the solvent, and eventually 
aggregating onto the NP.446,447 
Here, we investigate the interplay between NP charge and size, and the ionic strength of the 
electrolytic medium, in relation to the stability of citrate-capped metal colloids. For this 
purpose, we first develop a new theoretical framework that determines the surface coverage of 
charged ligands onto spherical NPs. This model is used to determine the number of citrate 
molecules bound to AuNPs. In parallel, we generate models for enhanced sampling molecular 
dynamics (MD) simulations. Free energy calculations, together with ultraviolet-visible (UV-
Vis) spectroscopy experiments, allowed us to rationalize charged-NP dispersion and 
aggregation in terms of simpler two-body interactions and dissect the driving forces leading to 
these distinct states. In the end, we combine the results from our theoretical model with our 
general phase diagrams to describe, at the molecular level, the dispersion state of citrate-capped 
gold nanocolloids, a system of paramount importance in nanotechnology. 
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 Results 
1. Stoichiometry of citrate chemisorbed onto metal nanoparticles 
The surface coverage of citrate onto AuNPs fluctuates across the current literature, with 
experimental values ranging from 0.8437 to 4.7439 molecules per nm2 and computational 
estimates ranging from 0.4448 to 2.0449 molecules per nm2. Thus, as a first step, we developed 
a theoretical model to estimate the exact stoichiometry ratio and distribution of the charged 
ligands forming the protecting adlayer in metal NPs. Moreover, this approach provided a 
framework consistent with the models for charged NPs that we would use in the rest of the 
study. 
 
Figure 39. Theoretical model for calculating the number of charged ligands bound to a spherical NP. 
a. Thermodynamic cycle on which the proposed theoretical model is based. 𝛥𝐺𝑐𝑎𝑝 is obtained in this 
thermodynamic cycle as 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣 + 𝛥𝐺𝑏𝑖𝑛𝑑 + 𝛥𝐺𝑠𝑜𝑙𝑣, where 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣 is the desolvation energy of the 
NP core (𝑀) and 𝑁𝑙𝑖𝑔 ligand molecules (𝐿); 𝛥𝐺𝑏𝑖𝑛𝑑 is the energy for binding those ligands onto the NP 
in vacuum; 𝛥𝐺𝑠𝑜𝑙𝑣 is the solvation free energy of the resulting capped complex, in which the ligands 
are modeled as an enveloping uniformly charged sphere. b. Explicit CG model for citrate molecules 
(Cit), which was parametrized against atomistic MD simulations (Appendix D.1.6). c. Binding energy 
as a function of the number of bound citrate molecules 𝑁𝑐𝑖𝑡. The model is solved for the three 
deprotonation states of citrate, i.e. 𝛼 = 1, 2, 3. The energy minima predict the most likely values for 
𝑁𝑐𝑖𝑡 that, in turn, set the surface charge density (𝜎) of the NP. d. Conceptual illustration of a citrate-
capped (cyan) NP showing the presence of catalytically available hydrophobic patches (orange) as 
suggested by the estimated surface area coverage. 
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The theoretical model is based on the thermodynamic cycle shown Figure 39a (Figure D-1 
and Chapter VII-C), which computes the free energy of 𝑁𝑙𝑖𝑔 molecules binding to NPs in 
solution (𝛥𝐺𝑐𝑎𝑝). Our model decomposes the binding in solution of 𝑁𝑙𝑖𝑔 ligands, 𝛥𝐺𝑐𝑎𝑝, into 
three complementary processes that enclose the thermodynamic cycle, namely, (i) the 
desolvation of the spherical core and 𝑁𝑙𝑖𝑔 ligands 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣, (ii) the binding in vacuum of the 
ligands onto the core 𝛥𝐺𝑏𝑖𝑛𝑑, and (iii) the solvation of the protected nanoparticle 𝛥𝐺𝑠𝑜𝑙𝑣. 
Importantly, this framework models the protected NP as a spherical hydrophobic core with a 
homogeneous charge distribution that describes the electrostatic mean-field effect of the 
coating ligands. This approach further simplifies the calculation when separating the solvation 
energy, 𝛥𝐺𝑠𝑜𝑙𝑣, into an apolar 𝛥𝐺𝑠𝑜𝑙𝑣
𝑎𝑝𝑜𝑙𝑎𝑟
 and a polar 𝛥𝐺𝑠𝑜𝑙𝑣
𝑝𝑜𝑙𝑎𝑟
 component. In detail, the polar 
contribution is calculated with a mean-field formula derived from Newtonian mechanics, 
whereas the apolar component cancels out with the desolvation energy of the reacting core as 
contained in 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣. In this way, our theoretical model requires only two parameters, that is, 
the desolvation energy of the ligand (used to compute the rest of 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣) and the binding 
energy of one ligand onto the metallic surface Δ𝐸𝑏𝑖𝑛𝑑 (Figure 39a). This formulation offers a 
general and transferable framework to calculate the surface density of small, charged ligands 
bound to spherical rigid cores. 
We then used the developed model to determine the ligand density of citrate onto AuNPs. For 
this, we computed 𝛥𝐺𝑐𝑎𝑝 for spherical NPs of diameter 3.0 nm. The first input, the desolvation 
energy of one citrate molecule, was derived from computer simulations at a coarse-grained 
(CG) resolution (Figure 39b). Specifically, we developed an explicit CG model for citrate at 
its fully deprotonated form, that is, the most populated state at neutral pH. The explicit CG 
model for citrate was parametrized against atomistic simulations of citrate in water (Appendix 
D.1). Notably, the protonation state of ligands may change when these bind to the NPs 
surface.435 The second input, the binding energy between citrate and gold surfaces, was taken 
from quantum mechanical calculations reported elsewhere.434 
For polyprotic ligands like citrate, the total charge of the capped NP depends on the mean 
deprotonation state of the bound molecules (𝛼). Thus, this model can account for single (𝛼 = 
1), double (𝛼 = 2), or triple deprotonation (𝛼 = 3) of bound citrate molecules, with the latter 
two being the most populated states at a pH greater than 4,450 a range favorable for metal NPs 
synthesis, extended colloid half-life, and biological assays.451–454 In this way, the states 𝛼 = 2 
and 𝛼 = 3 demarcate a range for the stoichiometric ratio of citrate, which thereby confines the 
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NP surface charge density (𝜎). This is in line with experimental evidence on the varying 
charges of chemisorbed citrate molecules, which enable the formation of H-bond networks at 
the surface of gold facets.436 Our model also grasps the pH dependence on the stability of NPs. 
Particularly, when 𝛼 = 1, the global minimum of Δ𝐺𝑐𝑎𝑝 disappears, indicating that the number 
of ligands that can bind to the NP is not enough to make it soluble in water (Figure 39c). This 
is in agreement with the experimentally observed agglomeration of AuNPs at pH ∼ 4, 
conditions at which dihydrogencitrate becomes the dominating species.455 
Using this approach, we found that the computed number of chemisorbed citrate molecules 
onto the NPs falls into an interval between 𝑁𝑐𝑖𝑡 = 28 (1.31 molecules per nm
2, 𝜎 = 2.6 e nm-2) 
and 𝑁𝑐𝑖𝑡 = 33 (1.55 molecules per nm
2, 𝜎 = 4.7 e nm-2), for the double and full deprotonation 
of citrate, respectively (Figure 39c). Given our estimate of citrate molecules chemisorbed onto 
the NP surface, the net charge of our NPs is expected to range from -56 (𝜎 ~ 2.6 e nm-2) to -99 
e (𝜎 ~ 4.7 e nm-2, Chapter VII-C). Moreover, for each deprotonation state, we also obtained a 
different value for the binding affinity of citrate onto gold surfaces, which we find in the range 
of 20.0 (𝛼 = 2) and 53.1 (𝛼 = 3) kcal mol-1. This range comprises the estimate derived from 
density functional theory (DFT) simulations in vacuum, i.e. 40.9 kcal mol-1,434 supporting the 
validity of our theoretical framework. In fact, an interpolation of our data at 𝛼 = 2 and 𝛼 = 3 
suggests that, to reach a binding affinity of 40.9 kcal mol-1, the mean deprotonation state is 𝛼 
~ 2.6, in qualitative agreement with XPS experiments.435 
Importantly, our computed range lies within the boundary values of the experimental 
measurements of 𝑁𝑐𝑖𝑡 ~ 17 (0.8 molecules per nm
2) from Lin et al.423,437,438 and 𝑁𝑐𝑖𝑡 ~ 100 (4.7 
molecules per nm2) from Dominguez et al.,439 which were based on scanning tunneling 
microscopy and XPS, respectively.456 In particular, our computed values also match very well 
the estimate of 𝑁𝑐𝑖𝑡 ~ 33 (1.55 molecules per nm
2) from Park and co-workers436, calculated by 
means of infrared and XPS. In addition, Chong and co-workers449 performed atomistic MD 
simulations on citrate molecules explicitly interacting with gold surfaces, predicting 𝑁𝑐𝑖𝑡 ~ 42 
(1.98 molecules per nm2), which is also in good agreement with our calculations. Notably, 
these results agree in spite of additional factors that may affect the binding affinity of citrate 
for the NPs, including i) the curvature of the metallic surfaces; ii) the ratio between metal (gold) 
atoms embedded in the bulk, surfaces, and edges; iii) the steric hindrance between citrate 
molecules, and iv) the different proportions of lattice planes. 
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Our approach also captures the interactions between neighboring citrate molecules and their 
effect on the polarity of the resulting coated NP. As the citrate molecules become more strongly 
charged (𝛼 increases), the electrostatic repulsion exerted between vicinal ligands encumbers 
binding onto the NP. In fact, the repulsive energy between ligands 𝛥𝐸𝑙𝑖𝑔/𝑙𝑖𝑔 scales as ∼ 𝑁𝑙𝑖𝑔
2 , 
according to our model (Figure D-1, Figure D-2, and Appendix D.1). In contrast, strongly 
charged citrate molecules increase the (negative) net charge of the coated NP, thus favoring its 
dispersion in highly polar solvents like water. This follows from the quadratic relation between 
the energy from transferring a coated NP between media 𝛥𝐺𝑠𝑜𝑙𝑣
𝑝𝑜𝑙𝑎𝑟
 and the number of bound 
citrate molecules 𝑁𝑐𝑖𝑡 (Figure D-1, Figure D-2, and Appendix D.1). 
Another important aspect is the extent to which the binding of citrate onto NPs hinders specific 
regions of the metallic surface from contacting the solvent. Thus, based on the shape and radius 
of our NP (𝑅𝑁𝑃), we first estimated the total surface area of the NP as 4𝜋𝑅𝑁𝑃
2 . Then, the 
expected area occupied by a single superficial ligand was computed via atomistic MD 
simulations of citrate in water (Appendix D.2). We computed the projected area of the van der 
Waals surface for an individual citrate molecule onto an arbitrary plane. Notably, this 
calculation is made invariant with respect to the chosen plane, as various orientations are 
sampled for each MD-generated conformer. We considered 100 orientations for each of the 
1,000 MD-generated conformers and traced the area’s probability density (Figure D-3) and 
the area per citrate of maximum probability (0.16 nm2). In this way, the computed area per 
citrate, together with the calculated interval of 28 < 𝑁𝑐𝑖𝑡 < 33, returns an estimated surface 
coverage by citrate molecules in the range between 22.5 and 26.5% for 3.0 nm NPs (Figure 
39d). This range is in good agreement with the lower limit of 35% citrate surface coverage, 
experimentally estimated for 40 nm AuNPs.436,455 This means that ca. 70-80% of the surface 
area of such soluble citrate-coated NPs remains in direct contact with the solvent, fully 
available, for example, for surface catalysis.22,51,53,457 
2. Effect of ionic strength and nanoparticle charge on the ζ-potential 
To study the aggregation state of citrate-capped NPs, we initially examined the effect of the 
surface charge density (𝜎) of the NPs and the ionic strength of the medium (𝐼) on the ζ-potential 
of nanospheres of 3.0 nm in size. For this task, we employed implicit-ligand models of coated 
NPs (Figure 40a). In the implemented model, selected surface beads were assigned a charge 
of -2 e to mimic the presence of monohydrogencitrate. The charge per bead chosen thus 
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describes citrate molecules at their most abundant ionization state on capped AuNPs,435 but it 
extends to hard anionic species like cyclic oxocarbons and dicarboxylic acids. Implicit-citrate 
models have gained increasing attention in recent years as they reduce the phase space’s 
dimensionality, while offering a reliable representation of systems otherwise too intricate to 
simulate. These models rely on the covalent character of the gold-citrate interaction. DFT 
calculations have quantified a binding affinity of 40.9 kcal mol-1.434 In contrast to chelation and 
multipolar interactions, the complexation of citrate onto gold surfaces implies the formation of 
stiff chemical bonds that damps ion competition and ion pairing. Recent XPS experiments have 
also ratified a weak-coupling between bound citrate molecules and sodium counterions present 
in electrolytic solutions.435 Implicit-citrate models have already accomplished semi-
quantitative agreement when studying processes like membrane rupture,131 protein 
adsorption,458,459 NP-induced protein denaturation,438 and synchronized NP internalization.66 
 
Figure 40. Dispersion state phase diagrams of ion-capped metal NPs. a. CG models of naked (𝑀, top 
panel, orange) and capped (𝑀𝐿𝑁𝑙𝑖𝑔, bottom panel) NPs for the construction of the phase diagrams. The 
cyan beads implicitly account for grafted ligands with a charge of -2 e. b. The relation between the NP 
surface charge density 𝜎, the environment ionic strength (𝐼), and the computed ζ-potential. The black 
contour demarcates the region where the ζ-potential lies between -30 mV and +30 mV. The opaque 
blue and red regions indicate the conditions where the ζ-potential computations suggest colloidal 
stability. c. Map of the NPs free energy of dimerization for the various studied systems. The orange and 
white curves outline the region where the free energy is -1.0 ± 0.5 kBT. The black contour drawn for 
the ζ-potential is superimposed onto this plot. The dark blue and light green indicate the conditions at 
which the free energy calculations suggest colloidal stability and aggregation, respectively. The dashed 
red lines indicate the limiting values of 𝜎 for citrate-capped NPs as determined by the developed 
theoretical model. 
By means of CG MD simulations, we estimated the ζ-potential of the NPs for all possible 
combinations of 𝜎 and 𝐼, following a protocol introduced elsewhere and described in detail in 
the Chapter VII-C.323,460 The ζ-potential of all the systems is mapped into a bidimensional plot 
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displayed in Figure 40b. The computed value for the ζ-potential ranges between ca. -150 and 
+40 mV. The shaded region in Figure 40b encloses the values for 𝜎 and 𝐼 at which the ζ-
potential of the NPs lies between -30 and +30 mV, a minimum requirement for colloidal 
stability.461 Thus, the black contour delimits values of the surface charge 𝜎 and salt 
concentration 𝐼 that separate colloidal stability vs. instability, with the latter reflecting 
aggregation in experiments. Notably, the ζ-potential is computed as the radial electrostatic 
potential in the position of the shear plane (Chapter VII-C). The fast decay of the electrostatic 
potential (described by a Yukawa potential in Debye-Hückel’s theory) produces a sensible 
response between the position of the shear plane and the ζ-potential, which results in a wider 
range of admissible values of ζ-potential than those that are experimentally relevant.441,442 
In detail, when the net charge of the NP is less than -13 e in magnitude (𝜎 < 0.6 e nm-2), the 
dispersion state of the NPs shows a linear correlation between the critical ionic strength 𝐼 and 
𝜎 (Figure 40b). Then, the critical value of 𝐼 stays in a plateau at ca. 70 mM for intermediate 
charges limited by -13 and -87 e (i.e. 0.6 < 𝜎 < 4.1 e nm-2). In this interval, as expected, we 
observed an increased attraction of sodium counterions toward the NP, as 𝜎 increases. 
However, we also found that the magnitude of the attraction is such that the increased charge 
of the NP is quickly screened out by the first adlayer of sodium counterions, which are located 
within the hydrodynamic radius (i.e. the Stern layer). This means that the measured ζ-potential 
of these NPs is similar to that of a less charged NP at 𝐼 = 0 (𝜎 < 0.6 e nm-2), a situation in which 
NPs tend to aggregate more easily. This explains the plateau in the dispersion state phase 
diagram in Figure 40b. Finally, for NPs with charges greater than -87 e (𝜎 > 4.1 e nm-2), the 
system also acquires very high (absolute) values of ζ-potentials (ca. -100 mV). In these 
conditions, the sodium ions are no longer able to fully neutralize the NP charge. This drastic 
increase in ζ-potential leads to high NP stability, which is also favored by the reduced capacity 
of the sodium ions in solution to counterbalance the very high charge of the metallic surface. 
This may be explained by the entropic cost of bringing additional (sufficient) sodium ions onto 
the highly charged metallic surface (sterically hindered at this point because of sodium 
saturation). 
Based on our results, the electrostatic interactions between a charged NP and an electrolytic 
solvent fall within one of the regimes described above, according to the net charge of the 
sphere. These regimes can be classified as i) depolarized (𝜎 < 0.6 e nm-2), where the thermal 
motion of the sodium counterions overcomes the electrostatic attraction toward the NP,  
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ii) mildly polarized (0.6 < 𝜎 < 4.1 e nm-2), in which the Coulomb forces attract enough ions 
into the Stern layer to screen out the charge load of the NP, and iii) hyperpolarized (𝜎 > 4.1 e 
nm-2), the situation at which the counterions’ steric and electrostatic hindrance, as well as their 
loss of translational degrees of freedom, limit their binding onto the NP. 
3. Role of inter-particle interactions for nanoparticle dimerization 
The ζ-potential of NPs is a measure of the charge density at the electrophoretic radius of 
charged bodies, and it is often associated with the stability of colloids. However, this measure 
does not account for van der Waals forces.442 Thus, to fully account for inter-particle 
interactions in colloidal coalescence/aggregation processes, we calculated the free energy of 
dimerization for our 3.0 nm NPs. We considered all the surface charge densities 𝜎 and salt 
concentrations 𝐼 discussed above and listed in the Chapter VII-C. Moreover, to describe the 
dimerization process, we defined a collective variable, CV1, as the minimum distance between 
the van der Waals surfaces of two interacting NPs. By computing the free energy along CV1 
for the dimerization process for all the explored 𝜎 and 𝐼, we obtained a dispersion state phase 
diagram. 
Based on the assumption that NP dimerization initiates aggregation, we thus used the region 
where the free energy is -1.0 ± 0.5 kBT (i.e. the minimal free energy for dimerization) to limit 
the conditions of colloidal (in)stability for metal suspensions (Figure 40c). In this way, this 
region demarcates the conditions at which the systems have a 37% (𝑒−1) chance of being 
dispersed, namely when the thermal motion along CV1 is enough for the NPs to escape the 
energy well associated with dimerization. Interestingly, this region matches well with the 
region characterized by a ζ-potential of ±30 mV, as outlined in Figure 40b, confirming that 
electrostatics is a key player for colloidal stability. 
Figure 40c suggests that low surface charge densities (𝜎 < 1.2 e nm-2) always lead to an 
aggregated state. A regime with a similar behavior was derived from our ζ-potential 
calculations (𝜎 < 0.6 e nm-2). It is interesting to note that the threshold is shifted toward higher 
values of 𝜎 when the interactions between NPs are considered explicitly. Arguably, this may 
be due to the large hydrophobic matching between the metallic cores that leans the system 
toward aggregation. Then, for surface charge densities in the interval of 1.2 < 𝜎 < 4.2 e nm-2, 
our free energy calculations suggest that the system remains stably dispersed under salt 
concentrations of ca. 70 mM. Again, this agrees with the ζ-potential calculations. Similarly, in 
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line with the ζ-potential plot, the free energies of dimerization indicate a change in behavior 
when 𝜎 > 4.2 e nm-2. At these 𝜎 values, the ζ-potential plot suggests that NPs become more 
resistant to aggregation. Nonetheless, our free energy calculations allow highly charged NPs 
to aggregate at 𝐼 ~ 170 mM. Remarkably, over the entire range of 𝜎, the 𝐼 for inducing 
aggregation increases irregularly with 𝜎, denoting a non-trivial relationship between the critical 
ion concentration of the solution and the dispersion state of the NPs. 
 
Figure 41. Counterion distribution upon NP dimerization. a. Halo-like cloud of counterions (purple) 
accumulated at the edge of the two NPs contacting region. Superposition of various frames of the 
simulations. NPs are colored orange. b. The angle 𝜃𝑖𝑜𝑛 is formed between the direction connecting the 
two NPs (CV1) and the position vector from one NPs COM to a sodium ion. Each value of 𝜃𝑖𝑜𝑛 defines 
a conic volume around the reference NP. c. The number density of ions as a function of the polar angle 
𝜃𝑖𝑜𝑛. The height of the peak found at 32° increases with the surface charge density of the NPs. Error 
bars indicate the standard deviation calculated over trajectory frames. 
NP aggregation can be induced by increasing the salt concentration of the medium, 𝐼, in 
otherwise dispersed systems, as largely reported in experiments462–464 and also confirmed in 
our simulations. In this regard, we found that alterations in the aggregation state of the NPs 
arise mostly from the screening of the NP charge by the sodium counterions in solution. These 
ions can rest at the interface of the metallic bodies and form salt bridges that stabilize the NP-
NP dimer. Our simulations indicate that, as 𝜎 increases, a halo-like cloud of accumulated 
counterions is more clearly formed near the contact site of the two approaching NPs (Figure 
41a). To further corroborate this observation, we computed the number density of sodium ions, 
up to 2.0 nm away from the NPs, with respect to the angle defined by CV1 (Figure 41b). 
Notably, this way of analyzing the motion of the counterions in solution provides an explicit 
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and atomically detailed description of the ion anisotropic placement around the NP dimer. For 
example, when two NPs of net charge -40 e (𝜎 = 1.9 e nm-2) reach each other in a solution of 
ionic strength 𝐼 = 30 mM, the angular number density of sodium ions near their contact region 
increases to up to 15.0 nm-3, as compared to the 1.1 nm-3 measured in the opposite end of the 
contacting axis (Figure 41c). Similar trends are observed for different salt concentrations. 
Also, this analysis overcomes limitations of the mean field-founded DLVO theory at short 
inter-NP distances.364 
 
Figure 42. Transversal charge density as a function of the distance between the NPs. a. Graphical 
definition of the collective variables of interest. CV1 is the minimum distance between the two NP 
surfaces (orange). CV2 and CV3 are two bases perpendicular to CV1 chosen arbitrarily. The position of 
the slicing plane indicates the cuts on which the systems’ charge density was estimated. b. The charge 
density of the overall systems averaged over time for various slicing planes at CV1 = 0.9 nm (top panels) 
and CV1 = 0.3 nm (bottom panels). The four studied planes lie at i) an NP’s COM, ii) half-way along 
the radius of an NP, iii) at the van der Waals surface of an NP, and iv) at the midplane between the two 
NPs. All plots are derived from systems with NPs loaded with a net charge of -40 e (𝜎 = 1.9 e nm-2) in 
an environment of ionic strength 70 mM. 
It is important to note that in the Martini CG force field, the sodium and chloride ions’ beads 
comprise the first solvation shell of the species. As such, these models offer a qualitative 
description of the ions’ mobility around the charged NPs, rather than structural insights on their 
binding mode. Nonetheless, we performed supplementary atomistic MD simulations of 3.0 nm 
citrate-capped AuNPs to corroborate the results from our CG simulations. In these simulations, 
we computed the time for which sodium counterions remained in the vicinity of the capped 
NPs. Indeed, in both our CG and atomistic simulations, longer residence times for sodium 
counterions were found as the surface charge of the NP increased (Figure D-5). 
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In addition, we investigated the merging of the electrical double layers formed around the NPs 
upon dimerization. This chemical event was described by simulations at different values of 
CV1 (Figure 42a). Each of our simulations restrained the system with an additional harmonic 
potential centered at a specific value of CV1, ranging between 0.0 and 3.0 nm. During these 
simulations, we monitored the charge density of the overall system and analyzed it for fixed 
planes perpendicular to CV1. 
In total, we focused on four different planes located at: i) the center of mass (COM) of one of 
the NPs, ii) half-radius away from an NP’s COM, iii) an NP’s van der Waals surface, and iv) 
the midplane between the two NPs. Specifically, Figure 42b shows the sliced planes from 
simulations of NPs with a charge of -40 e (𝜎 = 1.9 e nm-2) in an environment of ionic strength 
𝐼 = 70 mM. Initially, these simulations describe the states in which CV1 = 0.9 nm (intermediate 
distance, Figure 42b top panels), revealing halos of alternating charge density sign around the 
NPs. These halos indicate the presence of a nearly unperturbed electrical double layer. This 
means that, at CV1 = 0.9 nm, the ion clouds are mildly affected by the presence of the NPs, yet 
the layers can be outlined (Figure 42b top panels), with the lamellar nature of the electrical 
double layers preserved. As expected, at this value of CV1, the charge of the ligand-
representing beads is distributed in a nearly circular shape (Figure 42b top left corner) due to 
the free rotation of the NPs around their COM during the simulations. 
In contrast, at CV1 = 0.3 nm, the sodium counterions bind to specific sites at the surface of the 
NPs, generating a few regions of high positive charge density at the dimer’s interface (Figure 
42b bottom right corner). This result reflects the decreased diffusivity of the sodium ions close 
to the NPs in solution. Also, the negatively charged beads in the metallic bodies (i.e. the ligand 
beads) appear in discrete locations, which suggests a restricted exploration of the rotation of 
the two NPs around their respective COM (Figure 42b bottom panels, Figure D-4, and 
Appendix D.3). That is, the free rotation of the two NPs is sensibly diminished compared to 
that of the two NPs at longer CV1 values. Thus, these results illustrate how the electrical double 
layers change during dimerization, assisting the strategic accommodation of sodium 
counterions and the formation of salt bridges for optimal dimer stabilization. 
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Figure 43. UV-Vis experiments and colloidal stability at different NP sizes. a. Experimentally 
measured absorbance of 3.5, 13.0, and 36.9 nm citrate-capped AuNPs at 650 nm relative to the 
maximum absorbance. The lower plots show the dispersion state phase diagram for citrate-capped NPs 
with varying hydrophobicity. The free energy of dimerization was calculated for our model NPs, 
modifying the well depth of the van der Waals interaction between metal beads. The profiles obtained 
using 𝜖𝑖𝑖 = 1.41 (b) and 1.47 kBT (c) are in good agreement with experimental data for 13.0 and 36.9 
nm, respectively. The orange and white curves outline the regions where the free energy is -1.0 ± 0.5 
kBT. The dark blue and light green indicate the conditions at which the free energy calculations suggest 
colloidal stability and aggregation, respectively. The dashed red lines indicate the limiting values of 𝜎 
for citrate-capped NPs, as determined by the developed theoretical model. 
4. Linking nanoparticle dimerization with colloidal stability 
To demonstrate that the multi-body process of NP agglomeration can be rationalized in terms 
of NP dimerization, we synthesized 3.5, 13.0, and 36.9 nm citrate-capped AuNPs, and we 
experimentally determined their dispersion state at various salt concentrations. In detail, we 
tracked the plasmon absorption bands of the synthesized NPs as a function of increasing 
concentrations of sodium chloride, 𝐼 (in the 0-120 mM range), and assessed particle 
aggregation through the aggregates to monomer bands ratio (i.e. absorbance at 650 nm divided 
by the maximum absorbance). In all cases, increasing the salt concentration beyond a critical 
threshold led to aggregation, as indicated by a step-like shift in absorbance (Figure 43a and 
Figure D-6). Importantly, the 3.5 nm AuNPs aggregated at a salt concentration of ca. 90 mM, 
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which is in close agreement with our computed phase diagrams. The 13.0 and 36.9 nm colloids 
aggregated at lower ionic strengths, ca. 60 and 50 mM, respectively. Hence, as the AuNPs 
become larger, the critical ionic strength for aggregation decreases. This may be explained by 
the increase in the hydrophobicity of NPs at larger sizes. Due to the stronger attractive van der 
Waals term, the NPs would thus require fewer salt bridges (lower values of 𝐼) to stabilize the 
agglomerate. 
To test this hypothesis about the effect of increased hydrophobicity of NPs with larger sizes, 
and to evaluate the energetics associated with aggregation upon NP size enlargement, we 
performed additional simulations, modulating the forces mutually exerted by the nanosized 
spheres. Due to the apolar nature of the gold-gold bonds and the homogeneity of the electron 
cloud of the metallic bulk, the interaction between a NP and its surroundings are accounted for 
with a Lennard-Jones potential that models dispersive van der Waals forces. Hence, the van 
der Waals radius and well depth (𝜖𝑖𝑖) dictate the affinity between the NPs and their 
surroundings, i.e. through their hydrophobic interaction. Specifically, the metal-to-metal 
Lennard-Jones term was modified from its original value of 𝜖𝑖𝑖 = 1.35 kBT to more attractive 
potentials, which are contemplated in the standard Martini force field (𝜖𝑖𝑖 = 1.75 kBT and 𝜖𝑖𝑖 = 
2.10 kBT). Computing the free energy along CV1 for NPs with these hydrophobicities, we 
verified the known linear correlation between the free energy of dimerization and 𝜖𝑖𝑖 
(coefficient of determination 0.99, Figure D-7). From this regression, we concluded that, for 
𝜖𝑖𝑖 = 1.41 and 1.47 kBT, the free energy of dimerization decreased by ca. 1.0 and 2.0 kBT, 
respectively. 
Using these new models of larger (more hydrophobic) NPs, we computed the corresponding 
dispersion state phase diagrams (Figure 43b and Figure 43c) consistently with those in the 
previous cases, reported above. Notably, the increased size also influences the curvature of the 
NP surface, a parameter whose effect on NP aggregation cannot be excluded. Decreasing 𝜎, or 
increasing 𝐼, leads to values at which the thermal energy cannot prevent aggregation. 
Moreover, as the hydrophobicity of the NPs becomes stronger (higher values of 𝜖𝑖𝑖), fewer 
sodium counterions are needed to bridge the charged surfaces. Consequently, the critical ionic 
strength 𝐼 to induce dimerization is shifted toward lower values. In detail, when 𝜖𝑖𝑖 = 1.41 kBT, 
the critical 𝐼 lies at ca. 60 mM, whereas for 𝜖𝑖𝑖 = 1.47 kBT the threshold is further reduced to 
ca. 30 mM. This agrees with our experimental measurements, as the computed data indicate 
that, as citrate-capped NPs grow in size, the NP charge needs to be screened out to a lesser 
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extent in order to induce ion-mediated aggregation. These results show that the ion-assisted 
interactions that govern the dimerization of our modeled 3.0 nm NPs are also valid for larger 
systems. Hence, these results provide a framework for dispersion state phase diagrams for 
citrate-capped NPs of varying sizes. 
In summary, we examined the aqueous stability of citrate-capped metal NPs using both 
computation and experiments. First, a new theoretical model was implemented to determine 
the citrate coverage and surface charge density of metal NPs. The computed citrate density was 
found to be in excellent alignment with experimental data, and it allowed us to characterize the 
surface properties of citrate-capped AuNPs, specifically the charge density and surface 
coverage. The calculation of the particles’ charge density later enabled us to make predictions 
on their dispersion state based on their ζ-potential and free energy of dimerization. In parallel, 
by studying NPs with different surface charge values in saline solutions of various ionic 
strengths, we unraveled the driving forces that lead to nanocolloid aggregation. Our ζ-potential 
calculations indicated that the critical ionic strength for inducing NP aggregation varies non-
linearly with the surface charge density of the spherical NPs. Consequently, depending on the 
surface charge density, the interaction pattern between the capped NPs and an electrolytic 
medium may be categorized as depolarized, mildly polarized, or hyperpolarized. 
To fully account for dispersion forces between multiple NPs during coalescence, we also 
estimated the free energy of NP dimerization using CG MD simulations. The dispersion state 
phase diagram derived from these calculations is in good agreement with our ζ-potential map, 
further supporting the critical role of electrostatics in NP aggregation. Moreover, our analyses 
of the sodium counterions motion in solution unveiled the formation of halo-like structures of 
sodium, which promotes ion-assisted NP dimerization through salt bridges. Finally, UV-Vis 
absorbance experiments validated our free-energy-based dispersion state phase diagram and 
allowed us to extend our observations to NPs of up to 35 nm in size. In this regard, our results 
indicate that, as the NP hydrophobicity increases, the concentration of ions required to induce 
aggregation is reduced. 
Altogether, our results are a step toward rationalizing the complex relationship between the 
particle size, the surface charge density, and the ionic strength of the medium, offering new 
fundamental insights into the mechanism by which these variables modulate colloidal stability. 
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 Methods 
1. Development of the theoretical model 
The free energy required to cap with ligands a metal NP, 𝛥𝐺𝑐𝑎𝑝(𝑁𝑙𝑖𝑔), was partitioned into 
three different components according to the thermodynamic cycle exhibited in Figure 39a. In 
this figure, the horizontal processes point to the complexation of the ligand onto an NP, whereas 
the vertical ones point to the (de)solvation of the various parties. Thus, by minimizing the 
change of free energy 𝛥𝐺𝑐𝑎𝑝 we recover the value of 𝑁𝑙𝑖𝑔 of the highest likelihood. The first 
contribution, 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣, can be expressed in terms of the desolvation energy of the metal NP 
(𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑀 ) and that of the ligand (𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑙𝑖𝑔
), as shown in Equation 85 (Figure D-1a). The first 
of these terms cancels out with the apolar contribution of 𝛥𝐺𝑠𝑜𝑙𝑣, and the second was calculated 
by means of CG MD through the thermodynamic integration approach (Appendix D.1.1). 
𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣(𝑁𝑙𝑖𝑔) = ⁡𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑀 + 𝑁𝑙𝑖𝑔𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑙𝑖𝑔  (85) 
The second contribution, 𝛥𝐺𝑏𝑖𝑛𝑑, corresponds to the binding of 𝑁𝑙𝑖𝑔 molecules onto the metal 
NP (Figure D-1b). This contribution comprises three terms: i) the electronic binding energy 
of the ligand onto the metal (gold) surface (𝛥𝐸𝑏𝑖𝑛𝑑) obtained from DFT discussed elsewhere
434, 
ii) the entropy of binding (𝛥𝑆𝑏𝑖𝑛𝑑) estimated from the classical theory of ideal gases (found to 
be negligible), and iii) a correction to account for the repulsion between multiple chemisorbed 
ligands (𝛥𝐸𝑙𝑖𝑔/𝑙𝑖𝑔) derived from the classical definition of electrostatic potential energy. The 
generic form of 𝛥𝐺𝑏𝑖𝑛𝑑 is shown in Equation 86 and discussed in detail in Appendix D.1.2 and 
Appendix D.1.3. 
𝛥𝐺𝑏𝑖𝑛𝑑(𝑁𝑙𝑖𝑔) = 𝑁𝑙𝑖𝑔(𝛥𝐸𝑏𝑖𝑛𝑑 − 𝑇𝛥𝑆𝑏𝑖𝑛𝑑) + 𝛥𝐸𝑙𝑖𝑔/𝑙𝑖𝑔(𝑁𝑙𝑖𝑔) (86) 
The last term in the thermodynamic cycle, 𝛥𝐺𝑠𝑜𝑙𝑣 (Equation 87), accounts for the solvation of 
the capped complex, and it was divided into an apolar and a polar term (Figure D-1c). The 
apolar term cancels out with 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑀 , whereas the polar component arises from the classical 





By solving this model for the double (𝛼 = 2) and full deprotonation (𝛼 = 3) of citrate, we 
showed that the limiting values for the number of citrate molecules chemisorbed onto our 3.0 
nm NPs were 𝑁𝑐𝑖𝑡 = 28 and 𝑁𝑐𝑖𝑡 = 33. These values, in turn, fix a charge range for these NPs 
between -56 and -99 e. The lower value -56 e is equal to -2 e per citrate molecule, multiplied 
by 𝑁𝑐𝑖𝑡 = 28 citrates, i.e. 𝜎 = 2.6 e nm
-2. The upper value -99 e is equal to -3 e per citrate 
molecule multiplied by 𝑁𝑐𝑖𝑡 = 33 citrates, i.e. 𝜎 = 4.7 e nm
-2. 
2. Nanoparticle modeling and ζ-potential calculations 
For our CG MD simulations, we modeled metal NPs as hollow spheres made from 126 beads 
arranged as stacked rings.359,465,466 The size of the NPs was measured at the van der Waals 
surface of the resulting structure (3.0 nm). The beads were assigned the type C1, as 
implemented in the Martini-v2.2P force field, and a mass of 556 u.m.a. to account for the bulk 
internal beads. The spherical shape of the NPs was retained by imposing an elastic network 
with a force constant of 15,000 kJ mol-1 nm-2. The elastic network united each bead with its six 
nearest neighbors as well as its farthest neighbor. In the case of ion-capped NPs, beads were 
randomly chosen and assigned a partial charge of -2 e until the target net charge was reached. 
Here, we explored 14 values for the surface charge density 𝜎, equidistantly sampled in a range 
between 0.0 and 5.0 e nm-2. 
To determine the ζ-potential of our modeled NPs, we performed CG MD simulations of our 
NPs in saline solutions. One capped NP was initially placed in a simulation box, leaving a 
minimum distance to the faces of 3.5 nm. The box was then immersed in water using the refPol 
force field.213,215 Additional polarizable sodium and chloride ions215 were included to reach 
ionic strengths of 0, 30, 70, 170, 300, and 500 mM. A minimization was carried out using the 
steepest descent method to relax the solvent around the particles. The systems were then 
thermalized to 310 K and pressurized to 1 bar in the span of 1 ns in the NPT ensemble. For 
this, the velocity-rescale (v-rescale) thermostat (𝜏𝐵 = 2.0 ps) and the isotropic Berendsen 
barostat (𝜏𝑃 = 5.0 ps, 𝜅 = 4.5×10
-4 bar-1) were activated, and an integration timestep of 2 fs 
was used. For the 100-ns-long production runs, we increased the integration timestep to 20 fs 
and implemented the Parrinello-Rahman barostat (𝜏𝑃 = 14.0 ps, 𝜅 = 4.5×10
-4 bar-1).227 All 
bonds were constrained with the linear constraints solver algorithm.319 Short-range nonbonded 
interactions were calculated within a radius of 1.2 nm from each bead, whereas long-range 
electrostatic interactions were considered using the fourth-ordered particle-mesh Ewald 
method.231 All simulations were conducted with Gromacs-v2019.2.321 
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To calculate the shear plane, we adopted a methodology similar to the one used by Heikkilä et 
al.460 The shear plane, the radial position at which the distribution of the sodium counterions 
starts deviating from Debye-Hückel’s description, was derived from the simulations at 𝐼 = 0. 
We calculated the RDF of the sodium ions with respect to the NPs COM. Then, the function 
γ0𝑒
−𝛾1𝑟/𝑟⁡ + 𝛾2 was fitted to the RDF curves. The fitting was performed for the points at 
distances greater than 𝑟𝑖, where 𝑟𝑖 assumed 20 equidistant values in the range between 1.9 and 
3.0 nm. Thus, for each NP (i.e. different 𝜎 values), 20 fittings were performed. From each of 
the fittings, the shear plane was defined as the position in which the RDF deviated by at least 
0.1 from its fitted curve. Consequently, for each value of 𝜎, we obtained a distribution of 
positions (Figure D-8). The final shear plane was the median of these distributions. Finally, 
the reported ζ-potentials correspond to the electrostatic potential (calculated by means of 
Gauss’ law) at the NPs corresponding shear plane. 
3. Free energy calculations 
To calculate the free energy of NP dimerization, we performed potential of mean force (PMF) 
calculations. Two capped NPs were initially placed with their COM 6.0 nm away from each 
other (CV1 = 3.0 nm, Figure D-9). Then, the systems were solvated, ionized, and minimized 
as in the ζ-potential calculations. The systems were then thermalized to 310 K and pressurized 
to 1 bar in the span of 1 ns in the NPT ensemble. For this, the v-rescale thermostat (𝜏𝐵 = 2.0 
ps) and the isotropic Berendsen barostat (𝜏𝑃 = 5.0 ps, 𝜅⁡= 4.5×10
-4 bar-1) were activated, and 
an integration timestep of 2 fs was used. This was followed by a second equilibration under the 
same conditions, increasing the timestep to 10 fs for 5 ns. Once the systems had reached the 
intended temperature and pressure, the Berendsen barostat was replaced for its Parrinello-
Rahman counterpart (𝜏𝑃 = 14.0 ps, 𝜅 = 4.5×10
-4 bar-1).227 The rest of the parameters were set 
as in the single-NP simulations discussed above. 
To sample the dimerizing reaction coordinate, we performed steered MD simulations in which 
the two rigid bodies were dragged toward each other along CV1 (the minimum distance 
between the NPs van der Waals surfaces). The equilibrium distance between the COM of the 
NPs was thus reduced at a rate of 0.125 nm ns-1 with a force constant of 5,000 kJ mol-1 nm-2. 
To estimate the free energy of aggregation, we used the umbrella sampling method. When the 
particles were far away from each other (CV1 > 1.2 nm), windows were extracted every 0.1 
nm. The value of CV1 was restrained with a harmonic force constant of 5,000 kJ mol-1 nm-2.240 
Each of these windows was simulated for 25 ns, and the first 5 ns were discarded as 
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equilibration for the weighted histogram analysis method.243 When the particles were closer 
together (CV1 ≤ 1.2 nm), windows were extracted every 0.05 nm, and the same force constant 
(5,000 kJ mol-1 nm-2) was used to restrain the systems. These windows were subject to a 
simulated annealing in which the systems were heated to 450 K within the first 5 ns and cooled 
until 310 K in the span of 20 ns. Then, production runs of 225 ns were launched. These 
parameters were found to be optimal for exploring the NPs’ rotational degrees of freedom 
(Appendix D.3). 
4. Nanoparticle synthesis, absorbance experiments, and imaging 
The 3.5 nm citrate-capped AuNPs were synthesized as reported in the literature.467 In a round-
bottomed flask, 0.6 mL of freshly prepared 0.1 M NaBH4 (Sigma-Aldrich-Merck) was added 
to 100 mL ice-cold aqueous solution containing 0.25 mM HAuCl4 (Alfa Aesar) and 0.25 mM 
trisodium citrate (Sigma-Aldrich-Merck), while stirring. The suspension turned red-brown 
immediately, due to NP formation. For the 13.0 nm citrate-capped AuNPs, we used the 
classical Turkevich-Frens method.468 150 mL of 0.25 mM aqueous solution of HAuCl4 was 
transferred into a two-neck round-bottomed flask, connected to a bulb condenser, and placed 
in a heating mantle. After reaching boiling point, 25 mL of 38.8 mM aqueous solution of 
trisodium citrate were added. The solution was kept gently boiling for 30 minutes, until a red 
wine color appeared, indicating NP formation. Lastly, the 36.9 nm citrate-capped AuNPs were 
prepared by seeded growth of 15 nm AuNPs.467 In a round-bottomed flask, under vigorous 
stirring and at room temperature, 1 mL of 15 nm AuNPs were diluted into 120 mL of Milli-Q 
water, followed by the addition of 0.4 mL of 0.1 M hydroxylamine sulfate (Sigma-Aldrich-
Merck) solution. Then, 10 mL of 2 mM aqueous solution of HAuCl4 were added dropwise. 
After that, 2.65 mL of 0.1 M trisodium citrate solution were added to stabilize the NPs. 
In a low-volume cuvette, 100 µL of 400 pM AuNPs were added to 300 µL of increasing 
concentrations of NaCl solution (0-120 mM) in 2 mM trisodium citrate. UV-Vis spectra (190-
840 nm) were acquired by a NanoDrop 2000c UV-Vis Spectrophotometer (Thermo Fisher 
Scientific). 
Transmission electron microscopy (TEM) images of AuNPs deposited on 300 mesh carbon 




CHAPTER VIII. MEMBRANOTROPIC NANOPARTICLES 
HARVEST CHOLESTEROL TO PROMOTE THEIR PASSIVE 
CELLULAR UPTAKE 
Abstract 
Functionalized metal nanoparticles (NPs) hold promises as innovative nanomedicines. 
However, one of the main challenges is how to achieve their passive cellular uptake, which is 
critical for their effective delivery. Recent findings point to a passive internalization of NPs 
coated with the polycationic cell-penetrating peptide gH625-644 (gH), although the underlying 
internalization mechanism is poorly understood. Here, we use extended coarse-grained 
molecular dynamics simulations and cellular assays to investigate, at the molecular level, the 
internalization mechanism of 2.5 nm platinum NPs coated with gH (gHNPs). By comparing 
multiple membrane and (membranotropic) NP models, we show that gHNP internalization 
occurs through the formation of a unique stable intermediate state, characterized by specific 
stabilizing interactions. These are formed by gH with the extracellular solvent and polar 
membrane surface, while the NP core interacts with the transmembrane (cholesterol-rich) fatty 
phase, as confirmed here by scanning transmission electron microscopy images. Notably, we 
found that the NP core avidly harvests cholesterol at the membrane, triggering an enhanced 
membrane stiffness around the coated NPs. In addition, we noted a membrane slimming upon 
gHNP insertion, which would further favor the passive cellular uptake of gHNPs. Together, 
these results and the proposed cholesterol-harvesting mechanism are compatible with the 
passive uptake of gHNPs, as observed in our experiments.  
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 Introduction 
Functionalized metal nanoparticles (NPs) are gaining attention because they display a tunable 
surface chemistry that is dictated by a coating monolayer of organic molecules (i.e. 
ligands).11,55,57,95,257 These NPs hold promise in numerous biomedical applications from 
imaging39 to cancer therapy,252 most of which require the accumulation of NPs in the cytosolic 
space of cells.3 But cellular internalization of these NPs typically occurs through endocytic 
pathways that entrap the NPs in a liposomal compartment, isolating them from the cytosol and 
promoting NP clearance.331 Passive diffusion is therefore preferred for effectively delivering 
these NPs into cells, although it is challenging to modulate this mechanism.60,90 The cellular 
internalization pathway of these NPs is therefore crucial for their practical application in 
medicine. 
Cellular internalization is extremely sensitive to the NPs’ physicochemical properties, 
including their size,469,470 shape,69,256 hydrophobicity,73 and ligand density.471 For example, 
zwitterionic,36 polyethylene-glycol-capped,88 lipid-based,85 and jettisoning guest-host 
ligands93 have been shown to promote the passive uptake of functionalized metal NPs. Other 
key factors for modulating cellular internalization include environmental variables such as 
culture media,338,423,472 membrane curvature,89 and, of relevance to this study, cholesterol 
(CHOL) abundance in the membrane.473 
Of these coating strategies and factors, peptide-based monolayers are effective alternatives that 
can enhance the internalization rate of NPs while fostering a safe toxicological profile.52 In 
particular, cell-penetrating peptides (CPPs, a family of oligopeptides less than 30 amino acids 
long) efficiently translocate across plasma membranes and can deliver cargo into cells, as is 
often found with viruses.360,474 One prototypical example is the glycoprotein H of the Herpes 
simplex virus type 1 (HSV-1), where a specific CPP membranotropic subsequence (625-644) 
can translocate into cells without membrane disruption.475,476 This finding has motivated the 
synthesis of macromolecules functionalized with gH625-644 (gH) peptides, which is an 
efficient strategy for increasing the internalization rates of NPs. Indeed, by conjugating gH 
peptides onto nanomaterials like liposomes,393 dendrimers,477 brush copolymers,478,479 and 
quantum dots,480,481 one can increase the carriers’ cellular uptake relative to their naked 
counterparts. This was recently demonstrated by Guarnieri et al. with platinum NPs coated with 
gH peptides that enter cells through passive internalization.482 
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Despite this wealth of experimental evidence, there is still poor understanding of the NP 
features and molecular mechanisms for passive cellular internalization. In addition, despite the 
consistently positive results of NPs coated with peptide-based monolayers, the overall 
molecular mechanism under which gH extends its membranotropic properties to 
macromolecular assemblies is largely unclear. To address these fundamental questions, we 
here use extended coarse-grained (CG) molecular dynamics (MD) simulations coupled with 
cellular assays and scanning transmission electron microscopy (STEM) imaging. In this way, 
we characterized a cholesterol-harvesting effect that enhances the membrane stiffness around 
coated NPs, and so favors the passive uptake of NPs observed in our experiments. 
 Methods 
1. Our methodological approach 
Here, we study the cellular uptake of 2.5 nm platinum NPs functionalized with the gH 
oligopeptide. For the computations, we modeled four representative nanocarriers: i) a platinum 
NP coated by six gH peptides (gHNP, Figure 44a), ii) an individual gH peptide (gH, Figure 
44b), iii) a spherical purely hydrophobic NP (NP0, Figure 44c), and iv) a spherical citrate-
capped NP (CitNP, Figure 44d). All the carriers were allowed to interact with a pure 1-
palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) bilayer (Figure 44e) or with a POPC 
bilayer loaded with CHOL (POPC:CHOL, Figure 44f). The second membrane used a 
POPC:CHOL molar ratio of 55:45 to reproduce the conditions of previous gH fusion 
experiments.483 We examined the association mechanism for each carrier-membrane pair using 
three replicas of 1-μs-long CG MD simulations and five replicas of potential of mean force 
(PMF) calculations. For the experiments, the same platinum gHNPs were synthesized482 and 
used for incubation experiments with human cervix epithelioid carcinoma (HeLa) cells. We 
used STEM to image the bound complex formed between gHNPs and cell membranes. 
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Figure 44. CG representation of the studied nanocarriers and lipid bilayers. a. Spherical platinum NP 
functionalized with six gH peptides (gHNP). b. The gH peptide and the amino acid linker sequence 
used for its conjugation to the platinum core. c. A naked hydrophobic NP with a diameter of 2.5 nm 
(NP0). d. A citrate-capped NP with citrate is represented implicitly by -2 e partial charges placed in 
beads uniformly distributed on the NP’s surface (CitNP).160 e. Pure POPC bilayer. f. CHOL-loaded 
POPC bilayer (POPC:CHOL). Neutral amino acids are displayed in green, cationic residues in red, 
Trp634 in orange, metal beads in gray, citrate beads in cyan, PC headgroups in aquamarine, lipid tails 
in pink, and CHOL in purple. 
2. System preparation 
The initial structure of the glycoprotein H from HSV-1 was taken from the Protein Data Bank  
entry 2LQY.484 The peptide was mapped into the Martini-v2.2P force field using the 
martinize.py script. An elastic network consisting of a series of harmonic potentials was used 
to retain the secondary structure of the protein.179 The elastic network used a force constant of 
𝑘𝑏 = 500 kJ mol
-1 nm-2, and it was applied to all the protein bead pairs at a distance between 
0.5 and 0.9 nm. The peptide was immersed in a box of polarizable (refPOL)213 water molecules 
with an NaCl concentration of 150 mM.215 The system was then minimized with the steepest 
descent method, and simulated for 10 ns with a velocity-rescale (v-rescale) thermostat (310 K, 
𝜏𝐵 = 2.0 ps) and a Berendsen barostat (1 bar, 𝜏𝑃 = 5.0, ps, 𝜅 = 4.5×10
-4 bar-1).225 Then, the 
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system was equilibrated for 1 μs, exchanging the Berendsen barostat for a Parrinello-Rahman 
barostat (𝜏𝑃 = 12.0 ps).
227 
The metallic core of the NPs was assembled by uniformly placing 187 beads on a sphere of 
diameter 2.5 nm, a size chosen to match the corresponding experimental conditions.482 The NP 
beads were assigned the hydrophobic bead type C1 as in previous CG studies of metal NPs.160 
In order to retain the eccentricity of the sphere, each bead was bonded through a harmonic 
potential (𝑘𝑏 = 2,250 kJ mol
-1 nm-2) to its six nearest neighbors and its radially opposing 
neighbor (antipodal bead). The NPs were then minimized with the steepest descent method. 
The citrate-capped metal NPs were modeled following a previously reported protocol in which 
28 surface beads are added a partial charge of -2 e (for a total charge of -56 e).160 The gH-
coated NPs consisted of a hydrophobic core coated by six gH peptides, as resolved 
experimentally, placed at the cardinal points of the sphere.359 Notably, gHNPs were 
functionalized with a modified version of gH, in which a glycine linker is added to the C-
terminal to facilitate the NP’s synthesis.482 The peptide-bearing NPs were equilibrated 
following the same procedure as for gH in water. 
In this study, we prepared two model membranes with the insane.py Martini script.280 The first 
of these bilayers consisted of pure POPC, whereas the second contained CHOL at a molar ratio 
of 55:45 (POPC:CHOL). The CG parameters for CHOL were taken from Daily et al.485 The 
membrane structures generated were parallel to the XY plane and had initial dimensions of 
14×14 nm. The lipid molecules were fully solvated by leaving a minimum distance of 2 nm 
between the lipids and the box edges in the Z-direction.486 The membranes were minimized 
using the steepest descent method and simulated for 10 ns with a v-rescale thermostat (310 K, 
𝜏𝐵 = 2.0 ps) and a semi-isotropic Berendsen barostat (1 bar, 𝜏𝑃 = 5.0, ps, 𝜅 = 4.5×10
-4 bar-1).225 
Then, the systems were equilibrated for 1 μs, exchanging the Berendsen barostat for its 
Parrinello-Rahman semi-isotropic counterpart (𝜏𝑃 = 12.0).
227 The convergence of the bilayer 
thickness, area per lipid, and acyl order parameters during these simulations verified the 
equilibration of the membranes. 
3. Molecular dynamics simulations and free energy calculations 
All of our production simulations involved one of the model membranes (POPC or 
POPC:CHOL) in the presence of gH or an NP. For this, we extracted the last frame of the 
equilibration runs of the two respective components, and they were merged into a single 
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simulation box, leaving a distance of 5.0 nm between their COM (along the Z-axis). The 
systems were immersed in a box of polarizable (refPOL)213 water at a salt concentration of 150 
mM215 before they were subject to a minimization with the steepest descent method. The 
systems were then thermalized and pressurized in a 10-ns-long simulation applying, a v-rescale 
thermostat (310 K, 𝜏𝐵 = 2.0 ps), a semi-isotropic Berendsen barostat (1 bar, 𝜏𝑃 = 5.0 ps, 𝜅 = 
4.5×10-4 bar-1),225 and with a timestep of 10 fs. Then, the production runs were launched using 
a Parrinello-Rahman semi-isotropic barostat (𝜏𝑃 = 12.0),
227 and increasing the timestep to 20 
fs. In all our simulations, the Lennard-Jones and electrostatic interactions were truncated at a 
distance of 1.2 nm. Long-range electrostatics were computed with the fourth-ordered particle-
mesh Ewald method.231 Frames were saved every 40 ps for analysis. The Gromacs-v5.1.4 MD 
engine was used for the entirety of the work.320 We performed three 1-μs-long replica 
simulations for each of our systems. Importantly, the binding times reported here are 
indications of the timescale on which binding occurs rather than quantitative measurements. 
We implemented a PMF protocol for calculating the free energy associated with the interaction 
between carriers (peptide and NPs) and membranes. In this case, the selected collective 
variable (CV) was the Z-component of the distance between the COM of the carriers and the 
bilayer. We first performed a steered MD simulation to pull both components toward one 
another and sampled the reaction coordinate. With this method, we applied a harmonic 
potential (𝑘𝑏𝑖𝑎𝑠 = 2,000 kJ mol
-1 nm-2) with an equilibrium value that started at 5.0 nm and 
shrank at a rate of 0.15 nm ns-1. Then, 51 frames were extracted from the trajectory so as to 
sample the CV every 0.1 nm. 
The free energy calculations relied on the umbrella sampling technique. With this method, the 
windows extracted from our steered MD simulations were used as initial configurations for 
simulations sampling a limited range of the CV. In these simulations, the original value of the 
CV at each window was restrained by a harmonic potential (𝑘𝑏𝑖𝑎𝑠 = 2,000 kJ mol
-1 nm-2). Then, 
the windows were simulated for 100 ns each, saving the CV every 1 ps and using the same 
parameters described above for the unbiased runs. The simulated time summed was 150 μs in 
total. The free energy profiles were finally reconstructed by merging the CV’s histograms of 
each simulated window with the weighted histogram analysis method.244 Five PMF replicas 
were performed for gHNP and gH, and one replica was performed for NP0 and CitNP. 
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4. Trajectory analysis 
In this study, two geometrical parameters were computed for gH-containing simulations, 
namely the polar angle 𝜃𝑖𝑛𝑐 and rolling angle 𝜑𝑟𝑜𝑙𝑙. The first of these is defined as the angle 
between the peptide’s α-helix and the vector normal to the bilayer (Z-axis). The helix’s axis 
was determined as the vector from the backbone bead of Leu627 to the backbone bead of 
Ala639. An angle of 𝜃𝑖𝑛𝑐 = 0° indicates that the N-terminal of the peptide points toward the 
membrane, whereas 𝜃𝑖𝑛𝑐 = 180° means that the C-terminal points toward at the membrane. In 
contrast, 𝜑𝑟𝑜𝑙𝑙 is defined as the torsion angle between two planes defined by three vectors. The 
first vector is the Z-axis, the second is the vector from Trp634 to Thr630, and the third is the 
vector from Thr630 to Thr632. According to the bonded parameters of the peptide (as assigned 
by the Martini-v2.2P force field), at 𝜑𝑟𝑜𝑙𝑙 ~ 90°, the sidechain of Trp634 points toward the 
bilayer’s interior. 
The radial distribution functions (RDF) of unit 𝑈1 with respect to unit 𝑈2 were calculated from 
Equation 88. In Equation 88, 𝛿𝐷(𝑟) is Dirac’s Delta function, and 𝑁𝑈1 and 𝑁𝑈2 are the number 










All the bidimensional plots presented here were mapped from 50×50 grids. The membrane 
thickness was calculated as the mean distance between the three nearest phosphate beads to 
each grid point. The area per lipid was calculated by performing a Voronoi analysis to the XY 
coordinates of the phosphate beads for each frame in the trajectory. In this case, each grid point 
was assigned the average area per lipid of its three nearest lipids. Lastly, the lipid order 
parameter was calculated from Legendre’s second-order polynomial (Equation 89), where the 
ensemble is averaged over time, molecules, and beads. The angle of bead i, namely 𝜔𝑖,𝑧, is the 
angle formed between the Z-axis and the vector uniting bead i-1 with bead i+1. The trajectory 





〈3 cos2𝜔𝑧 − 1〉 (89) 
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5. Cell culture and transmission electron microscopy 
HeLa American Type Culture Collection (ATCC) cells were cultured in Dulbecco’s modified 
eagles medium (DMEM, Invitrogen) supplemented with 10% (v/v) fetal bovine serum 
(Hyclone), 100 U mL−1 penicillin, and 100 mg mL−1 streptomycin (Invitrogen). Cells were 
maintained in an incubator in a humidified controlled atmosphere at 37°C and 5% CO2. For 
STEM observations, HeLa cells were incubated for 24 hours with platinum gHNPs that were 
2.5 nm in diameter as previously reported.482 The cells were then processed as described 
elsewhere.138 The images were acquired in STEM mode working in high angular annular dark 
field geometry, using a FEI Tecnai F20 transmission electron microscope operating at 200 kV 
and equipped with a Schottky field-emission gun. 
 Results 
1. Functionalized peptide-coated nanoparticles adopt a biphasic binding mode at lipid 
membranes 
We first studied the change in free energy for gHNPs binding to one of the two considered lipid 
bilayers, i.e. with and without CHOL. All systems are shown in Figure 44, including the POPC 
and POPC:CHOL bilayers (Chapter VIII-B). The PMF for gHNP-membrane binding was 
computed along the direction connecting the COM of the nanocarrier and that of the bilayer. 
The PMF calculations displayed a free energy basin, labeled M1, at ca. 1.6 nm, regardless of 
the presence of CHOL (Figure 45a). In this global minimum, the platinum core was embedded 
halfway into the bilayer, forming favorable dispersive interactions with the lipids’ tails. In 
contrast to the metallic core, the coating peptides remained on the surface of the membrane, 
establishing a salt bridge network with the zwitterionic phosphatidylcholine (PC) lipid 
headgroups. 
This energy well corresponded to a free energy of association of -105.7 ± 8.4 kcal mol-1 at 1.46 
± 0.04 nm for POPC, and -98.2 ± 29.5 kcal mol-1 at 1.70 ± 0.09 nm for POPC:CHOL. Notably, 
all our equilibrium CG MD simulations also visited M1. For POPC, the state M1 was reached 
at 550, 862, and 895 ns. For POPC:CHOL, M1 was reached at 227, 533, and 864 ns (Figure 
E-1). Importantly, once in M1, gHNP always remained stably bound to the membrane until the 
end of the simulations. For POPC:CHOL, the metallic core interacted preferentially with 
CHOL molecules (Figure 45b). The CG MD trajectories showed a layer of CHOL cocooning 
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the hydrophobic metallic core. The RDF computed for CHOL and lipid tails (Figure 45b) 
demonstrated an increased occurrence of CHOL molecules around gHNP. However, gHNP 
also interacted with the outer aqueous phase, leading to a biphasic fatty/aqueous binding mode 
that mined the membranotropic capacities of gH and the hydrophobic character of bulk metals. 
  
Figure 45. Interaction pattern between gHNPs and lipid bilayers. a. Free energy profiles for the peptide-
functionalized gHNP binding to the POPC and POPC:CHOL membranes. The binding process is 
defined in terms of the distance between the COM of gHNP and the bilayer. The inset shows the five-
replica PMF profile obtained for the POPC:CHOL system. One of the replicas revealed two free energy 
minima (M1 and M2). b. RDF of lipid tails and CHOL with respect to the distance from the core’s 
COM. The inset superposes multiple frames to illustrate the formation of the CHOL cocoon. c-e. STEM 
images of 2.5 nm platinum gHNPs interacting with the membrane of HeLa cells after 24 hours of 
incubation at 50 μg mL−1 particle concentration. The yellow arrows and dashed circle show single 
gHNPs at different stages of their translocation across cell (c and d) and endo-lysosomal membranes 
(e). The color scheme is the same as that used in Figure 44. 
Notably, one of the PMF replicas for POPC:CHOL presented one additional energy well, M2 
(Figure 45a inset). Although M1 continued to be the global minimum, this second metastable 
local minimum showed a peptidic cushion between the membrane and the metallic core. 
Interestingly, this gH-based cushion is characterized by stabilizing electrostatic interactions 
formed between the coating peptides and the POPC headgroups, which transiently trapped 
gHNP in this minimum. Indeed, one equilibrium CG MD simulation of gHNP interacting with 
POPC:CHOL diffused freely from the bulk solvent into the M2 state at 126 ns, yet the system 
fell into M1 at 864 ns. The metastable state M2 was also visited by gHNP when interacting 
with the pure POPC bilayer in one of the equilibrium CG MD replica simulations. In this case, 
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gHNP diffused from the solvent into M2 at 393 ns, and then fell into the global minimum M1 
at 550 ns (Figure E-1), where it stayed for the remainder of the simulations, endorsing the 
transitory occupancy of the M2 state. 
We then used cellular assays and microscopy techniques to investigate the interfacial binding 
mode M1, as suggested by our simulations of gHNPs bound to lipid membranes. Platinum 
gHNPs were synthesized as previously described482 and incubated with HeLa cells for 24 hours 
(Chapter VIII-B). The rested cell culture was then imaged at various regions with STEM 
microscopy (Figure 45c-e). The extracted STEM images showed the functionalized gHNPs at 
different stages of their passive translocation across cell and endo-lysosomal membranes 
(Figure 45c-e). Notably, these experiments showed the platinum gHNPs persistently 
embedded in the lipid bilayer in a mode that is consistent with the M1 biphasic bound state 
described above. 
2. Membrane binding of primitive peptides suggests a unique binding mechanism for 
peptide-coated nanoparticles 
To understand the membranotropic properties of gHNPs, we compared these NPs with an 
individual gH peptide interacting with POPC and POPC:CHOL. All PMF replicas of individual 
gH peptides interacting with the membranes identified the same free energy minimum, in 
which gH was fused to the bilayer (Figure 46a). For POPC, this optimal state was characterized 
by a distance between COMs of 1.73 nm (standard deviation < 0.01 nm between the 5 PMF 
profiles) and a free energy of association to the membrane of -22.3 ± 0.7 kcal mol-1. 
Consistently, our equilibrium CG MD simulations showed the gH peptide, initially placed 3 
nm above the bilayer, binding spontaneously to the POPC bilayer 45, 313, and 728 ns after the 
simulations had started (Figure E-2). The peptide always remained stably bound until the end 
of the simulation. Importantly, these results are consistent with previous circular dichroism and 
fluorescence quenching experiments where gH was found to stably adsorb on the surface of 
the PC lipid bilayers.483 
The gH peptide returned similar results when interacting with POPC:CHOL. The 
corresponding PMF profiles again indicated a single minimum, this time at a separation of 1.99 
nm (standard deviation < 0.01 nm between the 5 PMF profiles). In this case, the free energy of 
association with POPC:CHOL was -23.5 ± 0.6 kcal mol-1, suggesting a minimal effect of 
CHOL on gH binding (Figure 46a). Notably, fluorometric titrations had previously estimated 
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a 10-fold increase in the partition coefficient of gH on POPC:CHOL (55:45), as compared to 
pure POPC.483 This difference corresponds to a decrease in free energy of roughly 1.4 kcal 
mol-1, which falls within the statistical error of PMF methods. In light of this, our free energy 
calculations do hint toward the same experimental trend. Notably, our equilibrium CG MD 
simulations also showed the peptide’s irreversible binding to the membrane within the same 
nanosecond timescale as before (38, 46, and 50 ns). 
 
Figure 46. Interaction pattern between gH peptides and lipid bilayers. a. Free energy profiles for gH 
binding onto POPC and POPC:CHOL membranes. The binding process is described as the distance 
between the COM of the peptide and the bilayer. The inset shows the bound complex. b. RDF of lipid 
tails, water, and CHOL with respect to Trp634 when bound to both POPC and POPC:CHOL (left panel). 
The gH peptide interacting with a POPC lipid and a CHOL molecule when bound to the membrane 
(right panel). c. Definition of the rolling angle 𝜑𝑟𝑜𝑙𝑙 that describes the rotation of the peptide’s helix 
around its axis. The angle 𝜑𝑟𝑜𝑙𝑙 is defined is terms of the backbone bead of Thr630, Thr632, and Trp634, 
shown as green spheres (left panel). The distributions of 𝜑𝑟𝑜𝑙𝑙 are shown for the bound complex found 
with POPC and POPC:CHOL (right panel). d. Definition of the polar angle 𝜃𝑖𝑛𝑐, which describes the 
peptide’s preferred orientation at varying distances from the membrane. The angle 𝜃𝑖𝑛𝑐 is defined in 
terms of the backbone beads of Leu627 and Ala639, shown as green spheres (left panel). The states 
sampled during the simulations are represented as scattered green points, and the associated probability 
density is shown as a pink map (right panel). The color scheme is the same as that used in Figure 44. 
The effect of CHOL on gH binding was further investigated by characterizing the gH-
membrane complex for POPC and POPC:CHOL, as found in our equilibrium CG MD 
simulations. In particular, we resolved the local chemical environment for gH by computing 
the RDF of the hydrophobic tails, water, and CHOL with respect to Trp634 (Figure 46b), a 
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residue labeled in fluorescence experiments.476 Interestingly, the local density of water and 
lipids around Trp634 remained nearly constant for both studied membranes. However, the first 
peak for CHOL appeared at shorter distances than the water and lipid tails, indicating that 
Trp634 packed more tightly with CHOL than with the other two components. 
The close packing of CHOL around gH also influenced the rotation of gH along its axis when 
bound to POPC:CHOL. To illustrate this effect, we monitored the evolution of 𝜑𝑟𝑜𝑙𝑙 (Figure 
46c), an angle that described the rolling of the α-helix on the surface of the membrane. In 
particular, when 𝜑𝑟𝑜𝑙𝑙 ~ 90°, the sidechain of Trp634 pointed toward the bilayer core, 
promoting that residue’s insertion. The distribution of the rolling angle 𝜑𝑟𝑜𝑙𝑙 changed from 94 
± 22° in POPC to 88 ± 14° in POPC:CHOL. As expected, these distributions overlap. But 
CHOL led to a narrower distribution of 𝜑𝑟𝑜𝑙𝑙, suggesting that the gH-CHOL interaction may 
hamper the rolling of gH peptides on the membrane, stiffening the gH-membrane complex. 
Notably, for gHNPs bound to POPC and POPC:CHOL, the distribution of 𝜑𝑟𝑜𝑙𝑙 preferred by 
gH peptides vanished, with each of the peptides adopting a different conformation (Figure E-
3). 
Our PMF calculations also showed two highly populated peptide conformations that were 
conserved among the POPC and POPC:CHOL systems, as identified by tracking the 
orientation of the peptide’s α-helix (𝜃𝑖𝑛𝑐, Figure 46d) during peptide binding. The first 
conformation, found at the bilayer’s surface, matched the free energy minimum discussed 
above, in which the peptide sat parallel to the membrane (𝜃𝑖𝑛𝑐 ~ 90°). Conversely, the second 
conformation appeared at distances of between 3 and 4 nm from the bilayer midplane. At this 
stage, the peptide adopted an anti-parallel conformation (𝜃𝑖𝑛𝑐 ~ 180°), meaning that the C-
terminal of gH preferentially pointed toward the membrane. This suggests that the charged 
Arg642 likely initiated the peptide’s anchoring to the phospholipids’ headgroups. Notably, 
previous mutagenesis experiments have shown that replacing Arg642 (the only arginine 
residue close to the C-terminal) with a serine inhibits the fusion activity of the peptide,476,487 
which is consistent with the proposed orientation-specific binding mechanism of gH. 
Importantly, these results highlight that gH interacts differently with the membrane when alone 
and attached to a metallic core. Note that the monolayer of gHNPs was grafted onto the core 
through the C-terminal of the gH peptides. In this way, the key interaction of Arg642 for 
anchoring gH to the membrane cannot occur in gHNPs. That is, for gHNPs, Arg642 cannot be 
positioned in such a way as to initiate membrane binding. This key structural difference implies 
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that gHNPs interact and bind to membranes through a different mechanism than gH peptides. 
Despite this different binding mechanism for peptide-membrane anchoring, we found that the 
final bound state of gH and gHNP ends with the peptide(s) adsorbed similarly on the surface 
of the membrane. This reflects that, despite a unique mechanism for membrane adhesion, 
gHNPs conserve the membranotropic properties of their CPP component. 
3. Functionalized peptide-coated nanoparticles harvest cholesterol molecules and lipid 
tails, aiding passive diffusion 
We proceeded to study the role of the inner metallic core in the overall association of gHNPs 
with lipid membranes. As for the previous systems, we computed the PMF along the carrier-
membrane distance. The free energy profiles displayed a single minimum when the naked NP0 
was fully embedded in the bilayer, that is, at a distance of 0 nm (Figure 47a and Figure E-4). 
The free energy of insertion was -187.1 ± 0.1 kcal mol-1 for POPC and -228.1 ± 0.1 kcal mol-1 
for POPC:CHOL, in quantitative agreement with computational studies on analogous 
systems.488,489 The accentuation of free energy in CHOL-loaded membranes resulted from a 
stronger interaction between NP0 and CHOL over NP0 and POPC lipids, as already expected 
based on our simulations on gHNPs (Figure 45b). 
Our equilibrium CG MD simulations endorsed the results of our PMF calculations on NP0, as 
we observed the spontaneous insertion of NP0 into both POPC and POPC:CHOL (Figure E-
4). Moreover, our simulations of NP0 with POPC:CHOL provided deeper insights into the 
formation of the CHOL cocoon, which we observed forming around gHNP (Figure 45b). We 
computed the RDF of CHOL around NP0 (Figure 45b), as well as the lateral number density 
of CHOL in the membrane (Figure 47b). Interestingly, these two metrics showed an oscillatory 
behavior in the packing of CHOL, which seemingly arranged in layers of intercalating density 
by aggregating and depleting regionally. The hydrophobic matching between NP0 and CHOL 
led to an apolar solvation shell reminiscent of the electrical double layer formed around charged 
solutes in electrolytic media.490,491 
In addition to the purely hydrophobic NP0, we investigated membrane association in the 
presence of citrate ligands (CitNP), a coating that enables the colloidal stability of metal NPs 
in polar environments.160 In contrast to NP0, the PMF profiles of CitNP showed a free energy 
barrier for membrane association, obstructing its translocation across lipid bilayers (Figure 
47a and Figure E-5). The height of this barrier was 106.5 ± 0.1 kcal mol-1 for POPC and  
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179.3 ± 0.1 kcal mol-1 for POPC:CHOL, suggesting a weak affinity and hence reduced cellular 
uptake rates for CitNPs (compared to gHNPs). Interestingly, inductively coupled plasma 
atomic emission spectroscopy (ICP/AES) experiments previously reported that the uptake of 
CitNPs by HeLa cells was 12-fold lower than for gHNPs.482 The values obtained for the free 
energy barriers were also consistent with those reported for similar spherical charged 
systems.83,411 Notably, both the POPC and POPC:CHOL profiles displayed two different slopes 
before and after 1.8 nm (Figure 47a), which coincided with the distance at which CitNPs were 
embedded halfway into the bilayer. This change in slope illustrated the two forces governing 
CitNP-membrane fusion, that is, i) the electrostatic pairing of citrate with the lipid headgroups 
and the solvent, and ii) the hydrophobic matching of the metallic core with the lipid tails. 
 
Figure 47. Interaction pattern between naked and capped NPs with lipid bilayers. a. Free energy profiles 
for NP0 and CitNP binding to the POPC and POPC:CHOL membranes. The binding process is 
described as the distance between the COM of the NPs and the bilayer. The intersection of the dashed 
orange lines marks an inflection point of the free energy curve. b. Density of CHOL after NP0 
embedding into the membrane (right panel). CHOL molecules aggregate around the metallic core 
forming a caging cocoon (left panel). The color scheme is the same as that used in Figure 44. 
In our simulations, as in experiments,482 gHNP formed a stable complex with the lipid bilayer 
without affecting the overall structural integrity of the membrane, unlike other cationic metal 
NPs that have consistently led to heavy membrane disruption.327,333 However, the binding of 
gHNP caused a local increase in the area per lipid from 0.66 ± 0.01 to 1.50 ± 0.24 nm2 in POPC 
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and from 0.81 ± 0.06 to 1.77 ± 0.36 nm2 in POPC:CHOL. This finding hints a local 
permeabilization of the membrane,492 reflecting the increased spatial distancing of lipids 
observed in our simulations. 
The area per lipid of the membrane also changed for individual gH peptides, increasing to 0.75 
± 0.01 nm2 in POPC and to 0.97 ± 0.06 nm2 in POPC:CHOL. Similar to gHNP, the distancing 
of lipids surrounding gH could explain the extracellular release of small molecules, like 
fluorescent dyes, as observed for pure gH peptides in leakage experiments.483,487,493 Notably, 
the increased distancing of lipids could even be linked to the transient formation of channels 
in the membrane, which may ultimately be responsible for the passive translocation of gH 
peptides into the cytosol, as already demonstrated for other CPPs.480,494 Transient channels may 
also enable the passive translocation of gHNPs into the cytosol, not only through the cell 
membrane but also across the endo-lysosomal compartment, as experimentally reported in 
Figure 45c-e.482 While the transient formation of these channels in the membrane remains to 
be clarified, our simulations suggested that, either free or grafted, gH peptides preferentially 
bind to lipid bilayers in a horizontal conformation, pushing away neighboring lipids, yet 
retaining the overall structural integrity of the membrane. These results collectively recover 
the membranotropic character that gH features during the transfection of HSV-1483 and that is 
extended to functional platinum gHNPs. 
Beyond an increased area per lipid, the binding of gHNP led to non-additive local distortions 
in the membrane that differed from what was observed for gH and NP0 separately. With gHNP, 
the membrane thickness increased underneath the coating peptides, leading to values of 4.22 ± 
0.18 nm in POPC (6% increase with respect to 3.97 ± 0.18 nm in an unperturbed membrane) 
and 4.88 ± 0.18 nm in POPC:CHOL (12% increase with respect to 4.33 ± 0.15 nm in an 
unperturbed membrane). In contrast, the binding of individual gH peptides did not change the 
membrane thickness. Furthermore, for gHNPs, the membranes became thinner at the metallic 
core’s location, reaching values of 3.55 ± 0.21 nm (11% decrease) in POPC and 4.05 ± 0.16 
nm (7% decrease) in POPC:CHOL (Figure 48a). Interestingly, the slimming around gHNP’s 
metallic core is in contrast to the thickening observed for NP0, which caused the thickness to 
increase to 4.58 ± 0.19 nm in POPC (15% increase with respect to the nominal value) and to 
5.40 ± 0.19 nm in POPC:CHOL (25% increase with respect to the nominal value, Figure 48b). 
These opposing trends for the spherical core in gHNP and NP0 suggest that the grafted gH 
plays a key role in modulating the membrane thickness (Chapter VIII-D). 
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Figure 48. Membrane distortion upon binding of gHNPs and NP0 onto lipid membranes. a. Top view 
of the mapped membrane thickness averaged over the frames where gHNP was bound to POPC (left 
panel) and POPC:CHOL (right panel). The thinner patches match the regions where the core was 
located, and the thicker areas coincide with the binding spot of the coating peptides. b. Membrane 
thickness as a function of the distance from NP0’s COM. The reference values for the POPC and 
POPC:CHOL membranes were obtained from separate simulations of equilibrated membranes. The 
inset shows the membrane thickness of POPC when NP0 was embedded. c. Top view of the mapped 
lipid order parameter averaged over time for POPC (left panel) and POPC:CHOL (right panel). d. The 
mean lipid order parameter as a function of the distance from NP0’s COM. The inset shows the lipid 
order parameter of POPC when NP0 was embedded. 
Similar non-additive local distortions were also found when assessing the organization of the 
lipid tails. The binding of gHNP induced a heterogeneous packing of the neighboring lipids. 
The second-order parameter of the lipid tails increased around the coating peptides in the 
absence of CHOL (Figure 48c). However, in the presence of CHOL, this effect is 
overshadowed by the metallic core, which consistently reduced the lipids’ order. In gHNP and 
NP0, the metallic body acts as an excluded volume that caused the local liquefaction of the 
membrane (i.e. less lipid order).495 The metallic core forces the lipid tails to circumvent the 
NP, i.e. bending toward larger angles with respect to the membrane’s normal (Z-) axis, thus 
decreasing the lipid order parameter (Figure 48d). In the presence of CHOL, the effective 
volume of the NP increases due to the formation of the CHOL cocoon, extending the area 
within which the lipids are disordered. Considering all our results, we note that gHNP induces 
local and heterogeneous membrane alterations that are unique to the coated gHNP and that are 
affected by the content of CHOL in the membrane. 
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 Discussion 
In this work, we investigate the molecular mechanism for passive translocation into cells of 2.5 
nm platinum NPs coated with the gH CPP. We combine CG MD simulations, free energy 
calculations, cellular assays, and STEM to explain the interaction between gHNPs and lipid 
membranes in terms of the energetic and structural role of the particles’ primordial 
components, i.e. individual gH peptides and naked metal NPs (NP0). 
First, our free energy calculations depict a mechanistic landscape for the fusion of individual 
gH peptides with lipid membranes. We find that the Arg642 residue, which resides at the C-
terminal of the gH peptide, is the first residue to interact with the membrane, thus triggering 
the anchoring of gH to the membrane. This crucial interaction is mostly with the lipid 
headgroups, leading gH to later rest horizontally on the surface of the membrane (binding free 
energy -22.3 ± 0.7 kcal mol-1 in POPC and -23.5 ± 0.6 kcal mol-1 in POPC:CHOL). Notably, 
this orientation-dependent mechanism is in agreement with previous mutagenesis and circular 
dichroism experiments.476,483,487 However, in gHNPs, the peptides are grafted onto the metallic 
core through their C-terminal, thus locating this crucial anchoring Arg642 near the NP core. 
This structural arrangement preventing Arg642 from interacting with the membrane during 
binding thus forcing gHNPs into an alternative binding mechanism. Our equilibrium CG MD 
simulations show that the binding of gHNPs onto lipid membranes occurs through non-specific 
electrostatic interactions between the polycationic coating monolayer (comprising six gH 
peptides) and the zwitterionic headgroup of POPC lipids (Figure 49 top panels). These results 
support the idea that gH favors membrane binding in gHNPs, even if this occurs though 
alternative anchoring interactions. 
After membrane docking, gHNPs form a stable complex with lipid bilayers. This complex 
combines structural features from pure gH peptides and naked NP0 cores (binding free energy 
-105.7 ± 8.4 kcal mol-1 in POPC and -98.2 ± 29.5 kcal mol-1 in POPC:CHOL). In the bound 
complex, the monolayer of gHNPs reorganizes to let the charged amino acids for a salt bridge 
network with the lipid headgroups at the surface of the membrane. At the same time, the inner 
metallic core is embedded halfway into the lipid bilayer, stabilized by dispersive interactions 
with the lipid tails (RDF reaches 2.1 in the core’s first solvation shell, Figure 45b). Thus, the 
amphipathicity of gHNPs enables a dual interaction that simultaneously harnesses the high 
charge density of the cationic coating and the hydrophobicity of the metallic core, leading 
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gHNPs to form a biphasic binding mode stabilized by both the outer aqueous phase and the 
transmembrane fatty phase. 
 
Figure 49. Properties of platinum gHNPs. The top panels show the functional contributions of the gH 
coating, i.e. colloidal stability (left panel) and membranotropic properties (right panel). The gH peptides 
and lipid headgroups are shown in 3D representations while the solvent, lipid tails, and CHOL 
molecules are shown as flat drawings. The bottom panels show the functional contributions of the inner 
metallic core, i.e. CHOL harvesting (right panel) and membrane slimming (left panel). The metallic 
core and its vicinal lipids and CHOL molecules are shown in 3D representations, while the gH peptides 
and the rest of the membrane are shown as flat drawings. The color scheme is the same used in Figure 
44. 
Incubation experiments with HeLa cells and STEM imaging provided further evidence of 
gHNPs’ biphasic interaction at the membrane. Our STEM images show platinum gHNPs at 
different stages of translocation across cell and endo-lysosomal membranes (Figure 45c-e). 
The functionalized gHNPs are persistently found bound to the lipid bilayers, in remarkable 
consistency with our computational models. In this regard, we account for the complexity of 
multi-component mammalian membranes with simulations of CHOL-containing bilayers. We 
find that individual gH peptides and naked metal cores pack more closely with CHOL 
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molecules than with lipid tails. This mutual preference further stabilizes the bound complex of 
gHNP with CHOL-containing membranes by forming a dense CHOL cocoon around the 
functionalized NP. These CHOL cocoons show a 5-fold increase in the sterol’s density around 
the core with respect to an equilibrated membrane (Figure 45b and Figure 47b). Importantly, 
higher concentrations of CHOL are known to increase the rigidity of membranes.496 Thus, the 
aggregation of CHOL around gHNP should penalize the bending of the surrounding membrane 
patch, as demonstrated in analogous systems,497 slowing the wrapping rates and increasing the 
likelihood of rare events such as passive translocation (Figure 49 bottom right panel).482 
Previous MD simulations have studied 3.0 nm anionic NPs embedded (snorkeling) in CHOL-
containing membranes without witnessing the CHOL-harvesting effect that we report 
here.400,465 Importantly, the coating monolayer of our gHNPs was more flexible and less 
charged than those discussed in the previous study. Specifically, those simulations used NPs 
coated by 134 short (3-bead-long) ligands with a charge of -1 e each (i.e. total charge of -134 
e), while our gHNPs were coated (as determined experimentally) by six amphipathic peptides 
with a charge of 5 e each (i.e. total charge of 30 e). This comparison indicated that the formation 
of the CHOL cocoon is critically affected by the NP charge, ligand grafting density, and ligand 
flexibility, ultimately endorsing the complex cross-dependence between NP features and their 
interactions with membranes. 
ICP/AES experiments have previously determined that platinum gHNPs can be passively 
internalized by HeLa cells.482 In this context, our simulations reveal that the binding of gHNPs 
causes local distortions on the lipid membrane that may prelude the particles’ passive uptake. 
As a matter of fact, gHNPs increase the area per lipid of the membranes to 1.50 ± 0.24 nm2 in 
POPC and to 1.77 ± 0.36 nm2 in POPC:CHOL. Intriguingly, this spatial distancing of the lipids 
hints at the formation of transient channels. However, these may only be fully formed at longer 
timescales. While the formation of these channels remains to be clarified, we note that these 
would indeed enable gHNPs to passively translocate into the cytosol or escape lysosomal 
compartments. Furthermore, when gHNPs are bound to the membrane, the metallic core 
dangles from the upper (extracellular) leaflet, attracting the lipid tails of the lower 
(intracellular) leaflet. The hydrophobic pairing between the metal and the lower lipid tails slims 
the bilayer thickness by 11% in POPC and 7% in POPC:CHOL, likely facilitating the opening 
of transmembrane channels at selected patches (Figure 49 bottom left panel). Notably, the 
observed slimming of the membrane requires that the metallic core is only partially embedded 
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into the membrane, explaining why the passive translocation of bigger platinum gHNPs is 
reduced in experiments, i.e. 6-fold reduction with 5 nm gHNPs and complete inhibition with 
20 nm gHNPs.482 
Taken together, our comparative analyses of multiple membrane and (membranotropic) NP 
models show that the internalization mechanism of gHNP occurs through the formation of a 
stable intermediate biphasic state. In this state, the NP core harvests CHOL at the membrane, 
prompting an enhanced membrane stiffness around the coated NPs. Then, membrane slimming 
upon gHNP insertion further promotes the passive cellular translocation of gHNPs, in 
agreement with the experimental evidence.482 We describe distinct yet synergistic effects by 
the two main components in gHNPs, i.e. the peptide and the metallic core. The former drives 
membrane association, while the latter enhances core embedding into the membrane. These 
two factors together contribute to the formation of local distortions at the membrane, which 
ultimately seems to promote passive translocation. 
 Conclusions 
We investigate the cellular uptake of 2.5 nm platinum NPs functionalized with the cell-
penetrating peptide gH(625-644) using CG MD simulations, free energy calculations, and 
cellular assays. Our simulations show that the membranotropic properties of gHNPs are driven 
by non-specific electrostatic interactions between the polycationic monolayer and the polar 
lipid headgroups. In this state, gHNPs form a biphasic complex with the membrane in which 
the coating peptides spread on the polar surface of the membrane and the metallic core embeds 
halfway into the fatty transmembrane phase. This biphasic binding mode is consistent with 
cellular assays and STEM experiments. Following membrane-binding, our simulations show 
that gHNPs increase the local density of CHOL, which hampers membrane bending.497 We 
also observed a membrane slimming effect that arises from the partly inserted NP core, which 
attracts the lipid tails of the intracellular leaflet. It is tempting to speculate that these local 
membrane distortions promote rare events like the passive translocation observed in ICP/AES 
experiments.482 The passive internalization of gHNPs is also preceded by a slimming of the 
membrane, which is due to the partly inserted core attracting the lipid tails of the intracellular 
leaflet. 
Taken together, our results lay out, at the molecular level, the mechanism for gH-coated 
platinum NPs to associate with cell membranes. We find that gH-coated membranotropic metal 
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NPs passively translocate across cell membranes through a multifaceted mechanistic strategy 
that exploits the coating peptides and the metallic core. With the advent of the rational design 
of functionalized NPs,2 our results may help researchers to design membranotropic NPs that 
harvest CHOL molecules to damp endocytosis in favor of passive diffusion. 
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CHAPTER IX. FINAL REMARKS AND PERSPECTIVES 
Monolayer-protected metal nanoparticles (NPs) are supramolecular assemblies with a tunable 
surface chemistry. The plasticity and chemical variability of the coating monolayers are 
cementing metal NPs as versatile platforms for targeted functions, and we, as a scientific 
community, are only starting to scratch the surface of the broad applicability that we project 
for such NPs. In this regard, the engineering of NPs will be honed as we get a better 
understanding of the interactions between NPs and other molecular entities and the underlying 
physical principles that govern them. The work presented here contributes to the 
multidisciplinary field of nanotechnology from three focal points: structural modeling, method 
development, and biomedical applicability. 
In the context of structural modeling, we developed NanoModeler (www.nanomodeler.eu), the 
first webserver for building and parametrizing functionalized metal NPs for molecular 
dynamics (MD) simulations. The NanoModeler webserver offers a standardized methodology 
for the computational modeling of NPs at atomistic and coarse-grained (CG) resolutions. As 
demonstrated in Chapter III and Chapter VI, the models generated with NanoModeler can be 
used effectively to study structural and dynamical features of functionalized NPs. Indeed, all 
the simulations discussed throughout the entirety of this work are a testament to 
NanoModeler’s reach. 
Before NanoModeler, the computational modeling of functionalized NPs was restricted to 
scientists with sufficient programming skills, time, and resources to single-handedly assemble 
and parametrize models for such systems. Since its deployment in November 2018, 
NanoModeler has been facilitating the access to the computational modeling of monolayer-
protected NPs. While the second release, NanoModeler CG, is scheduled to go online in early 
2021, the webserver has already registered more than 130 users worldwide. Thus, this tool is 
already encouraging faster scientific advances in functionalized metal NPs by researchers of 
all academic and cultural backgrounds. 
The models generated by NanoModeler also offer the foundations to more elaborate 
methodologies. In the context of method development, this work presents a computational 
protocol for screening libraries of gold NPs in the quest of sensible chemosensors (Chapter V). 
169 
This protocol identifies nanoreceptors with twice the accuracy of random classifiers. More 
importantly, the method extracted a set of gold NPs that strongly bind, seemingly, to 3-
methoxytyramine, a diagnostic and prognostic biomarker of asymptomatic child 
neuroblastoma. The framework developed holds great potential for accelerating the design of 
AuNP-based chemosensors, which have immediate applications in biomedical and 
environmental sciences. 
Embracing metal NPs as therapeutic agents demands the particles’ colloidal stability in 
aqueous matrices. In this regard, this work also addresses the NP features and media conditions 
that determine the colloidal dispersivity of charged metal NPs (Chapter VII). As a matter of 
fact, a new theoretical model is formulated to characterize, at the molecular level, the metal-
solvent interface of ion-capped NPs. Moreover, phase diagrams included in this work 
rationalize the dispersion state of NP suspensions in terms of the particles’ size and charge, as 
well as the medium’s ionic strength. Ultimately, the present work clarifies the fundamental 
principles that govern NP-NP adhesion and unravels the driving forces that lead to colloid 
aggregation. These findings contribute to the design of stable nanomedicines that are safely 
transported without clogging in biological streams. 
Effective therapeutic performance also requires that metal NPs reach their target destination, 
which, generally, implies crossing a cell membrane. This work offers a molecular 
understanding of how membranotropic NPs can permeabilize lipid membranes and promote 
NP internalization. Interestingly, metal NPs can benefit from the ‘arginine-magic’ effect 
exploited by naturally occurring glycoproteins during virus transfection processes (Chapter 
IV). Likewise, metal NPs coated by cell-penetrating peptides display unique membranotropic 
properties that are only accessible through the collaboration of hydrophobic metal cores and 
amphipathic coating peptides (Chapter VIII). In sum, this work is a step toward the controlled 
cellular delivery of nanomedicines. 
Functionalized metal NPs with theranostics applications are gaining increasing attention in the 
biotechnology community. Nonetheless, there is still much to be understood about the nano-
biointerface before incorporating NPs into clinical practices, especially in regard to their 
intracellular trafficking rates. The work presented here comprises online tools, physics-based 
methods, and molecular insights that expand our understanding of the structure-function 
relation in metal NPs, while steering nanotechnology toward the greatest benefit for 
humankind. 
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APPENDIX A. NANOMODELER USER MANUAL 
A.1 Overview 
NanoModeler is a web server that allows you to build monolayer-protected AuNPs. With 
NanoModeler you can obtain coordinate files (.pdb and .gro format) and parameters files (.top 
format). The output structure and topology files are ready for use with the Gromacs MD engine, 
and the parameters offered here are based on the AMBER family of force fields. The service 
is already online at www.nanomodeler.eu. 
To use NanoModeler, you must provide the structure file (.mol2 format with partial charges) 
of one or two compounds, which can then be arranged in different ways on the gold cores. 
NanoModeler currently supports 16 gold cores with diameters ranging from 0.9-2.1 nm. The 
number of available cores is expected to grow as new structures are elucidated. Notably, the 
gold-to-sulfur stoichiometric ratio is determined by the selected core, so it cannot be modified. 
In this documentation section, you will find a full description of the usable options and a how-
to guide for the server with test cases. 
A.2 Options 
When running a job in NanoModeler, you can modify several options to customize the output. 
Here, we explain what each field means. All options must be specified from the GUI. This 
improves the user experience and reduces the number of files that the user has to provide. 
Below, you will find the names, data types, and important information on all the current 
options: 
 Job name (string): The name given to the job in the queueing system. Each job must 
have a unique name. This field does not determine the name of the output files. 
 Description (string): Description of the running job. With this field, the user can more 
easily track each job. 
 Core (string): One core must be selected from the drop-down list in the field. 
 Ligand 1 and Ligand 2 boxes: 
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o Mol2 file (file): The structure file (.mol2 format) of the ligands. Each file must 
follow the directives of the .mol2 file format. The minimum requirements are the 
sections ‘@<TRIPOS>MOLECULE,’ ‘@<TRIPOS>ATOM,’ and 
‘@<TRIPOS>BOND.’ The first nine columns of each row in the 
‘@<TRIPOS>ATOM’ section must contain the following information in this order: 
Atom number, atom name, XYZ coordinates, AMBER atom type, residue number, 
residue name, and partial charge. Importantly, each file must contain only one 
residue, meaning that all the atoms must share the same residue name and residue 
number. Moreover, the residue name of the ligands must consist of three or less 
characters to ensure their compatibility with the resulting .pdb files. Consider that 
.pdb files of your ligands can be processed by ‘antechamber’ (AmberTools) or the 
R.E.D. Server to assign AMBER atom types. The atom names must be unique. ‘ST’ 
is forbidden as an atom name because it is reserved for the sulfur atom linking the 
ligands to the metallic core. The compounds may or may not contain the linking 
sulfur atom, but this must be specified in the S/C option. The compounds may be 
capped on the linking terminal. 
o Capping (integers): If the structure file of the ligand is capped with an additional 
group on the linking terminal of the compound, it can be removed with this option. 
The atom numbers conforming this group must be specified one at a time with the 
‘+’ button. The total charge of the capping group will be equally distributed to the 
rest of the molecule, so we recommend that it has a charge of (nearly) zero. 
o S/C (boolean, integer): This option must be specified with two values. First, you 
must specify if the input structure file of the ligand contains the thiol’s sulfur atom 
or not. If it does, then select S; if it does not, then select C. Second, you must 
indicate the number of the atom that will connect the ligand to the gold core. If S is 
selected, then you must specify the atom number of the sulfur atom. If C is selected, 
then you must specify the number of the first carbon atom of the ligand. The atom 
numbers are read from the input structure file, so they are not affected by the 
removal of an eventual capping group. 
 Mixed monolayer box: 
o Morphology (string): If you wish to build a mixed-monolayer-protected AuNP (i.e. 
two ligand structure files are supplied), you can use this option to select the thiol 
arrangement. NanoModeler supports three arrangements: ‘Random,’ ‘Janus’ and 
‘Stripe.’ With ‘Random,’ Ligand 1 and Ligand 2 are randomly distributed on the 
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gold core. With ‘Janus,’ the AuNP is partitioned in two hemispheres, each coated 
with a different ligand. With ‘Stripe,’ the sulfur atoms in the gold core are sorted 
into intercalating domains based on their azimuthal angle. 
o Ligand 1 fraction (float): This field is only enabled if Morphology is set to 
‘Random’ or ‘Janus.’ Enter a value between 0 and 1 to indicate what fraction of 
Ligand 1 to use. If the value is set to 1 or 0, a homogeneous monolayer is obtained 
for Ligand 1 and Ligand 2, respectively. 
o Random seed (integer): This field is only enabled when Morphology is set to 
‘Random.’ Specify a random seed to generate the distribution of Ligand 1 and 
Ligand 2. Different seeds result in different output structures. If no value is given, 
it will be selected randomly. The selected seed is always prompted to the user once 
the job has finished. 
o Stripes (integer): This field is only enabled when Morphology is set to ‘Stripe.’ 
Specify the number of stripes in which to allocate Ligand 1 and Ligand 2. 
 Additional Options box: 
o Force field modification file (file): A parameters file (.frcmod format) for 
overwriting or completing the default parameters used in AmberTools19. The 
bonded parameters of the staples cannot be overwritten. 
o Elongated (boolean): Selecting this option removes the carbon atoms in the core 
structures. In turn, carbon atoms are placed 0.18 nm away from the sulfur atoms 
along the centroid-sulfur vectors. This option is useful when trying to place bulky 
ligands since it reduces the chances of steric clashes in the final structure. However, 
the final structure will presumably be farther away from an energy minimum. 
A.3 Test cases – Tutorials 
To use NanoModeler, you will need to create an account. Once you are logged in, you can 
access the job submission page by clicking on the ‘Let’s submit your first job!’ button on the 
homepage, or the ‘Submit your first job!’ button that is always visible in the upper right corner. 
Below, you will find four tutorials with different input files. You can follow the tutorials and 
generate your own files side-by-side, or you can download all the input and output files here 
(https://github.com/cebasfu93/NanoModeler-Tutorial). Let’s get started! 
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A.3.1 Test case 1: Ligands with an open valence (homogeneous monolayer) 
In this first scenario, we will generate an AuNC (Au25) coated by 18 molecules of butanethiol 
(BUT). It will become apparent, as you follow this tutorial, that there is more than one way to 
generate the same output structure. The input files may be generated with different approaches 
depending on your needs and preferences. In the first test case, we will use a ligand with open 
valence, which is NanoModeler’s recommended mode of use. Here, we will build the 
nanocluster Au25(BUT)18 from a .mol2 file containing a butane molecule with open valence. 
NanoModeler always requires a .mol2 file with the partial atomic charges. If you are not sure 
how to calculate atomic charges with charge constraints in order to obtain a ligand with an 
open valence, we recommend the R.E.D. Server tutorial (http://upjv.q4md-
forcefieldtools.org/Tutorial/Tutorial-4.php). To continue with NanoModeler’s tutorial without 
calculating atomic charges, simply download the example file found at 
https://github.com/cebasfu93/NanoModeler-Tutorial/blob/master/Au25(BUT)18/BUT.mol2. 
i. Name and description: Once you are in the job submission page, begin by giving your 
job a (mandatory) name and (optional) description. 
ii. Core selection: To choose the core, select the desired gold-to-sulfur ratio from the 
drop-down list. In this tutorial, we will use Au25(SR)18. After you select the core, its 
structure is displayed in the right panel with a coloring scheme based on its staple 
distribution (light green for STR, light purple for STC, and red for STV, Chapter III). 
iii. Ligand 1: This box contains all the information about the first coating thiol of the 
cluster’s monolayer. If you prepared your own .mol2 file, upload your own file here. 
Otherwise, download the example .mol2 file and use it for this tutorial. Since the ligand 
has an open valence, there is no need to remove any atom from the structure (capping 
group). Plus, the ligand structure does not contain the thiol’s sulfur atom, which means 
that the ligand will be attached to the core via the first carbon atom, i.e. the one with 
the open valence. Thus, we must check the C box and indicate the atom number of the 
carbon with the open valence, as numbered in the .mol2 file. If you are using the 
example file for this tutorial, check the C box and type ‘1.’ 
iv. Ligand 2: In this tutorial, we are generating a homogeneous-monolayer-protected 
AuNCs, so we will not upload a file for Ligand 2. 
v. Mixed monolayer: In this tutorial, we only uploaded the file for Ligand 1, so the Mixed 
monolayer box is disabled by default. 
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vi. Additional force field parameters: In this tutorial, we will use GAFF’s default 
parameters, so we will not upload an .frcmod file to add or overwrite the default 
parameters. 
vii. Elongated: We are interested in keeping the cis-trans staple configurations as in the 
original Au25(SR)18 structure, so we will not check the Elongated box. 
viii. Submission: To submit your job, click the ‘Submit’ button at the bottom of the page. 
If you wish to return all fields to their default values, click the ‘Reset’ button. 
ix. After job submission: Once the job is submitted, you will be redirected to your profile. 
There, you will find a list with your jobs and their current status. You may wait for the 
job to finish, but you will also receive an email to your registered address, notifying 
you when it has finished. 
x. Results download and availability: To download the results, log in to your 
NanoModeler account and access your job list. Alternatively, click on the link in the 
notification email. Both options will take you to a message with information about the 
run and, if the job failed, additional information for troubleshooting. This message also 
contains all the input options used to execute the job. Your results are available for 
download as a zipped file for up to ten days after job submission. If you would like to 
take a look at the results from this tutorial, feel free to download an example output 
from https://github.com/cebasfu93/NanoModeler-Tutorial/tree/master/Au25(BUT)18. 
That is it. You are all set to run your MD simulations. Good luck! 
A.3.2 Test case 2: Ligands with capping groups (homogeneous monolayer) 
Here, we will generate an AuNC (Au38) coated with 24 molecules of phenylethanethiol (PET). 
In contrast to the first tutorial, we will use a capped ligand. We will build the nanocluster 
Au38(PET)24 from a .mol2 file containing a phenylethyl molecule capped with a methyl group 
(i.e. phenylpropane). NanoModeler always requires a .mol2 file with the partial atomic charges. 
In the first tutorial, you had to calculate the atomic partial charges with a charge constraint on 
the atom with an open valence. In this tutorial, you just need a ligand with charges assigned to 
all the atoms present. You can download the exampled input file from 
https://github.com/cebasfu93/NanoModeler-Tutorial/blob/master/Au38(PET)24/PET.mol2. 
i. Name and description: Once you are in the job submission page, begin by giving your 
job a (mandatory) name and (optional) description. 
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ii. Core selection: To choose the core, select the desired gold-to-sulfur ratio from the 
drop-down list. In this tutorial, we will use Au38(SR)24. After you select the core, its 
structure is displayed in the right panel with a coloring scheme based on its staple 
distribution (light green for STR, light purple for STC, and red for STV, Chapter III). 
iii. Ligand 1: This box contains all the information about the first coating thiol of the 
cluster’s monolayer. If you prepared your own .mol2 file, upload your own file here. 
Otherwise, download the example file and use it for this tutorial. First, we must remove 
the capping group to obtain the phenylethane ligand that we actually want to use. Note 
that the charge of the capping atoms is equally distributed on the rest of the atoms of 
the ligand. To remove the capping group, enter the atom numbers of the methyl 
substituent (four in total) in the ‘Atom to be removed’ field. The atom numbers must 
match those from the input .mol2 file. If you are using the example files, add the atom 
numbers 18, 19, 20, and 21, one at a time. The phenylethane’s file does not contain the 
thiol’s sulfur atom. Rather, the ligand will be attached to the core via the first carbon 
atom after the capping methyl group. To ensure this, check the C box and indicate the 
atom number of this carbon atom. This selection is independent of the removal of the 
capping group, i.e. the numbering must still match that of the input .mol2 file. If you 
are using the example files, check the C box and type ‘15.’ 
iv. Ligand 2: In this tutorial, we are generating a homogeneous-monolayer-protected 
AuNC, so we will not upload a file for Ligand 2. 
v. Mixed monolayer: In this tutorial, we only uploaded the file for Ligand 1, so the Mixed 
monolayer box is disabled by default. 
vi. Additional force field parameters: In this tutorial, we will use GAFF’s default 
parameters, so we will not upload an .frcmod file to add or overwrite the default 
parameters. 
vii. Elongated: We are interested in keeping the cis-trans staple configurations as in the 
original Au38(SR)24 structure, so we will not check the Elongated. 
viii. Submission: To submit your job, click the ‘Submit’ button at the bottom of the page. 
If you wish to return all fields to their default values, click the ‘Reset’ button. 
ix. After job submission: Once the job is submitted, you will be redirected to your profile. 
There, you will find a list with your jobs and their current status. You may wait for the 
job to finish, but you will also receive an email to your registered address, notifying 
you when it has finished. 
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x. Results download and availability: To download the results, log in to your 
NanoModeler account and access your job list. Alternatively, click on the link in the 
notification email. Both options will take you to a message with information about the 
run and, if the job failed, additional information for troubleshooting. If you would like 
to take a look at the results from this tutorial, feel free to download the example output 
found at https://github.com/cebasfu93/NanoModeler-
Tutorial/tree/master/Au38(PET)24. This message also contains all the input options 
used to execute the job. Your results are available for download as a zipped file for up 
to ten days after job submission. 
And that is it. You are all set to run your MD simulations. Good luck! 
A.3.3 Test case 3: Thiols with an open valence (homogeneous monolayer) 
In this third tutorial, we will generate an AuNP (Au68) coated by 34 molecules of benzanethiol 
(BEN). As in the first tutorial, we will use a capped ligand. We will build the nanocluster 
Au68(BEN)34 from a .mol2 file containing a benzanethiol molecule with an open valence at the 
sulfur atom (i.e. the hydrogen atom of the thiol group is absent, but the net charge of the 
molecule is zero). NanoModeler always requires a .mol2 file with the partial atomic charges. 
As in the first tutorial, you must calculate the atomic partial charges with a charge constraint 
on the atom with open valence. If you are not sure how to calculate atomic charges, we 
recommend the R.E.D. Server tutorial (http://upjv.q4md-forcefieldtools.org/Tutorial/Tutorial-
4.php). To continue with NanoModeler’s tutorial without calculating atomic charges, simply 
download the example file found at 
https://raw.githubusercontent.com/cebasfu93/NanoModeler-Tutorial/master/BEN.mol2. 
i. Name and description: Once you are in the job submission page, begin by giving your 
job a (mandatory) name and (optional) description. 
ii. Core selection: To choose the core, select the desired gold-to-sulfur ratio from the 
drop-down list. In this tutorial, we will use Au68(SR)32-I2. After you select the core, its 
structure is displayed in the right panel with a coloring scheme based on its staple 
distribution (light green for STR, light purple for STC, and red for STV, Chapter III). 
In this particular case, we are using the isoform I2 of the Au68(SR)32 core, which should 
be the configuration of lowest energy as originally reported.287 However, the list offers 
other three isoforms with different staple distributions. 
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iii. Ligand 1: This box contains all the information regarding the first coating thiol of the 
cluster’s monolayer. If you prepared your own .mol2 file, upload it now. Otherwise, 
download the example file and use it for this tutorial. The ligand has an open valence, 
so there is no need to remove atoms from the structure (capping group). In contrast to 
the first tutorial, the ligand here does have the thiol’s sulfur atom. Therefore, we must 
check the S box and indicate the atom number of the atom with the open valence, as 
numbered in the input .mol2 file. If you are using the example files, check the S box 
and type ‘12.’ 
iv. Ligand 2: In this tutorial, we are generating a homogeneous-monolayer-protected 
AuNP, so we will not upload a file for Ligand 2. 
v. Mixed monolayer: In this tutorial, we only uploaded the file for Ligand 1, so the Mixed 
monolayer box is disabled by default. 
vi. Additional force field parameters: In this tutorial, we will use GAFF’s default 
parameters, so we will not upload an .frcmod file to add or overwrite the default 
parameters. 
vii. Elongated: The BEN molecule is a short coating thiol as compared to more common 
alkyl chains. To reduce the likelihood of producing a structure with steric clashes, check 
the Elongated box. 
viii. Submission: To submit your job, click the ‘Submit’ button at the bottom of the page. 
If you wish to return all fields to their default values, click the ‘Reset’ button. 
ix. After job submission: Once the job is submitted, you will be redirected to your profile. 
There, you will find a list with your jobs and their current status. You may wait for the 
job to finish, but you will also receive an email to your registered address notifying you 
when it has finished. 
x. Results download and availability: To download the results, log in to your 
NanoModeler account and access your job list. Alternatively, click on the link in the 
notification email. Both options will take you to a message with information about the 
run and, if the job failed, additional information for troubleshooting. If you would like 
to take a look at the results from this tutorial, feel free to download an example output 
from https://github.com/cebasfu93/NanoModeler-Tutorial/tree/master/Au68(BEN)32. 
This message also contains all the input options used to execute the job. Your results 
are available for download as a zipped file for up to ten days after job submission. 
And that is it. You are all set to run your MD simulations. Good luck! 
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A.3.4 Thiols with capping groups (mixed monolayer) 
In the fourth tutorial, we will generate an AuNP (Au314) coated by a randomly mixed 
monolayer. In total, we will place 96 coating thiols. Of these, 25% (24 sites) will be 11-
mercaptoundecasulfonate (MUS) and 75% (72 sites) octanethiol (OCT). To prepare the 
Au314(MUS)24(OCT)72, we need two .mol2 files. Unlike in the first three tutorials, here we will 
build the system from .mol2 files of capped thiols. In this tutorial, the capping groups will be 
methyl groups. Consequently, one .mol2 file should contain the structure of MUS with a methyl 
group attached to the thiol’s sulfur atom. The second .mol2 file should contain the structure of 
OCT with an additional methyl group (i.e. methyl octyl sulfide). NanoModeler always requires 
a .mol2 file with the partial atomic charges. To continue with NanoModeler’s tutorial without 
calculating atomic charges, simply download the example files found at 
https://github.com/cebasfu93/NanoModeler-Tutorial/tree/master/Au314(MUS)24(OCT)72. 
i. Name and description: Once you are in the job submission page, begin by giving your 
job a (mandatory) name and (optional) description. 
ii. Core selection: To choose the core, select the desired gold-to-sulfur ratio from the 
drop-down list. In this tutorial, we will use Au314(SR)96. After you select the core, its 
structure is displayed in the right panel with a coloring scheme based on its staple 
distribution (light green for STR, light purple for STC, and red for STV, Chapter III). 
iii. Ligand 1: This box contains all the information regarding the first coating thiol of the 
AuNP’s monolayer. Here, we will work with MUS as the first ligand. If you prepared 
your own .mol2 file, upload your own file here. Otherwise, download the example file 
and use it for this tutorial. First, we must remove the capping group to obtain the ligand 
that we actually want to coat the core with. Note that the charge of the capping atoms 
is equally distributed on the rest of the atoms of the ligand. To remove the capping 
group, add the atom numbers of the methyl substituent (four in total) to the ‘Atom to 
be removed’ field. The atom numbers must match those from the input .mol2 file. So, 
if you are using the example files, add the atom numbers 5, 6, 7, and 8, one at a time. 
The resulting structure of the ligand still contains the thiol’s sulfur atom, so check the 
S box. Then, in the text box, enter the atom number corresponding to the thiol’s sulfur 
atom (‘4’ for the example files). This selection is independent of the removal of the 
capping group, i.e. the numbering must still match that of the input .mol2 file. 
179 
iv. Ligand 2: In this tutorial, we are generating a mixed-monolayer-protected AuNP, so 
we will use this box. As in the previous step, upload the ligand’s .mol2 file, indicate 
the atom number of the capping group, one at a time (27, 28, 29, and 30), check the S 
box, and indicate the atom number corresponding to the thiol’s sulfur atom (‘26’). 
v. Mixed monolayer: In this tutorial, we uploaded a structure file for Ligand 2, so the 
Mixed monolayer box is enabled. To assemble a randomly mixed monolayer, select 
‘Random’ from the Morphology drop-down list. Then, to place 25% of the total number 
of ligands as MUS, enter 0.25 in the ‘Ligand 1 fraction’ field. Ligand 2 (OCT) will be 
automatically assigned to the remaining 75% of sites. Also, we will put a value of 1 in 
the ‘Random seed’ field. This will allow us to reproduce the same mixed monolayer 
given the same input files. 
vi. Additional force field parameters: In this tutorial, we will use GAFF’s default 
parameters, so we will not upload an .frcmod file to add or overwrite the default 
parameters. 
vii. Elongated: We are interested in keeping the cis-trans staple configurations the same 
as in the original Au314(SR)96, so we will not check the Elongated box. 
viii. Submission: To submit your job, click the ‘Submit’ button at the bottom of the page. 
If you wish to return all fields to their default values, click the ‘Reset’ button. 
ix. After job submission: Once the job is submitted, you will be redirected to your profile. 
There, you will find a list with your jobs and their current status. You may wait for the 
job to finish, but you will also receive an email to your registered address, notifying 
you when it has finished. 
x. Results download and availability: To download the results, log in to your 
NanoModeler account and access your job list. Alternatively, click on the link in the 
notification email. Both options will take you to a message with information about the 
run and, if the job failed, additional information for troubleshooting. If you would like 
to take a look at the results from this tutorial, feel free to download an example output 
from https://github.com/cebasfu93/NanoModeler-
Tutorial/tree/master/Au314(MUS)24(OCT)72. This message also contains all the input 
options used to execute the job. Your results are available for download as a zipped file 
for up to ten days after job submission. 
And that is it. You are all set to run your MD simulations. Good luck! 
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APPENDIX B. SYNTHESIS, CHARACTERIZATION, AND 
SUPPLEMENTARY SIMULATIONS OF CATIONIC 
NANOPARTICLES 
B.1 Polydispersity and ζ-potential 
 
Figure B-1. ζ-Potential of the six AuNPs in PBS 10 mM, pH 7.0, 25ºC. 
Table B-1. Summary table of hydrodynamic diameters (HEPES 10 mM, NaCl 100 mM, pH 7.0, 25ºC) 
and ζ-potentials (PBS 10 mM, pH 7.0, 25ºC) values for the prepared liposomes. 






1 PC Calcein 79.3 0.15 -1.74 
2 PC:PG Calcein 98.47 0.06 -7.69 
3 PC:CHOL Calcein 96.62 0.15 -0.69 
4 PC Nile red 96.98 0.15 -1.62 
5 PC:PG Nile red 95.63 0.07 -5.76 
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B.2 Dyes and synthesis of Lig1-6 
 
Figure B-2. Chemical structure of the dyes employed throughout the work. a. Calcein. b. Nile red. 
B.2.1 Synthesis of Lig1 
i. Synthesis of 7-azidohept-1-ene. 7-Bromohept-1-ene (516 mg, 3.14 mmol) and sodium 
azide (220 mg, 9.157 mmol) were dissolved in aqueous Dimethylformamide (DMF, 10 
ml). After 10 hours stirring, the mixture was washed with water and extracted with 
dichloromethane (DCM). The combined organic layer was concentrated in vacuum and 
used in the next step without any purification. 
ii. Synthesis of hept-6-en-1-amine hydrochloride. 7-Azido-hept-1-ene (1.179 g, 8.47 
mmol) was dissolved in water (5 mL) and tetrahydrofuran (THF, 13 mL). 
Triphenylphosphine (4.400 g, 33.88 mmol) was then added to the mixture. The solution 
was stirred for 12 hours at room temperature. After the completion of the reaction, the 
mixture was washed with DCM and extracted with an HCl solution (1 M). The 
combined aqueous solution was evaporated to dryness in vacuum. 785 mg (82%) were 
obtained as a white solid. 1H-NMR (500 MHz, D2O) 𝛿 5.89-5.73 (m, 1H), 5.02-4.86 
(dd, 2H), 2.94-2.87 (t, 2H), 2.05-1.94 (q, 2H), 1.63-1.50 (q, 2H), 1.40-1.24 (m, 4H). 
13C-NMR (126 MHz, D2O) 𝛿 139.67, 114.32, 39.42, 32.69, 27.41, 26.47, 25.00. ESI-
MS (𝑚/𝑧): 114.1 [M+H+]. 
iii. Synthesis of 1,3-bis(tert-butoxycarbonyl)-1-(hept-6-enyl)-guanidine. Hept-6-en-1-
amine hydrochloride (200 mg, 1.36 mmol) and N,N'-bis(tert-butoxycarbonyl)-N''-
triflylguanidine (443.6 mg, 1.12 mmol) were dissolved in DCM. Then N,N-
diisopropylethylamine (0.592 ml, 3.4 mmol) was added to the solution. The mixture 
was stirred for 25 hours at room temperature. After the solvent evaporation, the crude 
product was purified by flash chromatography (silica gel, eluent petroleum ether 
(PE):ethyl acetate (EtOAc) 9.5:0.5). 264 mg (55%) were obtained. 1H-NMR (500 MHz, 
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CDCl3) 𝛿 5.86-5.75 (m, 1H), 5.06-4.91 (m, 2H), 3.46-3.39 (q, 2H), 2.11-2.04 (q, 2H), 
1.63-1.56 (m, 2H), 1.55-1.49 (d, 18H), 1.48-1.35 (m, 4H). 13C-NMR (126 MHz, CDCl3) 
𝛿 156.09, 153.33, 138.71, 114.39, 83.04, 79.23, 40.93, 33.54, 28.83, 28.47, 28.32, 
28.08, 26.30. ESI-MS (𝑚/𝑧): 356.2561 [M+H+]. 
iv. Synthesis of S-(7-((2,2,10,10-tetramethyl-4,8-dioxo-3,9-dioxa-5,7-diazaundecan-6-
ylidene)amino)heptyl) ethanethiolate. Carbamate derivative (110 mg, 0.309 mmol) was 
dissolved in MeOH (3 mL). Nitrogen was injected into the solution for 30 minutes to 
remove oxygen. Afterwards, 2, 2-dimethoxy-2-phenylacetophenone (4.0 mg, 0.015 
mmol) and thioacetic acid (94.08 mg, 1.236 mmol) were added. The mixture was left 
under irradiation (UV, 365 nm) for 3 hours. After solvent evaporation, the crude 
product was purified by flash chromatography (silica gel, eluent PE:EtOAc 9.5:0.5). 
110 mg (82%) were obtained. 1H-NMR (500 MHz, deuterated methanol (MeOD)) 𝛿 
3.39-3.34 (t, 2H, 2.91-2.86 (t, 2H), 2.32-2.30 (s, 3H), 1.63-1.56 (m, 4H), 1.55 (s, 9H), 
1.49 (s, 9H), 1.44-1.35 (m, 6H). 13C-NMR (126 MHz, MeOD) 𝛿 196.15, 163.17, 
156.17, 152.85, 83.04, 78.93, 40.31, 29.24, 29.09, 28.55, 28.39, 28.31, 28.22, 27.17, 
26.82, 26.23. 
v. Synthesis of 2-(7-mercaptoheptyl)guanidine. Thioacetate derivative (110 mg, 0.255 
mmol) was dissolved in ethanol (EtOH, 5.2 mL). A 6 M HCl solution in water (5.2 mL) 
was added and the mixture was stirred at 78ºC for 3 hours. The reaction mixture was 
allowed to cool, and the solvent was evaporated to obtain 70 mg (quantitative). 1H-
NMR (500 MHz, MeOD) 𝛿 3.23-3.17 (t, 2H), 2.54-2.48 (t, 2H), 1.65-1.56 (m, 4H), 
1.48-1.33 (m, 6H). 13C-NMR (126 MHz, MeOD) 𝛿 157.23, 41.12, 33.68, 30.05, 28.42, 
28.36, 27.84, 26.2. ESI-MS (𝑚/𝑧): 190.1398 [M+H+]. 
B.2.2 Synthesis of Lig2 
i. Synthesis of 11-((5-bromopentyl)oxy)undec-1-ene. 11-Undecen-1-ol (1.18 mL, 5.87 
mmol) was dissolved in dimethyl sulfoxide (12 mL), and KOH (1.32 g, 23.5 mmol) 
was then added under stirring at room temperature. After 10 minutes 1,5-
dibromopentane (3.18 mL, 23.5 mmol) was introduced. After 3 hours of stirring, the 
mixture was extracted with diethyl ether (3×30 mL), the combined ether phases were 
then washed with water (3×30mL). After evaporation, the product was purified by flash 
column chromatography (silica gel, eluent gradient from PE to PE:EtOAc 9:1). 1.59 g 
(84%) of product were obtained. 1H-NMR (500 MHz, CDCl3) 𝛿 5.82 (ddt, 1H), 4.99 
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(m, 2H), 3.42 (m, 6H), 2.05 (dd, 2H), 1.90 (qn, 2H), 1.58 (m, 6H), 1.35 (m, 12H). 13C-
NMR (126 MHz, CDCl3) 𝛿 139.22, 114.12, 71.05, 70.48, 33.83, 33.76, 32.65, 29.76, 
29.55, 29.49, 29.45, 29.14, 28.93, 26.19, 24.96. 
ii. Synthesis of 1,3-bis(tert-butoxycarbonyl)-1-(5-(undec-10-en-1-
iloxy)pentyl)guanidine. Guanidine hydrochloride (0.99 g, 10.4 mmol, 1 eq) and NaOH 
(1.66 g, 41.6 mmol) were added to a mixture of dioxane (20 mL) and water (10 mL). 
The solution was cooled to 0ºC and (di-tert-butyl dicarbonate)2O (5.00 g, 22.9 mmol) 
was added. The mixture was stirred at room temperature for 36 hours. After 
evaporation, the product was purified by flash column chromatography (silica gel, 
eluent DCM:MeOH 97:3) obtaining 1.471 g (57%) of product and using it for the next 
step. 11-((5-Bromopentyl)oxy)undec-1-ene (476 mg, 1.49 mmol), 1,3-bis(terz-
butoxycarbonyl)guanidine (773 mg, 2.97 mmol), and KOH (334 mg, 5.96 mmol) were 
dissolved in DMF (4 mL). The mixture was stirred for 24 hours at 75ºC. After 
evaporation of the solvent the product was purified by flash column chromatography 
(silica gel, eluent gradient from PE:EtOAc 95:5 to 23:2). 591 mg (80%) of product were 
obtained. 1H-NMR (500 MHz, CDCl3) 𝛿 9.40 (br, 1H), 5.82 (ddt, 1H), 4.96 (ddd, 2H), 
3.90 (t, 2H), 3.40 (2t, 4H), 2.04 (dt, 2H), 1.59 (m, 6H), 1.53 (s, 9H), 1.50 (s, 9H), 1.42-
1.23 (m, 14H). 13C-NMR (126 MHz, CDCl3) 𝛿 163.95, 160.70, 155.16, 139.20, 114.10, 
83.46, 78.62, 71.03, 70.66, 44.60, 33.79, 29.77, 29.52, 29.48, 29.42, 29.11, 28.91, 
28.57, 28.32, 27.80, 26.18, 23.38. ESI-MS (𝑚/𝑧): 498 [M+H+]. 
iii. Synthesis of 1,3-bis(tert-butoxycarbonyl)-1-(5-((11-
(acetylthio)undecyl)oxy)pentyl)guanidine. 1,3-Bis(tert-butoxycarbonyl)-1-(5-(undec-
10-en-1-iloxy)pentyl)guanidine (150 mg, 0.3 mmol), thioacetic acid (0.23 mL, 2.8 
mmol), and 2.2-dimethoxy-2-phenylacetophenone (7.8 mg, 0.03 mmol) were added to 
degassed MeOH (3 mL) in a quartz cuvette. The mixture was irradiated with a filtered 
(long-pass filter, 350 nm cutoff) high pressure mercury lamp (100 W) under stirring for 
8 hours. After evaporation, the product was purified by flash column chromatography 
(silica gel, eluent PE:EtOAc 8:2). 70 mg (41%) of product were obtained. 1H-NMR 
(500 MHz, CDCl3) 𝛿 9.39 (br, 1H), 9.20 (br, 1H), 3.89 (t, 2H), 3.39 (t, 4H), 2.86 (t, 
2H), 2.32 (s, 3H), 1.59 (m, 8H), 1.52 (s, 9H), 1.49 (s, 9H), 1.33 (m, 16H). 13C-NMR 
(126 MHz, CDCl3) 𝛿 196.08, 163.95, 160.70, 155.15, 83.46, 78.63, 71.04, 70.66, 44.58, 
30.65, 29.78, 29.55, 29.50, 29.45, 29.42, 29.13, 29.10, 28.81, 28.56, 28.31, 28.03, 
26.19, 23.38. 
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iv. Synthesis of 1-(5-((11-mercaptoundecyl)oxy)pentyl)guanidinium chloride. 1,3-
Bis(tert-butoxycarbonyl)-1-(5-((11-(acetylthio)undecyl)oxy)pentyl)guanidine (70 mg) 
was dissolved in MeOH (2 mL), and HCl (37%, 0.2 mL) was added while stirring under 
nitrogen atmosphere. The solution was stirred at 77ºC for 4 hours. After evaporation, 
the product was used as it was for the ligand exchange reaction. 
B.2.3 Synthesis of Lig3 and 4 
The synthesis of Lig3 and 4 were performed as previously reported elsewhere.97,369 
B.2.4 Synthesis of Lig5 
i. Synthesis of 5-(undec-10-en-1-iloxy)-N,N,N-trimethylpentan-1-aminium bromide. 11-
((5-Bromopentyl)oxy)undec-1-ene (250 mg, 0.78 mmol) and trimethylamine (4.2 M in 
EtOH, 4.75 mL, 15.7 mmol) were mixed in a pressure tube and stirred at 78°C for 4 
days. After evaporation, the product was purified by flash chromatography column 
(basic alumina, eluent gradient from DCM:MeOH 24:1 to MeOH). 247 mg (83%) of 
product were obtained. 1H-NMR (500 MHz, MeOD) 𝛿 5.82 (ddt, 1H), 5.00 (ddd, 1H), 
4.96-4.90 (m, 1H), 3.49 (t, 2H), 3.45 (t, 2H), 3.43-3.37 (m, 2H), 3.18 (s, 9H), 2.05 (m, 
2H), 1.85 (m, 2H), 1.68 (m, 2H), 1.57 (m, 2H), 1.47 (m, 2H), 1.43-1.26 (m, 12H). 13C-
NMR (126 MHz, MeOD) 𝛿 138.78, 113.50, 70.68, 70.08, 66.43, 52.40, 33.50, 29.34, 
29.28, 29.18, 29.15, 28.80, 28.73, 28.70, 25.86, 22.74, 22.41. ESI-MS (𝑚/𝑧): 298 [M-
Br]+. 
ii. Synthesis of 5-((11-(acetylthio)undecyl)oxy)-N,N,N-trimethylpentan-1-aminium 
bromide. 5-(Undec-10-en-1-iloxy)-N,N,N-trimethylpentan-1-aminium bromide (225 
mg, 0.59 mmol), thioacetic acid (400 µL, 5.47 mmol), and 2,2-dimethoxy-2-
phenylacetophenone (15.4 mg, 0.059 mmol) were dissolved in degassed MeOH (1.8 
mL) in a quartz cuvette. The mixture was irradiated with a filtered (long-pass filter, 350 
nm cut-off) high pressure mercury lamp (100 W) under stirring for 5 hours. After 
evaporation, the product was purified by flash column chromatography (basic alumina, 
eluent gradient from DCM:MeOH 24:1 to 8:2) 130 mg (48%) of product were obtained. 
1H-NMR (500 MHz, MeOD) 𝛿 3.48 (t, 2H), 3.45 (t, 2H), 3.41 (m, 2H), 3.19 (s, 9H), 
2.88 (t, 2H), 2.33 (s, 3H), 1.85 (m, 2H) 1.68 (m, 2H), 1.57 (m, 4H), 1.48 (dt, 2H), 1.43-
1.25 (m, 14H). 13C-NMR (126 MHz, MeOD) 𝛿 196.33, 70.65, 70.02, 66.39, 52.29, 
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29.41, 29.36, 29.31, 29.25, 29.20, 28.82, 28.80, 28.51, 28.41, 25.91, 22.80, 22.40. ESI-
MS (𝑚/𝑧): 374 [M-Br]+ 
iii. Synthesis of 5-((11-mercaptoundecyl)oxy)-N,N,N-trimethylpentan-1-aminium 
bromide. 5-((11-(Acetylthio)undecyl)oxy)-N,N,N-trimethylpentan-1-aminium 
bromide (55.9 mg, 0.123 mmol) was dissolved in degassed MeOH (2 mL) and HCl 
(37%, 200 µL) was added under nitrogen atmosphere. The solution was refluxed for 6 
hours. The product, after evaporation, was used without further purification for the 
ligand exchange reaction. 
B.2.5 Synthesis of Lig6 
i. Synthesis of 17-bromoheptadec-1-ene. Magnesium turnings (100 mg, 4.11 mmol), and 
dry THF (1 mL) were added to a previously dried flask. 1,2-Dibromoethane (15 µL) 
was added to activate the magnesium. Previously vacuum-distilled 11-bromoundecene 
(500 µL, 3.14 mmol) was dissolved in dry THF (2 mL), and the solution was added 
dropwise under stirring at 50ºC. After 4 hours, the mixture was cooled in an ice bath. 
A solution of LiCuCl4 was prepared dissolving LiCl (5.3 mg, 0.12 mmol) and 
anhydrous CuCl2 (8.3 mg, 0.062 mmol) in dry THF (0.6 mL), to this solution was then 
added 1,6-dibromohexane (967 µL, 6.29 mmol) dissolved in dry THF (2 mL). The 
Grignard solution was then added dropwise to the other organic solution while stirring 
under nitrogen atmosphere in an ice bath. After 2.5 hours, the reaction was quenched 
with a saturated solution of NH4Cl in water. The aqueous phase was extracted with 
DCM (3×5 mL), and the organic phases were collected and combined with the initial 
THF one. After evaporation, the product was purified by flash column chromatography 
(silica gel, eluent n-hexane). 405 mg (41%) of product were collected. 1H-NMR (500 
MHz, CDCl3) 𝛿 5.84 (ddt, 1H), 5.01 (ddd, 1H), 4.95 (ddt, 1H), 3.43 (m, 2H), 2.06 (m, 
2H), 1.87 (m, 2H), 1.51 - 1.21 (m, 24H). 13C-NMR (126 MHz, CDCl3) 𝛿 139.27, 
114,09, 34.04, 33.84, 32.86, 29.67, 29.63, 29.56, 29.53, 29.46, 29.17, 28.96, 28.79, 
28.20. 
ii. Synthesis of N,N,N-trimethylheptadec-16-en-1-aminium bromide. 17-Bromoheptadec-
1-ene (260 mg, 0.82 mmol) was mixed with a trimethylamine solution (4.2 M in EtOH, 
4.0 mL) in a pressure tube. The mixture was stirred at 78ºC for 3 days. The solvent was 
then evaporated, and the product was purified by flash column chromatography (silica 
gel, eluent gradient from DCM:MeOH 9:1 to 8:2 + 10 mL/L Et3N). 292 mg (95%) of 
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product were collected. 1H-NMR (500 MHz, MeOD) 𝛿 5.82 (ddt, 1H), 5.00 (ddd, 1H), 
4.93 (ddd, 1H), 3.40 (m, 2H), 3.18 (s, 9H), 2.06 (m, 2H), 1.82 (m, 2H), 1.51-1.23 (m, 
24H). 13C-NMR (126 MHz, MeOD) 𝛿 138.75, 113.44, 66.50, 52.30, 33.53, 29.40, 
29.37, 29.28, 29.23, 29.21, 28.88, 28.85, 28.74, 25.99, 22.61. 
iii. Synthesis of 17-(acetylthio)-N,N,N-trimethylheptadecan-1-aminium bromide. N,N,N-
Trimethylheptadec-16-en-1-aminium bromide (94 mg, 0.25 mmol) and thioacetic acid 
(168 µL, 2.30 mmol) were dissolved in degassed MeOH (1.5 mL) in a quartz cuvette. 
The mixture was irradiated with a filtered (long-pass filter, 350 nm) high pressure 
mercury lamp (100 W) under stirring. After 5.5 hours, the mixture was evaporated, and 
the product was purified by flash column chromatography (silica gel, eluent gradient 
from DCM:MeOH 95:5 to MeOH). 66 mg (58%) of product were obtained. 1H-NMR 
(500 MHz, MeOD) 𝛿 3.38 (m, 2H), 3.17 (s, 9H), 2.88 (t, 2H), 2.32 (s, 3H), 1.82 (m, 
2H), 1.57 (m, 2H), 1.48-1.25 (m, 26H). 13C-NMR (126 MHz, MeOD) 𝛿 196.17, 66.48, 
52.17, 29.38, 29.36, 29.29, 29.27, 29.21, 29.18, 28.86, 28.83, 28.48, 28.42, 25.98, 
22.57. ESI-MS (𝑚/𝑧): 372.4 [M-Br]+. 
iv. Synthesis of N-17-(mercapto)-N,N,N-trimethylheptadecan-1-aminium bromide. Under 
nitrogen atmosphere, 17-(acetylthio)-N,N,N-trimethylheptadecan-1-aminium bromide 
(55.7 mg, 0.123 mmol) was dissolved in MeOH (2 mL), and HCl (37%, 200 µL) was 
added. The solution was refluxed under nitrogen atmosphere for 6 hours. After 
evaporation, EtOH (2 mL) was added and evaporated again. The product was used as 
it was for the AuNP synthesis without further purification. 
B.3 Additional experiments on calcein-loaded liposomes 
 
Figure B-3. Maximum release of calcein after incubation with increasing concentrations of AuNP1 
(HEPES 10 mM, NaCl 100 mM, pH 7.0, [PC] = 22 µM, 25ºC). 
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Figure B-4. Hydrodynamic size (red bars) and PDI (blue dots) of PC liposomes before and after the 
addition of each of the six AuNPs. Experimental conditions: [HEPES] = 10 mM, [NaCl] = 100 mM, 
pH 7.0, [PC] = 22 µM, 25ºC. 
 
Figure B-5. Hydrodynamic size (red bars) and PDI (blue dots) of PC liposomes before and after the 
addition of AuNP1. Experimental conditions: [HEPES] = 10 mM, [NaCl] = 100 mM, pH 7.0, [PC] = 
22 µM, 25ºC. 
 
Figure B-6. Time dependent emission intensity of PC charged liposomes (black) and intensity of the 
set threshold: 0.07 (cyan), 0.10 (red), and 0.16 (green). 
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B.4 Additional computational analysis 
 
Figure B-7. RMSD of the AuNPs. All the structures converged within the first 5 ns of simulation as 
evidenced by the flattening of the curves. 
 
Figure B-8. Map of the membrane thickness from a top view. The unperturbed equilibrated membrane 
displayed an equilibrium value of 3.79 ± 0.27 nm. Upon the binding of AuNP1, the lipids with XY 
coordinates closer than 3.5 nm from the XY coordinates of the AuNPs COM showed an unchanged 
thickness of 3.83 ± 0.25 nm. 
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Figure B-9. Lipid order parameter for the oleoyl (top panel) and palmitoyl (bottom panel) tails of the 
POPC lipids. The order parameters of the membrane-AuNP complex are calculated for lipids at the 
contacting region, as defined in the caption of Figure B-8. One lipid molecule is shown in gray 
transparency. 
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APPENDIX C. CHEMOSENSOR-ANALYTE DATASET, 
CATECHOLAMINES IN THE HUMAN BRAIN, AND VIRTUAL 
SCREENING RESULTS 
C.1 Training dataset 







































































Table C-3. AuNP-analyte dyads included in the dataset used for training our MD-based protocol. The chemical structure of the coating thiols and the analytes 























1 1 1 S1 19 96 2.2×106 0.1×106 8.7 
< 0.1 
> -0.1 
2 2 1 S2 19 96 1.3×106 0.1×106 8.4 
< 0.1 
> -0.1 
3 1 2 S1 18 96 6.1×105 1.4×105 7.9 
+0.1 
-0.2 
4 2 2 S2 18 96 5.1×105 0.3×105 7.8 
< 0.1 
> -0.1 
5 1 3 S1 11 96 4.8×105 0.5×105 7.8 
+0.1 
-0.1 
6 1 4 S1 14 96 4.6×105 - 7.8 
- 
- 
7 1 5 S1 10 96 4.1×105 0.4×105 7.7 
+0.1 
-0.1 
8 1 6 S1 12 96 3.9×105 0.3×105 7.7 
< 0.1 
> -0.1 
9 1 7 S1 15 96 3.7×105 - 7.6 
- 
- 
10 3 1 S3 19 96 3.6×105 0.1×105 7.6 
< 0.1 
> -0.1 
11 1 8 S1 1 96 3.6×105 - 7.6 
- 
- 




13 1 10 S1 7 96 2.6×105 0.6×105 7.4 
+0.1 
-0.2 
14 1 11 S1 8 96 1.3×105 0.2×105 7.0 
+0.1 
-0.1 
15 1 12 S1 9 96 1.2×105 0.2×105 7.0 
+0.1 
-0.1 
16 2 13 S2 10 96 9.3×104 1.2×104 6.8 
+0.1 
-0.1 
17 2 3 S2 11 96 8.5×104 1.5×104 6.8 
+0.1 
-0.1 
18 4 14 - - 
Per. 
Comm.e 
5.0×104 - 6.4 
- 
- 
19 5 14 1 Salicylate 97 4.5×104 - 6.4 
- 
- 
20 6 14 3 Salicylate 95 1.1×103 - 4.2 
- 
- 
21 7 14 - - 
Per. 
Comm.e 
3.0×102 - 3.4 
- 
- 
22 8 14 1 4 376 1.2×102 0.1×102 2.8 
< 0.1 
> -0.1 
23 3 2 S3 18 96 - - - 
- 
- 
24 3 3 S3 11 96 - - - 
- 
- 
25 3 13 S3 10 96 - - - 
- 
- 
26 1 15 S1 17 96 - - - 
- 
- 




28 8 17 1 
4-hydroxy 
benzoate 
95 - - - 
- 
- 
29 9 14 4 Salicylate 95 - - - 
- 
- 
30 10 14 - - 
Per.  
Comm.e 
- - - 
- 
- 
31 11 14 2 Salicylate 95 - - - 
- 
- 
aOriginal ligand ID as reported in the source reference. bOriginal analyte ID as reported in the source reference. c𝜎𝐾: Experimental standard deviation of the 
measurements for 𝐾𝑏𝑖𝑛𝑑
𝑒𝑥𝑝
. d𝜎𝐺: Standard deviation of the binding free energy Δ𝐺𝑏𝑖𝑛𝑑
𝑒𝑥𝑝
 propagated from 𝜎𝐾. 
ePer. Comm.: Personal communication from Prof. 
Fabrizio Mancin (University of Padova) on November 26, 2019. 
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C.2 Biosynthetic pathways for catecholamines 
 
Figure C-1. Biosynthetic pathways for catecholamines and trace amines in the human brain. Each of 
the 13 molecules is joined by its identifier from the PDB database. The name of each molecule can be 
found in Table C-4. 
Table C-4. Number of crystal structures from the PDB database that are bound to any of the 13 
molecules present in the biosynthetic pathways for catecholamines and trace amines. 
PDB code Name Crystal structures 
PHE L-Phenylalanine 67 
PEA Phenethylamine 8 
1WE N-Methylpenethylamine 2 
TYR L-Tyrosine 57 
AEF p-Tyramine 3 
NMT N-Methyltyramine 0 
OTR p-Octopamine 6 
DAH L-3,4-Dihydroxyphenylalanine 5 
LDP L-Dopamine 13 
SYP Synephrine 0 
ALE Epinephrine 3 
LNR Norepinephrine 7 
3MT 3-Methoxytyramine 0 
Total 171 
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C.3 Chemosensor screening results 
Table C-5. Results obtained from applying our MD-based protocol to our 
library of 100 thiols. The calculated binding free energies are for 3MT. The 








Pro Leu 17.3 0.6 0.75 
Phe Gln 16.1 0.4 0.82 
Phe Ser 14.5 0.4 0.85 
Ile Gln 14.3 0.5 0.60 
Ile Trp 13.0 0.3 0.43 
Gln Gly 12.8 0.5 0.78 
Gly Ile 12.8 0.5 0.75 
Trp Phe 12.8 0.6 0.64 
Ala Tyr 12.6 0.4 0.93 
Pro Pro 12.2 0.3 0.51 
Leu Trp 11.7 0.3 0.63 
Ser Leu 11.6 0.4 0.85 
Tyr Leu 11.6 0.4 0.99 
Trp Leu 11.3 0.2 0.63 
Phe Leu 11.2 0.4 0.99 
Gly Ser 11.1 0.4 0.82 
Phe Pro 11.0 0.3 0.75 
Pro Gln 10.9 0.3 0.57 
Trp Trp 10.9 0.5 0.28 
Ala Ile 10.7 0.4 0.72 
Pro Tyr 10.6 0.4 0.75 
Gly Ala 10.4 0.5 0.90 
Gln Pro 10.2 0.4 0.57 
Trp Ala 10.2 0.4 0.57 
Leu Ile 10.2 0.6 0.78 
Leu Gly 10.1 0.6 0.96 
Ile Gly 10.1 0.5 0.75 
Tyr Phe 10.1 0.3 1.00 
Leu Leu 10.1 0.5 0.98 
Tyr Ile 10.0 0.4 0.79 
Ala Leu 10.0 0.6 0.92 
Trp Gln 9.9 0.3 0.46 
Ile Pro 9.9 0.5 0.54 
Ser Ser 9.8 0.5 0.71 
Pro Ile 9.7 0.3 0.54 
Gln Tyr 9.5 0.5 0.82 
Ile Ser 9.4 0.5 0.64 
Pro Gly 9.4 0.7 0.72 
Ser Ile 9.4 0.5 0.64 
Pro Ala 9.3 0.4 0.68 
Ile Leu 9.2 0.5 0.78 
Gln Trp 9.1 0.5 0.46 
Ala Trp 9.0 0.4 0.57 
Ala Gln 8.9 0.5 0.75 
Leu Phe 8.9 0.4 0.99 
Tyr Pro 8.9 0.1 0.75 
Ala Gly 8.6 0.6 0.90 
Ala Ser 8.5 0.5 0.79 
Ala Phe 8.5 0.7 0.93 
Pro Ser 8.4 0.6 0.61 
Leu Pro 8.4 0.4 0.75 
Tyr Ser 8.4 0.5 0.86 
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Gly Tyr 8.3 0.5 0.97 
Phe Trp 8.3 0.5 0.64 
Tyr Ala 8.0 0.6 0.93 
Phe Ala 7.9 0.5 0.93 
Tyr Tyr 7.8 0.3 1.00 
Ser Pro 7.8 0.3 0.61 
Trp Ile 7.6 0.2 0.43 
Gly Phe 7.4 0.2 0.96 
Gln Ile 7.4 0.5 0.60 
Ser Ala 7.3 0.5 0.79 
Ala Ala 7.3 0.5 0.86 
Trp Gly 7.2 0.4 0.60 
Trp Tyr 7.2 0.4 0.64 
Ile Phe 7.1 0.4 0.78 
Phe Ile 7.1 0.3 0.78 
Phe Gly 7.1 0.4 0.96 
Trp Pro 7.0 0.1 0.39 
Ser Trp 7.0 0.2 0.49 
Ser Gln 6.8 0.3 0.67 
Leu Ser 6.8 0.5 0.85 
Tyr Gly 6.8 0.4 0.97 
Gln Gln 6.8 0.1 0.64 
Ser Gly 6.8 0.5 0.82 
Gly Gly 6.7 0.3 0.93 
Leu Ala 6.7 0.4 0.92 
Ile Tyr 6.7 0.5 0.79 
Gln Phe 6.6 0.5 0.82 
Gln Leu 6.6 0.4 0.81 
Pro Trp 6.5 0.4 0.39 
Ala Pro 6.4 0.2 0.68 
Ile Ala 6.4 0.4 0.72 
Gly Gln 6.2 0.5 0.78 
Gly Trp 6.2 0.3 0.60 
Gly Leu 6.1 0.2 0.96 
Ser Phe 6.0 0.4 0.85 
Pro Phe 6.0 0.4 0.75 
Gln Ala 5.9 0.4 0.75 
Gln Ser 5.9 0.3 0.67 
Ile Ile 5.9 0.5 0.57 
Ser Tyr 5.9 0.5 0.86 
Phe Tyr 5.5 0.2 1.00 
Leu Tyr 5.3 0.1 0.99 
Tyr Gln 5.3 0.2 0.82 
Tyr Trp 5.1 0.2 0.64 
Phe Phe 4.8 0.1 0.99 
Gly Pro 4.4 0.1 0.72 
Trp Ser 3.4 0.3 0.49 
Leu Gln 3.1 0.1 0.81 
a𝑆𝐸𝐺: Standard error of the computed binding free energies. 
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APPENDIX D. THEORETICAL AND COARSE-GRAINED 
MODELING OF ION-CAPPED METAL NANOPARTICLES 
D.1 Model development 
As described in the main text, by minimizing the change of free energy 𝛥𝐺𝑐𝑎𝑝 we recover the 
value of 𝑁𝑙𝑖𝑔 of the highest likelihood. The first contribution, 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣, can be expressed in 
terms of the desolvation energy of a single ligand (𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑙𝑖𝑔
) multiplied by 𝑁𝑙𝑖𝑔 and that of the 
metal NP (𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑀 ). The linear trend followed by 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑙𝑖𝑔
 is plotted as a function of 𝑁𝑙𝑖𝑔 in 
Figure D-1. Note that 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑀  cancels out with the apolar contribution from the solvation 
energy of the capped NP 𝛥𝐺𝑠𝑜𝑙𝑣
𝑎𝑝𝑜𝑙𝑎𝑟
. 
D.1.1 Solvation free energy calculations – thermodynamic integration protocol 
In order to calculate the solvation free energy 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑙𝑖𝑔
, we adopted the thermodynamic 
integration methodology. In our case, we first immersed an explicit CG citrate molecule in a 
box of polarizable water molecules parametrized with the refPol force field.213–215 The free 
energy calculation was stratified into 31 runs with increasing values of the coupling parameter, 
𝜉. The spacing between windows was of 0.05 for 𝜉 < 0.6 and 0.02 elsewhere. A value of 0.5 
was used as the alpha parameter in the soft core potential.249,250 For each window in the 
calculation, two minimizations were performed for a maximum of 5,000 steps each. The first 
of them used the steepest descent method, and the second one followed the Broyden-Fletcher-
Goldfarb-Shanno algorithm. Once the systems were minimized, we proceeded to thermalize 
and pressurize to 310 K and 1 bar with a 10-ns-long simulation in the NPT statistical ensemble. 
This employed the Berendsen thermostat (𝜏𝐵 = 2.0 ps) and the isotropic Berendsen barostat (𝜏𝑃 
= 5.0 ps, 𝜅 = 4.5×10-4 bar-1). After the equilibration, a production run was performed for each 
window for 25 ns using a timestep of 20 fs and switching the Berendsen barostat for a 
Parrinello-Rahman barostat (𝜏𝑃 = 14.0 ps, 𝜅 = 4.5×10
-4 bar-1).227 The variations in the 
Hamiltonian and its derivative with respect to 𝜉 were saved every 10 steps (0.2 ps). Finally, the 
solvation free energy was estimated with Bennett’s acceptance ratio method.248 The 
aforementioned procedure was performed twice to sequentially switch off the electrostatic and 
van der Waals interactions, respectively. 
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Figure D-1. The different contributions accounted by the main terms included in the theoretical model 
as a function of the number of bound citrate molecules. The plots shown are built for 𝛼 = 3. a. 
Breakdown of 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣. b. Breakdown of 𝛥𝐺𝑏𝑖𝑛𝑑. c. Breakdown of 𝛥𝐺𝑠𝑜𝑙𝑣. 
D.1.2 Citrate binding electronic energy 
In order to determine the number of equivalent binding modes of citrate onto gold surfaces, we 
first generated a realistic, atomistic representation of an AuNP. For this, we used the 
NanoCrystal webserver.272 The circumradius parsed to the server was 1.5 nm, and the surface 
energies for the gold facets were those derived by Skriver and co-workers.412 The result was 
an AuNP formed by six (100) planes and eight (111) planes as those depicted in Figure D-2. 
As described by Al-Johani et al.,434 the binding of citrate may take place via one (mono-) or 
two (bidentate) carboxylate groups. The multiplicities (𝛿𝑚) of each type of monodentate and 
bidentate binding modes are shown in Figure D-2. The displayed multiplicities consider the 
interchangeability of the three available carboxylate groups and that of their two oxygen atoms. 
Importantly, these values are expressed for individual planes, not for the entire AuNP. Notably, 
for the bidentate modes, each pose has a different associated binding energy depending on the 
pair of carboxylates involved. That is, if the two terminal groups are bound, the energetics 
resemble those of glutarate, whereas if the binding takes place with one terminal and the center 
carboxylate, the energetics resemble those of succinate. Thus, with this information, we used 
Equation D-1 to calculate the ensemble average of the binding electronic energy for citrate 


















𝑘𝐵𝑇 the corresponding Boltzmann weighting factor. Following this scheme, 
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we estimated the average electronic binding energy between citrate and gold to be -40.9 kcal 
mol-1. 
 
Figure D-2. Graphical representation of all the possible binding modes for acetate, succinate, and 
glutarate as described by Al-Johani et al.434 using their same nomenclature. Each binding mode is 
accompanied by its multiplicity, that is, equivalent binding orientations in the grid considering the 
interchangeability of the carboxylate groups and their respective oxygen atoms. Gold atoms are shown 
in orange. 
D.1.3 Entropic contribution to binding 
In order to account for the entropic contribution of binding a ligand (e.g. citrate) onto a metallic 
surface, three terms were considered. These terms account for the decrease in translational and 
rotational degrees of freedom, as well as the insurgence of vibrational modes upon binding. 




↑  (D-2) 
The translational loss of entropy is calculated from the entropy of an ideal gas employing the 
Sackur-Tetrode equation (Equation D-3). 
𝛥𝑆𝑡𝑟𝑎𝑛𝑠







Where 𝑐𝑙𝑖𝑔 is the molar concentration of the ligand, 𝑅 is the ideal gas constant, 𝑁𝐴 is 









Where 𝑚𝑙𝑖𝑔 is the mass of one ligand molecule, 𝑘𝐵 is the Boltzmann constant, and 𝑇 the 
absolute temperature in this case set to 310 K. Similarly, the loss of molecular rotational 
entropy was calculated from Equation D-5. 
𝛥𝑆𝑟𝑜𝑡







Where 𝐼𝑔 is the geometric mean of the molecule’s moments of inertia, as stated by Equation 
D-6. 
𝐼𝑔 = √𝐼1𝐼2𝐼3
3  (D-6) 
Where 𝐼1, 𝐼2, and 𝐼3 are the three principal moments of inertia calculated from the 
diagonalization of the tensor of inertia. In our case, we derived the moments of inertia from an 
atomistic MD simulation of a single citrate molecule immersed in water. The setup of this 
simulation is described in Appendix D.1.6. Finally, the decrease in vibrational entropy arises 
from the formation of metal-ligand bonds. Their contribution was estimated from Equation D-
7. 
𝛥𝑆𝑣𝑖𝑏







Where 𝜔𝑏 is the stretching frequency of the formed bond. For the specific case of citrate, the 
frequency for the Au-O bonds was taken as 1,638 cm-1, as measured by Wulandari et al.498 It 
is noteworthy that, as evidenced in Figure D-1, the entropic correction for citrate binding onto 
gold is negligible compared to the process’s enthalpy. 
D.1.4 Derivation of 𝛥𝐸𝑙𝑖𝑔/𝑙𝑖𝑔 






In which 𝜓(𝐫) is the electric potential generated by the charge distribution, 𝜌𝑒(𝐫), and the 
integral covers the entire space. For the case of a hollow sphere with uniform surface charge 




𝛿𝐷(𝑟 − 𝑅𝑁𝑃) (D-9) 
Where 𝑅𝑁𝑃 is the radius of the NP, 𝑞(𝑁) is the total charge. In order to generalize our model, 
we consider a generic polyprotic ligand that adopts a mean deprotonation state 𝛼 when bound 
to the NP. For a ligand with three acid protons like citrate, the mean deprotonation state lies 
between 0 and 3, that is 𝛼 ⊆ [0, 3]. Then, the total charge may be written as in Equation D-10. 
𝑞(𝑁𝑙𝑖𝑔) = −𝛼𝑁𝑙𝑖𝑔 (D-10) 
On the other hand, combining Equation D-9 with Gauss’s law, it is possible to obtain the 
electric potential generated by the charge distribution in a medium of dielectric constant 𝜖𝑟. 
This is given by Equation D-11. 
𝜓(𝑁𝑙𝑖𝑔, 𝒓) = {




, 𝑟 ≥ 𝑅𝑁𝑃
 (D-11) 
Substituting Equation D-9 and Equation D-11 into Equation D-8, and solving the integral, we 
obtain an expression for the electric potential energy as a function of the number of bound 






Note that this expression assumes each incoming charge as independent from the rest; however, 
each ligand constrains the incorporation of 𝛼 fundamental charges to the system. Thus, we can 
write 𝛥𝐸𝑙𝑖𝑔/𝑙𝑖𝑔 as in Equation D-13 and Equation D-14. 




(𝑁𝑙𝑖𝑔 − 1) (D-14) 
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D.1.5 Derivation of the polar solvation term 
The polar component for the solvation of a sphere with a charge distribution given by 
𝜌𝑒(𝑁𝑙𝑖𝑔, 𝐫) can be written as in Equation D-15. 
𝛥𝐺𝑠𝑜𝑙𝑣
𝑝𝑜𝑙𝑎𝑟(𝑁𝑙𝑖𝑔) = 𝑈𝑒𝑙𝑒𝑐(𝑁𝑙𝑖𝑔, 𝜖𝑟 = 𝜖𝐻2𝑂) − 𝑈𝑒𝑙𝑒𝑐(𝑁𝑙𝑖𝑔, 𝜖𝑟 = 1) (D-15) 








− 1) (D-16) 
Equation D-14 and Equation D-16 imply that the citrate-citrate and citrate-solvent interactions 
is mainly electrostatic. Thus, the theoretical framework presented here remains valid for small, 
charged ligands that do not affect greatly the NP’s hydrophobicity. 
D.1.6 Explicit citrate coarse-grained model for solvation free energy calculations 
For the calculation of the solvation free energy of one citrate molecule (i.e. 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑙𝑖𝑔
, Appendix 
D.1.1), we adopted an explicit CG representation. The model for citrate corresponded to three 
consecutive beads of type Qda as implemented in the standard Martini force field. Each bead 
had a charge of -1 e to reproduce the most populated protonation state of fully solvated citrate 
molecules. The parameters used for the chemical bonds were 𝑘𝑏 = 5,000 kJ mol
-1 nm-2 and 𝑙0 
= 0.52 nm, the typical inter-bead distance in the Martini force field. The parameters used for 
the angle between the beads were 𝑘𝜃 = 5,000 kJ mol
-1 rad-2 and 𝜃0 = 111.11°. 
The explicit-citrate CG model was parametrized against atomistic MD simulations. In detail, 
the equilibrium angle 𝜃0 was obtained from a 100-ns-long, atomistic MD simulation of citrate 
parametrized with the Generalized Amber Force Field (GAFF) 197 in TIP3P water.191 This 
simulation was also used to calculate the three main moments of inertia for a citrate molecule 
(𝐼𝑖, Appendix D.1.3). In addition, the same atomistic simulation was used to obtain the 
projected area per citrate molecule onto our AuNPs (Appendix D.2). 
D.2 Estimation of citrate surface coverage 







In which 𝑎𝑁𝑃 is the total surface area of the NP and 𝑎𝑐𝑖𝑡 is the area covered by one citrate 
molecule. The total area, 𝑎𝑁𝑃, was estimated as 4𝜋𝑟𝑅𝑁𝑃
2  yielding a value of 21.2 nm2. The 
number 𝑁𝑐𝑖𝑡 was estimated to be between 28 and 33 from the model described in Chapter VII 
and deepened in Appendix D.1. The area per citrate molecule 𝑎𝑐𝑖𝑡 was calculated from the 
atomistic MD simulations of citrate in water described in Appendix D.1.6. This calculation was 
performed by projecting the van der Waals surface of one citrate molecule onto the XY plane 
for a series of MD-accessed conformers and calculating the projected area. Specifically, the 
structure of citrate was withdrawn every 10 ps from the trajectory file. For each of these states, 
100 random rotations were generated. Then, the molecular surface of each of these 
configurations was projected onto the XY plane, and the area was estimated. The distribution 
of all the calculated areas is shown in Figure D-3. 
  
Figure D-3. Illustration of the method employed for the calculation of the projected surface area of 
citrate. For every frame in the trajectory, a series of orientations were sampled. The van der Waals 
surface was then projected onto the XY plane, and its area was calculated. The figure also shows the 
probability distribution function of the projected area, which has a maximal probability at 0.16 nm2. 
Carbon atoms are shown in cyan, oxygen atoms in red, and hydrogen atoms in white. The XY plane is 
colored green. 
D.3 Counterion residence time analysis and sampling of slow degrees of 
freedom 
For this study, we had to ensure that the rotational degrees of freedom of the implicit-citrate 
CG NPs were exhaustively sampled at short values of CV1. To understand the effectiveness of 
our PMF calculations, we evaluated four distinct sampling protocols. The first protocol 
(referred to as P1) consisted of short 25-ns-long window simulations. In the second protocol, 
P2, the setup was similar. The frames where CV1 > 1.2 nm were simulated as in P1, but the 
windows with CV1 ≤ 1.2 nm were simulated for 250 ns. P3, the third protocol, implied more 
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brusque modifications onto the coordinates files of frames with CV1 ≤ 1.2 nm. From these 
frames on P2, the counterions residing 0.7 nm from any metal bead for at least 50 ns were 
exchanged with water molecules in the bulk. Once the ions were displaced, the same frames 
were simulated for 250 ns. The last protocol, P4, included the simulated annealing described 
in Chapter VII. The described protocols were tested on two systems. Both systems involved 
NPs with a total charge of -40 e (charge density 1.9 e nm-2), and they had respective ionic 
strengths of 30 and 70 mM. 
As can be seen from Figure D-4, the estimated free energy of dimerization varies significantly 
depending on the assumed sampling protocol. Even though the charged beads follow a uniform 
distribution on the NPs, their placement is not perfectly symmetrical. This leads to the 
distinguishability of states depending on the relative orientation of both NPs. When P1 and P2 
are compared, it becomes evident that the energy profiles are smoothened as longer times were 
sampled in each window. This indicates that the NP explored more widely their rotational 
degrees of freedom. The local energy minima visited by the NPs is a consequence of the 
formation of a suboptimal network of salt bridges between metal charged beads and sodium 
counterions at different NP orientations. 
To understand better the dynamics of the surrounding ions, we computed the residence time of 
each binding event onto the metallic surfaces. Figure D-4b shows the residence time for P2 
(i.e. sampling for 250 ns when CV1 ≤ 1.2 nm) in the two test cases, that is, an NP with total 
charge -40 e (charge density 1.9 e nm-2) at an ionic strength of 30 and 70 mM. Even though 
most of the binding events persisted for less than 50 ns, there was a non-negligible number of 
ions permanently bound to the particles. In order to ensure that these ions were not kept in their 
position by steric traps, we calculated the same residence times as a function of the inter-
particle distance (CV1, Figure D-4c). Interestingly, as the NPs came closer together, the 
number of high-residence binding events increased. This trend suggests that the binding of the 
ions was mediated by electrostatic interactions, which were enhanced as the two rigid bodies 
approached each other. 
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Figure D-4. Assessment of the best sampling protocol. a. PMF profiles obtained for NPs with a net 
charge of -40 e (charge density 1.9 e nm-2) in a solution of ionic strength 30 mM (top panel) and 70 mM 
(bottom panel). b. Residence time of sodium ions binding onto the surface of the NPs for the protocol 
P2. The solid lines show the average and standard deviation calculated from the windows with CV1 ≤ 
1.2 nm. c. The residence time of sodium ions as a function of the inter-particle distance CV1 for protocol 
P2. 
Based on these results, we adopted two approaches that could enhance the sampling of the 
diffusion of the sodium counterions. The first of these approaches, P3, consisted of the manual 
replacement of the persistent ions with bulk water molecules. Upon this replacement, a new set 
of ions appeared in the same halo-like structure (Figure 41). Since the relative position of the 
hydrophobic NPs and the respective salt bridges differ from P1 and P2, the free energy profiles 
varied slightly (Figure D-4a). Nonetheless, P3 introduced an abrupt alteration to the free 
energy landscape leading to an instantaneous push of the system away from its thermodynamic 
equilibrium. In light of these observations, a final strategy, P4, was considered. In the protocol 
P4, the conformational space of the counterions was extensively sampled by performing a 
simulated annealing prior to the data collection run. As can be seen from the two test cases 
exhibited in Figure D-4a, the proper phase space sampling leads to a significant decrease in 
the free energy of aggregation. P4 was the chosen sampling protocol for the simulations 
discussed in Chapter VII. 
It is important to note that the sodium ions’ residence times computed from our CG models 
offer a qualitative description of the lability of the counterions present, rather than structural 
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insights on their exact binding mode onto metal NPs. Thus, in order to verify the results of our 
CG models, we performed MD simulations with atomistic representations of equivalent citrate-
capped AuNPs in electrolytic solutions. These simulations enabled us to calculate, at a finer 
resolution, the residence time of the sodium counterions. Indeed, our atomistic simulations of 
citrate-capped AuNPs displayed the same trend. As the charge density of the NP increased, the 
sodium ions became more affine for the NP’s surface, thus binding for longer times (Figure 
D-5). 
 
Figure D-5. Distribution of the residence times of sodium ions onto citrate-capped AuNPs. Only the 
persistent binding events are considered (i.e. residence times longer than 10 ns). The boxplots show the 
median of the distributions, and the error bars indicate the first and third quartiles. Simulations at ionic 
concentrations of 0, 30, 70, and 170 mM are shown in red, green, blue, and yellow, respectively. 
The setup of these atomistic simulations consisted of individual 3 nm AuNPs coated with 10, 
20, and 30 monohydrogencitrate molecules, i.e. surface charge density of 0.9, 1.9, and 2.9 e 
nm-2, respectively. The atomistic metallic core was constructed with the Wolff method 
implemented in the NanoCrystal webserver,272 as described in Appendix D.1, and its 
nonbonded parameters were taken from Heinz and co-workers.304 The monohydrogencitrate 
molecules were parametrized with the GAFF force field197 (charges derived with the restrained 
electrostatic potential method203,317). The coating ligands, which were frozen throughout the 
simulation, were placed with their two terminal carboxylate groups pointing toward the gold 
core, as elucidated with DFT calculations.434 The system was solvated in electrolytic solutions 
(𝐼 = 0, 30, 70, and 170 mM) using the TIP3P water model191 and AMBER14SB ions.499 Each 
combination of surface charge and ionic strength was simulated for 250 ns. 
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D.4 Absorbance profiles 
 
Figure D-6. UV-Vis absorbance profiles for 3.5 (a), 13.0 (b), and 36.9 nm (c) citrate-capped AuNPs at 
different sodium chloride concentrations. 
D.5 Correlation between well depth 𝝐𝒊𝒊 and free energy of dimerization 
 
Figure D-7. Correlation between the hydrophobicity of the metal NPs (as described by the well depth 
𝜖𝑖𝑖) and the free energy of NP dimerization. 
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D.6 Shear planes distributions 
 
Figure D-8. Distribution of the position of the shear planes of each surface charge density 𝜎. The points 
of each distribution result from a fit for a different number of points of the sodium ions’ RDF. The 
boxplots show the median of the distributions, the upper whiskers extend to the last datum smaller than 
the third quartile plus the first-third inter-quartile distance, and the lower whiskers extend to the first 
datum greater that the first quartile minus the first-third inter-quartile distance. 
D.7 Coarse-grain models for metal nanoparticles 
D.7.1 The building of coarse-grained hydrophobic nanoparticles 
The metal NP employed in this study consisted of 126 beads arranged in rings stacked on top 
of each other as described elsewhere (Figure D-9a).294,303,400,465 The beads were assigned the 
C1 type as incorporated in the Martini-v2.2P force field,181,212 and which corresponds to a 
purely hydrophobic moiety. Moreover, the mass of an NP represented at the atomic level was 
distributed on all the available beads of the CG model. This mass corresponded to a value of 
556 u.m.a. per bead. The spherical shape of the NPs was retained by imposing an elastic 
network with a force constant of 15,000 kJ mol-1 nm-2. The elastic network united each bead 
with its six nearest neighbors as well as its farthest neighbor (Figure D-9a). 
D.7.2 The building of charged nanoparticles for the building of dispersion state phase 
diagrams 
In this study, we used implicit-ligand models for our charged metal NPs. In detail, our capped 
NPs were represented as hydrophobic cores with a partial charge in certain surface beads. For 
the construction of these bodies, we employed the same algorithm as for naked NPs (Appendix 
D.7.1) modifying the charge of selected hydrophobic beads according to the target charge of 
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the NP (Figure D-9b). The sites were selected by uniformly shuffling all the beads according 
to their spherical coordinates. The charge of each bead was chosen as -2 e to mimic the most 
populated deprotonation state of citrate molecules onto spherical AuNPs.435 For example, an 
NP with a total charge of -40 e (charge density 1.9 e nm-2), had 20 surface beads with a charge 
of -2 e, each. Importantly, our charged-sphere-models are valid for AuNPs coated with small 
dianionic capping agents. Consequently, the phase diagrams derived from these model NPs 
describe the dispersion state of AuNPs in the presence of ligands like citrate, cyclic oxocarbons, 
and dicarboxylic acids. 
 
Figure D-9. Graphical representation of the models employed for the various studied components. a. 
The naked metal NPs (orange) were constructed from a series of concentric rings stacked over one 
another and held together by an elastic network. b. An explicit CG model for citrate (cyan) was built as 
three charged beads, and it was used only to calculate 𝛥𝐺𝑑𝑒𝑠𝑜𝑙𝑣
𝑙𝑖𝑔
. The citrate-capped NPs used to derive 
the dispersion state phase diagrams were modeled as hollow spheres conformed by hydrophobic beads, 
some of which carried a formal charge. The number of charged sites was proportional to the net charge 
of the NP. c. Initial placement of two NPs immersed in a saline solution for the PMF calculations. 
D.8 Gold nanoparticles transmission electron microscopy images 
 
Figure D-10. TEM images and size distribution of the synthesized AuNPs. a. 3.5 nm AuNPs (3.53 ± 
0.74 nm). b. 13.0 nm AuNPs (13.0 ± 0.89 nm). c. 36.9 nm AuNPs (36.9 ± 2.4 nm). 
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APPENDIX E. SUPPLEMENTARY SIMULATIONS OF 
PEPTIDE-COATED METAL NANOPARTICLES 
E.1 Nanocarrier binding in equilibrium simulations 
 
Figure E-1. Distance between the COM of the functionalized gHNP and the COM of the membrane 
for each of the three CG MD replica simulations. The two membranes used throughout the study were 
pure POPC (top panel) and POPC:CHOL (55:45, bottom panel). 
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Figure E-2. Distance between the COM of the gH peptide and the COM of the membrane for each of 
the three CG MD replica simulations. The two membranes used throughout the study were pure POPC 
(top panel) and POPC:CHOL (55:45, bottom panel). 
 
Figure E-3. Distribution of the rolling angle 𝜑𝑟𝑜𝑙𝑙 for each of the six gH peptides grafted to the 




Figure E-4. Distance between the COM of the naked NP0 and the COM of the membrane for each of 
the three CG MD replica simulations. The two membranes used throughout the study were pure POPC 
(top panel) and POPC:CHOL (55:45, bottom panel). 
 
Figure E-5. Distance between the COM of CitNP and the COM of the membrane. The two membranes 











ATCC American Type Culture Collection 
AuNC Gold nanocluster 
AuNP Gold nanoparticle 





COM Center of mass 
CPP Cell-penetrating peptide 
CSS Cascade Style Sheets 
CV Collective variable 
Cys Cysteine 
DCM Dichloromethane 
DCS Differential centrifugal sedimentation 
DLS Dynamic light scattering 
DLVO Derjaguin-Landau-Verwey-Overbeek 
DMEM Dulbecco’s modified eagles medium 
DMF Dimethylformamide 
DMSO Dimethyl sulfoxide 
DOI Digital object identifier 
DOSY Diffusion ordered spectroscopy 
ESI-MS Electrospray ionization-mass spectrometry 
EtOAc Ethyl acetate 
EtOH Ethanol 
FCC Face-centered cubic 
FDA Food and Drug Administration 
FF Force field 
FN False negatives 
FP False positives 
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GUI Graphical user interface 
HCP Hexagonal closely packed 
HeLa Human cervix epithelioid carcinoma 
HEPES 4-(2-Hydroxyethyl)-1-piperazineethanesulfonic acid 
His Histidine 
HSV-1 Herpes simplex virus type 1 
HTML Hypertext Markup Language 






MC Monte Carlo 
MD Molecular dynamics 
MeOD Deuterated methanol 
MeOH Methanol 
Met Methionine 
MM Molecular mechanics 
MST Microscale thermophoresis 




NMR Nuclear magnetic resonance 
NP Nanoparticle 
NPT Isobaric-isothermal ensemble 
NVE Isochoric-isoenergetic (microcanonical) ensemble 
NVT Isochoric-isothermal (canonical) ensemble 
OT Octanethiol 
PAE Polyoxyethylene alkyl ethers 
PAGE Polyacrylamide gel electrophoresis 
PBC Periodic boundary conditions 
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PC Phosphatidylcholine 
PDB Protein Data Bank 
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PMF Potential of mean force 
POPC 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 
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QM Quantum mechanics 
RDF Radial distribution function 
RESP Restrained electrostatic potential 
RMSD Root mean squared displacement 
SAXS Small angle X-ray scattering 
SDS Sodium dodecyl sulfate 
SEM Scanning electron microscopy 
Ser Serine 
SPAD Single-photon avalanche photodiode 
SPR Surface plasmon resonance 
STEM Scanning transmission electron microscopy 
TEM Transmission electron microscopy 
THF Tetrahydrofuran 
Thr Threonine 
TI Thermodynamic integration 
TN True negatives 
TOAB Tetraoctylammonium bromide 
TP True positives 
Trp Tryptophan 
Tyr Tyrosine 
UA United atom 
US Umbrella sampling 
UV Ultraviolet 
Val Valine 
VCD Vibrational circular dichroism 
Vis Visible 
v-rescale Velocity rescale 
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