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On considere des systemes de numeration ou la base est definie par une recurrence lineaire 
a coefficients entiers. Nous montrons que, si la recurrence verifie une certaine propriete, la fonction 
de normalisation qui transforme toute representation dun entier en sa representation normale- 
obtenue par l’algorithme glouton habitue]-peut &tre realiste par un automate fini. L’addition est un 
cas particulier de la normalisation. Les mimes questions sont ttudiles pour la representation des 
nombres reels en base H, ou U est un nombre reel >l, en rapport avec la dynamique symbolique. 
Abstract 
Frougny, Ch., Systemes de numeration lineaires et &representations, Theoretical Computer Science 
94 (1992) 2233236. 
Numeration systems where the basis is defined by a linear recurrence with integer coefficients are 
considered. We prove that, when the recurrence satisfies some property, the function of normaliz- 
ation which transforms any representation of an integer into the normal one-obtained by the 
greedy algorithm-can be realized by a finite automaton. The addition is a particular case of 
normalization. The same questions are discussed for the representation of real numbers in basis 0, 
where 0 is a real number >l, in connection with symbolic dynamics. 
1. Introduction 
Dans ce papier nous nous inttressons i des systtmes de numtration od la base n’est 
pas une progression gkomtitrique, mais une suite d’entiers donrke par une relation de 
rkurrence linkaire, dont le paradigme est la suite des nombres de Fibonacci. I1 est bien 
connu que tout entier peut &tre reprtkentt dans le systkme de numixation de 
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Fibonacci en utilisant les chiffres 0 et 1. La representation n’est pas unique, mais l’une 
d’entre elles est distinguee, celle qui ne contient pas deux 1 conslcutifs (cf. [13, 81). 
Plus gineralement, soit U une suite strictement croissante d’entiers. L’algorithme 
glouton habitue1 fournit une representation en base U de tout entier, que nous 
appelons representation normale. La normalisation est la fonction qui associe a toute 
representation sur un alphabet quelconque d’un entier la representation normale de 
cet entier. Pour effectuer l’addition de deux entiers represent& en base U on ad- 
ditionne les deux representations chiffre a chiffre a partir de la droite, sans retenue, ce 
qui donne un mot sur l’alphabet double. 11 reste ensuite a normaliser ce mot pour 
obtenir la representation normale de la somme. Ainsi l’addition peut &tre vue comme 
un cas particulier de la normalisation. 
Dans les systemes que nous considtrons, la base est definie par une relation de 
recurrence lineaire d’ordre m 2 2 
u n+m=alu,+,-l +...+a,u,, 
ou ai, 1 < i < m appartient a Z, a, # 0. 
Nous appelons ces systemes de numeration spstkmes de numdration liniaires. 
Nous utilisons les automates finis comme un modele de calcul qui est “simple”, 
puisqu’il ne requiert qu’une memoire finie. Nous prouvons tout d’abord que, si 
l’ensemble des representations normales est reconnaissable par un automate fini, alors 
la normalisation est calculable par automate fini si et seulement si l’ensemble des mots 
valant 0 en base U est reconnaissable par un automate fini (Proposition 2.1). A chaque 
mot on associe un polynbme. Nous montrons que l’ensemble des mots dont le 
polynome associe est dans l’ideal engendre par le polynome caracteristique P de la 
recurrence lineaire est reconnaissable par un automate fini si et seulement si P n’a pas 
de racine de module 1 (Theoreme 2.7). Ce resultat donne une condition nlcessaire 
pour que la la normalisation en base U soit calculable par un automate fini. 
On traite de la m&me facon de la representation des nombres reels en base 0 ou 9 est 
un nombre reel > 1. La @representation normale d’un nombre reel est appelee 
Q-dtveloppement ou &expansion dans la litterature [ 123. 
La notion de normalisation est definie pour une B-representation comme ci-dessus. 
Si 0 est un entier algebrique, une construction similaire a celle effectuee pour les 
nombres entiers permet de lier la reconnaissabilite de l’ensemble des mots infinis 
valant 0 a la propriete du polyndme minimal de 6, de ne pas avoir de racine de module 
1 (Theoreme 3.9). 
Le d-shift est la fermeture de l’ensemble des mots infinis qui sont 8-developpements 
des nombres de [0, l[. Nous montrons que si l’ensemble des G-representations de 1 est 
reconnaissable par un automate fini alors le o-shift est un systeme dynamique sofique 
(Theoreme 3.12). Ceci permet de montrer que la normalisation est calculable par 
automate fini si et seulement si l’ensemble des mots infinis valant 0 en base 8 est 
reconnaissable par un automate fini. 
On en deduit que si Q est un nombre de Pisot, alors la normalisation en base 0 est 
calculable par automate fini sur tout alphabet ~ et l’addition aussi - (Corollaire 
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3.15). Si 8 est un nombre de Salem il existe des alphabets sur lesquels la normalisation 
n’est pas calculable par automate fini. 
Comme les entiers et le nombre d’or (1+&)/2 sont des nombres de Pisot, nos 
resultats s’appliquent aux systemes de numeration plus classiques. 
Nous ne donnons ici que des indications de preuves. Les demonstrations completes 
se trouvent en Frougny [6, 73 . 
2. Les entiers 
2.1. ReprPsentation des entiers 
Nous ne considerons que des nombres positifs. Un systgme de numiration est la 
don&e d’une suite strictement croissante U = (u,),~ 0 d’entiers positifs, avec u. = 1, 
appelee base, et dune partie finie C de N, l’alphabet des chiffres. Une reprkentation 
d’un entier N dans le systeme (U, C) est un mot do.. d, du monoi’de libre C* tel que 
N=dou,+...+d,uo. 
Etant don& (U, C), X: C* +N est l’application qui donne la valeur numerique 
~(dO...d,)=dou,+~~~+d,uo. 
Soit U = (u,),,~~ une suite strictement croissante d’entiers avec u. = 1. Tout entier 
positif N admet une representation dans la base U par l’algorithme suivant (folklore): 
Etant donnes des entiers x et y on note 4(x, y) et r(x, y) le quotient et le reste de la 
division euclidienne de x par y. 
Soient n>O tel que a,,<N<u,+r, do=q(N,~,)et ro=r(N,u,),di=q(ri~l,u,~i)et 
ri=r(ri_lra,_i)pour i=l,...,n. Alors N=dou,+...+d,uo. 
Pour O<i<n, di<u,_i+l/u,_i; done si ~,,+r /u, est borne par une constante 
positive K pour tout n 20 (K minimal), alors 0 < di <K - 1. A = (0, 1, . . . , K - 1) est 
appele l’alphabet canonique des chiffres associe a la base U, et (U, A) est le systime de 
numhration canonique associe a U. 
La representation do.. . d, fournie par cet algorithme est dite reprisentation normale 
de l’entier N en base U et est notee (N) = do.. . d,. La representation normale de 0 est 
le mot vide E. La representation normale d’un entier N est la plus grande dans l’ordre 
lexicographique de toutes les representations de N de meme longueur en base U. 
Soit C une partie finie de N. La normalisation vc est la fonction qui associe a un mot 
fde C* la representation normale de l’entier represent& parf 
Vc . C* -+A*, 
Pour faire la somme de deux entiers N et P represent& parf=fo .fk et g = go.. gj 
dans (U, A), on additionnefet g chiffre a chiffre a partir de la droite sans retenue. Soit 
f@g=fo . . . . fk_j_l(fk_j+gO)...(,fk+gj) (si k>j), qui est un mot de (0 ,..., 2K-2). 
L’addition de N et P se reduit a la normalisation def@ g. 
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Les systdmes de numkration 1inCaires ont une base definie par 
ll n+m=alu,+,-l +...+amun, 
aiEZ, 1 dibm, a,#O. 
Le rapport u,+ t/u,, est alors borne pour tout n>O et l’alphabet canonique est inclus 
dans (0, . . ..K-1) avec K<max(a, +...+a,,,, max{ui+r/uiIO<i<m-2)). 
Exemple 1. Le systeme de numeration de Fibonacci 9 est defini par la suite des 
nombres de Fibonacci 
U n+z =u,+1 t-u,, 
l&)-l, u, =2. 
L’alphabet canonique est (0, 1). Les representations de l’entier 24 dans 9 sur (0, l} 
sont 
21 13 8 5 3 2 1 
101111 
110011 
110100 
1 000011 
1000100 
La representation normale de 24 est 1000100. La representation normale d’un 
entier dans 9 est celle qui ne contient pas deux 1 consecutifs (cf. [ 131). 
2.2. Normalisation des mots jnis 
Dans cette section nous cherchons a caracteriser les bases U telles que la normalisa- 
tion y est calculable par automate fini. 
Tout d’abord nous donnons quelques definitions. On trouvera toutes precisions 
dans Eilenberg [S] et Berstel [l] . Un sous-ensemble d’un monoyde libre E* est dit 
reconnaissable s’il est reconnu par un automate fini. Les parties reconnaissables de 
E* sont exactement les parties rationnelles de E* par le theoreme de Kleene. Un 
transducteur Y est un automate fini dont les a&es sont ttiquetees par des couples de 
E* x F*. Une fonction cp: E* +F* est calculable par automate jni si son graphe est 
reconnaissable par un transducteur (ces fonctions sont appellees rationnelles dans la 
litterature). 
On suppose que le polynome caracteristique P(X) = X” -a, X”- ’ - ... -a, de 
U a une racine reelle 8> 1 qui est plus grande que le module de ses conjugues. A est 
l’alphabet canonique et L(U)cA* est l’ensemble des representations normales en 
base U des entiers. 
Soit c > 0 un entier. Dans toute la suite, on notera C = (0, . . . , c> et c = { - c, . . . , c}. 
On note Z(U,c)={f=f,...f,EC1*JfOu,+...+f,ug=O}. 
On a alors la proposition suivante. 
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Proposition 2.1. Si l’ensemble des reprhentations normales L(U) est rationel alors la 
normalisation vc: C* +A* est calculable par automate jini si et seulement si l’ensemble 
Z( U, c) des mots de c* valant 0 en base U est reconnaissable. 
SchCma de la demonstration. Soientfet g deux mots de C*. On notefe g le mot de 
c* egal g la difftrence defet g chiffre g chiffre B partir de la droite. Le graphe de vc est 
;={(j&C* xA*I~EL(U),~@~EZ(U,C)}. N ous montrons que si L(U) et Z(U, c) 
sont rationnels alors; est rationnel, et< est calculable par automate fini. 
Rkiproquement si vc est calculable par automate fini alors L(U) est rationnel. 
Nous montrons d’abord que \lc est une fonction i dljfhence born&e, c’est-g-dire 
satisfait la proprikti: suivante: il existe k>O tel que pour tout f~(C\{o})c*, 
( vc( ,f) I- 1 f‘l < k. Ensuite, en utilisant un rksultat d’Eilenberg et Schtitzenberger, on 
peut prouver que% ’ 0 vc = { (,fi y)K* x C* 1 T-C(~) = n(y)} est reconnaissable par un 
transducteur d’un type spCcia1: les transitions sont ktiquetles par des tlkments de 
C x A, et i tout itat initial de I est associi une fonction d’entrCe y:I-+C* et une 
fonction de sortie 6:I+A* telles que VieI, I?(i)1 <k et IS(i)1 <k (voir [14]). A partir 
de ce transducteur on construit un autre transducteur qui reconnait 
z(u,c)={foyI(~Y)EI’~OI’}. 0 
I1 est remarquable qu’il existe des fonctions v qui sont calculables par automate fini 
et telles que l’ensemble Z= {f@ gl (.f, ~)EV~O v } n’est pas rationnel, comme on peut le 
voir sur l’exemple suivant. 
Exemple 2. Soit v:{O, l}* -10, l}* le morphisme dkfini par v(O)=& et v(l)= 1. Alors 
Z=jh=f~g~~-l,0,1}*~/f~~=~g~~}={l1~{-l,0,1}*~~h~~=~h~-~} qui n’est pas 
un ensemble rationnel de { - l,O, l}*. 
2.2.1. Reconnaissabiliti et division 
A chaque mot de P on associe un polyn6me de Z[X]: 
f=fo...fn~~*~F(X)=fbX”+...+f,. La norme de Gauss de F est 
/I F II= maxi, O.n Ifi 1. On a done une correspondance entre mots de c* et polyn6mes 
de Z[X] de norme au plus c. 
Soient (P) l’idtal de Z[X] engendrC par P, et I(P, c) la trace sur c* de (P), c’est- 
i-dire 
L’ensemble des facteurs gauches des klkments d’un langage L est not6 FG(L). 
Nous donnons une construction qui permet de relier la reconnaissabilitl de I( P, c) 
par un automate i la division euclidienne des polyndmes de (P) par P. 
Proposition 2.2. L’ensemble I (P, c) est reconnaissable par un automate jini si et seule- 
ment si le nombre de restes de la division euclidienne par P des polyndmes associ6s aux 
mots de FG(I(P, c)) est jini. 
228 Ch. Frouyn) 
Le reste R(F, P) de la division de F par P est un polyn6me de degrk au plus m- 1. 
A R(F,P) on associe le mot rP(f)=ro(f)...r,_,(,f), dont les lettres ri(f) sont les 
coefficients du polyn6me R(F, P). Nous dirons que rp(f) est le reste de la division de 
f par P. 
L’6quiualence ti droite modulo I(P, c) est not&e ‘v,(~,~,: si f et g sont deux mots de 
C*,fmlCP,C)g si et seulement si V’lz~c*, fhEl(P,c)oghEZ(P,c). 
Lemme 2.3. Si f et g sont duns FG(I( P, c)) alors 
.f- I(P.C)g 0 rp(f)=rp(g). 
DCmonstration de la Proposition 2.2. 11 est classique que I( P, c) est reconnaissable par 
un automate fini si et seulement si l’tquivalence B droite modulo I( P, c) est d’index fini 
(cf. [5]). Les mots de c* qui n’appartiennent pas d FG(I(P, c)) sont mis dans une seule 
classe modulo I(P, c). D’aprh le lemme ci-dessus, il y a bijection entre les classes 
i droite modulo I(P, c) et les restes de la division par P des mots de FG(I(P, c)). I7 
Quand le nombre des restes par P des mots de FG(I(P,c)) est fini, la construction 
explicite de I’automate fini minimal ;d = (c, Q, I, T) reconnaissant I(P, c) s’ensuit: 
(i) l’ensemble (fini) d’ktats Q est &gal B I’ensemble des restes par P des mots 
de FG(I(P, c)), c’est-i-dire l’ensemble des classes g droite modulo I(P, c): 
Q={Cfl I(p,c) =rp(.f)I,f~EFG(I(P,c))J; 
(ii) l’ensemble des &tats initiaux I est {[E],~~,~,}; 
(iii) l’ensemble des ttats terminaux est T= {[v]~(~,~, [v~l(P, c)} = ([E]~~~,~,}; 
(iv) les transitions sont de la forme [f]rcp,,,~[fu],cp,C, oti a~(?. 
Exemple 3. Soit P(X) = X2 -X - 1 le polyn6me caractkristique de la suite de 
Fibonacci et c’= { - l,O, 1). On note [.I au lieu de [.],Cp,CJ. L’automate fini qui 
reconnait I(P, 1) est dessint dans la Fig. 1. 
Puisque tous ces polynhmes appartiennent 6 Z[X] on a le resultat suivant. 
Corollaire 2.4. L’ensemble I( P, c) est reconnuissuble par uutomutejini si et seulement si 
les coQicients de lu division par P des mots de FG(I(P,c)) sent born&. 
Ce rtsultat amhe ri poser la question suivante: quels sont les polyn6mes P tels que 
la division d’un polynhme F de (P), de norme au plus c, produise des coefficients 
Fig. I 
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born&s par une constante ne d&pendant que de P et de c, et ceci pour tout c positif. 
DCfinition 2.5. Un polyndme P de C[X] satisfait la propriktk de division bornke 
((DB)) si, pour tout c > 0, il existe une constante p( P, c) telle que pour tout polynbme 
F de C[Xl, F = PQ, QK[X], II F II <c, impliquent I/ Q 1) <lj(P, c). 
Proposition 2.6 (Btzivin [3]). Les polynBmes satisfaisant la proprikt& de division 
born&e sont exactement les polyndmes sans racine de module 1. 
De cette caractlrisation nous dlduisons la caracttrisation suivante. 
ThCorCme 2.7. L’ensemble des mots de c”* dont le polynBme assock? appartient ri (P) 
est reconnaissable par un automatejini pour tout entier positifc si et seulement si P n’a 
pas de racine de module 1. 
Exemple 4. Le polyn6me de Fibonacci P(X) = X2 -X - 1 n’a pas de racine de module 
1, done Z(P, c) est reconnaissable pour tout c k 1. 
Exemple 5. Soit u, + 2 = u, + 1 + 2u, et P(X) = X2 -X - 2 = (X + 1)(X - 2) son poly- 
&me caracteristique. On vkrifie que I(P,3)n(-1) (3(-3))*1(3(-3))*2= 
{ (- 1)(3( - 3))p1 (3( - 3))p2 ( p 20). Comme cet ensemble n’est pas rationnel, I( P, 3) 
n’est pas rationnel non plus. 
2.2.2. Reconnaissabilitk de l’ensemble des mots valant 0 en base U 
Une condition nickssaire pour que Z( U, c) soit reconnaissable est que le polyn6me 
caractkristique P n’ait pas de racine de module 1. Inversement les conditions initiales 
de la rtcurrence doivent etre telles que Z(U,c) soit prolongeable $ droite d’une 
man&e bornte. 
ThCorCme 2.8. (i) Si P a une racine de module 1, alors il existe c0 > 0 tel que pour tout 
c 3 c,,, Z( U, c) n’est pas reconnaissable. 
(ii) Si P n’a pas de racine de module 1 et si pour tout c > 0 il existe une constante 
d = d(c, P) 2 c telle que Z( U, c)= FG(Z( P, d)) n c*, alors Z(U, c) est reconnaissable pour 
tout c > 0. 
Tout d’abord on montre le rksultat suivant. 
Proposition 2.9. Si Z(U, c) est reconnaissable alors I(P, c) est reconnaissable. 
SchCma de la dkmonstration. On montre que si f est un mot de FG(I(P,c)) alors 
Cfl I(P,c) = Cflzc”,c,~ Puis on montre qu’une classe d’kquivalence modulo Z(U,c) ne 
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peut contenir qu’un nombre fini de classes modulo Z(P,c). Enfin, si Z(U,c) est 
reconnaissable alors le nombre de classes modulo Z(U, c) est fini. Ainsi le nombre de 
classes modulo Z(P, c) est fini et I(P, c) est reconnaissable. 0 
Dkmonstration du ThCoreme 2.8. (i) Si P a une racine de module 1 il existe c0 >0 tel 
que pour tout c 3 cO, I(P, c) n’est pas reconnaissable (Thkorkme 2.7). La Proposition 
2.9 donne la conclusion. 
(ii) Si P n’a pas de racine de module 1, alors pour tout d, I(P,d) est reconnaissable 
(ThkorZme 2.7). Puisque l’ensemble des facteurs gauches d’un ensemble reconnaiss- 
able est encore reconnaissable, la conclusion s’ensuit. q 
3. Les nombres rCels 
3.1. Reprdsentation des nombres r6el.s 
Soient 0 > 1 et .X 2 0 deux nombres rkels. Toute suite infinie d’entiers positifs (z,),~ 0 
telle que x=~~~~z, F” est une H-reprksentation de x. Une Q-reprksentation par- 
ticulikre, appelle H-dPaeloppement ou H-expansion, peut etre calculke par l’algorithme 
suivant (cf. 1121). 
On note [y] et (J} la partie entikre et la partie fractionnaire d’un nombre y. 
Soient x0 = [xl, r0 = {x), et, pour i>l: xi=[Bri_,] et ri={Qri_l]. Alors 
_Y=&oXkB-k. 
Pour i> 1, si <H. Si HEN, I’alphabet canonique est A = (0, .., d- 1) et si 
Q$N, A = (0, . , CO]). On i.crit x = sO.xl x2.. oh le point s&pare partie entike et partie 
fractionnaire. Le O-dtveloppement de x est la 0-reprksentation normale de x et c’est la 
plus grande dans l’ordre lexicographique de toutes les Q-reprtsentations de x. 
I1 est clair que si 0 = to2 1 t2.. . est le &dkveloppement de 8, alors 1 =O.totl . . . . Le 
mot infini totI . . . est not6 d(1) et appelk abusivement le 0-dtveloppement de 1. Soit 
XE [0, 1 [ de O-ditveloppement 0.x1x2 Le mot infini x1 x2 . . . E AN est aussi appeli: 8- 
dkveloppement de X. 
Soit C un ensemble fini d’entiers, et A l’alphabet canonique. On dkfinit, comme 
pour les entiers, la fonction de normahation vc : C” + A”, qui associe i un mot infini 
(yn),, de valeur numtrique x en base 8 le O-dkveloppement de x. 
Soient DB l’ensemble des H-dtveloppements des nombres de [0, l[, et d:[O, l]- 
DB u {d(l)} la fonction qui envoie x # 1 sur son Q-dlveloppement d(x) et 1 sur d( 1). La 
fermeture de DH dans A” est not&e S,; on a SB = DH u {d(l)}. SB est invariant par le 
shift. On l’appelle le H-shift (voir [2, 41 ). Le B-shift est un systkme dynamique de type 
jini si l’ensemble de ses facteurs finis L(S,) est dtfini par l’interdiction d’un nombre fini 
de mots. Alors S0 est de type fini si et seulement si d(1) est fini (i.e. se termine par une 
infinitk de 0) [lo]. 
SH est un systkme dynamique sojque si L(S,) est reconnaissable par un automate 
fini. On rappelle que le Q-shift SB est sofique si et seulement si d(1) est ultimement 
pkriodique [a]. 
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La nature du B-shift est lice aux proprittes arithmetiques de 8. Soit I!I un entier 
algebrique > 1. 0 est un nombre de Pisot si ses conjugds sont en module < 1. 0 est un 
nombre de Salem si ses conjugues sont en module < 1, 1 atteint. 8 est un nombre de 
Perron si ses conjugues sont en module ~0. 
Si 19 est Pisot alors le B-shift S0 est sofique [lo] . 
Si Se est sofique alors 0 est Perron [9] . 
3.2. Normalisation des mots injinis 
Nous donnons ici des conditions sur H sous lesquelles la normalisation est calcu- 
lable par automate fini sur tout alphabet. 
Un sous-ensemble de E” est dit reconnaissable si c’est le comportement infini d’un 
automate fini. Une fonction cp:E”+F’U est calculable par automatejini si son graphe 
est le comportement infini d’un transducteur. 
Comme pour les entiers, nous nous interessons d’abord a l’ensemble des mots 
infinis de c” valant 0 en base 8, Z(O,C)={S=(S,),~~E~~~C~~~S,~)-“=O}. 
A chaque mot infini s = (s,),,$,, de c”” on associe une strie formelle 
S(X)=Cn>,O~,Xn de Z[[X]] dont la norme de Gauss est IIS(I =~up,,~~~s~I 6~. 
3.2.1. Reconnaissabilitk et dioision 
Une construction semblable a celle que nous avons faite dans le cas des mots finis 
relie la reconnaissabilite de Z(fI, c) a la division de polyndmes par le polyndme X - 0. 
Soit FG(Z(B,c)) l’ensemble {wE(?*)~sE~~, ws~Z(g,c)}. 
Proposition 3.1. Soit 6 un nombre r&e1 > 1. L’ensemble Z(9,c) des mots de c” Galant 
0 en base Q est reconnaissable si et seulement si le nombre de restes de la division 
euclidienne par X-8 des polyn6mes associb aux mots de FG(Z(B, c)) est jini. 
SchCma de la dkmonstration. Soient f=fO. ..fn et g =gO. ..gk EC*. f et g sont 
t?quiualents d droite modulo Z(0, c) si pour tout SE(?, fs~Z(g, c) si et seulement si 
YSEZ(8, c). 
Soit F(X)=&X” + ... +fn et G(X)=goXk + ... +gk. On denote par re(f) (rO(y)) le 
reste de la division de F (G) par X - 8. 
Lemme 3.2. Soienr ,f et g duns FG(Z(B, c)) 
.f- ~(0.~~ 9 - rd.f) = r&7). 
Si Z(g, c) est reconnaissable, on sait qu’alors l’equivalence + z(B,cJ est d’index fini. 
Reciproquement, si le nombre de restes est fini alors le nombre de classes modulo 
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Z(0, c) est fini. On construit alors, comme plus haut, un automate fini B = (c”, Q, I, T) : 
(i) l’ensemble (fini) des etats Q est {[.f]Z(B,ck =re(,f)I~~EFG(Z(B,c))j, 
(ii) l’ensemble des etats initiaux I est {[E]~(~,~,} =O, 
(iii) tout itat est terminal T=Q, 
(iv) les transitions sont de la forme [.f]zce,c,~[,fu]zce.c, ou ace. 
Le comportement infini de 9 est egal a Z(fI,c): 
a) soit s= (s,)EZ(H, c). Alors pour tout ~20, O=[sO ...s,,]~(~,~) est un chemin 
dans B et s est l’etiquette d’un chemin infini reussi dans 2. 
b) reciproquement soit s = (s,), a 0 l’etiquette d’un chemin infini reussi d’origine 
0 dans 2. Alors pour tout n30, s,+s,X+~~~+s,X”=(l-8X)(q,,+q,X+ 
...+qn-lX”-l)+e,X” 06 e, est le reste. Ainsi e, =@‘sO + ... +s,. Comme le reste est 
borne, on en deduit que km,,, Is0 +...+s,/@’ =0 et done S(B-‘)=O. 0 
Corollaire 3.3. Si c 3 [O] et si Z(0, c) est reconnaissable alors 0 est un entier algkbrique. 
Dbmonstration. Soit d( 1) = (t,),3 1 le H-developpement de 1. Alors (- l)t, t2.. . EZ(& c). 
Par la construction precidente, il existe n et p tels que les ttats e, = [ (- l)tI . . . tn]Zco,c, 
et enfp =C(-l)tl...t,,+,lZ(B.c, soient les mimes. Puisque e, = - 8” + tl 8”- ’ + ... + t, 
et enfp= -P+p+tlOn+p-l +...+t,+,, B est racine d’un polynome unitaire de 
Z[X]. q 
On peut done ne considerer que le cas ou 0 est un entier algebrique. 
Proposition 3.4. Soit 0 un entier algibrique > 1. L’ensemble Z(0,c) est reconnaissable 
par un automatejni si et seulement si le nombre de restes de la dicision par le polyn6me 
minimal de 0 des polyncimes associks aux mots de FG(Z(B, c)) est jini. 
Demonstration. Soit M le polynome minimal de 0. F et G ont meme reste par M si et 
seulement si ils ont meme reste par X-O. 0 
Exemple 6. Le polynome de Fibonacci P(X) = X2 -X - 1 est le polynome minimal de 
0=(1 +J5)/2. L ensemble des mots infinis sur {-l,O,l> valant 0 en base de 
Fibonacci (1+&)/2 est reconnu par l’automate de la Fig. 2, ou chaque etat est 
terminal. 
On deduit aussi de la proposition precedente le resultat qui suit. 
Corollaire 3.5. Si Z(CI, c) est reconnaissable alors pour tout (s,),,~,, EZ(H, c) et pour toute 
racine c( de module > I de M, ~n30~,~-n=0. 
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Fig. 2. 
Corollaire 3.6. L’ensemble Z(0, c) est reconnaissable si et seulement si les coejicients de 
la division par M des mots de FG(Z(tI,c)) sont born&. 
Ceci conduit a poser la definition 
DCfinition 3.7. Un polynome P de C[X] satisfait la propriete de division born&e sur 
les series (en abrtge (DBS)) si, pour tout c > 0, il existe une constante /I( P, c) telle que 
pour tout SEC[[X]] verifiant 11 S /I d c, S(A) = 0 pour toute racine I. de module < 1 de 
P, S= PT avec TEC[[X]], on ait I/ TII <p(P,c). 
Clairement si un polynome satisfait (DBS) il satisfait (DB). La reciproque est 
egalement vraie. 
Proposition 3.8. Les polyndmes satisfaisant la proprih! (DBS) sont les polynBmes suns 
racine de module I. 
On a alors la caracterisation suivante. 
ThCorkme 3.9. Soit 6’ un entier algtibrique > 1, M son polynSme minimal. L’ensemble 
Z(8, c) est reconnaissable pour tout c si et seulement si M n’a pas de racine de module I, 
et si pour tout mot injini s= (s,),~~ de Z(0, c), on a Cn3,,~,tiX-n =0 pour toute racine CI de 
module > 1 de M. 
Corollaire 3.10. Si Q est un nombre de Pisot alors pour tout c > 0, Z(0, c) est reconnaiss- 
able. 
Si 0 est un nombre de Salem alors il existe co > 0 tel que pour tout c 3 co, Z(0, c) n’est 
pas reconnaissable. 
3.2.2. 8-reprbsentations de 1 
Soit 8 un nombre reel ~1, ca[d] et E(~,c)={(s,),~~EC~I~=C.$~S,~-~} l’en- 
semble de toutes les B-representations de 1 sur l’alphabet C. Clairement 
(- l)E(& c) = Z(0, c)n (- l)CN. D’ou si Z(0, c) est reconnaissable alors E(B, c) est 
reconnaissable. Ce qui est vrai en particulier si 0 est Pisot, resultat deja montre par 
Rauzy [l l] pour c=[Q] par d’autres methodes. 
La construction donnee supra dans la Proposition 3.1 pour l’ensemble Z(Q, c) se 
transfere aistment a (- l)E(8, I’). 
Proposition 3.11. L’ensemhle E(H,c) est reconnaissable si et seulement si le nombre de 
restes de la dioision par X - H des polyndmes associh aux mots de FG( ( - 1) E(8, c)) est 
.fini. 
Thkokme 3.12. Soit c > [fl]. Si E(H, c) est reconnaissuble ulors le H-shift est sojique. 
Dbmonstration. Soit &4 l’automate des restes qui reconnait (- l)E(B, c). Puisque 
(t,,),a I est le H-dtveloppement de 1, (- l)tI r2.. est un chemin reussi dans 9. Ainsi 
iFlIt i. 
pour tout II 3 1, 0( - 1)~ P,, ou e,=-#“+t,fF’+~~~+t,. 
Par ailleurs. lorque l’on calcule le 0-developpement de 1 on trouve: 
t,=[tI], rl=jH) ,..., t,,=[fIr,_,], r,l=(Hr,_l}. Doncr,,=fI’-t,8”-‘-...-t,=-e,. 
Ainsi le nombre de ces r,, est fini. Soient N 3 1 et p > 1 les plus petits entiers tels que 
rN = rN+p. Alors t ,,r+1 =tN+p+l etr,V+,=r,+,+,...Doncd(l)=t,...t,(t,+,...tN+,)”, 
i.e. d( 1) est ultimement periodique. Par un resultat de Bertrand-Mathis [2] il s’ensuit 
que le N-shift est sofique. U 
On sait que si d( 1) est ultimement periodique, alors Q ne peut avoir de conjugue reel 
> 1 (cf. [4]). On a alors, en utilisant l’analogue du Corollaire 3.5 et des resultats de 
Parry [lo] et Lind [9]. 
Corollaire 3.13. Soit c> [HI. Si E(0, c) est reconnuissuble alors 0 est un nombre de 
Perron, dont tous les conjuyu&s sont en module -C 2, qui n’u pas de conjug& rPe1 > 1 et 
tel que si l=~,nB1~,(l-“, ut:ec s,<c, alors l=~n~l~,~~n pour tout conjuyuP c( de 
module > 1. 
Remarque 1. 11 existe des nombres de Perron 6, qui ne sont pas de Pisot tels que 
l’ensemble E(H, [O]) soit reconnaissable par automate fini, comme on peut le voir sur 
les exemples ci-dessous. 
Exemple 7. Soit 0 la racine dominante du polynome X4 -3X3 -2X2 - 3. C’est un 
nombre de Perron qui n’est ni Pisot ni Salem. On a d(l)= 3203. On montre que 
E(0, [O])= (3202)* 32030”’ u (3202)“, qui est reconnaissable par automate fini. En effet 
soit s = (s,),~ 1 un mot infini de {0,...,3)” tel que rr(~)=~,,~~s,,0-~=1. Si 
SI S7_S3 S4 > I~,_~_ 3203, z(s)> 1, car le H-developpement 3203 est plus grand dans l’ordre 
lexicographique que toutes les f%representations de 1. On montre ensuite que si 
s, s2 s3 .sq < ,cl 3202 alors rc(s) < 1. La conclusion s’ensuit. 
Exemple 8. Soit 0 la racine dominante du polynome X4 - 2X3 -2X2 -2X + 1. C’est 
un nombre de Salem et d(l)=2(211)‘“. Alors E(0,[U])=2(211)“. Pour le voir, soit 
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s=(s,),~~ un mot infini de {0,1,2}N tel que TC(S)=~,,~~S,~-“=~. On sait que si 
~~s~s~s~>~~~2211, rc(s)>l. On montre que si ~~s~s~s~<~~~2211, n(s)<l. On se 
ram&e ensuite a un ensemble fini de cas a ttudier. 
3.2.3. Application d la normalisation en base 8 
Des resultats ci-dessus on deduit que si Z(0, c), ou c 3 0, est reconnaissable alors 
SB est sofique et done que l’ensemble des B-developpements DO est reconnaissable. En 
utilisant les memes techniques que dans la Proposition 2.1 on montre que 
Proposition 3.14. La normalisation vc 
settlement si Z(0, c) est reconnaissable. 
C” +A” est calculable par automate jini si et 
Corollaire 3.15. Soit 0 un nombre de Pisot. Pour tout alphabet C, la normalisation 
vc : C” +A” en base 8 est calculable par automatejmi (et en particulier l’addition aussi). 
Corollaire 3.16. Soit 0 un nombre de Salem. I1 existe un entier c,, tel que pour tout entier 
c > cO la normalisation vc : CN + A” en base 0 n’est pas calculable par automatejni. 
Exemple 9. Soit Q=(l +J5)/2. Alors 0 est un nombre de Pisot, le H-shift est de type 
fini car d (1) = 11. La normalisation est calculable par automate fini sur tout alphabet. 
Exemple 10. Soit 0 = (3 + $)/2. Le polynome minimal de 0 est X2 -3X + 1 et 0 est 
un nombre de Pisot. On a d(l)=21”, et le Q-shift est un systeme sofique. La 
normalisation est calculable par automate fini sur tout alphabet. 
Exemple 11. Soit 6, la racine dominante du polynome X4 - 2X3 - 2X2 -2X + 1. 0 est 
un nombre de Salem et d(l)=2(211)“. I1 existe c0 tel que pour tout c 3c0 la 
normalisation sur C ne peut etre calculee par un automate fini. 
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