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Viruses have become an increasingly popular subject of physics investigation, par-
ticularly in the last decade. Advances in imaging of virus capsids—the protective
protein shells—in a wide variety of stages of assembly have encouraged physical as-
sembly models at a similarly wide variety of scales, while the apparent simplicity of
thecapsidsystem—typically,manyidenticalunitsassemblingspontaneouslyintoan
icosahedrally symmetric (rather than amorphous) shell—makes the problem partic-
ularly interesting. We take a look at the existing physical assembly models in light
of the question of how a particular assembly target can be consistently achieved in
the presence of so many possible incorrect results. This review leads us to pose
our own model of fully irreversible virus assembly, which we study in depth using
a large ensemble of simulated assembled capsids, generated under a variety of cap-
sid shell elastic parameters. While this irreversible model (predictably) did not yield
consistently symmetric results, we do glean some insight into the effect of elastic-
ity on growth, as well as an understanding of common failure modes. In particular,
we found that (i) capsid size depends strongly on the spontaneous curvature and
weakly on the ratio of bending to stretching elastic stiffnesses, (ii) the probability
of successful capsid completion decays exponentially with capsid size, and (iii) the
degree of localization of Gaussian curvature depends heavily on the ratio of elastic
stiffnesses. We then go on to consider more thoroughly the nature of the ensem-ble of symmetric and almost-symmetric capsids—ultimately computing a phase di-
agram of minimum-energycapsids as a function of the two above-mentionedelastic
parameters—and also look at a number of modiﬁcations we can make to our irre-
versible model, ﬁnally putting forth a rather different type of model potentially ap-
propriate for understanding immature HIV assembly, and concluding with a ﬁt of
this new model’s parameters to recent experimentalstructures.
A common thread between the coarse-grained models we discuss in the ﬁrst part
of the thesis is that they all depend explicitly on elastic parameters that are other-
wisecompletelyunmotivated. We thusdevotethesecondparttothequestionofhow
(elastic)modelparameterscanbedeterminedfromabinitiomethods.Modelingpro-
tein interactions as springs with very general quadratic potentials, we run atomistic
molecular dynamics simulations and analyze the trajectories to determine stiffness
tensors for these generalized springs. After a thorough examination of the mathe-
matical structure of our springs—including transformations of the stiffness tensors
into different reference frames and gauges, and an analytical formula for composing
generalized springs in series—we go on to apply the technique to measure the elas-
ticityof amatureHIVcapsidlatticebysimulatingisolatedpairsofinteractingprotein
domains. We compute the relaxation times for each bond, and for the entire lattice,
which both gives the stiffness as a physical, comparable timescale, and also provides
a way to invalidate many simulations with too short a run time. Because calculation
of the relaxation matrix requires a measurement of the diffusion of the individual
proteins, we conclude with a brief study of the effects of ﬁnite box sizes and differing
thermostat strengthson diffusion measurements from atomistic simulations.BIOGRAPHICAL SKETCH
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INTRODUCTION
In recent years the question of spontaneous assembly has arisen in many appar-
ently disconnected ﬁelds, including nanofabrication [1, 2], robotics and microelec-
tronics [3, 4], and particularly biology [5, 6]. While the assembly of many biological
structures,such as actin ﬁlamentsand chromatin, requiresenergy in theform of ATP
hydrolysis [7, 8, 9], numerousother structuresassemble spontaneously. In particular
are lipidbilayers [10, 11] and manyviruscapsids [12, 13]. In thisdissertation,we look
at several models of virus capsids. While our ultimate goal is to describe the assem-
bly process, we digress as well to mechanical models as a means of understanding
the parameters input into the assembly models.
1.1 Outline
In the following chapters we will explore some physical aspects of virus assembly in
more detail, starting with top-down models in Chapters 2–4, and then concluding
with bottom-upexperimentsin Chapters 5–7.
In Chapter 1, we provide an introduction to the biological system of retroviruses
that we generally have in mind during the rest of the thesis. Following this is a liter-
ature review of pertinent experiments in retrovirus assembly, of physical models of
virus assembly, and ﬁnally of important atomistic computationaltechniques.
Chapter 2 is taken primarily from a Physical Review E paper [14] in which we de-
scribeanirreversiblegrowthmodelforcapsidassembly. InChapter3,we lookdeeper
at the energetics of this model and the ensemble of capsids one can build. We then
move on to the dynamics in Chapter 4, exploring different parametrizations of cap-
sids, and along with this, different growth rules for transitioning between partially
1assembled capsids. We conclude this chapter by proposing a model of immaturehu-
man immunodeﬁciency virus (HIV) assembly.
Seeking to provide a microscopic motivation for these continuum models, in
Chapter 5 we explore a formalism of generalized springs, whose stiffnesses can be
calibrated by molecular dynamics (MD) data. Chapter 6 demonstratesthe use of this
technique with the mature HIV capsid and is taken from a Physical Review E rapid
communication [15]. Finally, in Chapter 7 we explore an interesting question that
arose from the MD analysis: what effect do the thermostat and the ﬁnite size of the
simulation cell have on measurements of diffusion, and can we make use of these
effects to efﬁciently measure diffusion with MD simulations?
1.2 Virus biology and structure
Viruses occupy a peculiar place in biology. Most simply, a virus consists of two ma-
jor components: the genome and the capsid. The genome is a piece of nucleic acid
(single-stranded DNA, double-stranded DNA, or RNA) that codes for the viral pro-
teins. While many viruses contain a number of auxiliary proteins (such as proteases
orreversetranscriptases),each virushasatleastonetypeofcapsidprotein(andmost
have only one—notable exceptions are the “pseudo” T-number viruses, such as the
pseudo T =3 rhinoviruses). Depending on the species, anywhere from sixty to thou-
sands of copies of this capsid protein assemble with a copy of the genome inside
(whether nucleatedaroundthegenomeas inretroviruses, or stochasticallyincluding
parts of the genome as in cowpea chlorotic mottle virus (CCMV), or pumping in the
genome after assembly ﬁnishes, as in bacteriophages). An effective working deﬁni-
tion is that a virus is a protein coat surrounding a viral genome.
Viruses come in a wide variety of shapes and sizes, ranging from sixty to thou-
2sands of proteins. In addition, most known capsids have icosahedral or cylindrical
point group symmetry [16]1, forming spheres and icosahedra in the former case, and
tubes in the latter2; in both cases, the ensemble of assembled capsids for a given
species is monodisperse (under ﬁxed environmental conditions). However, a num-
ber of species form irregular capsids, which, by their asymmetry, are almost neces-
sarily polydisperse, or pleiomorphic. Most irregular capsids are roughly spherical,
though some are more exotic: murine leukemia virus (MLV) forms tubes, and (of
particular interest recently) are the unique conical capsids of HIV. Finally, a very few
viruses form regular capsids that are less than maximally symmetric, i.e. φ29’s pro-
latecapsid,whichhasT =3endcapsconnectedbyaT =7midsection. Itisunknown
whether assembly of regular viruses is correct most of the time, or if a large number
ofincorrectly-assembledcapsidsaresomehowdigested(particularlyifthecapsidhas
holes) or discarded before the micrographsare averaged.
1.3 Retroviruses
Retroviruses, such as HIV and roussarcoma virus(RSV), are RNA virusesthat all con-
taina characteristicenzyme—reversetranscriptase—allowingtheRNA tobereverse-
transcribed into DNA and inserted into the infected cell’s nucleus. The infected cell
produces many copies of the viral proteins (in particular, the structural polyprotein,
Gag) and genome, which then aggregate at and assemble on the cell membrane be-
1It was noted early that capsids ought to be built from many identical copies
of comparatively small proteins, in order to maximize the volume available for the
genome,whileminimizingthespaceonthegenomeneededtocodethem[17]. How-
ever,pointgroupsymmetriessetanupperlimitof60unitswhichcanbejoinedequiv-
alently to form a closed convex polyhedron [17, 18]; thus many proteins must be in-
equivalent by the symmetry
2Our models will also admit ﬂat sheets, but these are obviously not biologically
viable since there is no way to package the genome.
3fore budding out of the cell as an immature virus particle. A maturation step then
takesplaceinwhichaproteasecleavesGagintoitsprimaryconstituentproteins: ma-
trix(MA),capsid(CA),andnucleocapsid(NC).TheCAdomainisfurthercomposedof
a dimer-forming C-terminal domain (CTD) and a hexamer-forming N-terminal do-
main (NTD), connected by a short peptide linker3. After cleavage, the MA remain
bound to the lipid membrane, the NC remain bound to the RNA, and some or all of
the CA end up in the mature capsid. With so many steps in the virus lifecycle, there
are a number of things to investigate: we will focus primarily on the actual assem-
bly of the immatureand mature particles,with a tabulatedsummary of key results in
Table 1.1.
1.3.1 Assembly in vitro
Campbell and Vogt [26] pioneered the process of in vitro assembly of RSV from frag-
mentsofGaginthepresenceofRNA.Therequirementofthenucleicacidledtoapro-
posed model of RNA-nucleated assembly, which was further developed by replacing
the RNA-binding zinc ﬁngers of the NC domain with a leucine zipper [31]4. Ganser
et al. [27] extended this work to HIV, using electron cryomicroscopy (cryo-EM) to vi-
sualize the cones characteristic of mature HIV, modeled as fullerene cones with the
correct discreteconeangles[35]. Liet al.[36]puriﬁedHIVtubes,allowingameasure-
3Each retrovirus has a variety of different spacer regions in addition to the three
primarydomains, such as p1, p2, and p6 in HIV (reviewed in [19, 20, 21]), and SP and
p10 in RSV.
4The leucine zipper effectively adds an artiﬁcial dimerization interface between
pairs of proteins. The fact that this rescued assembly is thought to indicate the im-
portanceoftheseGag-Gag interactions(andinparticular,dimerization)mediatedby
the RNA through the zinc ﬁngers (also known as Cis-His boxes) of the NC domain.
Because the CTD interaction is also dimeric, it is thought that the RNA-mediated in-
teraction may cause a conformational change to somehow make the proteins com-
petent to polymerize.
4Table1.1: Summaryofsomeknownretroviralassemblymorphologies
domains virus requirements morphology
CA only HIV high salt tubes
” RSV acid pH tubes, spheresa
” ” high PO3 T =1, T =3 [22]
” ” CA-SPb ” [23, 24]
” ” protonate D191 ” [25]
CA-NC HIV,RSV RNA tubes, conesc [26]
” HIV high salt tubes, cones [27]
 MA Gagd ” RNA spheresa
Full Gage ” RNA, IP6 ” [28]f
 MBD Gag RSV RNA ” [29]
Delete NC HIV,RSV in vivo no assembly
Delete MA HIV ” spheresa [30]
NC → zipper HIV ” ” [31]
Break SP helixg RSV ” tubes [32]
Unmyristoylatedh HIV ” no budding
Break late domain HIV,RSV ” ”
Full Gag ” ” spheresa,i
a except where T-numbers noted, spheres are irregular
b only a small (non-stoichiometric)amount needed
c the cones are only found from HIV
d the MA domain in this construct is missing all but the last 20aa
e this construct unmyristoylatedand missing (C-terminal)p6
domain
f in the absence of IP6, the spheres were signiﬁcantlytoo small
g the putative SP helix is discussed in [33]
h removing the N-terminal Gly residue prevents myristoylation
i it is believed that in vivo assembly can occur even with no
RNA [34]
5ment of the properties of the CA lattice. Later studies used tomographic techniques
to go beyond the two-dimensional cryo-EM images and produce three-dimensional
reconstructions of single virus particles [37, 38]. There is hope that such better pic-
tures will help to answer the question of which end of the cone forms ﬁrst.
Thesepicturesofmatureassembledcapsidsrevealedawidepolymorphisminthe
results: HIV naturally forms a variety of tubes and cones [39] with diameters around
140nm, while RSV produces irregular sphere-like capsids—sometimes described as
cofﬁnsandlozenges[40,41]—withadistributioninthedegreeofasphericity[42]and
diameters around 80nm. In addition to the natural pleiomorphism, mature HIV can
assemble spheres, tubes, or cones depending on protein mutations[43] and even on
environmental conditions such as pH [44, 45]. Immature particles of both RSV and
HIVformspheresofdifferentdiameters[46], anditwasfoundbycombiningdifferent
parts of RSV and HIV together into chimeras that CA is the determining factor of the
particle size [47].
Several important morphologies were later discovered by experimenting with
mutations and environmental conditions. One particular mutation in HIV was
found to produce very large capsids, whose surfaces were nearly ﬂat [48], leading to
high-resolution cryo-EM averaging and eventually to crystallization of an HIV hex-
amer [49]. On the other end of the spectrum, the presence of high concentrations of
divalent anions was found to produce small icosahedral T = 1 and T = 3 capsids in
RSV[22]. Similarmorphologiescanalsoresultfromdimerizationcatalyzedbyasmall
amount of CA-SP [23, 24] or by acidiﬁcation of a certain residue [25]. Inositol phos-
phate (IP6) has been shown to change the structure of Gag signiﬁcantly, resulting in
very small virus-likeparticles [28, 50].
61.3.2 Assembly in vivo
While in vitro assembly can produce capsids resembling either mature or immature
particles, assembly in live cells must proceed along the biological pathway, and thus
in vivo assembly produces only immatureparticles (although if the particles can exit
the cell and have a working protease, they will mature).
In general, viruses exit the host cell by either inducing cell death or by budding
out, the latter of which can occur either during or after assembly. Retroviruses are
known to assemble the immature capsid on the membrane, such that budding is si-
multaneouswith assembly [51, 52]. It stands to reason therefore that the membrane,
and its interaction with the MA domain [53, 54, 55] is important to the ﬁnal budded
morphology.
A large number of experiments have investigated mutations that interfere with
retroviral budding5. In particular, each retrovirus has one or more late domains—
short sequences of about four amino acids—that are critical for budding [58, 59, 60,
61,62,63]. ThecurrentexplanationisthatthelatedomainsrecruitthecellularESCRT
complexes to pinch off the budded virus, although the exact mechanism is not fully
understood[64]. Whenthelatedomainsareknockedout,theresultisalargenumber
ofnearly-completecapsidsstickingoutofthecell,butnotpinchedoff. Similarpinch-
off failure has also been observed as a result of mutations to the NC region, far away
from the late domains [65].
Kelleretal.[32]mutatedanotherregionofRSVGagtoﬁndchangedbuddingmor-
phology: while wild type immature RSV is known to be roughly spherical, breaking
the (putative) six helix bundle between the CA and NC domains forms tubes, as well
5Typically budding is observed with snapshots taken by cryo-EM, but recent ad-
vances have opened the door to observation of individual budding events in real-
time [56, 57].
7as some more exotic “chained bead” structures.
1.3.3 Gag-Gaginteractions
These studies of the effect of mutations and environment on in vitro and in vivo as-
sembly, together with improved microscopy, shed some light on the details of the in-
teractions in mature and immature capsids. The mature CA has a dimer interaction
intheCTD[66,67]anda hexamerinteractionintheNTD [68,49]. Ontheother hand,
the interactions in immature Gag are not so well understood. It has been shown that
MA trimerizes[69] and can also hexamerize. The NTD hexamer interactiondoes not
appear to be present in wild-type immature capsids [33], but the CTD dimer is likely
to be the same across both mature and immature. A domain-swapped dimer has
also been observed [70], but is not generally believed to be biologically relevant. The
most important non-dimer bond6 in immature Gag appears to be a six-helix bundle
in the spacer region between CA and NC. While NC particles do not interact directly,
they are known to be important in nucleating assembly by their RNA-mediated in-
teractions [31]. Finally, it is possible that the different interactions are not strictly
separated between mature and immature particles, particularly when mutations are
involved: while some pairs of interactions are thought to be allosterically prevented
(e.g. thesix-helixbundleforces theNTD hexamer bindingsitesapart[33]), theremay
be others that can mix and match.
While the interactions cited above are largely speciﬁc to HIV (with the exception
oftheﬁrstNTDhexamercrystalstructure,whichwasforMLV[68]),themajorGagdo-
mains (MA, CA, and NC) are mostly homologous across different retroviruses: while
the residue sequences are different, the secondary and tertiary structures are very
6see §4.3 for more on why we look for a “non-dimer” bond.
8similar.
In light of all the different interactions, it is useful to distinguish one interac-
tion as “strongest” or “primary” (see in particular §4.3). Although bond energies are
available for some viruses [71], we are actually more interestedin determiningwhich
oligomeric subunits are present in solution as the building blocks for the capsid. In
the case of HIV and RSV, the experiments on dimerization [31], as well as gel elec-
trophoresis, have suggested that dimers are ﬁrst to form in solution, and would thus
make the most sense as a unit in an assembly model.
1.3.4 Stoichiometry
One simple question that has provoked extensive debate is how many copies of the
Gag protein are in immature and mature viruses. In particular, since not all the Gag
from the immature capsid ends up in the mature capsid, this must be measured for
both versions. It is estimated that around 1500 Gag are in the immature RSV cap-
sid [72, 73]. Measurements of the stoichiometry of immature HIV range from 750–
2500 [74], using ﬂuorescence ﬂuctuation spectroscopy, to 5000 [75], by dividing the
area of the capsid by the area of a unit cell. Typical mature HIV cores are thought to
contain 1200–1500 copies of CA [75, 76].
A major difﬁculty in this accounting is now understood to be due to the patchy
nature of the immature capsid. It was discovered early that immature retrovirus par-
ticles had some at least some lattice order [77], but more recent studies have shown
that there are in fact holes in the immature capsid [33, 78], leading to incorrect con-
clusions based on the size of the immature particles.
91.4 Physical assembly models
The last decade has seen a surge in physical virus models, the majority of which deal
with the process (or the results) of assembly7. Broadly speaking, we will look at three
categories of models. First are models that ignore all of the dynamics and consider
only the energy of fully-assembled capsids—we will call these equilibrium models.
On the opposite end of the spectrum are dynamical models in which the resulting
fully-assembled capsid is predetermined at the outset (such models are typically de-
signed to explore the pathway or the kinetics of assembly)—we will call these guided
assembly models. Somewhere in between are dynamical models that leave the ﬁnal
result free, which we will call unguidedassembly models.
Nearly all of these models are based to some degree on the framework of
quasiequivalence. After looking brieﬂy at this framework, we will review the impor-
tant models from each of the above categories in turn.
1.4.1 Quasiequivalence
A typical virus uses only one, or a few, kinds of protein in its capsid, with copy num-
bers in the hundreds or even thousands; consequently, most icosahedral capsids are
necessarily built from copies of the sameu nit in positions that are not equivalent
by any global symmetry, since the order of the icosahedral group is only sixty. How-
ever, Caspar and Klug [18] identiﬁed an elegant approximate symmetry they called
quasiequivalence, which has grown into a framework used in most capsid models8.
7Other modelshave dealt with thepost-assemblypacking of DNA intophages[79,
80] or budding of complete capsids [81].
8Thespeciﬁcmeaningof“quasiequivalence”hasunfortunatelydivergedovertime
and now means anything from an assertion that symmetry-inequivalent units are
small variationsof the same type of bond (as we understandit), to the exact opposite
(in the “local rules” literature), making communicationbetween researchers tricky.
10The key idea is that locally, every bit of the capsid is a patch of triangular lattice;
in an inﬁnite triangular lattice, all the units would be symmetry equivalent. Cas-
par and Klug argued that typical proteins could accommodate a variation of ±5◦ in
bond angles [82], while qualitatively maintaining the same microscopic bonding be-
tween proteins. This allows representation of any capsid as a network of approxi-
mately equilateral triangles, with a constraint (due to the bond angle limitation)that
the number of trianglesaround every vertex must always be either ﬁve or six.
The points of local ﬁve-fold symmetry may be identiﬁed with the topological de-
fects called disclinations (to be deﬁned in §2.1.1), and any closed shell must contain
exactly twelve of them9. In an icosahedral capsid, the disclinations form the vertices
of a large icosahedron, the edges of which have length
 
T in lattice units, where the
triangulation number T = 1,3,4,7,... is one of a sequence of discrete allowed inte-
gers [18], so that there are 60T small triangles. Some researchers believe that cap-
sids larger thanabout T =7 do not actually assemble regularlywithout auxiliarypro-
teins [84].
We emphasize that the rules of quasiequivalence do not force any global symme-
try, nor do they ﬁx the size of the completed capsid. Thus it is surprising that many
viruses reliably assemble large symmetric capsids. The challenge to theory is to ex-
plain both the size and shape selection, or at least to explain why a closed shell is
formed, when tubes or sheets would be equally consistent with the local bonding.
It would not be surprising if models predict different capsids depending on param-
eters (which might experimentally correspond to pH, salt content, catalysts, protein
concentrations, or mutations in the capsid protein). Such polymorphic behavior is
very fruitful to study in quasiequivalent models: it effectively explores more of the
9This is true provided the shell has genus 0. A near-exception is the torovirus,
whose cylindrical capsid is bent into an open torus [83].
11various local geometries in which the proteins can bind and thus can allow more pa-
rameters to be determined, in principle. Chapter 2 develops a model of irreversible
(non-equilibrium) assembly of quasiequivalent units which produces a highly poly-
morphic ensemble of capsids, which we argue below may model the growth of retro-
virus capsids.
It is worth mentioning that Twarock [85] has developed an alternativeframework
to Caspar–Klug (CK) quasiequivalence using rhombs and kites rather than triangles,
and can therefore describe the anomalous viruses from Papovaviridae.10
1.4.2 Equilibrium models
By completely doing away with the dynamics, the simplest capsid models can fo-
cus entirelyonanswering thequestionof which capsidsare most energeticallyfavor-
able. In these models, a microscopically motivated phenomenological Hamiltonian
is shown to be optimized by certain shapes, and it is assumed that this free energy
minimum is found during the actual assembly process. Thus Bruinsma et al. [13, 86]
modeled pentamers and hexamers as different-sized discs packed on a sphere, with
an effective Hamiltonian favoring dense packing, a bending stiffness with sponta-
neous curvature, and a switching cost to make pentamers (rather than hexamers) of
theproteins. Whenthisswitchingcostissmall,icosahedralviruseswereselectedover
nonicosahedral shapes [86]. Additionally they demonstrated polymorphism, similar
to phenomena seen in CCMV, by showing a phase transition between tubes, T = 3,
10One interesting extension to this theory, devised by Chris Henley, is to treat the
kites instead as a combination of an equilateral triangle and a thin triangular “miss-
ingwedge”. Inthiscase, therearenowthreeunitswithsymmetriesthatcorrespondto
theunitstheyactuallyrepresent: rhombsrepresentingdimers,trianglesrepresenting
trimers, and wedges to connect the two types of units (since they have different edge
lengths). This would provide an interesting startingpoint for an assembly model tar-
geted at Papovaviridae, but we never explored it further.
12and T = 1 capsids as the model parameters varied. Nguyen et al. [87, 88] have also
attempted to understand conical retrovirus capsids with an equilibrium theory, al-
thoughtheassumptions(particularlyof ﬁxednumbersofsubunits)were not biologi-
callyreasonable. Anotherfamilyofmodels,introducedbyNelson[89],focusesonthe
external shape of large capsids, using continuum elastic theory: the shape evolves
from practicallysphericaltosharplyfaceted as thesize increasesor thebending stiff-
ness decreases11.
These models provide an important foundation, but knowing that a particular
capsid is energetically favorable does not explainhow it was assembled.
1.4.3 Guidedassembly models
The next category of models goes slightly beyond the equilibrium models by picking
out (typically) the energy-minimizing results and constructing a model such that the
desired result is the only possible assembly. One family of models in this category
are the kinetic models, pioneered by Zlotnick and coworkers [90, 91]. They gener-
ally construct T = 1 capsids out of twelve pentameric building blocks (alternately,
arbitrary T-numbers with 5T-meric building blocks) using chemical rate equations
and the Law of Mass Action. In the simplest models [90, 92], only the partial capsids
that minimize perimeter (i.e. line tension) are allowed, so that there is a single pre-
determined pathway, but later work showed that allowing other partial capsids (with
longer perimeters) is merely a small perturbation [93]. The chief result of this body
of work is the idea of the kinetic trap: if the product of the forward assembly rate
11These modelspresent a very well-developed elasticitytheory, but theresearchers
do not believe that spontaneous curvature is a biological phenomenon, so they un-
fortunately lack any work in the direction of understanding the interaction of discli-
nations with any background curvature.
13and the initial concentration of monomers is large, then the monomers are quickly
depleted in assembling partial capsids, at which point forward progress slows signif-
icantly, effectively waiting for some partial capsids to disassemble in order to free up
monomers. Morozov et al. [94] consider the continuum limit of these kinetic theo-
ries, resulting in a Fokker-Planck equation to describe assembly. Finally, Keef et al.
[95] extendZlotnick’swork with Twarock’s tilingtheory[85] and consider theeffect of
different association energies on the kinetics of Papovaviridae assembly.
AnotherfamilyofmodelsinthiscategoryisbasedontheworkofBerger etal.[96],
under the heading of “local rules”. These models are able to assemble larger (T > 1)
capsids by assuming multiple “conformations” of the capsid protein, with matching
rulesimposedsuch that thereis a singleuniquestructurethatobeys all thematching
rules. In the strictest implementation, T different conformations, each with speciﬁc
geometry and matching rules, are required to build a capsid with a given T-number,
and errors are only admitted by placing two units at a pair of topologically equiva-
lent locations [96, 97, 98]. It is generally necessary to assume that the same capsid
protein molecule has different conformation species, each of which has entirely dif-
ferent speciﬁcbinding. Itappearsimplausiblethatsomanydifferent functionscould
be built into one molecule, or that evolutioncould have discovered this solution, if it
is the only way to engineer a large capsid.
A weaker form of local rules, with ambiguous binding speciﬁcities, allows fewer
than T conformations [99]. Similar results can be achieved without matching rules
by specifying T different unit geometries perfectly aligned for the target structure,
allowing only one binding site on each unit to be active at a time, and then breaking
bonds that don’t settle intothe correct geometryafter a certain amountof time[100].
Because thesemodelsessentiallyhavenofreedom intheirﬁnalmorphology,they
14cannot address the question of how a particular capsid morphology is chosen from
among the vast sea possible results, without ﬁrst giving a compelling explanationfor
the mechanism behind the matching rules (one possible mechanism is allostery: if
the conformational change results in a different bond angle at one location on the
unit, as well as a changed binding site elsewhere, then some simple local rules, such
asthoseforT =3 capsids[99], maybefeasible). Instead,local rulesmodelsareuseful
for understandingandsimulatingthekineticsandassemblypathways, whilebypass-
ing the question of how the capsid ends up in the correct structure. Recent local
rules simulations have suggested the importance of environmental conditions (i.e.
concentrations)in assembly mechanismsand kinetic trapping[101], which some re-
searchers take as a warning against trusting in vitro assembly results.
1.4.4 Unguided assembly models
While most physical assembly models fall into the previous two categories, there are
a few researchers seeking to understand how viruses are able to assemble into the
correct morphologies. A ﬁrst step in this direction is to design geometries to target
T = 1 assembly [102]. Because the angle differences between T = 1 and larger cap-
sids are so large, no matching rules are required to achieve this easily. Elrad and Ha-
gan [103] model T =1 and T =3 assembly around different-sized electrostatic cores.
Their T = 3 results use two different conformations, but no matching rules. Moving
to much larger capsids, we present in the following chapters our model [14] of irre-
versible assembly, which makes no assumption of ﬁnal structure beyond preferring
a certain angle between neighboring units. Levandovsky and Zandi [104] extended
our model, primarily with improved growth rules, and were able to construct much
larger capsids, including the characteristic cones of retroviruses.
15One key aspect of unguided assembly models is that they often present a wide
variety of failed assembly results: both in the form of capsids different from the
assembly target (often because of being asymmetric), as well as unclosed “mon-
sters” [14, 102]. Guided assembly models can experience failures as well [96, 105],
but tend to retain the artiﬁcial network connectivity enforced by their rules (or else
arise from allowing non-lattice-based interactions, as in [98]), and are therefore less
interesting. Failures are particularly useful when comparing models to experiment.
Iftwomodelsbothproducethesamecorrect results,itmaybethefailures,compared
with observed failure modes of actual viruses, that can best distinguishthe models.
1.5 Atomisticapproaches
The previoussection representeda “top-down” approach, but as more proteinstruc-
tures are solved by X-ray diffraction and NMR, and as computationaltechniques and
hardware improve, we have increasing opportunities to pursue a “bottom-up” ap-
proach, using atomistictechniques to determinethe continuum behavior. In the fol-
lowing section we will review the relevant techniques, and then apply them in Chap-
ter 6 tomeasure theelastic moduliof a sheet of capsid proteins,which we could then
use in a continuum model. In Chapter 7 we go on to consider some of the subtleties
of measuring diffusion and noise in the presence of hydrodynamic effects and ther-
mostats.
All-atomMDhasbeenappliedtobiomoleculesfordecades, eversincecomputers
hadsufﬁcientmemorytostorethenecessarydata. TheearliestMDbiomoleculesim-
ulationwasin1977onbovinepancreatictrypsininhibitor[106],a58aaproteinwhose
structurewas determinedby X-ray crystallography. The simulationincluded four ex-
plicit water molecules (internal to the protein), while the rest of the water was im-
16plicit, and ran for 9000 timestepsof approximatelya femtosecond each. The primary
conclusion was that the internalsof a protein ﬂuctuate diffusively, behaving in some
ways more like a ﬂuid than a solid, and that it is useful to think of a macromolecule
with a ball-and-spring model. This software developed into the CHARMM (Chem-
istry at HARvard Macromolecular Mechanics) package [107], which has become a
standard package for macromolecular simulations. Over the last three decades, in-
creases in computation power have led to the all-atom MD simulation of an entire
virus [108].
An opposite approach to MD is normal mode analysis (NMA). While the focus
in MD is on integrating the equations of motion in time, the idea behind NMA is to
evaluate the Hessian of the free energy, as a function of the atomic positions (this
can alsobe coarse-grainedtoaminoacidpositions),about theequilibriumstructure.
This can be particularly useful in determining the principal modes of motion of a
system (such as hinge axes of a protein) and their stiffnesses.
1.5.1 Force ﬁelds
BothMDandNMAmakeuseofempiricalpotentialenergyfunctions. Themostcom-
mon potential used for proteins by many different packages is CHARMM2212, which
was calibrated from a wide variety of sources such as sampling of conﬁgurations in
known structures, as well as ab initio techniques to determine the potential energy
parameters [109]. The functional form of the potential involves electrostatics (with
partial charges on each atom), along with a Lennard-Jones potential for long-range
interactions. Bonded interactions have several terms, categorized by the number of
bodies involved in each interaction. The two-body bond length interaction is simple
12the current version for nucleic acids is CHARMM27
17harmonic; the three-body angle interactionis primarilyharmonic, but is augmented
in certain cases by a Urey-Bradley potential [110]; the four-body interactionsinclude
a cosine potential for dihedral angles, V (dihedral) = kφ(1+cos(nφ−δ)), although
some dihedral angles are considered “improper” and involve a harmonic potential
instead. The bonded parameters are speciﬁc to each different bond in each different
residue, while the parameters in the Lennard-Jones potential are given by averaging
the parameters of the two interacting atoms (geometrically for the strength, arith-
metically for the length).
Other force ﬁelds in use are AMBER, GROMOS, and OPLS. Certain aspects of
these force ﬁelds, such as the values of partial charges on atoms in amino acids, are
converging in newer released parameters; Ponder and Case [111] suggest that sim-
ulations depending mostly on the repulsive interactions (such as our simulations of
equilibrium ﬂuctuations), should be roughly the same under any of the force ﬁelds,
while simulations depending on more subtle features (e.g. ligand binding and pro-
tein folding simulations)may have stronger dependence on the force ﬁeld.
One important aspect of the force ﬁeld is whether it treats water explicitly
or implicitly. Force ﬁelds for explicit water are designed with a particular water
model in mind, and presumably lose accuracy when used with a different water
model. The primary method of dealing with implicit solvent is the generalized Born
model [112]13.
13Implicit water has a number of limitations, such as failing to correctly predict
speciﬁc short-range effects, temperature and pressure, and (obviously) the effect of
hydrodynamicsandviscous drag. TheCHARMM andAMBERpackagesbothsupport
implicit water, but as of this writing, NAMD has no plans to support it.
181.5.2 Molecular dynamics
Broadly, MD simulations are employed for a variety of uses, which we will catego-
rize in terms of the importance of the dynamic aspect. First is the prediction of
native structures (typically proteins, since most other macromolecules have well-
known structures). This is most common (and successful) when startingfrom a crys-
tal or NMR structureand then using an annealing approach to reﬁne the structureto
be more biologically relevant [113, 114], but also has farther-fetched applications in
protein folding. In this use case, the dynamics are largely irrelevant: the end result
is of utmost interest. In the opposite extreme are simulations focusing entirely on
the dynamics. This category includes the techniques known as steered and targeted
MD for exploring the pathways of rare transition events [115, 116, 113]. Finally, be-
tween these two extremes lie simulations of equilibrium ensembles, such as will be
discussed later, in Chapters 6 and 7. In these simulations, we are interested in the
distributionof structures in equilibrium,as well as the dynamics of the ﬂuctuations.
We mentioned above two variations on simple MD, both of which involve adding
“artiﬁcial”externalforcestopullasystemfromonepotentialwellintoanother. Thisis
a common theme among MD variants. Another example of this occurs in multiscale
models, where all-atomMD simulationsarealternatedwith ﬁniteelement or coarse-
grainedmodels at theboundaries. Villaet al. [117] exploredprotein–DNA systems by
coarse-graining the DNA with a simple polymer model, recalculating the boundary
forces every few MD timesteps.
Many of the examples listed above are more or less qualitative, in that the results
consist in noticing certain types of motions, say a group of residues moving a certain
direction, that connects the structure to the biological function. There have, how-
ever, been a number of quantitative results from molecular dynamics (particularly
19from the steered simulations), most of which involve looking at mechanical mea-
surements: ﬂexibility, stiffness, and elasticity. One of the more interesting subjects
is hinge-bending motions. Earlier work used only minimization techniques, holding
the pertinent hinge at a ﬁxed angle (and assuming the domains on either side to be
rigid)todeterminethebending potentialin lysozyme [118], as well as in liver alcohol
dehydrogenase [119]. Techniques like these for determininginterdomainﬂexibilities
are reviewed in the context of drug design by Carlson and McCammon [120].
One other technique is much more closely related to our work: essential dy-
namics (ED), also known as principal component analysis (PCA), uses equilibrium
ﬂuctuations similarly to us, diagonalizing the covariance matrix to ﬁnd the largest-
amplitude motions [121, 122, 123, 124], and disregarding the rest as unimportant.
We both simplify and extend this approach, by assuming the important directions a
priori, andbyincludingthedynamicstogiveproperrelativeweighttoeach direction.
A number of researchers have critiqued ED on the grounds that it is manifestly
dependent on the sampling window by demonstrating that the time series of their
principal components look remarkably like cosines [125]. This is related to work on
convergence in MD simulationsand validation of trajectories [126, 127].
1.5.3 Normal mode analysis
NMAisthepracticeofstartingwithapotentialenergyfunctionandcomputingaHes-
sian matrix which can then be diagonalized to ﬁnd the normal modes and frequen-
cies. While this has been a common technique in hard condensed matter since the
1950s [128], it was another several decades before biomolecules became accessible.
The earlier normal mode analysis of a biomolecule was of the 29aa glucagon [129],
using a specialized α-helical force ﬁeld with no non-bonded terms, and treating side
20chains as point masses. Later studies took a variety of approaches: Go et al. [130]
and Levitt et al. [131] studied 51aa of bovine pancreatic trypsin inhibitor (BPTI) by
including all heavy atoms and polar hydrogens (needed for H-bonds) and using in-
ternalcoordinatesconsistingof torsionaland bond-lengthdegrees of freedom, while
Brooks and Karplus [132] treat the same protein using Cartesiandegrees of freedom.
Once NMA was shown towork reasonably well with atomisticdegrees of freedom
and realistic potentials in vacuo, a number of simpliﬁcations and reﬁnements were
investigated.
One simpliﬁcation by Tirion [133] is to use springs of a ﬁxed stiffness between
all pairs of atoms within a certain cutoff radius, rather than complicated empirical
potentials14, and has been shown to be roughly equivalent to ED [134]15. This sort of
approximationissometimesknownasan“elasticnetworkmodel”ora“Gaussiannet-
work model”, and provides a useful framework for calculating dynamics [135]. Later
applications,including a few on viruses[136, 137] have taken the simpliﬁcationeven
further, coarse-graining typically an entire residue into a single unit (this necessarily
requires changing the cutoff lengths from the values used for atoms).
UnderaGaussiannetworkmodel,Baharetal.[138]showthatvibrationamplitude
(andthusfrequency)isrelatedtowavenumberalongtheproteinbackbone. Theyob-
serve that low-frequency ﬂuctuation minima correspond to hinges (and deleterious
mutations),while high-frequency maxima are the folding core.
This simpliﬁcation is taken even further by treating the protein as a uniform vol-
ume of elastic material and then using ﬁnite element methods to understand the
14This makes it very clear that NMA depends heavily on having correct starting
structures.
15WhileRuedaetal.[134]approacheditdifferently,aninterestingcheck ofthisuni-
form spring simpliﬁcation would be to plot 〈r2−〈r〉2〉 vs. 〈r〉 for all pairs of atoms in
a protein.
21elasticity [139, 140].
Another reﬁnement is the inclusion of a damping term to the equations of mo-
tion, resulting in a solution to the Langevin dynamics. As such, Lamm and Szabo
[141] worked out a formalism of “Langevin modes”, in which they ﬁnd a transition
from underdamped to overdamped modes as a function of the viscosity. Kitao [142]
extended this work by performing MD simulations in water and vacuum in addition
to NMA, computing relaxation times similar to those we calculate in Chapter 6.
Oneimportantapplicationof NMA isinbuildingupcoarse-grainedmodels. Hay-
ward et al. [143] constructed a general framework in which they break a system into
blocks which are each approximated as a rigid body, described by a translation and
a rotation, and then use the low-frequency modes to “dynamically” determine the
best partitioning of the system. This was later extended by a clustering algorithm to
allow automation of the technique [144]. Tama et al. [145] suggests that six residues
per block is thelimittomaintaintheaccuracy of thelow-frequency modes. Essiz and
Coalson [146] investigatethe use of these block methods in Langevin dynamics.
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34CHAPTER 2
AN IRREVERSIBLE GROWTHMODEL OF CAPSID ASSEMBLY
This chapter consists of much of our original assembly paper [1], minus the in-
troduction, which has been integrated into the previous chapter. The only addition
is Figure 2.4.
2.1 Irreversible Growth Model
We now introduce a model to describe quasiequivalent capsid assembly in a far-
from-equilibrium picture. Consider a single growing capsid and a number of units
in solution. We picture the units slowly accreting onto the growing capsid until the
ﬁnished product is formed.
Our choice is to represent this by adopting the simplest possible model that can
represent a growing capsid and be simulated efﬁciently: this precludes representing
each protein as a rigid body moving in space. Instead, a capsid (growing or com-
pleted) is represented by a triangularnetwork (§2.1.1), with an elastic energy govern-
ing the bond lengths and angles (§2.1.2). We do not explicitly represent the units in
solution, instead formulating a set of ﬁrst-order rate equations for addition of a unit
to the capsid or for other discrete changes in the network geometry (§2.1.3).
Other physical or mathematical models have been abstracted to a similar de-
gree[2, 3,4], followingastandardphilosophyofstatisticalmechanics. Somecapacity
to adapt the model to (say) a speciﬁc virus species is lost, but the simplicity makes
it conceivable to grasp the physical meaning of each parameter, and feasible to ex-
plorealldimensionsoftheparameterspaceby simulations. Typically, onlyparticular
combinations of the microscopic parameters matter, and a properly formulated toy
model adopts those combinations. It can happen that fairly different microscopic
35systems may, through such elimination of unimportant parameters, all map to the
same simple model; in that case, the model offers a possibility of unifying the de-
scription of all these systems.
2.1.1 Conﬁguration degreesof freedom
Our formulation depends on two complementary kinds of degree of freedom, a dis-
cretekindwe call“topological”andacontinuouskindcalled“positional”. Theformer
consists of a bond network built from triangles, with vertices either connected by a
bondornot;thelatterconsistsoftheactualcoordinatesoftheverticesinspace. Since
priorworkemphasizedequilibrium,wetooktheoppositelimitbyallowingnochange
in any bond, once formed. One consequence is that our discrete “topological” vari-
ables are more fundamental than the positional ones: given a network of bonds, the
angles and bond lengths will relax to a constrained minimum (or ﬂuctuate thermally
around it) as determined by a Hamiltonian, deﬁned in §2.1.2. In our growth model,
these positional variables feed back into the discrete ones by controlling the relative
rates of alternative changes in the network as units are accreted. (In principle one
could envisage a further abstraction in which the positional variables are eliminated
completelyandthe ratesexpresseddirectlyin termsof thebond topology,but we did
not attempt that.)
Themodelsdiscussedabovein§1.4allhaveessentiallyjustasingletypeofdegree
of freedom—positional, topological, or something intermediate. Lidmar et al. [4] as-
sume a predetermined graph topology, so only the vertices’ positions are nontrivial.
On the other hand, Endres et al. [5] discard position information and only consider
the(discrete)connectivity. Finally,Bruinsmaetal.[2]continuouslyvarythepositions
of the discs, and determine which discs neighbor one another secondarily.
36Figure 2.1: Example of a closed ﬁnal capsid resulting from our growth simulation,
with ℓf = .12r0, θ0 = 16◦, ΓI,J = 50, and σ = 12.7◦. These parameters are explained in
§§2.1.2 and 2.1.3. The disclinationsare marked by arrows.
It may be questioned why we have chosen triangles as the fundamental building
blocks. In a model more faithful to a particular virus species, one would want to add
the multimer that is accreted in nature. Virus species assembling from dimers [6, 7],
trimers[8],andpentamers/hexamers[9],haveallbeenobservedexperimentally. HIV
has so far formed only dimers in solution [10]. Several groups have done molecu-
lar dynamics simulations using solutions of monomers [11, 12] and kinetic simula-
tions with pentamers [13], dimers [14], or trimers [15]. Because of its simplicity, and
the work done on tethered surfaces by Nelson and coworkers [16, 4], we will focus
on a trimer-based model for this initial work, an example of which can be seen in
Figure 2.1. It is at this point worth noting that the hexagonal lattice that is dual to
37our triangular lattice is in fact very similar to the molecular lattices formed from HIV
CA [17].
Our use of triangle units is also inﬂuenced by the notion of “universality” in
physics, whereby the functional form of elastic theory, or the critical exponents of
a phase transition, are independent of the particular lattice used at the microscopic
scale. Inanyofthealternativerepresentations,onecanstilldeﬁneatriangular,locally
sixfold lattice with rare locally 5-fold points in it. Much experience in statistical me-
chanics suggests that, at “coarse-grained” length scales (those large compared to the
lattice spacing), the behavior stops depending on the details. However, two related
caveats must be expressed, that (i) possibly a detail of the microscopic model forces
a certainparameter of the coarse-grainedmodel to be strictly zero, thereby changing
the qualitative behavior (“universality class”); (ii) it may be that a parameter regime
easy to achieve in one version of the model will require a complicated ﬁne-tuning of
parameters in an alternateversion.
CasparandKlug[18]notedthatonlypentamersandhexamershavesmallenough
deformations to be allowed in quasiequivalence, and thus any quasiequivalent cap-
sid must have exactly twelve pentamers. Quasiequivalence is based on a ﬂat trian-
gular lattice, so that a pentamer is a disclination: a topological defect of the trian-
gular lattice. This means it can be characterized by effects at an arbitrary distance;
namely, if we paralleltransportavector arounda loop, thatvector ends uprotatedby
(π/3)Ndisc from its starting orientation, where Ndisc is the number of 5-fold disclina-
tions enclosed by the loop. (This is called a “disclination charge” by analogy to how
the electric charge enclosed by a surface is determined by an integral of the electric
ﬁeld over that surface, according to Gauss’s law.) That there are exactly twelve discli-
nations can now be seen either by counting vertices, edges, and triangles under the
38constraintV −E+F =2, or moregenerallybecause thetotal disclinationchargemust
sum to 4π.1
Between thedisclinationsarepatchesofregularsixfoldlatticewithnotopological
freedom: thus, the capsid is completely determined by the placement of the disclina-
tions. Sincetheremaybehundredsofnetworkvertices,andonlytwelvedisclinations,
this is in principlea simpliﬁcation.
2.1.2 Hamiltonian
We represent the growing capsid as a number of approximately equilateral triangles
connected along the edges. We then generalize the discretized Hamiltonian used by
Lidmar et al. [4] to include spontaneous curvature θ0 and steric terms.
H =Hstretch+Hbend+Hsteric. (2.1)
2.1.2.1 Elastic energy
The ﬁrst two terms in (2.1) are elastic terms for bond stretching and bending:
Hstretch =
 
3  Y
4
 
〈i j〉
  
 r i −r j
 
 −r0
 2, (2.2)
Hbend =
2  κ
 
3
 
〈IJ〉
 
1−cos
 
θIJ −θ0
  
. (2.3)
Here, 〈i j〉 denote pairs of nearest-neighbor vertices with positions ri, and 〈I J〉 de-
note pairs of nearest-neighbor triangles. The exterior dihedral angle
θIJ =cos−1 
ˆ nI · ˆ nJ
 
, (2.4)
1These are both consequences of the Euler characteristic for a genus 0 sur-
face, χ(g) = 2 − 2g = 2. More generally, V − E + F = χ(g), and the total
disclination charge must sum to 2πχ(g). For more information, see Eric W.
Weisstein. “Euler Characteristic.” From MathWorld–A Wolfram Web Resource.
http://mathworld.wolfram.com/EulerCharacteristic.htmland references therein
39where ˆ nI is the unit normal to triangle I.
Our discretized parameters,   Y and   κ, have the same dimensions as the two-
dimensional Young’s modulus Y , and bending stiffness κ, respectively, which are
emphasized in continuum approaches to predicting capsid shapes [4], and for a ﬂat
sheet in the linearized regime the parameters have the same values as well. If we
parameterized our model by spring constants Kstretch and Kbend equal to the curva-
ture of our radial and angular potentials at the bottoms of their respective wells, we
would have   Y = 2  
3Kstretch and   κ =
 
3
2 Kbend. In most cases (except in direct compar-
ison with some experimental measurements), we are only concerned with the ratio
of these elastic constants. This ratio provides a length scale, the Foppl-von Kármán
length,
ℓ2
f ≡κ/Y. (2.5)
From this point on, we will take unitssuch that r0 =1, and therefore the parameterℓf
is effectively dimensionless.
Previous work made this same ratio dimensionless using the capsid radius R,
rather than the trianglesize r0, and thus deﬁned the Foppl-vonKármán number [4]
γ=Y R2/κ. (2.6)
The capsid radius R is well-deﬁned in the case of a spherical capsid, but for non-
spherical capsids, a deﬁnition of R is problematic; and in any case, ℓf controls many
otherproperties,suchastheexponentialdecayofstrainandGaussiancurvaturewith
distance from a defect. Thus, we consider ℓf to be the more fundamental parameter
and thus write γ = (R/ℓf)2. We note that a small ℓf corresponds to a large Young’s
modulus and therefore an angular (or faceted) regime. On the other hand, large ℓf
entails a large bending stiffness and leads to a smooth regime [4]. Since our model
40is two-dimensional, we are able to specify arbitrarily large ℓf. Physically, however, ℓf
must be on the order of the capsid thickness or smaller.
2.1.2.2 Spontaneous curvature and stericrepulsion
Microscopically, we expect that capsid proteins are more similar in shape to cones
or pyramids, with the apex toward the inside, than to cylinders2. Therefore, if two
proteins are in contact, the outer surface will be bent at a characteristic angle. This
suggests that Hbend should favor some dihedral angle θ0, appearing in (2.3). Addi-
tionally, it motivates our model of steric repulsion based on tetrahedra, explained
below.
Thepreferreddihedralangleθ0isakeyparametersinceitisthemaindeterminant
of capsid size in our model, as was speculated to be the case in real capsids [18]. This
corresponds to spontaneouscurvature in a continuum model.
The ﬁnal term Hsteric in (2.1) is a steric potential, chosen to vanish for all physi-
callyrealisticcapsids. Thestericpotentialprovesdifﬁculttoincorporateintoourcar-
toonmodel,fortworeasons. Firstly,alltheinter-unitinteractionsofproperlybonded
units should already be accounted for in the elastic term Hstretch+Hbend, so we de-
mand that the steric force not make additional contributions to these forces. Sec-
ondly, theother termsin(2.1) relateunitsthat are “topologicalneighbors”,as deﬁned
by the bond network (the discrete conﬁguration). But two parts of the capsid that
are distant topologically may grow to be nearby in real space (the positional conﬁg-
uration), and must then be kept from intersecting. Thus, the steric term must apply
equally to topologically distant segments of the capsid, or to adjacent units, e.g. two
2Indeed, the CA protein in HIV consists of two separate domains, arranged in a
wedge shape with the smaller C–terminal domain pointing towards the inside of the
capsid and the larger N–terminal domain on the outside. See, for instance, the struc-
tures in [10]. RSV is similar [19]
41as-yet unjoined triangleson the same vertex.
To implement a computationally tractable steric potential, we imagine each tri-
angletobe thebaseof an inward-pointingtetrahedron,andadda repulsionbetween
theapexofeachtetrahedronandtheverticesonthebaseofeachother. Thispotential
vanishes for physically realistic capsids. A more technical discussion may be found
in §2.6, and the steric Hamiltonianis deﬁned in (2.23).
2.1.2.3 Microscopic estimationof elastic energy
Interactionsbetweencapsidproteinshavebeensimulatedelectrostatically[20]tode-
terminebindingenergiesfor largemultimersof capsidproteins,necessarilyindiffer-
ent relative positions. Such simulations could be extended to determine the elastic
constants for particular viruses with known protein structure.
Alternatively, we can perform a rough estimate of the elastic parameters by con-
sidering some experimental measurements. Vliegenthart and Gompper [21] per-
formed extensive computational studies to relate experiments with atomic force mi-
croscope (AFM) indentation of capsids to a model very similar to ours. Thus, we can
usetheseAFMstudiestodeterminetheappropriatemagnitudeofY andκ. Ivanovska
et al. [22] carried out mechanical structure measurements on the T = 3 phage φ29
and found the bulk modulus B ≈ 1.4GPa and the thickness t ≈ 2.5nm. We obtain an
estimate of the two-dimensional Young’s modulus by Y ∼Bt ≈3.5N/m [23].
We could also estimate the elastic parameters from persistence length measure-
ments. Maeda and Fujime [24] measured the tube-forming phage fd in suspension
and determined the persistence length of the 9nm-diameter tubes at 22◦C to be
3.9µm. Ifweconstructatubeoutofourtriangularunits,thepersistencelengthwould
42be
ξp ≈
R
kBT
 
κ+
8
9
Y R2
 
, (2.7)
where R is the radius of the tube. Thus, we can conclude
κ+(8/9)Y R2 =Y
 
(8/9)R2+ℓ2
f
 
≈22eV, (2.8)
which puts an upper bound of 0.17N/m on Y , in sharp contrast to the φ29 results
above. Moreover, since fd is charged [25], the purely elastic contribution to the per-
sistence length may be much smaller, making our estimate very conservative. If we
previously knew either ℓf or one of Y or κ, we could use this measurement to deter-
mine the others.
To get an idea of the elastic parameters for HIV, we can produce model capsids
by hand that resemble HIV cores. In particular, we grew several capsids with about
500trianglesinaconeshape. Tuningtheelasticparameterstoroughlymatch theob-
servedshapeofHIV[26,21], we foundγ=(R/ℓf)2 ≈550producesthecorrect amount
of facetedness. This corresponds to r0/ℓf = 6. Using our results for capsid size as a
function of ℓf and θ0, presented in §2.3.1, we can guess that such a capsid would
require θ0 ≈20◦ to be grown by our model.
Given a set of connected triangles (a topological conﬁguration), we can now use
thisHamiltoniantodeterminethelowest-energyconﬁgurationofthepositionsofthe
triangles. These positions correspond to a continuous degree of freedom that is now
fully determined by the model (H ) and the connectivities—the discrete degree of
freedom. Ultimately,we are only concerned with the discrete conﬁguration.
432.1.3 Growth
Wehavenotedthatcapsidsaredeterminedbythelocationsofthedisclinations(pen-
tamers). For an irreversible growth model, in which no step can be undone, the fun-
damental question is therefore: while growth occurs at the border, which twelve ver-
ticesarefrozeninaspentamers? Keepingthisinmind,wewillnowdiscussourcapsid
growth process.
2.1.3.1 Growth steps
We deﬁne transitions between incomplete capsids, consistent with irreversible
growth, called growth steps. Two elementary growth steps are immediately appar-
ent: accretion and joining. Accretion is the addition of a single triangle to a border
edge and joining is the formation of a bond between two adjacent border edges. We
require the vertexbetween these two joinededges tohave ﬁve or six trianglesaround
it in order to ensure that only pentamers and hexamers form.
Besidesaccretionandjoining,wedeﬁneathird,compositegrowthstep: insertion.
Wedeﬁneinsertionasaccretionfollowedbyjoiningalonganedgeofthenewtriangle.
The vertex into which we insert must have four or ﬁve triangles. Insertion at a 4-
vertex or joining at a 5-vertex is the only way to form a pentamer. These three steps
are illustratedin Figure 2.2.
Growth begins with a small template—either a single triangle or a pentamer of
ﬁve triangles about a vertex. From here, the growth is determined by the sequence
of growth steps, which is chosen stochastically. We will ﬁrst present our rules for the
relative probability of choosing the growth steps, and then explain their microscopic
rationalization.
44insert accrete
join
α
Figure 2.2: Elementary growth steps of insertion, joining, and accretion, performed
from the same starting point of an edge with opening angle α. Insertion can be de-
composed into Accretion followed by Joining.
2.1.3.2 Rates
We precede each growth step by relaxing all vertex positions using a conjugate-
gradient algorithm to minimize the positional energy H . Now a rate kν is deﬁned
for each allowed growth step ν, which is a function of the local topology and of the
opening angle α between pairs of edges at each vertex on the border, deﬁned in Fig-
ure2.2. Theprobabilityofstepν isthentakentobekν/
 
 k ; oncea stepν ispicked,
we perform the step and iterate the process (beginning as before with a relaxation).
We take the accretion rate, kA, to be independent of the local conﬁguration: in
particular it is not a function of α.
So long as we are concerned only with the outcome and not the time taken to
reach it, only relative rates are relevant. Thus we can now deﬁne
kJ(α)
kA
=ΓJe−α2/2σ2
(2.9)
kI(α)
kA
=ΓIe−(α−π/3)2/2σ2
, (2.10)
withjustiﬁcationtofollow. Notethatstepsareonlyconsideredif(1)theydonotbreak
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Figure 2.3: A representationof the energy as a functionof opening angle ﬂuctuations
 αi. When αi + αi reaches either 0 or π/3, we imagine joining or insertion, respec-
tively, occurring, reducing the total energy by Ebind, for joining, and some combina-
tion of Ebind and a chemical potential for insertion.
anytopologicalrulesbyenclosinganon-pentamer/hexamer,and(2)theydonotlead
to steric hindrances. This second point is discussed further in §2.6.
2.1.3.3 Microscopic justiﬁcationof rates
While many models explicitly account for units in solution and ﬂuctuations in in-
complete capsids [27, 12], we have chosen a simpliﬁed cartoon model. Implicit to
this is the idea that the capsid is thermallyﬂuctuating between growth steps.
Say thetimebetweensuccessiveadditionsislongerthantherelaxationtimescale
of the positional degrees of freedom. Then between each growth step, we can as-
sume that the incomplete capsid is in equilibrium and thus samples a Boltzmann
distribution. We consider the energy of ﬂuctuations about the relaxed position. For
a particular vertex, i, with relaxed opening angle αi, the energy of a ﬂuctuation with
46opening angle αi + αi is well approximated by a quadratic, so that
 E( αi)≈
1
2
Ai( αi)2. (2.11)
We can therefore determine the elastic energy barrier for a vertex to have an angle
favorable for either insertion (αi + αi ≈ π/3) or joining (αi + αi ≈ 0), and thus the
transition rates, kI(αi) and kJ(αi), respectively. It is now clear that the rates deﬁned
above in (2.9)–(2.10) are merely Arrheniusfactors, with
σ2 =
kBT
Ai
. (2.12)
Note that T here is temperature, and should not be confused with the triangulation
number deﬁned earlier.
During any growth step, new bondsare formed. We may consider an extraenergy
term, Hbind = −NbEb, contributing a binding energy −Eb for each of the Nb bound
edges in the capsid. Such an energy is independent of the positional conﬁguration.
For our irreversible model to satisfy detailed balance, we need Eb ≫  E( αi) so that
the energy barrier for the reverse transition is large compared to that for the forward
transition.
The parameter Ai and therefore σ depends not only on the elastic constants, but
also on the local environment of the vertex in the capsid. We can determine normal
values for Ai by varying angles on different capsids with different energy parame-
ters, andtwice differentiatingtheHamiltonianabouttheminimum. Because most of
the opening angle ﬂuctuations in physical situations are in-plane, Ai depends most
strongly on the Young’s modulus, and generally
Ai =
 2H
 α2
i
≈0.1  Y r2
0. (2.13)
(Note that this is an absolute dependence on the energy scale   Y , and is the only ref-
erence we will make to an absoluteenergy, since everythingelse dependsonly on the
47ratio   κ/  Y =ℓ2
f .)
We can perform a rough estimate of this width σ. Using the elastic parameters
estimated for fd in §2.1.2, and assuming r0 ≈ 4nm, we ﬁnd Ai ≈ 0.1Y r2
0 . 17eV. We
therefore expect ﬂuctuationsof
σ=
 
kBT
Ai
&0.038≈2.2◦ (2.14)
atroomtemperature. Wewillneedσ&10◦ forsatisfactorygrowth—areasonablepos-
sibility considering that we conservatively ignored bending rigidity and charge. Had
we performed this estimate using the much larger value of Y from φ29, we would
ﬁnd ﬂuctuations an order of magnitude smaller, leading to a regime in which growth
is not feasible. But theφ29measurementswere takenfrom thehead of amaturebac-
teriophage that is observed to be much more faceted (small ℓf, large Y /κ) than the
immature form in which assembly occurs. Such small ﬂuctuations are probably im-
portantfor stabilityandinfectivity,butalsoquitedetrimentaltogrowth3. Assuch,we
expect the immaturecapsid to have much larger ﬂuctuations, although no mechani-
cal studies have been done to allow this determination.
Sometimes a deterministic growth rule is preferred to the stochastic rule pre-
sented above. One possibility is a rule that accepts only the move with the largest
rate at any given point.
2.2 Failure Modes
The restriction that all vertices have either ﬁve or six triangles can lead to problems
in irreversible growth. It is entirely possible for a growing capsid in our model to
perform a wrong growth step resulting in a state that can never be completed—that
3For a discussion of the geometric considerations in phage head assembly, see
Moody [28]
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Figure 2.4: A gallery of several failed capsid assemblies.
is, no complete capsid satisfying the pentamer/hexamer-only requirement includes
the particular incomplete capsid in any of its possible growth histories. A sample of
somefailuresisshowninFigure2.4. Thissectionsurveystwocommonfailuremodes.
A common theme is that the failure can be identiﬁed non-locally, long before a step
is reached at which the growth rules break down; a more rigorous treatment is given
in §2.5.
We cannot avoid considering failures, since we must exclude them when report-
ing statistical distributions of the resulting capsid ensemble (see §2.3). More impor-
tantly, we have taken for granted that actual physical assembly has a high success
rate(say, 10%to99%). Indeed, most of ourlabor ontheproject reportedinthischap-
ter consisted of locating the region of parameter space in which assembly had a high
success rate. Classifying the failure modes is a prerequisite to understanding what
conditions reduce or eliminatethen.
Failure modes are also experimentally pertinent. Whatever the “ideal” capsid is
for a given virus species, there is likely to be more than one possible assembly model
that produces it. But since different models will tend to fail in different ways, they
arebetterdistinguishedexperimentallyby studyofdefectiveratherthanof idealcap-
sids. If there are virus species that grow their capsids near the limit of complete irre-
49versibility, the resulting ensemble is bound to contain mistakes. Indeed, HIV cones
have been observed that are surrounded with what is believed to be a second com-
plete sheet of capsid protein [26].
2.2.1 Unﬁllablequadrilateral hole
First we look at a failure that occurs only at the end of a growth process. Figure 2.5(a)
shows a common conﬁguration with a single quadrilateral hole. Parallel transport-
ing a vector around the border gives no rotation and therefore there is no net discli-
nation inside (the net “disclination charge” is zero—recall the discussion in §2.1.1)
The only conceivable ﬁlling is with two triangles, but either possibility introduces a
7-coordinated vertex4.
A less trivial example of this situation is shown in Figure 2.5(b). Here we can par-
allel transporta vector aroundthe border to see that a singledisclinationmustreside
within the border; however, there is no way to ﬁll in the remaining triangles to sat-
isfy this. See §2.5 for a more rigorous discussion of this phenomenon. If we continue
growth, the hole will eventually shrink to something similar to Figure 2.5(a). Some
believe that such a hole is not detrimental to capsids, and in fact capsids are sus-
pected to be permeable to water and ions. On the other hand, HIV is known to have
a particle-to-infectivity ratio on the order of 100 [29], and such holes, if they are very
common and detrimental to infectivity, may explain why 99% of virions are not in-
fectious.
4A 7-fold vertex has a negative disclination charge; there must be a 5-fold vertex
next to it, with its positive disclination charge so the interior of the loop is neutral.
A pair or “dipole” of positive and negative disclinations constitutes a dislocation. Its
presence could have been concluded by the non-zero Burgers vector associated with
that same loop; that is, the sum of the lattice displacements of each step, referenced
to the ideal triangularlattice that can exist far away from this hole
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Figure 2.5: Incompletable holes at the end of growth. Neither hole can be ﬁlled with-
out introducinga heptamer. Thehole in(b) wouldhave been avoidedhad thecircled
vertex been made a pentamer
This type of failure was common in all the growth rules we considered, although
it is more prevalent in certain situations. In particular, if the growth rate parameters
deﬁnedinEqs. (2.9)–(2.10)arelarge,σ&20◦ orΓI,J &200,thencreationofpentamers
becomesveryrandomandisnolongerbasedontheconﬁguration.Innormalgrowth,
particularly at small ℓf (angular regime), local strains cause angles along the border
to suggest whether a pentamer or hexamer should be created, but large σ decreases
the sensitivity to this.
2.2.2 Crevice formation
Nextwelookatafailurethatcanoccuratanypointduringthegrowth,calledacrevice.
We see in Figure 2.6(a) a portion of a border with the four labeled vertices in a char-
acteristically incompletable conﬁguration. This becomes clear when the border is
ﬂattened onto a reference lattice, as seen in Figure 2.6(b). We now see that in the ab-
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Figure 2.6: (a) An incompletable conﬁguration. The sequence of vertices with 3, 5,
5, and 3 triangles on a border can never lead to a valid complete capsid. Joining the
markededgeswouldproduceanunﬁllablequadrilateralhole,similartoFigure2.5(a).
(b) The same border ﬂattened onto a triangular reference lattice. The shaded trian-
gles from (a) now overlap the corresponding trianglesfrom the opposite side.
sence ofpentamersintheneighborhoodof thissectionof border,several triangleslie
on top of others. The introduction of a pentamer can only make matters worse. By
effectively cutting out a 60◦ section of the plane, it becomes even more crowded. The
only way to alleviate this self-intersection is by introducing a negative disclination
(heptamer).
Crevice failures can occur in different regimes, but arise in particular during ﬁn-
geredgrowth. Ifaccretionsaremuchmorecommonthanbothjoiningsandinsertions
(suchisthecasewheneitherσ.5◦ orΓI,J .1),thenweexpectmanylongﬁngersonly
one or two triangles wide. Crevices occur easily between these ﬁngers. Even in the
absence of ﬁngers, sometimes creating a pentamer will distort a neighboring vertex
enough that the angle is too large for insertion or joining. This too often results in a
crevice.
52Say a single crevice failure occurs during growth. Further growth outward from
the failure should be prevented by steric hindrance. But growth elsewhere along the
borderwillcontinueandeventuallyﬁllinthecrevicefromitsfarend. Thenthecapsid
will almost complete, leaving a small holeof the same typediscussed in§2.2.1 above.
The two marked edges in Figure 2.6(a), for instance, might eventually join, leaving a
quadrilateral hole.
If two or more crevice failures occur, however, our model’s resulting capsid will
have a network of cracks connecting these failures. Real capsids might repair this
problem by binding edges not sharing a vertex (which is forbidden in our model); in
that case, the ﬁnal result might instead have several small quadrilaterals of the type
seen in Figure 2.5(a).
Although it is not as obvious, the smaller holes presented in §2.2.1 also have bor-
ders whose ﬂattened images intersect themselves when cut at certain places. We can
generalize this by stating that a border is incompletable if there is any choice of cut
that leads to any triangles along the ﬂattened border intersecting one another. The
converse is true in most cases as well.
2.2.3 Failure rates
If 5-fold vertices were simply incorporated at random moments during the growth,
virtually every capsid would fail in one of the two modes described in this section.
Since the topological constraints to be satisﬁed are nonlocal, and the growth rates
depend on local properties, it seems mysterious at ﬁrst how the growth can be as
successful as it is. The key is that, in an elastic medium, the strain due to a defect
(such as a disclination)is alsononlocal; at least,it decays as apower law with thedis-
tance from the defect. In this fashion, the necessary information about the location
53of a faraway disclination is passed to the growth border.
Sincegrowthisstochastic,thereisapossibilityoferrorsdespitethispassageofin-
formation. Allcapsidsareindangerofmakinganerroraftertheeleventhdisclination
is in place, and many are in danger even earlier.
We can model the failure probability with a very simple assumption: each time
a triangle is added, there is a ﬁxed probability pc ≪ 1 of starting a crevice. This is
not intended quite literally: pc must be understoodas the fraction of edges along the
border that can possibly start a crevice, multiplied by the probability on each such
edge that this “wrong” step will be taken when a triangleis added there. (The crucial
stepmightbea“joining”butthiscontributiongetsfoldedinwiththeotherone,since
the border settles into a dynamic near-steady state, so that the ratio of step types will
be uniform on average.)
The survival probability of a defect-free capsid is thus
dPsur
dN
=−pc (2.15)
where step N plays the role of time, so that
Psur(N)=P0e−pcN. (2.16)
Growth will terminate after all twelve disclinations have been incorporated, i.e.
on average when N = N(θ0,ℓf) (the mean size of capsids formed as a function of the
parameters). Furthermore, we hypothesize that pc ≈ pc(ℓf), i.e. crevice formation
depends strongly on the ratio of elastic constants almost not at all on the preferred
angle θ0. If so, the probability of success is
Psucc =Psur(N)=e−pcN. (2.17)
Indeed, we will see the dependence of pc and P0 on ℓf in §2.3.2
542.3 Results
Here we discuss several measurements that can be used to quantitatively character-
ize various properties of capsids (individually, or as an ensemble) speciﬁed by a tri-
angulation of vertices, such as the results of our growth model. Our results fall into
three general categories: size, success, and shape. First we look at the size of the re-
sulting capsids and show the dependence on the elastic parameters. Next we look
at the probability of successful growth, in terms of both the size of the capsid and
of the growth rate parameters. Last we comment on measures of capsid shape that,
along with capsid size, are measurements that can be used with data from cryo-EM
experiments.
Figure 2.1 shows an example of a typical capsid shell resulting from our growth
simulation. This capsid emphasizes that our conﬁgurations are inherently random
and irregular. The degree of “lumpiness” in the external shape depends strongly on
the Foppl-van Kármán length ℓf, as is elaborated in §2.3.3, below.
Each capsid is grown until either a successful completion, or an identiﬁable fail-
ure, such as a self-intersection in the ﬂattened border. Relaxations are minimized
until the gradient-squared is less than 10−6, in units with Kstretch & Kbend = 1. The
entiregrowth process for asmallcapsidtakesseveralminutesona1.6GHzprocessor,
while a large capsid takes many hours, the majority of the time devoted to minimiz-
ing energy. The following plots of size and success rate include data from 134,352
capsids.
552.3.1 Size
The simplest thing to observe about a capsid is its size. We can count the number of
trianglesN, or measuretheaverageradiusR. Asexpected[18,2], capsidsizedepends
most heavily on two parameters from our effective Hamiltonian, ℓf =
 
κ/Y and θ0,
which we rewrite as a length
ℓθ ≡
r0
2
 
3
cot(θ0/2). (2.18)
This length is the radius of curvature from two equilateral triangles with side length
r0 joined at an angle θ0 and tangent to a common sphere. We now have three length
scales, r0, ℓθ, and ℓf. It is useful to think of these as two dimensionless parameters,
1/ℓθ and 1/ℓf, taking r0 =1.
In the smooth regime, when 1/ℓf . 50/ℓθ, the variation in the dihedral angles at
different bonds is small, so the radius of the resulting capsids tends to ℓθ. For larger
1/ℓf (the angled regime), the Young’s modulus increases. Hexamers, which make up
most of the capsid, become ﬂatter. Thus, the effective preferred angle θeff
0 decreases,
resulting in larger capsids.
We simulated many capsids assembling at four values of 1/ℓf and θ0 between 7◦
and 36◦. For each set of parameter values, we averaged the radius of the completed
capsids, R, and plot the inverse of the radius 1/R as a function of the spontaneous
curvature 1/ℓθ =2
 
3tan(θ0/2). in Figure 2.7 for several different values of ℓf. We see
that,forlargeℓf, thecurvesroughlyfollowtheline1/R =1/ℓθ. Asℓf decreases, we see
a very different behavior, which favors small (mostly T =1) capsids for a much larger
range of θ0, before the size suddenly increases very quickly around 1/ℓθ ≈ 0.7.5 We
can see what is behind these curves in Figure 2.8, which shows the average growth
5See §3.2.3 for the same phenomenonin equilibrium.
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Figure 2.7: Plot of 1/R versus 1/ℓθ = 2
 
3tanθ0/2, in units of r0. We see that in the
smooth regime of small 1/ℓf, the mean capsid radius R very nearly follows ℓθ. In the
angled regime (large 1/ℓf), we ﬁnd smaller capsids (many T = 1) for a much larger
rangeof1/ℓθ,followedbyasharperincreaseinsizeatsmallercurvatures. Parameters
with fewer than 10 successful capsids were omitted.
historyfor several individualparameters,representedby theaveragenumber of pen-
tamers P as a function of the number of growth steps t.
2.3.2 Success rate
An important consideration for an irreversible growth model is under what circum-
stances it successfully produces complete capsids. We have already shown that a va-
rietyoffailuremodesexist,resultinginincompletablecapsids. Wecaneasilyquantify
how often these failures actually occur as a function of parameters. We predicted in
570 100 200 300 400 500 600 700 800
0
2
4
6
8
10
12
θ0 = 8 ◦
θ 0
= 10 ◦
θ 0
=
12 ◦
θ 0
=
14 ◦
t
¯
P
Figure 2.8: Plot of the average number of pentamers P versus the step number t,
which is nearly equivalent to the number of triangles N. This gives a picture of the
general pathway of growth behind the curves in Figure 2.7. This growth was carried
out at 1/ℓ2
f = 10/3, and different spontaneous curvatures θ0 as shown in the ﬁgure.
We see that growth consists of an initially slow process to add the second pentamer,
followed by a rather linear regime in which dP/dN is roughly constant. Note that
both the initial rate at P =1 and the following slope depend on ℓf.
580 400 800 1200 1600
1 − 0 1
0 0 1
1/ℓ2
f = 1
1/ℓ2
f = 10/3
1/ℓ2
f = 10
1/ℓ2
f = 100/3
s
u
c
c
e
s
s
r
a
t
e
¯ N
Figure 2.9: Plot of success rates as a function of N for the given parameters, from the
size measurements. We see asomewhat exponentialdecay, suggestingthatintroduc-
tion of errors is a Poissonian effect, as discussed in §2.2.3.
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Figure 2.10: Success fractions as a function of rate parameters ΓI,J and σ (σ = 8◦, top
left; σ = 12◦, top right; σ = 16◦, bottom left; σ = 20◦, bottom right) The square mark-
ers show the fraction of successful capsids at each parameter, including small cap-
sids. For σ=16◦,20◦, the hexagons mark the fraction of total capsids that were small
(successful and less than 46 triangles, or pseudo-T . 2). The smaller values of σ had
no such capsids. Finally, thetriangularmarkersshow theaveragenumberof pentons
Perror at thetimeoferror detection. NotethatPerror →12meansthatalltheerrorsare
small holes at the end of growth.
§2.2.3 that the success rate should be exponential with the expected size of the cap-
sid. For each choice of parameters, we average the sizes (measured by number of
triangles, in contrast to radius as in Figure 2.7) of the capsids, and thus map the pa-
rametersθ0 andℓf toN(θ0,ℓf). Wethenplotthepercentageofcapsidsthatcompleted
successfully when grown with these parameters in Figure 2.9. While there is system-
atic deviationfrom exponentialdecay, due to the many considerationsleft out of our
analysis, we do still see a mostly exponential trend in the data.
We see in Figure 2.9 that for a given size, growth is generally more successful for
more faceted capsids. For large capsids (best-ﬁt radius r & 10r0), the failures in the
smooth regime (i.e. 1/ℓ2
f ≤ 10/3) all occurred in the early stages of growth, in which
only a few pentamers had been added. This suggests that large bending stiffnesses
lead to more common crevice failures. On the other hand, the faceted capsids (i.e.
601/ℓf ≥10)failed mostlyinthelatestages, inwhich onlyseveral pentamerswere miss-
ing, suggesting that faceted capsids are somehow resistant to crevice failures and in-
stead fail with small holes.
In §2.2, we mentioned the impact of the rate parameters ΓI,J and σ on successful
completion. We measured the failure rate as a function of these parameters, using
reasonable values of θ0 =16◦ and ℓ2
f =0.1 In Figure 2.10 we plot the fraction of failed
capsidsduetoeithersmallholesattheendofgrowth,orcrevicefailuresinthemiddle
of growth. We see that small values of ΓI,J and σ indeed produce errors. Larger values
of σ and ΓI,J produced successful capsids, but almost all were T = 1. This particular
result is very sensitive to our particular growth rules, and a choice that prevented
insertion until there were ﬁve triangles around a vertex would drastically change the
result.
2.3.3 Shape
Beyond size and success, most other measurements fall under the category of shape
measurements. In particular,we mightmeasureeitherthedegreeof symmetryor the
facetedness of a capsid.
Spherical harmonics may be useful for evaluating icosahedral symmetry, as
spherical harmonic coefﬁcients of icosahedrally symmetric functions vanish for all
but ℓ=0,6,10,12,... (i.e. 6a+10b for a,b ∈
Z≥0).
Kingstonet al.[30] usestheasphericity, deﬁnedas theratioof inradiustocircum-
radius to measure the faceted shape of RSV capsids. Lidmar et al. [4] also deﬁned an
asphericity, 〈R2〉/〈R〉2. While these are good measurements for symmetric capsids,
they are not useful for theirregularcapsids we grow, because they cannot distinguish
between, for instance, a smooth egg-shaped capsid and a faceted spherical capsid.
61We instead use a measure based on the Gaussian curvature, described below.
2.3.3.1 Curvature
In light of recent advances in tomography, a very relevant measure is Gaussian cur-
vature K. In our discrete triangular model, we can measure the integrated Gaussian
curvature I =
r
K da over the neighborhood nearest to a single vertex by measuring
the area (equivalently, angle surplus) of the spherical polygon traced out by the in-
cident triangles’ unit normals. We can easily extend this to the integrated curvature
over all theverticeswithinanylooparoundthecapsid. Theintegratedcurvatureover
the entire capsid is always 4π, a topological invariant related to the Euler character-
istic. The question then arises how this curvature is distributed over the capsid. For
highly faceted capsids, each pentamer has I ∼ π/3, while the rest of the capsid has
I → 0. On the other hand, the curvature is distributed uniformly over smooth cap-
sids. This motivates the deﬁnition of an inverse participationratio (IPR),
P =
(
 
j Ij)2
 
j I2
j
=
(4π)2
 
j I2
j
, (2.19)
where Ij is the integrated curvature about vertex j. This essentially measures the
number of lattice sites the curvature is localized to. The IPR is plotted for a single
capsid relaxed to different elastic parameters in Figure 2.11. We see that P = 12 at
ℓf →0 while P → Nvert at ℓf →∞.
This same integrated curvature can be measured on triangulated tomographical
data from capsids. The integrated curvature within large loops should be relatively
stable even if the Gaussian curvature varies quickly. For an arbitrary loop around a
capsid, we will get acontributionof π/3 from each enclosed pentamer. Theloopmay
then be pulled tighter to pinpoint the location of each pentamer. We simulated this
process by growing a large number of random capsids and integrating the curvature
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Figure2.11: Inverseparticipationratiofor four capsidswithdifferent numbersofver-
tices Nvert. Wecanseethatatℓf =0(theangularlimit),P =12,andasℓf increases(the
smooth limit), P → Nvert. The exact shape of the curve depends on the placement of
pentamers, but in general we see an inﬂection point around ℓf = 0.18, which corre-
sponds to γ=R2/ℓ2
f roughly between 200 and 400.
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Figure 2.12: Distributionof integral curvatures within random loops around random
capsids relaxed to four different elastic parameters, characterizedby γ=(R/ℓf)2. The
distribution is sharply peaked at the integers for the angled regime at small ℓf and
diffuse for the smooth regime at large ℓf.
within many random loops on each. Each capsid was relaxed to several different
values of ℓf. The resulting distribution of curvatures is displayed in Figure 2.12. At
large 1/ℓf ≈ 20 we see very sharp peaks. These peaks diffuse into a mostly uniform
background by 1/ℓf ≈2.
2.3.3.2 Averagedihedral angle
We can measure the average dihedral angle of either a growing or a complete capsid.
Figure 2.13 shows a graph of the average dihedral angle for a very large pentagonal
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Figure 2.13: Average dihedral angle of a large pentagonal sheet with a single disclina-
tion in the center. Plotted versus ℓf at different θ0. The bottom θ0 = 0 curve shows a
ﬁrst-order buckling phase transition. Each subsequent curve increments θ0 by 0.25◦.
sheet with a single disclination in center as a function of ℓf, at different θ0. We see a
ﬁrst order phase transitionat θ0 =0.
2.4 Discussion
Inthissection,werecapitulatethehighlightsofourmodelandthesimulationresults,
and outline extensions that could improve their realism.
652.4.1 Summary of results
Our irreversible growth model, based on trimer units with the simplest possible
Hamiltonian and growth rates, did succeed at producing closed capsids, but only
when the parameters are tuned to the proper range: 1/ℓf . 10, θ0 & 8◦, ΓI,J & 50,
and most importantly,σ≈12◦.
Our model (§2.1) made a sharp division between conﬁguration variables that
were continuous (position) and discrete (bonding topology); correspondingly the
model parameters were divided between a Hamiltonian (harmonic form) and rate
constantsfor a set of ﬁrst-order processes; for simplicity, monomersin solutionwere
not treated explicitly. The model’s most distinctive feature is its use of trimer units
(triangles), which turns out to have several inherent disadvantages. First, our “in-
sertion” step (§2.1.3) seems as though it should be been redundant; unfortunately,
omittingthis(relying on the“joining”step in itsstead) produces abundantfailures—
the ﬁngered growth and crevices elaborated in §2.2.2. In other words, good growth
depended on joinings being rare compared to insertions, which followed from our
growth rules (§2.1.3), since opening angles α near 0◦ are much less common than
those near 60◦. This may mean that if a capsid assembles from trimers in solution,
the only way to have normal growth is that there must be cooperative binding as in
our insertionstep.
Our resultsmay be dividedintotwo categories: thegrowth process (includingthe
success rate) and the shape of the resulting model capsids. In the ﬁrst category, we
foundmathematicaldescriptions(§2.5)thatclariﬁedtheconstraintsonthepositions
of the ﬁvefold-coordinated vertices, which fully characterize the bond network. Ad-
ditionally, we uncovered a simple relation between the chance of failure and capsid
size, (2.17). In the second category, we showed the relationship between the capsid’s
66ﬁnal size and the two length parameters, ℓf and ℓθ. In contrast to Nguyen et al. [23],
we note that the average capsid size is indeed well-determined by the spontaneous
curvature parameters for large capsids, even in the absence of any scaffolding con-
siderations. We also extendedthe concepts of Lidmar et al. [4] to irregularcapsids. In
particular the ratio of bending and stretching stiffnesses—which we suggest is best
parametrized by a length, (2.5), rather than a dimensionless ratio—controls whether
the resulting shape is smooth or angular,as we have characterized by an inverse par-
ticipationratio, (2.19).
Oneapplicationofourresultsfromdifferentℓf relatestophagematuration. Many
phages include a maturation step in which the assembled prohead greatly increases
its stretching stiffness relative to its bending stiffness, making it more faceted. One
might ask why the assembly process occurs in the smooth regime, especially since
our results in §2.3.2 show that the probability of success is smaller in this regime. We
propose that the advantage of growth in the smooth regime is size selection. In Fig-
ure 2.7 we see that faceted capsids have a sharp transition in size around the region
most phages fall into (T = 3 to T = 7). As might be expected, for a given set of pa-
rameters, the spread of capsid sizes is also much broader near this transition. Thus,
in order to well-control the size of assembled capsids, a virus might prefer to grow
in the smooth regime, counting on other factors such as scaffolding to increase its
chances of successful assembly.
2.4.2 Future directions: more realistic random growth
2.4.2.1 Models with non-trimer units?
The retroviral CA proteins we claim to model have well-documented dimeriza-
tion [31] and hexamerization [32] interactions, but no trimer interactions have been
67observed in retroviral capsids. A model based instead on pentamers and hexamers
could be implemented simply by changing the growth steps to add several triangles
atatime,soastofullyencloseasinglevertexeachstepintoeitherahexamerorapen-
tamer. We gain some beneﬁt, however, from actually changing our representation to
a honeycomb lattice—the dual to our current triangular lattice. Vertices of the dual
latticeareallthree-coordinated,soeach vertexalongtheborderhaseitheroneortwo
capsomersattachedtoit—muchsimplerthantheﬁvedifferentpossiblecoordination
states for border vertices in the trimer model. In this model, growth rules could ex-
plicitly depend on the total coordination of a vertex. Such coordination-based rules
greatlyassistedsuccessful growthinourtrimermodel,but were notasphysicallyjus-
tiﬁable as they are in the dual model.
These considerationssuggest thatbehavior arisingfrom thischoice is not univer-
sal. We expect models based on dimers, trimers, or pentamers and hexamers to fall
into different universalityclasses.
Another direction leading to a more realistic model is to improve the accuracy of
our interactions. Microscopic electrostatic simulations, such as with the CHARMM
software, couldprovideamorerealisticHamiltonianforspeciﬁcviruses,which could
be included in future models.
2.4.2.2 Lattice ﬂuctuations
A deeper understanding of the relationship between topological conﬁgurations is
critical. So far we have only thoroughly considered irreversible growth transitions.
Other transitionsrelate to the motion of disclinationson the lattice (always in pairs),
both for the purpose of enumerating the near-symmetric states, and for an under-
standing of the rearrangement dynamics by which real capsids may anneal their
68bond conﬁgurations into the free energy minima predicted by many equilibrium
models.
2.4.3 Future directions: realistic shapes
All well-studied real capsids exhibit greater regularity than our current model can
regularly generate. How can the Hamiltonian (or the growth dynamics) be modiﬁed
so as to generate an icosahedral, or (for HIV) conical capsid?
2.4.3.1 Icosahedral symmetry
The main challenge for theory is to explain the assembly of icosahedrally symmet-
ric capsids, if one is not close to equilibrium. Hamiltonians such as ours do indeed
give effective repulsion between the disclinations, and the free energy minimum is
known to haveicosahedral symmetryinsimilar models[2, 4]. However, thisis simply
insufﬁcient to produce large symmetric capsids in a model where the accretion rate
depends on local geometry, since the growing border does not containenough infor-
mation in just the opening angles (§2.1.3). Even deterministic variants of the growth
model never yielded icosahedral capsids larger than T =4.
We speculate that if the bending potential Hbend was not simply harmonic
around θ0, but instead had minima at two different angles θ1 and θ2, this might ro-
bustly favor a regular pattern of edges with θ1 and θ2, thus permittingdetermination
of larger icosahedral capsids. A double-well potential would presumably represent
some sort of conformational switch, perhaps an internal bending between two do-
mains of the capsid protein. Thus, this proposal has some features in common with
the matching-rule models that we dismissed as implausible (§1.4), but anharmonic
potentials seem much more natural than variations in the edge-binding (which, in
69our model, corresponds to the term Hbind mentioned brieﬂy in §2.1.3).
One other change that could result in more symmetric capsids, as well as more
successful growth in general, is to relax our irreversibility constraint. Allowing the
growing edge to “melt back” would allow a growing capsid to better explore the pos-
sible conﬁgurations,in particular curing crevice and ﬁngering defects.
2.4.3.2 Retroviruses
We asserted that the randomness of our model’s growth behavior makes it appro-
priate for modeling the irregularity and pleiomorphism observed in the capsids of
retrovirusessuch as HIV. However, mature HIV capsids do have a typical gross shape,
which is mostly conical (although sometimes tubular) in vivo, whereas our current
model grows round capsids on average. A cone is characterized by having (say) ﬁve
disclinations around its smaller end, seven around the large end, and none on the
belt between; this means the rates of adding pentons must somehow vary during
different stages of the growth. When cones form inside an envelope, the difference
could be attributed to depletion of the monomers as they are incorporated into the
capsid: that (see §2.1.3) would decrease the rate of insertion but not of joining, lead-
ing to a greater chance of penton formation. A difﬁculty with concentration control
isthatconecompletionleavesinsolution70%[33]ofthecapsidproteins: inorderfor
this to grossly affect the rates, accretion must microscopically be a rather high-order
process. It also leaves unexplained the large density of pentons at the earliest stage:
a possibility is to add a simple interaction between the capsid and either the nucleic
acid or the membrane [26, 34].
702.5 Completability
It ispossibletogrow anincompletecapsidthatisnotpartof anyallowedcapsid. This
appears to be a consequence of our rule that a capsid vertex can only have coordi-
nation 5 or 6. (Seven-coordinated vertices, were they allowed, would let the capsid
recover from almost every “mistake” discussed in this section.)
As a complement to the more qualitativediscussion in §2.2, this section presents
the technical criteriawe discovered to identify when a partialcapsid is or is not com-
pletable, non-locally and long before the growth rules carry us to a point where we
must make a 7-foldvertex or stop. The completabilityconditionsare deﬁned entirely
in terms of the growing border, which can be uniquely described by traversing the
vertices (in a speciﬁed direction) and listing the number of triangles present at each
vertex. Thus a string of numbers from 1 to 5 speciﬁes a border. (6 is allowed, but is
trivial.)
2.5.1 String representation
We can represent any border by a word a1a2...an, where 1 ≤ ai ≤ 6 is the number of
triangles around the ith vertex, counting clockwise from an arbitrary starting point.
We deﬁne several operations on these string representations. First, consider
A(a1a2...an)≡1(a1+1)a2...(an +1) (2.20)
and
J(a1a2a3a4...)≡(a1+a3)a4..., (2.21)
representing accretion and joining, respectively. Note that the a2 term disappears
uponapplying J. Thisvertexisenclosedandisnolongerpartoftheborder. Wethere-
fore require a2 = 5 or 6. We can further deﬁne insertion I = J ◦ A as the composition
71of joining and accretion. Finally, because we deﬁned these operations to act on the
starting and ending points of our string representation, we must deﬁne a cycle oper-
ation, C(a1a2...an) ≡ a2...ana1. Because of the unimportance of the starting point
in representing a border, cycling leaves borders invariant. Since these operations are
sufﬁcient to grow any capsid, we can uniquely describe a capsid by the sequence of
operations on the border required to arrive at the border from a single triangle, 111.
Using this representation we can immediately identify some borders as incom-
pletable. Consider the border X =555... Joining is illegal since it leaves a vertex with
10 triangles. Accretion leads to A(X) = 6166..., which clearly cannot be completed
since only joining can be done on the 6’s, and this leaves seven triangles about at
least one vertex. Finally, insertion yields I(X)= 66..., which is incompletable for the
same reason.
Any border that intersects itself on a ﬂat reference lattice is incompletable (coin-
cident edges are allowed). It is importantto take notice of which side of the border is
the inside (from which the trianglesare being counted) and which is the outside.
We thus deﬁne the complement of a border
a1...an ≡(6−an)...(6−a1). (2.22)
If the original border enclosed d disclinations then its complement encloses 12−d
and can be glued together to form a complete capsid. We must note two things.
Firstly, the complement of a border may be a border that cannot possibly be grown
using our growth operations. Secondly, the complement is only unique insofar as
the seam between the two incomplete capsids is occupied only by six-fold vertices.
However, many “pseudo-complements” may be constructed that leave disclinations
on this seam.
While the border by itself is useful for analyzing completability, it does not
72uniquelydescribetheinterior. Anindividualbordermayhavemanydifferentrealiza-
tions,withdisclinationsindifferentpositions. Infact,apairofdisclinationscanmove
in opposite directions (relative to a common reference lattice, if one exists) without
changing the border.
2.5.2 Windingnumber
We cancomputethewindingnumberW(a1a2...an)≡
 
i(ai −3)ofa border,which is
the number of 60◦ turns undergone by a direction that is parallel transported about
the border. The net number of disclinationswithin the border isW +6. If we allowed
seven-fold disclinations, they would be subtracted from this number. Since we only
allowsinglepositivedisclinations,we can concludethatthewinding numberaround
any pathon a validcapsid mustbe between −6 and +6, leaving6−W disclinationsto
be placed in the unﬁlled part (the other side of the border, counting the vertices on
the border itself).
2.5.3 Sixdisclinations remaining
We will now show that any border with winding number W = 0 that does not in-
tersect itself on a ﬂat reference lattice is completable by applying a ﬁnite number
of growth operations to the border, resulting in a self-complementary border of the
form 3m43n2, which can be glued onto a copy of itself to make a complete capsid.
First draw the border on a ﬂat reference lattice. It is now clear that triangles can
be added to the border to transform it to the required form. So any capsid with a
non-intersecting border andW ≤0 is completable.
This procedure is demonstratedin Figures 2.14 and 2.15.
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Figure 2.14: Adding triangles to a W = 0 border (a) to transform it into the self-
complementary form 3m23n4 seen in (b).
Figure 2.15: An alternate point of view of the same procedure as illustrated in Fig-
ure 2.14. We ﬂatten the border onto a ﬂat triangular reference lattice. The dashed
lines on the left and right correspond to the place the border has been cut. That
W =0 is evident because there is no net rotation after traversing the border. It is also
clear that adding the dashed trianglesresults in the same 3m23n4 border as above.
742.5.4 Latestage completability
When W > 0, there are more constraints. We can no longer add triangles freely since
every row we add is smaller due to the enclosed disclinations. We will begin by con-
sidering the case of an incomplete capsid with eleven disclinationsenclosed, leaving
a deﬁcit of one disclinationneeding to be placed.
2.5.4.1 One disclination remaining
In this case we can easily look at the reverse picture. If the border is completable
then it is a path on a valid complete capsid and we can therefore look for a pseudo-
complementary border to ﬁll it. We can represent a triangular lattice with a single
disclination as a ﬂat triangular lattice with a 60◦ section cut out and the edges iden-
tiﬁed. If we therefore ﬂatten our border onto a ﬂat lattice, we expect the ﬁrst and last
points to be identiﬁed by this edge and therefore we can draw an equilateral triangle
with the third point at the required location of the disclination. While the edges of
the triangleneed not be along a lattice direction, the third point is necessarily on the
lattice. The border is completable if and only if this disclination is at an unoccupied
point (outside of the original border). Note that because the border has a 60◦ rota-
tion, this point is unique, regardless of the choice of starting and ending point. This
process is demonstratedin Figure 2.16.
2.5.4.2 Two disclinations remaining
Two disclinations (W = 4) works in a very similar way to the single disclination dis-
cussed above, except we have a 120◦-30◦-30◦ isosceles triangle instead. This gives a
singlecharge+2 disclination,butsince we do not allowtwo disclinationsat thesame
point, we must move them slightly. Figures 2.17 and 2.18 show the two possible sit-
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Figure 2.16: A border with W =5. Parallel transporting a direction around the border
yields a rotation of 60◦. A disclination must therefore be located within this border.
The dashed line shows where we plan to cut. (b) We see the same border ﬂattened
ontoa reference lattice. The 60◦ rotationis now moreclear. The dashed linesare part
of an equilateral triangle and therefore show the required location of a disclination.
Any choice of cut results in the same location, as long as the of the cut is chosen so
that the triangleis equilateral.
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Figure 2.17: Rearrangement of a +2 (120◦) disclination located on a vertex into a pair
of single disclinationswith the same border. The two shaded trianglesare removed.
uations and equivalent ﬁllings with only single disclinations and the same border. If
the center is on a lattice point, then the disclinations can each move in opposite di-
rections to neighboring points and the same region of the plane will be cut out, up
to a triangle at the apex, as shown in Figure 2.17. If the center is in the center of a
trianglerather than on a lattice point,we can place the two disclinationson adjacent
lattice points around the triangle for the same effect, as shown in Figure 2.18. The
disclinationscan be further separated in a similar fashion.
This breaks down if the +2 disclination is on a vertex on the border that has 4 or
more triangles. In this case there is no way to separate the disclinations without one
of them crossing the border.
2.5.4.3 Three disclinations remaining
The case of W = 3 follows the same way, except now we ﬁnd a +3 disclination on
the midpointof a line segment joining the two identiﬁedpoints. This +3 disclination
may be ona latticepoint or on theedgeof a triangle. Both can againbe splitsimilarly
to the previous case, as seen in Figures 2.19 and 2.20. As seen in the ﬂattened pic-
tures, the +3 disclination is always within the border, provided the ﬂattened border
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Figure 2.18: Rearrangement of a +2 (120◦) disclination located on a triangle into a
pair of single disclinations with the same border. The shaded part of the triangle is
removed.
does not intersect itself or the “cut line”. Thus outside of these cases, the border is
only incompletable if the +3 disclination cannot be split properly without any single
disclinationscrossing a border.
2.6 Steric considerations
Our triangular units are two-dimensional objects but they represent three-
dimensional structures in space. Thus, we must explicitly ensure that two trian-
gles can never be in positions, such that the proteins they represent would overlap
in space. This section collects details concerning the implementation of steric con-
straints. First (§2.6.1) we write the explicit form of the term in our Hamiltonian that
preventsself-intersection;then(§2.6.2)wediscussthewayinwhichstericconstraints
tend to assist growth and to discourage the wrong steps that lead to failure.
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Figure 2.19: Rearrangement of a +3 (180◦) disclination located on a vertex into three
single disclinations with the same border. The two shaded triangles are removed.
Note that vertices a, b, and c all come together to form a single ﬁve-fold vertex.
a b
c
Figure 2.20: Rearrangement of a +3 (180◦) disclination located on an edge into three
single disclinations with the same border. The three shaded triangles are removed
and the vertices a, b, and c collapse to a single ﬁve-fold vertex.
792.6.1 Steric potential
The ﬁnal term in (2.1) was a steric repulsion term: since our capsid units are two-
dimensional triangles, some such term has to be added by hand, to account for the
thickness of our three-dimensional proteins and disfavor unphysical conﬁgurations.
The details of this term were deferred from §2.1.2 to this section. The steric term
should have the simplest possible form, in keeping with the toy-model spirit of our
other terms.
In the steric term, the two kinds of degrees of freedom—topological and
positional—clash in a sense. Two units that are nearby in space may be many steps
apart on the bond network, and thus practically decoupled from each other. (There
is little interaction in the elastic energy, and furthermore the ways they constrain
the available discrete growth steps are independent.) Hence, Hsteric must consist
of topologicallylong-range, but positionallyshort-range,interactions.
We chose an implementationbased on augmenting each triangleby another ver-
tex over the face (on the interior side), thus forming a tetrahedron. We deﬁne a re-
pulsion between the apex vertex of each tetrahedron and every (non-apex) vertex of
every other triangle. Thus,
Hsteric =
 
I,j
Vsteric(|r  
I −r j|), (2.23)
where
 
I is a sum over triangles and r 
I is an equal distance ℓsteric . r0 inward from
the three vertices of the triangle. Furthermore, we require Vsteric(r) = 0 if r ≥ ℓsteric,
which is the case for all pairs I, j in most capsids. This form allows the edges of un-
connected triangles to be incident while maintaining Hsteric =0 so long as the trian-
gles do not actually intersect.
80We choose the simplest form that is differentiable at r =0 and r =ℓsteric,
Vsteric(r)=ksteric(ℓ2
steric−r2)2, r <ℓsteric, (2.24)
Choosing ℓsteric ≈ 0.65r0 generally provides sufﬁcient stericity while not interfering
with the shape of non-self-intersecting capsids.
It is important to stress that this steric term should not affect most capsids. For
non-growing capsids, we generally turn it off to increase efﬁciency, since it always
vanishes.
2.6.2 Steric growth heuristics
Whilethestericpotentialdiscussedin§2.6.1isusefultopreventcapsidsfromrelaxing
to unphysical positions, it does not directly help the growth rules. Because growth
rulesarebasedentirelyonrateskA,kI,andkJ derivedfromthelocalgeometryaround
individual vertices, there is no way to directly determine whether a step will cause a
steric hindrance. Because such growth steps are not likely to occur in nature, we
implement a heuristic to detect such steps and remove them from the set of allowed
growth steps by setting the rate to zero.
Before any accretion or insertion, we perform two tests. First we look at the steric
potential Hsteric. If the accretion causes Hsteric  = 0 then the accretion fails. Next, if
the accretion causes the centroid of one triangleto be withinℓsteric/
 
10 of the vertex
of another triangle, then the accretion fails. This is necessary because the ﬁrst test
misses the case where two triangles are directly on top of one another. This case is
less important while minimizing, because minimization would need to pass a large
energy barrier,while growth steps can jump over it for free.
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84CHAPTER 3
NAVIGATING THE SEA OF CAPSID MORPHOLOGIES: EQUILIBRIUM CONCERNS
Now that we have looked at a simple growth model, we can begin to see some
of the difﬁculties that arise in understanding the resulting closed capsids. Although
equilibrium studies have shown that icosahedral capsids are energy minima [1, 2],
our growth simulations rarely yielded icosahedral results. Moreover, it has been sug-
gested that above T = 7, capsid assembly (without auxiliary proteins) is less reli-
able [3], possibly resulting in slightly non-icosahedral morphologies. This raises the
question: what is the nature of the very lowest-energy excitations above the equilib-
rium morphologies? In particular, how do the elastic (excitation) energies of nearly-
icosahedral capsids compare to kBT? It appears that for large capsids, these low-
energy excitations comprise a high near-degeneracy. In the following sections, we
will explore this sea of capsid morphologies, including the near-icosahedral shapes,
as well as the variety of tubes. We begin with an enumeration of all the capsid mor-
phologies, followed by an exploration of the energy-minimizing structures as a func-
tion of our energy parameters. Finally, we discuss an attempt to compute the energy
cost of small deviationsfrom symmetry, as well as theissuesarisingfrom quantifying
these deviations.
Throughout the chapter, we will continue to use the triangular network topology
and Hamiltonian,as described in Chapter 21.
3.1 Enumeration of closed capsids
In order to discuss the ensemble of capsid morphologies, we need a way to talk
about, and distinguish,individual capsids. Ideally, we would give every possible cap-
1Lidmar et al [4] used nearly the same model for their equilibrium work, though
they refused to consider nonzero spontaneouscurvature.
85sid topology2 a single name (preferably one that is simple and efﬁcient to compute).
However,comingupwithasuchnamingscheme,bywhichidenticalcapsidswithdif-
ferent internal representations (i.e. reordering/relabeling the vertices) get the same
unique name, is far from trivial. We denote the set of all capsids
C
a.
We make the simplifying assumption that each vertex in a well-formed capsid
has coordination ﬁve or six3. Under these constraints, the Euler characteristic χ = 0
requires that there be exactly twelve 5-coordinated vertices. Because the other ver-
ticesthusforma6-coordinatedbackgroundlattice,itstandstoreasonthatthecapsid
morphologyis completely described by the relationshipsbetween the 5-coordinated
disclinations.
3.1.1 The Caspar–Klug framework
Themost obviousnamingschemewas givenbyCasparandKlug [5] intheT-number
system, where T is the square of the lattice distance between every nearest-neighbor
pair of disclinationsin an icosahedral capsid. This gives a good start towards provid-
ing a unique name, but T can be degenerate, either due to chirality or due to mul-
tiple pairs (m,n) admitting integer solutions to T =m2+mn+n2. Thus, we can get
a unique label for icosahedral capsids by giving the speciﬁc (m,n) decomposition,
rather than just the T-number.
This (m,n) decomposition can be understood as a follows: the distance
 
T is
traveled by ﬁrst walking m steps along a lattice direction, followed by a 60◦ turn and
2For our purposes, we deﬁne the capsid topology as the triangular polyhedral
graph on the surface of a sphere, and independent of the real-space positions of the
vertices. Thus, capsids differing by rotation, or even by a buckling transition, are
considered identical, while chiral capsids differing by space inversionare considered
distinct.
3Later sections in this chapter (§3.3.1) will allow intermediates to break this rule,
but we are not interested in naming these intermediates.
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Figure 3.1: (a–c) The T = 1.2 capsid is a hexagonal antiprism with each hexagon re-
placed by six triangles. Alternately this is an L =0 (6,0) tube. (d–f) The T =1.3 capsid
consistsoftwo largetriangles(topandbottomhalvesof (d), or left andrighthalvesof
(e)) and three hexagons (around the waist of (d)). Alternatelythis is the shortest (3,3)
tube. (g–i) The T =1.4 capsid is a truncatedtetrahedron with each hexagon replaced
by six triangles.
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Figure 3.2: (a–c) The T = 1.5 capsid is a length L = 1 (5,0) tube, with pentagonal end
caps. This begins a series of tubes with T = 1+L/2. (d–f) The T = 1.8 capsid is a
length L = 1 (6,0) tube, with hexagonal end caps. This begins a series of tubes with
T =(6+3L)/5. (g–i) The T =2 capsid is a tetrahedronwith faces each made up of ten
trianglesand three disclinations. There is an alternate(less symmetric) T =2 capsid,
which is the L =2 (5,0) tube, not depicted.
88n stepsalong the new direction4. Thus, for an icosahedral capsid, (m,n) speciﬁes the
lattice displacement between a pair of pentamericvertices.
This notation is useful for tubes as well, by taking (m,n) as the lattice displace-
ment between a lattice point and its image around the circumference.
We can extend this framework slightly to describe some not-quite icosahedrally
symmetric capsids as well. Figures 3.1 and 3.2 show all the capsids with between
N =20and40trianglesthathaveatleasttwodifferentsymmetryaxes(anotheroption
would be to require at most two non-equivalent disclination environments). We can
name these capsids uniquely with fractional T-numbers, consistent with N = 20T,
as shown in the ﬁgure. At T ≥ 2, however, we lose this uniqueness: there are two
different capsids that could be called T =2, and three different capsids that could be
called T =2.2.
3.1.2 Labelsand representations
If we give up our requirement that names be bijective (that is, by allowing multiple
capsids to have the same name, or single capsids to have multiple names), we end
up instead with representations and labels. We will deﬁne a representation as a set R
together with a single-valued function r : R →
C
a. On the other hand, a label is a set
L together with a single-valued function ℓ :
C
a → L. Obviously, a name is a function
that is both a representation and a label.
The ﬁrst, and simplest, label is to simply count vertices V , edges E, and faces
4It is convenient to interpret n <0 differently in different cases: either as an oppo-
site direction for the 60◦ turn and forward motion along the second direction, which
is useful for describing chirality of capsids, or else as a consistent direction of turn
and a negative walk in the new direction, which is more useful when looking at ﬂat-
tened capsid lattices; in this thesis we take the former interpretation, addressing the
latter in §3.1.2.3
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Figure3.3: Diagram ofthetotalcorrelationfunction,showingthemultiplicityof each
lattice displacements between pairs of disclinations. The left-hand corner is the ori-
gin, representing the zero-displacement (we could add as “12” to this corner to rep-
resent the self-correlations if we wanted). The total of all numbers must always add
to 66 = 12·11/2. (a) A perfect T =7l capsid. The 30’s come from the ﬁve nearest and
next-nearest neighbors of each disclination, while there are only six antipodal pairs
of disclinations;(b) an irregular capsid with 92 triangles.
F. The Euler characteristic already constrains V −E +F = 2 for spherical topology.
Moreover, our requirement that capsids have exactly 12 ﬁve-fold vertices allows us to
calculateE = 1
2(12·5+(V −12)·6)=3(V −2).5 Thus, onlyoneofV , E,andF isactually
independent, and this provides us with nothing more than a measure of capsid size.
3.1.2.1 Hashlabels
Another type of label (although this is actually more like a hash coding) comes from
constructing an adjacency matrix between the vertices of the capsid. For a capsid
with vertices i = 1...N, we deﬁne the N ×N matrix with Ai j = 1 if vertices i and j
share an edge, and Ai j = 0 otherwise. We then need an operation that is invariant
5We can extend this to the case where we additional 7–5 dislocation pairs: with
12+D ﬁve-fold, 12−2D six-fold, and D seven-fold, we still ﬁnd E = 3(V −2). If we
allowC four-fold vertices then we ﬁnd E =3(V −C −2).
90under permutations of the vertex labels, such as the spectrum of eigenvalues, which
reduces an N-vertex capsid to a list of N real numbers in an almost-unique way6.
Equivalently we could use the coefﬁcients of the characteristic polynomial, or the
traces of the ﬁrst N powers of the adjacency matrix, giving a list of N integers related
to the number of distinct loops of each length in the capsid lattice. Both of these
methods provide rather long labels that are difﬁcult to interpret, and even more dif-
ﬁcult to reverse (i.e. construct a capsid with a given label).
3.1.2.2 Correlation functions
As mentioned earlier, a capsid can be fully described in terms of the relationships
between the ﬁvefold disclinations. Thus, the most intuitive topological labeling is to
list all the topological (lattice) distances (optionally retaining the (m,n) coordinates)
between every pair of disclinations (i.e. as a 12×12 matrix). This is naïvely a one-
to-many approach, since reordering the disclinations also rearranges the distances
(also, some distances are ambiguous, but can of course be recorded as such), but we
can potentially reduce this to a single label for each capsid by deciding on a sorting
rule.
If we ﬂatten thismatrixinto simplya list of 66 displacements(ignoringthe diago-
nal and the symmetric reﬂection) and count the number of occurrences of each dis-
placement (equating modulo ﬁvefold rotations, but not reﬂections), we end up with
a total correlation function, which can be graphed on a 60◦ section of triangular lat-
6If two adjacency matrices A and A′ have the same eigenvalues then there exists
an orthogonal matrix R such that A′ =RA. The condition that A and A′ be adjacency
matrices with between ﬁve and seven neighbors for each vertex means that, aside
from reordering of labels, it is rather difﬁcult to construct such an orthogonal trans-
formation, although it may not be impossible [6].
91Figure 3.4: Degeneracy in Voronoi constructionfor nearest-neighbordisclinations.
tice, asshowninFigures3.1–3.37. Because thesecountsarediscrete,we representthe
function values by writing integers8 at each lattice point in the wedge. This provides
a nice visualizable label that gives a very clear picture of how regular a given capsid
is. And while it’s (most likely) not a representation,in that several capsids could have
the same correlation function, it does appear to come very close (although it would
be computationallydifﬁcult to reconstruct a capsid from a correlation function).
Onecouldimaginealsomeasuringsomethingmore likeadirect correlationfunc-
tion by looking at only the nearest-neighbor disclinations as deﬁned by a Voronoi
construction. Thisprovidesauseful near-labelingof thecapsidthatgivesaveryclear
depiction of the topology, except that the Voronoi construction is degenerate when-
ever four disclinationsform the vertices of a rectangle, as shown in Figure 3.4.
7Heymann et al. [7] calls something similar to this a Goldberg diagram, but gives
no primary source for that name.
8Some of the farther-separated disclination pairs do not have a unique shortest
path since, e.g., (5,1) and (5,−1) are the same length. In cases where two such paths
exist, it makes sense to count each possible shortest path with a fractional count,
preserving the many-to-one nature of the graph.
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Figure 3.5: (a–b) Two ﬂattened representations of a T = 1 capsid: in (a), one of the
disclinations is chosen as the origin; in (b), the origin is chosen at a ﬂat point. (c) A
T =4 capsid. (d) A T =7 capsid.
933.1.2.3 Flattened representations
Where the correlation function fails, the ﬂattened representation succeeds, and vice
versa: thecorrelationfunctionprovidesaneasy-to-computelabel,whiletheﬂattened
representationallowsfor easyreconstructionofacapsidfrom therepresentation. We
can construct a ﬂattened representation of a capsid by picking an origin and then
cutting and ﬂattening the capsid (each disclination must therefore intersect at least
one cut) in such a way that for every point (not just the vertices), no alternatecutting
would allow it to be closer to the origin9. Another way to think of this is that we are
wrappingapiece ofﬂat triangularlatticearoundthesurfaceof acapsid. Clearlytodo
this we need to cut out triangular sections at each disclination, reattaching the two
sides.
If two capsids have the same ﬂattened representation, they are clearly the same
capsid (but not vice versa). Because, as mentioned earlier, the capsid is fully-deﬁned
by the location of the disclinations, we can now fully deﬁne a capsid by giving the
locations of the twelve disclinations on the plane (although each capsid will have
manysuch representations,asshowninFigure3.5).As withthedisclinationdisplace-
ment matrix,we could possibly promote the ﬂattened representationto be a naming
scheme by deﬁning rules to decide which of the many representationsis canonical.
One beneﬁt of ﬂattening is that it is now easy to label points r = mˆ ı +n ˆ  where
9Mathematically, let C be the set of points on the surface of the capsid, and R2 =
{(r,θ)|r >0,0≤θ <2π} bea plane. Deﬁne afunction f :R2 →C bychoosing anorigin
O ∈C andpickingadirectionθ =0 attheorigin. Then f (r,θ)isthepointarrivedatby
travelingadistancer (inlatticecoordinates,i.e., assumingeachtriangleisequilateral
and ﬂat) out from O in the direction θ. (If such a ray passes through a disclination,
we say it travels halfway around, but the choice turns out to be irrelevant since no
shortest paths pass through disclinations anyway.) Note that f is onto, but not 1:1.
We then construct g :C →R2 such that f (g(P))=P and |g(f (r,θ))|2 ≤r2 for all (r,θ).
The ﬂattened representation is then the set {g(P)|P ∈C}.
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Figure 3.6: (a–b) T =3 capsids with different origins chosen. (c) The result of moving
two disclinations by one step each. Added and removed triangles are shown gray
(there is a net gain of four). If we had not moved a pair of disclinations, we would
havehadasevenfoldvertexwhichcannotberepresentedinthisfashion,exceptalong
a disclined edge. Note that this is not actually a proper representation: we would
need to rotate the cut-out sections so that all points were in their closest directions.
(d) Measuring the distance between two points on a ﬂattened capsid is not trivial. In
thiscase, the“direct”pathhaslength
 
73=
 
82+8·1+12, whilethepaththatmoves
around the disclinations has length 7. The dotted arcs show the identiﬁcation of the
disclined edges, while the protruding dotted lines are perpendicular to the disclined
edge, showing that the path remains straight.
95ˆ ı = ˆ x and ˆ  = 1
2 ˆ x +
 
3
2 ˆ y. 10 We also deﬁne ˆ k = ˆ  −ˆ ı for convenience.
Anothercorollaryisthatwecanmoreeasilyseetheeffect ofmovingdisclinations.
By determining the rules by which disclinations interact (topologically, not energeti-
cally),wecanshiftadisclination’spositionandpropagatetheeffect onaﬂatmedium,
as shown in Figure 3.6(a–c).
While it is now trivial to measure the distance between any point and the origin
(by deﬁnition), measuring other distances is not so straightforward, since crossing
over a disclination section changes the angle of lines by π
3. Thus, the straight line
connecting two points (a) may not be drawable without crossing a section, or (b) if it
is, it may not be the shortest line, as seen in Figure 3.6(d). Thus, the best way to ﬁnd
the distance between two points is to reconstruct the ﬂattened representation with
the origintranslated to one of the two points.
3.2 T =0 phase diagram
Now that we have discussed an enumeration of the set of capsids, the next step in
exploring the low-energy excitations is to determine the energy minima. While Bru-
insma et al. [1] showed that icosahedra (or tubes) are the minimum-energy struc-
tures, their phase diagram was of a relatively small part of their parameter space
(which was of a qualitatively different kind than ours, since they parametrized on
thehexon-pentonswitching energy), and theydid not distinguishbetween different-
sized tubes. We will therefore explore more details of different capsid morphologies
in equilibrium.
10We could also look at it as a complex plane, with basis vectors of 1 and exp
 iπ
3
 
,
and then disclinationsare somehow related to z6/5 branch cuts.
963.2.1 Ensembleproperties
Theway ourenergieswere writteninChapter2, itisclearthataT =1 capsidwill gen-
erally have a lower energy than any larger capsid simply because it has fewer units.
We might try to solve this problem by adding an edge-binding energy Eb, which is
effectively equivalent to a chemical potential (see §4.1.5). We would thus be look-
ing at a grand-canonical ensemble, in which we could tune the size of the capsid by
changingthechemicalpotentialofunits. Whilethismaybeusefultoconsider,itdoes
add an extra parameter to explore, so we will instead consider a canonical ensemble.
Thus, suppose we have a gas of M units. If we include them all into capsids with N
unitseach, and total elastic energy E(N), thenthe total energy is ME(N)/N. Because
(in thelimitof large M) every unit is boundtoexactly three other units,thetotal con-
tribution of binding energy is 3MEb/2, which is ﬁxed and therefore ignorable. Given
aﬁxed M, wecanseethatforeach set ofelasticparameters,we mustinfactminimize
E(N)/N.
Since we are alsoconsidering tubegeometries,we must mentionend caps. While
many tubular viruses do in fact have end caps, this introduces an extra parameter L:
the length of the tubes. Fortunately, we can safely disregard this parameter: suppose
thereare Nt unitsinthetubegeometryand Ns unitsinthesphere(endcap)geometry
(we will ignore the interfacebetween the tube and the end cap). If the tubegeometry
istrulypreferred, thentheminimumenergyis at L →∞. Alternately,ifthespherege-
ometryispreferred,theminimumisatL →0. Biologicallyweexpectdepletioneffects
or stochasticvariationtolimit thesize of tubes, but in an equilibriumcalculation,we
can ignore L and simply assume all tubes are inﬁnite and thus have no end caps.
97(a) (b) (c)
Figure 3.7: (a) a segment of (8,8) tube, (b) a segment of (10,0) tube, and (c) a (3,0),
T =9 “sphere”, as deﬁned in §3.1.1.
3.2.2 Inextensible case
If we reduce theproblemtotheinextensiblecase Y →∞, thenwe can calculateafew
of the energies analytically—speciﬁcally, the (m,0) and (m,m) tube, and the (m,0)
icosahedron, as seen in Figure 3.7—since all the triangles must be equilateral. This
is particularly useful in the case of tubes, in which we can completely eliminate the
end effects that we necessarily see in numerical work (the other solution is to gener-
ate a single circumferential strip and use periodic boundary conditions in the axial
direction, with a variable cell size).
First consider tubes. Due to symmetry, we need to consider only the bond angles
onasingletriangle. Inthe(m,m)tube,asshowninFigure3.7(a),it isclearthattwoof
the three edges on each trianglehave an angle of zero, since the tube is exactly an m-
gonal prism. A quick calculation reveals the third angle to be π/m, so that the energy
per triangleis
Etube(m,m)=
κ
2
 
3
   π
m
−θ0
 2
+2θ2
0
 
. (3.1)
For the (m,0) tube, we must take the m → ∞ limit, so that we can make small-angle
approximations. As seen inFigure3.7(b), one angleoneach triangleis negative(con-
cave), and the other two are the same and positive. Under these assumptions, we
98have angles of − π
m
 
3, 2π
m
 
3, and 2π
m
 
3, giving energy per triangle
Etube(m,0)=
κ
2
 
3
  
π
m
 
3
+θ0
 2
+2
 
2π
m
 
3
−θ0
 2 
. (3.2)
We can relate the tube radius R to m in each of these cases. For the (m,m) tube,
R = m
 
3
2π , and for the (m,0) tube, R = m
2π (taking r0 =1). If we write m in terms of R in
each of these cases, then the energy
Etube(R)=
κ
2
 
3
 
3
4R2 −
 
3
R
θ2
0 +3θ2
0
 
(3.3)
is the same for both (m,m) and (m,0), which makes sense since we might expect the
bending energy to be isotropic. Given θ0, if we allow m (or R) to be a continuous
variable that minimizes the energy then we ﬁnd
Etube(θ0)=
κ
 
3
θ2
0. (3.4)
The (m,0) icosahedron energy is even simpler. There are 20m2 triangles, with
30m2 edges, 30m of which are bent at an angle θicos = arccos(
 
5/3), and the other
30m(m−1) of which are ﬂat. Thus, the energy per triangle
Eicos(m,0)=
 
3
2m
κ
 
(θ0−θicos)
2+(m−1)θ
2
0
 
. (3.5)
For any given θ0, this is minimal for either m = 1 (a T = 1 icosahedron) or m = ∞ (a
ﬂat sheet). Then,
E(T =1)=
 
3
2
κ(θicos−θ0)
2, (3.6)
E(sheet)=
 
3
2
κθ2
0. (3.7)
These calculations are not particularlyuseful, however, since only considering (m,0)
icosahedra leaves all the T-numbers between m2 and (m +1)2, many of which are
very energetically favorable. One simple observation we can make is that sheets are
never favored over tubes at any nonzero θ0. To say any more, we will move on to a
numerical study in order to access the more difﬁcult in-between topologies.
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Figure 3.8: Phase diagram of icosahedral capsids as a function of θ0 and ℓf. This
diagram does not include tubes, and the vertical resolution of ﬁve values per decade
causes visual artifacts.
3.2.3 Numerical results
In order to look at non-inﬁnite stretching stiffnesses, we must resort to numerical
computation. For complete capsids, changes in the spontaneous curvature θ0 have
only marginal effect on the shape of the capsid. Thus, for a given capsid topology
and a given value of ℓf
11, we can efﬁciently ﬁt the energy to a polynomial (primarily
quadratic) function of θ0. Doing so for many different topologies allows us to calcu-
late with sufﬁcient accuracy the boundaries in θ0 between the “phases” in which a
particular topology is preferred. Figure 3.8 is the result of computing these bound-
11Incalculatingtheenergiesnumerically,weﬁndthatcapsidenergiesscalelinearly
in κ/Y when κ≫r2
0Y or κ≪r2
0Y , and are roughly constant throughoutthe buckling
transitionκ∼r2
0Y
100aries for many values of ℓf and interpolating lines between these rows. The larger
valuesofℓf/r0 (aboveabout1)areunphysical,sinceℓf iscomparabletothethickness
of the capsid proteins (see §4.5.3).12
3.3 Low-energy excitations
Now that we know, for any choice of parameters ℓf and θ0, which capsid morphol-
ogy minimizes the energy, the next step is to determine the minimum-energy devi-
ations from these morphologies—i.e., the nearly-symmetric capsids. We can do this
in a limited way by constructing a few specimens by hand, such as the fractional T-
numbersin §3.1.1, or by attemptingto make minimal adjustmentsto certain capsids
by hand13. Beyond this, however, we would like an automated(e.g. Monte Carlo) ap-
proach. One such approach is to propose a transition from one capsid to a similar
capsid, accepting or rejecting it based on the energy differences. We therefore need a
method to generate transitionsbetween closed capsids.
These transitions need a bit of cleverness. Simply removing a few triangles and
reassembling is not suitable, because we need to move at least two disclinations in
order to recover a well-formed (ﬁve- and six-fold vertices only) capsid (as we showed
in §2.5, and will expand on in §3.3.1). Thus, we would need to melt back a rather
signiﬁcant amount in order actually change the topology. We will therefore consider
alternateways to generate complete-capsid transitions.
12This calculation was carried out in ℓf-major fashion. That is, for each value of ℓf,
we picked ﬁve values of θ0 and minimized all the capsids for each set of parameters.
Because the energy of a complete capsid is quadratic in θ0, we can use the quadratic
ﬁt of E(θ0)/N to determine exact phase boundaries in the horizontal direction. The
full two-dimensional phase diagram is then built up by stacking many of these one-
dimensional phase diagrams on top of each other.
13For example, the minimal excitation from an (m,1) icosahedron can be made by
changing m triangles.
101Figure3.9: Thedislocationmoves. Fromlefttoright,ﬂipandthenclimb;fromrightto
left,descendandthenﬂip. Thedislocationisrepresentedbytheorangeedgebetween
a 5-fold and 7-fold vertex.
3.3.1 Dislocation movement
While we need to move disclinations in pairs to preserve well-formedness, we can
get by with only local moves if we relax our constraints for intermediatesby allowing
sevenfoldvertices,whichformdislocationswhenpairedwithﬁvefolddisclinations14.
There are three elementarydislocationmoves that can be applied to a complete cap-
sid: ﬂip (F), climb (C), and descend (D)15.
Thesimplesttransformationistheﬂip. Giventwoadjacenttriangles,wehavefour
edges forming a rhombus and the common edge is one of the two diagonals of this
rhombus. We deﬁne a ﬂip on the common edge as the transformation in which the
one diagonal is replaced by the other diagonal, as shown in Figure 3.9(a↔b). This
move is obviously self-inverting and conserves the number of triangles.
The other two moves, climb and descend, are inverses of one another. Climb (or
create) starts with two connected edges in a line (i.e. sharing a common vertex but
14While the 5–7 pair are typically adjacent, they need not be: a larger separation
simply amountsto a higher dislocationcharge.
15The latter two can also be remembered as create and destroy.
102(a) (b) (c)
Figure 3.10: (a) Disclinations can be moved by one lattice step by creating a dislo-
cation with a ﬂip. The result can be interpreted in two different ways, (b) and (c),
amounting to a choice in which direction the nucleated dislocation can travel.
(a) (b) (c)
(d) (e) (f)
Figure 3.11: Nucleating dislocation pairs with (a–c) a ﬂip, or (d–f) a climb. Note that
in each case, there are two different pairingsthat can be made.
103not a common triangle) and cuts along the edges, inserting a pair of triangles in the
hole, as shown in Figure 3.9(b→c). Thus, the two endpoint vertices each change de-
greeby+1,whilethemiddlevertexwithdegreed splitsintotwovertices,withdegrees
(d ±δ)/2+2, with δ an integer. Climb increases the number of triangles by two. The
inverse of climb is descend (or destroy). In this case, we ﬁnd a pair of adjacent trian-
gles and remove them, sealing the hole lengthwise, as shown in Figure 3.9(c→b).
Each of these moves can be used practically in three ways. First, these transfor-
mations move dislocations: ﬂip is equivalent to dislocation glide, while climb and
descend are technically both climbs. Second, using these moves, a dislocation can
be created or annihilated by moving a disclination by one lattice space, as shown in
Figure 3.10. Finally, we can apply it to a ﬂat part of the capsid (i.e. with only six-fold
vertices), effectively nucleating a pair of oppositely-directed dislocations, as shown
in Figure 3.11.
Thus, with this vocabulary of transformations, we have effectively a recipe for
generating new capsids that are “nearby” an existing capsid. These may be used as
MonteCarlostepsinexploringthelow-energy equilibriumensembleof capsids,pro-
vided we can ﬁnd steps that don’t change the capsid too drastically, and that satisfy
detailed balance. We will now present two such possible schemes.
3.3.1.1 Flip-based update scheme
One possible recipe for generating Monte Carlo update steps is to pick any edge on
the capsid and perform a ﬂip to nucleate a pair of oppositely-pointed dislocations.
We thenrepeatedlychooseone disclinationtoglide,sothateach choice ismadewith
a 1
2 probability, and each substep is fully reversible. We repeat these substeps until
the dislocationsannihilateone another. When a dislocation passes by a disclination,
104we dohavetheoptiontodeﬂect thedislocationbymovingthedisclinationacross the
dislocation(asshowninFigure3.10),butbecausedislocationsareedgedefects,while
disclinations are vertex defects, we can simply disregard any interactions. Because
everything is fully reversible, and because the capsid size remainsﬁxed, detailed bal-
ance is automaticallysatisﬁed.
Unfortunately, this scheme suffers from the consequence that the moves are typ-
ically hundreds of steps long, causing drastic changes to the capsid. As the disloca-
tions pass around different sides of the disclinations, their Burgers vectors become
rotated with respect to one another, and their paths often cross (which is why we
must be speciﬁc about which order we glide them in, since path crossing does not
commute)beforetheycan lineupagaintoannihilate. Theresultisthatwe effectively
generate a random element of the set of capsids of a given size. While this might be
goodincertainsituations,ourgoalwastoexplorethespaceofnearly-symmetriccap-
sids. Sincetheselow-energyexcitationsoccupysuchasmallfractionoftheensemble,
taking such large steps means we are unlikely to ever return to this subset. We would
thus prefer a “shorter” move that would allow us to remain in the low-energy well.
3.3.1.2 Climb/glide update scheme
In an attempt to create a more local update scheme, it makes sense to pick a pair of
disclinations and send a single dislocation from one to the other. This results in a
minimal disturbance, and if we can ﬁnd a way to do this reversibly, then we can still
satisfy detailed balance.
Given any pair of disclinations A and B, we can ﬁnd the shortest path connect-
ing them. We can then pick one of ﬁve directions to move A, nucleating a disloca-
tion. In order to follow exactly along the shortest path to annihilate the dislocation
105at B, there is a unique sequence of climbs and glides. Unfortunately, once a discli-
nation has moved by a step, the shortest path may change (i.e. by jumping across
another disclination). We insteaduse the shortestpath from the shiftedlocationof A
totheunshiftedlocationofB. Inthisway,wehaveexactly12·11·5differentreversible
moves, so each is chosen with the same probability.16
3.3.2 A metric over the space of capsids
Once we’re able to generate near-symmetriccapsids, we would like a way to quantify
how “close”a givencapsid is to being symmetric, or more generally, a metric over the
space of capsids.
Given a set of growth rules (for instance, accretion and insertion from our irre-
versiblemodel), we can deﬁne a tree-like graph in which each level contains(partial)
capsids with all the same number of triangles. In this way, all edges are between
nodes at levels ℓ and ℓ±1, and the complete capsids are terminal “leaves”. (This
graph is of course not a tree because it is not acyclic—there are many ways to reach
the same result.) One theoretical metric, therefore, is to measure the minimal graph
distance between two capsids. This would be roughly equal to (twice) the number of
steps we’d need to backtrack in order to change from one capsid to the other.
A similar metric would involve populating the graph with capsids including dis-
16A ﬁnal consideration is a few corner cases. What if the chosen disclinations hap-
pen to be located at the same place? Clearly we must allow four-fold vertices in
order to maintain detailed balance (rejecting moves that result in fourfold vertices
would unevenly increase other probabilities, without necessarily increasing the re-
verse probabilities), so we need to consider how to treat moves in their vicinity. On
the other hand, these capsids are high-energy energy that they should be irrelevant
to the exploration we’re interested in. There’s also the ambiguity of what to do when
there are multiple equal-length paths. In this case, it should be reversible to choose
one with equal probability.
106locations (5–7 pairs, and possibly other coordinations as well, if several dislocations
overlap), and adding lateral connections between complete capsids at the same or
different level, by way of the dislocation moves explained in §3.3.1. This provides a
sort of “Rubik’s Cube”metric,in which we mustsolve thepuzzleof ﬁnding thefastest
way to transition from one capsid to the other given a set of elementary moves. Un-
fortunately, such a solution appears to be rather difﬁcult, and we have not seriously
attemptedto solve it.
We can also employ real-space metrics of capsid distance. In general these rely
onrotationalalignment,whichcanbedifﬁcultbecauseofdisclinationrelabeling,but
there are a ﬁnite number of relabelings to test in ﬁnding the optimal alignment. For
any given labeling we can ﬁnd the best rotation to align one capsid with the other
(see §5.2.5), and then measure the real-space or angular differences in the location
of the disclinations. Using purely angular distances cannot distinguish between any
icosahedralcapsids, evenwithdifferent sizes, anddegenerateicosahedra(i.e. T =49,
which can be broken up into (7,0) or (5,±3)) are indistinguishable by any measure
that considers only the disclinations (of course, if the topologies of two capsids are
different,thenthereisclearlynowell-deﬁnedmappingbetweenthesix-foldvertices).
3.3.2.1 Real-space characterization
We mentioned several measurements we carried out with our irreversible model in
§2.3. These all have the disadvantage that they depend on the positions(and thuson
elastic parameters), rather than only the topology.
There are a number of scalar measurements that produce only a single number,
and thus are not particularly useful for classiﬁcation. Most obvious are the average
radius 〈r〉 (after translating the capsid so that the center of mass is at the origin) and
107the asphericity, deﬁned by 〈(r −〈r〉)2〉 [4]. We already discussed in §2.3.3.1 an in-
verse participation ratio (IPR) that achieves a similar measurement of asphericity.
Another measurement of facetedness (and this asphericity) is a histogram of the di-
hedralangles. Inafaceted capsid, we expect alargespreadindihedralanglebetween
neighboring units, while a smoothly spherical capsid will have a narrow distribution
of dihedral angles. This is of course analogous to the radius-based measurements of
asphericity, since the dihedral angle is directly related to the local radius of curva-
ture, the average dihedral angle being inversely related to the average capsid radius.
While measurementsof asphericity are particularlyuseful for icosahedrally symmet-
ric capsids, we are often more interested in assessing the amount of irregularity. In
particular, we cannot distinguish an egg-shaped capsid from a faceted icosahedral
on the grounds of asphericity alone.
We can, however, look at the covariances of the positions of all the vertices. In
particular, if we deﬁne σ
(1)
i = 〈ri〉, σ
(2)
i j = 〈rirj〉, σ
(3)
i jk = 〈rirjrk〉, and so on, then we
can look at the scalar invariants of the symmetric tensors σ(n). If the center of mass
is at the origin then σ(1) is the zero vector. On the other hand, σ(2) is the moment
of inertia tensor, which has three invariants (expressed in terms of the three matrix
eigenvalues), and σ(3) has ﬁve invariants, which should describe the shape further,
including a measure of egg-shapedness.
Moving beyond these scalar measurements,we consider the use of spherical har-
monics for characterizing the shape of the capsid. There has been some work in
the area of icosahedral harmonics [8, 9], which are particular combinations of the
ℓ=6j+10k harmonics,for positiveintegers j andk. Inthecase ofnon-icosahedrally
symmetric capsids, we are also concerned with lower harmonics. In addition, there
are a number of different choices of function to decompose into spherical harmon-
108ics. We could look at the topological charge, which is simply the sum of twelve delta
functions(oneateachdisclination),ortheradius,ortheGaussianormeancurvature,
or some measure of stress.
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110CHAPTER 4
FURTHER GROWTHMODELS
Now thatwe havemorethoroughlyexploredthedifferent morphologiesof capsid
shells, we will return again to the wide variety of growth models. We mentioned in
Chapter2thatassemblymodelsarenotuniversal,soweshouldexpecttoseedifferent
behavior from different model topologies.
We can categorize most growth models using three categories: the nature of the
capsid representation, the nature of the free subunits, and the nature of the transi-
tions between partial capsids.
The capsid representation has to do with the topology of the units in an assem-
bled capsid, as well as the degrees of freedom and the functional form of the free en-
ergy. In all our previous discussion, we used a triangular lattice, loosely representing
protein trimers, with degrees of freedom on the vertices and particular forms for the
stretching, bending, and steric energies. In the following sections, we will consider
the ramiﬁcationsof other choices.
The treatment of free subunits is another important consideration. Our models
so far have left them completely implicit, appearing out of nowhere at the growing
edgeofacapsid. Wealsoassumedacanonicalensemblewhencomparingenergiesof
different-sized capsids; but a grand canonical ensemble, with explicit free subunits,
would have been reasonable as well.
Finally, we can deﬁne the transitions by specifying two things: which transitions
areallowed(cf. thethreegrowthstepsin§2.1.3,thoughwemightalsowanttoinclude
reversesteps;clearlythisiscoupledtothetopology,butitalsochangesifwerepresent
thefreesubunitsexplicitly),andwhentheyoccur(asaseparatestep,orsimultaneous
with the real-space dynamics).
111We begin in §4.1 by exploring small perturbations to our model from Chapter 2:
changesto thepotentialsor thegrowth rules, whilemaintainingthetriangularlattice
topology. In §4.2 we consider some more signiﬁcant changes aimed at producing a
model that grows the conical capsids characteristic of mature HIV. We then explore
non-triangular topologies in §4.3, before introducing with a speciﬁc hexamer-based
model for immature HIV assembly in §4.4. Finally, in §4.5 we ﬁt the parameters of
this hexamer model to experimental cryo-tomography data.
4.1 Triangular latticemodels
Within the spectrum of triangular lattice models, there are still plenty of interesting
changes we can make to our original model.
4.1.1 Nonharmonic potentials
Thelargesticosahedrallysymmetriccapsidourpreviousmodelwasabletogrowwith
any reliability was T =3. One possible way to encourage the reliable growth of larger
capsids is to use a bending potential with multiple wells. Since quasiequivalence re-
quires T > 1 capsids to have several different local environments (which typically
means different angles) we can think about a potential with local minima able to ac-
commodate more angles without giving up the shape of the well in the immediate
vicinity of the minima.
Thereareanumberofless-obviousdifﬁcultiesthatariseinsuchanattempt. First,
we already saw that the ratio of bending and stretching stiffnesses affects the shape
of the capsid. In the inextensible, faceted (ℓf = κ/Y → 0) limit, an (m,0) capsid has
only two angles: θicos = arccos(
 
5/3) and 0. At small ℓf (the smooth regime), we
ﬁnd instead m different angles near θicos and m(m −1) different angles near 0. As ℓf
112increases, these angles all tend towards a single limit θT=m2. Clearly with a multiple-
well potential, ℓf is no longer well-deﬁned, so the distribution of angles has already
changed. We would therefore need to ﬁnd a self-consistent solution (which isn’t too
hard, since the solution is iteratively stable). This stability unfortunatelyleads to an-
other difﬁculty: because most capsid topologies have a somewhat broad range of
angles, and are stable to changing these angles, we can realize a number of different-
sized capsids with the same set of angles. In the extreme case, if we used a potential
with wells at 0 and θicos, we could realize any T = m2 capsid with no strain. More
generally, while there may be one targeted capsid that beneﬁts greatly from the extra
wells, nearby capsids will also beneﬁt some, so that we don’t gain as much discrim-
inating power as we had hoped. One ﬁnal difﬁculty is that we introduce a massive
degeneracy in incomplete capsids, where each bond has multiple angles to explore.
Our heuristic-basedgrowth rules are no longer sufﬁcient in such a situation.
4.1.2 Deterministic growth
Our irreversible growth model was entirely stochastic. Every possible transition had
a non-zero probability, and so very unfavorable moves could be chosen, while very
favorable ones were overlooked. Additionally, stochastic growth requires the growth
to be repeated many times to get a representative sample. On the other hand, if the
growth rules are deterministic,we need only grow a single capsid for any given set of
parameters. This allows us much more quickly to explore the parameter space.
There are a number of ways we could implement a deterministic growth rule for
our current model. The easiest is to retain all the same rates for each growth step,
but to always make the move with the largest rate (this would correspond to the
zero-temperature limit if our rates were based on energy differences). In our current
113Figure 4.1: Deterministic growth spiraling outwards. When ﬁve triangles are around
a vertex, the angle along the border is used to determine whether to insert a sixth
triangleor to seal in a disclination.
model, when no vertices are eligible for insertion/joiningthere is a massive degener-
acy because ΓA is constant. We therefore need to break the degeneracy for accretion
by picking rates that depend on vertex coordination and angles. For instance1, (1)
if any vertex has ﬁve triangles about it, with an edge angle δα ≡ α−π/6 such that
|δα|>α0, then we either insert (+) or join (-) the vertex with the largest |δα|, depend-
ing on thesign; (2) otherwise, for each edge, accrete onthe edge for which the sum of
the two neighboring angles αi +αi+1 is minimal, provided such accretion would not
create a sixth triangleabout either vertex.
A similar model to this was used by Levandovsky and Zandi [1], with the addition
of a merging step between topologicallydistant parts of the capsid lattice.
Another approach for deterministic growth is to start with a single penton and
grow spirally outwards, as shown in Figure 4.1. At each step, we add triangles to the
1To relate this to our model from Chapter 2, if we take σI = σJ and ΓI = ΓJ then
α0 = π
6 −
 
2σ2
I,Jlog(ΓI,J/ΓA).
114border until there are ﬁve around a border vertex, and then use the angle α at that
vertex to decide whether to insert a sixth triangle or to seal in a disclination, by com-
paring it to a threshold angle αT. While such binary decisions allow us to explore
theparameterspacemoreeffectively, it doesseverelylimitthepossiblegrowth paths,
and we lose the ability to put off deciding on ambiguousangles (i.e. near αT).
Thisapproachisparticularlyappealingbecausewecansystematicallyexplorethe
parameter space as follows: Given values for ℓf and θ∗, and a target capsid geometry
(say, T = 3), we know ahead of time the required coordination at each vertex. Thus,
we can keep running upper and lower bounds on the value of αT required to achieve
thatparticularassembly. Inparticular,wecanusetheoverlap(i.e. αT,min−αT,max)asa
minimizationobjectivefunction,varyingtheparametersℓf andθ∗ insuchawayasto
decreaseαT,min−αT,max tothepointofadmittingthedesiredgrowthifαT,min<αT,max.
Upon doing such a search, we ﬁnd many parameters admitting T = 1 and T = 3
growth, a very small region admitting T = 4 (around θ∗ ≈ π/10 and ℓf/r0 ≈ 2), while
anything bigger turns out to be impossibleunder this model.
Another version of the spiral growth is that whenever we’re confronted with a
choice between two transitions (i.e. making a penton or a hexon), we can fully relax
both possible choices and select the lower-energy result. Because of the small num-
ber of options at any given point, this is perfectly feasible, although it becomes more
difﬁcult to search for parameters producing a given result as we did in the previous
paragraph with αT, since we’re only left with energy parameters. One simpliﬁcation
is to hold ℓf ﬁxed for a given target capsid, and then vary θ∗ to ﬁnd the crossover be-
tween penton and hexon formation to put lower and upper bounds on θ∗. This adds
quite a bit of computationtime, but would be an interesting result.
1154.1.3 Langevin growth
Every model we’ve discussed so far has had a clear separation between the “equilib-
rium” relaxation and the growth steps. We can, however, combine these two parts by
allowingthepositionstoundergostochasticﬂuctuationsviaLangevindynamics,and
continuallymonitoringthegrowing edge for possiblegrowth moves (such as joins, in
the case of the triangular lattice). Addition of new units would still need to happen
with rates at each eligible edge, but these rates could depend on the local geome-
try as well. We effectively have three growth parameters: the rate of accretion ΓA,
the damping force b, and the threshold for joining αJ; and we expect the most stable
growth when ΓA is small. We have two different options for dealing with edges that
never get close enough to join. First, we could leave the edges eligible for accretion,
and when such an accretion occurs, we immediately join the new edge (effectively
making it an insertionfrom Chapter 2), since the interior vertex now has six triangles
and can no longer do anything else. This amounts to a race condition between the
accretion and the ﬂuctuation (how long it takes to ﬂuctuate to a temporarily closed
conﬁguration to allow joining). Alternately, we could allow insertion within a certain
threshold of α = π
3, and disallow accretion near ﬁve-coordinated vertices, removing
this race condition.
The amount of ﬂuctuation of edge angles α is strongly dependent on the stretch-
ing stiffness of the capsid lattice. For particularly strong lattices (such as bacte-
riophage, with a three-dimensional bulk modulus of 1.4GPa) we ﬁnd a root-mean-
square deviation2 σα ≈ 1◦. Many viruses have lattices that are much less stiff, so we
2Wemeasurethisbytakingalargesampleofrelaxedpartially-constructedcapsids,
picking a random vertex, and performing constraining relaxations, ﬁxing the edge
angle α to different angles, to determine E(α) ∝ (α−α0)2. The second derivative
dE/dα together with the partitiontheorem gives the RMS ﬂuctuations.
116should expect ﬂuctuationsup to 5◦ in these capsids.
4.1.4 Reversible growth
After we completed the work described in Chapter 2, Philip Kidd spent some time
exploringthepossibilityof adding backwards transitionstomake the growth process
reversible. This would allow for errors and even asymmetries to be annealed out of
the capsid, thus allowing the capsid to potentiallyﬁnd a true energy minimum.
The basic approach was to add backwards versions of the growth rules A, I, and
J in a Metropolis simulation. We need to somehow determine rates for these transi-
tions. If we assume equilibrium and detailed balance, then we would need to equate
the probabilitiesfor choosing A from one capsid and A from the same capsid after an
accretion. An easy way to balance these probabilities involves increasing the overall
Metropolis rejection rate, but this slows down the process.
The simulations along these lines resulted in two types of capsids, depending on
the parameters. With large curvature and a forward bias in the rates, T = 1 capsids
assembled. Any other parameters with a forward bias resulted in monsters (that is,
capsids where something went horribly wrong—either by forming multiple concen-
tric shells, or making sharp angles, similar to the failures shown in Figure 2.4), and
without the forward bias, most capsids didn’t even complete.
4.1.5 Grand canonical ensemble
One other important consideration in a Metropolis simulation is that we need to be
able to compare the energies of capsids of different sizes. This applies to irreversible
growth simulations as well, if we are using a Metropolis-style acceptance criterion.
In §3.2.1, we looked at a canonical ensemble, but in our growth simulations, we
117are effectively assuming a bath of units, that is, a grand canonical ensemble. We
could therefore assign a chemical potential  , such that the free energy of a capsid
E =Eelastic+N , where N is the number of triangles. We could also consider a bind-
ing energy −Eb for each non-border edge.
With Nb border edges, the binding energy contribution is −Eb(3
2N −Nb). This
effectively shifts   by −3
2Eb and adds a line tension τ = Eb. All three of our moves
alter the border length in different ways:  Nb,A = +1,  Nb,I = −1, and  Nb,J = −2,
with the reverse moves having the opposite signs. Thus, we have two parameters to
adjust the bias toward either growth or disassembly, as well as toward pentons3. A
signiﬁcant amount of experimentation would be required to ﬁnd reasonable ranges
for these parameters4.
Alternately, we might try to ﬁnd some microscopic justiﬁcation for a particular
choice of these rates, based on the physical binding energies of units [2], the con-
centrationsinsolution(andthelikelihoodofmeetinginaclose-enoughorientation).
The latter might be explored with simulationsof growth from a melt5.
3Note that the parameters ΓA,I,J from Chapter 2 essentially correspond to a sub-
space of values for   and Eb.
4We can do a bit of reasoning about some values without actually simulating any-
thing. For instance, if  −Eb < 0 then accretions are essentially free, which would
result in large chances of accreting when we really wanted to join.
5While we never attempted such growth-from-melt simulations, they are rather
popular among a number of groups [3, 4, 5], and constitute a whole extra qualita-
tive type of simulation beyond those we describe in this chapter. These simulations
have an advantage over ours in that their growth parameters are better motivated,
although the price is much more expensive computation and more noise among the
data, since thereis no singlepointof growth to concentrateon. Many studies,in fact,
must rely on path sampling techniques[6, 7] because nucleationis such a rare event.
1184.2 Models of mature retrovirus capsids
As discussed earlier in Chapter 2, irreversible growth models do not in general pro-
duce icosahedrally symmetric capsids. We therefore turn our attention brieﬂy to
retroviruses, which are known to form irregular capsids as well. In particular,mature
HIV has a characteristic cone shape, as discussed in §1.3.
There are a number of simple additions we can make to the triangular network
model in an attempt to produce conical capsids. In particular, we would like to ad-
dress the question of which end of the cone forms ﬁrst: Briggs et al. [8] suggest the
narrow end forms ﬁrst, while Benjamin et al. [9] implicate the fat end as the nu-
cleation site, and Levandovsky and Zandi [1] conclude from their simulations that
growth starts with a curled sheet. One other possibility we considered is that mat-
uration doesn’t involve a complete disassembly and reassembly as most biologists
believe, but instead occurs by tearing out chunks of capsid lattice.
Thisisonecaseofamoregeneralquestion—foranyirregularvirus(notjustretro-
viruses),canwetellwhereassemblystartedandﬁnishedafter-the-fact,usingonlythe
geometryandtopology? Inthecaseofcones,therateofpentonformation(see§2.3.1)
needs to vary with time: in forming the small end, four or ﬁve pentons must nucle-
ate very nearby; in forming the large end, seven or eight pentons must be sparsely
distributed; in the part in between, there are no pentons. So the explanation for how
conesassembleistantamounttoexplainingwhatchangesthepentonformationrate.
4.2.1 Nucleic acid
It is well-known that mature HIV capsids will not assemble under normal biological
conditions without RNA present(in order to assemble without RNA, the salt concen-
119tration must be increased by orders of magnitude). However, it is not clear how to
best model the interaction between mature CA and nucleic acid, since the NC pro-
teins have been cleaved off and complexed with the RNA. The most naïve model is
to assume that this complex is a point particle, interacting nonspeciﬁcally with the
capsid. If the nucleic acid is very near the capsid then we might expect penton for-
mationinorder to increasetheamountof capsidthat isclose tothenucleic acid(this
would obviously require energy-based growth rules, rather than the geometry-based
heuristicswe describedin §2.1.3). It might thenbe possible tonucleate a small num-
ber of pentons (particularly if the spontaneous curvature is small enough so that the
capsiddoesn’t formtightlyaroundtheRNA, sothatit eventuallygrowsaway from the
RNA and is no longer affected). After this, the nucleation rate might be random, or
perhaps even zero (if there is no spontaneous curvature) with the large end forming
due to another effect, such as interaction with the membrane.
Ultimately,however, thisis an unrealisticmodel of RNA. We could have corrected
thisby modeling it as a polymer,rather thana pointparticle, but it’s unlikelythat this
would give conical results.
4.2.2 Membrane interactions
The reader should refer to §1.3 for a reference on retrovirus lifecycle.
Another explanation for the small end forming ﬁrst is that the growing cone runs
into the membrane. This says nothing about what causes the small end to form (per-
hapsthenucleicacid,orsomeothertemplatingmechanism),andismotivatedbythe
pictures showing the large end of the mature capsid always up against the viral enve-
lope, and with the same curvature. This could be simulated by growing a capsid in a
spherical potential Vm(r > R) = 1
2km(r −R)2, to represent repulsion by the envelope
120(possibly with a larger power so that the elastic energy can’t push the capsid too far
into the simulated membrane). We never followed up on this idea.
Another possiblecause ofpentonformation,relatedtothemembrane,isa deple-
tion effect. While it’s not clear whether any free capsid proteins are left after matu-
ration [10, 11], it may be possible in either case that a local depletion, caused by the
geometry of the capsid up against the membrane, contributes a chemical effect as
well as the mechanical effect considered in the previous paragraph: a larger chem-
ical potential for free units would bias growth toward penton formation. Moreover,
the effect would be cooperative, since it is believed that monomers aggregate into
dimers(hexamers/pentamerswouldbetheoreticallypossible,too)insolutionbefore
assembling into the capsid, so a small change in concentration would allow a large
change in behavior.
4.3 Topological considerations
In general, when we look at a capsid representation, we must identify the underlying
lattice, as well as the elements of the lattice that the degrees of freedom are asso-
ciated with (the vertices, edges, and/or faces)6. While any reasonable lattice repre-
sentation is topologically equivalent to a triangular lattice, different representations
give rise more naturallyto different degrees of freedom and interactionsbetween the
subunits, some of which may be more biologically faithful than others.
Figure4.2depictstheasymmetricunits(monomers)ofacapsidnetworkastrape-
6A number of models, including those by Bruinsma et al. [12] and Nguyen and III
[13], don’t have an underlying lattice at all, instead distinguishing hexons and pen-
tons by size and allowing non-speciﬁc interactions, so that “pentons” may actually
have six neighbors.
121Figure 4.2: Cartoon of quasiequivalence in virus capsids. Trapezoids represent indi-
vidual capsid proteins. All possible bond types are depicted with colored groups of
units: a dimer in green, a trimer in red, and a hexamer (or pentamer) in blue (violet).
The bondsare shown at thebottom in thecorrespondingcolors. Of particularnoteis
that two types of bonds are both necessary and sufﬁcient to hold a capsid together.
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Figure 4.3: The four lattices allowed by symmetry: (a) triangular lattice, (b) honey-
comb lattice,(c) kagome lattice,and(d) rhombille(or dice) lattice. Thegrey wedge in
each lattice corresponds to the section of lattice that must be removed to represent a
pentameric disclination.
123zoids and shows all the possible types of interactions between them7. While we see
three different types of interactions—dimer, trimer, and hexamer/pentamer—only
two are required to build up a complete lattice8. There are four simple lattices with
the correct symmetry, shown in Figure 4.3: triangular, honeycomb, kagome, and
rhombille. In each lattice, the vertices, edges, and faces each correspond to dimers,
trimers, or hexamers and pentamers. (It is worth noting here that we use “penton”
and “pentamer”, and likewise “hexon” and “hexamer”, roughly interchangeably. A
pentameric bond need not have come from a preassembled pentamer, for instance.)
In the triangular lattice, the triangular faces represent trimers, while the vertices
representhexamersand(for ﬁve-foldvertices)pentamers. Edgesrepresentthedimer
interaction. Thus,ifwehavedegreesoffreedomassociatedwitheachvertex,thenour
primary oligomer is a hexamer/pentamer. We can then choose to write an interac-
tion energy as a function of the edges (in which the dimer bond is secondary to the
hexamer bond), or else as a function of the triangles (i.e. a three-body interaction,
in which the trimer bond is secondary to the hexamer bond). Alternately, we could
attach degrees of freedom to each triangular face, so that the trimer is the primary
unit, and then choose either a two-body edge-based interaction, or a 5- or 6-body
vertex-based interaction. The honeycomb lattice is dual to the triangular lattice, so
the vertices and faces exchange roles.
The kagome lattice is slightly more complicated, in that we have two different
kind of faces. Note that we cannot take both hexamers and trimers as our primary
7Note that while this was motivated by standard CK quasiequivalence [14], it ﬁts
looselyintoTwarock’s tilingtheoryframework[15]aswell byidentifyingrhombswith
the dimersand kiteswith the trimers,and pullingout one trapezoidof each hexamer
at the interface, stretching it into a pentamer.
8However, some monomer-based models have explicitly modeled all three [16],
and it’s perfectly possible for a single virus to exhibit all three types of bonds.
124unit at the same time, since the two units have monomers in common. The vertices
here represent dimers, and the edges represent the internal interactions in the pri-
mary unit. By associating our degrees of freedom with either type of face or with
the vertices, we can take any of the three oligomers as the primary unit, and by con-
structingan interactionat either the vertices or around the other type of face, we can
chooseanysecondarybondtype. Therhombille(ordice)latticeisdualtothekagome
lattice, and thus the vertices and faces exchange roles. Note that there are now two
different types of vertices: threefold and sixfold (ﬁvefold in the case of pentons), and
these must be treated separately. This lattice therefore does not lend itself well to
vertex-based representations.
In addition to these four simple lattices, we can construct hybrids of a lattice and
its dual, which we will describe in §4.4.
4.3.1 Sources of ﬂexibility
While we’ve so far not explicitly speciﬁed what exactly the attached degrees of free-
dom represent, therehas been an implicitassumptionthat they are positionsof rigid
units. Because we need to have some sort of ﬂexibility in our lattice, this requires us
to assume that the bonds between units are ﬂexible. We could consider the opposite
case, however, in which the bonds are rigid and the units are ﬂexible. An extreme ex-
ample of this on a triangular lattice might be a model in which we require each pair
of triangles to be attached smoothly at the edges, and to have no angle deﬁcit (from
2π) at the vertices, such that all the Gaussian curvature is contained within the tri-
angles themselves, rather than in the edges and vertices. In such a model, the angle
abundance in each triangular unit would be the source of Gaussian curvature, and
125we could construct a Hamiltonianto favor a particular spontaneous curvature9.
Our model in Chapter 2 was somewhere between these two extremes. We imag-
ined (by our growth rules) that our units were represented in the triangular faces,
which were ﬂat but allowed to stretch or shrink. Thus, the stretching elasticity was
contained in the units, and the bending elasticity in the bonds.
4.3.2 Universality
Whilethese different picturesare largely redundantwith respect tomechanical equi-
librium, they have a signiﬁcant inﬂuence on growth: in the simplest picture of
growth, where a single capsid nucleates and grows toward completion, the transi-
tions between intermediate structures depend fundamentally on the units out of
which they are built. In our model of irreversible assembly of a triangular lattice, we
found that the transitions required redundant growth rules (join and insert) in order
toachieve successful growth (see §2.1.3.1), while asimilarmodel made out of hexons
andpentonswouldavoidsomeofthefailuremodesweraninto. HaganandChandler
[5] investigatedthree different lattices and found different qualitativebehavior.
4.3.3 Multi-layernetwork models
After workingoutour initialassemblymodel,we foundanumberofdisadvantagesto
the triangular network model. Biologically, the assumption of trimeric units is rarely
supported, with very few known cases of trimers in solution (one example is lamb-
doid phage 21 [17]). Secondly, the requirement to have both the join and insert rules
9Such a model might be useful in integrating out the positional degrees of free-
dom, if we could write matching rules relating the angles around the triangle, the
edgelengths,andthebendingcurvatureofeach edge,sincewe wouldnolongerneed
to worry about absolute positions.
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Figure 4.4: Two-layer network model. (a) top view; (b) side view. The solid network is
triangularand is shown on the outside, while the dashed network is honeycomb and
is shown on the inside, though it could just as easily be turned inside out with differ-
ent spring lengths. The dotted lines in (b) show the springs connecting the vertices
of each network. The triangles could represent either trimers or monomers; in the
latter case, the center hexagon would not be a hexamer and therefore the three of its
edges connecting the two hexamers and the pentamer could have a different spring
constant.
was rather distasteful, and this is avoided in a hexon-based model, where a viable
model should be possible with only addition-based rules, since the vertex topology
is simpler (always three units around each interior vertex). Finally, because our units
were ﬂat, the steric potential was difﬁcult to deal with, since we couldn’t use simply a
volume exclusion. The bending stiffness was also slightly artiﬁcial, based on triangle
normals(thismightbe seen as an advantage, however, since it allowed the stretching
and bending moduli to be varied fully independentlyfrom one another).
As an extension, therefore, we looked for a hexamer-based model. The most suc-
cessful versions of this involved coupling a pair of two-dimensional spring lattices—
an inside and an outside—byanother set of springs. By making one latticetriangular
andtheother hexagonal(thatis, a honeycomb latticewith pentagonaldisclinations),
as shown in Figure 4.4, we could control the spontaneous curvature and the Foppl-
127von Kármán ratio by the choice of lengths and stiffnesses. We found an additional
beneﬁtofbeingabletoimposeeffectivelydifferentinteractionsbetweenpairsofhex-
amers as between a hexamer and a pentamer, since the degree of puckering in the
pentamer is different. This distinction is fully consistent with quasiequivalence, and
could be useful in indirectlysimulating,for instance, a double-well angularpotential
(as discussed in §4.1.1) that might more easily produce T =4 or even T =9 capsids.
While Rapaport [16] and Levandovsky and Zandi [1] have three-dimensional
units, there is still only one lattice topology. The distinctionwe’re making here is that
one can pair two lattice topologies by putting one topology on each layer.
Ontheotherhand,thisapproachstilltiesthepositionaldegreesoffreedom tothe
lattice vertices, and as such there is no good way to favor a twist (see §5.2.6) between
units, which might be helpful in selecting the chirality of T =7 capsids.
4.4 Immature HIV assembly
Immature HIV is known to assemble on the plasma membrane of infected cells, si-
multaneously curving the membrane outwards (although budding does not actually
take place without help from the cell). It has been shown, however, that immature
capsids can assemble with the same morphologies in the absence of membrane, so
we will ignore the effects of the membrane for the time being.
An important discovery with respect to immature HIV is that there appear to be
holesinthelatticeinexactlytheplaceswewouldexpecttoﬁndthepentamericdiscli-
nations [11, 18]. Thus, we need only consider hexameric units in our model. We will
now present a model that differs rather signiﬁcantly from those discussed above—in
particular, because our degrees of freedom are no longer equivalent to the positions
oflatticevertices,butratherrepresentthepositionandorientationofindividualsub-
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Figure 4.5: Hexamer-based model for immature HIV assembly: (a) side view, (b) top
view. The ﬁlled circles represent the twelve contact points on each unit.
units. Thisseparationallows a moregeneral interaction(cf. Chapter6), since relative
motions that were implicitly disallowed, such as twist, are now possible. In addition,
the subunit-centric approach of assembly from melt as mentioned in §4.1.5 may be
more viable under this model.
We start by specifying our hexameric units and the interactions between them in
§4.4.1. We then discuss alternate variations that we considered previously in §4.4.2.
Following this, we look brieﬂy at the kind of growth rules we would need in order to
effectively simulate immature HIV growth in this model in §4.4.3. We then go on to
ﬁt our model parameters with experimental data in §4.5.
4.4.1 Hexamer units
Ourunitsareeffectivelyhexagonalfrustums. Weparameterizeeachunitwithavector
for the center r and an orientation Ω, which deﬁnes three orthonormal vectors ˆ n, ˆ t,
and ˆ b, where ˆ n is the outward-facing normal to the hexamer, and ˆ t points from the
center of the hexamer to a lateral edge (and thus ˆ b points to a lateral face). Each unit
then has twelve vertices, at
vm± =r +(r0∓ℓsinθ∗)
 
ˆ t cos
mπ
6
+ ˆ bsin
mπ
6
 
± ˆ n, (4.1)
129where m = 1...6, r0 is the circumradius of each unit, ℓ is the height, and θ∗ is the
spontaneous curvature. We can form a unitless parameter ℓ/r0 that relates to the
Foppl-von Kármán ratio.
Each hexagonal unit has six trapezoidal lateral faces, upon which we deﬁne a
bonding interaction. The interaction energy for each bond is given by placing four
equal zero-length harmonic springs: one between each corresponding pair of ver-
tices of the interacting faces, i.e.
Evm;v′m′ =
k
2
  
vm+−v
′
(m′+1)+
 2
+
 
v(m+1)+ −v
′
m′+
 2
+
 
vm−−v
′
(m′+1)−
 2
+
 
v(m+1)−−v
′
m′−
 2 
.
(4.2)
While this is the simplest possible model that meets our requirement of support-
ingaspontaneouscurvature,afully-harmonicinteractionisonlysuitableforinterac-
tionsbetween topologicallyneighboringunits. In order togeneralize totopologically
distant units, we would need to pick a short-range function that vanishes past a cer-
tain cut-off length x0. The simplest solution here is to use a cosine function,
1
2
kx2 →kx2
0/π2(1−cos(xπ/x0)), (4.3)
but this implicitly relates the stiffness to the binding energy by the cut-off length,
which may be undesirable (although with no microscopic motivation, it may be as
reasonable as any other choice).
Note that although we have four “contact points” on each trapezoidal binding
edge, we only strictly needed three points for a rigid energy minimum, whereas with
only two points we have an unconstrainedbending degree of freedom.
We can compare our new parameters k, ℓ, r0, and θ∗, to the parameters from
Chapter 2, which we’ll now call Y , κ, r△, and θ△. Indeed, is is straightforward geom-
etry to see that
r△ =r0
 
3, θ∗ =θ△
 
3. (4.4)
130The energy parametersare more difﬁcult, but comparingthe energy from each mod-
els results in
8k =Y
 
3, 4ℓ2
f =3ℓ2, (4.5)
where, recall, ℓ2
f ≡κ2/Y .
4.4.2 Alternateformulations
We considered several other alternatives to this formulation. Initially, our hexagons
were planar, so that the lateral faces in this model were replaced with lateral edges
having only two interacting vertices. This interaction would take care of the stretch-
ing stiffness, as well as a stiffness against two of the three orientationaldeformations
(all but bending). In order to achieve any stiffness to bending, we would need an in-
teraction between neighboring units’ normal vectors ˆ n. The 1− ˆ n1· ˆ n2 term we used
in the triangular network model would work only in the case of zero spontaneous
curvature. Our modiﬁcationfor thetriangularnetwork, using (ˆ n1× ˆ n2)· ˆ e to calculate
the sine of the angle, no longer works in this situation because the common edge ˆ e
is no longer well-deﬁned, since the units are rigid. We could attempt to reconstruct
it by averaging the two binding edges ˆ ei, or by averaging the two ˆ n vectors, crossed
with the displacement between the two hexamers’ centers r12, or possibly make use
of ˆ n1 − ˆ n2, but all these approaches are equally problematic: because twist is now
allowed, we have an extra dimension in our bending degree of freedom, so that the
task of writing a potential between the unit vectors can be reduced to specifying a
function over the 2-sphere.
In order to assure a minimum at a speciﬁed angle θ∗ from ˆ n1, there are two im-
mediately obvious options. First, we could simply rotate ˆ n1 by θ∗ through an axis
constructed from ˆ ei or r 12. As mentioned above, there is not a single well-deﬁned
131way to construct this axis. Alternately, we could apply a function f to ˆ n1· ˆ n2 that is
minimizedatsome ˆ n1· ˆ n2 =cosθ∗  =1. Inthiscaseitisimportanttoretainthecorrect
quadratic behavior independent of θ∗. Such a function is not immediately obvious,
and would not necessarily justify itself.
For these reasons, we opt against using the normals alone in constructing the
bending stiffness.
4.4.3 Growth Rules
Asmentionedabove,growthstepsforahexamer-basedmodelneednotbeascompli-
cated as the growth steps for a trimer-based model. We need only the step of adding
a new unit to an existing border edge. Because every interior vertex has exactly three
units around it, we no longer need to delay the decision to join adjacent edges to-
gether. That is, if two units already meet at a vertex, and a new unit is added to one
of the free edges, it can automatically be joined to both free edges emanating from
that vertex. The only choices left to be made are (a) where to add the new unit, and
(b) whether the unit should be a hexon or penton (or whether such transitions can
be made after the fact by unitswith external edges, similar to the work by Zandi et al.
[19]).
Recent work by Levandovsky and Zandi [1] has shown that allowing topologically
distantsegmentsofa growing capsidtoreconnect ishelpfulinpreventingthecrevice
failures we experienced in our triangular network growth model. Since we’ve re-
moved the pentons from our model, we must instead set up the growth rules in such
away thatthecapsidwill branch outandlaterrejointopologicallydistantunitswhen
they come into close spatial proximity.
This branching requires small modiﬁcations to the interactions: speciﬁcally, we
132mustallowtopologicallydistantverticesthatarecapableofjoiningtohaveaspatially
short-range attraction, and border vertices (and possibly hexamer centers, as well)
thatcannot jointohavea spatiallyshort-rangerepulsion. With a smartchoice of cut-
off distance x0 (probably the hexagon radius r0) we should be able to use (4.3), along
with an inverted version of the same potential for the repulsion, thus avoiding the
introductionof additional parameters.
4.5 Fitting model parameters to experimental data
Our ultimategoal in developing a model is to grow an ensemble of capsids, as we did
in Chapter 2. In particular,for the immatureHIV model in §4.4, we would look at the
positions,shapesandsizesofholes,inadditiontotheothermeasurementsdiscussed
in§2.3. Whiletimedidnotpermitcarryingoutsuchagrowthsimulation,wedidcarry
out some preliminary work. Before a reasonable investigation of growth can begin,
we need reasonable estimates of the numerical parameters. In this section we will
outline several approaches to ﬁtting these parameters to experimental data and end
with preliminaryresults in §4.5.3.
4.5.1 Cryo-tomography data
We have received cryo-tomography data of immature HIV capsids from the Briggs
lab [18]. Since the positions and angles between units are determined by the energy
parametersr0, ℓ,andθ∗,we shouldbeabletoﬁndtheparametersthataremostlikely
to have produced the data (note that the one parameter with units of energy cannot
be ﬁt, except possibly with more sophisticated techniques comparing the measure-
ment uncertaintieswith the cryogenic temperature). There are a number of ways we
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Figure4.6: Sideview of a pairof interactingedges. Thedistancesbetween thecenters
ofeach edgeisr,andthedistancesbetweenthepairsofcontactsarer+ andr−,which
we square to get the energy.
might go about such a calculation.
In any approach, we must ﬁrst reconstruct the topology. The data are speciﬁed
in termsof thespatial positionand orientationof each of several hundredhexameric
units, but there is no connectivity informationincluded. Moreover, the orientationis
relative to a particular reference orientation(see §5.2). While we can identify the six-
fold symmetry axis, there is still a free angle φ, mapping mπ
6 → mπ
6 +φ in (4.1), which
corresponds to a rotation about the six-fold axis. We must ﬁt this parameter as well,
since the actual hexamers may not necessarily bind exactly at their corners.
4.5.2 Difﬁculties of ﬁtting parameters
A naïve ﬁrst attempt at this point is to ﬁx the positions and orientations of all the
hexamersto their measured values and minimizethe energy as a functionof the four
parameters r0, θ∗, ℓ, and φ. The is rather unsatisfying, as it results always in ℓ→0.
This can be seen by considering a pair of interacting contact points on one pair of
edges on a pair of interacting faces, as shown in Figure 4.6. Such a local picture elim-
inates the r0 and θ∗ parameters by specifying a single edge at a time. The energy due
134to any such interacting pair is given by
Epair =
1
2
k(r2
1 +r2
2)=k
 
r2+ℓ2(sinθ1+sinθ2)2
 
, (4.6)
which we can immediately see is minimized by ℓ = 0. This is clearly the wrong ap-
proach, since we’re minimizing the energy parameters while holding the positions
ﬁxed, while we should be doing the opposite.
The next attempt we might make while still ﬁxing the positions is to compute the
forces and torques and minimize the sums of squares. This requires an extra param-
eter in the form of a constant of proportionalityρ between the forces and torques so
that we can add them. Such a parameter is a length, and a natural choice would be
something on the order of the size of the hexameric units.
Unfortunately, this plan fails in practice as well. We can show that the forces are
independentofℓ,whilethetorquesarealinearcombinationofℓandr0 thatvanishes
at the energy minimum. It’s not an unreasonableassumptionthat averagingover the
near-minimum geometrieswill give an expected squared torque of
 
τ2 
∝r2
0 +γℓ2 (4.7)
for some constant γ. If this is indeed the case, then we would expect that, regardless
of the value of the proportionality constant ρ, the sum ρ
 
F2 +
 
τ2 will again be
minimized when ℓ=0.
4.5.3 Fit and results
Instead of minimizing energies or forces, we should instead consider what we are re-
ally trying to optimize, that is, the probability of the model given the data, P(M|D).
While this is impossible to measure directly, we can instead assume that the model
space is distributed with uniform probabilities and calculate P(D|M) by relaxing
135the positions under any given set of energy parameters and computing the sum of
squared distances between the original and relaxed positions and orientations10.
Becauseeachstepinthisoptimizationrequiresitsownminimization,itisarather
slow process, but the condition number is reasonable, since we only have four de-
grees of freedom (r0, θ∗, ℓ, and φ). A simple downhill simplex algorithm is therefore
sufﬁcient to locate a reasonable minimum. The result of such an optimizationis
r0 ≈5.6nm (4.8)
ℓ≈2nm (4.9)
θ∗ ≈5◦. (4.10)
These numbers are relatively stable to changes in the precise positions of the refer-
ence points. Moreover, θ∗ is the sloppiest, varying up to 30% depending on initial
conditions, followed by ℓ, which varied less, while r0 was (as expected) completely
stable.
Assumingaﬂat lattice,r0 =5.6nm givesaninterhexamerspacingof9.7nm, which
is a bit larger than the accepted value of 8nm [18], but is exactly consistent with the
average nearest-neighbor spacing in the provided structure.
We can get an idea of the angle θ∗ be calculating that a spherical hexagon with
circumradius θ∗ = 5◦ has a spherical area of 0.02, so that 630 units can ﬁt on a full
sphere, which is less than the ≈ 750 units in each structure. Add to this the fact that
the structureshave holes and we see we can conclude that θ∗ is likely overestimated.
The thickness ℓ = 2nm translates to ℓ2
f = 3nm2 and (assuming a radius 50nm) a
Foppl-von Kármán number γ = (R/ℓf)2 = 800, putting well into the buckled regime.
10Again, a natural constant of proportionality arises by picking multiple reference
points on each hexamer and computing just the distances between the original and
relaxed reference points.
136It is hard to gauge whether this is accurate, since we don’t know the effect of holes
on buckling. However, the structures don’t look buckled, and it’s conceivable that we
underestimated ℓ because of incorrectly assigned neighbors or occasional outliers
with large bend angles.
These results provide a starting point for a more detailed measurement of elastic
parameters from cryo-electron tomographs, which can ultimately motivate a more
accurate coarse-grained model of immatureHIV assembly.
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139CHAPTER 5
GENERALIZEDSPRINGS
We mentioned brieﬂy in §4.1.1 the possibility of performing growth simulations
with different potentialsbetween theunits. We now revisit thispossibilityinan effort
to motivate our model parameters with experimental data, using atomistic simula-
tions to ﬁt the parameters of a very general quadratic potential. In particular, we fa-
vor increasing the number of ﬁt parameters over injecting any preconceived notions
of what this form should look like.
An unfortunate consequence of increasing the number of parameters is that we
need a considerable amount of formalism to deal with them reasonably. Thus, we
devote this chapter to establishing the generalized spring formalism, while actually
applying it in Chapters 6 and 7 (although these chapters are fully comprehensible
without the details of this chapter).
We begin in §5.1 by deﬁning our general harmonic potential in terms of the six-
dimensional misconﬁguration vector, which we proceed to deﬁne in §5.2, including
the various gauge choices (this is all that was directly used in Chapter 6). In §5.3,
we write these gauge transformations explicitly. Finally, we conclude in §5.4 with a
derivationof analyticalspringcompositionlaws, giving thetotalstiffnessfor a pair of
generalized springsconnected in series.
5.1 Preliminary formalism
Consider the most general harmonic interaction between two rigid bodies in three-
space. Each rigid body has six degrees of freedom: three translational and three ori-
entational, giving a total of twelve degrees of freedom for the composite system. Of
these twelve, six are global translations and rotations, leaving six internal (relative)
140degrees of freedom to describe the conﬁgurationof the spring,
 i, i =1...6 (we’ll use
blackboard boldto represent 6-vectors). If we assume a minimum-energyconﬁgura-
tion at
  then the simplest harmonic potential is simply
F =
1
2
(
 −
 )
TK(
 −
 ), (5.1)
where K is a 6×6 generalized stiffness tensor.
So how do we compute the misconﬁguration
Æ
  ≡ “
 −
 ”? This is unfortunately
complicated primarily by the presence of rotations, both because they are nonlinear
(so we can’t just subtract) and because we need the misconﬁguration to be invariant
under global rotationsof the system.
In this section, therefore, we will go on to provide a precise deﬁnition for
Æ
  for
small deviationsfrom equilibrium. A primarydifﬁcultyin thisdiscussionis notation.
For the sake of clarity, we will be very pedantic, but the short story can be read off of
the equations in Table ??.
5.1.1 Rotationrepresentations
Theﬁrstissueathandisourrepresentationofrotations. Thereareanumberofdiffer-
ent ways we can look at rotations. Most generally, a rotation Ω is any inner product-
preserving linear automorphism over vectors r ∈
R3. That is, Ω(u+v) = Ωu +Ωv
and Ωu·Ωv = u·v. The most familiar representation is SO(3), the set of orthogonal
3×3 matrices.
We can describe a rotation by writing an axis ˆ θ and an amount of rotation |θ|
about that axis: Ω = R(θ), or inversely, θ = R−1(Ω). We can translate between the
matrix and axis representationsas follows:
R(θ)=exp[θ×]= ˆ θ⊗ ˆ θ+cos|θ|
 
1− ˆ θ⊗ ˆ θ
 
+sin|θ|[ˆ θ×], (5.2)
141Table 5.1: Rigid body notation summary. All quantities below the
gauge choice G are (implicitly) dependent on that choice. We drop
the subscripts in the bottom section since they obscure the expres-
sionswithoutaddinganyvalue. λinthedeﬁnitionofδωis0,1,or 1
2,
depending on the gauge, as described in §5.2.4. The simplest case,
the α-gauge, is given by G=Θα and λ=0.
Notation Name Type Deﬁnition
α, β Body/frame index 0, 1, 2, ...
  Spring/pair index A, B, ...
R(θ) Rotation SO(3) See (5.2)
r
(α)
i Constituentpoints
R3
Ωαβ Transformation SO(3) r
(α)
i ≡Ωαβr(β)
Rα Absolute translation
R3  
r
(α)
i
 
Θα Absolute orientation SO(3) Ωα0
Rα Absolute conﬁguration
R3×SO(3) (Rα,Θα)
G Gauge choice SO(3) See (5.10)
rαβ Relative position
R3 G(Rβ−Rα)
ωαβ Relative orientation SO(3) GΘT
αΘβGT
 αβ Relative conﬁguration
R3×SO(3) (r αβ,ωαβ)
rαβ Preferred position
R3  
r αβ
 
ωαβ Preferred orientation SO(3)
 
ωαβ
 
 αβ Preferred conﬁguration
R3×SO(3) (r αβ,ωαβ)
δr Mistranslation
R3 r −r
δω
Misorientation
SO(3) ω
−1+λωω
−λ
δϑ
R3 R−1(δω)
Æ
  Misconﬁguration
R6 (δr,δϑ)
142where [θ×] is the skew-symmetric form of θ, that is, a 3×3 matrix that multiplies
[θ×]r =θ×r. Note also that TrR(θ)=1+2cos|θ|.
A third representation, particularly convenient for computers, is the unit quater-
nions, which are isomorphic to SU(2). Here we represent a rotation as q = ρ1−iζ·σ,
where i is the imaginary unit, σ is the vector of Pauli matrices, and ρ2 +|ζ2| = 1. To
construct a quaternion from a rotation through the axis θ, we write ρ = cos
|θ|
2 and
ζ = ˆ θsin
|θ|
2 . (The unit quaternions in fact are a double cover of the rotations, since
|θ| → |θ|+2π gives q → −q, to represent the same rotation.) To apply a rotation to a
vector v we (matrix) multiply iσ·v′ =q(iσ·v)q†. Composition is achieved by quater-
nion multiplication:
(ρ1−iζ·σ)(ρ′1−iζ′·σ)=(ρρ′−ζ·ζ′)−i(ρζ′+ρ′ζ+ζ×ζ′). (5.3)
Alternately, quaternions can be viewed as adjoining a second imaginary unit j, with
j2 =−1, and deﬁningk=ij=−ji, such thatq=ρ+iζx +jζy +kζz.
At small angles θ → 0, we can make several simplifying approximations. In par-
ticular, the matrix representationlinearizes to
R(θ →0)=1+
 
θ×
 
. (5.4)
Thus, to linear order in this limit, composition is commutative vector addition,
R(θ)R(θ′)=R(θ+θ′). The quaternionrepresentation reduces to ρ =1, ζ= 1
2θ.
5.1.2 Passive and active transformations
One particularly confusing aspect of transformations, and speciﬁcally rotations, is
the difference between passive and active transformations. We will use active trans-
formations everywhere, for reasons motivated below.
143Active transformations are transformations on objects. That is, suppose we have
an object consisting of points
 
r
(α)
i
 
and a reference copy of the same object with
points
 
r
(0)
i
 
. An active transformationfrom the reference object to the actual object
is a transformationA such that r
(α)
i =Ar
(0)
i .
Passive transformations, on the other hand, are transformations of reference
frames. Giventheactualandreferencecopiesabove,apassivetransformationPfrom
the reference frame to the actual frame must satisfy x(α) = Px(0), where we deﬁne
x(α)·r
(α)
i = x(0)·r
(0)
i for all i (disregarding any translations1).
The upshot is that these transformations are inverses: P = A−1. Or alternately,
transforming from the reference object to the actual object is equivalent to trans-
forming from the actual frame to the reference frame.
There are advantages to each representation. Active transformations are more
concrete to reason about, since we think about relationships between objects daily,
while we think about relationships between differing points of view only when we
have no other recourse. Another advantage to active transformationsis that we need
only ever consider a single reference frame, given by the global coordinate system.
This obviates the difﬁculties associated with bookkeeping which frame a given vec-
tor belongs to, while a passive approach necessitates keeping track of which ob-
ject/frame a vector belongs to.
The advantage of passive transformationsis slightlymore subtle. Because we will
be dealing with pairs of objects in which the relationshipbetween the pair is of com-
plete importance, and any global transformationsare irrelevant, it is helpful to think
1Wecouldbeparticularlythoroughandintroduceanewnotation[r]α torepresent
the coordinates of the vector r when represented in the reference frame α. But in the
absence of translations, the components of [r]α are simply inner products with the
coordinate basis vectors.
144about expressing quantities in each object’s reference frame: it’s much more expres-
sive to say that “B is in front of A and A is in front of B”, rather than “B is east of A, A is
facing east, and B is facing west”.
References to“front” and“facing”, of course, implythat we haveﬁguredouta way
to glue a set of coordinate axes onto our objects, and this is a gauge freedom in both
representations.
Thus, in the interest of overall comprehensibility, we will assume an active trans-
formationpicture from this point onward2.
5.2 Absoluteand relative conﬁgurations
As we can see from Table ??, there is a lot of ground to cover here. We start by deﬁn-
ing the absolute conﬁguration Rα of a single body given a reference conﬁguration
(§5.2.1), along with the gauge freedoms of rotating either the reference or the object
(§5.2.2). We then go on to deﬁne the relative conﬁguration
 αβ between two objects
(§5.2.3) and the relevant gauge choices (§5.2.4). Finally, we assume a preferred (rela-
tive) conﬁguration
 αβ and discuss how to express the misconﬁguration
Æ
 αβ in any
particulargauge(§5.2.5). Asanappendix,we consider amorenaturalgaugewithone
translationaland ﬁve rotational degrees of freedom (§5.2.6).
5.2.1 One body: absolute conﬁguration
Consider ﬁrst a single object α in space, composed of points
 
r
(α)
i
 
. Its position, or
absolute translation, is simplythecenter ofmass Rα = 1
N
 
r
(α)
i . To deﬁneitsabsolute
orientation Θα, we need a reference to compare to. Take
 
r
(0)
i
 
to be a reference copy
2Our original computations were all done with passive transformations,but since
the results are equivalent up to a matrix transpose, they are still valid.
145of the object (with center of mass R(0) at the origin). Then we can determine the
rotation matrix Ωα0 such that
r
(α)
i =Rα+Ωα0r
(0)
i (5.5)
for all i. It’s possible (quite likely, in fact) that there is no rotation Ωα0 that satisﬁes
(5.5) for all i. In this case, we can deﬁne a
χ2 =
 
i
 
Rα+Ωα0r
(0)
i −r
(α)
i
 2
(5.6)
to minimize over Ωα0.
While we can deﬁne such rotation matrices between any pair of objects, the case
of arotationtoan actualobject from itsreference copy isthespecial case we deﬁneas
absolute orientation,and we thus write
Θα =Ωα0. (5.7)
Taken together, the absolute translation and orientation comprise what we will call
the absolute conﬁguration:
Rα =(Rα,Θα). (5.8)
5.2.2 Gaugefreedoms: reference and scene rotations
Even with a single body there are a number of gauge freedoms we can begin to ex-
plore. Suppose we take a rotated reference conﬁguration 0′, with r 0′ = Ω0′0r0. (Note
we’ll drop the explicit component point index subscript i in favor of using the sub-
scriptstorepresentobjects,whilestillassumingtheequationsholdforallcomponent
points). The result of this reference rotation is that
Θα →Θ′
α =Ωα0′ =Ωα0Ω00′ =ΘαΩ
T
0′0. (5.9)
146Alternately, we can rotate the object by a matrix G=Ωα′α. The result of this scene
rotation is
Θα →Θ′
α =Ωα′0 =Ωα′αΩα0 =GΘα. (5.10)
Obviously displacement vectors are also affected by a scene rotation:
r →r′ =Gr. (5.11)
This matrix G will provide the main importantgauge freedom.3
5.2.3 Two bodies: relative conﬁguration
Consider next two bodies, 1 and 2. This adds a signiﬁcant amount of complexity,
since we can now look at the relative degrees of freedom between the two objects.
The relative displacement is straightforwardin the global frame:
r 12 =R2−R1. (5.12)
To reason about the relative orientation, we will ﬁrst assume that the two objects
are identical and share a common reference, so that we have only three objects to
consider. We can then deﬁne the relative orientation ω12 to be what the absolute
orientationof 2 would be if 1 were the reference body. That is4,
ω12 =Ω21 =Ω20Ω01 =Θ2Θ
T
1. (5.13)
Intheglobalframe,r12 andω12 arenotparticularlyusefulsincetheyarenotinvariant
3It should be clear at this point that a rotation of the global reference frame (say a
rotation G′ to both reference and actual copies of the object) would have a net effect
of conjugating Θα →G′ΘαG′T.
4In general Ωαγ = ΩαβΩβγ, since Ωβγ ﬁrst rotates γ to β, and then Ωαβ rotates β
to α.
147under a global scene rotation G. Recall from (5.10) that a scene rotationtransforms
(Θ1,Θ2)−→(GΘ1,GΘ2) (5.14)
(R1,R2)−→(GR1,GR2), (5.15)
and thus
r 12 =G(R2−R1) (5.16)
ω12 =GΘ2Θ
T
1G
T. (5.17)
We then deﬁne the relative conﬁguration as the pair
 12 =(r 12,ω12). (5.18)
5.2.4 Gaugechoice: body-centric and symmetric gauges
The choice of G is effectively a choice of which reference frame to measure the con-
ﬁguration (translation and orientation) relative to. The choice G = 1 corresponds to
measuring in the global reference frame, which is unnatural because it is effectively
anarbitrarychoice. Amuch morenaturalchoice isthe1-gauge,G=ΘT
1, which leaves
ω
(1)
12 =Θ
T
1Θ2, (5.19)
and
r
(1)
12 =Θ
T
1r12. (5.20)
Note that actual global rotations no longer have any effect, since any change in Θ1 is
reﬂected by a change in our G, so that (5.19) as written is independent of any further
transformationsΘα →G′Θα because the G′T and G′ will cancel.
In addition, we can look at the 2-gauge, G = ΘT
2. While the relative displacement
vector is of course rotated into 2’s reference frame, r
(2)
12 = ΘT
2r12, we ﬁnd somewhat
148surprisingly that ω
(2)
12 = ω
(1)
12 is unchanged. We can reason that, because the matrix
norm  ω12  is an invariant under conjugation, ω12 occupies a lower-dimensional
space than G. In fact, for any ω12, the subgroup of rotations coaxial with ω12 leaves
the relative orientationinvariant.
This suggests there might be another, more appropriate gauge in between the
two just discussed, that also leaves ω12 invariant. Consider G = ω
−1/ 2
12 ΘT
1 (taking
ω12 =ΘT
1Θ2). This transformationresults in absolute orientations
(Θ1,Θ2)−→
 
ω
−1/ 2
12 ,ω
1/ 2
12
 
, (5.21)
which we will call the symmetric gauge.
5.2.5 Preferred conﬁguration and misconﬁguration
Now that we have deﬁned relative conﬁguration, we can assume a particular relative
conﬁguration
 12 =
 
r 12,ω12
 
is preferred for a given pair of objects5. Then for the
conﬁguration
 12 at some snapshot we can deﬁne the misconﬁguration
Æ
 12 =(δr12,δω12). (5.22)
The mistranslation δr12 = r 12 −r12 is straightforward. The misorientation δω12, on
the other hand, is not so simple, since rotations don’t commute (and ω12 is not nec-
essarily small). Moreover, the correct choice for δω12 in fact depends on our gauge
choice.
5Computing the average 〈ω〉 of a set of rotation matrices is non-trivial. A simple
component-wise matrix average is almost always non orthogonal. We can ﬁnd the
nearest orthogonal matrix to the average by solving the orthogonal Procrustes prob-
lem: given a matrix M we write its singular value decomposition M = UΣV† where U
and V are unitary and Σ is diagonal. Then R=UV† is the orthogonalmatrix such that
the Frobenius norm  R−M F is minimized.
149Consider ﬁrst the 1-gauge. This basically amounts to an assumption that body
1 is ﬁxed, so any deviation from the preferred conﬁguration can be interpreted as a
movement of body 2. Suppose then that Θ1 is given, so that the preferred orienta-
tion of body 2 is Θ2 = Θ1ω12. Now if the actual orientation of body 2 is Θ2 then the
misorientationis naturally Ω22. In our 1-gauge, with G=ΘT
1, we ﬁnd
δω
(1)
12 =ω22 =Θ
T
1Θ2Θ
T
2Θ1 =ω12ω
T
12. (5.23)
On the other hand, in the 2-gauge, we are assuming that body 2 is ﬁxed, so that
the misorientationis given by
δω
(2)
12 =ω11 =Θ
T
2Θ1Θ
T
1Θ2 =ω
T
12ω12, (5.24)
just the opposite of (5.23).
The symmetric gauge is slightly more complicated since we no longer assume
either body is ﬁxed. On the other hand, we do take the deviation of each body to be
equal and opposite. Thus, if the “preferred” orientationsare
 
GΘ1,GΘ2
 
=
 
ω
−1/ 2
12 ,ω
1/ 2
12
 
(5.25)
then we have actual orientations
(GΘ1,GΘ2)=
 
ω
−1/ 2
12 ,ω
1/ 2
12
 
=
 
δω
−1/ 2
12 ω
−1/ 2
12 ,δω
1/ 2
12ω
1/ 2
12
 
, (5.26)
giving a misorientation
δω
(s)
12 =ω
−1/ 2
12 ω12ω
−1/ 2
12 , (5.27)
which is signiﬁcantlyless convenient to deal with.
On the other hand, if the actual conﬁgurationis sufﬁciently close to the preferred
conﬁguration,then the misconﬁgurationwill be small and the gauge choice is irrele-
vant since we can write the misorientationas a small vector δϑ, with δω12 =R(δϑ12),
150eplacements 1 stretch 4 mixed 1 twist
Figure 5.1: The six relative degrees of freedom between a pair of rigid bodies can be
decomposed into one pure translation, called stretch, one pure rotation about the
stretch axis, called twist, and four mixed degrees of freedom. The mixed degrees can
be thought of as shears or folds, depending on whether the bodies move symmetri-
cally or antisymmetrically.
and the misconﬁguration as a 6-vector
Æ
 12 = (δr12,δϑ12). This is the simplest rep-
resentation of the misconﬁguration, which we’ll call the 3+3 representation since it
involves three translationaland three orientationaldegrees of freedom.
5.2.6 The 1+5 representation
So far we have simply assumed that, because each absolute conﬁguration had three
translational and three orientational degrees of freedom, and the global translations
and rotations had three of each as well, that the relative conﬁguration would neces-
sarily be left with three translational and three orientational degrees of freedom as
well. This assumptionled us to the 3+3 representation,described in full detail above.
We found, however that while three-dimensional translations made the math
morestraightforward,theyweren’tasnaturalaswemighthaveliked. Inparticular,we
endedupwithastrangegaugechoiceswhererotationsmightlookliketranslations. If
we instead thinkabout theprincipal relativemotionsineveryday language, we come
up with three different types of motions, as shown in Figure 5.1: a pure translation,
a pure rotation, and four mixed degrees of freedom. The 3+3 representation decom-
posed these mixed degrees of freedom into two translations and two rotations, but
151we might do better to leave them all as rotations, leading to the 1+5 picture.
In the 1+5 picture, only stretches—translations parallel to the interbody axis
(r 12)—are written as translations, with units of distance, while the other two trans-
lations (“shears”) are written as rotations in analogue with the “fold” rotations.6
To transform our 3+3 picture into a 1+5 picture, we start by ﬁnding a rotation G
and a vectorC such that
G(R1−C)=
d
2
ˆ z, (5.28)
G(R2−C)=−
d
2
ˆ z. (5.29)
That is, we line up the two objects along the z-axis. There is a one-dimensional fam-
ily of rotations that will satisfy this condition: rotations about the z-axis will leave
the condition invariant, so we have a gauge freedom in how we choose this rotation
component (we might look for optimal alignment of one body with its reference ori-
entation, or a mid-way point between two such alignments).
Once both the reference conﬁgurations and the instantaneous snapshots are
transformed to satisfy our z-axis constraint, we can measure three quantities: ﬁrst,
the (stretch) distance d between the bodies; second and third, the orientations Θ1
and Θ2 that best align each body with its reference. If we write these rotation matri-
ces as rotation axes θα where Θα = R(θα), then we can decompose them into θαx,
θαy, and θαz. Next, we construct the symmetric and antisymmetric combinations of
6We could potentially also talk about a 5+1 picture, but this would have all the
disadvantages of the 1+5 picture with none of the beneﬁts.
152these components:
ψx =
1
2
(θ1x +θ2x), (5.30)
ψy =
1
2
 
θ1y +θ2y
 
, (5.31)
θz =
1
2
(θ1z +θ2z), (5.32)
φx =θ2x −θ1x, (5.33)
φy =θ2y −θ1y, (5.34)
τz =θ2z −θ1z. (5.35)
The symmetric x and y combinations, ψx,y are the shears, while the corresponding
antisymmetriccombinations,φx,y arethefolds. Theantisymmetricz combinationτz
is the twist, while θz represents our gauge freedom. It becomes apparent that trans-
forming θz → θz +θ has the effect of rotating ψx → ψx cosθ−ψy sinθ and similar for
ψy and φx,y, while leaving τz unchanged. We can make this gauge choice of θ irrel-
evant by changing the model to impose a cylindrical symmetry about the interbody
axis (reducing our degree of freedom space from six- to four-dimensional).
5.3 Tensor transformations
Here we deﬁne transformation matrices for each of the gauge transformations we
introduced in §5.2, as well as any simultaneous modiﬁcations we need to make to
r12 and ω12 when transforming between gauges.
5.3.1 Covariance
For any given gauge transformation
Æ
  →
Æ
 ′, we would like to know how to trans-
form the stiffness (K) and diffusion (D) tensors. We will deﬁne these tensors more
153completely in Chapter 6. For now, we will start from (5.1), taking the misconﬁgura-
tionx−x →
Æ
 tobea6-componentcolumnvector. Sinceourtransformationislinear
at small
Æ
 , we can write
Æ
 
′ =Λ
Æ
  (5.36)
for a 6×6 matrix Λ with units dictated by the particular gauge transformation. Our
free energy (5.1) becomes
F =
1
2
Æ
 
TK
Æ
 =
1
2
 
Æ
 
TΛ
T  
Λ−TKΛ−1 
(Λ
Æ
 )=
1
2
Æ
 ′TK′
Æ
 ′, (5.37)
so we see that K is covariant with
Æ
 :
K′ =Λ−TKΛ−1. (5.38)
On the other hand, we’ll take
 
Æ
 
Æ
 T 
=Dt so that the same substitutiongives
D′ =ΛDΛ
T. (5.39)
We therefore need only provide the matrix Λ to fully describe any gauge trans-
formation. We will generally write Λ as a block matrix (with each component a 3×3
matrix), since
Æ
  = (δr,δϑ) is a pair of vectors (although this will break down when
we look at the 1+5 representationin §5.2.6).
5.3.2 Body-centric and symmetric gauges
Note that throughout this section we will omit the 12 subscripts in all relative- and
mis-translations,and relative-and mis-orientations,infavor of subscripts (1), (2), and
(s) to indicate gauge (since absolute positions Rα and orientations Θα are always in
the global frame, their subscriptswill retain their original meanings).
First, consider the 1- and 2-gauges in the 3+3 picture. We saw earlier that ω was
invariantbetween thesegauges, but we didﬁnd gaugedependence in thedeﬁnitions
154of δω. Moreover, the relative translations r were dependent on the frame via the
matrix G. If we’ve measured r (1) in the 1-gauge, we can compute7
r(2) =Θ
T
2Θ1r =ω
Tr. (5.40)
Now ifwe havetherelativetranslationofaparticularsnapshotintheglobalreference
frame, (R1,Θ1,R2,Θ2), we can compute r(α) = ΘT
αr and δr(α) = r(α) −r(α) for either
frame α=1 or 2, or for the symmetric frame α=s taking Θs =Θ1ω
1/ 2.
Wewouldliketowriteatransformationdirectlybetweenδr intheseframes. Thus,
we consider
R2−R1 =Θ1
 
r(1)+δr(1)
 
=Θ2
 
r (2)+δr(2)
 
. (5.41)
Substitutingr (2) =ω
Tr (1), left-multiplyingby ΘT
2, and rearranging yields
δr(2) =ω
T 
r (1)+δr(1)
 
−ω
Tr(1) =ω
T 
δr(1)+
 
1−δω(1)
 
r(1)
 
. (5.42)
Now for small misorientationswe can write
δω(1) =1+[δϑ(1)×], (5.43)
so that the ﬁnal transformationbecomes
δr(2) =ω
 
δr(1)+r (1)×δϑ(1)
 
. (5.44)
We see that the misorientation has coupled into the transformed mistranslation (we
knewithadtobemorethanjustarotationofδr sincethistransformationcanchange
the magnitudeof |δr|).
The inverse transformationis
δr(1) =ω
T 
δr(2)−r (2)×δϑ(2)
 
. (5.45)
7Thiscan be understoodintuitivelybecause ω rotatesobject 1 intoobject 2. Thus,
ω
T rotates from the the reference of 1 to the reference of 2 (i.e. the passive rotation
picture).
155Transforming into the symmetric gauge is slightly more problematic because the
transformation involves ω
1/ 2 =
 
ωδω(2)
 1/ 2, which is difﬁcult to deal with. We invoke a
lemma8 that for a rotation matrix Ω and small vector θ,
 
Ω
 
1+[θ×]
  1/ 2
=Ω
1/ 2
 
1+
  
1+Ω−1/ 2 −1θ×
  
. (5.46)
This allows repeating the above procedure for δr(s) instead of δr(2):
δr(s) =ω
−1/ 2
 
δr(1)+
 
r (1)×
  
1+ω
1/ 2 −1δϑ(1)
 
. (5.47)
5.3.3 Rotated reference copies
Next we consider the effect of rotating the reference bodies. Suppose we apply the
rotations α to each reference body: r
(ref)
α
′ =Ωαr
(ref)
α . We then have Θ′
α =ΘαΩα. The
surprising result here is the importance of the gauge choice in the transformation
matrix. In the 1-gauge, we have
r
′
12 =Ω
T
1r 12 (5.48)
δr′
12 =Ω
T
1δr12 (5.49)
δω′
12 =Ω
T
1δω12, (5.50)
8This can be proved by squaring the right-hand side and applying the commuta-
tion relation
Ω
 
θ×
 
=
 
Ωθ×
 
Ω
to commute the Ω
1/ 2 left through 1+
 
(1+Ω−1/ 2)−1θ×
 
, leaving
Ω
 
1+
 
(1+Ω−1/ 2)(1+Ω−1/ 2)−1θ×
  
,
which we can clearly see is equal to Ω
 
1+[θ×]
 
.
156while in the 2-gauge,
r
′
12 =Ω
T
2r 12 (5.51)
δr′
12 =Ω
T
2δr12 (5.52)
δω′
12 =Ω
T
2δω12. (5.53)
We see that rotations in the reference body 2 are entirely irrelevant to results in the
1-gauge, and vice versa. The symmetric gauge is more complicated, depending on
both rotations in a nontrivial way in the general case that Ω1, Ω2, and ω12 do not
commute
5.3.4 Reversing springs
Another gauge transformation we might like to make is to “reverse” a spring. That
is, given
Æ
 12, what is
Æ
 21? In the symmetric gauge, this is as simple as reversing
the signs of each vector. To reverse a spring in the 1-gauge (such that the result is in
the new 1-gauge), we can use the fact that the 2-gauge of
Æ
 12 is equivalent to (that
is, opposite in sign) to the 1-gauge of
Æ
 21, and vice versa, so we can ﬁrst reverse the
sign,thenapplythepropergaugetransformation. Thesymmetricgaugesimplymaps
back onto its own negative.
5.3.5 3+3 to 1+5
The most complicated gauge transformation is transforming between the 3+3 and
1+5 pictures. Given a preferred displacement r12, the preferred distance d =
 
 r12
 
 .
Let ˆ r 12 =r 12/d be the unit vector corresponding to thisinter-body axis. Then givena
157conﬁguration
Æ
 12 we can write
δd12 = ˆ r12·δr12 (5.54)
δτ12 = ˆ r12·δϑ12 (5.55)
δφ12 =P⊥r 12
 
δr12
d
−δϑ12
 
(5.56)
δψ12 =
1
2
P⊥r 12
 
δr12
d
+δϑ12
 
(5.57)
whereP⊥r 12 =1− ˆ r 12⊗ ˆ r 12 is theprojectionperpendicularto ˆ r12. Note that δφ12 and
δψ12 contain between them only four degrees of freedom, but we have neglected to
specify a decomposition. One simple workaround is to instead take just the mag-
nitudes
 
 δφ12
 
  and
 
 δψ12
 
 , reducing our conﬁguration to four distinct dimensions,
though we could also use cross products with ˆ r12 to (somewhat arbitrarily) pick di-
rections.
5.3.6 Largedeviations
While not exactly a gauge transformation, it’s worth considering the effect on our
formalismof largedeviationsfrom equilibrium. Thisis importantfor numericalsim-
ulations of networks of generalized springs, particularly if there is orientational frus-
tration, where the the product of all the preferred orientations around a loop is not
necessarily the identity.
All the work so far has assumed small deviations, so that the misorientation δω
behaved as a vector δϑ. Here we will work out instead an analytical continuation of
(5.1) that is valid for large misorientationsas well9.
9As far as the group structure is concerned, the misconﬁguration is actually a
semidirect product
R3⋊SO(3), rather than the direct product. The distinction is that
in a direct product, both factors are normal subgroups of the product, so the group
operation does not allow any mixing, while a semidirect product only requires one
158We have two basic requirements for a good analytical continuation. The poten-
tial should be a continuous function of the relative coordinates
 , and it should be
quadratic about its minimum,in such a way that we can relate our parametersto the
stiffness tensor K.
Žefran and Kumar [1] discuss a solutioncommonly used in robotics in which rel-
ativeconﬁgurationsareexpressedinan exponentialform,but thisis unsatisfyingbe-
cause the resulting screw motion causes individual directions to lose their physical
meanings.
We instead take a simpler approach in which the preferred rotation is allowed to
beafunctionofthemistranslation. Supposewe haveaspringwithpreferredconﬁgu-
ration (in the 3+3 1-gauge)
 =
 
r,ω
 
and actual conﬁguration
 =(r,ω). We deﬁne a
rotationmatrixωr =R(Wδr), where δr =r −r and W is an arbitrarymatrix(we make
no claims about (skew) symmetry). Now we deﬁne a new preferred relative orienta-
tion
ωr =ωrω (5.58)
and thus a new misorientation
δωr =ωω
T
r . (5.59)
From here, we can simply write the block-diagonal parts of (5.1),
F =δr
TKrδr +δϑ
T
r Kθδϑr. (5.60)
With Kr and Kθ symmetric 3 × 3 matrices and W a general 3 × 3 matrix, we
again have 21 stiffness parameters. In the small misconﬁguration limit, we ﬁnd that
factor to be a normal subgroup, which ultimately allows mixing. In other words, if
(ai,bj) ∈ A ×B then (a1,b1)(a2,b2) = (a1a2,b1b2), whereas if (ai,bj) ∈ A ⋊B then
(a1,b1)(a2,b2) = (a1φb2(a2),b1b2), where φb is some automorphism φb : A → A for
any b ∈ B. The upshot of this is that, while we can write quadratic forms in either
R3
orSO(3),thereisnobestway towriteacrosstermbetween
R3 andSO(3)thatislinear
in both at small deviations.
159δϑr =δϑ−Wδr, so that
F =δr
TKrδr +(δϑ−Wδr)
TKθ(δϑ−Wδr). (5.61)
Thus, the 6×6 stiffness tensor is
K=



Kr+WTKθW −WTKθ
−KθW Kθ


. (5.62)
We can now use this equivalence to perform numerical minimizationsand simu-
lations
5.4 Composition laws
In this section we return to the small-deviation limit to write composition laws for
the effective stiffness of a pair of springs connected in series or parallel.
Suppose we have three bodies (1, 2, and 3), connected by two generalized springs
(A and B) in series. We would ultimately like to integrate out the position of the mid-
dle body, writing the interactionbetween the outsidepair as a single effective spring:
F(R1,R3)=FA(R1,R2)+FB(R2,R3). (5.63)
1605.4.1 Partition functions
To properly integrate out10 the position of body 2, we must allow it to move freely, so
that the partitionfunction Z (eff) =e−βF(eff)
Z (eff)(R1,R3)=
w
dR2ZA(R1,R2)ZB(R2,R3). (5.64)
Note thattheunitsofZ (eff) are different from theunitsofZA,B. Thisisnota problem,
since we’re interested in logZ, so any unit conversions come out as a constant shift.
Since the free energies (and hence partition functions) are deﬁned in terms of the
relative coordinates, we prefer to write our integral in these coordinates, integrating
over the relative coordinates of both springs
 A,B, and multiplying by a δ-function to
ensure that
 B ◦
 A =
  = R3 −R1. Finally, to integrate over the rotations we assume
small misorientations. We take preferred conﬁgurations
 A,B =
 
r A,B,θA,B
 
and mis-
conﬁgurations
Æ
 A,B =
 
δrA,B,δϑA,B
 
. Then
Z
(eff)(
 )=
w
d
3δrA d
3δϑA d
3δrB d
3δϑB
e−β(FA+FB)δ6 
(
 B◦
 A)−
 
 
.
(5.65)
We need to write δ6 
(
 B ◦
 A)−
 
 
in terms of our integration variables δrA, δrB,
δϑA, andδϑB, and our free variables δr and δϑ. Once we’ve done this,the δ-function
can be converted into an exponential and the whole thing integrated to yield a new
Gaussian for Z (eff)(
 ), which will give the effective combined free energy.
10We could take a shortcut instead by simply determining the minimum-energy
position for body 2 and take that as the free energy, i.e.
F(eff)(R1,R3)=min
R2
F(R1,R2,R3).
This should be similar, but off by an order-constant factor. But this minimization is
difﬁcult and may not be tractable analytically.
1615.4.2 Constraints
This six-dimensional δ-function, δ6 
(
 B◦
 A)−
 
 
has a translational and an orienta-
tional part, but it will take some work to write these terms explicitly. In order to do
so, we must write the coordinates of the total relative conﬁguration
 B ◦
 A in some
gauge, which means we must ﬁrst decide on a gauge. While it’s simplest to work in
the 1-gauge, the result is (predictably) not symmetric in the springs A and B (this
derivation is left as an exercise to the reader). We will therefore work instead in the
symmetricgauge (and all relativecoordinates are assumedto be in this gauge). Once
we’ve written the total relative conﬁguration, we can break this up into a large con-
stant part (which is the preferred relative conﬁguration
 ) and a small perturbation
Æ
 , which we must write in terms of
Æ
 A and
Æ
 B.
5.4.3 Orientational constraint
We begin with orientation. The total relative orientationω=ωAωB can be expanded
in either of the following ways:
ω=ω
1/ 2 
1+[δϑ×]
 
ω
1/ 2 (5.66)
ω=ωAωB =ω
1/ 2
A
 
1+[δϑA×]
 
ω
1/ 2
A ω
1/ 2
B
 
1+[δϑB×]
 
ω
1/ 2
B . (5.67)
Commutingall the large rotations to the left yields
ω
 
1+
 
ω
−1/ 2δϑ×
  
=ωAωB
 
1+
 
ω
−1
B ω
−1/ 2
A δϑA×
 
+
 
ω
−1/ 2
B δϑB×
  
. (5.68)
We can divide out the ω = ωAωB (this is actually the deﬁnition of ω) and switch to
a vector picture since all that’s left is small skew-symmetric matrices. Noting that
ω
−1
B ω
−1/ 2
A =ω
−1ω
1/ 2
A allows us to write ﬁnally the constraint δ3
orient,
δϑ=ω
−1/ 2ω
1/ 2
A δϑA+ω
1/ 2ω
−1/ 2
B δϑB =ζ
T
+AδϑA+ζ
T
−BδϑB, (5.69)
162where we have deﬁned
ζ±α ≡ω
∓1/ 2
α ω
±1/ 2, (5.70)
thetransformationsbetweenthesymmetricgaugesofeachspringandthesymmetric
gauge of the composed spring.
5.4.4 Translational constraint
The mistranslationconstraints are worked out similarly, starting with
R2−R1 =Θ1ω
1/ 2
A
 
r A+δrA
 
(5.71)
R3−R2 =Θ3ω
−1/ 2
B
 
rB+δrB
 
(5.72)
R3−R1 =Θ1ω
1/ 2 
r +δr
 
. (5.73)
We note that Θ3 =Θ1ω, so that the Θ1 can be divided out, leaving
r +δr =ζ
T
+A
 
rA+δrA
 
+ζ
T
−B
 
r A+δrA
 
. (5.74)
Thisleaves us with thequestionof how towriteζ±  in termsof ζ± . We can apply the
lemma (5.46) to expand ω
1/ 2 from (5.66):
ω
1/ 2 =
 
1+
 
Y−δϑ×
  
ω
1/ 2 =ω
1/ 2
 
1+
 
Y+δϑ×
  
, (5.75)
where we’ve deﬁned
Y± =
 
1+ω
±1/ 2
 −1
=Y
T
∓ (5.76)
for page economy. Thus, we ﬁnd
ζ±  =
 
1∓
 
Y± δϑ ×
 
±
 
ω
∓1/ 2
  Y∓δϑ×
  
ζ± . (5.77)
We can now rewrite (5.74), separating out the large part,
r =ζ
T
+ArA+ζ
T
−Br B, (5.78)
163as a deﬁnition of r, and taking the small part as the constraint:
δr =ζ
T
+A
 
δrA−
 
r A×
 
Y+AδϑA+
 
rA×
 
ω
−1/ 2
A Y−δϑ
 
+ζ
T
−B
 
δrB+
 
r B×
 
Y−BδϑB−
 
rB×
 
ω
1/ 2
B Y+δϑ
 
.
(5.79)
5.4.5 Putting it all together
Wecannowsubstitute(5.69)and(5.79)intotheδ-functionin(5.65),rewritingδ3(x)=
r
d3keik·x, and introducing two new vector integration variables, k conjugate to the
translationalpart and q conjugate to the orientationalpart. This leaves
Z (eff) =
w
d18xe−1
2xTAx−b·x ∝e
1
2bTA−1b, (5.80)
where x =
 
δrA,δϑA,δrB,δϑB,k,q
 
isan18-dimensionalvectormadeofsix3-vectors,
and A is given by
A=



















Krr
A Krθ
A 0 0 iζ+A 0
Kθr
A Kθθ
A 0 0 iZ+Aζ+A iζ+A
0 0 Krr
B Krθ
B iζ−B 0
0 0 Kθr
B Kθθ
B iZ−Bζ−B iζ−B
iζ
T
+A iζ
T
+AZT
+A iζ
T
−B iζ
T
−BZT
−B 0 0
0 iζ
T
+A 0 iζ
T
−B 0 0



















, (5.81)
with Z±  =±Y∓ [r A×]. The 6·3-vector b has only two of its six 3-vectors nonzero:



bk
bq


=



1 X
0 1






iδr
iδϑ


 (5.82)
bδr A =bδϑA =bδr B =bδϑB =0, (5.83)
where X=[r B×]ω
1/ 2
B Y+−[r A×]ω
−1/ 2
A Y−.
164As we see in (5.80) we need to invert A. For a general block-matrix,we have



A11 A12
A21 A22



−1
=



 
A11−A12A−1
22A21
 −1  
A21−A22A−1
12A11
 −1
 
A12−A11A−1
21A22
 −1  
A22−A21A−1
11A12
 −1


 (5.84)
If we take ‘2’ in (5.84) to represent the nonzero directions in b (that is, k and q)
then we need only compute
 
A−1 
22. Moreover, since A22 = 0, we have simply
(A22)−1 =−
 
A21A−1
11A12
 −1. Further,A−1
11 istheblockmatrixoftheinversestiffnessma-
trices Q=K−1:
A−1
11 =











Qrr
A Qrθ
A 0 0
Qθr
A Qθθ
A 0 0
0 0 Qrr
B Qrθ
B
0 0 Qθr
B Qθθ
B











. (5.85)
Thus we can multiply out F = bTA−1b = −1
2
Æ
 TK
Æ
  to get the stiffness of the com-
posed spring,
Kseries =X△T
 
ζ
T
+AZ
▽T
+A QAZ
▽
+Aζ+A+ζ
T
−BZ
▽T
−B QBZ
▽
−Bζ−B
 −1
X△, (5.86)
where we deﬁne the notation
M△ ≡



1 M
0 1


, M▽ ≡



1 0
M 1


. (5.87)
5.4.6 Parallel composition
We can also compose springs in parallel, though it’s a bit anticlimactic after the pre-
ceding derivation. If two springs have the same preferred relative conﬁguration
 ,
then the stiffnesses just add normally: Kparallel =KA+KB.
If, on the other hand, the preferred displacements or orientations differ, then we
are no longer ina small misconﬁgurationregime, so the approximationswe reliedon
165in the series calculation no longer hold and we therefore cannot construct an ana-
logue.
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167CHAPTER 6
EXTRACTING ELASTIC PARAMETERSFROM MD
This chapter is roughly the same as our recently published PRE rapid communi-
cation [1], with the addition of Figures 6.2 and 6.3, and some extra sectioning and
descriptionin §6.4.
6.1 Introduction
Large protein assemblies are pertinent to most of the soft-matter physics in cells;
how can one calculate their elastic properties and corresponding dynamics? Such
assemblies are too large to handle by all-atom simulations, but numerical coarse
graining techniques are opening the door to direct simulations [2]. An ideal coarse-
graining would involve rather simple parametrizations for the purposes of human
understanding, analytic treatment, transmission to other researchers, and building
up coarse-grained models [3, 4, 5]. In this chapter we propose a new approach to ex-
tract such simpliﬁedparametersfrom all-atom MD simulationsof small subsystems.
Our approach shouldgeneralize well to any system in which the proteinsare primar-
ily structural. Moreover, because our simulations involve only a few proteins, they
are tractable even without supercomputers.
Our program is to break up a large assembly as a network of many discrete units
connected by several kinds of (typically) pairwise interactions modeled as general-
ized springs. We treat each unit—typically a single protein or domain—as a rigid
body, which thus has only six degrees of freedom. We approach each interaction,
one kind at a time, by simulating just the pair of interacting units and measuring
the trajectory x(t) of the positions and orientations of each unit. Our aim is, from
these observed trajectories, to extract the parameters for an effective Hamiltonian
168and equation of motion for each spring, and then reassemble the springs into the
coarse-grained network.
We model x(t) as an overdamped random walk in a (biased) harmonic poten-
tial. This walk is parametrized primarily by two important tensors: one to describe
theshapeof theharmonicwell, andtheothertodescribethe(mainlyhydrodynamic)
dampingandtheassociatedstochasticnoise. Combiningthesetensorsgivesamatrix
whose eigenvalues are the relaxation rates. Thus by measuring short-time dynamic
correlationfunctionstogetherwiththepositiondistribution,wecanidentifywhether
the simulation has sufﬁciently sampled the equilibrium ensemble during the simu-
lation time, or in case of an overall drift, we can compute the external forces needed
to shift the equilibrium to the biologically proper conﬁguration. This is similar in
spirit to computing a potential of mean force or free energy landscape with Jarzyn-
ski’s equality[6, 7], except that our coarse-grained x has more than one component,
and(atminimum)representsangulardegreesoffreedominadditiontostretching.As
an application, we simulate several inter-domain interactions in the HIV capsid and
estimate the Young’s modulus (which can be measured experimentally) and Poisson
ratio of the capsid lattice, as well as the relaxationrate of the breathing mode.
6.2 Coarse grained stochastic dynamics
We represent our system as a vector of generalized coordinates xi, i = 1...N, where
N is far smaller than the number of atoms and is obtained by some form of coarse-
graining. Our objective is to parametrize and determine from simulation (i) an ef-
fective free energy potential function F(x), and (ii) an equation of motion, for the
coarse-grained coordinates.
We assume the coarse-graineddegrees of freedom are overdamped: thisis true at
169timescalesmuchlongerthanthe“ballisticscale”oflocalbondvibrations(tbal∼Γm ∼
1ps, where m ∼10kDa is the mass of a protein). Then the dynamics is a continuous-
time random walk:
dx
dt
=Γf (x,t)+ζ(t), (6.1)
where Γ is the (symmetric) mobility tensor, f (x,t) is the force, ζ(t) is a (Gaussian)
stochastic function satisfying
 
ζ(t)⊗ζ(t′)
 
=2Dδ(t −t′), (6.2)
and D is the diffusion tensor. For detailed balance, D = kBTΓ at temperature T. We
can expand the potential to second order about a point x,
F(x)=F0− f ·(x −x)+
1
2
(x −x)K(x −x), (6.3)
whereKisthe(symmetric)stiffnesstensor;thentheforcein(6.1)is f (x)= f −K(x−x).
From measuring coordinate covariances in the simulation,we obtain K:
G≡
 
[x −x]⊗[x −x]
 
=kBTK−1. (6.4)
If the static effective potential were our only interest, and if our runs were always
long enough to equilibrate our system, there would have been no need to model
the dynamics (6.1). As we do need the dynamics, we determine the diffusion tensor
D (and hence Γ) by measuring the correlation function at short times between the
ballistic and relaxation time scales (see below) during which the deterministic term
in (6.1) is less importantthan the noise:
D=
 
[x(t′)−x(t)]⊗[x(t′)−x(t)]
 
2|t′−t|
≡
W(t′−t)
2|t′−t|
. (6.5)
We calculate D by ﬁtting W( t) to a line over offsets tbal ≪  t ≪ τ, the relaxation
times, weighting each point by σ2
W( t)∝( t)3. Notice that since Γ pertainsto short-
170time dynamics, it is correctly measured even in runs too short to equilibrate in the
potential well.
If we transform into coordinates   x ≡Γ−1/ 2x then the equation of motion becomes
d  x
dt
=Γ
1/ 2f −R
 
  x −  x
 
+  ζ(t), (6.6)
where
   ζα(t)  ζβ(t′)
 
=2kBTδαβδ(t −t′), (6.7)
and the relaxation matrix R = Γ
1/ 2KΓ
1/ 2 (which has units [time]−1) is simply the stiff-
ness tensor in our transformed frame. The eigenvalues of R are the decay rates τ−1
α
for the relaxation normal modes α.
The correlation time for a mode is the same as its relaxation time, so the relative
error in K for mode α is of order
 
τα/τrun, where τrun is the total run time. Thus, if
all the τα ≪ τrun, our estimate (6.4) of K is valid. But if τα ∼ τrun for some direction,
not only are errors large, but the initial deviation may still be relaxing over the entire
run, which is often visible as a steady drift of the coordinates with mean velocity v.
Averaging over time gives a large spurious variance in the drifting directions, leading
to an underestimateof the corresponding stiffness.
6.3 Applicationto HIV capsid
The elastic and dynamic propertiesof virusesin general are of particularimportance
in understanding the mechanisms by which they assemble and disassemble. The
assembly must be reliable enough to produce capsids capable of surviving the harsh
intercellular environment, while still being able to disassemble upon entering a new
host cell. HIV in particular is unique because of its characteristic conical capsids [8],
whose mechanism of formationis yet unsettled.
171Figure 6.1: Diagram of interactions in the HIV capsid lattice. The black and white
shapes represent the dimer-forming CTD and the hexamer-forming NTD, respec-
tively. Springs represent the three different bonds we are interested in, and dotted
lines represent the fourth bond we are ignoring.
The HIV capsid protein (CA) consists of two globular domains: the larger 145-
amino acid N-terminal domain (NTD) has a radius 1.3nm and the smaller 70-amino
acid C-terminal domain (CTD) has a radius 1.7nm; we treat these as two separate
units. The NTD and CTD are connected covalently by a ﬂexible linker; there is also
an NTD–NTD interaction (which forms hexamers in the capsid structure), a CTD–
CTD interaction(which forms symmetric dimers in the structure),and an NTD–CTD
interactionbetweenneighboringproteinsaroundahexamer. Thesefourinteractions
are shown schematicallyinFigure6.1 anda cryo-EM reconstructionis reproduced in
Figure6.2(a). We believe theNTD–CTD interactionto be the weakest, and theknown
structureisalsopoorest,sowe will ignoreitfrom nowon. We thereforesimulateeach
other pair in isolation, using structuresfrom the Protein Data Bank1.
1For full-length protein (“linker”) we use cryo-EM structure 3DIK [10]; for NTD
we use the NMR structure 1GWP [11] ﬁtted to the homologous MLV hexamer crystal
structure 1U7K [12]; and for CTD we use the crystal structure 1AUM [13].
172(a) (b)
(c) (d)
Figure 6.2: Models of mature HIV. In all subﬁgures, the NTD is represented with
blue/green colors, while the CTD is represented with yellow/red colors. (a) Electron
microscopy reconstruction of a piece of mature HIV lattice, from Wright et al. [9].
Above, top view; Below, side view. The different bonds are drawn in analogue to Fig-
ure 4.2 and for comparison with Figure 6.1. (b–d) Simulation cells for (b) CTD–CTD
dimer, (c) CTD–NTD linker, and (d) NTD–NTD heterodimer.
173We carried out our simulations using a modiﬁed version of the NAMD [14] pack-
age with the CHARMM22 force ﬁeld [15]. Our proteins are in a periodic cell 5 to
9nm to a side using the TIP3P model for explicit water and 0.1M NaCl, run with 2fs
timesteps for a total of 3ns each. We do most of the work at constant pressure and
temperature (NPT), using a Langevin piston barostat at P = 1atm, and a Langevin
thermostat at T = 310K and damping rate γL = 5ps−1. The NPT simulations model
the statics well, but the thermostat’s damping leads to unphysical dynamics with in-
creased relaxation rates. This allows shorter simulations to equilibrate, but prevents
us from determining the rates we should expect to see in reality. We therefore do a
second measurement of diffusion at constant volume and energy (NVE).
Thecenterofmassandglobalrotationofthepairaccountsforsixtrivialdegreesof
freedom; the remaining six represent the relative position and orientation of the two
units. Ofthesesix,onlyoneisapuretranslation:thedistancer =|r 2−r1|betweenthe
centerofeach unit. Theorientationofunitm canberepresentedbyarotationmatrix
Ωm which rotates the unit from its reference orientation by an angle |θm| about the
axis ˆ θm. The even and odd combinations θ1 ±θ2 give six degrees of freedom that
comprise the remaining ﬁve coordinates, along with an overall rotation due to the
even combination about the inter-body axis r2−r 1.
As we simulate just one pair of units from a protein complex, we omit the forces
and torques on them due to the other units in the lattice, which generically had a
nonzero resultant, so that the trajectory drifts with time as shown in Figure 6.3(a). In
ordertoexpandthefreeenergyaroundthephysiologicallyrelevantconﬁguration,we
must add external forces to compensate; in light of (6.1) the correct force to impose
is given by f = −Γ−1v, where v is the drift velocity measured in the absence of the
compensatingforce. Rerunningthesimulationfrom Figure6.3(a)with thecalculated
1740.0 0.5 1.0 1.5 2.0 2.5 3.0
-3
-2
-1
0
1
2
time (ns)
m
o
d
e
c
o
o
r
d
i
n
a
t
e
(
 
n
s
)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
time (ns)
m
o
d
e
c
o
o
r
d
i
n
a
t
e
(
 
n
s
)
(a) (b)
Figure 6.3: (a) Trajectory without a drift-cancelling force. (b) The same simulation
with an external force f = −Γ−1v applied. We see in (a) the slowest mode drifts at a
roughlyconstant rate, andhasacomputedrelaxationtimeof1.6ns, whiletheslowest
mode in (b) has a computed relaxation time of 0.5ns, which would be even smaller if
we trimmedoff (i.e., restarted after) the ﬁrst ns.
force resulted in the trajectory shown in Figure 6.3(b).
Drift cancellation was not actually important for the pairs reported in our results
(thedatashown inFigure6.3 isfrom aprevioussimulationthat wasn’t actuallyused).
6.4 Results
We will start by presenting results at the level of individual simulations, and then go
ontoaggregateallthesimulationstothenetworkleveltodrawconclusionsaboutthe
HIV lattice as a whole.
6.4.1 Individual simulations
The results for each simulation were similar, and the trajectory of the linker in the
transformed relaxation mode coordinates is shown in Figure 6.4, which is charac-
teristic of all the observed trajectories. Once we have an equilibrated segment of a
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Figure 6.4: Relaxation mode trajectories of linker. The mode coordinate has units of  
ns because it has been normalized by the noise. The slower modes are drawn with
thicker lines. Note that the slowest mode has a very small drift, and we could correct
this by applying an external force. The traces have been smoothed with a low-pass
ﬁlter for readability.
trajectorywe use (6.4) todeterminethe 6×6stiffness tensor K; different components
have different units, so it would be mathematically meaningless to diagonalize it di-
rectly. Instead, we deﬁne reduced stiffness tensors, representing the free energy cost
if we optimize r for a ﬁxed set of angles and vice versa. Given
K=



Krr Krθ
Kθr Kθθ


, (6.8)
then integrating out the orientations (for Kstretch) and the stretch (for Korient) gives
reduced tensors
K
(eff)
stretch =Krr−KrθK−1
θθKθr (6.9)
K
(eff)
orient =Kθθ−KθrK −1
rr Krθ. (6.10)
The eigenvalues of these reduced tensors are given in Table 6.1.
We computed the stiffness tensor implicitly in the relative coordinates between
the two bodies, but the absolutecoordinatesare thenatural frame for computingthe
noise. Measuring the diffusion of a single body in an NVE simulation yields a mean
176Table6.1: Effectivestiffnesseigenvaluesforpairsimulations:NTDdimer,
CTD dimer, and the NTD–CTD linker within the CA protein.
K
(eff)
stretch (kBT/nm2) K
(eff)
orient eigenvalues (kBT)
NTD–NTD 12 1300 2800 4500 10000 18000
CTD–CTD 9.9 210 340 1100 3900 8300
Linker 2.8 130 250 480 1100 3800
D
(rot)
CTD = 0.11rad2/ns and D
(rot)
NTD = 0.044rad2/ns. If we approximate each domain as a
solid sphere then Stokes’ law gives a rotational diffusion constant [16]
D(rot) =kBT/(8πηr3). (6.11)
We thus expect D
(rot)
CTD = 0.11rad2/ns and D
(rot)
NTD = 0.050rad2/ns using a viscosity
η(310K) = 0.69cP. The accepted TIP3P viscosity η(TIP3P) = 0.31cP gives poorer agree-
ment.
The translational diffusion constant is slightly harder to measure, since it is in-
ﬂuenced signiﬁcantly by the ﬁnite-size effect [17]. This can be corrected for by mea-
suring the diffusion at several box side lengths L and using a linear ﬁt of D(tr) versus
1/L to extrapolate to 1/L = 0. Doing so yields D
(tr)
CTD = 55Å2/ns and D
(tr)
NTD = 27Å2/ns.
Stokes’ law gives expected D
(tr)
CTD = 56Å2/ns and D
(tr)
NTD = 43Å2/ns using viscosity
η(TIP3P) = 0.31cP. The measured D(tr) has a signiﬁcantly larger relative error than
D(rot), due to the ﬁnite-L extrapolation.
We can diagonalize the relaxation matrix to compute the relaxation modes for
each linkage. The NPT relaxation times from this calculation are listed in Table 6.2.
Allthetimesaresigniﬁcantlyshorterthanthesimulationtime,sowecanbeconﬁdent
that the simulationsare equilibrated.
177Table 6.2: NPT time constants for the relaxationmodes of each pair.
relaxationtimes τα (ps)
NTD–NTD 120 23 18 9.3 6.0 4.4
CTD–CTD 76 26 24 7.8 5.4 4.1
Linker 190 140 80 76 22 8.3
6.4.2 Capsid network
Now that we have characterized the individual springs, can compose them together
into a triangular lattice as shown in Figure 6.1, with an NTD hexamer at each vertex,
a CTD dimer at the midpoint of each edge, and a spring connecting each domain,
whose free energy is given by the relative positions multiplied into the appropriate
stiffnesstensor. Wecanthendeterminethefreeenergyminimumasafunctionofpe-
riodic cell dimensions to ﬁnd a lattice constant of a = 9.1nm. This is slightly smaller
than the experimentallymeasured 10.7nm [8], which may be largely due to our sheet
being ﬂat, rather than curved into a tube. Computing the free energy of simple ex-
tension yields a two-dimensional Young’s modulus of 0.92kBT/Å2 = 0.39N/m and a
Poissonratioof0.30. Assuminghomogeneityandathicknessof5nm,we ﬁndathree-
dimensional Young’s modulus of 77MPa (compared with 115MPa measured using
atomic force microscopy [18]).
Furthermore, we can estimate the relaxation rate of the full-capsid breathing
mode in water by further coarse-graining to a single coordinate a representing a
uniform dilation in the plane, which has dynamics given by (6.1) with stiffness and
mobility constants Ka and Γa. The projected stiffness is given by the bulk modu-
lus Ka = 4K2d = 2.6kBT/Å2, calculated from the two-dimensional Young’s modulus
178and Poisson ratio2, which we can measure by performing numerical experiments of
simpleextensionandhydrostaticcompressionusing theanalyticcontinuationof the
free energy for large deviation from §5.3.6. To simulate an inﬁnite periodic lattice,
we use 38 degrees of freedom: 36 = 3·12 to represent the conﬁgurations of the three
differentlyorientedproteins(twodomainswithsixdegreesoffreedomeach), andthe
othertwogivetheperiodiccelldimensionsax anday. Weﬁrstﬁndtheunconstrained
globalminimum,andthenaddstretchingconstraintsto ax and/or ay, measuringthe
effect on the new constrained energy minimum.
To project the damping term, we observe that all the actual motionin the breath-
ing mode of a virus capsid of radius r is in the radial direction, and we thus need
to scale the capsid protein’s translational diffusion constant by (da/dr)2 to ﬁnd the
diffusion constant for a. Using the detailed balance condition,
Γa =
16π
 
3
N
D
(tr)
NTD+D
(tr)
CTD
kBT
η(TIP3P)
η(310K) , (6.12)
where N = 16π
 
3r2/a2 is the total number of capsid proteins3.. Taking N = 1500
proteins as the average size for an HIV capsid thus gives a relaxation rate of 6.1ns−1
for the breathing mode.
We also attempted to calculate the spontaneous curvature θ0 and bending stiff-
ness κ of a ﬂat sheet of HIV by adding a 39th parameter to the above calculation to
representbendingangleforatubeofcapsid(ratherthanasheet). Forthe(m,0)tubes,
we found a negative spontaneous curvature, which seems unphysical, and therefore
2If we take Lamé coefﬁcients λ and  , deﬁning free energy F = 1
2λu2
ii + uikuik
then in two dimensions, the bulk modulus K2d =λ+ , the Young’s modulus is Y2d =
4K /(K+ ),andthePoissonratioisν2d=(K− )/(K+ ). Finally,wecanapproximate
Y3d =Y2d/t where t is the thickness.
3We have included a term η(TIP3P)/η(310K) to correct for the TIP3P water model’s
incorrect viscosity (which affected the diffusion constants we measured in our simu-
lations) so that we can estimate the relaxationrate in real water.
179did not proceed to compute the stiffness. Neither did we consider alternate axis di-
rections, since the minimizationappeared to be very ill-conditioned.
6.5 Discussion
In conclusion, we have reported a model of overdamped random walks in which the
statics and dynamics are described respectively by complementary “stiffness” and
“mobility” tensors. From these two tensors a “relaxation matrix” can be formed, the
eigenvaluesofwhich givetherelaxationratesandprovideaconvergencetestfor sim-
ulations. We demonstrated the usefulness of this model in extracting coarse-grained
elastic constants from molecular dynamics trajectories of pairs of interacting units.
While our relaxationformalism is novel in combining stochastic dynamics with a
realisticmulti-componentspring,it doesbear somesimilaritiestoa numberof exist-
ing techniques. Normal mode analysis, and in particular, Gaussian network models,
replace interactions (either between atoms or groups of atoms) with springs of uni-
form stiffness [19, 20, 21, 22]. While these techniques have been successful in deter-
mining the soft degrees of freedom to explain reaction pathways such as virus matu-
ration[23,24],thefrequenciesthemselvesarewellknowntobeartiﬁcialbecausethey
omitthedampingforces ofthesurroundingwater (thishasbeenaddressedbyLamm
and Szabo [25] with their “Langevin modes”). Additionally, most of these techniques
are insensitive to point mutations or environmental conditions. On the other hand,
“essential dynamics” (or “principal component analysis”) [26, 27, 28] uses all-atom
simulations to determine the soft modes of a system. Moreover, Hayward et al. [29]
suggested specifying important modes a priori, which is our starting point. We ex-
tend these approaches by using the same principal components (to wit, the position
and orientation) for each unit to connect the different interactions, and by using the
180relaxationmodes to predict the dynamics ab initio.
Our technique is not speciﬁc to virus capsids: a similar approach should be ap-
plicableto many other systems of interactingproteindomains,such as microtubules
or BAR domains. Among virus capsids, HIV was particularly amenable because all
the important interactions are pairwise, while many other viruses are complicated
by long tails in which all six molecules in the hexamer are entwined. It would be in-
teresting to look at the effect of point mutations, salinity, and pH on the resultant
elasticity (which could then be veriﬁed by experiment). We hope that the techniques
presented here will provide a convenient middle ground between the atomistic and
continuum pictures of many biological systems.
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184CHAPTER 7
DIFFUSION IN MOLECULARDYNAMICS SIMULATIONS
In our work measuring elastic constants (see Chapter 6), we found it necessary
to measure the diffusion constants of our proteins for two reasons: ﬁrst, in order
to scale the stiffness tensor to the more physically meaningful relaxation tensor, we
needed to multiply by the diffusion tensor. Secondly, if the relative coordinates are
found to drift, the diffusion tensor provides the conversion between the measured
drift velocity and the necessary force to cancel the drift.
In attempting to determine the diffusion tensor from the MD trajectories, we
learnedanumberoflessonsaboutdiffusionthe“hardway”. Inparticular,theeffectof
box sizes, thermostats, water models, and the interaction between them, while per-
hapswidely knownandpasseddown incertaincircles, are notvery well documented
in the literature. As a result, we spent a signiﬁcant amount of time troubleshooting
oursimulationswhenthediffusionconstantswemeasuredwereordersofmagnitude
different from what we expected to see from simple Stokes drag estimates.
In this chapter we will discuss some preliminary work towards quantifying the
corrections due to these factors interacting. If continued, we hope this work will lead
to a method for utilizing small simulations with thermostats to efﬁciently compute
diffusion constants.
Webeginin§7.1withageneraldiscussionofstochasticdifferentialequationsand
how they relate to estimating diffusion constants from simulated trajectories.
After laying this groundwork, we explore in §7.2 the primary factors that cause
the the measured diffusion constants to differ from their actual physical values. We
outline a plan for quantifying the effect of these factors in §7.3, and present some
early results in §7.4.
1857.1 Measuring diffusion
Here we ﬁll inthecomputationaldetailsthat we left out of §6.2 for measuringthedif-
fusion tensor. In §7.1.1 we write the diffusion tensor as a linear ﬁt W(t)=2Dt, where
W(t) is given by time averages of the trajectory. We then show that the uncertainty
in the measurement of W(t) scales as t3/2, suggesting we should weight the points
differently in the linear ﬁt to compute D. In §7.1.2 we write W(t) in terms of Fourier
transforms, adding a correction to the Wiener-Khintcine theorem to deal properly
with the case of ﬁnite-time trajectories. Finally, we take an aside in §7.1.4 to discuss
the optimal way to measure the drift velocity of a trajectory.
7.1.1 The diffusiontensor
We were not particularlycareful in §6.2 to specify which degrees of freedom we were
measuring the diffusion of. While it’s possible to calculate a diffusion tensor for the
relative degrees of freedom, it’s not particularlymeaningful. Thus, we concentrate in
thissection on the absolutecoordinates of a singlebody moving freely in space, such
that the velocity
v(t)=
dr
dt
(7.1)
is white noise,
 
v(t)v(t′)
 
ζ =2Dδ(t −t′). (7.2)
We’ve reﬁned the notation〈·〉ζ to mean an ensemble average, as contrasted with 〈·〉t
which will signify a time average 〈f 〉t = 1
trun
r trun
0 dt f (t), where trun is the total run
time.
This approximationof white noise is good for timescales longer than the ballistic
scale (1/γ, as appearing in (7.23)), as seen indirectly in Figure 7.1(b). Additionally it’s
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Figure 7.1: Plot of the autocorrelation W( t) = TrW( t) at two different time scales.
(a)100ps, and(b)5ps. Notethatonscalesfrom 5pstoabout50ps thecurveisroughly
linear, while we can see the (quadratic) ballistic behavior at scales shorter than 1 or
2ps.
only reasonable for inﬁnite ﬂuids, for reasons we’ll describe in §7.2.
We gave a recipe in (6.5) to measure D by calculating the autocorrelation W( t)
using a time average of the trajectory:
W( t)≡
  
r(t + t)−r(t)
  
r(t + t)−r(t)
  
t
→2D t (7.3)
Indeed, expanding this time average gives
 
W( t)
 
ζ =
1
trun
w trun
0
dt
w t+ t
t
dτ
w t+ t
t
dτ′ 
v(τ)v(τ′)
 
ζ =2D t, (7.4)
as expected. An example of W( t)=TrW( t) is plotted in Figure 7.1.
We can go further, however, and determine the uncertainty in our calculation of
W( t) by computing
 
Wi j( t)2 
ζ =
1
trun
2
w trun
0
dt1dt2
w t1+ t
t1
dτ1dτ′
1
w t2+ t
t2
dτ2dτ′
2
 
vi(τ1)v j(τ′
1)vi(τ2)v j(τ′
2)
 
ζ.
(7.5)
(Notethatwearenot usingEinsteinsummationnotationhere:i and j arefreeindices
throughout). Wick’s theorem allows separating the four-way expectation into three
187pairs of expectations of pairs:
 
vi(τ1)v j(τ
′
1)vi(τ2)v j(τ
′
2)
 
=
 
vi(τ1)v j(τ
′
1)
  
vi(τ2)v j(τ
′
2)
 
+
 
vi(τ1)v j(τ′
2)
  
v j(τ′
1)vi(τ2)
 
+
 
vi(τ1)vi(τ2)
  
v j(τ′
1)v j(τ′
2)
 
.
(7.6)
The ﬁrst term separates into uncoupled integrals leaving simply (2Di j t)2. The sec-
ondandthirdtermsareslightlymorecomplicated. Werearrangetheintegralsin(7.5)
to compute σ2
Wi j( t) ≡
 
Wi j( t)2 
ζ−
 
Wi j( t)
 2
ζ:
σ2
Wi j( t) =4
DiiDj j +D2
i j
trun
2
w trun
0
dt1dt2F(t1,t2)2, (7.7)
where
F(t1,t2)=
w t1+ t
t1
dτ1
w t2+ t
t2
dτ2δ(τ1−τ2). (7.8)
We can evaluate F piecewise to ﬁnd1
F(t1,t2)=max
 
0, t −|t1−t2|
 
. (7.9)
We can change variables in (7.7) by letting u = 1
2(t1+t2) and v = t1−t2. Now u goes
from 0 to trun and the integration range of v is a function of u. But F(v) vanishes for
large |v| so we can take v =−∞...∞ without loss. Thus,
σ2
Wi j( t) =4
DiiDj j +D2
i j
trun
w ∞
−∞
dvF(v)2
=
8 t3
3trun
 
DiiDi j +D2
i j
 
.
(7.10)
If we take Di j =Dδi j then
σ2
W( t) =
16D2 t3
3trun
. (7.11)
1Note that we could have averaged W( t1)W( t2) (taking  t1 <  t2 without loss
of generality) and the only difference would be a plateau of height  t1 and width
 t2− t1 in F(t1−t2) such that
w ∞
−∞
dvF(v)2 = t2
1
 
 t2−
1
3
 t1
 
.
188So we see that our measurement W( t) has an uncertaintyscaling with  t3/2 and
we can therefore weight our linear ﬁt accordingly.
7.1.2 Fourier transforms
While we can compute W( t) separately for each value of  t by computing the aver-
age
 
r(t+ t)−r(t)
 2 for all t =0...trun− t, thiscalculationscalesquadraticallywith
runtime,whichquicklybecomesimpractical(particularlyifwetakeatimestepof2fs).
Instead we take advantage of the fast Fourier transform, which scales as O(N logN),
a big improvement.
If our trajectories were periodic (or inﬁnite), the Wiener-Khintcine theorem
makes this computationstraightforward. We compute the power spectrum
  Si j(ω)=
1
trun
  r i(ω)  r ∗
j (ω) (7.12)
and then compute the inverse transform to ﬁnd the autocorrelation
W( t)=S( t). (7.13)
In our case, however, we need to be more careful, since we have neither periodic
nor inﬁnite boundary conditions, but instead compute
Wi j( t)=
1
trun− t
w trun− t
0
dt
 
r i(t + t)r j(t + t)+r i(t)r j(t)
−r i(t + t)r j(t)−r i(t + t)r j(t)
 
.
(7.14)
Notice that if we deﬁne boundary conditions r(t) = 0 for t < 0 and t > T then the
Fourier transformsfrom −∞ to ∞ are still well-deﬁned, and we ﬁnd
Si j( t)=
w trun− t
0
dt ri(t + t)r j(t). (7.15)
189Thus,
Wi j( t)=
1
trun− t
 
2Si j(0)−Si j( t)−Sji( t)
−
w  t
0
dτ
 
ri(τ)r j(τ)+ri(trun−τ)r j(trun−τ)
  
,
(7.16)
where thesubtractedintegralisto correct for thefact thatr(t+ t)r(t+ t)+r(t)r(t)
counts points close to 0 and trun once each, but counts points in the middle twice
each. This gives an efﬁcient algorithmfor computing the diffusion tensor from a tra-
jectory. Note that Si j(− t) = Sji( t), so that S( t) is nonzero for a length 2trun. We
therefore need to pad r(t) with at least as many zeros as we have actual data points.
7.1.3 Orientational diffusion
While calculating the power spectrum is simple enough with translational diffusion,
itbecomesmorecomplicatedifwe’re dealingwithorientations,sincewe cannotsim-
ply subtract Θ(t + t)−Θ(t) as we could with translations. Rather, we deﬁne
∆Θ(t,t + t)=Θ(t)
TΘ(t + t). (7.17)
If we represent Θ(t) as a quaternionq(t)=ρ(t)−iζ(t)·σ then we write
∆Θ(t,t + t)→
 
ρ(t)ρ(t + t)+ζ(t)ζ(t + t)
 
−iσ·
 
ρ(t)ζ(t + t)−ρ(t + t)ζ(t)−ζ(t)×ζ(t + t)
 
.
(7.18)
Multiplying(thevectorpart)byr(t+ t)−r(t)resultsintenterms,buteachtermsep-
arates into, e.g.
 
r(t + t)ρ(t + t)
 
ζ(t), which is still a correlationfunction. Likewise
for the θ–θ autocorrelation.
Finally, one other concern when dealing with rotations is that we would like to
ultimately represent the translational diffusion tensor in relative coordinates to the
object’s orientation, rather than in the global frame. If the object rotates signif-
icantly during the simulation, we would need a more clever technique to ensure
190that all the averaged vectors were in comparable frames. Alternately, if the rota-
tional correlation time is short compared to the simulation time, we end up with an
isotropic (rotationally-averaged) diffusion tensor. We never attempted to measure
any anisotropy in the diffusion tensor.
7.1.4 The drift velocity
If we suppose the equation of motion has a constant drift velocity term,
dr
dt
= v +ζ(t), (7.19)
then it is obvious that
 
r(t)
 
ζ = vt. But what is the most accurate way to determine
v from a given trajectory r(t)? For convenience let us take t = −trun...trun and de-
ﬁne vest(t) =
r(t)−r(−t)
2t to be a reasonable estimate of the velocity from two points.
It is easy to see that
 
vest(t)
 
ζ = v for all t. There are two very reasonable ways to
aggregate the data from the entire trajectory:
vﬁt ≡
r trun
−trun vest(t)t2 dt
r trun
−trun t2 dt
, (7.20)
or else
vend ≡ vest(trun). (7.21)
We can perform a similar Bayesian analysis as in the previoussection §7.1.1, with the
lemma
 
vest(t)vest(t′)
 
ζ =
Dmin(t,t′)
tt′ to see that
 
v2
ﬁt
 
ζ−
 
vﬁt
 2
ζ =
6D
5trun
, (7.22)
while
 
v2
end
 
ζ −
 
vend
 2
ζ = D/trun. Surprisingly, we get a better estimate of the drift
velocity using just the end points.
1917.2 Factors affectingdiffusion measurements
Here we look at each factor as it individually affects measurements of diffusion in
molecular dynamics simulations.
7.2.1 Watermodel
Whilemoleculardynamics hasgaineda lot of tractionfor its usefulnessinmeasuring
staticquantities,it is far less trustedinaccurately measuringdynamics. In particular,
thetwopredominantwatermodels,TIP3P(athree-pointmodel)andSPC/E(asimple
point charge model), are both widely acknowledged to do a terriblejob in simulating
something as simple as the self-diffusion of water. Mark and Nilsson [1] measured
D = 0.59×10−8m2/s for TIP3P water, contrasted with the experimentally measured
D = 0.23×10−8m2/s. There are a number of specializations of these water models,
butthecost of correctingthedynamicsisperhapspaidinlessaccurateprotein-water
interactions. Alternately, models such as TIP4P (which extends TIP3P by adding an
extra point to keep track of the oxygen’s lone pairs; there is also a TIP5P) are able
to improve the dynamics instead at the cost of a signiﬁcantly higher computational
burden.
ThemethodswedescribedinChapter6makeuseofdiffusionmeasurements,and
the relaxation times that come from them, in two ways: ﬁrst, to determine whether a
given simulation has a long enough runtime to assure it has been fully equilibrated;
second, to make physical claims about the relaxation time of the actual system in
water. The choice of water model is irrelevant to the ﬁrst consideration, since we are
concerned only in how long it takes the simulation to equilibrate, and not how long
it would take the physical system to do so. The second consideration, on the other
192hand, requires not only an accurate water model, but would also be affected by the
differences between purewater and cytosol (at least for biomoleculesin vivo), andso
ad-hoc corrections made to the diffusion after the fact are about as good as we can
hope to achieve in these situationsanyway.
7.2.2 Thermostats
Two other factors are much easier to control: the thermostat and the size of the peri-
odic cell.
It is common practice in molecular dynamics simulations of biological systems
to runin a canonical ensemble, holdingtemperatureﬁxed (typically) somewhere be-
tween 297K and 310K. There are a number of different thermostats used for this:
Langevin, Berendsen, and Nosé–Hoover. However, they all work by uniformlyadding
energy into the system in the form of a stochastic force, and subtracting energy from
thesystemintheformofavelocity-dependentdampingforce. Thisisinfactthesame
effectthatthewaterhasonaproteinthatcausesitsdynamics(attimesontheorderof
picoseconds) to be well-described by a random walk. Thus, if the thermostat is forc-
ing and damping the system in addition to the water, we should expect to measure
differentdynamicsthanwewouldinamicrocanonicalensemblewithnothermostat.
With a sufﬁciently weak thermostat,we should expect to recover the microcanonical
result.
Indeed, Dünweg [2] shows mathematically that small couplings recover the mi-
crocanonical ensemble, yet concludes that the screening caused by the thermostat
renders simulations in the canonical ensemble useless (because in order for the
screening to be sufﬁciently weak, one must turn the thermostat down far enough
that the simulation might as well have been microcanonical to begin with). On the
193other hand, since we are not directly concerned with preserving the microcanonical
details, but rather inferring them with as little computational power as possible, we
shall proceed.
Because the thermostatis effected by a pair of stochastic and frictional forces, we
mustconsider asecondorder equationofmotioninorder toreasonaboutit. Wetake
m
dv
dt
=−mγv +ξ(t), (7.23)
where γ =γh+γt is the friction, caused by a combination of the hydrodynamics and
the thermostat,and ξ(t) is a stochastic noise function satisfying
 
ξ(t)ξ(t′)
 
=2γmkBTδ(t −t′) (7.24)
by detailed balance. Multiplyingby 1
meγt allows us to integrate, yielding
v(t)=
1
m
e−γt
w t
−∞
ξ(t′)eγt′
dt′, (7.25)
so that
 
v(t)v(t′)
 
=
kBT
m
e−γ|t−t′|. (7.26)
We can relate this to D by the Einstein relation2,
2D=
w ∞
−∞
dt
 
v(0)v(t)
 
=2
kBT
m
 
γh+γt
 −1. (7.27)
So we see that the diffusion constants from linearly combined effects add recipro-
cally. More generally, we might conjecture that the effect of adding a thermostat γ is
2To see this, note that x(t)−x(0)=
r t
0 dt′v(t′), so that as t →∞,
2Dt =
  
x(t)−x(0)
 2 
=
w t
0
dt′
w t
0
dt′′ 
v(t)v(t)
 
→
w t
0
dt′
w ∞
−∞
dτ
 
v(t′)v(t′+τ)
 
= t
w ∞
−∞
dτ
 
v(0)v(τ)
 
since
 
v(t′)v(t′′)
 
→0 for large |t′−t′′|.
194to multiply
 
v(t)v(0)
 
→
 
v(t)v(0)
 
e−γt. We can therefore associate a time scale of
1/γ with the thermostat (ranging from 0.1 to 103ps in our simulations). A common
value for general MD simulationsis γ=5/ps.
7.2.3 Finitesize effect
The periodic cell size is well-known to affect diffusion by a hydrodynamic ﬁnite-size
effect [3]. The widely-accepted correction, D(fse) = D∞−C/L, where C is some con-
stantandL istheaverageboxlength,isusedratheroften[4,5,6,7],butclearlyitmust
break down for small enough L thatD(fse) would be negative. Because our preference
in simulations is to stretch the limits of economy, we have in fact come close to this
breakdown.
The physics behind the ﬁnite size effect is somewhat subtle. First, consider the
effect of an inﬁnite water bath on a protein. We can model this effect as a stochastic
force ξ(t)togetherwith adampingforce −γv(t)proportionaltotheprotein’svelocity.
Theproteinthereforereactsbackonthewaterwithaforceinthesamedirectionasits
velocity. Wecanthenthinkofthisimpulsetravelingonarandomwalkandpotentially
returning to its point of origin, the protein, delivering back the impulse.
In an inﬁnite three-dimensional water bath, the probability of a random walk re-
turning to the origin is rather small. On the other hand, the probability of a random
walk returningto any periodic image of the originis much greater,and we can expect
it to occur sooner when it does. Thus, the response function is more pronounced. In
practice, this has the net effect of decreasing D, although we haven’t yet worked out
the details behind this.
The timescale for the ﬁnitesize effect is given by the kinematicviscosity of water,
ν = η/ρ ≈ 10−6m2/s. For a box with length L we can expect the ﬁnite-size features of
195the long-time tail to have a time scale of L2/ν, which ranges from 4 to 25ps for our
box sizes.
7.2.4 Finiterun time
One ﬁnal effect to consider is that simulations must have a ﬁnite run time trun. This
run time necessarily imposes a cut-off in the integral
D=
w trun
0
 
v(t)v(0)
 
dt (7.28)
so that long-time effects are not observed. Moreover, the upper limit is effec-
tively much shorter than trun since the quality of the correlation data (cf. (7.11))
decays rapidly at the extremes where there are very few pairs of measurements
0< t < t +δt < trun to average over when δt . trun.
7.3 Methods
Inthissectionwedescribesomesimulationsweperformedtomeasurequantitatively
the effect of both the thermostatand the box size (particularlyin the small size limit)
on the measured diffusion constant.
We performed two different preliminary diffusion simulations to investigate the
interactionsof the effects discussed in §7.2.
We started with simulations of a single polypeptide in a periodic water box.
We chose the smallest polypeptide that could possibly be considered a protein—
chignolin—consisting of only ten amino acids. Even at such a small size, the nec-
essary computational resources were signiﬁcant, and it became clear that we would
be unable to do the kind of exploratorywork we needed with such slow results.
196Our later simulations consisted only of the water box, measuring the self-
diffusion of the water molecules. The advantage of the self-diffusion simulations is
that in a box of N molecules, we are effectively performing N simultaneousdiffusion
simulations, since each water molecule is diffusing separately (in practice the effec-
tive efﬁciency boost is smaller, since neighboringmolecules are correlated). One im-
portant beneﬁt of this is that the accuracy of the results is largely independent of the
sizeofthebox,ifthedifferent-sizedboxesaresimulatedforthesameCPUtime,since
the time it takes to compute each frame scales with the number of molecules. So
holding CPU time constant, a larger box will have fewer frames, but more molecules
to average over.
We chose ten different cubical box sizes, with side lengthsL =20Å...50Å, roughly
evenly spaced in 1/L. We ﬁlled each box with TIP3P water and ran a short simulation
at constant temperature (297K) and constant pressure (1atm) to calibrate the appro-
priateboxsizefortheﬁxed-volumesimulations3. Wethenrunsixsimulationsateach
of the ten ﬁxed volumes: one with no thermostat (NVE, or constant energy), and the
other ﬁve at 297K (NVT) with thermostat strengths varying from 0.001/ps to 10/ps.
The run time varied from 50ps in the largest box to 850ps in the smallest box.
7.4 Results and discussion
We ﬁrst look at the (translational) diffusion results from all sixty simulations. After-
wards, we’ll discuss some of the factors that inﬂuenced and hindered these results.
3Note that ﬁxed-pressure simulations with periodic boundaries cannot provide
accurate diffusion measurements because the changing boundary conditions make
it impossibleto compare distances at different times.
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Figure7.2: Self-diffusionof a periodicbox of TIP3Pwater as afunctionof box volume
L3 andthermostatdampingrateparameterγ (inunitsof1/ps). Anacceptedvaluefor
D for TIP3P water is 5.9×10−9m2/s [1].
7.4.1 Diffusionconstants
We plot the raw diffusion constant results in Figure 7.2, and can see a number of in-
terestingfeatures. Firstwe notethat,asexpected,the0.001/ps datawere nearlyiden-
tical to the NVE data, and the 0.01/ps were close behind. Of course as the thermostat
strengthgoesto zero, theNVT datashouldapproach NVE. But we do see a signiﬁcant
decrease inthediffusionconstantduetodampingat thelargestthermostatstrengths
(γ≥1/ps), in accord with (7.27).
Perhaps the most interesting thing to note is the right-hand part of the 0.1/ps
line, which has a diffusion constant greater than the NVE line at that volume. In-
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Figure 7.3: Diffusion constants measured from NVE simulations of a single diffusing
HIV CTD (mass 8kDa) and NTD (mass 16kDa) at two different box sizes each, as used
to calculate the translational diffusion constants in §6.4.1. The ﬁnite size effect is
much more pronounced here than in Figure 7.2.
deed,theﬁnite-sizeeffectappearstobelesspronouncedinsimulationswithstronger
thermostats. Moreover, the ﬁnite size effect is also generally less pronounced in self-
diffusing water than in the diffusion of larger objects, such as proteins, as seen in
Figure 7.3.
7.4.2 Run time considerations
One problem with Figure 7.2 is that we did not keep the simulation time constant
across different points along the x-axis, making this plot difﬁcult to interpret prop-
erly. Moreover, we can construct a unitless constant γtrun, which is different at every
single point, varying from 10−2 at the top-left, to 104 at the bottom-right.
Indeed, the two distinctly separate curves (γ = 1/ps and 10/ps) both have
γtrun ≫1,whilethelinesthatareindistinguishablefromNVE(γ=0.001/ps,aswellas
the left-hand part of γ = 0.01/ps) have γtrun ≪1. This is reasonable, since γtrun ≪ 1
meansthatthethermostathasnotyet hadtimetoact. Futurestudiesshouldtake trun
into consideration when choosing values for γ, so that all simulations run for times
199longer than 1/γ.
7.4.3 Correlations
Another feature of the data in Figure 7.2 is that for a given box size and across all
time, therearecorrelationsinthediffusionconstant(thatis, theyall increase andde-
crease together). See, in particular,the nearly identical decrease in D for all values of
γ≤0.01/ps at 1/L ≈3.5×108/m. We shouldhave expected this, since the only source
of randomness is the Langevin thermostat (the simulated hydrodynamic damping is
deterministic), and at small γ, the thermostat has almost no effect. In future simula-
tions, we should randomize the velocities and pre-equilibrate each simulation sepa-
rately, causing such correlations to disappear.
We can also get an idea of the uncertainty in these short measurements. A longer
run time would certainly be required for production-qualitydata.
7.4.4 Centerof mass drift
If we don’t renormalize the coordinates of the water molecules to always choose the
imageinsidetheprimaryperiodiccellandthenreplaythetrajectories,we ﬁndacuri-
ous phenomenon: the center of mass of the system moves over time. Indeed, we ex-
pect that the non-momentum-conserving Langevin thermostat will cause center of
mass diffusion, with diffusion constant scaled inversely by the number of molecules:
Dγ =
kBT
ργtV
, (7.29)
where ρ is the density of water and V is the volume of the box. We can then estimate
the drift velocity variance after a time trun
 
v2
d
 
=
Dγ
trun
. (7.30)
200Table 7.1: Center of mass average drift velocity vd from one simula-
tion,as a functionof inversebox size 1/L and thermostatstrengthγ.
5.3×108/m 4.2×108/m 3.1×108/m 2.0×108/m
NVE 1.8m/s 0.67m/s 0.48m/s 0.14m/s
0.001/ps 20m/s 13m/s 2.6m/s 2.2m/s
0.1/ps 6.7m/s 8.3m/s 11m/s 5.2m/s
10/ps 0.69m/s 0.79m/s 0.51m/s 0.57m/s
Since our simulations kept V trun ≈ 6.5nm3ns roughly constant, we should expect an
rms drift velocity of
vrms ≈1.6(γ·ps)−1/2m/s. (7.31)
The average drift velocity for some of the simulations is shown in Table 7.1. We
can see that at large γ the drift is roughly what we predicted in (7.31). What is sur-
prising,though,isthedifferencebetween γ=0.001/ps andtheNVE simulations. The
drift at 0.001/ps is smaller than we’d expect, and the wide differences between dif-
ferent volumes is presumably due to the transition from γtrun ∼ 1 to γtrun ≪ 1. On
the other hand, in the NVE ensemble, if we had started with zero net momentum we
would expect no drift at all. Since we did not zero the momentum at the beginning,
we expect a ballistic trajectory, but this is surprisingly not what we observed. Rather,
the center of mass drifted along a very erratic path. The necessary accelerations are
most likely due to small numerical errors in the partial mesh Ewald summationused
to efﬁciently calculate the electrostatics (and these would be present even if we used
a momentum-conservingthermostat [7, 8, 9]).
One unfortunate consequence of this drift is that it distorts the diffusion calcu-
lation that we cannot easily counteract without repeating the simulations. In these
201repeatedsimulationswe cancancel thisdriftby ﬁrst startingwith aninitialcondition
with no net momentum and then periodically removing any center of mass drift. Al-
ternately, with proper consideration of the periodic boundary conditions, the center
of mass coordinate could be constrained to a steep potential well.
7.4.5 Summary
The technique of measuring diffusion at different ﬁnite box sizes and extrapolating
to inﬁnite volume is well known. But could a similar technique be used with differ-
ent thermostat strengths? We saw above that the ﬁnite-size effect appears to be less
pronounced with a stronger thermostat. Indeed, we should expect this, since the
ﬁnite-size effect is due to momentum transfer around across the periodic boundary
and acting back on a periodic image of the originating molecule. Since large γtrun
decreases the effect of smaller boxes, we can presumablyget away with runningsim-
ulations in smaller boxes for shorter times by increasing γ, except that large values
of γ quickly cover up the true diffusion constant, as seen in (7.27). As a quick proof-
of-concept, we try extrapolating(7.27) to γt =0 using the smallest box size (L =2nm)
and the largest three thermostat values γt ≤0.01/ps (for which γttrun ≫ 1). Fitting to
the line
1
D(γ)
=
1
D∞
+aγ (7.32)
we ﬁndD∞ =0.53×10−8m2/s, about 10%larger thanthemeasuredNVE value at that
box size, and 10% smaller than the accepted TIP3P diffusion constant [1].
With a greater understanding of the effects and interaction between box size and
thermostatstrength,wecouldpresumablyﬁndthe“sweetspot”tooptimizetheaccu-
racy of the measured diffusion constant with the minimal computational resources.
The next step in this direction is to redo the water simulationswith longer run-times
202(γtrun &1, cf. §7.4.2), randomized initial velocities (cf. §7.4.3), and greater care taken
to cancel center of mass drift during the course of the simulation(cf. §7.4.4).
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