Abstract. We prove general lower bounds on the number of examples needed for learning function classes within different natural learning models which are related to pac-learning (and coincide with the pac-learning model of Valiant in the case of {0, 1}-valued functions). The lower bounds are obtained by showing that all nontrivial function classes contain a "hard binary-valued subproblem." Although (at first glance) it seems to be likely that real-valued function classes are much harder to learn than their hardest binary-valued subproblem, we show that these general lower bounds cannot be improved by more than a logarithmic factor. This is done by discussing some natural function classes like nondecreasing functions or piecewise-smooth functions (the function classes that were discussed in [M.
1. Introduction. The question of how many examples are necessary and sufficient for learning has found a very satisfactory answer within the distributionfree learning model for deterministic concept classes C (the pac-learning model of Valiant [12] ). There is a lower bound of Ω((d(C) + ln(1/δ))/ǫ) (see [3] and [4] ) and an upper bound of O((d(C) ln(1/ǫ) + ln(1/δ))/ǫ) (see [3] ), where d(C) denotes the Vapnik-Chervonenkis dimension of C. Since these bounds are within a logarithmic factor of each other, it is fairly well known how the sample complexity scales with the parameters ǫ and δ (which specify the demanded accuracy and confidence of learning).
The distribution-free learning model has been transferred to probabilistic concept classes (also called p-concept classes) by Kearns and Schapire (see [6] ) and to function classes by Haussler (see [5] ). In this paper, we restrict ourselves to functions with real values in the range [0, 1] (hereafter simply called functions). 1 The main difference between p-concept learning and function learning lies in the kind of feedback. A labeled example for a function f has the form (x, f (x)), i.e., the learning algorithm obtains the correct value of f at point x. For p-concept learning, the feedback is weaker. Here f (x) is interpreted as a probability (that x fits into the concept). A labeled example has the form (x, l(x)), where l(x) ∈{ 0 ,1 }is the outcome of a coin which produces 1 with probability f (x) and 0 with probability 1 − f (x). Note that learning f as a function is easier than learning f as a p-concept since the feedback is much stronger. This paper will demonstrate that the sample complexity of function learning can be characterized very well in terms of a quantity d F (γ), which is related to the Natarajan dimension of F (see [9] ), but depends on a given width γ of shattering. 2 We first derive some general lower bounds. They are obtained by showing that all nontrivial function classes contain a "hard binary-valued subproblem." Although (at first glance) it seems to be likely that real-valued function classes are much harder to learn than their hardest binary-valued subproblem, we show that these general lower bounds cannot be improved by more than a logarithmic factor. This is done by discussing some natural function classes like nondecreasing functions or piecewisesmooth functions (the function classes that were discussed in [6] and [7] ) with certain restrictions concerning their slope. 3 Although our general lower bounds cannot be substantially improved (because there are "almost matching" upper bounds for some specific function classes), we are not aware of general upper bounds which match the lower ones modulo a logarithmic factor. Recently, Anthony and Shawe-Taylor derived general upper bounds for function learning in terms of several other notions of dimension associated with F and γ (see [2] ). Their results are incomparable to ours because the variation within the different notions of dimension is too large. In particular, their general upper bounds cannot be directly applied to the specific function classes considered in this paper (the corresponding dimensions are not finite). Thus closing the gap between the general upper and lower bounds is a major object of future research. This paper is structured as follows. Section 2 presents the definition of the learning models. Section 3 presents the general lower bounds. Section 4 presents "almost matching" upper bounds for some natural function classes. Section 5 presents generalizations to higher-dimensional domains. Section 6 discusses some open problems. 
The expected absolute difference and the expected quadratic difference of h (w.r.t. D, f) are given by
respectively.
A learning algorithm A for F with sample size m = m(ǫ, γ, δ) gets as input the parameters ǫ, γ,a n dδand a random sample of size m w.r.t. D and f . It outputs a hypothesis h I : X → [0, 1]. Note that the output h I depends on the randomly chosen 2 In a similar way, Kearns and Schapire defined a variant of the combinatorial dimension which depends on a width γ of shattering (see [6] ). 3 The reader interested in related work for p-concept learning is referred to [11] . 4 Formally, D is a probability measure for (X, A), where A denotes a σ-algebra of X. We assume that all functions from F and all hypotheses h used are measurable functions from (X, A)i n t o ([0, 1], B), where B denotes the standard algebra of Borel sets in [0, 1] . This assumption will guarantee that throughout the paper all probabilities or expectations are well defined.
sample I. It is therefore meaningful to speak about the probability (w.r.t. D m ) that h I has a particular property. For some of the learning models (to be defined below), parameter γ is missing.
We say that A learns F with an (ǫ, γ)-good model if for all f ∈ F , all domain distributions D,a l l0< ǫ,γ,δ < 1, and m = m(ǫ, γ, δ), there is a probability of at least 1 − δ (w.r.t. D m ) that h I is an (ǫ, γ)-good model for f . Similarly, we say that A learns F with ǫ-bounded absolute (or ǫ-bounded quadratic) difference if for all f ∈ F , all domain distributions D,all0<ǫ,δ<1, and m = m(ǫ, δ), there is a probability of at least 1 − δ (w.r.t. D m ) that h I satisfies e 1 (h) <ǫ(or e 2 (h) <ǫ, respectively).
3. General lower bounds. We begin this section with the definition of the function d F (γ) associated with a function class F and a given width γ of shattering. A sequence
is called γ-shattered by F if the following hold:
In other words, for each point x i there exists a low function value r i and a high function value s i . Function class F is sufficiently rich to allow all combinations of low and high values, and the high value exceeds the low one by at least 2γ. We define d F (γ) as the maximal number d (possibly ∞) such that there exists a sequence of length d which is γ-shattered by F .
We would like to make some informal comments on the motivation behind this definition. Without demanding that s i ≥ 2γ + r i , we would obtain the definition of the so-called Natarajan dimension d N (F ) (defined in [9] , where it is called the generalized dimension). However, the existence of low and high function values (and free combinations there of) is not really "dangerous" for learning algorithms A.I fr i and s i are very close to each other, A may make a trivial guess (such as (r i + s i )/2, for instance) and still approximate the true function value quite accurately. For this reason, in [6] , Kearns and Schapire proposed to incorporate the width γ of shattering into the definition. Their results show that d F (γ) is a lower bound for p-concept learning. 5 In this section, we strengthen this result in two directions. First, we derive a higher lower bound. Second, we show that the lower bound is even valid w.r.t. function learning. (Recall that the feedback for p-concept learning is weaker; lower bounds for function learning are therefore always lower bounds for p-concept learning, but not vice versa.) (For points at which two pieces are stuck together, there are "two slopes" depending on whether we differentiate from the left or from the right; for functions f ∈F ∞ , "both slopes" must then be bounded by 1.) It is obvious that the sequence
In section 4, we show that these inequalities can be turned into equalities. In [7] , Kimber and Long discuss a hierarchy of function classes which starts in F ∞ and ends in F 1 . They were interested in (different variants of) on-line learning of function classes. Their results are incomparable to ours. (For instance, F 1 is not learnable in the on-line model, but it is learnable in our model, as we will show in section 4.) However, it is worth mentioning that we will obtain (see section 4) an upper bound on the sample complexity of F 1 (the most general class of the hierarchy) which is tight to within a logarithmic factor to a lower bound on the sample complexity of F ∞ (the least general class of the hierarchy). Our bounds are therefore "almost tight" for the whole hierarchy considered by Kimber and Long.
We are now ready to derive our general lower bounds. We say that two functions f 1 and f 2 on domain X are disjoint if f 1 (x) = f 2 (x) for all x ∈ X. A function class F is called trivial if its functions are pairwise disjoint. Note that a single example is sufficient for learning a trivial function class. (Each labeled example reveals the identity of the function.) Our attention will therefore be focused on nontrivial classes. The quantity ∆(F )i sd e fi n e da sf o l l o w s :
, where x ∈ X and f and g are nondisjoint functions from F }.
It measures how much two nondisjoint functions may differ on some point of domain X. For instance, ∆(F )=1f o rF =ND, F ∞ , F 1 . This is witnessed by the identity and the constant-zero function on [0, 1] in the obvious way.
Theorem 3.1. Let A be an algorithm which learns function class F with an (ǫ, γ)-good model.
1. If F is nontrivial, ǫ<1 / 2 , and γ<∆(F )/2, then A needs
Proof. 1. Since F is nontrivial, there exist two nondisjoint functions f, g ∈ F and two points a, b ∈ X such that f (a)=g(a)a n df ( b )+2γ ≤g(b).
W.l.o.g., X = {a, b} and F = {f, g}. Letf andḡ be given bȳ
F is a nontrivial deterministic concept class. It is well known that Ω(ln(1/δ)/ǫ) examples are needed for pac-learningF under domain distribution D(a)=1−ǫ, D(b)=ǫ(see [3] ). The assertion of our theorem is now easily obtained because algorithm A can be converted into a pac-learning algorithmĀ forF as follows.
Lett ∈F denote the target concept. A sample fort can be converted into a sample for t by substituting (a, f (a)) for (a, 0), (b, f (b)) for (b, 0), and (b, g(b)) for (b, 1). Algorithm A then runs on the converted sample and produces (with high confidence) a hypothesis h w h i c hi sa n( ǫ, γ)-good model for t ∈{ f, g}. W.l.o.g., h(a)=f ( a ) because both possible target functions attain the same value at a. Since f and g differ by at least 2γ at point
}.T h u sh∈F . Finally, observe thath is an ǫ-good hypothesis fort w.r.t. pac-learning if h is an (ǫ, γ)-good model for t.
We associate with each f b the deterministic conceptf b given byf b (x i )=b i . F denotes the corresponding deterministic concept class. Note that S is shattered bȳ F (in the traditional sense) and d coincides with the Vapnik-Chervonenkis dimension ofF . It is well known that Ω((d − 1)/ǫ) examples are needed for pac-learningF under domain distribution D(x 1 )=1−8ǫ,a n dD( x i )=8ǫ/(d − 1) for i =2,...,d (see [4] ). The assertion of the theorem is now easily obtained because A can be converted into a pac-learning algorithmĀ ′ forF . The design forĀ ′ is similar to the aforementioned design ofĀ. Now the labels r i and s i correspond to the labels 0 and 1, respectively. We omit the details.
Corollary 3.2. Any algorithm which learns one of the function classes ND, F ∞ , F 1 with an (ǫ, γ)-good model needs at least Ω(1/(ǫγ)) examples.
We shall see in section 4 that this bound is tight to within a logarithmic factor. To keep the assertion of the following corollary simple, we assume that d F (γ)i s polynomially bounded in 1/γ and that ǫ and δ are sufficiently small. Corollary 3.3. 1. Let F be a nontrivial function class. Any algorithm which learns F with ǫ-bounded absolute (or quadratic) difference needs at least
Any algorithm which learns F with ǫ-bounded absolute (or quadratic) difference needs at least
The assertions follow immediately from Theorem 3.1 and the following facts from [6] :
2 ,c)-good model. Assertion 1 is obtained by setting c<∆(F )/2 (for instance, c =∆ ( F) / 3). Assertion 2 is obtained by setting c =8ǫor √ 8ǫ, respectively. Corollary 3.4. Any algorithm which learns one of the function classes ND, F ∞ , F 1 with an ǫ-bounded absolute (or quadratic) difference needs at least Ω(ln(1/δ)/ǫ) examples.
We shall see in section 4 that this bound is tight to within a logarithmic factor.
Upper bounds.
In this section, we define the class BV of functions with bounded variation, which contains ND and F 1 as subclasses. We describe learning algorithms for BV whose consumption of examples meets the lower bounds of section 3 within a logarithmic factor. (Note that the upper bounds hold for the most general class BV and the "almost matching" lower bounds hold already for subclasses.)
We say that a function f on domain X ⊆ℜhas bounded variation if
for all r ≥ 1 and all sequences x 1 < ··· <x r of numbers from X. BV denotes the class of functions with bounded variation.
Thus ND ⊆ BV .N o wl e tf∈F 1 and define
It follows that
A simple shortcut construction (illustrated in Figure 1 ) shows that a function f which is not monotonic in some interval [a, b] can be transformed into a function which is monotonic, takes the same values at points a and b, and has an average slope which is not higher than the original one. This shows that, in general,
Thus f has bounded variation. Therefore, F 1 ⊆ BV .
b a

Fig. 1. Making nonmonotonic functions monotonic by shortcuts (drawn dotted).
The following lemma is useful for the analysis of functions with bounded variation. 7 All the following results are easily extended to the class BV [B], where we allow an arbitrary bound B on the variation. This class contains functions whose average slope is bounded by B,o r which consist of B monotonic segments.
Then it is possible to choose t i ∈{r i ,s i } such that
Proof. Choose the sequences T =(t i )a n dT ′ =(t ′ i )a s T=r 1 ,s 2 ,r 3 ,s 4 ,... and T ′ = s 1 ,r 2 ,s 3 ,r 4 ,.... Figure 2 , the following condition holds:
As illustrated in
Thus T or T ′ satisfies the assertion of the lemma.
Overlapping Case Nonoverlapping Case 
Remember that s i ≥ r i +2γ. Choose the sequence t i ∈{ r i ,s i } according to Lemma 4.2. Choose b ∈{0,1} d such that the shattering function f = f b attains value t i at point x i . It follows from Lemma 4.2 and the definition of BV that the following holds:
Thus d ≤ 1+1 / (2γ). Since d is an integer, the assertion of the corollary follows.
The following two theorems are the main results of this section. Proof. We first describe a learning function which transforms a labeled sample I of target function f into a hypothesis h. Let (after sorting of the sample points)
It will be technically convenient to define x 0 = inf X, x m+1 =s u pX. For all x ∈ X, let i(x)=jif and only if x j is the sample point closest to x (breaking ties in favor of smaller indices). We come up with the hypothesis h(x)=α i ( x ) . Note that h is consistent with the sample. The critical question is how well h models f within the open intervals (x j ,x j+1 ).
We now turn to the statistical analysis of this learning function. Let D denote the unknown domain distribution. The variation in interval
Since f ∈ BV , the sum of all variations is bounded by 1. The open interval I ′ j = (x j ,x j+1 )i ss a i dt ob ewild if v j ≥ γ. Otherwise, it is said to be tame. Within tame intervals, our hypothesis is certainly γ-close to f . Thus all that remains to do is to bound (with high confidence) the total probability of hitting a wild interval by ǫ. Since the variations sum up to at most one, there are at most 1/γ wild intervals. The "dangerous" region U of the real line is therefore always a union of at most 1/γ open intervals. The class U of all regions of this form has Vapnik-Chervonenkis dimension 2⌊1/γ⌋. Note that region U does not contain any point from random sample I. Applying a uniform convergence theorem from [3] (with improved constants from [1] or [10] ), it follows that the following holds with a confidence of at least 1 − δ for all sample sizes
and all U ∈U:i fUdoes not contain any point from I, then D(U ) <ǫ. From this the theorem follows. Theorem 4.5. O (ln(1/(ǫδ))/ǫ) examples are sufficient for learning ND with an ǫ-bounded absolute or quadratic difference.
Proof. Since e 2 (h) ≤ e 1 (h), it suffices to show the assertion w.r.t. ǫ-bounded absolute difference. The hypothesis h is constructed from the sample I in the same way as in the proof of Theorem 4.4. Also, the notations from this proof are reused. It follows easily that the expected absolute difference of h satisfies and all open intervals U :i fUdoes not contain any point from I, then D(U ) <ǫ . From this the theorem follows.
Higher-dimensional domains.
In this section, we investigate the learnability of classes of functions with bounded variation which depend on several variables. We first discuss the two-dimensional case. Later, we briefly mention the generalization to more dimensions.
We call the sequence y 1 ) ,...,(x r ,y r ) ∈ℜ×ℜ an ascending (or descending) chain if x 1 ≤ ··· ≤ x r and y 1 ≤ ··· ≤ y r (or y 1 ≥ ··· ≥ y r , respectively). We say that a function f on a domain X = X 1 × X 2 ⊆ℜ 2 has bounded variation if condition
is satisfied for all (ascending or descending) chains. We say that f has semibounded variation if this condition must hold only for ascending chains. The corresponding function classes are denoted by BV (2) and SBV (2), respectively. Note that both classes collapse to BV for functions which only depend on one of the two variables.
A product distribution on ℜ×ℜ is given by two independent distributions on ℜ. Thus the x-a n dy -coordinates of a randomly drawn point (x, y) ∈ℜ×ℜare independent. We want to show that SBV (2) (which contains BV (2)) is efficiently learnable under product distributions. The learning algorithm A will use a suitable partition of domain X into r × r orthogonal cells, given by r − 1 horizontal and r − 1 vertical lines, respectively. We associate with each cell C its indices i(C),j(C) ∈ {1,...,r} in the partitioning, where indexing goes from left to right and from bottom to top. We say that a sequence C 1 ,...,C r of cells is an ascending chain if i(C 1 ) < ··· <i(C r )a n dj( C 1 )<··· <j(C r ).
The basic idea in the design of A is to draw sufficiently many random examples such that with high confidence, each cell is hit at least once. If the first sample point which hits C has label α(C), then A's hypothesis is set to α(C) for all points in C. This definition is ambiguous at the boundary of the cells. We will, however, use partitionings which avoid this ambiguity. Thus if all cells are hit at least once, A comes up with a well-defined hypothesis h. An important notion is the variation of target function f ∈ SBV within a cell, defined by
Our analysis is based on the following lemma. Lemma 5.1. If C 1 ,...,C r is an ascending chain, then
Since the variation of f on ascending chains is bounded by 1, it suffices to show that there exists an ascending chain z 1 ,...,z s which satisfies
for arbitrarily small ∆ > 0. Because C 1 ,...,C r is an ascending chain of cells, it suffices to find an ascending pair z,z within each cell C ∈{C 1 ,...,C r } which satisfies |f (z) − f (z)|≈v ( C ) / 2. The sequence of these pairs then forms an appropriate ascending chain of length 2r. Cell C contains two points z ′ and z ′′ which satisfy
′′ is an appropriate ascending pair. If z ′ is to the left of and above z ′′ , then let z be the point which shares the x-coordinate with z ′ and the y-coordinate with z ′′ (see Figure 3 ). Then z, z ′ and z, z ′′ are both ascending pairs of points. At least one of these pairs witnesses a variation of approximately v(C)/2. This completes the proof of the lemma. Fig. 3 . A "descending pair" z ′ ,z ′′ and two "ascending pairs" z, z ′ and z, z ′′ .
Corollary 5.2. The variations of all r
2 cells sum up to at most 4r − 2. Proof.T h e r 2 cells partition into 2r − 1 diagonal ascending chains. According to Lemma 5.1, each diagonal contributes at most 2 to the total sum of variations.
Assume that there is a constant k such that the hitting probability D(C) of each cell C satisfies
(condition of k-uniformity).
and D is the uniform distribution on X, a regular partitioning into r 2 cells has this property with k = 1. The expected absolute difference of h can then be bounded as follows:
Thus e 1 (h) <ǫif r ≥ 4k/ǫ. Standard arguments show that m = kr 2 (2 ln(r) + ln(1/δ)) random examples are sufficient to hit each cell at least once with a confidence of 1 − δ. This shows that O(ln(1/(ǫδ))/ǫ
2 ) examples are sufficient given the assumption of kuniformity. We are now ready to prove the main result of this section.
Theorem 5.3. O(ln(1/(ǫδ))/ǫ 2 ) examples are sufficient to learn SBV (2) with ǫ-bounded absolute (or quadratic) difference if the domain distribution is a product distribution.
Proof. We may assume w.l.o.g. that two different sample points never share a coordinate.
8 It is then possible to cut X into r horizontal and r vertical slices such that each (open) slice contains m/r sample points. (W.l.o.g., assume that m is a multiple of r.) The system of slices has a Vapnik-Chervonenkis dimension of 2. We may therefore apply a uniform convergence theorem from [3] (Theorem A3.1) which (when applied separately to horizontal and vertical slices with confidence parameter δ/4, respectively) states the following: there exists a constant c such that for all m ≥ cr ln(r/δ), all slices S satisfy 1/(2r) ≤ D(S) ≤ 2/r with a confidence of 1 − δ/2. Since D is a product distribution, each of the resulting r 2 cells C satisfies 1/(4r
In other words, we can achieve k-uniformity with k =4. No wO(ln(1/(ǫδ))/ǫ 2 ) additional examples are sufficient to guarantee with a confidence of 1 − δ/2 that each cell is hit at least once.
Using the simple fact (see [6] ) that e 1 (h) <ǫ γimplies that h is an (ǫ, γ)-good model, we obtain the following result.
Corollary 5.4. O(ln(1/(ǫγδ))/ǫ 2 γ 2 ) examples are sufficient to learn SBV (2) with an (ǫ, γ)-good model of probability if the domain distribution is a product distribution.
There is no chance to generalize the results about SBV (2) to arbitrary domain distributions because d SBV (2) (γ)=∞for all 0 <γ≤1 / 2. Consider, for instance, the functions
where b is an arbitrary function from ℜ 2 to {0, 1}. Each function f b has semibounded variation. On the other hand, these functions γ-shatter the sequence ((x, −x), 0, 1) x∈ℜ for all γ ≤ 1/2. According to the lower bounds derived in section 3, SBV (2) is not learnable in the distribution-free model. We leave it as an open question whether BV (2) is learnable under arbitrary domain distributions. All that we know is a lower bound on the number of examples required for learning. It is obtained from the general lower bounds in section 3 and the following result.
Lemma 5.5.
Proof. The lower bound for d BV (2) (γ) follows from a close inspection of Figure 4 which shows a grid consisting of r 2 × r 2 points (r = 4 in the figure). r 2 of them are drawn black; the remaining ones are drawn white. Let the function class F consist of functions which attain value γ on white points and value 0 or 2γ on black points. Obviously, the r 2 black points are γ-shattered by F . We claim that all functions from F belong to BV (2) if r = ⌊1/(2γ)⌋. This can be seen as follows. Each ascending or descending chain of grid points contains at most r black points. The induced variation is therefore bounded by 2γr ≤ 1.
We have still to verify the upper bound. Assume that there is a sequence S of length d which is γ-shattered by BV (2). According to a classical result of Erdös (reported in [8] ), S contains an ascending or a descending chain of length at least √ d. At least one of the shattering functions must have a total variation of 2γ · ( √ d − 1) on this chain. (The proof for this is similar to the proof of Corollary 4.3.) Thus 2γ · ( √ d − 1) ≤ 1, and the assertion of the lemma follows. We denote the obvious generalization of BV (2) and SBV (2) to n dimensions by BV (n)a n dSBV (n), respectively. Although the generalization of the above results to n dimensions is tedious, it uses basically the same ideas. We state without proof that the following holds. n · (n ln(n/ǫ) + ln(1/δ))) examples are sufficient to learn SBV (n) with ǫ-bounded absolute difference if the domain distribution is a product distribution.
As in the two-dimensional case, we obtain the corresponding bound for learning with an (ǫ, γ)-good model by substituting ǫγ for ǫ in the bound of Corollary 5.6. Of course, SBV (n) is not learnable in the distribution-free model for all n ≥ 2. We do not know whether BV (n) is learnable in this model. However, we know the following bounds:
We made no serious attempt to close the large gap between the lower and the upper bound on d BV (n) (γ).
6.
Conclusions and open problems. Some statisticians prefer learning models where expectation is also taken over all random samples. The confidence parameter δ then becomes superfluous. Each of the models considered in this paper has its "partner model" in this setting. We state without proof that all of our (lower and upper) bounds can be transferred to the partner models without changing the respective order of magnitude by more than a logarithmic factor.
It is an open problem whether there are general upper bounds which match our general lower bounds modulo a logarithmic factor. We do not know how the general lower and upper bounds change when we restrict the resources of time or space for the learning algorithms. It would be interesting to show a relation between nonlearnability of functions by polynomial-time learning algorithms and complexity theory (similar to the relation which is known for deterministic concept learning). It would also be interesting to know supplementary lower bounds (perhaps completely unrelated to the combinatorial or Natarajan dimension) which succeed in cases where our bound fails. We do not know whether BV (n) is learnable in the distribution-free model and, if so, whether our lower bound on the required number of examples in terms of d BV (n) (γ) is (almost) tight. We do not know whether the upper bound on the number of examples for learning SBV (n) under product distributions is (almost) tight. It would be interesting to derive distribution-dependent lower bounds for function learning.
