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HOMOTHETY CURVATURE HOMOGENEITY
E. GARCI´A-RI´O, P. GILKEY AND S. NIKCˇEVIC´
Abstract. We examine the difference between several notions of curvature
homogeneity and show that the notions introduced by Kowalski and Vanzˇurova´
are genuine generalizations of the ordinary notion of k-curvature homogeneity.
The homothety group plays an essential role in the analysis.
1. Introduction
Let M = (M, g) be a pseudo-Riemannian manifold of dimension m ≥ 3. Let
∇kR ∈ ⊗k+4T ∗M denote the kth covariant derivative of the curvature tensor and let
∇kR ∈ ⊗k+2T ∗M ⊗End(TM) denote the kth covariant derivative of the curvature
operator. These are related by the identity:
∇kR(x1, x2, x3, x4;x5, ..., xk+4) = g(∇
kR(x1, x2;x5, ..., xk+4)x3, x4) .
Definition 1.1. M is said to be k-curvature homogeneous if given P,Q ∈M , there
is a linear isometry φ : TPM → TQM so that φ∗(∇ℓRQ) = ∇ℓRP for 0 ≤ ℓ ≤ k.
There is a slightly different version of curvature homogeneity that we shall discuss
here and which, motivated by the seminal work of Kowalski and Vanzˇurova´ [8, 9],
we shall call homothety k-curvature homogeneity. In Definition 1.1, we may replace
the curvature tensor R by the curvature operator R since we are dealing with
isometries. This is not the case when we deal with homotheties and the variance is
crucial. We will establish the following result in Section 2:
Lemma 1.2. The following conditions are equivalent and if any is satisfied, then
M will be said to be homothety k-curvature homogeneous:
(1) Given any two points P,Q ∈M , there is a linear homothety φ = φP,Q from
TPM to TQM so that if 0 ≤ ℓ ≤ k, then φ∗(∇ℓRQ) = ∇ℓRP .
(2) Given any two points P,Q ∈ M , there exists a linear isometry Φ = ΦP,Q
from TPM to TQM and there exists 0 6= λ = λP,Q ∈ R so that if 0 ≤ ℓ ≤ k,
then Φ∗(∇ℓRQ) = λ−ℓ−2∇ℓRP .
(3) There exist constants εij and constants ci1...iℓ+4 such that for all Q ∈ M ,
there is a basis {ξQ1 , ..., ξ
Q
m} for TQM and there there exists 0 6= λQ ∈ R so
that if 0 ≤ ℓ ≤ k, then for all i1, i2, ..., gQ(ξ
Q
i1
, ξ
Q
i2
) = εi1i2 and
∇ℓRQ(ξ
Q
i1
, ξ
Q
i2
, ξ
Q
i3
, ξ
Q
i4
; ξQi5 , ..., ξ
Q
ℓ+4) = λ
−ℓ−2
Q ci1...iℓ+4 .
Remark 1.3. This agrees with Proposition 0.1 of Kowalski and Vanzˇurova´ [9]. If
we can take λP,Q = 1 for all P and Q, then M is k-curvature homogeneous. But
we shall see in Theorem 1.6, there are examples which are homothety 2-curvature
homogeneous which are not 2-curvature homogeneous and thus λ varies with the
point.
Motivated by Lemma 1.2, we make the following:
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Definition 1.4. A k-curvature model is a tuple Mk := (V, 〈·, ·〉, A, ..., Ak) where
〈·, ·〉 is a non-degenerate inner product on an m-dimensional real vector space V
and where Ai ∈ ⊗4+i(V ∗). We say that two k-curvature models M1k and M
2
k are
homothety isomorphic if there is a linear isometry Φ from (V 1, 〈·, ·〉1) to (V 2, 〈·, ·〉2)
and if there exists λ ∈ R so that Φ∗Aℓ,2 = λ−ℓ−2Aℓ,1 for 0 ≤ ℓ ≤ k.
Lemma 1.2 shows a pseudo-Riemannian manifold M is homothety k-curvature
homogeneous if and only if there exists a k-curvature model Mk so that Mk is
homothety isomorphic to (TPM, gP , RP , ...,∇kRP ) for all P in M .
1.1. Structure Groups. Let D(M) denote the group of diffeomorphisms of a
pseudo-Riemannian manifoldM. We define the group of isometries I(M) and the
group of homotheties H(M) by setting:
I(M) := {T ∈ D(M) : T ∗g = g},
H(M) := {T ∈ D(M) : ∃0 6= λ = λ(T ) ∈ R : T ∗g = λ2g} .
We say that M is homogeneous if I(M) acts transitively on M . Similarly, M
is said to be homothety homogeneous if H(M) acts transitively on M . There are
similar local notions where the transformation T is not assumed globally defined.
Homothety homogeneity is essentially a local property. If (M, g) is a complete
homothety homogeneous manifold, then there exist m-linearly independent homo-
thetic vector fields on M . (M, g) is homogeneous if all of them are Killing and
moreover the existence of some non-Killing homothetic vector fields is very restric-
tive. A complete Riemannian manifold which admits a non-Killing homothetic
vector field must be flat [15], and hence it follows that a non-flat complete homoth-
ety homogeneous manifold is necessarily homogeneous in the Riemannian setting.
The situation is not so rigid in the Lorentzian case where pp-wave metrics sup-
port non-Killing homothetic vector fields (see for example [2, 10, 14] and references
therein).
1.2. Stability. Assertion (1) in the following result was established by Singer [13]
in the Riemannian context and by Podesta and Spiro [12] in the pseudo-Riemannian
setting. In Section 3, we will use results of [12] to establish Assertion (2) which
extends these results to the homothety setting. Recall that the linear orthogonal
group O and the linear homothety group H in dimension m but arbitrary signature
satisfy:
dim{O} := 12m(m− 1) and dim{H} =
1
2m(m− 1) + 1 .
Theorem 1.5. Let M = (M, g) be a pseudo-Riemannian manifold.
(1) The following Assertions are equivalent:
(a) M is locally homogeneous.
(b) M is k-curvature homogeneous for all k.
(c) M is k-curvature homogeneous for k = 12m(m− 1).
(2) The following Assertions are equivalent:
(a) M is locally homothety homogeneous.
(b) M is homothety k-curvature homogeneous for all k.
(c) M is homothety k-curvature homogeneous for k = 12m(m− 1) + 1.
1.3. Homothety homogeneous manifolds that are not 0-curvature homo-
geneous. Let m ≥ 3 and let N = (N, gN ) be a homogeneous pseudo-Riemannian
manifold of dimension m− 1. Set:
Mt := (R×N, gM,t) where gM,t := e
tx(dx2 + gN) .
Let τN and τMt denote the scalar curvature of N and ofMt, respectively. We will
establish the following result in Section 4:
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Theorem 1.6. Assume that m ≥ 3.
(1) Mt is homothety homogeneous and hence homothety k-curvature homoge-
neous for all k.
(2) Suppose that t 6= 0 is chosen so that {τN −
(m−1)(m−2)
4 t
2} 6= 0. Then Mt
is not 0-curvature homogeneous and in particular not locally homogeneous.
Let λ(Φ) be the homothety constant so that Φ∗(g) = λ2(Φ)g; we may always
assume that λ(Φ) > 0. The manifolds of Theorem 1.6 are cohomogeneity one, i.e.
the group of isometries acts transitively on a family of hyper surfaces which foliate
the manifold. This is in fact the general setting as we shall show in Section 5:
Theorem 1.7. Assume M = (M, g) is a pseudo-Riemannian manifold which is
not homogeneous, which is homothety homogeneous, and which has |R|2 6= 0. Fix
a base point P0 of M and define a smooth function µ ∈ C∞(M) by setting:
µ(P ) :=
|R|2P0
|R|2P
.
(1) If Φ1 and Φ2 are homotheties, then λ
2(Φ1 ◦ Φ2) = λ2(Φ1) · λ2(Φ2).
(2) λ2(Φ) = µ(Φ(P ))µ(P ) for any P ∈M .
(3) dµ 6= 0.
(4) Let Mc := {P ∈ M : µ(P ) = c} define smooth submanifolds of M . Given
any points Pi ∈ Mc, there exists an isometry of M which preserves Mc so
that Φ(P1) = Φ(P2). Thus (M, g) has cohomogeneity one.
Our analysis is local; ifM is only assumed to be locally homothety homogeneous,
then we may concludeM is locally cohomogeneity one. In the Riemannian setting,
since M is not homogeneous, it is not flat and hence the condition |R|2 6= 0 is
automatic. In the higher signature setting, there are manifolds which are not flat
but which satisfy |R|2 = 0 and, more generally, have all their Weyl scalar invariants
vanish. These are called VSI manifolds – we refer to [1, 3] for further details. There
is a vast literature concerning VSI manifolds.
1.4. Walker Lorentzian 3 dimensional manifolds. Section 6 is devoted to the
study of a very specific family of examples. Let M = (M, gM ) be a 3-dimensional
Lorentzian manifold which admits a parallel null vector field, i.e. M is a 3-
dimensional Walker manifold. Such a manifold admits local adapted coordinates
(x, y, x˜) so that the (possibly) non-zero components of the metric are given by
g(∂x, ∂x) = −2f(x, y), g(∂x, ∂x˜) = g(∂y, ∂y) = 1 .
We shall denote this manifold by Mf . We have (see [6] Theorem 2.10 and
Theorem 2.12):
Theorem 1.8. Suppose that fyy is never zero.
(1) Mf is 1-curvature homogeneous if and only if exactly one of the following
three possibilities holds:
(a) fyy(x, y) = ay
2 for a 6= 0. This manifold is symmetric.
(b) fyy(x, y) = α(x)e
by where 0 6= b ∈ R and where α(x) is arbitrary.
(c) fyy(x, y) = α(x) where α(x) = c · α
3/2
x for some c 6= 0 ∈ R.
(2) M is 2-curvature homogeneous if and only if it falls into one of the three
families, all of which are locally homogeneous:
(a) f = b−2α(x)eby + η(x)y + γ(x) where 0 6= b ∈ R, where α(x) 6= 0, and
where η(x) = b−1α−1(x){αxx(x)− α2x(x)α(x)
−1}.
(b) f = a(x− x0)−2y2 + β(x)y + γ(x) where 0 6= a ∈ R.
(c) f = ay2 + β(x)y + γ(x) where 0 6= a ∈ R.
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We will establish the following analogue of Theorem 1.8 for homothety curvature
homogeneity in Section 6:
Theorem 1.9. Suppose fyy is never zero and non-constant.
(1) If fyyy never vanishes, then Mf is homothety 1-curvature homogeneous.
(2) If fyy = α(x) with αx never zero, then Mf is homothety 1-curvature homo-
geneous if and only if f = a(x− x0)−2y2 + β(x)y + γ(x) where 0 6= a ∈ R.
This manifold is locally homogeneous.
(3) Assume that Mf is homothety 2-curvature homogeneous, and that fyy and
fyyy never vanish. Then Mf is locally isometric to one of the examples:
(a) M±eay for some a 6= 0 and M = R
3. This manifold is homogeneous.
(b) M± ln(y) for some a 6= 0 and M = R × (0,∞) × R. This manifold is
homothety homogeneous but not locally homogeneous.
(c) M±yε for ε 6= 0, 1, 2 and M = R × (0,∞) × R. This manifold is
homothety homogeneous but not locally homogeneous.
It will follow from our analysis that the manifoldsM± ln(y) andM±yc are homo-
thety homogeneous VSI manifolds which are cohomogeneity one, thereby exhibiting
non-trivial examples in the VSI setting. We also refer to recent work of Dunn and
McDonald [5] for related work on homothety curvature homogeneous manifolds.
1.5. Variable homothety curvature homogeneity. In fact, the definition we
have used in this paper differs subtly but in an important fashion from that origi-
nally given by Kowalski and Vanzˇurova´ [9]; in that paper the scaling constant λ was
permitted to depend on ℓ and this gives rise to the notion of variable homothety k-
curvature homogeneity. There are 4 different definitions which may be summarized
as follows; we repeat two of the definitions to put the new definitions in context:
Definition 1.10. Let Mk := {V, 〈·, ·〉, A0, ..., Ak} be a k-curvature model and let
M = (M, g) be a pseudo-Riemannian manifold.
(1) Static isometries that are independent of k. Recall that:
(a) M is k-curvature homogeneous with model Mk if for any P inM , there
exists an isometry φP : TPM → V so φ∗PAℓ = ∇
ℓRP for 0 ≤ ℓ ≤ k.
(b) M is homothety k-curvature homogeneous with model Mk if for any
P in M , there is an isometry φP : TPM → V and a scaling factor
0 6= λ ∈ R so that φ∗PAℓ = λ
2+ℓRP for 0 ≤ ℓ ≤ k.
(2) Variable isometries that depend on k. We shall say that:
(a) M is variable-k-curvature homogeneous with model Mk if for every P
inM and if for every 0 ≤ ℓ ≤ k, there exist isometries φP,ℓ : TPM → V
so that φ∗P,ℓAℓ = ∇
ℓRP .
(b) We say that M is variable homothety k-curvature homogeneous with
model Mk if for everyP in M and if for every 0 ≤ ℓ ≤ k, there are
isometries φP,ℓ : TPM → V and scaling factors 0 6= λℓ ∈ R so that
φ∗P,ℓAℓ = λ
2+ℓ
ℓ RP .
In Section 7, we will use the examples which were studied in Section 6 to show
that Theorem 1.5 fails in the context of variable curvature homogeneity and hence
also for variable homothety curvature homogeneity:
Theorem 1.11.
(1) Let k be a positive integer. There exists fk so that Mfk is variable k-
curvature homogeneous but not variable k + 1-curvature homogeneous.
(2) The manifold M 1
2
exy2 is variable k-curvature homogeneous for all k, but
is not homothety 1-curvature homogeneous and hence not locally homoge-
neous.
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(3) In Definition 1.10 we have the following implications:
(1a) ⇒ (1b) ⇒ (2b) and (1a) ⇒ (2a) ⇒ (2b) .
All other possible implications are false.
2. The proof of Lemma 1.2
Assume that Assertion (1) of Lemma 1.2 holds. This means that given any two
points P and Q in M , there exists a linear homothety φ : TPM → TQM so that if
0 ≤ ℓ ≤ k and if {xi} are vectors in TPM , then we have that:
gQ(φx1, φx2) = λ
2gP (x1, x2), and
φ
{
∇ℓRP (x1, x2;x5, xℓ+4)x3
}
= ∇ℓRQ(φx1, φx2;φx5, ..., φxℓ+4)φx3 .
Taking the inner product with x4 permits us to rewrite the second condition, which
involves the curvature operator, in terms of the curvature tensor:
λ2∇ℓRP (x1, x2, x3, x4;x5, ..., xℓ+4)
= λ2gP
(
∇ℓRP (x1, x2;x5..., xℓ+4)x3, x4
)
= gQ(φ∇
ℓRP (x1, x2;x5..., xℓ+4)x3, φx4)
= gQ(∇
ℓRQ(φx1, φx2;φx5, ..., φxℓ+4)φx3, φx4)
= ∇ℓRQ(φx1, φx2, φx3, φx4;φx5, ..., φxℓ+4) .
We set Φ := λ−1φ. We can rewrite these equations in the form:
gQ(Φx1,Φx2) = λ
−2gQ(φx1, φx2) = gP (x1, x2),
λ2∇ℓRP (x1, x2, x3, x4;x5, ..., xℓ+4)
= ∇ℓRQ(φx1, φx2, φx3, φx4;φx5, ..., φxℓ+4)
= λℓ+4∇ℓRQ(Φx1,Φx2,Φx3,Φx4; Φx5, ...,Φxℓ+4)
= λℓ+4Φ∗(∇ℓRQ)(x1, x2, x3, x4;x5, ..., xℓ+4) .
This shows Φ is an isometry from TPM to TQM so Φ
∗(∇ℓRQ) = λ−2−ℓ∇ℓRP .
Consequently in Lemma 1.2, Assertion (1)⇒Assertion (2); the proof of the converse
implication is similar and will be omitted.
Suppose that Assertion (2) of Lemma 1.2 holds. Fix a base point P ∈M and fix a
basis {ξP1 , ..., ξ
P
m} for TPM . Set εij := gP (ξi, ξj) and ci1,...,iℓ+4 := ∇
ℓR(ξi1 , ..., ξiℓ+4).
Let Q ∈M . By assumption, there is an isometry Φ from TPM to TQM so:
Φ∗(∇ℓRQ) = λ
−ℓ−2
Q ∇
ℓRP for 0 ≤ ℓ ≤ k .
Set ξQi := Φξ
P
i . Then:
gQ(ξ
Q
i , ξ
Q
j ) = gQ(Φξ
P
i ,Φξ
P
j ) = gP (ξ
P
i , ξ
P
j ) = εij ,
∇ℓRQ(ξ
Q
i1
, ..., ξ
Q
iℓ+4
) = ∇ℓRQ(Φξ
P
i1 , ...,Φξ
P
iℓ+4
)
= λ−ℓ−2Q ∇
ℓRP (ξ
P
i1 , ..., ξ
P
iℓ+4
) = λ−ℓ−2Q ci1,...,iℓ+4 .
This shows in Lemma 1.2 that Assertion (2) ⇒ Assertion (3); the proof of the
converse implication is similar and will be omitted. 
3. The proof of Theorem 1.5
Fix the signature (p, q) throughout this section where m = p + q. Let (V, 〈·, ·〉)
be an inner product space of signature (p, q). Let O and HO be the orthogonal
group and homothety group of signature (p, q) respectively;
O := {T ∈ GL(V ) : T ∗〈·, ·〉 = 〈·, ·〉},
HO := {T ∈ GL(V ) : T ∗〈·, ·〉 = λ2〈·, ·〉} for some 0 < λ ∈ R} .
6 E. GARCI´A-RI´O, P. GILKEY AND S. NIKCˇEVIC´
Note that HO = R+ × O. Fix a basis {v1, ..., vm} for V and let ǫij := 〈vi, vj〉.
Let M = (M, g) be a pseudo-Riemannian manifold of signature (p, q). Let F(M)
be the bundle of frames ~u = (u1, ..., um) for TM . Let O(M) and HO(M) be the
sub-bundles:
O(M) := {~u ∈ F(M) : g(ui, uj) = ǫij},
HO(M) := {~u ∈ F(M) : g(ui, uj) = λ
ǫ
ij for some 0 < λ ∈ R} .
Then O(M) is a principal O bundle whileHO(M) is a principalHO bundle. We use
the Levi-Civita connection, which is invariant under homothetic transformations,
to define a HO structure on M with a canonical connection.
Let ho(TPM) be the Lie algebra of the group of homothetic transformations of
TPM. Let
s0 := dim{ho(TPM)} =
1
2
m(m− 1) + 1 .
For 0 ≤ s ≤ s0, we consider the subalgebras defined by:
ho
0(TPM) = {a ∈ ho(TPM) ; a ·R = 0},
ho
s(TPM) = {a ∈ ho
s−1(TPM) ; a · ∇
sR = 0} .
Clearly
ho
s(TPM) ⊃ ho
s+1(TPM) for all s
so we have a decreasing sequence of subalgebras of ho(TPM). Let the Singer
number s(P ) be the first integer stabilizing this sequence above, i.e.:
ho
s(P )+r(TPM) = ho
s(P )(TPM) for all r ≥ 1 .
Now the assumption that (M, g) is homothety k-curvature homogeneous for some
k ≥ 12m(m − 1) + 1 shows that the Singer number s(P ) is constant on M . The
equivalences of Theorem 1.5 (2) now follow from the work of Podesta and Spiro
[12]. (See also [11] for an extension to the affine setting.)
4. The proof of Theorem 1.6
Let N = (N, gN ) be a homogeneous pseudo-Riemannian manifold of dimension
m − 1 ≥ 2 and let M = (R×N, gM,t) where we take gM,t := etx(dx2 + gN ). Let
Ta(x) := x+ a and let θ be an isometry of N . Then:
(Ta × θ)
∗(gM,t) = T
∗
a (ft)(Ta × θ)
∗(gM,0) = e
tagM,t .
This shows that T ⊂ H(Mt). Elements of this form act transitively on M and
hence Mt is homothety homogeneous.
We now examine the curvature tensor. Fix t and fix a point P ∈ N . Let
g = gN and let g˜ = gM,t. Choose local coordinates y = (y
1, ..., ym−1) centered
at P . Let indices u, v, w range from 0 to m − 1 and index the coordinate frame
(∂x, ∂y1 , ..., ∂ym−1); indices i, j, k range from 1 to m − 1 and index the coordinate
frame (∂y1 , ..., ∂ym−1). Let Γ be the Christoffel symbols of g and Γ˜ be the Christoffel
symbols of g˜. Let δji be the Kronecker index. We compute:
g˜00 = e
tx, g˜0i = 0, g˜ij = e
txgij ,
Γ˜000 =
1
2 te
tx Γ˜0i0 = 0, Γ˜ij0 = −
1
2 te
txgij ,
Γ˜00i = 0, Γ˜0ij =
1
2 te
txgij , Γ˜ijk = e
txΓijk,
Γ˜00
0 = 12 t Γ˜0i
0 = 0, Γ˜ij
0 = − 12 tgij ,
Γ˜00
i = 0, Γ˜0i
j = 12 tδ
j
i , Γ˜ij
k = Γij
k.
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Thus the covariant derivatives are given by
∇˜∂x∂x =
1
2 t∂x, ∇˜∂x∂yi =
1
2 t∂yi ,
∇˜∂yi∂x =
1
2 t∂yi , ∇˜∂yi ∂yj = Γij
k∂yk −
1
2 tgij∂x.
We choose the coordinate system so the first derivatives of gij vanish at P and
hence Γ(P ) = 0. Consequently the curvature operator at P is given by:
R˜(∂x, ∂yi)∂x = {∇˜∂x∇˜∂yi − ∇˜∂yi ∇˜∂x}∂x =
1
2 t∇˜∂x∂yi −
1
2 t∇˜∂yi ∂x = 0,
R˜(∂x, ∂yi)∂yj = {∇˜∂x∇˜∂yi − ∇˜∂yi ∇˜∂x}∂yj
= ∇˜∂x{Γij
k∂yk −
1
2 tgij∂x} −
1
2 t∇˜∂yi ∂yj
= 12 t{Γij
k∂yk −
1
2 tgij∂x} −
1
2 t{Γij
k∂yk −
1
2 tgij∂x} = 0,
R˜(∂yi , ∂yj )∂x = {∇˜∂yi ∇˜∂yj − ∇˜∂yj ∇˜∂yi }∂x =
1
2 t∇˜∂yi∂yj −
1
2 t∇˜∂yj ∂yi = 0,
R˜(∂yi , ∂yj )∂yk = {∇˜∂yi ∇˜∂yj − ∇˜∂yj ∇˜∂yi }∂yk
= ∇˜∂yi (Γjk
ℓ∂yℓ −
1
2 tgjk∂x)− ∇˜∂yj (Γik
ℓ∂yℓ −
1
2 tgik∂x)
= Rijk
ℓ∂yℓ −
1
4 t
2gjk∂yi +
1
4 t
2gik∂yj .
We can now express the scalar curvature and Ricci tensor {ρ˜, τ˜} for g˜ in terms of
the scalar curvature and Ricci tensor {ρ, τ} for g:
ρ˜ = ρ− m−24 t
2g and τ˜ = e−tx{τ − (m−1)(m−2)4 t
2} .
Suppose that τ − (m−1)(m−2)4 t
2 6= 0 and t 6= 0. It then follows that τ˜ is not
constant and henceMt is not 0-curvature homogeneous. This completes the proof
of Theorem 1.6. 
5. The proof of Theorem 1.7
We establish Theorem 1.7 (1) by computing:
gΦ1(Φ2(P ))((Φ1Φ2)∗X, (Φ1Φ2)∗Y ) = λ
2(Φ1 ◦ Φ2)gP (X,Y )
= λ2(Φ1)gΦ2(P )((Φ2)∗X, (Φ2)∗Y ) = λ
2(Φ1)λ
2(Φ2)gP (X,Y ) .
Let {ei} be a local orthonormal basis for TPM . Then {Ei := λ(Φ)−1Φ∗ei} is
an orthonormal basis for TΦ(P )M. Since Φ is a homothety, it commutes with the
Levi-Civita connection and with the curvature operator so we have:
RΦ(P )(Ei, Ej , Ek, El) = λ(Φ)
−4gΦ(P )(R(Φ∗ei,Φ∗ej)Φ∗ei,Φ∗el)
= λ(Φ)−4gΦ(P )(Φ∗R(ei, ej)ek,Φ∗el) = λ(Φ)
−2gP (R(ei, ej)ek, el)
= λ(Φ)−2RP (ei, ej, ek, el) .
This implies
λ2(Φ) =
|RP |2
|RΦ(P )|2
=
|R|2P0
|R|2Φ(P )
·
|R|2P
|R2P0
=
µ(Φ(P ))
µ(P )
for any P ∈M .
Taking P = P0 then yields λ
2(Φ) = µ(Φ(P0)) since µ(P0) = 1. Choose Φ1 so
Φ1P0 = P . We have:
λ2(Φ)µ(P ) = λ2(Φ)µ(Φ1P0) = λ
2(Φ)λ2(Φ1)
= λ2(ΦΦ1) = µ(ΦΦ1P0) = µ(Φ(P )) .
Since P was arbitrary, this shows that we have the intertwining formula
Φ∗(µ) = λ(Φ) · µ . (5.a)
Thus dµ(Φ(P )) = 0 implies dµ(P ) = 0. If dµ vanishes everywhere, then µ is
constant. Since µ(P0) = 1, this implies µ ≡ 1 so every homothety is an isometry
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and (M, g) is homogeneous, contrary to our assumption. Thus there exists some
point where dµ 6= 0. Since the homotheties act transitively on M , Equation (5.a)
implies dµ never vanishes. Consequently, the level sets are smooth submanifolds of
M . Let Pi ∈ Mc. Choose a homothety Φ so Φ(P1) = P2. Then λ
2(Φ) = 1 so Φ is
an isometry. That means µ(Φ(P )) = µ(P ) for all P and hence Φ preserves all the
level sets Mc. Since Φ is an ambient isometry, Φ restricts to an isometry of each
level set. This completes the proof of Theorem 1.7. 
The cohomogeneity one in Theorem 1.7 also follows in the Riemannian setting
from the discussion by Console and Olmos [4], since it follows from Lemma 1.2 and
Assertion (2) in Theorem 1.7 that the regular level sets of the Weyl scalar invariants
define a foliation of codimension one unless the manifold is flat.
6. The proof of Theorem 1.9
As the theory is local, we let Mf = (R3, gf) where
gf (∂x, ∂x) = −2f(x, y), gf(∂x, ∂x˜) = gf (∂y, ∂y) = 1 .
We suppress the subscript “f” when no confusion is likely to ensure. We follow the
discussion in [6]. The (possibly) non-zero covariant derivatives are given by:
∇∂x∂x = −fx∂x˜ + fy∂y and ∇∂x∂y = ∇∂y∂x = −fy∂x˜ .
The (possibly) non-zero curvatures and covariant derivatives to order 2 are:
R(∂x, ∂y, ∂y, ∂x) = fyy,
∇R(∂x, ∂y, ∂y, ∂x; ∂x) = fxyy,
∇R(∂x, ∂y, ∂y, ∂x; ∂y) = fyyy,
∇R(∂x, ∂y, ∂y, ∂x; ∂x, ∂x) = fxxyy − fyfyyy,
∇2R(∂x, ∂y, ∂y, ∂x; ∂x, ∂y) = ∇
2R(∂x, ∂y, ∂y, ∂x; ∂y, ∂x) = fxyyy,
∇2R(∂x, ∂y, ∂y, ∂x; ∂y, ∂y) = fyyyy.
If fyy vanishes identically, then M is flat. The vanishing of fyy is an invariant
of the homothety 0-model. Since we are interested in homothety curvature homo-
geneity, we shall assume fyy never vanishes; since M is connected, either fyy is
always positive or fyy is always negative. We shall usually assume fyy > 0 as the
other case is handled similarly. The simultaneous vanishing of fyyy and of fxyy is
an invariant of the homothety 1-model. The case fyy = ay
2 for 0 6= a ∈ R gives rise
to a symmetric space. We shall therefore assume fyy non-constant. This gives rise
to two cases fyyy never zero and fyyy vanishing identically but fxyy never zero.
Definition 6.1. Let M1,c1,c2 be the 1-curvature model whose (possibly) non-zero
components are defined by ε12 = ε22 = 1, c1221 = 1, c12211 = c1, and c12212 = c2:
〈ξ1, ξ2〉 = 1, 〈ξ2, ξ2〉 = 1, R(ξ1, ξ2, ξ2, ξ1) = 1,
∇R(ξ1, ξ2, ξ2, ξ1; ξ1) = c1, ∇R(ξ1, ξ2, ξ2, ξ1; ξ2) = c2.
6.1. Proof of Theorem 1.9 (1,2). We suppose fyy > 0. The distributions
ker(R) = Span{∂x˜} and Range(R) = Span{∂y, ∂x˜}
are invariantly defined. To preserve these distributions, we set:
ξ1 = a11(∂x + f∂x˜ + a12∂y + a13∂x˜), ξ2 = ∂y + a23∂x˜, ξ3 = a33∂x˜ . (6.a)
To ensure that the inner products are normalized properly, we impose the relations:
a212 + 2a13 = 0, a12 + a23 = 0, a11a33 = 1 .
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This determines a13, a23, and a33; these parameters play no further role and
{λ, a11, a12} remain as free parameters where λ is the homothety rescaling factor.
We suppose fyyy 6= 0. Set:
λ := fyyyf
−1
yy , a12 := −fxyyf
−1
yyy, a
2
11 := f
−1
yy λ
2 . (6.b)
We then have
R(ξ1, ξ2, ξ2, ξ1) = a
2
11fyy = λ
2,
∇R(ξ1, ξ2, ξ2, ξ1; ξ1) = a
3
11{fxyy + a12fyyy} = 0, (6.c)
∇R(ξ1, ξ2, ξ2, ξ1; ξ2) = a
2
11fyyy = λ
2f−1yy fyyy = λ
3 .
All the parameters of the theory have been determined (modulo a possible sign
ambiguity in a11) and any homothety 1-model for Mf is isomorphic to M1,0,1 in
this special case. This proves Theorem 1.9 (1).
Suppose fyy > 0, fyyy = 0, and fxyy never vanishes. Set fyy = α(x). The
parameter a12 plays no role. To ensure that Mf is homothety 1-curvature homo-
geneous, we impose the following relations where {a11, λ} are unknown functions
to be determined and where {c0, c1} are unknown constants:
R(ξ1, ξ2, ξ2, ξ1) = a
2
11(x)α(x) = λ
2(x)c0,
R(ξ1, ξ2, ξ2, ξ1; ξ1) = a
3
11(x)αx(x) = λ
3(x)c1,
R(ξ1, ξ2, ξ2, ξ1; ξ2) = 0 .
Consequently, a611(x)α
3(x) = λ6(x)c30 and a
6
11(x)α
2
x(x) = λ
6(x)c21. This shows that
α3(x) = c3α
2
x(x) for some constant c3. We solve this ordinary differential equation
to see that
α(x) = a(x− x0)
−2 for 0 6= a ∈ R and x0 ∈ R .
This has the form given in Theorem 1.8 (2b) and defines a locally homogeneous
example. Theorem 1.9 (2) now follows. 
6.2. The proof of Theorem 1.9 (3). We assume that fyy and fyyy never vanish
as this case is the only possible source of new examples not covered by Theorem 1.8.
We shall suppose fyy > 0; the case fyy < 0 is handled similarly. As any two homo-
thety 1-curvature models for Mf are isomorphic, we can adopt the normalizations
of Equation (6.a), (6.b), and (6.c). We have:
R(ξ1, ξ2, ξ2, ξ1) = a
2
11fyy = λ
2,
∇R(ξ1, ξ2, ξ2, ξ1; ξ2) = a
2
11fyyy = λ
3,
∇2R(ξ1, ξ2, ξ2, ξ1; ξ2, ξ2) = a
2
11(x)fyyyy = λ
4c11,
fyy · fyyyy
fyyy · fyyy
=
λ2a−211 · λ
4c11a
−2
11
λ6a−411
= c11 .
Thus c11 is an invariant of the theory; this will imply the 3 families of the theory fall
into different local isometry types. The ordinary differential equation αα
′′
α′α′ = c11
has the solutions α > 0 (see, for example, Lemma 1.5.5 of [7]) of the form:
α(t) =
{
ea(t+b) if c11 = 1
a(t+ b)c if c11 6= 1
}
for a 6= 0 and c 6= 0 .
Thus
fyy =
{
eα(x)(y+β(x)) if c11 = 1 for α(x) 6= 0
α(x)(y + β(x))c if c11 6= 1 for α(x) 6= 0 and c 6= 0
}
. (6.d)
10 E. GARCI´A-RI´O, P. GILKEY AND S. NIKCˇEVIC´
We wish to simplify Equation (6.d) to take β(x) = 0. We consider the change of
variables T (x, y, z) = (x, y − β(x), x˜ + yβx(x)):
T∗∂x = ( 1, −βx(x), yβxx(x)),
T∗∂y = ( 0, 1, βx(x)),
T∗∂x˜ = ( 0, 0, 1).
We compute:
gf(T∗∂x, T∗∂x) = −2f(x, y − β(x)) + β
2
x(x) + 2yβxx(x),
gf(T∗∂x, T∗∂y) = 0, gf (T∗∂x, T∗∂x˜) = 1,
gf(T∗∂y, T∗∂y) = 1, gf (T∗∂y, T∗∂x˜) = gf (T∗∂x˜, T∗∂x˜) = 0.
Thus T ∗gf = gf˜ where
f˜(x, y) = f(x, y − β(x)) − 12
{
β2x(x) + 2yβxx(x)
}
.
Consequently, f˜yy(x, y) = fyy(x, y − β(x)). Thus we may assume henceforth that
β(x) = 0 in Equation (6.d), i.e.
fyy =
{
eα(x)y if c11 = 1 for α(x) 6= 0
α(x)yc if c11 6= 1 for α(x) 6= 0 and c 6= 0
}
We examine these two cases seriatum. We shall use the relations:
λ = fyyyf
−1
yy , a12 = −fxyyf
−1
yyy, λ
2a−211 = fyy, (6.e)
λ4c12 = ∇
2R(ξ1, ξ2, ξ2, ξ1; ξ1, ξ2) = a
3
11{fxyyy + a12fyyyy}, (6.f)
λ4c11 = ∇
2R(ξ1, ξ2, ξ2, ξ1; ξ1, ξ1) (6.g)
= a411{fxxyy + 2a12fxyyy + a
2
12fyyyy − fyfyyy} .
Case I. Suppose fyy = e
α(x)y. Then Equation (6.e) implies:
λ = fyyyf
−1
yy = α(x), a12 = −fxyyf
−1
yyy = −αx(x)α(x)
−1, λ2a−211 = fyy = e
α(x)y .
We use Equation (6.f) to see that:
fxyyy + a12fyyyy = ∂x{α(x)e
α(x)y} − αx(x)α(x)e
α(x)y
= αx(x) · e
α(x)y = a−311 λ
4c12 = α(x)e
3
2
α(x)yc12 .
It now follows that αx(x) = 0 so α(x) = a is constant. Thus we may express:
f(x, y) = a−2eay + u(x)y + v(x) .
We then use Equation (6.e) to see
λ = a, a12 = 0, λ
2a−211 = e
ay .
Equation (6.g) then leads to the identity:
e2ayc11 = a
−4
11 λ
4c11 = −fyfyyy = −e
2ay − u(x)aeay .
This implies that u(x) = 0 and hence f = a−2eay + v(x). Let wx = v(x) and set:
T (x, y, x˜) = ( x, y, x˜+ 2w(x)),
T∗∂x = ( 1, 0, 2v(x)),
T∗∂y = ( 0, 1, 0),
T∗∂x˜ = ( 0, 0, 1).
Under this change of variables:
g(T∗∂x, T∗∂x) = −2a
−2eay − 2v(x) + 2v(x) = −2a−2eay,
g(T∗∂x, T∗∂y) = g(T∗∂y, T∗∂x˜) = g(T∗∂x˜, T∗∂x˜) = 0,
g(T∗∂x, T∗∂x˜) = g(T∗∂y, T∗∂y) = 1 .
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Thus we may take f = a−2eay. Replacing y by y + y0 for suitably chosen y0, then
replaces f by eay as desired.
We now show Meay is a homogeneous space. Set:
T (x, y, x˜) = (±e−ay0/2x+ x0, y + y0,±e
ay0/2x˜+ x˜0) .
Then
T∗∂x = ±e
−ay0/2∂x, T∗∂y = ∂y, T∗∂x˜ = ∓e
ay0/2∂x˜ .
We show that T is an isometry by verifying:
g(T∗∂x, T∗∂x)(y + y0) = −2e
−ay0ea(y+y0) = g(∂x, ∂x)(y),
g(T∗∂x, T∗∂y) = 0, g(T∗∂x, T∗∂x˜) = 1, g(T∗∂y, T∗∂y) = 1,
g(T∗∂y, T∗∂x˜) = 0, g(T∗∂x˜, T∗∂x˜) = 0.
Since (x0, y0, x˜0) are arbitrary, I(Meax) acts transitively on R
3 so this manifold is
globally homogeneous. This verifies Theorem 1.9 (3a).
Case II. Suppose that fyy = α(x)y
c for α(x) > 0 and c 6= 0. Equation (6.e) yields
λ = fyyyf
−1
yy = cy
−1, a12 = −fxyyf
−1
yyy = −
ax(x)y
cα(x) , λ
2a−211 = fyy = α(x)y
c .
We apply Equation (6.f) to see:
fxyyy + a12fyyyy = αx(x)cy
c−1 − αx(x)ycα(x) c(c− 1)α(x)y
c−2 = αx(x)y
c−1
= a−311 λ
4c12 = α(x)
3/2y3/2ccy−1c12 .
This implies
αx(x)α(x)
−3/2 = c · c12 · y
c/2 .
Consequently αx(x) = 0 so α(x) = a is constant. Consequently, fyy = ay
c for c 6= 0
and a 6= 0. Let P (t) solve the equation P ′′(t) = tc. We then have
f(y) = aP (y) + u(x)y + v(x) .
We apply Equation (6.g) with a12 = 0:
a−411 ∇
2R(ξ1, ξ2, ξ2, ξ1; ξ1, ξ1) = −fyfyyy = −aP
′(y)acyc−1 − u(x)acyc−1
= c11λ
4a−411 = c11a
2y2c .
If c = −1, then P ′(y) = ln(y) and this relation is impossible. Consequently c 6= −1
and we may conclude that u(x) = 0. We therefore have f = aP (y) + v(x). As in
Case I, the constant term is eliminated and a is set to 1 by making a change of
variables
T (x, y, x˜) = (a−1/2x, y, a1/2x˜+ 2w(x))
where wx(x) = v(x). Thus f = ± ln(y) or f = ±yε for ε 6= 0, 1, 2.
Case II-a. Let f(y) = ln(y); the case f(y) = − ln(y) is similar. We know by The-
orem 1.8 that Mf is not 2-curvature homogeneous and hence is not homogeneous.
For λ > 0 and (x0, x˜0) arbitrary, set:
T (x, y, x˜) := (λx+ x0, λy, λx˜+ x˜0 + λ ln λx) .
We compute:
T∗∂x = λ∂x + λ ln λ∂x˜, T∗∂y = λ∂y , T∗∂x˜ = λ∂x˜,
g(T∗∂x, T∗∂x)(λy) = λ
2{−2 ln(y)− 2 lnλ} + 2λ2 lnλ = λ2g(∂x, ∂x)(y),
g(T∗∂x, T∗∂y) = 0, g(T∗∂x, T∗∂x˜) = λ
2, g(T∗∂y, T∗∂y) = λ
2,
g(T∗∂y, T∗∂x˜) = 0, g(T∗∂x˜, T∗∂x˜) = 0 .
This defines a transitive action on R× R+ × R.
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Case II-b. Let f(y) = yc for c 6= 0, 1, 2. Again, Theorem 1.8 implies Mf is not
2-curvature homogeneous and hence not homogeneous. Let
T (x, y, x˜) = (λ(2−c)/2x+ x0, λy,∓λ
2+(c−2)/2x˜+ x˜0) .
We compute:
T∗∂x = λ
(2−c)/2∂x, T∗∂y = λ∂y , T∗∂x˜ = λ
2+(c−2)/2∂x˜,
g(T∗∂x, T∗∂x)(λy) = −2λ
(2−c)λcyc = λ2g(∂x, ∂x)(y),
g(T∗∂x, T∗∂y) = 0, g(T∗∂x, T∗∂x˜) = λ
2, g(T∗∂y, T∗∂y) = λ
2,
g(T∗∂y, T∗∂x˜) = 0, g(T∗∂x˜, T∗∂x˜) = 0 .
Thus T is a homothety; since λ > 0 is arbitrary and since (x0, x˜0) are arbitrary,
the group of homotheties acts transitively on M . This verifies Theorem 1.9 (3c)
and completes the proof of Theorem 1.9. 
7. The proof of Theorem 1.11
We consider the family of Lorentzian manifolds given in Section 6 and consider
the family of models where 〈ξ1, ξ3〉 = 〈ξ2, ξ2〉 = 1 defines the inner product on
the vector space V = Span{ξ1, ξ2, ξ3}. Choose the isometry between TPM to be
defined by:
ξ1 = a11(∂x + f∂x˜ + a12∂y + a13∂x˜), ξ2 = ∂y + a23∂x˜, ξ3 = a
−1
11 ∂x˜ .
To ensure the map in question is an isometry, we require a212 + 2a13 = 0 and
a12 + a23 = 0. This normalizes the parameters a13 and a23; a11 and a12 and λ are
the free parameters of the theory.
We take f(x, y) = 12α(x)y
2. The only (possibly) non-zero covariant derivatives
are given by:
∇ℓR(∂x, ∂y, ∂y, ∂x; ∂x, ..., ∂x) = α
(ℓ)(x) .
The parameter a12 plays no role in the theory and we have
∇ℓR(ξ1, ξ2, ξ2, ξ1; ξ1, ..., ξ1) = a
2+ℓ
11 α
(ℓ) .
Suppose k is given. Let α(k) := e−x
2
and recursively define
α(ℓ)(x) :=
∫ x
t=−∞
α(ℓ+1)(t)dt for 0 ≤ ℓ ≤ k − 1 . (7.a)
For x ≤ −1, −x2 ≤ x and consequently α(k) ≤ ex. Inductively, suppose α(ℓ) ≤ ex
for x ≤ −1. Then integration yields α(ℓ−1) ≤ ex for x ≤ −1 as well. Thus the
integrals in Equation (7.a) converge and α is a smooth function. We have α(ℓ) > 0
for 0 ≤ ℓ ≤ k; setting aℓ11 = {α
(ℓ)}1/(2+ℓ) then yields
∇ℓR(ξ1, ξ2, ξ2, ξ1; ξ1, ..., ξ1) = 1
and shows Mα is variable k-curvature homogeneous. Since, however, α
(k+1) van-
ishes when x = 0 and is non-zero when x 6= 0, Mα is not variable k + 1-curvature
homogeneous on any neighborhood of 0. This establishes Theorem 1.11 (1).
We take α(x) = ex. Then α(k)(x) > 0 for all x and for all k. Thus the argument
given above showsMα is variable k-curvature homogeneous for all k. On the other
hand, by Theorem 1.9 (2), Mα is not homothety 1-curvature homogeneous. This
establishes Theorem 1.11 (2).
We consider cases to establish Theorem 1.11 (3):
(1) We use Theorem 1.8 (1b) and Theorem 1.9 (1) to see that the implication
(1b)⇒ (1a) fails. This also shows the implication (2b)⇒ (1a) fails.
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(2) If we take f = 12e
xy2, then this is variable k-curvature homogeneous for all
k by Theorem 1.11 (2) but not, by Theorem 1.9 (2) homothety 1-curvature
homogeneous. Thus the implications (2a) ⇒ (1a), (2a) ⇒ (1b), (2b) ⇒
(1a), and (2b)⇒ (1b) fail.
(3) Let (S2, g2) denote the standard round sphere in R
3. Let
Mt := (M, gt) := (R× S
2, etx(dx2 + g2))
where t ∈ (0, ǫ) is a small positive real parameter. We showed previously
that this is homothety homogeneous and hence satisfies (1b) for all k. We
also showed it was not 0-curvature homogeneous for generic values of t.
Note that variable 0-curvature and 0-curvature homogeneous are the same.
Thus the implications (1b)⇒ (2a) and (2b)⇒ (2a) fail.
Acknowledgments
Research of all the authors was partially supported by project MTM2009-07756.
Research of P. Gilkey and S. Nikcˇevic´ was also partially supported by project 174012
(Serbia).
References
[1] A. Alcolado, A. MacDougall, A. Coley, and S. Hervik, “4D neutral signature VSI and CSI
spaces”, J. Geom. Phys. 62 (2012), 594–603.
[2] D. Alekseevski, “Selfsimilar lorentzian manifolds”, Ann. Global Anal. Geom. 3 (1985), 59–
84.
[3] A. Coley, R. Milson, V. Pravda, and A. Pravdova´, “Vanishing scalar invariant spacetimes
in higher dimensions”, Classical Quantum Gravity 21 (2004), 5519–5542.
[4] S. Console, and C. Olmos, “Level sets of scalar Weyl invariants and cohomogeneity”, Trans.
Amer. Math. Soc. 360 (2008), 629–641.
[5] C. Dunn, and C. McDonald, “Singer invariants and strongly curvature homogeneous mani-
folds of type (1, 3)”, arXiv:1309.1201 [math.DG].
[6] E. Garc´ıa-R´ıo, P. Gilkey and S. Nikcˇevic´, “Homogeneity of Lorentzian three-manifolds with
recurrent curvature”, to appear in Math. Nachr ; arXiv:1210.7764 [math.DG].
[7] P. Gilkey “The Geometry of curvature homogeneous pseudo-Riemannian manifolds”, Impe-
rial College Press (2007).
[8] O. Kowalski, and A. Vanzˇurova´, “On curvature-homogeneous spaces of type (1,3)”, Math.
Nachr. 284 (2011), 2127–2132.
[9] O. Kowalski and A. Vanzˇurova´, “On a generalization of curvature homogeneous spaces”,
Results. Math. 63 (2013), 129–134.
[10] W. Ku¨hnel, and H.-B. Rademacher, “Conformal geometry of gravitational plane waves”,
Geometriae Dedicata 109 (2004), 175–188.
[11] B. Opozda, “Affine Versions of Singer’s Theorem on Locally Homogeneous Spaces”, Ann.
Global Anal. Geom. 15 (1997), 187–199.
[12] F. Podesta and A. Spiro “Introduzione ai Gruppi di Trasformazioni”, Volume of the Preprint
Series of the Mathematics Department V. Volterra of the University of Ancona, Via delle
Brecce Bianche, Ancona, ITALY (1996).
[13] I. Singer, “Infinitesimally homogeneous spaces”, Commun. Pure Appl. Math. 13 (1960),
685–697.
[14] M. Steller, “Conformal vector fields on spacetimes”, Ann. Global Anal. Geom. 29 (2006),
293–317.
[15] Y. Tashiro, “Complete Riemannian manifolds and some vector fields”, Trans. Amer. Math.
Soc. 117 (1965), 251–275.
EG: Faculty of Mathematics, University of Santiago de Compostela, Spain
E-mail address: eduardo.garcia.rio@usc.es
PG: Mathematics Department, University of Oregon, Eugene OR 97403 USA
E-mail address: gilkey@uoregon.edu
SN: Mathematical Institute, Sanu, Knez Mihailova 36, p.p. 367, 11001 Belgrade,
Serbia
E-mail address: stanan@mi.sanu.ac.rs
