We study the limiting behavior of Gaussian beta ensembles in the regime where βn = const as n → ∞. The results are (1) Gaussian fluctuations for linear statistics of the eigenvalues, and (2) Poisson convergence of the bulk statistics. (2) is an alternative proof of the result by F. Benaych-Georges and S. Péché (2015) with the explicit form of the intensity measure.
Introduction

Background
Gaussian beta ensembles (GβE) are the ensembles of points on the real line with the joint density function given by (λ 1 , . . . , λ n ) ∝ |∆(λ)| β e
where ∆(λ) = i<j (λ j − λ i ) denotes the Vandermonde determinant. They are generalizations of the well-known Gaussian Orthogonal/Unitary/Symplectic Ensembles, and can also be viewed as the equilibrium measure of a one dimensional Coulomb log-gas at the inverse temperature β. Dumitriu and Edelman [9] introduced a matrix model whose eigenvalues obey GβE (1). It is the ensemble of finite symmetric tridiagonal matrices, called Jacobi matrices, with independent entries distributed as where N (µ, σ 2 ) denotes the Gaussian distribution with mean µ and variance σ 2 , andχ k (k > 0) denotes the (1/ √ 2)-chi distribution with k degrees of freedom or equivalently the square root of the gamma distribution Gamma(k/2, 1).
For fixed β, there are many papers on GβE and T n,β (e.g., the convergence and fluctuations around the semi-circle distribution of the empirical measures [10, 17] , the convergence and fluctuations around the semi-circle distribution of the spectral measures [13] , edge scaling limit [21] , bulk scaling limit [25] , and a central limit theorem (CLT for short) for the log-determinant [12] ).
The aim of this paper is to study the limiting behavior of the spectra of Gaussian beta ensembles as n → ∞ and β → 0 such that nβ = const.
Notations
In this subsection we introduce some basic notions and fix notations. A Jacobi matrix is a symmetric tridiagonal matrix with positive entries in the subdiagonal. In this paper we will deal with three types of Jacobi matrices: finite, infinite and doubly infinite matrices. The empirical distribution/measure is defined, for a finite Jacobi matrix J of size n with eigenvalues {λ j } n j=1 , by
where δ λ denotes the Dirac measure. Note that a finite Jacobi matrix of size n has exactly n distinct real eigenvalues. The spectral measure may be considered for a Jacobi matrix J of any type. First of all, there is a measure µ satisfying x k dµ = (J k e 1 , e 1 ) = J k (1, 1), k = 0, 1, . . . .
A measure µ is unique only if it is determined by moments and is called the spectral measure of J or more precisely the spectral measure of (J, e 1 ). In the case of infinite Jacobi matrices, a sufficient condition for the uniqueness is
[24, Corollary 3.8.9], where {b i } ∞ i=1 denote the subdiagonal entries. A finite Jacobi matrix J always has the spectral measure which is expressed as
where {u j } n j=1 are normalized eigenvectors corresponding to the eigenvalues {λ j } n j=1 . For the case of T n,β , it is known that the weights {q 2 j } n j=1 are distributed as Dirichlet distribution with parameter β/2 and are independent of the eigenvalues {λ j } n j=1 [9] . An easy but important consequence of this fact is that the empirical distribution L n,β and the spectral measure ν n,β of T n,β have the same mean,L n,β =ν n,β , where the meanμ of a random probability measure µ is defined byμ
for all Borel sets A.
Results
For fixed β, it is well known that both the empirical measure and the spectral measure of (1+ nβ/2) −1/2 T n,β converge weakly to the semi-circle distribution almost surely (Wigner's semi-circle law). In fact, the limiting behavior for spectral measures in general follows directly from those of entries. In addition, the distance between the two measures converges to zero, which gives another point of view to the classical Wigner's semi-circle law in terms of spectral measures [13] . Note that the results still hold when β varies but nβ → ∞.
The main subject of this paper is to consider the joint limit such that n → ∞ and β → 0 with nβ being bounded. The following results have been known [4, 14] . When nβ = 2α, each entry of T n,β converges in distribution to the corresponding entry of the i.i.d. (independent identically distributed) Jacobi matrix J α , where Since the subdiagonal of J α is an i.i.d. sequence, the condition (2) holds almost surely, so that the spectral measure µ α of J α is well-defined. Consequently, the spectral measure ν n,β of T n,β converges weakly to µ α in distribution, and thus, the meanν n,β =L n,β converges weakly toμ α . Being different from spectral measures, the empirical distribution L n,β converges weakly toμ α in probability. This is stated in [4] and it is also possible to give an alternative proof by using the arguments in [14] . That the empirical distribution converges to a non random measure corresponds to the existence of the integrated density of states in the context of random Schrödinger operators, where its density is called the density of states. Moreover the limiting measureμ α is explicitly computed in [1, 14] and is referred to as the probability measure of associated Hermite polynomials [3] whose density is given bȳ
As is remarked in [4] , the scaled measure (α + 1) 1/2μ α ((α + 1) 1/2 E) tends to the semicircle distribution (resp. N (0, 1)) as α tends to infinity (resp. zero), being consistent with the results stated in the preceding paragraph. Henceμ α may be regarded as an interpolation between these two measures. A natural problem now is to study the fluctuation around the limit (that is, a CLT type statement). 
for some constant σ 2 f ≥ 0. Here µ, f := f dµ, and '
Remark that all the results are stated and proved for nβ = 2α. However, all the arguments still work if nβ → 2α ∈ [0, ∞) because in this regime nβ stays bounded.
There are already some results on CLT [10, 17] for fixed β in which the limiting variance is given explicitly. However, these approaches do not directly apply to our problem; or at least we need more work. We propose here another approach which is based on the martingale difference central limit theorem to derive a CLT for polynomial test functions. Then we extend the CLT to continuous functions with continuous derivative of polynomial growth by the method which has recently been developed in [13] .
The next problem is to consider the bulk scaling limit, that is, to study the limiting behavior of following point process
where {λ j } n j=1 are the eigenvalues of T n,β and E is a fixed real number. It is proved in [4] that as n → ∞ with βn = 2α, ξ n converges to a homogeneous Poisson point process with intensity (cf. Eq. (7) in [4] )
We note that the Sine β process, which is the bulk scaling limit of GβE with fixed β, converges to the Poisson point process as β → 0 [2] , which is consistent with the statement above. The approach in [4] is based on analyzing the joint density of GβE. It was conjectured that the intensity θ E should agree with the density of statesμ α (E). In this paper, we derive the same result with desired intensityμ α (E). Theorem 1.2. As n → ∞ with nβ = 2α, the point process ξ n converges weakly to a homogeneous Poisson point process with intensityμ α (E).
For the proof we note that T n,β exhibits the Anderson localization, that is, the eigenvectors are exponentially localized, so that we can make use of the well-established method in the field of random Schrödinger operators [20] . To apply the ideas in [20] , we need (i) Wegner's bound, (ii) Minami's bound, (iii) exponential decay of Green's functions, and (iv) local law. Contrary to usual cases, the main issue here is to prove (iv) because T n,β has no translation invariance. It is worth noting that a non-trivial identity θ E =μ α (E) can be derived in an indirect way in the proof of the local law.
In the following sections we prove Theorems 1.1 and 1.2. Since our arguments are not specified to these particular matrices T n,β , we work under a general setting. In Section 2, we consider random Jacobi matrices with independent entries. By refining Minami's method, we prove the Poisson statistics for ξ n under some mild conditions. Two important sufficient conditions among them, which are non-trivial in this setting, are (iii) the exponential decay of Green's functions, and (iv) the local law. In Section 3, we show that (iii) holds for a class of Jacobi matrices including GβE. There are some approaches for that among which we use the so-called the operator method [23] . Section 4 is the main part of this paper where we prove Theorem 1.1 and the local law. Since our model is closely related to i.i.d. Jacobi matrices, we will also discuss some known results about i.i.d. Jacobi matrices. In Appendix A (resp. B) we recall the martingale difference CLT (resp. precise definition of convergence in distribution of random probability measures).
Poisson statistics
Consider a sequence of random Jacobi matrices
where {a i } n i=1 and {b i } n−1 i=1 are independent random variables with an assumption that b i > 0, i = 1, . . . , n − 1. For different n, the sequences {a i } n i=1 and {b i } n−1 i=1 may be different. Let λ 1 , . . . , λ n be the eigenvalues of J n . Let ξ n be the local statistics around E ∈ R, that is, a point process on R defined as
A real number E is referred to as a reference energy. The purpose of this section is to provide sufficient conditions for the point process ξ n to converge to a homogeneous Poisson point process.
are stationary sequences, it is well known that for all E ∈ R,
where N (E) is a non-random function called the integrated density of states [6] . The derivative n(E) = dN (E)/dE when exists is called the density of states at the energy E. Jacobi matrices with b i ≡ 1 are called discrete Schrödinger operators and the diagonal {a i } is referred to as potentials. In case of i.i.d. potentials, when the common distribution has bounded density and a bounded moment of positive order, the Green's function of J n decays exponentially fast. As a result, the local statistics converges to a homogeneous Poisson point process with intensity n(E), provided that n(E) exists and is positive [20] .
This section generalizes the above well-known result on discrete Schrödinger operators to the case of general random Jacobi matrices. Our result can be roughly stated as follows. Under some mild conditions on {a i } and {b i }, the Poisson statistics follows under the assumption that Green's functions decay exponentially fast and an additional condition called the local law. Here the local law requires that the expected number of points of the point process ξ n lying in a bounded interval is proportional to (in the limit as n → ∞) the length of the interval. In the i.i.d. case, the local law is a consequence of the exponential decay of Green's functions. See Section 4 for more details. Now let us explain some terminologies. Let M(R) be the space of all non-negative Radon measures on R equipped with the vague topology. Here the vague topology is the topology in which a sequence {µ n } ⊂ M(R) converges to µ ∈ M(R) if
, the space of all non-negative continuous functions with compact support. A subset N (R) of all integer valued Radon measures on R then becomes a closed set in M(R). A point process is defined to be an N (R)-valued random variable. Note that an element ξ ∈ N (R) can be written as
where {x j } is a sequence of real numbers having no finite accumulation point.
An important example of point processes is a Poisson point process. Let µ be a Radon measure on R. A point process ξ is said to be a Poisson point process with intensity measure µ if it satisfies the following two conditions:
(a) for bounded Borel set A, ξ(A) has Poisson distribution with parameter µ(A), namely
A Poisson point process with intensity measure θdx is called a homogeneous Poisson point process with intensity θ. A sequence of point processes {ξ n } ∞ n=1 is said to converge weakly (or in distribution) to a point process ξ if for any bounded continuous function Φ on N (R),
Note that {ξ n } and ξ may be defined on different probability spaces but we use the same symbol E to denote the expectation. The weak convergence of point processes is known to be equivalent to the following statement: for any ϕ ∈ C
Define a class A of test functions of the form
with m ≥ 1, τ > 0 and α j > 0, σ j ∈ R, ζ j = σ j + iτ for j = 1, . . . , m. We will use the following criterion for the weak convergence of point processes. 
Here E[ξ(dx)] denotes the intensity measure or the mean measure of a point process ξ, a measure µ defined as
, for all bounded Borel sets A.
We are now in a position to give sufficient conditions for the Poisson statistics. For ζ = σ + iτ , it is straight forward to deduce that
Im 1
where G n (z) = (J n − z) −1 is the Green's function, or the resolvent of J n . Recall that our aim is to consider the limiting behavior of the local statistics ξ n associated with the Jacobi matrix J n as n tends to infinity. The sequence {a i } n i=1 and {b i } n−1 i=1 , in general, depend on n but all constants in this paper will be assumed to be independent of n. Sufficient conditions for the Poisson statistics read as follows.
A. The random variable a i has probability density function ρ i , and ρ i is uniformly bounded, that is,
G. (Exponential decay of Green's functions) For some 0 < s < 1, there are positive constants M s , γ s and δ s such that
and for all z ∈ {z ∈ C + : |z − E| < δ s }, and all 1
L. (Local law) There exists a positive constant θ such that
for all bounded intervals I. Note that ξ n (I) = #{λ j ∈ E + I n }. L ′ . (Local law) There exists a positive constant θ such that for all ζ ∈ C + ,
When the intensity measures of the point processes {ξ n } are uniformly bounded, that is,
In addition, for all n, by the uniformly bounded assumption,
Now we can state the main result in this section.
Theorem 2.2. Assume that Conditions A, B, G and L hold. Then the local statistics
converges weakly to a homogeneous Poisson point process with intensity θ.
Let us give a sketch of the proof of Theorem 2.2. The main stream is similar to [20] . We will omit proofs of trivially extended results. The idea is as follows. Divide [1, n] into small intervals C 1 , . . . , C m of length ∼ n α , 0 < α < 1. For each p, consider the restriction of J n on C p and the point process
, where {λ
} are the eigenvalues of J Cp n . Then ξ n is well approximated by the sum of independent negligible point processes {η n,p } p , which implies the convergence to a Poisson point process.
In order to apply the criterion for the weak convergence of point processes stated in Lemma 2.1, we need the following result which is well known as Wegner's estimate. See [20] and references therein for the proof.
Lemma 2.3 (Wegner's estimate). Assume that Condition A holds. Then
for all z ∈ C + , and
The following result shows that ξ n is well approximated by the sum of {η n,p } p .
Lemma 2.4. Assume that Conditions A, B and G hold. Then for all
Proof. This is a generalization of Step 3 in [20] to the case of Jacobi matrices. We begin with the following expression
where z = E + ζ n . For simplicity of notations, let C p = [u, v] . It follows from the resolvent equation that
Here by setting b 0 := 0 and b n := 0, the first term or the second term vanishes when u = 1 or v = n. We bound the first term as follows
Here q is the Hölder conjugate number of T , that is, T −1 + q −1 = 1, ε = s/q, andM andγ are positive constants. We have used Hölder's inequality and trivial estimates that
With these notations, we see that
The second term can be estimated in the same way. Consequently,
For x ∈ ∂(C p ), note that the expectation of each summand in (7) is bounded by 2M A π by Lemma 2.3. Thus
The proof of Lemma 2.4 is complete.
for all f ∈ A. Thus, ξ n and η n have the same limit by taking into account Lemma 2.1.
Corollary 2.5. Assume that Conditions A, B, G and L hold. Then for any bounded
Consequently,
Proof. The proof is omitted because it is similar to the previous proof of deriving Condition L from Condition L ′ .
Finally, the negligibility of the point processes {η n,p } p is governed by Minami's estimate. The following statement is a trivial extension of the equation (2.53) in [20] to the case of general Jacobi matrices.
Lemma 2.6 (Minami's estimate). Assume that Condition A holds. Then for any bounded interval I,
Minami's estimate, together with the equation (8), yields
Therefore, η n , as the sum of independent negligible point processes {η n,p } p , converges weakly to a Poisson point process with intensity θ by [7, Theorem 9.2.V]. Consequently, the point process ξ n also converges weakly to that Poisson point process because {ξ n } and {η n } have the same limit. The proof of Theorem 2.2 is complete.
Exponential decay of Green's functions
In this section, we consider the case when {a i } ∞ i=1 is an i.i.d. sequence of random variables. The sequences {{b i } n−1 i=1 } n may depend on n. We show that under Conditions A, B and an additional condition on the regularity of the common probability density functions of {a i }, the exponential decay of Green's functions holds, that is, Condition G automatically holds.
A random variable with probability density function ρ is said to be fluctuation regular if there are positive constants ε, δ, and a measurable set R ⊂ R with R ρ(a)da > 0 such that for any a ∈ R, and all x 1 , x 2 ∈ (a − ε, a + ε), 
Proof. The proof follows the same lines as that of Theorem 4 in [23] . The only thing we need to verify is the uniform estimate in (2.46). But it is an easy consequence of Condition B because for any b > 0,
Under the same assumptions as in Theorem 3.1, for 0 < s <
and for all
Here γ is the constant in Theorem 3.1.
Remark 3.3. Since all constants here do not depend on n, the result holds for any restriction of J n on an interval [u, v] , that is,
and for all z = λ + iτ, λ ∈ [−Λ, Λ], which implies Condition G.
Lemma 3.4 (cf. [16, Lemma 5]).
Assume that Condition A holds. Then for 0 < s < 1,
where C s is a constant which depends only on s and M A .
Proof of Theorem 3.2. Without loss of generality, assume that y = 1. Let us first consider the case x = n. For Jacobi matrices, we can easily check the following relation
Note that all eigenvalues λ 1 , . . . , λ n of J n are real. Thus for any τ ∈ R,
and hence,
for λ ∈ [−Λ, Λ], where M and γ are the constants in Theorem 3.1.
Next we consider the case x < n. Note that the above estimate still holds, if n is replaced by x, namely,
where G x (z) denotes the Green's function of J x , the restriction of J n on [1, x] . Then the desired bound for E[|G n (λ+iτ ; 1, x)| s ] follows by using the resolvent equation and Hölder's inequality. Indeed, the resolvent equation yields
Then by Hölder's inequality,
In addition, the second factor is uniformly bounded, because
Note that we need the assumption that s < 1/2 here. Therefore, for all λ ∈ [−Λ, Λ],
for some constant M s > 0. Theorem 3.2 is proved.
Global law and local law 4.1 i.i.d. Jacobi matrices
Let {a i } i∈Z be an i.i.d. sequence of random variables and {b i } i∈Z be another i.i.d. sequence positive random variables which is independent of {a i }. Let J be a doubly infinite Jacobi matrix formed from {a i } and {b i },
The Jacobi matrix J is regarded as an operator on ℓ 2 (Z) with a domain
Then J is essentially self-adjoint almost surely because
Then there is a unique probability measure µ on R, called the spectral measure of (J, e 1 ), satisfying
The left hand side of the above formula is the Stieltjes transform of µ which is denoted by S µ (z) from now on. Letμ be the mean of µ. Then
Consider a sequence of finite Jacobi matrices
be the empirical distribution of J n , where λ 1 , . . . , λ n are the eigenvalues of J n . Then
is nothing but the distribution function of L n . The following result is well known as the existence of the integrated density of states (ids for short).
Theorem 4.1. The empirical distribution L n converges weakly toμ almost surely as n tends to infinity. This means that for any bounded continuous function f ,
Here recall that µ, f := f dµ for a probability measure µ and a measurable function f . (i) Reznikova [22] considered discrete Schrödinger operators with i.i.d. potentials whose common distribution has continuous probability density function with compact support. It was proved that the random process
converges to a Gaussian process in the sense of convergence of finite distributions.
(ii) Girko and Vasil ′ ev [15] considered general i.i.d. Jacobi matrices and derived a CLT for a suitable scaling of (Ñ n (E 1 ) −Ñ n (E 2 )), wherẽ
is a smooth version of N n (E).
(iii) Recently, Krisch and Pastur [19] considered discrete Schrödinger operators with bounded i.i.d. potentials and established a CLT for Tr G n (x), where x ∈ R does not lie in the spectrum of J. 
for some constant σ 2 p ≥ 0.
Proof. Let p be a polynomial of degree m > 0. Let us first prove the law of large numbers for L n , p . We begin with the following expression
Observe that the sequence {p(J n )(j, j)} n j=1 is a part of a stationary process except some first and some last terms. More precisely, let θ j = θ j (p) = p(J)(j, j). Recall that J is the doubly infinite Jacobi matrix defined in (12) . Then {θ j } j∈Z is a stationary process. Moreover, p(J n )(j, j) = θ j , if m/2 < j < n − m/2. Now the expectation of θ 1 is finite because all moments of a i and b i are finite. Thus by the ergodic theorem,
Next, we consider the central limit theorem for L n , p . The idea here is to apply the martingale difference central limit theorem quoted in Appendix A. Let F n,k = σ(a i , b i : 1 ≤ i ≤ k), for 1 ≤ k ≤ n, F n,0 = {∅, Ω}, and let
Then the CLT (13) follows from Theorem A.2, provided that the following two conditions are satisfied
1
where σ 2 p ≥ 0 is a constant.
Let us show the condition (14) . Note that p(J n )(j, j) depends on {a j±k , b j±k } k=0,...,⌊ m 2 ⌋ . Therefore Y n,k , and hence σ 2 n,k , depends only on {a k±j , b k±j } j=0,...,m . Consequently, σ 2 n,k =:σ 2 k does not depend on n, if m < k < n − m. The sequence {σ 2 k } k>m becomes a stationary process, and thus by the ergodic theorem,
] almost surely as n → ∞, from which the condition (14) follows.
For the condition (15), note that E[|Y n,k | 4 ] ≤ M for some constant M which does not depend on n and k. Therefore,
The theorem is proved.
Let us move on to the main topic of this subsection. Recall that the densityμ(E) (with respect to the Lebesgue measure) when exists is called the density of states. The local law in this case is a consequence of the exponential decay of Green's functions.
Lemma 4.4. Assume that Conditions A, B and G holds. Assume further thatμ(E) exists at E and is positive. Then
Im G n (z; x, x), where z = E + ζ/n. Similar to the proof of Lemma 2.4, we can deduce that
In addition, note that
provided that the densityμ(E) exists at E, which completes the proof of Lemma 4.4.
Corollary 4.5. Assume that Conditions A and B hold and that the probability density function of the common distribution of {a i } is fluctuation regular. Then the point processes {ξ n } converge weakly to a homogeneous Poisson point process with intensityμ(E), provided thatμ(E) exists at E and is positive.
Gaussian beta ensembles at high temperature
Global law
We consider the asymptotic behavior of the (scaled) GβE as n → ∞ with nβ = 2α. Recall that the scaled GβE here is associated with the following random Jacobi matrix
We still denote the entries of T n,β by {a 1 , . . . , a n } and {b 1 , . . . , b n−1 } though they vary as functions of n and β. We use the same notations as in the previous subsection. Let L n,β be the empirical distribution of T n,β ,
where λ 1 , . . . , λ n are the eigenvalues of T n,β , which are distributed as
Another interesting object when studying global limiting behaviors of Gaussian beta ensembles is the spectral measure. The spectral measure of T n,β is defined as a probability measure ν n,β satisfying ν n,β , x k = (T k n,β e 1 , e 1 ) = T k n,β (1, 1), k = 0, 1, . . . . Let u 1 , . . . , u n be normalized eigenvectors corresponding to the eigenvalues λ 1 , . . . , λ n . Then u 1 , . . . , u n form an orthonormal system in R n because the eigenvalues are distinct. The spectral measure ν n can be expressed as
The weights (q 2 1 , . . . , q 2 n ) are known to have symmetric Dirichlet distribution with parameter β/2, and are independent of the eigenvalues (λ 1 , . . . , λ n ).
Since q j plays equal role for j = 1, . . . , n, it follows that E[q 2 j ] = 1/n. Consequently, the mean of the empirical measure coincides with the mean of the spectral measure, namely, L n,β =ν n,β . In the regime that nβ = 2α, it was shown in [1, 14] that the mean measures L n,β =ν n,β converge weakly to a non random probability measure. The limiting measure, denoted byμ α , is the spectral measure of the following infinite Jacobi matrix
Thus, we call it the probability measure of associated Hermite polynomials [3] . The density ofμ α is given bȳ
Let us shortly explain the above fact. Let J α be an infinite i.i.d. Jacobi matrix whose entries are distributed as
Then each entry of T n,β converges in distribution to the corresponding entry of J α as n → ∞. We can choose a realization such that the convergence holds almost surely. Consequently, on that realization, all moments of the spectral measure ν n,β converge to those of µ α , the spectral measure of J α , almost surely. Note that the spectral measure µ α is unique, or is determined by moments, almost surely. Therefore, on such realization, ν n,β converges weakly to µ α almost surely by Corollary B.8. In general, we can only state that the spectral measure ν n,β converges weakly to µ α in distribution. It follows that the meanν n,β converges weakly toμ α , the mean of µ α .
Theorem 4.6 (Global law [4, Proposition 2.1]).
As n → ∞ with nβ = 2α, the empirical distributions {L n,β } converge weakly toμ α in probability.
It was shown in [4] that Var[ L n,β , p ] = O(1/n) as n → ∞, which implies that L n,β , p → μ α , p in probability as n → ∞, for any polynomial p. Thus the empirical distributions {L n,β } converge weakly toμ α in probability because the probability measureμ α is determined by moments (Corollary B.8).
Moreover, the convergence of moments also implies that L n,β , f → μ α , f in probability as n → ∞, for any continuous function f of polynomial growth. Next, we investigate the fluctuation around the limit, or a type of central limit theorem for L n,β , f . For fixed β, several approaches could solve such problem [10, 17] . However, those methods do not seem to directly work in this case. We propose here an approach which uses the martingale difference central limit theorem to derive the CLT for polynomial test functions as in the previous subsection. Then extending the CLT to continuous test functions having continuous derivative of polynomial growth can be done by the method which has recently been developed in [13] .
Note that for the i.i.d. Jacobi matrix J α , the following central limit theorem has been established in the previous subsection,
Here L n (α) is the empirical distribution of J 
where
Proof. The proof is similar to that of Theorem 4.3. Let
We need to check the following two conditions
p in probability as n → ∞,
The latter is trivial because E[|Y n,k | 4 ] is uniformly bounded. Let us show the former. Recall that σ 2 n,k depends on {a k±j , b k±j } j=0,...,m , where m is the degree of p. Let σ 2 n,k (α) be the corresponding quantity of the i.
In addition, σ 2 n,i and σ 2 n,j are independent, if |i − j| > 2m. Thus
p in probability as n → ∞.
Note that we have proved that
We will need this property for the proof of Theorem 4.9. The proof is complete.
To extend the CLT from polynomials to general test functions, we adopt the following approach which slightly improves an existence method quoted in [11, Proposition 4.1] . First, base on the joint density of Gaussian beta ensembles, the following estimate is derived (cf. [13, Eq. (14) 
for all continuous functions f with continuous derivative. Next, in the regime that nβ = 2α, as n → ∞,
provided that f ∈ C 1 p (R), the set of differentiable function whose derivative f ′ is a continuous function and |f ′ (x)| ≤ P (x) for some polynomial P . Last, according to those estimates, the CLT for such function f is derived by taking into account the following result. . Let {Y n } n and {X n,k } k,n be real-valued random variables. Assume that
We restate Theorem 1.1 here.
Proof. Let f ∈ C 1 p (R). Since the probability measureμ α is determined by moments, the space of all polynomials is dense in L 2 (μ α ) [8, Corollary 2.50]. Take a sequence of polynomials {p k } k≥1 which converges to f ′ in L 2 (μ α ), and let P k be a primitive function of p k , that is, P ′ k = p k . We claim that the limit
exists and that σ
Indeed, the estimate (17) applying to f − P k yields,
Letting n → ∞, we have
Thus by the triangle inequality
Here we have used the equation (16) for the polynomial P k . It follows that the limit
exists, and that
which proves the equations (18) and (19) . Let
We are going to check three conditions in Lemma 4.8. Conditions (i) and (ii) are clear. Indeed, for any k, since P k is a polynomial, it follows from Theorem 4.7 that
In addition, X k converges in distribution to N (0, σ 2 f ) as k → ∞ by the equation (19) . For the condition (iii), recall that
and hence lim
Therefore, for any ε > 0,
Local law
The purpose of this subsection is to establish Condition L ′ with θ =μ α (E) for Gaussian beta ensembles in the regime that nβ = 2α. Note that Condition G holds as a consequence of the general result in Section 3. Therefore once Condition L ′ is proved, Theorem 1.2 follows, namely, we have Theorem 4.10. As n → ∞ with nβ = 2α, the point process
converges weakly to a homogeneous Poisson point process with intensityμ α (E).
To show the local law, we need some preliminary notations and results. The m-function of a Jacobi matrix J (finite or infinite) is defined as m(z) = (J − z) −1 (1, 1), where J is required to be essentially self-adjoint in the infinite case. Note that the m-function is nothing but the Stieltjes transform of the spectral measure of J. Denote by m n (z), m α (z) and m α,n (z) the m-functions of T n,β , J α and J [1,n] α , respectively. Since the spectral measure and the empirical distribution of Gaussian beta ensembles have the same mean, we have
Let G n (z), G α (z) and G α,n (z) be the Green's functions of T n,β , J α and J α,n , respectively. We recall a result on the exponential decay of Green's functions from Theorem 3.2.
Lemma 4.11. Let G(z) stand for any of G n (z), G α (z) and G α,n (z). Then for 0 < s < 1/4, there are positive constants M and γ such that
Lemma 4.12. Let δ > 0 and ζ = σ + iτ ∈ C + be given. Then the following statements hold.
Proof. (i) easily follows from the resolvent equation and the exponential decay of Green's functions.
(ii) follows from the fact that E[m α (z)] is the Stieltjes transform ofμ α , a probability measure with continuous density. (iii) is a direct consequence of (i) and (ii).
and hence
Proof. We use the following coupling:
Then by the resolvent equation,
A general term in the above sum can be estimated as follows
Here z = E + ζ/n δ , ε = 1/2 − 2δ + δs/2 > 0, M and γ are the constants in Lemma 4.11. Therefore
The proof is complete.
Our next aim is to extend the equation (21) to hold for any δ > 0. Note that the local law is nothing but the equation (21) with δ = 1. Our argument is based on the following result.
Lemma 4.14. Assume that {µ n } is a sequence of probability measures whose densities µ n (x) are uniformly bounded, that is, µ n (x) ≤ C, for all x ∈ R and all n. Let E be fixed and {τ n } be a sequence of positive numbers tending to infinity. Assume that for any M > 0, sup
Then for any ζ = σ + iτ ∈ C + ,
Here recall that S µn (z) denotes the Stieltjes transform of µ n .
Proof. It follows from the definition of the Stieltjes transform that
where σ n = σ τn and t n = τ τn . Given ε > 0, we first choose an M > 0 such that
and then choose an n ε such that for n > n ε ,
Now for n > n ε , it is clear that
Therefore Im S µn (E + ζ τn ) − πµ n (E) → 0, which completes the proof.
We now show that for any δ > 0, the condition (22) holds for {τ n = n δ } with respect to the sequence of the mean measures {ν n,β } in the regime that nβ → 2α. Recall that the mean measureν n,β coincides with the mean of the empirical measure L n,β . Thus, its densityν n,β (E) is given bȳ
where p n,β (λ) is the joint density of Gaussian beta ensembles
We further express the densityν n,β (E) as follows
Note that Wegner's estimate implies thatν n,β (E) ≤ πM A = π/2. However, we will derive an upper bound for the densityν n,β (E) directly from the above expression. Assume that nβ ≤ κ, where κ ∈ {2, 4, 6, . . . }. By using the following inequality
with α i = β/κ < 1 n−1 , i = 1, . . . , n − 1 and α n = (1 − (n − 1)β/κ), we obtain that for n ≥ 2,
It is clear that under the condition nβ ≤ κ, E[ L n−1,β , x κ ] is uniformly bounded. In addition, as n → ∞ with nβ → 2α,
Thus the densityν n,β (E) is uniformly bounded, that is,ν n,β (E) ≤ C = C(κ).
We now study the differenceν n,β (E + t) −ν n,β (E) under the condition that nβ ≤ κ with β < 1, and |t| ≤ 1/2. To begin with, we estimate roughly as follows
Here C = C(E, κ) is a constant.
Lemma 4.15. There is a constant C = C(E, κ) such that for nβ ≤ κ with β < 1, and |t| < 1/2,
Proof. We use the same argument as in proving the estimate (23) to deduce that
In case |E − λ i | > 1, it follows from the mean value theorem that
i . The last integral is easily calculated and its value is given by
For 0 < β < 1 and |t| ≤ 1/2, it follows from Taylor's theorem that
The lemma follows by collecting all the above estimates.
Since the second term in the estimate (24) is bounded by the sum of {E n,i (t)} n−1 i=1 , Lemma 4.15 implies the following Lemma 4.16. There is a constant C = C(E, κ) such that for nβ ≤ κ with β < 1 and |t| < 1/2,
Lemma 4.17. Let δ n be a sequence of positive numbers such that as n → ∞,
Then in the regime that nβ → 2α,
In particular, for any δ > 0 and any M > 0, as n → ∞ with nβ → 2α,
Proof. For n large enough such that δ n < 1/2 and β < 1, it follows from Lemma 4.16 that
Then the desired result follows from the assumption with the help of the following inequality 1 − (δ n /2) β = 1 − exp(β(log δ n − log 2)) ≤ −β(log δ n − log 2).
Theorem 4.18 (Local law).
As n → ∞ with nβ → 2α,
Proof. It follows from Lemma 4.17 that for any δ > 0, the sequence τ n = n δ satisfies the assumption in Lemma 4.14 with respect to the sequence of probability measuresν n,β . Thus for any E ∈ R and any ζ ∈ C + , as n → ∞ with nβ → 2α,
On the other hand, for 0 < δ ≤ 1/4, Lemma 4.
The local law is just the case δ = 1. The proof is complete.
The rest of this subsection is devoted to prove the identitȳ
which is derived by showing the existence of the limit of {ν n,β (E)} in another way.
Lemma 4.19 (cf. [4]).
Proof. Recall that
which can be rewritten as
Although the function log |E − x| is not continuous, we will show in Lemma 4.20 that L n−1,β , log |E − ·| → μ α , log |E − ·| = R log |E − y|μ α (y)dy in probability by a truncation argument. It then follows by the continuous mapping theorem that
In addition, by the same argument as in proving the equation (23), we can also show that for nβ ≤ κ,
This implies that the sequence { 1≤j≤n−1 |E − λ j | β } is uniformly integrable, and hence, the convergence of the expectation follows. Therefore, as n → ∞ with nβ → 2α,
which completes the proof.
Lemma 4.20. As n → ∞ with nβ → 2α,
Then f M is a continuous function on R of polynomial growth. Thus, in the regime that
Note that the convergence also holds in L 1 . On the other hand, recall thatν n,β (x) ≤ C for all x ∈ R. Thus
Since the densityμ α (x) is also bounded by C, by the same estimate, we have
Thus by a standard argument using the triangular inequality, we deduce that
, and hence in probability.
A Martingale difference central limit theorem
Suppose that, for each n, X n1 , X n2 , . . . is a martingale with respect to F n1 , F n2 , . . . . Define Y nk = X nk − X n,k−1 . Suppose the Y nk have second moments, and put σ 2 nk = E[Y 2 nk |F n,k−1 ] (F n0 = {∅, Ω}). The probability space may vary with n. If the martingale is originally defined only for 1 ≤ k ≤ r n , take Y nk = 0 and F nk = F nrn for k > r n . Assume that ∞ k=1 Y nk and ∞ k=1 σ 2 nk converge with probability 1.
where σ 2 is a positive constant, and that
In this paper, we use the following version which is an easy consequence of the previous theorem. Let {S n } ∞ n=1 be a sequence of random variables. For each n, we consider some (ii)
B Convergence of random probability measures on the real line Let P(R) be the space of all probability measures on (R, B(R)), where B(R) denotes the Borel σ-field of R. A sequence of probability measures {µ n } ∞ n=1 is said to converge weakly to µ ∈ P(R) if for all bounded continuous functions f : R → R (or C),
The topology of weak convergence on P(R) can be metrizable by the Lévy-Prokhorov metric ρ, which makes (P(R), ρ) a separable complete metric space. We do not need the precise definition of the metric here. Let B(P(S)) be the Borel σ-field on P(S). Definition B.1. A random probability measure ξ is a measurable map from some probability space (Ω, F, P) to (P(S), B(P(S)).
Let ξ be a random probability measure. Then for any Borel set B ∈ B(R), ξ(B) is a usual random variable. So is ξ, f for any non negative measurable function f , or bounded measurable function f , where ξ, f = f dξ. As random variables on a metric space, concepts of almost sure convergence, convergence in probability and convergence in distribution of random probability measures are defined naturally.
Definition B.2. (i) Let {ξ n } ∞ n=1 and ξ be random probability measures defined on the same probability space. The sequence {ξ n } is said to converge weakly to ξ almost surely (resp. in probability) if ρ(ξ n , ξ) converges almost surely (resp. in probability) to 0 as n tends to infinity.
(ii) Let {ξ n } ∞ n=1 and ξ be random probability measures which may be defined on different probability spaces. The sequence {ξ n } is said to converge in distribution to ξ if for any bounded continuous function Φ :
The aim of this section is to show that three abstract concepts of convergence can be defined in term of usual concepts of convergence of ξ n , f for all bounded continuous function f . We need some preliminaries.
A class A of measurable functions on R is called a convergence determining class if for any sequence of probability measures {µ n } ∞ n=1 and any probability measure µ, the condition lim
implies that {µ n } converges weakly to µ. By definition, the space C b (R) of bounded continuous function on R is an example of convergence determining class. Let µ be a probability measure. A class A µ of functions on R is called a convergence determining class for µ if for any sequence of probability measures {µ n } ∞ n=1 , the condition lim n→∞ R f dµ n = R f dµ, for all f ∈ A µ , implies that {µ n } converges weakly to µ. Let S µ (z) denote the Stieltjes transform of µ,
We have the following estimates:
For z ∈ C + , denote by f z = 1/(x − z). Note that µ n converges weakly to µ, if and only if S µn (z) converges to S µ (z) for all z ∈ C + , which means that {f z } z∈C + is a convergence determining class. Let D be a countable dense subset in C + . Then using the above estimates, we can show that the class A = {f z } z∈D is a countable convergence determining class. The class A = {x k } ∞ k=0 of monic polynomials, in general, is not a convergence determining class but it is a convergence determining class for µ, provided that the probability measure µ is determined by moments. Theorem B.3. Let A ⊂ C b (R) be a countable convergence determining class. Let {ξ n } ∞ n=1 and ξ be random probability measures defined on the same probability space (Ω, F, P). Then the following statements are equivalent:
(i) ξ n converges weakly to ξ almost surely;
(ii) for all f ∈ C b (R), ξ n , f converges almost surely to ξ, f ;
(iii) for all f ∈ A, ξ n , f converges almost surely to ξ, f .
Proof. It is clear that (i) implies (ii), and (ii) implies (iii). We only need to show (iii) implies (i). Assume that (iii) holds. Let Then P(A) = 1 because A is countable. Now for ω ∈ A, ξ n (ω), f → ξ(ω), f for all f ∈ A, which implies that ξ n (ω) converges weakly to ξ(ω), or ρ(ξ n (ω), ξ(ω)) → 0 by the definition of convergence determining class.
To deal with convergence in probability, we need the following result which is analogous to the usual case ( [5, Theorem 20.5 
]).
Lemma B.4. The sequence {ξ n } converges weakly to ξ in probability, if and only if for any subsequence {ξ n k }, there is a further subsequence {ξ n ′ k } which converges weakly to ξ almost surely. and ξ be random probability measures defined on the same probability space (Ω, F, P). Then the following statements are equivalent:
(i) ξ n converges weakly to ξ in probability;
(i) for all f ∈ C b (R), ξ n , f converges in probability to ξ, f ; (i) for all f ∈ A, ξ n , f converges in probability to ξ, f .
Proof. It is an easy consequence of the previous lemma and Theorem B.3.
Corollary B.6. The sequence of random probability measures {ξ n } converges weakly to ξ almost surely (resp. in probability), if and only if S ξn (z) converges almost surely (resp. in probability) to S ξ (z) for all z ∈ C + , or for all z ∈ D, a dense subset of C + . Theorem B.7. Let ξ = µ be a non-random probability measure and let A µ be a countable convergence determining class for µ. Let {ξ n } ∞ n=1 be a sequence of random probability measures. Assume that for any f ∈ A µ , the sequence ξ n , f is well-defined and it converges to µ, f almost surely (resp. in probability). Then the sequence {ξ n } converges weakly to µ almost surely (resp. in probability).
Proof. The proof is analogous to that of Theorem B.3.
Corollary B.8. Assume that the probability measure µ is determined by its moments. Then the condition ξ n , x k → µ, x k almost surely (resp. in probability), for k = 0, 1, . . . ,
implies that {ξ n } converges weakly to µ almost surely (resp. in probability). More generally, assume that the random probability measure ξ is determined by its moments almost surely. Then the condition ξ n , x k → ξ, x k almost surely (resp. in probability), for k = 0, 1, . . . ,
implies that {ξ n } converges weakly to ξ almost surely (resp. in probability).
For convergence in distribution, the following result is analogous to the one for random measures ([18, Theorem 4.2]).
Theorem B.9. The sequence {ξ n } converges to ξ in distribution, if and only if ξ n , f converges in distribution to ξ, f for all f ∈ C b (R).
Let ξ be a random probability measure. Then the mean of ξ, denoted byξ, is defined asξ (B) = E[ξ(B)], for all B ∈ B(R).
In can be also defined as a probability measure µ such that µ, f = E[ ξ, f ], for all f ∈ C b (R).
The above equation still holds for all non negative functions f , or even for all measurable functions f such that E[ ξ, f ] < ∞. It is clear that the almost sure convergence implies the convergence in probability which further implies the convergence in distribution. Suppose that {ξ n } converges in distribution to ξ. Then the sequence of mean measures {ξ n } converge weakly toξ, the mean of ξ. Indeed, let f be a bounded continuous function, |f (x)| ≤ M for all x ∈ R. Since ξ n , f converges to ξ, f in distribution and | ξ n , f | ≤ M for all n, it follows that E[ ξ n , f ] → E[ ξ, f ] as n → ∞, by the bounded convergence theorem. This means that ξ n , f converges to ξ , f for any bounded continuous function f , which implies thatξ n converges weakly toξ as n → ∞.
