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 .Quantized enveloping algebras U g and their representations provide natural
settings for the action of the corresponding braid groups. Objects of particular
 .interest are the zero weight spaces of U g -modules since they are stable under the
 .braid group action. We show that for g s sl there is a class of simple U sl -n n
modules for which the action of the Artin braid group B on the zero weight spacen
is irreducible. Q 1996 Academic Press, Inc.
INTRODUCTION
Let g be the Lie algebra defined by a Cartan matrix A, and let B be the
 .corresponding braid group. Denote by U g the quantized enveloping
 .  .algebra of g over the field C ¨ , and let V be an integrable U g -module.
w xIn L1, L2 Lusztig defined a natural action of B on V which permutes
the weight spaces of V according to the action of the Weyl group on the
weights. In particular the zero weight space is stable under this action, and
our main result is that in the case of g s sl , there is a class of simplen
 .U sl -modules for which the restricted action of B on the zero weightn n
space is irreducible. For n G 3 this class of modules includes a two
parameter family with a simple combinatorial description, which in the
 .case n s 3 coincides with the set of all simple U sl -modules with a3
non-trivial zero weight space. As a corollary, we find that for each
3 F n g N and p g N, there is an irreducible B -module of dimensionn
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1. PRELIMINARIES
We collect here some basic definitions and well-known results which we
will need. Although we will only be dealing with the case g s sl , then
action of the braid groups corresponding to other Lie algebras can also be
studied, and so we present definitions and results in a more general
w xsetting. The references for this section are L1, L2 .
1.1. Quantized En¨eloping Algebras
Let ¨ be an indeterminate and, for n g N and 0 - d g N, define
w x  dn ydn.  d yd. w x! n w xn s ¨ y ¨ r ¨ y ¨ and n s  k .d d ks1 d
 .  .Let A s a be a Cartan matrix, and let d , . . . , d be thei j 1F i, jF n 1 n
 4vector with d g 1, 2, 3 and d q ??? qd minimal such that the matrixi 1 n
 .d a is symmetric. The quantized en¨eloping algebra corresponding to A isi i j
 . y1then the C ¨ -algebra U defined by the generators E , F , K , Ki i i i
 .1 F i F n and the relations
K K s K K , K Ky1 s Ky1K s 1,i j j i i i i i
K E s ¨ di ai j E K , K F s ¨yd i ai j F K ,i j j i i j j i
K y Ky1i i
E F y F E s d ,i j j i i j d ydi i¨ y ¨
l k .  l .y1 E E E s 0 if i / j, . i j i
kqls1yai j
l k .  l .y1 F F F s 0 if i / j, . i j i
kqls1yai j
k . k w x! k . k w x!where E s E r k and F s F r k .i i d i i di i
 .If g is the Lie algebra corresponding to A, then we will often write U g
to denote the quantized enveloping algebra corresponding to A.
 .It is well known that the category of type I integrable highest weight
 .U g -modules is isomorphic to the category of integrable highest weight
 .g-modules. In particular, the simple highest weight U g -modules are
parametrized by the dominant weights of g , and the dimensions of weight
spaces of those modules are given by the dimensions of the weight spaces
of the corresponding g-modules.
1.2. Braid Group Action
 .  .Let A s a be a Cartan matrix. For k g N write ab si j 1F i, jF n k
abab . . . for the product containing k terms, and for a a s 0, 1, 2, or 3,i j ji
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let m s 2, 3, 4, or 6, respectively. Then the braid group B correspondingi j
to A is defined by the presentation
B s T , T , . . . , T T T s T T . .  . ;1 2 n i j j im mi j ji
Let U be the quantized enveloping algebra corresponding to A, and
let V be an integrable U-module. For 1 F i F n and k g Z, let V si, k
 di k 4 w xx g V ¬ K x s ¨ x . Following L2, 5.2.1 , we definei
b d yacqb. a. b. c.iT x s y1 ¨ F E F x , .  .  .i i i i
aybqcsk
 .for x g V , and extend T to C ¨ -endomorphisms of V. Note that only ai, k i
finitely many terms in the sum are non-zero since E and F are locallyi i
nilpotent.
w xLEMMA 1.2.1 L2, Chap. 37 . The endomorphisms T , 1 F i F n, satisfyi
the braid relations.
Thus we have a natural action of B on the integrable U-modules, and in
particular on the finite dimensional simple U-modules.
 i.  .w "1 xConsider the special case where U s C ¨ F , K , E ; U is a copyi i i
 .  i.of U sl , and V is an irreducible U -module of dimension l q 1. If we2
denote by j the highest weight vector in V, then a basis of V is given by
 2.  l . 4the set j , F j , F j , . . . , F j , and we have the following explicit for-i i i
mula, due to Lusztig, for the action of T on this basis.i
w xPROPOSITION 1.2.2 L2, 5.2.2 . Let V be as abo¨e with the highest weight
  j. .  . j d i lyjq1. j  lyj.¨ector j . Then T F j s y1 ¨ F j .i i i
2. IRREDUCIBILITY OF THE BRAID GROUP ACTION
From now on we take A to be the Cartan matrix of type A , so thatn
g s sl , and denote by B the corresponding braid group. Ournq1 nq1
approach for studying the action of B on the zero weight space ofnq1
 .simple U sl -modules is inductive in nature, and it relies on thenq1
explicit description, due to Gelfand and Zetlin, of the way in which the
 .  .simple U sl -modules decompose as a direct sum of simple U sl -nq1 n
submodules.
 .2.1. Gelfand]Zetlin Bases for U sl nq1
 .The treatment of the Gelfand]Zetlin bases for the simple U sl -nq1
w xmodules given here will be that of UTS , the approach of which in turn,
REPRESENTATIONS OF BRAID GROUPS 901
w xclosely parallels the treatment for the classical case given in Z . The
rather unnatural notation we adopt for the dominant weights of sl ,nq1
which reflect their origins in the gl case of Gelfand and Zetlin, will benq1
seen to be more than justified for their combinatorial usefulness in what
w xfollows. For details the reader is referred to UTS, Z .
 .  .Let F be the set of n q 1 -tuples m s m G m G ??? G m gn n 0, n 1, n n, n
Nnq1. Then each m g F can be seen to represent a dominant weightn n
 . nm y m , m y m , . . . , m y m g N of sl . Of course0, n 1, n 1, n 2, n ny1, n n, n nq1
m and mX represent the same dominant weight of sl if and only ifn n nq1
m s mX q k for 0 F i F n and some fixed k g Z. With this in mind, wei, n i, n
will use the elements of F as the dominant weights of sl , and writen nq1
 .  .V m for the simple U sl -modules they determine.n nq1
 . < <For m s m , m , . . . , m g F write m s  m for then 0, n 1, n n, n n n 0 F iF n i, n
 .norm of m , and if m s m , m , . . . , m g F , writen ny1 0, ny1 1, ny1 ny1, ny1 ny1
m $ m if and only if m F m F m for 0 F i F n y 1. Moreny1 n iq1, n i, ny1 i, n
generally, given i - n and m g F , write m $ m if and only if therei i i n
 .exists a sequence m , m , . . . , m g F = F = ??? = Fiq1 iq2 ny1 iq1 iq2 ny1
such that m $ m $ ??? $ m $ m . A sequence of vectors m si iq1 ny1 n
 .m , m , . . . , m g F = F = ??? = F will be called an ny 1 0 n ny 1 0
Gelfand]Zetlin scheme if it satisfies the condition m $ m for 0 F i Fi iq1
n y 1.
For 0 F j F i F n, the lowering operators D are defined inductively asi, j
follows: D s 1, D s F , and if j - i y 1,i, i i, iy1 i
 :  :D s K q i y j F D y K q i y j y 1 D F ,i , j j , iy1 i iy1, j j , iy1 iy1, j i
 :  t yt y1. where K s  K , and K q t s ¨ K y ¨ K r ¨ yr , s rq1F t F s t r , s r , s r , s
y1 .¨ .
 . iq1 a a 0 a1 a iGiven a s a , a , . . . , a g N , we set D s D D ??? D , and0 1 i i i, 0 i, 1 i, i
 .for a given Gelfand]Zetlin scheme m s m , m , . . . , m , we letn ny1 0
D m s D m1ym 0 D m2ym 1 ??? D mnym ny 1 ,1 2 n
 .where m y m s m y m , m y m , . . . , m y m .i iy1 0, i 0, iy1 1, i 1, iy1 iy1, i iy1, iy1
Then we have the following two results, first established by Gelfand and
Zetlin for gl , and extended to the quantum case by Jimbo.nq1
 .w "1 xTHEOREM 2.1.1. Let U s C ¨ F , K , E ¬ 1 F j F i , for 0 F i F n,i j j j
 .  .be a chain of subalgebras in U sl , where we set U s C ¨ . Let m g F ,nq1 0 i i
 .and let V m be the corresponding simple U -module. Then as a U -modulei i iy1
 .  .  .V m decomposes as the direct sum V m s V m .[i i iy1m $ miy1 i
w xProof. See UTS, Theorem 6 .
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 .  .Starting with a simple U sl -module V m and applying the abovenq1 n
 Xtheorem successively we see that the Gelfand]Zetlin schemes m9 s m %n
X X . Xm % ??? % m , with m s m , give rise to a parametrization for a basisny1 0 n n
 .of V m since the restriction process stops at irreducible U -modulesn 0
which are one-dimensional. The connection between the basis so obtained
and the lowering operators described above is contained in the following.
 .THEOREM 2.1.2. Let m be a dominant weight for U sl , and let j ben nq1
 . < : m9the highest weight ¨ector of V m . Then the ¨ectors m9 s D j , for eachn
X  .Gelfand]Zetlin scheme m9 with m s m , form a basis for V m .n n n
w xProof. See UTS, Proposition 7 .
The basis obtained above will be referred to as the Gelfand]Zetlin
 .basis. It is orthogonal relative to a natural inner product in V m , and isn
 . < :compatible with inclusions U ª U sl in the sense that m belongs toi nq1
the irreducible U -submodule of highest weight m for all 1 F i F n.i i
2.2. Some Consequences
 .We now turn to the action of U sl on the Gelfand]Zetlin basis.nq1
The action of the Chevalley generators on the Gelfand]Zetlin basis was
w x w xfirst computed by Gelfand and Zetlin GZ for gl , and by Jimbo J fornq1
 .U gl . A trivial modification of Jimbo's results yields the action of thenq1
"1  .Chevalley generators E , F , and K of U sl .i i i nq1
 .For each Gelfand]Zetlin scheme m s m , m , . . . , m and 1 F i F n,n ny1 0
we define the i-truncated Gelfand]Zetlin scheme of m by m i. s
  i.  i.  i..  i.  i.m , m , . . . , m , where m s m if i F j F n, and m s m forn ny1 0 j j k , j k , i
 . 0 F k F j F i. Next we define m " d j , with 0 F i F j F n, by m "i
 ..  .  .   ..  .d j s m if r, s / i, j , and m " d j s m " 1. If m " d ji r , s r , s i i, j i, j i
<  .:is not a Gelfand]Zetlin scheme we set m " d j s 0. Finally, definei
n m y m ! m y m y 1 !Ã Ã Ã Ãi , k j , ky1 i , k j , k
N s ,  m  5m y m ! m y m y 1 !Ã Ã Ã Ãks1 0FiFjFky1 0Fi-jFki , ky1 j , ky1 i , ky1 j , k
where m s m y i.Ã i, k i, k
PROPOSITION 2.2.1. The generators E , F , and K act on thei i i
Gelfand]Zetlin basis according to the formulae
< :  < m iy1 <y < m iy2 <.y < m i <y < m iy1 <. < :K m s ¨ m ,i
< : < :E m s a m q d i y 1 , .i mqd  iy1. , m jj
0FjFiy1
a Nm , myd  iy1. mj< : < :F m s m y d i y 1 , .i jNmyd  iy1.0FjFiy1 j
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where
N  iy1.m
a s .mqd  iy1. , mj
 iy1.m y m q i y j Nj , iy1 iy1, iy1 m qd  iy1.j
w xProof. The formulae for E and F are essentially those given in UTS ,i i
"1 "1 e ye "1iy1 i .and the formulae for K are obtained by using K s q .i i
< :In the literature the vectors m are usually normalized to produce an
 .orthonormal basis for V m . However, doing so necessitates introductionn
 .of square roots, which in turn would entail an extension of the field C ¨ .
Since the lengths of the vectors do not play any role in what follows, we
< :  .will maintain unnormalized vectors m and the field C ¨ .
For m g F , 1 F i F n, and r g N, letn
S m , i , r ."
s m9 g F ¬ mX s m if j / i y 1, m $ mX $ m , n j j iy2 iy1 i
X X" m y m G 0, and " m y m s r . .  . 4j , iy1 j , iy1 iy1 iy1
The above proposition has the following interesting corollaries.
COROLLARY 2.2.2. The action of the Che¨alley generators e and f ofi i
sl ha¨e the positi¨ ity propertynq1
r < : < : r < : < :e m s c m9 , f m s d m9 , i m9 i m9
 .  .m9gS m , i , r m9gS m , i , rq y
 .where c , d ) 0. In particular, for the generators E and F of U slm9 m9 i i nq1
we ha¨e
 r . < : < :  r . < : < :E m s C m9 , F m s D m9 , i m9 i m9
 .  .m9gS m , i , r m9gS m , i , rq y
where C , D / 0.m9 m9
Proof. This follows immediately from the proposition above since,
< <under the specialization ¨ ¬ 1, a ) 0 and N ) 0 when-¨s1¨s1 mmqd  iy1., mj
 .ever m q d i y 1 and m are Gelfand]Zetlin schemes.j
q  k . < : 4 m iq. < :COROLLARY 2.2.3. Let m s max k g N ¬ E m / 0 . Then E mi i i
< : X Xis a non-zero multiple of m9 , where m s m for j / i y 1, and m sj j j, iy1
 . y min m , m for 0 F j F i y 1. Similarly let m s max k g N ¬j, i jy1, iy2 i
k . < : 4 m iy. < : < : YF m / 0 . Then F m is a non-zero multiple of m0 , where m s mi i j j
Y  .for j / i y 1, and m s max m , m for 0 F j F i y 1.j, iy1 jq1, i j, iy2
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 .2.3. Decomposition of V m as a B -Modulen 0 n
 .  .By Theorem 2.1.1, V m has the decomposition V m sn n
 .[ V m as a U -module. The decomposition is not multi-ny1 ny1m $ mny 1 n
plicity free in general since, as remarked in Section 2.1, we may have
V ( V X without m and mX being equal. However, we willm m ny1 ny1ny 1 ny1
shortly see that this problem with multiplicities can be resolved once we
restrict to zero weight spaces.
 .  .Let V m be the zero weight space of V m . Then we have then 0 n
following consequences of Theorem 2.2.1.
 .LEMMA 2.3.1. If V m / 0, then there exists p g N such that the basisn 0
 . < : < <  .of V m consists of ¨ectors m such that m s i q 1 p for 0 F i F n.n 0 i
< :  .Proof. Since the vectors m are weight vectors, a basis for V mn 0
 .consists of a subset of the Gelfand]Zetlin basis for V m which aren
< :  . < :of weight zero. Now if m g V m then K m sn 0 i
 < m iy1 <y < m iy2 <.y < m i <y < m iy1 <. < : < :¨ m s m for 1 F i F n. Putting i s 1, we find
< < < < < <  . < <m s 2 m , and proceeding by induction we find m s i q 1 m . The1 0 i 0
< <result now follows since m , and hence m , is fixed.n n
 .  . < <COROLLARY 2.3.2. V m / 0 if and only if n q 1 ¬ m .n 0 n
< <  .Proof. If m s n q 1 p for some p g N, then it is easy to constructn
< <  .a sequence m % m % m % ??? % m such that m s i q 1 p forn ny1 ny2 0 i
 .  . < <all i. Hence V m / 0 if n q 1 ¬ m .n 0 n
< <  .Given m g F such that m s n q 1 p for some p g N, letn n n
< <S m s m g F ¬ m $ m and m s i q 1 p 4 .  .i n i i i n i
 .  4for 0 F i F n y 1, and define S m s m . The problem of multiplici-n n n
ties can now be resolved.
 .  .PROPOSITION 2.3.3. We ha¨e V m s V m . Fur-[n 0 ny1 0m g S  m .ny 1 ny1 n
thermore, the decomposition is multiplicity free in the sense that if m , mXny1 ny1
 .  .  X .g S m , then V m ( V m as U -modules if and only ifny1 n ny1 ny1 ny1
m s mX .ny1 ny1
Proof. The first statement follows directly from the definition of
 .  .S m and Lemma 2.3.1. For the second statement, note that V mny1 n ny1
 X . X( V m as U -modules if and only if m s m q k, for 0 F iny1 ny1 i, ny1 i, ny1
X  .F n y 1 and k g Z. However, for m , m g S m , this is possibleny1 ny1 ny1 n
X < < < X <if and only if m s m , as we require m s np s m . Thisny1 ny1 ny1 ny1
completes the proof.
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 .2.4. The Graph G mn
< <  .Let m g F such that m s n q 1 p for some p g N. Then to m wen n n n
 .  .attach a graph, G m , as follows. The vertices of G m are the elementsn n
 . Xof S m , and the vertices m and m are joined by an edge if andny1 n ny1 ny1
 .  X .only if S m l S m / B.ny2 ny1 ny2 ny1
 .LEMMA 2.4.1. G m is connected for n G 1.n
 .Proof. The case n s 1 is trivial since in that case G m consists of an
single vertex. So assume n G 2. Then by an argument analogous to that of
w  .x XM, 1.15 it is enough to show that vertices m and m are joined byny1 ny1
X  4 Xan edge whenever m s m for all k f i, j , m s m " 1,k , ny1 k , ny1 i, ny1 i, ny1
X X  .and m s m . 1. If m s p, p, . . . , p , then the conditionj, ny1 j, ny1 ny1
m G m G ??? G m implies that m s p q 1 and0, ny1 1, ny1 ny1, ny1 0, ny1
 .  .m s p y 1. In this case, we have p, p, . . . , p g S m lny1, ny1 ny2 ny1
 X .  .S m . The case m s p, p, . . . , p is considered in a similar way.ny2 ny1 ny1
 . X  .Thus we may assume that m / p, p, . . . , p and m / p, p, . . . , p ,ny1 ny1
whence mX ) p ) mX and m ) p ) m . Without loss0, ny1 ny1, ny1 0, ny1 ny1, ny1
of generality, we may assume m s mX q 1 and m s mX yi, ny1 i, ny1 j, ny1 j, ny1
X  4 1, where i - j, and m s m for k f i, j . Consider S s m gk , ny1 k , ny1 ny2
X 4F ¬ m $ m and m $ m . Then we need to show that thereny2 ny2 ny1 ny2 ny1
< <  . min maxexists m g S with the property m s n y 1 p. Let m and mny2 ny2 ny2 ny2
be elements of S with minimum and maximum norms, respectively. Then
we find
np y mX y 1 if j - n y 1,ny1, ny1maxm s Xny2  np y m if j s n y 1,ny1, ny1
Xnp y m q 1 if i ) 0,0, ny1minm s Xny1  np y m if i s 0.0, ny1
< max < X < min <In every case, we have that m G np y m y 1 and m F npny2 ny1, ny1 ny2
X X X < min <y m q 1. Since m - p - m , we have that m F np y0, ny1 ny1, ny1 0, ny1 ny2
X  . < max < X  .m q 1 F n y 1 p, and m G np y m y 1 G n y 1 p.0, ny1 ny2 ny1, ny1
< min <And since there exists m g S of norm r, for every r between mny2 ny2
< max < < <and m , we conclude that there exists m g S such that m sny2 ny2 ny2
 .n y 1 p. This completes the proof.
2.5. Main Lemmas
In this section we state and prove some results which establish the
 .  .connection between G m and the B -module V m . But first we layn nq1 n
down some notation and groundwork.
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n.  .w "1 x  .  .Let U s C ¨ F , K , E ; U sl be a copy of U sl gener-n n n nq1 2
"1  . n.ated by F , K , and E and consider V m as a U -module. Then forn n n n
each
l s l % l % ??? % l g F = F = ??? = F , .ny2 ny3 0 ny2 ny3 0
we have, by Proposition 2.2.1, that
< :W l s C ¨ ? m9 .  .
X X
m9 : m sm , l $m $m ,n n ny2 ny1 n
X  .m sl 0FiFny2i i
n.  . "1is a U -submodule of V m , since F , K , and E only affect the mn n n n ny1
< :  .  .component of m . It is clear that V m s W l . Fix a weight[n l
< <  .m g F such that m s n q 1 p for some p g N, and letn n n
L s l g F = F = ??? = F ¬ l g S m ,  .ny2 ny3 0 ny2 ny2 n
and l g S l .4 .i i iq1
 .  .  .LEMMA 2.5.1. W l l V m / 0 if and only if l g L, and V mn 0 n 0
 .s W l .[ 0lg L
< .:  .  .Proof. If m , m , . . . , m g W l l V m then, by Lemma 2.3.1n ny1 0 n 0
 .and the definition of L, we have l s m , . . . , m g L. Conversely ifny2 0
l g L, then an argument similar to that used in Lemma 2.4.1 produces a
< :  .  .vector m g W l l V m .n 0
 . n.  .Now fix l g L, and consider W l . As a U -module, W l decom-
 .  .  .poses as a direct sum W l s W l, a , where W l, a is isomorphic[a
 .to the irreducible U sl -module of highest weight 2n . Note that only the2 a
< :even highest weights appear in the sum since, by Proposition 2.2.1, K mn
2 < m ny 1 <y < m n <y < m ny 2 < < : < :  . < <  .s ¨ m , and for m g W l we have m s n q 1 pn
< <  . < : 2 < m ny 1 <yn p. < :and m s n y 1 p, so that K m s ¨ m . Now for each any2 n
 .let 0 / j g W l, a be the highest weight vector. Then, in particular,l, a
 .  . na . na . na w xwe have W l s C ¨ ? F j , where F s F r n !.[0 n l, a n n aa
 .LEMMA 2.5.2. Let a ha¨e the property that n s max n . Thenl a al
 .  .  . < :W l, a occurs in W l with multiplicity one, and j g C ¨ ? m9 ,l l, alX X  . Xwhere m s m , m s min m , l for 1 F i F n y 1, m sn n i, ny1 i, n iy1, ny2 0, ny1
m , and mX s l for 0 F j F n y 2.0, n j j
< :  . YProof. Let m0 g W l . Then by definition we have m s m , andn n
mY s l for 0 F i F n y 2 so that mY is fixed for all i / n y 1. Now byi i i
< : 2 < mYny1 <y < mYn <y < mYny2 <. < Y: Y YProposition 2.2.1, K m0 s ¨ m , and as m and mn ny2 n
 .are fixed, the vectors in W l with the highest weight, with respect to K ,n
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< Y: < Y < < :are m with m maximal. However, there is a unique vector m9 withny1
< X < Xmaximal m satisfying the condition l $ m $ m , and it isny1 ny2 ny1 n
precisely the one given in the statement of this lemma. It is clear that this
< : n.  .m9 is a highest weight vector for an irreducible U -submodule of W l ,
< :  .and the uniqueness of m9 implies that W l, a occurs with multiplicityl
one. This completes the proof.
The modules over the braid group B are, in general, not completelynq1
 .reducible. However for the situations that we consider, namely V m , forn 0
 .certain m g F see Theorem 2.6.1 , and B -submodules thereof we willn n n
find that we can nevertheless decompose the spaces into a direct sum of
irreducible B -submodules, and this will play a crucial role in our inductiven
process. Our ability to obtain such a decomposition is facilitated by
wthe following algebraic lemma, found, for example, in B, Sect. 3, Proposi-
xtion 9 .
LEMMA 2.5.3. Let V be a module o¨er an algebra A such that it permits a
decomposition, V s V , into irreducible A-submodules. Then any[ vv g V
A-submodule W ; V is a direct sum of its isotypic components. In particular,
if the decomposition is multiplicity free then we ha¨e W s V .[ vv g V9; V
We make an immediate use of this lemma.
LEMMA 2.5.4. Let m g F be a dominant weight such that, in then n
 .  .  .decomposition V m s V m , the modules V m[n 0 ny1 0 ny1 0m g S  m .ny 1 ny1 n
are irreducible and pairwise non-isomorphic as B -modules. Suppose M ;n
 . < : < .:V m is a B -submodule. Then if m s m , m , . . . , m g M, wen 0 nq1 n ny1 0
 X .Xha¨e V m ; M.[ ny1 0m $ m g S  m .ny 2 ny1 ny1 n
 .Proof. Let l s m , m , . . . , m . Then by Lemma 2.5.1, we haveny2 ny3 0
< :  . < :l g L and m g W l . Hence, using Lemma 2.5.2, we can write m as0
< : na .  .la sum m s cF j q z , where z g W l, a . Compar-[n l, a 0a < n - n 4l a aling Corollary 2.2.3 and Lemma 2.5.2 we have, in the notation of Corollary
q na . < :  . na .l l2.2.3, m s n and so 0 / E m g C ¨ ? j . Since E z s 0, thisn a n l, a nl l
 .implies c / 0. Furthermore since W l, a occurs with multiplicity one, upl
na .  .lto a non-zero scalar, F j is the unique T -eigenvector in W l withn l, a n 0l
 .na na na q1 .l l lthe eigenvalue y1 ¨ , and since M is T -invariant, we concluden
that F nal.j g M. Now, by Corollary 2.2.2 we may write F nal.j sn l, a n l, al l
X X X  X .X X c ¨ , where ¨ g V m and all c / 0.m $ m g S  m . m mm ny1 0 mny 2 ny1 ny1 n ny1 ny1ny1 ny1
Regarding M as a B -module we then have, by Lemma 2.5.3, that ¨ X g Mn m ny 1X  .  X .for all m $ m g S m , and as V m are irreducible B -ny2 ny1 ny1 n ny1 0 n
 X . Xmodules we conclude that V m ; M for all m $ m gny1 0 ny2 ny1
 .S m . This completes the proof.ny1 n
 .  .An important connection between G m and the B -module V m isn nq1 n
given by the following.
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 .  .PROPOSITION 2.5.5. Suppose V m s V m is a[m g S  m .n 0 ny1 0ny 1 ny1 n
 .decomposition of V m as in Lemma 2.5.4, and let M be a B -submod-n 0 nq1
 .  .  .ule of V m such that V m ; M for some m g S m . Thenn 0 ny1 0 ny1 ny1 n
 X . X  .V m ; M for all m in the path-component of m in G m .ny1 0 ny1 ny1 n
X  .Proof. It is enough to consider m g S m which are adjacent tony1 ny1 n
 .  .m in the graph G m . But then by the definition of the edges in G mny1 n n
X  .  X .there exists m g S m l S m , and it is easy to checkny2 ny2 ny1 ny2 ny1
 X X X .that we can find a sequence m % m % ??? % m g F = Fny3 ny4 0 ny3 ny4
< : < X X X .:  .= ??? = F such that m9 s m , m , m , m , . . . , m g V m .0 n ny1 ny2 ny3 0 n 0
< :  X .Now m9 g M, and so by Lemma 2.5.4 we have V mny1 0
Y .X Y; V m ; M. The result now follows.[ ny1 0m $ m g S  m .ny 2 ny1 ny1 n
2.6. The Main Theorem
We can now state and prove our main result.
< <  .THEOREM 2.6.1. Let m g F such that m s n q 1 p for some p gn n n
X  .  .N. Suppose that for all i, 2 F i F n, and m , m g S m , we ha¨e S mi i i n iy1 i
 X . X  .s S m if and only if m s m . Then for all i, 1 F i F n, we ha¨e V miy1 i i i i 0
X  .  .is an irreducible B -module. Further, for m , m g S m , we ha¨e V miq1 i i i n i 0
 X . X( V m as B -modules if and only if m s m .i 0 iq1 i i
 .Proof. Fix m satisfying the given conditions, and consider m g S m .n i i n
 .We proceed by induction on i. If i s 1, we are in the case of U sl -mod-2
ules. Irreducibility is clear since the zero weight space is 1-dimensional.
 .  X . < < < X <Next, two B -modules V m and V m , with m s m s 2 p, are1 1 0 1 0 1 1
isomorphic if and only if m s mX since, by Proposition 1.2.2, T acts as1 1 1
 .a aaq1.  .a9 a9a9q1.  .scalars y1 ¨ and y1 ¨ , respectively, on V m and1 0
 X .  .  X X .V m , where a s m y m r2 and a9 s m y m r2, and a s a91 0 0, 1 1, 1 0, 1 1, 1
X < < < X <if and only if m s m as m s m .1 1 1 1
Now suppose the result is true for i, where 1 F i F n y 1, and consider
 .  .  .m g S m . Recall that V m s V m , as a B -[iq1 iq1 n iq1 0 i 0 iq1m g S  m .i i iq1
module. By inductive hypothesis, each summand is an irreducible B -iq1
module, and the decomposition is multiplicity free as a B -module.iq1
 .We first show that V m is irreducible under the B -action. Foriq1 0 iq2
 .this, let 0 / M ; V m be a B -submodule. Then regarding M as aiq1 0 iq2
 .B -module, we have by Lemma 2.5.3 that V m ; M for some m giq1 i 0 i
 .  X .S m . But then by Proposition 2.5.5 we have that V m ; M fori iq1 i 0
X  .  .all m in the path component of m in G m , and since G mi i iq1 iq1
 .is connected by Lemma 2.4.1, we conclude that V m siq1 0
 .  .[ V m ; M. This proves the irreducibility of V m un-m g S  m . i 0 iq1 0i i iq1
der the B -action.iq2
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X  . XFinally, suppose m , m g S m such that m / m . Then byiq1 iq1 iq1 n iq1 iq1
 .  X .assumption on m , we have S m / S m . Without loss of general-n i iq1 i iq1
 .  X .ity we may assume there exists m g S m y S m . But theni i iq1 i iq1
 .  X .  Y .  X .X Y XV m s V m \ V m s V m as[ [iq1 0 i 0 i 0 iq1 0m g S  m . m g S  m .i i iq1 i i iq1
 .B -modules since the B -module V m appears as a summand iniq1 iq1 i 0
 .  X .V m but does not appear in V m , and by inductive hypothesisiq1 0 iq1 0
 .  X . X  .  X .V m ( V m if and only if m s m . Thus V m \ V m asi 0 i 0 i i iq1 0 iq1 0
B -modules. This completes the proof.iq2
We now give examples of m which satisfy the conditions of then
preceding theorem.
< <COROLLARY 2.6.2. Let m g F . If m s 3 p for some p g N, then m2 2 2 2
 .has the property described in Theorem 2.6.1. Thus the action of B on V m3 2 0
 .is irreducible for e¨ery simple U sl -module with a non-tri¨ ial zero weight3
space.
Proof. The conditions of Theorem 2.6.1 place no further restrictions on
m g F , and the corollary follows.2 2
LEMMA 2.6.3. Let n G 2, and let
m s a, p , p , . . . , p , b , c g F , .n n
mX s a9, p , p , . . . , p , b9, c9 g F , .n n
< <  . < X <such that m s n q 1 p s m , and for n s 2 assume further thatn n
 .  .  X . Xmax b, b9 F p. Then S m s S m if and only if m s m .ny1 n ny1 n n n
Proof. Suppose m / mX . We will construct a m g F such thatn n ny1 ny1
 .  X .  X .  .m g S m y S m , or m g S m y S m . Con-ny1 ny1 n ny1 n ny1 ny1 n ny1 n
sider first the case when b s b9. Then since a q b q c s 3 p s a9 q b9 q
c9, we have a q c s a9 q c9, or equivalently, a y a9 s c9 y c. By symme-
try, we may assume without loss of generality that a ) a9 and c - c9, as
m / mX by assumption. Letn n
S s m g F ¬ m s c ny1 ny1 ny1, ny1
and m F m F m 0 F i F n y 1 .4 .iq1, n i , ny1 i , n
Then we have m $ m but m t mX for all m g S. It remains tony1 n ny1 n ny1
< < minshow that there exists m g S such that m s np. Let m andny1 ny1 ny1
mmax be the elements in S with the minimum and maximum norms,ny1
respectively. Then we find
< min < < max <m s n q 1 p y a F np and m s n q 1 p y b G np. .  .ny1 ny1
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Since there exists m in S of norm r, for every r between the minimumny1
and maximum norms, we conclude that there exists m g S with theny1
< <  .  X .property m s np, and hence m g S m y S m . Considerny1 ny1 ny1 n ny1 n
now the case where b / b9. Without loss of generality, we may assume
b ) b9. Let
S9 s m g F ¬ m s b ny1 ny1 ny1, ny1
and m F m F m 0 F i F n y 1 .4 .iq1, n i , ny1 i , n
Then, as before, we have m $ m but m t mX for all m g S9,ny1 n ny1 n ny1
< <and we need to show that there exists m g S9 such that m s np.ny1 ny1
A similar computation gives
< min < < max <m s n q 1 p y 3 p q 2b m s n q 1 p y c .  .ny1 ny1
s np y 2 p y b G np. .
F np, since b F p ,
 .  X .It follows that there exists m g S m y S m , and this com-ny1 ny1 n ny1 n
pletes the proof.
COROLLARY 2.6.4. Let n G 2, and let
m s a, b , p , p , . . . , p , c g F , .n n
mX s a9, b9, p , p , . . . , p , c9 g F , .n n
< <  . < X <such that m s n q 1 p s m , and for n s 2 assume further thatn n
 .  .  X . Xmin b, b9 G p. Then S m s S m if and only if m s m .ny1 n ny1 n n n
Proof. An argument similar to that of the preceding lemma applies.
For weights m g F of the form given in Lemma 2.6.3 respectivelyn n
.  .Corollary 2.6.4 , note that the elements in S m again have the formi n
 .given in the lemma respectively corollary for all 2 F i F n. Thus we have
the following
 . PROPOSITION 2.6.5. Let m s a, p, p, . . . , p, b, c or a, b, p, p, . . . ,n
.  .p, c g F , with a q b q c s 3 p. Then V m is an irreducible B -mod-n n 0 nq1
ule.
So we ha¨e a two parameter family of irreducible B -modules for n G 2.nq1
 .  .COROLLARY 2.6.6. Let m s 2 p, p, p, . . . , p, 0 . Then V m is ann n 0
n q p y 1 .irreducible B -module of dimension . In particular there is anpnq1
irreducible B -module of arbitrarily large dimension.nq1
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Proof. The irreducibility follows from Proposition 2.6.5, and for the
 .dimension note that we have a parametrization for the basis of V mn 0
given by the set
a , a , . . . , a ¬ 2 p G a G a G ??? G a G p . 4 .ny1 ny2 1 ny1 ny2 1
Since there is a bijection between this set and the set of monomials of
n q p y 1 .  .degree n y 1 in p q 1 variables, we conclude that dim V m s .pn 0
We give an example of m g F which satisfies the conditions of3 3
Theorem 2.6.1 but is not of the form given in Proposition 2.6.5. Let
 .m s 5, 5, 2, 0 so that p s 3. Then3
S m s m s 5, 4, 0 , mX s 5, 3, 1 , mY s 5, 2, 2 , 4 .  .  .  .2 3 2 2 2
S m s 5, 1 , 4, 2 , S mX s 5, 1 , 4, 2 , 3, 3 , 4  4 .  .  .  .  .  .  .1 2 1 2
S mY s 4, 2 . 4 .  .1 2
 .Thus m satisfies the conditions of Theorem 2.6.1, and V m is an3 3 0
 .irreducible B -module. Note that in G m every vertex is joined to the4 3
other two vertices.
Remark 2.6.7. By specializing ¨ ¬ z , where z g C= is not a root of
unity, we obtain a class of simple B -modules over C parametrized by anq1
 .pair m , z , where m g F satisfies the conditions of Theorem 2.6.1.n n n
Remark 2.6.8. It would be interesting to determine the necessary and
 .sufficient conditions under which V m is an irreducible B -module. Itn 0 nq1
 .seems likely that the result is true for all m such that V m / 0.n n 0
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