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KAPITEL 1
Einfu¨hrung in die evolutiona¨re Spieltheorie
Die Anfa¨nge der Spieltheorie liegen im Jahr 1944, als John von Neumann und
Oskar Morgenstern, die Begru¨nder dieser Theorie, ihr Buch The Theory of Games
and Economic Behavior [27] vero¨ffentlichten. In diesem Buch u¨bertragen sie Pro-
bleme bei Gesellschaftsspielen, wie Schach oder Poker, auf o¨konomische Entschei-
dungsfragen. Allgemein kann man Entscheidungssituationen betrachten und mit der
Spieltheorie herausfinden, welche Entscheidungsmo¨glichkeit, rational betrachtet, die
beste oder zumindest eine gute ist. So kann man zum Beispiel eine beru¨hmte Szene
aus dem Film Rebels without a cause spieltheoretisch betrachten. Die zwei Konkur-
renten Jim alias James Dean und Buzz fu¨hren dort eine Mutprobe durch. Beide
rasen in einem gestohlenen Auto auf eine Klippe zu, derjenige, der sich als erster aus
dem fahrenden Wagen wirft, verliert, ist das chicken, also der Feigling, der andere
genießt den Ruf als Helden. Diese Mutprobe kann man als symmetrisches Bimatrix-
Spiel betrachten.
Definition 1. Unter einem symmetrischen n × n-Bimatrix-Spiel in Normal-
formdarstellung versteht man ein Spiel zwischen zwei Spielern (I, II), die jeweils
n Strategien (e1,...,en) zu Verfu¨gung haben, und deren Auszahlungen gegeben ist
durch folgende Matrix:
e1 e2 · · · ei · · · en
e1 (a11, a11) (a12, a21) · · · (a1i, ai1) · · · (a1n, an1)
e2 (a21, a12) (a22, a22) · · · (a2i, ai2) · · · (a2n, an2)
...
...
...
... .
...
...
...
ei (ai1, a1i) (ai2, a2i) · · · (aii, aii) ... (ain, ani)
...
...
...
...
...
...
...
en (an1, a1n) (an2, a2n) · · · (ani, ain) · · · (ann, ann)
(1.1)
Dabei gibt hier der erste Eintrag in der Klammer immer die Auszahlung fu¨r Spie-
ler I an und der zweite die Auszahlung fu¨r Spieler II. Die Symmetrie des Spiels
macht sich insofern bemerkbar, als die Auszahlungsmatrix P des Spielers I gleich
der transponierten Auszahlungsmatrix PT des Spielers II ist. Also P = PT
Angenommen Jim spielt chicken, springt also als erster aus dem Auto, und Buzz
erst nach ihm, dann wird er fu¨r lange Zeit als Feigling dastehen und verliert viel
Ansehen. Falls er aber sitzen bleibt, und Buzz ebenfalls diese Strategie gewa¨hlt
hat, werden beide in den Abgrund stu¨rzen und sterben, was sicherlich als gro¨ßerer
Verlust gewertet werden kann, als fu¨r immer als Feigling abgestempelt zu werden.
Wenn beide gleichzeitig aus dem Auto springen, beide also die Strategie chicken
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gewa¨hlt haben, sind beide gleich feig und keiner muss sich vom anderen seine Feigheit
vorhalten lassen. Die beste Variante fu¨r Jim ist natu¨rlich jene, bei der Buzz vor
ihm aus dem Wagen springt und er sich als Held bru¨sten kann. Bei der Mutprobe
zwischen Jim und Buzz handelt es sich um ein symmetrisches 2 × 2-Bimatrixspiel,
die Auszahlungsmatrix muss also folgende Gestalt haben:
JB sitzen bleiben chicken
sitzen bleiben (a, a) (b, c)
chicken (c, b) (d, d)
(1.2)
Um den Annahmen fu¨r das Chicken-Spiel gerecht zu werden muss die Anordnung
der Auszahlungen also in der Relation a < c < d < b stehen. Die Spielmatrix sei
folgendermaßen gegeben:
JB sitzen bleiben chicken
sitzen bleiben (−1,−1) (2, 0)
chicken (0, 2) (1, 1)
(1.3)
Doch wie sollten sich die beiden jetzt rational verhalten? Angenommen Jim bleibt
mit Wahrscheinlichkeit x sitzen und Buzz mit Wahrscheinlichkeit y. Dann ist die
Auszahlung B(x, y) fu¨r Buzz gegeben durch
B(x, y) = −1xy+ 0x(1− y) + 2(1− x)y+ 1(1− x)(1− y) = (1− 2x)y− x+ 1 (1.4)
Falls Buzz erra¨t, mit welcher Wahrscheinlichkeit x Jim sitzen bleibt, wird er seine
Strategie dementsprechend wa¨hlen. Wenn Jim mit Wahrscheinlichkeit x < 1/2 sitzen
bleibt, wird Buzz, der seine Auszahlung maximieren will, mit Wahrscheinlichkeit
y = 1 den Helden spielen. Fu¨r den Fall, dass Jim, x > 1/2 wa¨hlt, sollte Buzz immer
chicken, also y = 0 spielen. Nur im Fall von x = 1/2 gibt es diese Eindeutigkeit der
besten Antwort nicht mehr, die Auszahlung fu¨r Buzz bleibt fu¨r jedes y gleich 1/2.
(siehe Abb. 1)
1/20
1
1 x
y
Abbildung 1. Beste Antworten fu¨r Buzz
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Analog ist die Auszahlung J(x, y) fu¨r Jim
J(x, y) = (1− 2y)x− y + 1 (1.5)
und Jim, der seine Auszahlung ja auch mo¨glichst groß halten will, wird mit Wahr-
scheinlichkeit x = 1 nicht aus dem Wagen springen, wenn er weiß, dass Buzz y < 1/2
gewa¨hlt hat, und immer den Feigling spielen fu¨r y > 1/2. Nur fu¨r y = 1/2 ist es fu¨r
Jim egal, welches x er wa¨hlt, die Auszahlung bleibt auch fu¨r ihn immer 1/2. (siehe
Abb. 2).
0 x
y
1/2
1/2
1
1
Abbildung 2. Beste Antworten fu¨r Jim
Die Schnittpunkte der besten Antworten der beiden Spieler sieht man in Abbil-
dung 3. Sie treffen sich in (1/0), (0,1) und (12 ,
1
2).
Abbildung 3. Schnittpunkte der besten Antworten von Jim und Buzz
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Um die Menge der besten Antworten formal zu definieren, muss man zuna¨chst
den Einheitssimplex Sn einfu¨hren.
Definition 2. Der Einheitssimplex Sn wird beschrieben durch folgende Menge:
Sn = {z ∈ Rn : zi ≥ 0 und
n∑
i=1
zi = 1}
Fu¨r n = 1, 2, 3 sind die Einheitssimplizes in Abbildung 4 dargestellt. Wobei die
ei jeweils die Standardeinheitsvektoren bezeichnen.
(a) Einheitssimplex S2
e1
e3 e2
X3
X2
X1
(b) Einheitssimplex S3
e3
e4
e1
e2
(c) Einheitssimplex S4
Abbildung 4. Einheitssimplizes
Der Einheitssimplex wird also von den Vektoren ei der Standardbasis aufge-
spannt. Fu¨r n = 3 ergeben sich zum Beispiel die in Abbildung 5 eingezeichneten
Elemente.
Die mo¨glichen Strategien eines Spiels in Normalform sind Elemente dieses Ein-
heitssimplex. Wobei die e1, ..., en die so genannten reinen Strategien angeben und
x = (x1, . . . , xn) ∈ intSn die gemischten Strategien. Fu¨r die besten Antworten erha¨lt
man dann die folgende Definition:
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(0, 0, 1)
(0, 1, 0)(1, 0, 0)
(1/3, 1/3, 1/3)
(1/2, 1/2, 0)
Abbildung 5. Elemente von S3
Definition 3. Mit BR(y) := argmaxx∈SnxPy 6= ∅ bezeichnet man die Menge
der besten Antworten (best reply) auf y, wobei P hier die Auszahlung des Spielers I
bezeichnet.
Um jeweils ihre Auszahlung zu maximieren suchen Jim und Buzz also jeweils die
beste Antwort auf jede Strategie des anderen. Hier kommt das Konzept des Nash-
Gleichgewichts zum Tragen, mit dem John Nash 1994 den Wirtschaftsnobelpreis
gewann. Diese Theorie besagt, dass es bei einem Spiel zwischen zwei Individuen
immer mindestens ein Strategiepaar gibt, so dass keiner der beiden Spielteilnehmer
einen Vorteil daraus zieht, einseitig von seiner Strategie abzuweichen. Dieses Strate-
giepaar nennt man Nash-Gleichgewicht (im Folgenden oft mit NE bezeichnet, vom
englischen Nash-equilibrium).
Definition 4. Das Strategiepaar (x¯, y¯), x¯,y¯ ∈ Sn, ist ein Nash-Gleichgewicht
(NE), wenn x¯ ∈ BR(y¯) und y¯ ∈ BR(x¯). Das heißt:
(x¯, y¯) NE⇔xP y¯ ≤ x¯P y¯ ∀x ∈ Sn und (1.6)
x¯PTy ≤ x¯PTy¯ ∀y ∈ Sn (1.7)
Falls beide Male < statt ≤ gilt, spricht man von einem strikten NE.
Bei der Mutprobe zwischen Jim und Buzz wa¨ren also sowohl die reinen Strategie-
paare (x¯, y¯) =
(
(1, 0)(0, 1)
)
(Jim bleibt mit Wahrscheinlichkeit 1 im Auto und Buzz
springt sicher fru¨her aus dem Wagen) und der umgekehrte Fall
(
(0, 1), (1, 0)
)
ein NE
aber auch das gemischte Strategiepaar
(
(12 ,
1
2), (
1
2 ,
1
2)
)
. Wenn man zuna¨chst den Fall
betrachtet, bei dem Jim den Helden und Buzz den Feigling spielt, sieht man, dass
die Auszahlung fu¨r Jim 2 und fu¨r Buzz 0 betra¨gt. Beschließt aber Buzz, ohne dass
Jim seine Strategie wechselt, doch sitzen zu bleiben, verringert er seinen Output um
1. Er wird also bei seiner Strategie bleiben. Auch Jim hat keine Veranlassung, seine
Wahl zu a¨ndern, da er so seine Auszahlung von 2 auf 1 verringern wu¨rde. Umgekehrt,
mit Buzz als Helden und Jim als Feigling, ergibt sich dies analog. Aber auch vom
gemischten Strategiepaar hat keiner einen Grund einseitig abzuweichen, da niemand
dadurch seinen Output vergro¨ßern kann. Wenn es aber mehrere NEs gibt, wie kann
man dann entscheiden, welches man wa¨hlen soll?
Allgemein ist ein symmetrisches 2× 2-Bimatrix-Spiel mit den Strategien A und
B schon durch die Auszahlungsmatrix P des Spielers I gegeben, da die Auszahlung
von Spieler II einfach PT ist.
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P =
(A B
A a b
B c d
)
(1.8)
Diese Matrix wird folgenderweise interpretiert: Ein Spieler, der Strategie A spielt,
erha¨lt Auszahlung a, wenn der Spielgegner ebenfalls A spielt, und b, falls dieser B
wa¨hlt. Ebenso erha¨lt er, wenn er Strategie B spielt, c gegen einen Spieler mit Strate-
gie A und d gegen einen Spieler mit Strategie B. Bezu¨glich der Nash-Gleichgewichte
ergeben sich fu¨r solche Auszahlungsmatrizen folgende Bedingungen:
(1) A ist ein striktes Nash-Gleichgewicht, wenn a > c
(2) A ist ein Nash-Gleichgewicht, wenn a ≥ c
(3) B ist ein striktes Nash-Gleichgewicht, wenn d > b
(4) B ist ein Nash-Gleichgewicht, wenn d ≥ b
Beispiel 1. Man betrachte folgende Auszahlungsmatrix:
(A B
A 6 −3
B 2 4
)
Angenommen Spieler 1 wa¨hlt Strategie A und Spieler 2 ebenfalls, das heißt bei-
de Spieler erhalten 6, dann kann kein Spieler seine Auszahlung vergro¨ßern, wenn er
einseitig zu Strategie B wechselt, denn dann erha¨lt dieser nur noch 2. Daher ist Stra-
tegie A ein Nash-Gleichgewicht. Falls nun beide Spieler Strategie B spielen, ergibt
sich ebenfalls, dass ein einseitiges Strategie wechseln nur zu einer Auszahlungsver-
ringerung fu¨hrt, na¨mlich von 4 zu -3, daher ist auch B strikte Nash-Gleichgewichte.
Anhand der vorhin getroffenen Bedingungen sieht man sofort, dass sowohl A als
auch B ein striktes Nash-Gleichgewicht sind, da a = 6 > 2 = c und d = 4 > −3 = b.
Beispiel 2. Angenommen die Auszahlungsmatrix lautet
(A B
A 2 0
B 3 1
)
Wenn nun beide Spieler Strategie A wa¨hlen, dann kann ein Spieler seine Aus-
zahlung von 2 auf 3 erho¨hen, wenn er zu Strategie B wechselt. Strategie A kann also
kein Nash-Gleichgewicht sein. Falls aber beide Spieler Strategie B spielen, hat keiner
der beiden einen Anreiz die gewa¨hlte Strategie zu a¨ndern. B ist hier also ein Nash-
Gleichgewicht. Das passt auch mit den vorhin getroffenen Bedingungen zusammen,
da a = 2 < 3 = c und d = 1 > 0 = b.
Oft gibt es aber mehr als ein Nash-Gleichgewicht (siehe Beispiel 1), und das Pro-
blem besteht dann darin auszuwa¨hlen, welches dieser Gleichgewichte gespielt werden
soll. Dazu gibt es zum Beispiel die Konzepte der Paretoeffizienz und Risikodominanz.
Das Strategiepaar (A,A) heißt paretoeffizient, wenn die Auszahlung beider Spieler in
allen anderen Gleichgewichten kleiner ist. Doch nicht immer muss das paretoeffizien-
te Gleichgewicht auch das beste sein. Denn es ko¨nnte ja sein, dass der Gegenspieler
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sich irrt und unabsichtlich nicht das Nash-Gleichgewicht spielt. Dann ist es von In-
teresse, um wie viel sich die Spieler durch diesen Fehler verschlechtern wu¨rden im
Vergleich zu einem anderen NE.
Definition 5. Ein NE-Paar (A,A) eines symmetrischen 2× 2-Spiels heißt risi-
kodominant, wenn
(c− d)2 > (b− a)2 (1.9)
Beispiel 3. Das Spiel mit Auszahlungsmatrix aus Beispiel 1
(A B
A 6 −3
B 2 4
)
hat 2 NEs in reinen Strategien. Strategiepaar (A,A) ist natu¨rlich das paretoef-
fiziente, da 6 > 4, doch das risikodominante ist (B,B), da der Verlust von 4 zu 2
kleiner ist als der von 6 zu -3, genauer (c− d)2 = 4 ≤ 81 = (b− a)2.
1. Evolutiona¨re Spiele
Dieser Abschnitt ha¨lt sich, in weiten Teilen, an das Kapitel 2 aus Nowaks Evo-
lutionary Dynamics [17]. Im Gegensatz zur klassischen Spieltheorie behandelt die
evolutiona¨re Spieltheorie keine perfekt rational handelnden Wesen. Es werden nicht
mehr einzelne Spieler betrachtet, die bewusst einer Entscheidungssituation gegen-
u¨berstehen, sondern Populationen von Individuen, die verschiedene Strategien re-
pra¨sentieren. Spieler und Strategie werden in der evolutiona¨ren Spieltheorie gleich-
gesetzt. Es ko¨nnen Fehler in der Strategiewahl passieren und genauso kann es auch
zu einem Lerneffekt kommen, wenn man bemerkt, dass andere Strategien bessere
Auszahlungen erzielen. Dies erfolgt allerdings nur durch Beobachtung und Imitation
der anderen Spielteilnehmer und nicht etwa durch exakte Berechnung der ho¨chsten
Auszahlung. Evolutiona¨re Spieltheorie beruht eben nicht auf Rationalita¨t, sondern
beschreibt eine Population von Spielern, die eine fixe Strategie innehaben und zufa¨l-
lig mit anderen Individuen interagieren. Die Payoffs all dieser Interaktionen werden
addiert, wobei diese als Fitness interpretiert werden und Spielerfolg als Reproduk-
tionserfolg. Erfolgreiche Strategien pflanzen sich schneller fort, wohingegen nicht
erfolgreiche Strategien u¨bertrumpft werden. Das entspricht gerade der natu¨rlichen
Selektion. Da jeder Spieler in der evolutiona¨ren Spieltheorie mit seiner Strategie
identifiziert wird, gibt es auch keine gemischten Strategien in dem Sinn, wie sie im
vorigen Abschnitt beschrieben wurden. Die gemischten Strategien entsprechen hier
gemischten Populationen. Es geht also nicht mehr um die Wahrscheinlichkeit, mit
der ein einzelner Spieler eine bestimmte reine Strategie spielen wird, sondern darum,
welcher relative Anteil der Bevo¨lkerung eine bestimmte reine Strategie spielt. Die
drei wichtigen Sa¨ulen der evolutiona¨ren Spieltheorie ergeben sich aus:
• Reproduktion
• Selektion/Lernen
• Mutation/Fehler.
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Evolution beno¨tigt zuna¨chst eine reproduzierende Bevo¨lkerung. Bei jeder Reproduk-
tion verdoppelt sich ein Individuum und dadurch entsteht eine Kopie des urspru¨ng-
lichen. (siehe Abb. 6)
Abbildung 6. Reproduktion
Selektion kommt immer dann zum Tragen, wenn es in einer Population verschie-
dene Arten von Individuen, beziehungsweise Strategien, gibt und diese unterschied-
liche Reproduktionsraten aufweisen. Wenn eine Bevo¨lkerung zum Beispiel nur aus
den zwei verschiedenen Strategietypen A und B besteht, die jeweils die Reprodukti-
onsraten a und b besitzen, dann ha¨ngt die Selektionsdynamik vom Verha¨ltnis a zu b
ab. Wenn na¨mlich a > b, wird sich schlussendlich Strategie A durchsetzen und wenn
a < b, Strategie B. Selektion kann also als Anpassung beziehungsweise Lernerfolg
der einzelnen Individuen gewertet werden. (siehe Abb. 7)
wenn a<b
wenn a>b
A B
Abbildung 7. Selektionsdynamik
Einerseits werden Mutationen als Fehler in der Reproduktion interpretiert, der Nach-
komme verfolgt also nicht die gleiche Strategie wie der Erzeuger, andererseits kann
auch einfach eine neue Strategie in die Population eingefu¨hrt werden, beziehungswei-
se ein bestehendes Individuum seine Strategie zufa¨llig a¨ndern. Mutationen ko¨nnen
also entweder wa¨hrend der Reproduktion auftreten oder ohne Reproduktion. (siehe
Abb. 8)
Abbildung 8. Mutation
Einige Merkmale evolutiona¨rer Spiele, die sich in so gut wie allen Arbeiten, die im
Folgenden behandelt werden, finden, sind (siehe [8], [12]), dass sich die Spieler, die
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alle einer Population der Gro¨ße N angeho¨ren, paarweise treffen, so dass man die ein-
zelnen Interaktionen als 2-Personenspiele betrachten kann. Außerdem handeln die
Individuen, wie oben schon erwa¨hnt nicht strategisch, ko¨nnen aber durch die Be-
trachtung der vergangenen Entscheidungen dazulernen (Selektion). Wenn man das
Lernen nicht auf das einzelne Individuum bezieht, sondern auf die Gesamtpopula-
tion, mu¨ssen diese Einzelspieler nicht einmal denken ko¨nnen. Darum ko¨nnen mit
diesen evolutiona¨ren Modellen auch die Interaktionen von Tieren, Genen oder sons-
tigen lebenden Organismen beschrieben werden.
Das oben beschriebene Chicken-Spiel ist in der evolutiona¨ren Spieltheorie unter
dem Namen Falken-Tauben-Spiel bekannt. Es beschreibt die Situation an einer Was-
serstelle, die nur eine begrenzte Wassermenge zur Verfu¨gung stellen kann. Es gibt
eine Population von Vo¨geln, die sich in Falken und Tauben teilen la¨sst, wobei hier
ein Falke bereit ist, um sein Wasser zu ka¨mpfen und mit der Gefahr lebt, schwer
verwundet zu werden, eine Taube hingegen dem Kampf aus dem Weg geht und sich
das Wasser mit anderen Vo¨geln teilt. Trifft eine Taube auf einen Falken, so u¨ber-
la¨sst sie diesem die Wasserstelle und verzichtet auf ihr Wasser. Der Falke erlangt
so also, ohne zu ka¨mpfen, daher auch ohne Verlust, die gesamte Wasserstelle. Die
Fitness, also der Reproduktionserfolg, ist umso gro¨ßer, je mehr Wasser ein Vogel zu
Verfu¨gung hat. Angenommen, die Auszahlung die gesamte Wasserstelle zu besitzen
betra¨gt G (vom englischen gain), die Kosten eines verlorenen Kampfes betragen C
(vom englischen cost), wobei G < C sei, dann ergibt sich fu¨r die Auszahlungsmatrix:
(Falke Taube
Falke G−C2 G
Taube 0 G2
)
(1.10)
Die Gro¨ßenrelation der Eintra¨ge entsprechen den Werten des Chicken-Spiels. Die
Spieler, in diesem Fall Tiere, treffen zufa¨llig und paarweise aufeinander. Die relative
Ha¨ufigkeit der Falken betrage x, die der Tauben daher 1−x. Deswegen ist die mittlere
Auszahlung fu¨r einen Falken gegeben durch
x
G− C
2
+ (1− x)G = G− xG+ C
2
und die einer Taube
0x+ (1− x)G
2
=
G
2
− xG
2
Wenn also x = 0 oder sehr klein, ist die Auszahlung der Falken gro¨ßer als die der
Tauben und es werden sich mehr Falken herausbilden. Wenn aber x = 1 oder nahe
1, ist es genau umgekehrt und die Ha¨ufigkeit der Tauben wird ansteigen. Gleich ist
die Auszahlung nur fu¨r x = GC ∈ (0, 1). Dieses Gleichgewicht entspricht dem inneren
NE des Chicken-Spiels.
Fu¨r die allgemeine Auszahlungsmatrix
(A B
A a b
B c d
)
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und da der Payoff in der evolutiona¨ren Spieltheorie mit der Fitness gleichgesetzt
wird, erha¨lt man fu¨r 2× 2-Spiele folgende erwartete Fitness der beiden Strategien
fA = axA + bxB (1.11)
fB = cxA + dxB (1.12)
In diesen Gleichungen wird angenommen, dass die Wahrscheinlichkeit auf einen A-
Spieler zu treffen gleich xA ist und die fu¨r einen B-Spieler gleich xB, außerdem
treffen sich die Spieler zufa¨llig und paarweise. Die Selektionsdynamiken der beiden
Strategien ist durch folgende Gleichungen gegeben:
x˙A = xA[fA − Φ] (1.13)
x˙B = xB[fB − Φ] (1.14)
mit der durchschnittlichen Fitness Φ = xAfA + xBfB. Da xA + xB = 1, kann man
eine Variable x einfu¨hren, sodass xA = x und xB = 1 − x. Daher la¨sst sich die
Gleichung (1.13) umformen zu
x˙ = x(1− x)[fA − fB] (1.15)
Wenn man nun die linearen Fitnessfunktionen (1.11) und (1.12) in die Gleichung
(1.15) einsetzt, wobei hier wieder xA = x gilt, erha¨lt man
x˙ = x(1− x)[(a− b− c+ d)x+ b− d] (1.16)
Anhand dieser Gleichung kann man die verschiedenen Selektionsszenarien, fu¨nf ver-
schiedene gibt es, klassifizieren:
(1) A dominiert B. Das heißt, in diesem Spielszenario ist es, egal was der Spiel-
partner spielt, immer besser Strategie A zu wa¨hlen. In einer Population von
A- und B-Typen, wird die durchschnittliche Fitness eines A-Individuum die
des B-Individuums also immer u¨bertreffen. Daraus folgt, dass die Selektion
schlussendlich immer zum Zustand einer reinen A-Population fu¨hren wird.
Dieser Selektionsfall tritt genau dann ein, wenn a ≥ c und b ≥ d und
mindestens eine der beiden Ungleichungen strikt ist. (Abb. 9)
Abbildung 9. A dominiert B
(2) B dominiert A. Dieser Fall verla¨uft analog zu (1), mit den Ungleichungen
a ≤ c und b ≤ d, wobei mindestens eine Ungleichung strikt sein muss. (Abb.
10)
Abbildung 10. B dominiert A
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(3) A und B sind bistabil. Dieser Fall tritt ein, wenn a > c und b < d. In
diesem Spielszenario sollte man immer versuchen, die gleiche Strategie wie
der Gegner zu spielen, das heißt also A ist best reply fu¨r A und B fu¨r B. Der
schlussendliche Zustand der Population ha¨ngt von der Anfangsbedingung
ab, da es einen instabilen Fixpunkt im Inneren des Intervalls [0,1] gibt,
gegeben durch
x∗ =
d− b
a− b− c+ d. (1.17)
Falls die Anfangsbedingung x(0) kleiner als dieser Wert ist, x(0) < x∗,
wird das System zu einer reinen B-Population konvergieren. Falls die An-
fangsbedingung gro¨ßer als der innere Fixpunkt ist, x(0) > x∗, landet es im
Zustand einer reinen A-Population. Nur im unwahrscheinlichen Fall, dass
die Anfangsbedingung genau gleich dem Fixpunkt ist, x(0) = x∗, bleibt die
Bevo¨lkerung polymorph. (Abb. 11)
Abbildung 11. A und B sind bistabil
(4) A und B koexistieren stabil. Dies ist der Fall fu¨r a < c und b > d. Bei
diesem Spielszenario sollte man immer versuchen eine andere Strategie zu
spielen als der Gegner. A ist also best reply fu¨r B und B ist best reply fu¨r
A und die Bevo¨lkerung strebt zum stabilen inneren Gleichgewicht (1.17).
(Abb. 12)
Abbildung 12. A und B koexistieren
(5) A und B sind neutral. Dies ist der Fall, wenn a = c und b = d. Hier ist es
ganz egal, welche Strategie man spielt, man wird immer genau die gleiche
Auszahlung erzielen wie der Spielgegner. In diesem Fall ist jedes Verha¨lt-
nis aus A- und B-Spielern ein Gleichgewicht fu¨r die Selektionsdynamiken.
(Abb. 13)
Abbildung 13. A und B sind neutral
Diese Selektionsszenarien lassen sich in drei interessante Fa¨lle einteilen:
• Dominanz einer Strategie
• Bistabilita¨t
• Polymorphie
16 1. EINFU¨HRUNG IN DIE EVOLUTIONA¨RE SPIELTHEORIE
Unter diesen mo¨glichen Selektionsszenarien versucht jeder Spielteilnehmer immer die
Strategie mit der gro¨ßtmo¨glichen Auszahlung zu finden. In der evolutiona¨ren Spiel-
theorie hat sich als Pendant eines Nash-Gleichgewichts das Konzept der evolutiona¨r
stabilen Strategie (ESS) durchgesetzt. Eine ESS ist also eine Strategie, die nicht von
einer anderen verdra¨ngt werden kann. Falls ein einzelner B-Mutant in eine reine
A-Population eingesetzt wird, und die Selektion das Eindringen von B verhindert,
dann ist A eine ESS. Angenommen es ga¨be eine infinitesimal kleine Menge  von B-
Mutanten, dann ist die relative Ha¨ufigkeit von A gleich 1− . In dieser Bevo¨lkerung
ist die Fitness von A gro¨ßer als jene von B, wenn
a(1− ) + b > c(1− ) + d. (1.18)
Da  infinitesimal klein ist, kann man die -Terme weglassen und erha¨lt
a > c. (1.19)
Falls a = c sein sollte fu¨hrt Ungleichung (1.18) zu
b > d (1.20)
Daher folgt fu¨r die Definition einer ESS:
Definition 6. Die Strategie A ist eine ESS, wenn entweder
(1) a > c oder
(2) a = c und b > d
Falls A ein striktes NE ist, ist es ebenfalls ESS. Unter diesen Umsta¨nden wider-
setzt sich also die Selektion dem Eindringen von B in eine A-Population. Jede ESS
ist auch immer ein NE, aber nicht jedes NE ist auch eine ESS. Diese Definition einer
ESS gilt nur fu¨r unendlich große Populationen und eine infinitesimal kleine Anzahl
von Eindringlingen.
Bemerkung. Allgemein ist eine ESS fu¨r beliebige symmetrische Bimatrix-Spiele
folgendermaßen definiert:
Definition 7. Eine Strategie x¯ ist genau dann eine evolutiona¨r stabile Strategie
(ESS), wenn folgende zwei Bedingungen gelten:
(1) xP x¯ ≤ x¯P x¯, ∀x ∈ Sn und
(2) xP x¯ = x¯P x¯⇒ xPx < x¯Px
Der erste Teil ist genau die Definition eines Nash-Gleichgewicht, also dass x¯ die
beste Antwort auf sich selbst sein muss. Da dies aber die Mo¨glichkeit offen la¨sst, dass
es auch noch eine andere beste Antwort auf x¯ gibt, ist diese Bedingung allein noch
keine Garantie dafu¨r, dass keine andere Strategie eindringen kann. Erst der zweite
Teil der Definition garantiert das. Auch hier sieht man also, dass jede ESS zwar ein
NE ist, aber nicht jedes NE eine ESS. Allgemeiner kann man u¨ber dynamischen Sys-
teme (wie zum Beispiel Gleichung (1.13)) folgendes bemerken: Ein Attraktor ist ein
asymptotisch stabiler Fixpunkt des dynamischen Systems. Alle Bahnen innerhalb
eines bestimmten Attraktionsbassins streben stabil zu dieser Menge. Ein Attraktor
ist definiert als die kleinste Menge, die nicht mehr in mehrere Attraktoren mit ver-
schiedenen Attraktionsbassins geteilt werden kann. Ein dynamisches System kann
mehrere Attraktoren mit verschiedenen Attraktionsbassins besitzen. So sind sowohl
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stabile Fixpunkte Attraktoren, als auch Grenzzyklen. Jedes Nash-Gleichgewicht ist
ein Fixpunkt des dynamischen Systems. Und weiters ist jeder lyapunov-stabile Punkt
x¯ ein NE, wobei lyapunov-stabil bedeutet, dass, wenn das dynamische System in ei-
ner Umgebung des Fixpunkts startet, es fu¨r alle Zeit in dessen Umgebung bleibt.
Formal ist diese Definition gegeben durch:
Definition 8. Ein Punkt x∗ eines dynamischen Systems heißt lyapunov-stabil,
wenn ∀ > 0 ∃δ > 0, sodass aus ‖x(0)− x∗‖ < δ, folgt dass ‖x(t)− x∗‖ <  ∀t.
Eine Strategie ist genau dann eine ESS, wenn sie asymptotisch und nicht nur
lokal (Nash-Gleichgewicht) stabil ist, wobei asymptotisch stabil wie folgt definiert
ist:
Definition 9. Ein Punkt x∗ eines dynamischen Systems ist genau dann asym-
ptotisch stabil, wenn er lyapunov-stabil ist und zusa¨tzlich gilt limt→∞ ‖x(t)−x∗‖ = 0.
Mit Hilfe des Attraktionsbassins, kann man auch den Begriff der Risikodomi-
nanz bei 2× 2-Spielen allgemeiner beschreiben. Es ist na¨mlich immer jene Strategie
risikodominant, die das gro¨ßere Attraktionsbassin besitzt.
2. Endliche Populationen
In der Natur ist die Anzahl der Individuen jeder Population endlich. Jedoch
ko¨nnen viele biologisch Probleme mit deterministischen Differentialgleichungen be-
schrieben werden, da die Anzahl der Individuen so groß ist, dass sie als unendlich
wahrgenommen werden kann. Viele Populationen sind dafu¨r aber nicht groß genug,
und beno¨tigen daher eine stochastische Betrachtung. Die Anzahl der Individuen
wird dann nicht mehr als kontinuierliche Variable angegeben sondern mit der na-
tu¨rlichen Zahl N . Meist ist die Analyse von Differentialgleichungen einfacher als die
von stochastischen Prozessen. Darum versucht man meist ein biologisches Problem
zuna¨chst mit einem deterministischen Modell zu betrachten, und erst wenn dies
wichtige Aspekte nicht ausreichend erkla¨rt, zu stochastischen Analysen zu wechseln.
Ein Beispiel fu¨r so einen biologischen Effekt ist random drift. Dieses Pha¨nomen be-
schreibt die Mo¨glichkeit, dass ein neutraler, oder sogar von der Selektion benachtei-
ligter Mutant in eine Population eindringen und diese auch u¨bernehmen kann. Dies
steht sehr im Unterschied zu unendlichen Populationen, bei denen sich eine von
der Selektion benachteiligte Strategie niemals durchsetzen wird. Um die Entwick-
lung dieser endlichen Populationen zu betrachten beno¨tigt man zuna¨chst allgemein
stochastische Prozesse.
Definition 10. Ein stochastischer Prozess ist eine Folge von Zufallsvariablen
Xt, wobei t ∈ T . T heißt der Parameterraum des Prozesses und beschreibt alle
mo¨glichen Zeitpunkte des Systems. Der Zustandsraum, also die Menge aller mo¨gli-
chen Werte, welche die Zufallsvariablen annehmen ko¨nnen, ist gegeben durch X =
{Xt|t ∈ T}
Einen besonderen und wichtigen stochastischen Prozess stellt die Markov-Kette
dar. Dieser Prozess ist diskret in Parameter- und Zustandsraum und seine zuku¨nfti-
gen Zusta¨nde ha¨ngen nur von der Gegenwart ab. Formal gilt also folgende Definition:
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Definition 11. Ein stochastischer Prozess X = {Xt, t ∈ N0} mit dem diskreten
Zustandsraum X, heißt Markov-Kette genau dann, wenn
P (Xt+1 = j|Xt = i,Xt−1 = it−1, ..., X0 = i0) = P (Xt+1 = j]Xt = i)
Fu¨r so eine Markov-Kette kann man U¨bergangswahrscheinlichkeiten pij , also die
Wahrscheinlichkeit ausgehend von einem Zustand i zum Zeitpunkt t, zum Zeitpunkt
t+ 1 im Zustand j zu landen, definieren.
Definition 12. Die U¨bergangswahrscheinlichkeiten pij einer Markov-Kette sind
definiert durch
pij = P (Xt+1 = j|Xt = i)
Um eine natu¨rliche Population mit zwei verschiedenen Individuen A und B zu
beschreiben, verwendet man hier den diskreten Zustandsraum X = {0, ..., N}, N ∈
N0. Jedes i ∈ X beschreibt die Anzahl der A-Individuen zu einem bestimmten
Zeitpunkt und die Anzahl der B-Typen zum gleichen Zeitpunkt ist damit durch
N − i gegeben. Die U¨bergangswahrscheinlichkeiten pij bedeuten also sowohl eine
Vera¨nderung der Anzahl der A-Bevo¨lkerung von i zu j als auch eine Vera¨nderung
im B-Teil der Population von N − i zu N − j. Die Gesamtgro¨ße N der Population
bleibt konstant. Hier werden homogene Markov-Ketten verwendet, also Markov-
Ketten, bei denen die U¨bergangswahrscheinlichkeiten pij unabha¨ngig von t sind.
Fu¨r diese stochastischen Prozesse kann man folgendermaßen eine U¨bergangsmatrix
U definieren.
Definition 13. Die U¨bergangsmatrix U einer homogenen Markov-Kette ist de-
finiert als
U =

p00 · · · p0j · · · p1N
...
...
...
...
...
pi0 · · · pij · · · piN
...
...
...
...
...
pN0 · · · pNj · · · pNN
 (1.21)
wobei
∑N
j=0 pij = 1 fu¨r i = 0, ... , N . Daher ist die U¨bergangsmatrix eine stochasti-
sche Matrix.
Die Zusta¨nde i ∈ X ko¨nnen verschiedene Merkmale aufweisen, so ko¨nnen sie
zum Beispiel rekurrent, transient oder absorbierend sein.
Definition 14. Ein Zustand i ∈ X einer Markov-Kette X heißt
• rekurrent, wenn die Wahrscheinlichkeit wieder in diesen Zustand zuru¨ckzu-
kehren gleich 1 ist.
• transient, wenn er nicht rekurrent ist, wenn also die Wahrscheinlichkeit,
dass der Prozess in diesen Zustand zuru¨ckkehrt < 1 ist.
• absorbierend, wenn pii = 1, die Wahrscheinlichkeit diesen Zustand zu ver-
lassen also gleich 0 ist.
Wenn man eine Markov-Kette nach sehr langer Zeit betrachtet, nennt man die
vorliegende Verteilung die stationa¨re Verteilung.
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Definition 15. Ein Vektor pi heißt stationa¨re Verteilung einer U¨bergangsmatrix
P , wenn piP = pi.
Eine stationa¨re Verteilung ist also ein linker Eigenvektor der U¨bergangsmatrix
zum Eigenwert 1.
3. Geburts- und Todesprozesse
Eine sehr wichtige Rolle in der Beschreibung von stochastischen Modellen in
endlichen Populationen spielen die Geburts- und Todesprozesse (siehe Kapitel 2 und
3), sehr einfache Markov-Ketten. In diesem Prozess werden entweder nur U¨berga¨nge
in die Nachbarzusta¨nde zugelassen, oder der Prozess bleibt im Ursprungszustand.
Diese Ereignisse werden jeweils als Tod oder Geburt eines Individuums der Popu-
lation interpretiert, daher kommt auch der Name. Fu¨r unsere Populationsmodelle
beschreibe dieser Prozess eine Bevo¨lkerung mit der konstanten Gro¨ße N , zu jedem
Zeitpunkt ko¨nnen nur drei Ereignisse eintreten: Ein A-Individuum stirbt (und eine
B-Individuum kommt hinzu), ein A-Individuum wird geboren (und verdra¨ngt ein
B-Individuum), oder gar nichts passiert. Ein solcher stochastischer Prozess, auf dem
diskreten Zustandsraum X = {0, ..., N}, hat zwei absorbierende Zusta¨nde i = 0 und
i = N . Wenn also nur noch A-Spieler beziehungsweise nur noch B-Spieler in der
Population vorhanden sind, ko¨nnen keine Individuen der anderen Strategie mehr
geboren werden. Zu jedem Zeitschritt kann der Zustand i also entweder gleich blei-
ben, oder sich zu i − 1 oder i + 1 (entspricht Tod beziehungsweise Geburt eines
Individuums) a¨ndern.
Abbildung 14. Geburts- und Todesprozess
Mit αi bezeichne man die Geburtsrate fu¨r den Zustand i, βi sei seine Todesrate.
Die U¨bergangswahrscheinlichkeiten fu¨r i ∈ {1, ..., N − 1} sind also definiert durch
pi,i−1 = βi, pi,i+1 = αi, pii = 1− αi − βi (1.22)
Und daher ist die U¨bergangsmatrix U des Geburts- und Todesprozesses gegeben
durch
U =

1 0 0 · · · 0 0 0
β1 1− α1 − β1 α1 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · βN−1 1− αN−1 − βN−1 αN−1
0 0 0 · · · 0 0 1
 (1.23)
Angenommen es gebe zwei Typen A und B, wobei i die Anzahl der A-Individuen
und N−i die der B-Individuen ist, dann definiert man mit xi die Wahrscheinlichkeit,
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dass sich A in der Bevo¨lkerung fixiert, wenn die Anzahl der A-Typen anfa¨nglich i
ist. Da i = 0 und i = N absorbierende Zusta¨nde sind, folgt daraus, dass x0 = 0 und
xN = 1. Fu¨r die u¨brigen Anfangszusta¨nde 0 < i < N gilt
xi = βixi−1 + (1− αi − βi)xi + αixi+1. (1.24)
Durch Umformung erha¨lt man die Gleichung
βi(xi − xi−1) = αi(xi+1 − xi). (1.25)
Sei nun yi := xi − xi−1, wodurch folgt, dass βiyi = αiyi+1. Mit γi := βiαi =
pi,i−1
pi,i+1
erha¨lt man daher die Gleichung
yi+1 = γiyi. (1.26)
Da x0 = 0 und xN = 1, fu¨hrt ein Aufsummieren von yi von 1 bis N beziehungsweise
bis m zu
N∑
i=1
yi = (x1 − x0) + (x2 − x1) + ...+ (xN − xN−1) = xN − x0 = 1 (1.27)
beziehungsweise
m∑
i=1
yi = xm − x0 = xm. (1.28)
Aus Gleichung (1.26), und da y1 + y2 + ... + yN = 1 und y1 = x1 − x0 = x1, erha¨lt
man
x1 + γ1x1 + γ2γ1x1 + ...+ γN−1γN−2...γ1x1 = 1 (1.29)
Als die Fixierungswahrscheinlichkeit ρA einer Strategie A, wird jene Wahrscheinlich-
keit bezeichnet, mit der sich ein einzelnes A-Individuum in einer reinen B-Population
durchsetzen kann. Daher gilt x1 = ρA. Wenn man aus Gleichung (1.29) also x1 her-
aushebt erha¨lt man fu¨r die Fixierungswahrscheinlichkeit ρA
ρA = x1 =
1
1 + γ1 + γ1γ2 + ...+ γN−1γN−2...γ1
(1.30)
=
1
1 +
∑N−1
i=1
∏i
k=1 γk
. (1.31)
Wegen (1.28) gilt, dass xm = y1 + ... + ym = x1(1 + γ1 + ... + γm−1γm−2...γ1).
Fu¨r die Wahrscheinlichkeit ρB, dass sich ein einzelnes B-Individuum in einer reinen
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A-Population durchsetzt, gilt daher
ρB = 1− xN−1 (1.32)
= xN − xN−1 (1.33)
= x1(1 + γ1 + ...+ γN−1γN−2...γ1 − 1− γ1 − ...− γN−2γN−3...γ1) (1.34)
=
1 + γ1 + ...+ γN−1γN−2...γ1 − 1− γ1 − ...− γN−2γN−3...γ1
1 + γ1 + ...+ γN−1γN−2...γ1
(1.35)
=
γN−1γN−2...γ1
1 + γ1 + ...+ γN−1γN−2...γ1
(1.36)
=
∏N−1
k=1 γk
1 +
∑N−1
i=1
∏i
k=1 γk
(1.37)
Die Idee hinter dieser Theorie der Fixierungswahrscheinlichkeiten ist, dass in einer
homogenen Bevo¨lkerung der Strategie B ein einzelner A-Mutant produziert wird.
Die Wahrscheinlichkeit, dass dieser einzelne A-Mutant eine Abstammungslinie bil-
det, die schlussendlich die Gesamtpopulation u¨bernimmt, ist genau die Fixierungs-
wahrscheinlichkeit ρA. Das Verha¨ltnis der beiden Fixierungswahrscheinlichkeiten ist
durch den einfachen Ausdruck
ρB
ρA
=
N−1∏
k=1
γk (1.38)
gegeben. Falls ρB/ρA > 1 ist es wahrscheinlicher, dass sich ein einzelner B-Mutant
in einer A-Bevo¨lkerung durchsetzt, als umgekehrt.
Angenommen αi = βi ∀ i, das heißt die Wahrscheinlichkeit fu¨r den U¨bergang in
den Zustand i+ 1 ist die gleiche wie fu¨r den U¨bergang in den Zustand i− 1. Fu¨r die
Fixierungswahrscheinlichkeit ρA folgt aus Gleichung (1.31), da γi = 1, dass
ρA = x1 =
1
N
(1.39)
Beispiel 4. Man habe eine Population der Gro¨ße N = 100 und die Geburts-
beziehungsweise Todesraten seien fu¨r alle i gleich. Also αi = α, ∀i ∈ {1, ..., N − 1}
und βi = β ∀i ∈ {1, ..., N − 1} unabha¨ngig von i. Fu¨r den Fall α = β = 1/2 ergibt
sich ρA = 0.01 und ebenso ρB = 0.01. Das Verha¨ltnis der beiden Fixierungswahr-
scheinlichkeiten
ρB
ρA
=
N−1∏
k=1
γk = 1
Keine der beiden Strategien wird sich also mit gro¨ßerer Wahrscheinlichkeit durch-
setzen.
Beispiel 5. Fu¨r N = 100 und αi = α = 4/6 und βi = β = 1/6 erha¨lt man fu¨r
das Verha¨ltnis der Fixierungswahrscheinlichkeiten
ρB
ρA
=
N−1∏
k=1
β
α
= 2.48921× 10−60.
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Dieses Verha¨ltnis ist sehr viel kleiner als 1, es ist also unwahrscheinlicher, dass sich
ein einzelner B-Mutant in einer A-Population durchsetzt als umgekehrt. Auch die
Fixierungswahrscheinlichkeiten besta¨tigen dies: ρA = 0.75 und ρB = 1.8669× 10−60
Beispiel 6. In diesem Beispiel seien die αi und βi sehr wohl abha¨ngig von i.
Es sei αi = 99100 i und βi =
98
100 i. Das Verha¨ltnis der beiden Fixierungswahrschein-
lichkeiten betra¨gt hier 0.366014. Es ist also lang nicht so eindeutig wie in Beispiel
5. Die Fixierungswahrscheinlichkeiten bewegen sich zumindest in a¨hnlichen Gro¨ßen-
ordnungen und betragen: ρA = 0.0158402 und ρB = 0.00579771.
4. Selektionsdynamik
Die Fitness beziehungsweise Auszahlung (fu¨r evolutiona¨re Spieltheorie ist das ja
das gleiche) war im vorigen Abschnitt vollkommen irrelevant. Es wurden ausschließ-
lich die Geburts- und Todesraten fu¨r die verschiedenen Bevo¨lkerungszusammenstel-
lungen betrachtet und daraus die Fixierungswahrscheinlichkeiten berechnet. Diese
Geburts- und Todesraten kann man aber sehr wohl in Abha¨ngigkeit einer Auszah-
lungsmatrix und des Anteils der 2 Strategien in der Bevo¨lkerung setzen. Wenn, wie
bis jetzt immer angenommen, der Anteil der A-Spieler in der Bevo¨lkerung i ausmacht
und jener der B-Spieler N − i, dann ist fu¨r eine Auszahlungsmatrix
(A B
A a b
B c d
)
die durchschnittliche Auszahlung (Fitness) eines A-Individuums gegeben durch
Fi =
a(i− 1) + b(N − i)
N − 1 , (1.40)
da ein A-Spieler mit Wahrscheinlichkeit (i− 1)/(N − 1) auf einen anderen A-Spieler
treffen kann und mit Wahrscheinlichkeit (N − i)/(N − 1) auf einen Spielgegner der
Strategie B. Analog erha¨lt man fu¨r die Fitness eines B-Spielers
Gi =
ci+ d(N − i− 1)
N − 1 . (1.41)
Doch muss die Fitness nicht ausschließlich von diesen durchschnittlichen Auszahlun-
gen abha¨ngen. Man kann auch einen bestimmten Selektionsparameter s einfu¨hren,
der bestimmt, mit welcher Sta¨rke die durchschnittliche Auszahlung auf die Fitness
der Individuen eingeht. Fu¨r diesen Parameter muss gelten, dass 0 ≤ s ≤ 1 und man
schreibt dann fu¨r die Fitness von A:
fi = 1− s+ sa(i− 1) + b(N − i)
N − 1 (1.42)
und fu¨r die Fitness von B
gi = 1− s+ sci+ d(N − i− 1)
N − 1 (1.43)
Wenn man hier also fu¨r s = 0 wa¨hlt, geht das Spiel u¨berhaupt nicht in die Fitness der
Spieler ein, dann ist diese einfach konstant 1. Wa¨hlt man im Gegensatz dazu s = 1,
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tritt der Fall fi = Fi und gi = Gi ein. Fu¨r diese Gleichungen lassen sich stochasti-
sche Prozesse formulieren, mit dem Zustandsraum X = {0, ..., N}, deren Zusta¨nde
i = 1, ..., N − 1 transient sind und nur die Zusta¨nde i = 0 und N absorbierend. Der
Zusammenhang zwischen den Fitnesswerten und den U¨bergangswahrscheinlichkeiten
ha¨ngt vom jeweils gewa¨hlten Prozess ab und wird in den folgenden Kapiteln jeweils
besprochen (siehe besonders Kapitel 2). Der Prozess wird also mit jedem beliebigen
Anfangszustand in endlicher Zeit einen der beiden absorbierenden erreichen und dort
fu¨r immer bleiben. Das heißt nichts anderes, als dass die Population nach endlicher
Zeit nur noch aus Individuen einer Strategie bestehen wird. Dies gilt auch, wenn die
Selektion u¨berhaupt keine Rolle spielt (Kapitel 2, Abschnitt 1), da sich hier mittels
random drift fru¨her oder spa¨ter eine Strategie fixieren wird. Um herauszufinden, in
welchem absorbierenden Zustand diese Fixierung vermutlich stattfinden wird, muss
man die Fixierungswahrscheinlichkeiten der Strategien A und B im Vergleich zu
der eines neutralen Mutanten betrachten. Sind die Fixierungswahrscheinlichkeiten
gro¨ßer, als die eines neutralen Mutanten, so sagt man, dass die Selektion das Fi-
xieren dieser Strategie bevorzugt. Doch nicht nur die Fixierungswahrscheinlichkeit
ist in endlichen Populationen entscheidend, sondern auch, ob die mutante Strategie
u¨berhaupt in eine monomorphe Population eindringen kann. Diese Invasionsdyna-
mik ha¨ngt ausschließlich vom Gro¨ßenverha¨ltnis der Fitness der beiden Strategien ab.
Ist fi > gi ∀i, so bevorzugt die Selektion das Eindringen der Strategie A, ist das Un-
gleichungszeichen umgedreht, so bevorzugt die Selektion das Eindringen von B. Alle
mo¨glichen Selektionsszenarien und eine genaue Analyse dieser Selektionsdynamiken
folgt im Kapitel 2, Abschnitt 3. Außerdem wird man anhand dieser Analyse sehen,
dass sich allein durch A¨nderung der Bevo¨lkerungsgro¨ße die Dynamik des Prozesses
vera¨ndern und komplett umdrehen kann.

Teil 1
Klassifikation von Dynamiken

KAPITEL 2
Moran-Prozess
Reproduktion Elimination
Abbildung 1. Reproduktion und Elimination zweier Individuen
In der evolutiona¨ren Analyse von Spielen in endlichen Populationen ist derzeit
der Moran-Prozess am verbreitetsten. (zum Beispiel: Nowak et al. [16], Imhof et
al. [9], Taylor et al. [20]), da er relativ einfach zu analysieren ist und trotzdem in-
teressante Ergebnisse liefert. Die Grundidee hinter diesem Prozess liegt darin, dass
man ausgehend von einer Population der Gro¨ße N zu jedem Zeitschritt ein Indi-
viduum auswa¨hlt, dass kopiert (reproduziert) wird und eines das eliminiert wird
(siehe Abb. 1). Die Bevo¨lkerungsgro¨ße N bleibt also konstant. Man kann dies auch
als Lernprozess interpretieren, in dem man annimmt, dass ein zufa¨llig gewa¨hlter
Spieler einen anderen imitiert. Wieder gebe es zwei verschiedene Typen von Spie-
lern A und B, wobei die Anzahl der A-Spieler i betrage und die der B-Individuen
N−i. Dieser Prozess wird als Markov-Kette mit Zustand i betrachtet. Das heißt, der
na¨chste Zustand ist ausschließlich vom jetzigen Zustand abha¨ngig und von keinem
der vorhergehenden. Die na¨chsten drei Abschnitte beschreiben einen Moran-Prozess
zuna¨chst unter neutraler Selektion, dann unter konstanter und schlussendlich unter
frequenz-abha¨ngiger Selektion.
1. Neutraler Drift
Zuna¨chst sei die Selektion neutral, das heißt, der Payoff der Spieler geht gar nicht
in den Prozess mit ein. Da pro Zeitabschnitt maximal ein A-Spieler hinzukommen
kann, beziehungsweise verschwinden, handelt es sich hier um einen Geburts- und To-
desprozess, wie schon in Kapitel 1, Abschnitt 3 beschrieben. Die U¨bergangsmatrix
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ist also tridiagonal und, fu¨r i = 1, ..., N−1, gegeben durch die U¨bergangswahrschein-
lichkeiten:
pi,i+1 =
i
N
N − i
N
pi,i−1 =
N − i
N
i
N
(2.1)
pi,i =
(
i
N
)2
+
(
N − i
N
)2
Der Zustand i + 1 wird erreicht, wenn ein A-Individuum zur Reproduktion und
ein B-Individuum zur Elimination ausgewa¨hlt wird. Diese werden jeweils unter den
Wahrscheinlichkeiten i/N und (N − i)/N gewa¨hlt. Dies folgt auch analog um den
Zustand i− 1 zu erreichen, also dass sich ein B-Spieler fortpflanzt und ein A-Spieler
stirbt. Die Wahrscheinlichkeit im gleichen Zustand i zu bleiben setzt sich aus den
Einzelwahrscheinlichkeiten zusammen, dass ein A-Individuum sowohl zu Fortpflan-
zung als auch zur Elimination ausgewa¨hlt wird, und der, dass ein B-Individuum fu¨r
beides gewa¨hlt wird. Fu¨r alle j 6= i, i + 1, i − 1 ist die U¨bergangswahrscheinlichkeit
pij = 0. Die Wahrscheinlichkeiten p00 und pNN seien gleich 1, die Zusta¨nde i = 0
und i = N sind also absorbierend.
Da
pi,i−1 + pi,i−1 + pi,i =
(
i
N
)2
+
(
N − i
N
)2
+ 2
i
N
N − i
N
(2.2)
=
(
i
N
+
N − i
N
)2
= 1, (2.3)
ist die U¨bergangsmatrix U eine stochastische und von folgender Gestalt:
U =
0 1 2 · · · N
0 1 0 0 · · · 0 0 0
1 1N
N−1
N
(
1
N
)2 + (N−1N )2 1N N−1N · · · 0 0 0
2 0 2(N−2)N2
(
2
N
)2 + (N−2N )2 2(N−2)N2 · · · 0 0
...
...
...
...
...
...
...
...
N 0 0 0 · · · 0 0 1
(2.4)
Da hier pi,i−1 = pi,i+1 gilt, folgt aus der Gleichung (1.31) aus Kapitel 1, Abschnitt
3, dass die Fixierungswahrscheinlichkeiten fu¨r beide Strategien gleich sind und es gilt
ρA = ρB =
1
N
(2.5)
Alle Individuen besitzen also die gleiche Wahrscheinlichkeit, dass sich ihre Nachkom-
menschaft in der Bevo¨lkerung fixieren wird.
2. Konstante Selektion
Angenommen A hat eine bestimmte Fitness r und B hat Fitness 1. Dann ist A
selektiv besser gestellt als B, wenn r > 1, neutral wenn r = 1 und schlechter gestellt,
wenn r < 1. Hier wird pro Zeitschritt immer ein Individuum je nach Fitness zur
Fortpflanzung ausgewa¨hlt, das ein zufa¨llig gewa¨hltes anderes Individuum verdra¨ngt.
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Wenn man also wieder davon ausgeht, dass die Gro¨ße der Bevo¨lkerung konstant N
bleibt und die Anzahl der A-Spieler gleich i ist, dann ist die Wahrscheinlichkeit, dass
ein A zur Fortpflanzung ausgewa¨hlt wird gleich
ri
ri+ (N − i) · 1 (2.6)
und die Wahrscheinlichkeit, dass sich ein B fortpflanzen wird ist gleich
N − i
ri+ (N − i) · 1 . (2.7)
Die Wahrscheinlichkeit eliminiert zu werden betra¨gt fu¨r einen A-Spieler gleich i/N ,
die eines B-Spielers (N − i)/N . Man erha¨lt folgende U¨bergangswahrscheinlichkeiten
unter konstanter Selektion.
pi,i+1 = αi =
N − i
N
ri
ri+ (N − i)
pi,i−1 = βi =
i
N
N − i
ri+ (N − i) (2.8)
pi,i = 1− αi − βi
Aus Kapitel 1, Abschnitt 3, folgt daher, dass
γi =
βi
αi
=
1
r
(2.9)
und daher folgt fu¨r xi, also die Wahrscheinlichkeit, dass sich Strategie A durchsetzt,
wenn anfa¨nglich i A-Individuen vorhanden sind, dass
xi =
1 + γ1 + γ2γ1 + · · ·+ γi−1γi−2 · · · γ1
1 + γ1 + γ2γ1 + · · ·+ γN−1γN−2 · · · γ1 (2.10)
=
1 + 1r + · · ·+
(
1
r
)i−1
1 + 1r + · · ·+
(
1
r
)N−1 (2.11)
=
1− (1r )i
1− (1r )N . (2.12)
Daher ist die Fixierungswahrscheinlichkeit fu¨r Strategie A gegeben durch
x1 = ρA =
1− 1r
1− 1
rN
(2.13)
Die Fixierungswahrscheinlichkeit fu¨r einen Spieler der Strategie B ergibt sich analog
durch
ρB = 1− xN−1 =
(
1− 1
rN
)− (1− 1
rN−1
)
1− 1
rN
(2.14)
=
1
rN−1 − 1rN
rN−1
rN
(2.15)
=
1− r
1− rN (2.16)
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Fu¨r das Verha¨ltnis der beiden Fixierungswahrscheinlichkeiten, das man heranziehen
kann, um zu u¨berpru¨fen, welche der beiden Strategien sich eher in der anderen
Population durchsetzen wu¨rde, erha¨lt man
ρB
ρA
=
1− r
1− rN ·
rN−1
rN
r−1
r
=
r
rN
= r1−N . (2.17)
Eine Frage, die sich nun stellt, ist, wie groß der selektive Vorteil sein muss um
eine hohe Fixierungswahrscheinlichkeit zu erhalten. Im folgenden Beispiel werden
fu¨r verschiedene Werte r die Fixierungswahrscheinlichkeiten ρA berechnet bei einer
fixen Populationsgro¨ße N .
Beispiel 7.
r =⇒ ρA fu¨r N = 10 ρA fu¨r N = 103 ρA fu¨rN = 106
10 =⇒ 0.9 0.9 0.9
2 =⇒ 0.500489 0.5 0.5
1.5 =⇒ 0.339216 0.333333 0.333333
1.3 =⇒ 0.248818 0.230769 0.230769
1.1 =⇒ 0.14795 0.0909091 0.0909091
0.99 =⇒ 0.0955383 4.36× 10−7 1.58× 10−4367
0.9 =⇒ 0.0594822 1.94× 10−47 3.59× 10−45759
0.5 =⇒ 0.000977517 9.33× 10−302 1.01× 10−301030
Ein Eindringling muss also eine 10 mal ho¨here Fitness haben als die bestehen-
de Bevo¨lkerung, um sich mit einer Wahrscheinlichkeit von 0.9 zu fixieren. Ist die
Fitness nur mehr doppelt so groß, schrumpft auch die Fixierungswahrscheinlichkeit
auf zirka 0.5. Fu¨r einen Mutanten mit einer nur mehr marginal besseren Fitness,
na¨mlich der 1.1-fachen, ist es noch viel unwahrscheinlicher sich durchzusetzen. Und
bei einer nachteiligen Fitness sinkt die Fixierungswahrscheinlichkeit noch rapider.
Außerdem fa¨llt auf, dass in vergleichsweise kleinen Bevo¨lkerungen (N = 10) die Fi-
xierungswahrscheinlichkeiten ho¨her sind, als fu¨r große Populationen (N = 106). Vor
allem bei einer nachteiligen Fitness (r < 1) ist die Fixierungswahrscheinlichkeit je
gro¨ßer die Bevo¨lkerung ist umso kleiner. Zusammenfassend kann man also sagen,
dass ein Mutant eine sehr viel bessere Auszahlung/Fitness haben muss als die re-
sidente Bevo¨lkerung, um sich mit einer großen Wahrscheinlichkeit durchsetzen zu
ko¨nnen.
3. Frequenz-abha¨ngige Selektion
Dieser Abschnitt ha¨lt sich in weiten Zu¨gen an das Kapitel 6 aus Nowaks Evo-
lutionary Dynamics [17]. Wenn man Spiele betrachtet, dann erscheint es sinnvoll,
dass die Fitness eines jeden Individuums von den jeweiligen Auszahlungen des ein-
zelnen Spielers abha¨ngt. Angenommen, es handelt sich wieder um ein Spiel mit zwei
Strategien A und B in einer Gesamtpopulation der Gro¨ße N , mit i A-Spielern und
N − i B-Spielern und einer Auszahlungsmatrix der Gestalt
(A B
A a b
B c d
)
,
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dann ist der Payoff fu¨r den Typ A gleich
Fi =
i− 1
N − 1a+
N − i
N − 1b, (2.18)
da (i − 1)/(N − 1) die Wahrscheinlichkeit darstellt gegen einen A-Typ zu spielen
und (N − i)/(N −1) die Wahrscheinlichkeit fu¨r einen B-Gegenspieler. Analog ist die
Auszahlung fu¨r einen B-Spieler gleich
Gi =
i
N − 1c+
N − i− 1
N − 1 d. (2.19)
Wie schon weiter oben erwa¨hnt, wird in der evolutiona¨ren Spieltheorie die Aus-
zahlung eines Individuum mit seiner Fitness gleichgesetzt. Diese Fitness muss aber
nicht ausschließlich von den Eintragungen der Auszahlungsmatrix abha¨ngen, man
kann auch noch einen gewisse Selektionsparameter s einfu¨hren. Dieser Parameter
s ∈ [0, 1] gibt die Einflusssta¨rke des Spiels auf die Fitness an. Die Fitness der beiden
Spieler A und B ist dann gegeben durch
fi = 1− s+ sFi (2.20)
und
gi = 1− s+ sGi (2.21)
Fu¨r die U¨bergangswahrscheinlichkeiten ergibt sich daher:
pi,i−1 =
i
N
(N − i)gi
ifi + (N − i)gi
pi,i+1 =
N − i
N
ifi
ifi + (N − i)gi (2.22)
pi,i = 1− pi,i−1 − pi,i+1
Die zwei absorbierenden Zusta¨nde dieses Prozess sind, wie oben schon erwa¨hnt, i = 0
und i = N .
Da es sich hier klarerweise auch um einen Geburts- und Todesprozess handelt,
erha¨lt man, wie in Kapitel 1, Abschnitt 3, fu¨r die Fixierungswahrscheinlichkeiten ρA
und ρB folgendes:
ρA =
1
1 +
∑N−1
i=1
∏i
k=1
gk
fk
, ρB =
∏N−1
k=1
gk
fk
1 +
∑N−1
i=1
∏i
k=1
gk
fk
(2.23)
Neben der Wahrscheinlichkeit, mit der eine Strategie die andere vollkommen er-
setzt, ist es auch noch interessant die Invasionsdynamiken zu betrachten, also ob
eine mutante Strategie u¨berhaupt in die residente monomorphe Population eindrin-
gen kann oder nicht. Um die Invasionsdynamiken zu untersuchen, kann man eine
lineare Funktion hi von i definieren. (vgl. [20] Abschnitt 3)
hi = fi − gi (2.24)
Die Invasionsdynamiken des Spiels ko¨nnen aus dem Vorzeichen von h1 und hN−1
abgeleitet werden. Wenn h1 > 0 bevorzugt die Selektion das Eindringen von A in
eine B-Population beziehungsweise, wenn hN−1 < 0 das Eindringen von B in eine
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A-Population. Im Gegensatz zu der Ungleichung ρA < 1N , die man oft nicht explizit
lo¨sen kann, besteht die Ungleichung h1 > 0 aus einfachen Bedingungen an a, b, c, d
und N und la¨sst sich damit leicht lo¨sen. Die folgende Definition dient der schnelleren
Lesbarkeit der Invasionsdynamik und Fixierungswahrscheinlichkeit.
Definition 16. Ein Pfeil → oder ← zwischen zwei Strategien A und B gibt
das Vorzeichen von h1 beziehungsweise hN−1 an, wobei ein Pfeil ← in Richtung der
Strategie A bedeutet, dass h1 > 0 und ein solcher Pfeil → in Richtung B, dass
hN−1 < 0. Fu¨r die relativen Werte der Fixierungswahrscheinlichkeiten ρA und ρB in
Bezug auf 1N , geben die Pfeile ⇒ oder ⇐ Auskunft, wobei ein Pfeil ⇐ in Richtung
A ausdru¨ckt, dass ρA > 1/N und ein Pfeil ⇒ in Richtung B, dass ρB > 1/N .
So heißt A←⇐B zum Beispiel, dass die Selektion das Eindringen von A in einer
B-Population bevorzugt und auch die Fixierungswahrscheinlichkeit von A gro¨ßer,
als jene eines neutralen Mutanten ist. Ebenso, kann man diese Werte auch fu¨r beide
Strategien betrachten, wobei hier immer jene Pfeile fu¨r die Invasionsdynamik oder
Fixierungswahrscheinlichkeit entscheidend sind, die direkt neben der jeweiligen Stra-
tegie stehen. So bedeutet A← ←⇐ ⇐B einerseits, dass die Selektion das Eindringen von
A in einer B-Population bevorzugt und auch die Fixierungswahrscheinlichkeit von A
gro¨ßer, als jene eines neutralen Mutanten ist (die linken Pfeile) und zusa¨tzlich, dass
die Selektion die Invasion von B in einer A-Population nicht bevorzugt und auch die
Fixierungswahrscheinlichkeit von B kleiner als 1/N ist (die rechten Pfeile).
Man kann in die Invasionsdynamiken hi auch die Populationsgro¨ße N einfließen
lassen. Mit
ξ = a− c, ζ = d− b (2.25)
und
ξ′ = ξ − a− d
N
, ζ ′ = ζ +
a− d
N
(2.26)
kann die Differenz hi = fi − gi der Payoffs zwischen A-Spielern und B-Spielern
ausdgedru¨ckt werden durch
hi = s
(
ξ′
i
N − 1 − ζ
′N − i
N − 1
)
(2.27)
Im Gegensatz zu unendlichen Populationen, bei denen es genu¨gt das Vorzeichen von
ξ und ζ zu betrachten, um das qualitative Verhalten zu untersuchen, muss man bei
endlichen Bevo¨lkerungen die Parameter ξ′ und ζ ′ zu Rate ziehen.
Dann gibt es folgende Mo¨glichkeiten fu¨r die Invasionsdynamiken:
(1) Bistabilita¨t, wenn ξ′ > 0 und ζ ′ > 0
(2) A dominiert, wenn ξ′ > 0 und ζ ′ < 0
(3) B dominiert, wenn ξ′ < 0 und ζ ′ > 0
(4) Polymorphismus, wenn ξ′ < 0 und ζ ′ < 0
Allein durch A¨nderung der Bevo¨lkerungsgro¨ße, kann es also in endlichen Popula-
tionen zu einer Vera¨nderung der Dynamik kommen, da sich bei konstant bleibenden
Auszahlungen das Vorzeichen von ξ′ und ζ ′ umkehren kann, wenn sich N vera¨ndert.
Zusammenfassend kann man also sagen, dass in einer endlichen Bevo¨lkerung und
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einem Spiel mit 2 Strategien die evolutiona¨ren Invasionsdynamiken durch 5 Para-
meter charakterisiert sind: die Auszahlungen a, b, c, d und die Populationsgro¨ße N .
Aus (2.26) folgt die folgende Definition fu¨r N -Dominanz:
Definition 17.
A ist N -dominant⇐⇒ (a− c) > a− d
N
und (d− b) < d− a
N
(2.28)
Das ist dann der Fall, wenn ξ′ > 0 und ζ ′ < 0, also wenn die Invasionsdynamik
hi > 0 ∀i.
Beispiel 8. Es sei zum Beispiel folgende Auszahlungsmatrix gegeben
( A B
A 11 2
B 10 −1
)
Wenn man die Gleichungen aus (2.26) auf diese Matrix anwendet erha¨lt man fu¨r die
N -Dominanz von B:
ξ′ = ξ − a− d
N
< 0⇔ 1− 12
N
< 0
⇔ N < 12
und
ζ ′ = ζ +
a− d
N
> 0⇔ −3 + 12
N
> 0
⇔ N < 4
Analog erha¨lt man fu¨r die N -Dominanz von A
ξ′ = ξ − a− d
N
> 0⇔ N > 12
und
ζ ′ = ζ +
a− d
N
< 0⇔ N > 4
Fu¨r 4 > N > 12 folgt, dass ein stabiles Gleichgewicht im Inneren herrscht, da hier
ξ′ < 0 und ζ ′ < 0. Daraus folgt also, dass fu¨r N < 4 Strategie B N -dominiert und
fu¨r N > 12 Strategie A und fu¨r 4 < N < 12 die Bevo¨lkerung polymorph ist.
Beispiel 9. Es sei die gleiche Auszahlungsmatrix wie im letzten Beispiel gegeben
und die Sta¨rke der Selektion sei s = 0.5, dann gibt es bezu¨glich der N -Dominanz
drei verschiedene Szenarien.
• B ist N -dominant: Sei N = 3, dann folgt daraus, dass
−1.25 = h1 < 0 und − 1.75 = hN−1 < 0,
außerdem gilt fu¨r die Fixierungswahrscheinlichkeiten, dass
0.181087 = ρA < 1/3 = 1/N und 0.486922 = ρB > 1/3 = 1/N.
Das heißt also, dass die Selektion zwar das Eindringen von B bevorzugt,
nicht aber das von A, auch die Fixierungswahrscheinlichkeit ist nur fu¨r B
gro¨ßer als die eines neutralen Mutanten, also A→ →⇒ ⇒B
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• A ist N -dominant: Sei N = 25, dann folgt daraus, dass
1.27083 = h1 > 0 und 0.3125 = hN−1 > 0,
außerdem gilt fu¨r die Fixierungswahrscheinlichkeiten, dass
0.815622 = ρA > 1/25 = 1/N und 0.0000383008 = ρB < 1/25 = 1/N.
Daher bevorzugt die Selektion also das Eindringen von A, nicht aber das
von B. Die Fixierungswahrscheinlichkeit ist nur fu¨r A gro¨ßer als 1/N , also
A← ←⇐ ⇐B.
• Polymorphismus: Sei N = 9, dann folgt daraus, dass
0.8125 = h1 > 0 und − 0.0625 = hN−1 < 0,
außerdem gilt fu¨r die Fixierungswahrscheinlichkeiten, dass
0.339766 = ρA > 1/9 = 1/N und 0.0616145 = ρB < 1/9 = 1/N.
Daher bevorzugt die Selektion zwar sowohl das Eindringen von A, als auch
von B, aber nur die Fixierungswahrscheinlichkeit von A ist gro¨ßer als 1/N ,
also A← →⇐ ⇐B.
Einige Kombinationen aus Invasionsdynamiken und relativen Fixierungswahr-
scheinlichkeiten kann man ausschließen. Dies folgt aus den folgenden vier Theoremen,
die sich aus den bisher getroffenen Annahmen ableiten lassen (siehe [20], Theorem
1-4)
Theorem 2.1. Falls b > c gibt es eine Populationsgro¨ße N0 ≥ 2, so dass fu¨r
alle N < N0 gilt: ρB < 1N < ρA
Beweis. Aus b > c folgt, dass ρB < 1N < ρA, fu¨r N = 2. Damit A, fu¨r alle
N < N0, bezu¨glich der Selektion vorteilhaft ist, muss gelten:
f1
g1
=
b(N − 1)
c+ d(N − 2) > 1 und
fN−1
gN−1
=
a(N − 2) + b
c(N − 1) > 1.
Das ist a¨quivalent zu N(b− d) > b+ c− 2d und N(a− c) > 2a− b− c. Es ergeben
sich vier Fa¨lle:
(1) a > c, b > d: Da b > c, sieht man, dass sowohl f1g1 als auch
fN−1
gN−1 gro¨ßer als
1 sind, fu¨r alle N. Daraus folgt, dass ρB < 1N < ρA fu¨r alle N . Das heißt
N0 =∞
(2) a < c, b > d : N(a− c) > 2a− b− c ist a¨quivalent zu N < 2a−b−ca−c = N0
(3) a > c, b < d : N(b− d) > b+ c− 2d ist a¨quivalent zu N < b+c−2db−d = N0.
(4) a < c, b < d : N(a−c) > 2a−b−c und N(b−d) > b+c−2d ist a¨quivalent
zu N < min(2a−b−ca−c ,
b+c−2d
b−d ) = N0
Wenn also N < N0, f1g1 > 1, und daher ρB <
1
N < ρA, ist A vorteilhaft bezu¨glich
der Selektion (A← ←⇐ ⇐B). 
Dieses Theorem sagt also aus, dass fu¨r genu¨gend kleine Populationen die Bedin-
gung b > c ausreicht, um ein u¨ber B dominantes A bezu¨glich Invasionsdynamik und
Fixierungswahrscheinlichkeit zu erhalten. Intuitiv kann man sich das bei einer Be-
vo¨lkerung der Gro¨ße N = 2 vorstellen: Man hat genau einen A- und einen B-Spieler,
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dann sind die einzig mo¨glichen Auszahlungen b und c, daher ist A dominant, wenn
b > c.
Theorem 2.2. Wenn h1 > 0 und hN−1 > 0, dann gilt ρB < 1N < ρA
Klarerweise muss die Selektion, falls sie A begu¨nstigt in eine B-Population ein-
zudringen, sich aber der Invasion eines B-Individuums in einer A-Population wider-
setzt, auch die Verdra¨ngung von B durch A begu¨nstigen und sich umgekehrt der
Verdra¨ngung von A durch B widersetzen.
Theorem 2.3. Falls ρA < 1N und ρB <
1
N , dann gilt h1 < 0
und hN−1 > 0.
Falls sich die Selektion einer Verdra¨ngung von B durch A widersetzt und ebenso
umgekehrt, dann muss sie sich ebenfalls der Invasion von A in B und viceversa
widersetzen. Und analog gilt deswegen:
Theorem 2.4. Falls ρA > 1N und ρB >
1
N , dann gilt h1 > 0
und hN−1 < 0.
Durch die 4 mo¨glichen Selektionsszenarien (vorteilige/nachteilige Invasion, vor-
teilige/nachteilige Verdra¨ngung) kommt es zu insgesamt 16 Selektionsszenarien in
endlichen Population, von denen wir aber wegen der vorigen Theoreme 8 wieder
ausschließen ko¨nnen, und die u¨brigen acht kann man zu den folgenden 5 zusammen-
fassen:
(1) Die Selektion bevorzugt eine Strategie: A← ←⇐ ⇐B und A→ →⇒ ⇒B
Beispiel 10.
P =
(A B
A 2 7
B 5 10
)
Fu¨r eine Populationsgro¨ße N = 4 und eine Selektionssta¨rke s = 0.1, ergibt
sich aus (2.26), dass ξ′ = a−c− a−d4 = −1 < 0 und ζ ′ = d−b+ a−dN = 1 > 0
und daher ist h1 < 0 und hN−1 < 0. Aus Theorem 2.2 ergibt sich daher,
dass ρA < 1N < ρB. Es handelt sich also um den Fall A
→ →⇒ ⇒B. Fu¨r die Aus-
zahlungsmatrix P will man sich nun die stationa¨re Wahrscheinlichkeit fu¨r
die einzelnen Zusta¨nde berechnen. Da es bei einem Moran-Prozess immer
zwei absorbierende Zusta¨nde gibt, na¨mlich i = 0 (Strategie A stirbt aus)
und i = N (Strategie A setzt sich durch), kann man den ganzen Prozess
als Markov-Kette mit diesen zwei Zusta¨nden betrachten. Die U¨bergangs-
wahrscheinlichkeit vom Zustand i = 0 zu i = N ist dann die Fixierungs-
wahrscheinlichkeit ρA von Strategie A und die vom Zustand i = N zu i = 0
die Fixierungswahrscheinlichkeit ρB von Strategie B. Aus Gleichung (2.23)
folgt, dass ρA = 0.218522 und ρB = 0.285991. Fu¨r die U¨bergangsmatrix U
ergibt sich daher
U =
N(= A) 0(= B)
N(= A) 1− ρB ρB
0(= B) ρA 1− ρA
=
A B
A 0.714009 0.285991
B 0.218522 0.781478
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Der stationa¨re Vektor x zu dieser U¨bergangsmatrix ist der linke Eigenvektor
der Matrix zum Eigenwert 1. Das heißt, er ergibt sich aus der Gleichung
xU = 1 · x. Als stationa¨ren Vektor erha¨lt man (0.433135, 0.566865). Das
heißt die stationa¨re Wahrscheinlichkeit fu¨r den Zustand A betra¨gt 0.433135,
die fu¨r den Zustand B 0.566865. Man kann die stationa¨re Verteilung auch
als den Anteil der Zeit interpretieren, die der Prozess in einem Zustand
verbringt. In diesem Fall ist der Zustand mit dem gro¨ßeren Zeitanteil B,
die Population wird also la¨nger ausschließlich aus B-Spielern bestehen als
aus A-Spielern.
(2) Die Selektion bevorzugt eine Strategie und die beiderseitige Invasion:A← →⇐ ⇐B
und A← →⇒ ⇒B
Beispiel 11.
P =
( A B
A 10 5
B 4 6
)
Wieder sei die Populationsgro¨ßeN = 4 und die Sta¨rke der Selektion s = 0.1.
In diesem Fall sind die Invasionsdynamiken der zwei Strategien gegeben
durch ξ′ = a − c − a−dN = 5 > 0 und ζ ′ = d − b + a−dN = 2 > 0. Daher ist
h1 > 0 und hN−1 < 0, es kommt also zu einer Bistabilita¨t bezu¨glich der
Invasion. Hier sind die Fixierungswahrscheinlichkeiten ρA = 0.278804 und
ρB = 0.186752. Es gilt also ρB < 1N < ρA. Es handelt sich daher um den
Fall A← →⇐ ⇐B. Um die stationa¨re Verteilung berechnen zu ko¨nnen, beno¨tigt
man zuna¨chst wieder wie vorhin die U¨bergangsmatrix U , die hier gegeben
ist durch
U =
A B
A 0.813248 0.186752
B 0.278804 0.721196
Die stationa¨re Verteilung dieser Matrix ergibt (0.598862, 0.401138). In die-
sem Fall wird der Prozess also la¨ngere Zeit in A verbringen, als in B.
(3) Die Selektion bevorzugt Polymorphismus: A→ ←⇒ ⇐B
Beispiel 12.
P =
( A B
A 14 2
B 4 10
)
Wieder sei die Bevo¨lkerungsgro¨ße N = 4 und die Selektionssta¨rke s = 0.1.
Die Invasionsdynamiken ergeben dann einen Polymorphismus, da h1 < 0
und hN−1 > 0, wegen ξ′ = 9 > 0 und ζ ′ = 9 > 0. Außerdem sind die
Fixierungswahrscheinlichkeiten gegeben durch ρA = 0.194238 und ρB =
0.20539, es gilt also ρA < 1N und ρB <
1
N . Daher liegt der Fall A
→ ←⇒ ⇐B
vor. Und die U¨bergangsmatrix U ergibt sich zu
U =
A B
A 0.79461 0.20539
B 0.194238 0.805762
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Der stationa¨re Vektor zu dieser U¨bergangsmatrix ist dann gleich (0.486047,
0.513953). Hier u¨bertrifft die Strategie B mit einer stationa¨ren Verteilung
von 0.513953 die Strategie A mit einer stationa¨ren Verteilung von 0.486047
zwar ein wenig, allerdings, sind diese zwei Werte na¨her bei einander als
in der vorhergehenden Beispielen. Auch bezu¨glich des stationa¨ren Vektors
kann man also beinahe von einem Polymorphismus sprechen.
(4) Die Selektion bevorzugt eine Strategie und widersetzt sich beiderseitiger
Invasion: A→ ←⇒ ⇒B und A→ ←⇐ ⇐B
Beispiel 13.
P =
(A B
A 7 1
B 3 10
)
Bei diesem Beispiel (N = 4, s = 0.1) handelt es sich um den Fall A→ ←⇒ ⇒B,
da h1 < 0 und hN−1 > 0, und weil die Fixierungswahrscheinlichkeiten
durch ρA = 0.15714 < 1N und ρB = 0.268136 >
1
N gegeben sind. Die
U¨bergangsmatrix U ist daher gegeben durch
U =
A B
A 0.731864 0.268136
B 0.15714 0.84286
Der stationa¨re Vektor ergibt hier (0.369501, 0.630499), also mit einer sta-
tiona¨ren Verteilung von 0.630499 einen eindeutigen Vorteil fu¨r Strategie
B.
(5) Die Selektion bevorzugt Bistabilita¨t: A← →⇐ ⇒B
Beispiel 14.
P =
( A B
A 3 12
B 14 4
)
Wegen h1 > 0 und hN−1 < 0 und ρA = 0.254415 > 1N und ρB = 0.331507 >
1
N handelt es sich hier fu¨r N = 4 und s = 0.1 um den Fall A
← →⇐ ⇒B Mit der
U¨bergangsmatrix U
U =
A B
A 0.668493 0.331507
B 0.254415 0.745585
erha¨lt man die stationa¨re Verteilung (0.434213, 0.565787) fu¨r die beiden
Strategien. Strategie B ist in diesem Fall also ein wenig vorteilhafter als
Strategie A.
Man kann hier sehen, dass immer wenn die oberen Pfeile (Invasionsdynamiken)
in die gleiche Richtung gehen, die unteren Pfeile (Fixierungswahrscheinlichkeiten),
die gleiche Richtung annehmen mu¨ssen. Sind die oberen Pfeile nicht gleich orientiert,
ko¨nnen sich fu¨r die unteren Pfeile alle Variationsmo¨glichkeiten ergeben. Es gibt al-
so in endlichen Populationen 5 mo¨gliche Szenarien der Selektionsdynamiken. Wenn
38 2. MORAN-PROZESS
man die Bevo¨lkerungsgro¨ße gegen unendlich gehen la¨sst, folgen daraus die 3 schon
bekannten Szenarien (Polymorphismus, Bistabilita¨t, Dominanz), da die Fixierungs-
wahrscheinlichkeit im Vergleich zur Invasionsdynamik immer mehr an Bedeutung
gewinnt.
4. One-third-law
Nowak et al [16] formulierten 2004 die one-third-law, welche besagt, dass, falls
die beiden Strategien A und B jeweils beste Antworten auf sich selbst sind und die
Invasionsbarriere der Strategie A, also das innere Gleichgewicht x∗ = (d − b)/(a −
c + d − b), kleiner als 1/3 ist, die Selektion fu¨r große N und kleine s das Ersetzen
von B durch A bevorzugt.
Wie schon weiter oben erwa¨hnt, ist die Strategie A selektiv vorteilhaft, wenn
ρA > 1/N . Fu¨r schwache Selektion (sehr kleines s) kann man diese Fixierungswahr-
scheinlichkeit folgendermaßen berechnen. Die beiden Fitnessfunktionen der Strate-
gien A und B sind wie oben gegeben durch
fi = 1− s+ sFi = 1− s(1− Fi) und gi = 1− s+ sGi = 1− s(1−Gi) (2.29)
Fu¨r das Verha¨ltnis dieser Funktionen erha¨lt man, wenn man bedenkt, dass 1/(1−) ∼=
1 +  und man alle Terme ab s2 vernachla¨ssigt,
gi
fi
=
1− s(1−Gi)
1− s(1− Fi) (2.30)
=̂ [1− s(1−Gi)][1 + s(1− Fi)] (2.31)
=̂ 1− s+ sGi + s− sFi (2.32)
= 1 + s(Gi − Fi︸ ︷︷ ︸
=:αi
) (2.33)
= 1 + sαi. (2.34)
Daher ist das Produkt g1f1 · · ·
gk
fk
gegeben durch
g1
f1
· · · gk
fk
= (1 + sα1) · · · (1 + sαk) (2.35)
=̂ 1 + s(α1 + · · ·+ αk). (2.36)
Fu¨r die inverse Fixierungswahrscheinlichkeit ergibt sich daher
ρ−1A = 1 +
N−1∑
k=1
(1 + s(α1 + · · ·+ αk)) (2.37)
= N + s [α1 + (α1 + α2) + · · ·+ (α1 + · · ·+ αN−1)]︸ ︷︷ ︸
=
PN−1
i=1 (N−i)αi=(>)
(2.38)
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Die Auszahlungsdifferenzen αi kann man umformen zu
αi = Gi − Fi = 1
N − 1[ci+ d(N − i− 1)− a(i− 1)− b(N − i)] (2.39)
=
1
N − 1[i (c− d− a+ b)︸ ︷︷ ︸
=:A
+ dN − d+ a− bN︸ ︷︷ ︸
=:B
] (2.40)
=
1
N − 1[Ai+B]. (2.41)
Aus dieser Umformung und da
(N − 1)(>) = (N − 1)
N−1∑
i=1
(N − i)αi (2.42)
=
N−1∑
i=1
(N − i)(Ai+B) =
N−1∑
i=1
[NB + i(AN −B)− i2A] (2.43)
= (N − 1)NB + (AN −B)
N−1∑
i=1
i︸ ︷︷ ︸
=
(N−1)N
2
−A
N−1∑
i=1
i2︸ ︷︷ ︸
=
(N−1)N(2N−1)
6
, (2.44)
und man deswegen beide Seiten durch (N-1) ku¨rzen kann, folgt fu¨r (>)
N−1∑
i=1
(N − i)αi = N [B + AN2 −
B
2
− A
6
(2N − 1)] (2.45)
= N [
B
2
+
AN
6
+
A
6
] (2.46)
=
N
6
[3B +AN +A] (2.47)
=
N
6
[AN + (3B +A)] (2.48)
=
N
6
[N(c− d− a+ b) +N(3d− 3b)
−3d+ 3a+ c− d− a+ b]
(2.49)
=
N
6
[N(2d− 2b+ c− a) + (2a+ b+ c− 4d)] (2.50)
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Wenn man nun (2.50) in die Formel der Fixierungswahrscheinlichkeit einsetzt
und da 1/(1− ) ∼= 1 + , erha¨lt man fu¨r diese
ρA =
1
N + sN6 [N(2d− 2b+ c− a) + (2a+ b+ c− 4d)]
(2.51)
=
1
N
1
1 + s6 [N(2d− 2b+ c− a) + (2a+ b+ c− 4d)]
(2.52)
=
1
N
(1− s
6
[N(2d− 2b+ c− a) + (2a+ b+ c− 4d)]) (2.53)
=
1
N
(1 +
s
6
[N(a+ 2b− c− 2d)− (2a+ b+ c− 4d)] (2.54)
=
1
N
[1 +
s
6
(Nα− β)], (2.55)
wobei
α := a+ 2b− c− 2d und β := 2a+ b+ c− 4d (2.56)
Daher bevorzugt die Selektion das Ersetzen von A durch B bei gegebenem N
und schwacher Selektion (kleines s), wenn:
Nα > β ⇐⇒ a(N − 2) + b(2N − 1) > c(N + 1) + d(2N − 4) (2.57)
Fu¨r die kleinstmo¨gliche Bevo¨lkerung N = 2 fu¨hrt dies zu der Ungleichung b > c
Wenn man hingegen die Bevo¨lkerungsgro¨ße N gegen unendlich gehen la¨sst, erha¨lt
man aus der Ungleichung (2.57)
a+ 2b > c+ 2d ⇐⇒ a+ d+ 3b > c+ 3d+ b (2.58)
⇐⇒ a− b− c+ d > 3d− 3b (2.59)
⇐⇒ a− b− c+ d > 3(d− b) (2.60)
⇐⇒ 1
3
>
d− b
a− b− c+ d = x
∗ (2.61)
Die Ungleichung (2.58) ist also a¨quivalent dazu, dass x∗ < 1/3, wobei x∗ das bista-
bile innere Gleichgewicht aus der deterministischen Replikatorgleichung ist, gegeben
durch x∗ = (d − b)/(a − b − c + d). Ein einzelner A-Mutant kann sich in einer B-
Bevo¨lkerung fixieren, wenn das Attraktionsbassin der Strategie B kleiner als 1/3 ist.
Eine Erkla¨rung, warum diese natu¨rliche Bedingung gilt, wird in Nowak et al. [16]
nicht gegeben, 3 Jahre spa¨ter geben Ohtsuki et al. [18] zumindest eine intuitive.
Man betrachte den Zustandsraum X = {0, .., N}, nun ist es von Interesse wie lange
der Prozess in jedem Zustand j, 1 ≤ j ≤ N−1, verweilt, also wie oft er die einzelnen
Zusta¨nde j erreicht. Dies wird Verweilzeit des Prozesses im Zustand j genannt. Die
mittlere Verweilzeit tij beschreibt, ausgehend vom Zustand i, die durchschnittliche
Zeit, die der Prozess vor der Fixierung bei N oder 0 im Zustand j verbringt. Mit
den U¨bergangswahrscheinlichkeiten pij erha¨lt man
tij =
N∑
k=0
piktkj + δij , t0j = tNj = 0 (2.62)
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Zuna¨chst betrachtet man den Fall eines neutralen Mutanten, das heißt die U¨ber-
gangswahrscheinlichkeiten sind gegeben durch
pi,i+1 =
N − i
N
i
N
pi,i−1 =
i
N
N − i
N
(2.63)
pii = 1− 2 i
N
N − i
N
Wenn man mit einem einzelnen A-Mutanten startet (i = 1), erha¨lt man aus den
Gleichungen (2.62) und (2.63) die folgende mittlere Verweilzeit:
t1j =
N
j
(2.64)
Allerdings gilt fu¨r den Prozess im Zustand 1, dass meist ein B-Spieler sowohl zur
Reproduktion als auch fu¨r den Tod ausgewa¨hlt wird, da sich viel mehr B-Spieler
als A-Spieler in der Bevo¨lkerung befinden. Diese Ereignisse, wo nur zwei B-Spieler
miteinander interagieren, sind aber uninteressant, da sich das Verha¨ltnis von A- zu
B-Individuen in der Population nicht a¨ndert. Fu¨r diese Berechnung sind daher nur
die zwei Fa¨lle von Interesse, bei denen entweder ein A-Spieler zur Reproduktion aus-
gewa¨hlt wird und ein B-Spieler stirbt, oder sich ein B-Individuum fortpflanzt und ein
A-Spieler eliminiert wird. Diese zwei Ereignisse haben jeweils die U¨bergangswahr-
scheinlichkeiten pi,i−1 und pi,i+1, eines der beiden tritt daher mit Wahrscheinlichkeit
(pi,i−1 + pi,i+1) auf. Die effektive Verweilzeit τ ij im Zustand j, wenn der Prozess in
i startet, definiert man daher als
τ ij = (pj,j+1 + pj,j−1)tij (2.65)
Wenn man fu¨r die Verweilzeit und die U¨bergangswahrscheinlichkeiten aus (2.64) und
(2.63) einsetzt, folgt daher:
τ1j = (pj,j+1 + pj,j−1)t1j (2.66)
= 2
N − j
N
j
N
· N
j
(2.67)
=
2(N − j)
N
(2.68)
Dies ist also die effektive Zeit, die der Prozess im Zustand j verweilt, wenn er mit
einem einzigen A-Mutant gestartet hat, bevor er sich in N oder 0 fixiert. Betrachtet
man nun die durchschnittliche Anzahl von Spielen, die von den zwei Spielern A und
B miteinander gespielt werden, kann man sehen, dass ein A-Spieler (j − 1) andere
A-Spieler und (N − j) B-Spieler treffen kann, wenn der Prozess sich im Zustand j
befindet. Ein B-Spieler trifft in diesem Zustand analog N − j − 1 andere B-Spieler
und j A-Spieler. Dies kann man in folgender Matrix ausdru¨cken:(
A→ A A→ B
B → A B → B
)
j
=
(
j − 1 N − j
j N − j − 1
)
(2.69)
Der Ausdruck A → A bedeutet hier, die Anzahl der mo¨glichen Interaktionen zwi-
schen A und A im Zustand j. Die tatsa¨chliche Anzahl der Treffen zwischen den
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Spielern, wenn man mit einem einzigen A-Mutant anfa¨ngt, ist gegeben durch die
gewichtete Summe von (2.69) mittels der effektiven Verweilzeit τ1j . Fu¨r große N
erha¨lt man
N−1∑
j=1
τ1j
(
A→ A A→ B
B → A B → B
)
j
=
N−1∑
j=1
2(N − j)
N
(
j − 1 N − j
j N − j − 1
)
(2.70)
=
N−1∑
j=1
(
2j − 2− 2j2N + 2jN 2N − 2j − 2j + 2j
2
N
2j − 2j2N 2N − 2j − 2− 2j + 2j
2
N +
2j
N
)
(2.71)
=
(∑N−1
j=1
(
2j − 2− 2j2N + 2jN
) ∑N−1
j=1
(
2N − 4j + 2j2N
)
∑N−1
j=1
(
2j − 2j2N
) ∑N−1
j=1
(
2N − 4j − 2 + 2j2N + 2jN
)) (2.72)
Da
∑N−1
j=1 =
N(N−1)
2 und
∑N−1
j=1 j
2 = 16(N − 1)N(2N − 1) und daher
∑N−1
j=1
2j2
N =
1
3(N − 1)(2N − 1) folgt weiter, wenn man N−13 heraushebt, dass
N−1∑
j=1
τ1j
(
A→ A A→ B
B → A B → B
)
j
= (2.73)
=
N − 1
3
(
3N − 6− (2N − 1) + 3 6N − 6N + (2N − 1)
3N − (2N − 1) 6N − 6N − 6 + (2N − 1) + 3
)
(2.74)
=
N − 1
3
(
N − 2 2N − 1
N + 1 2N − 4
)
(2.75)
Fu¨r große N erha¨lt man aus dieser Gleichung folgende Approximation:
N − 1
3
(
N − 2 2N − 1
N + 1 2N − 4
)
≈ N
2
3
(
1 2
1 2
)
(2.76)
Also trifft jeder Spieler circa zwei Mal so oft auf Spieler der Strategie B als
auf Spieler der Strategie A. Bis zur Fixierung einer der beiden Strategien sind also
circa 1/3 der Spielgegner A-Spieler und circa 2/3 B-Spieler. Daher kann man die
durchschnittliche Auszahlung eines A-Spielers angeben als (a+ 2b)/3 und die eines
B-Spielers mit (c + 2d)/3. Wenn die durchschnittliche Auszahlung eines A-Spielers
gro¨ßer sein soll als die eines B-Spielers erha¨lt man folgende Ungleichung
a+ 2b
3
>
c+ 2d
3
(2.77)
und sieht, dass diese a¨quivalent zu der Ungleichung (2.58) ist, also dass ρA > 1/N .
Diese 1/3-Regel ist hier nur fu¨r neutrale Mutanten gezeigt, fu¨r nicht-neutrale vera¨n-
dern sich die U¨bergangswahrscheinlichkeiten in der Gleichungen von (2.22). Wenn
jedoch die Selektion sehr schwach ist, bleiben fi und gi nahe bei 1 und man kann
zeigen, dass die effektive Verweilzeit in einer Approximation erster Ordnung nicht
beeinflusst wird. Trotzdem gilt, je o¨fter der Zustand j besucht wird, desto wichtiger
wird der Fitnessunterschied der beiden Strategien A und B. Aber auch, wenn hier
die one-third-law nur fu¨r große N und schwache (bzw. keine) Selektion hergeleitet
werden konnte, bietet dieser Herleitung doch eine gute intuitive Erkla¨rung fu¨r dieses
Konzept.
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5. Fixierungszeiten
In ihrer Arbeit aus dem Jahr 2006 zeigten Taylor et al. [21] eine erstaunliche
Eigenschaft der Fixierungszeit eines einzelnen Mutanten. Fu¨r den Fall eines frequenz-
abha¨ngigen Moran-Prozesses braucht ein einzelner A-Mutant in einer Population
von B-Spielern na¨mlich genauso lang um sich zu fixieren, wie ein B-Spieler in einer
reinen A-Population. Dabei ist es egal, welche der beiden Strategien bezu¨glich der
Selektion vorteilhaft ist und welche Sta¨rke die Selektion besitzt. Falls die Fixierung
eintritt, dauert diese im Mittel fu¨r beide Strategien gleich lang. Und nicht nur der
Erwartungswert der Fixierungszeit ist gleich groß, dasselbe gilt fu¨r die Varianz und
alle ho¨heren Momente.
Definition 18. Die bedingten Fixierungszeiten tNi und t
0
i sind jene Zeiten, die
der Prozess beno¨tigt, um ausgehend vom Zustand i den Fixierungszustand N oder
0 zu erreichen. Die unbedingte Fixierungszeit ti beschreibt die Zeit, die der Prozess
braucht, um in einem der beiden Fixierungszusta¨nden, egal welchem, zu landen.
Proposition 2.5 (vgl. [21] Proposition 1). Die bedingte mittlere Fixierungszeit
tN1 eines einzelnen A-Mutanten ist die selbe, wie die bedingte mittlere Fixierungszeit
t0N−1 eines einzelnen B-Mutanten.
Antal et al. zeigen in ihrer Arbeit (siehe [2], Abschnitt 3) durch explizite Be-
rechnung der beiden Fixierungszeiten ebenfalls, dass diese fu¨r beide eindringenden
Mutanten gleich ist, unabha¨ngig davon, welche Strategie die vorteilhafte ist. In Si-
mulationen zeigen sie aber, dass diese bemerkenswerte Eigenschaft nicht bestehen
bleibt, wenn die Anzahl der Eindringlinge gro¨ßer als 1 ist. Es gilt also, dass die Fi-
xierungszeit von i A-Mutanten nicht gleich der Fixierungszeit von i B-Mutanten ist,
wenn i > 1.

KAPITEL 3
Paarweiser Vergleich
p
1-p
Vorbild Nachahmer
Abbildung 1. Vorbild und Nachahmer
Im letzten Kapitel wurde der Moran-Prozess besprochen, dessen wichtige Eigen-
schaften, wie die konkrete Berechnung der Fixierungswahrscheinlichkeiten und die
one-third-law, nur fu¨r kleine Selektion gezeigt werden konnten. In diesem Kapitel
wird eine a¨hnliche Dynamik betrachtet, na¨mlich jene des paarweisen Vergleichs. In
dieser Klasse von Dynamiken werden immer zufa¨llig zwei Individuen ausgewa¨hlt,
wobei eines die Rolle des Vorbilds und eines die des Nachahmers innehat. Abha¨n-
gig vom Vergleich der verschiedenen Auszahlungen u¨bernimmt der Nachahmer mit
Wahrscheinlichkeit p die Strategie des Vorbilds. Wichtig dabei ist zu bemerken, dass
der Nachahmer nicht immer zur bessere Strategie wechselt, manchmal entscheidet er
sich auch fu¨r die schlechtere. Diese evolutiona¨re Dynamik stimmt fu¨r kleine Selektion
mit dem Moran-Prozess u¨berein, erlaubt jedoch die Fixierungswahrscheinlichkeit fu¨r
jede Selektionsintesita¨t zu berechnen. Die Arbeiten von Traulsen et al. [23], [25],
Altrock & Traulsen [1] und Traulsen & Hauert [22] bilden die Grundlage dieses
Kapitels.
1. Das Modell mit Fermi-Verteilung
Da in der Physik stochastische Effekte oft mit effektiver Temperatur beschrieben
werden, und sich dies dort als sinnvoll erwiesen hat, bleiben wir auch hier bei dieser
Terminologie. Im Gegensatz zum Moran-Prozess wird die Sta¨rke der Selektion nicht
durch einen Parameter s, wie in Gleichung (1.42) und (1.43), kontrolliert, sondern
durch eine Wahrscheinlichkeitsfunktion p, abha¨ngig von der inversen Temperatur β.
Diese Temperatur der Selektion kontrolliert hier die Balance zwischen Selektion und
random-drift in endlichen Populationen. Der paarweise Vergleich unter Verwendung
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der Fermi-Verteilungsfunktion mit endlicher Temperatur, ist folgendermaßen defi-
niert:
Ebenso wie in den vorher gegangenen Kapiteln sei die Auszahlungsmatrix eines
2× 2-Spiels gegeben durch
(A B
A a b
B c d
)
(3.1)
Die Payoffs der beiden Strategien A und B sind fu¨r i A-Spieler und N − i B-
Spieler, wie in der vorangegangenen Dynamik, gegeben durch
Fi =
i− 1
N − 1a+
N − i
N − 1b (3.2)
und
Gi =
i
N − 1c+
N − i− 1
N − 1 d (3.3)
Um im Folgenden die Differenz der beiden Auszahlungen vereinfacht darzustellen
sei diese definiert als
Fi −Gi = ui+ v, (3.4)
wobei
u =
a+ d− (b+ c)
N − 1 (3.5)
und
v =
N(b− d)− (a− d)
N − 1 (3.6)
Zu jedem Zeitschritt vergleicht ein zufa¨llig ausgewa¨hltes Individuum seine Aus-
zahlung mit der eines ebenfalls zufa¨llig ausgewa¨hlten anderen Individuums. Ist die
des anderen gro¨ßer, so wechselt ersteres mit Wahrscheinlichkeit pi > 1/2 seine Stra-
tegie, falls sie kleiner ist mit Wahrscheinlichkeit pi < 1/2. Die Anzahl der Individuen
einer bestimmten Strategie kann sich also maximal um 1 a¨ndern, wenn die beiden
ausgewa¨hlten Individuen unterschiedliche Strategien spielen. Die Gro¨ße N der Ge-
samtpopulation bleibt gleich. Daraus ergibt sich ein Markov-Prozess mit endlichem
Zustandsraum X = (1, ..., N) und einer tri-diagonalen U¨bergangsmatrix. Es handelt
sich also wieder um einen Geburts- und Todes-Prozess. Die Wechselwahrscheinlich-
keit pi wird hier mit der Fermi-Funktion gleichgesetzt. Diese lautet:
pi =
1
1 + e−β(Fi−Gi)
(3.7)
Dies gibt die Wahrscheinlichkeit an, dass ein A-Spieler einen B-Spieler ersetzt, wobei
β ≥ 0 die inverse Temperatur angibt, welche hier die Sta¨rke der Selektion bestimmt.
Kleines β, also hohe Temperatur, bedeutet beinahe neutrale Selektion, großes β,
also niedrige Temperatur, sehr starke. Die inverse Temperatur β kann hier bis zum
Grenzfall β →∞ laufen, wo die Wahrscheinlichkeit ein weniger fites Individuum zu
ersetzen gleich 1 ist. Fu¨r β  1 reduziert sich der Prozess genau auf den im vorigen
Kapitel beschriebenen frequenz-abha¨ngigen Moran-Prozess.
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Die U¨bergangswahrscheinlichkeiten, wobei i die Anzahl der A-Spieler in der Popu-
lation angibt, lauten fu¨r so einen paarweisen Vergleich
pi,i−1 =
i
N
N − i
N
1
1 + eβ(Fi−Gi)
pi,i+1 =
i
N
N − i
N
1
1 + e−β(Fi−Gi)
(3.8)
pi,i = 1− pi,i−1 − pi,i+1.
Wie immer in evolutiona¨ren Dynamiken sind die Fixierungswahrscheinlichkeiten der
einzelnen Strategien von großem Interesse. Da es sich auch hier um einen Geburts-
und Todesprozess handelt, ist die theoretische Herleitung der Fixierungswahrschein-
lichkeit die gleiche wie in Kapitel 1, Abschnitt 3. Daher ha¨ngt diese Wahrscheinlich-
keit ausschließlich von dem Quotienten γi =
pi,i−1
pi,i+1
ab. Fu¨r den paarweisen Vergleich
ergibt dieser Bruch
γi = exp[−β(Fi −Gi)]. (3.9)
Die Wahrscheinlichkeit xi, also die Wahrscheinlichkeit, dass sich in einer Bevo¨lkerung
mit i A-Spielern und N − i B-Spielern die Strategie A durchsetzt, betra¨gt allgemein
xi =
1 +
∑i−1
k=1
∏k
j=1 γk
1 +
∑N−1
k=1
∏k
j=1 γk
(3.10)
Hier ist man bezu¨glich der Sta¨rke der Selektion nicht nur auf das Intervall [0, 1] ange-
wiesen, sondern kann β beliebig wa¨hlen. Im folgenden Beispiel wird die Fixierungs-
wahrscheinlichkeit ρA = x1 fu¨r verschiedene inverse Temperaturwerte β berechnet.
Beispiel 15. Fu¨r die Auszahlungsmatrix
( A B
A 11 2
B 10 −2
)
ergeben sich folgende Fixierungswahrscheinlichkeiten fu¨r die Werte β (vgl. auch
Abb. 2)
β =⇒ ρA
0.1 =⇒ 0.316935
0.2 =⇒ 0.537196
0.5 =⇒ 0.855837
0.9 =⇒ 0.9695
1 =⇒ 0.979311
1.5 =⇒ 0.997027
2 =⇒ 0.999572
3 =⇒ 0.999991
≥ 4 =⇒ ∼ 1
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Abbildung 2. Fixierungswahrscheinlichkeiten fu¨r β-Werte von 0 bis 4
Wenn man in die Gleichung (3.10) fu¨r γk das Ergebnis aus Gleichung (3.9) ein-
setzt und mittels (3.4) vereinfacht, erha¨lt man folgende Wahrscheinlichkeit
xi =
1 +
∑i−1
k=1 exp[−βk(k + 1)u2 − βkv]
1 +
∑N−1
k=1 exp[−βk(k + 1)u2 − βkv]
. (3.11)
Traulsen et al. [23] zeigten in ihrer Arbeit 2006, dass diese Summen als numerische
Approximationen des Integrals
∫ k−1/2
−1/2
∏i
j=1 γjdi interpretiert werden ko¨nnen. Das
Ersetzen der Summen durch diese Integrale fu¨hrt zu folgendem einfachen Ausdruck
xi =
erf[ξi]− erf[ξ0]
erf[ξN ]− erf[ξ0] , (3.12)
wobei ξk =
√
(β(N − 1)/2u(k u2 + v2 ) und erf(x) = (2/
√
pi)
∫ x
0 e
−y2dy die Fehler-
funktion darstellt. Fu¨r den Fall u = 0, also fu¨r denn Fall dass die Payoff-Differenz
unabha¨ngig ist von der Anzahl der A- und B-Spieler, folgt aus Gleichung (3.11),
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dass
xi =
1 +
∑i−1
k=1 e
−βkv
1 +
∑N−1
k=1 e
−βkv (3.13)
=
1− e−βvi(ebv−eβvi)−1+eβv
1− e−βvN (eβv−eβvN )−1+eβv
(3.14)
=
eβ(−i+N)v(−1 + eβvi)
−1 + eβvN (3.15)
=
e−βvi(−1 + eβvi)
e−βvN (−1 + eβvN ) (3.16)
=
1− e−βvi
1− e−βvN . (3.17)
Dies gilt fu¨r alle Auszahlungsmatrizen, bei denen a−c = b−d gilt. Diese Bedingung
ist durch Nowak & Sigmund auch unter dem Namen equal gains from switching
bekannt geworden. Gleichung (3.17) stellt die Fixierungswahrscheinlichkeit von i
Individuen mit der fixen relativen Fitness r = eβv dar (vgl. Kapitel 2, Abschnitt
2). Da die Payoff-Differenz konstant ist, beschreibt dieser paarweise Vergleich eine
frequenz-unabha¨ngige Selektion.
Der große Vorteil der Verwendung von Gleichung (3.12) im Gegensatz zu Glei-
chung (3.10) in diesem Zusammenhang ist, dass man bei zweiterer die Fixierungs-
wahrscheinlichkeit auch fu¨r sehr starke Selektion (β  1) approximieren kann. Fu¨r
β → ∞ und u = 0 erha¨lt man im Falle eines vorteilhaften Mutanten (v > 0) die
Fixierungswahrscheinlichkeit xi = 1 − δi0 und fu¨r die eines nachteiligen Mutanten
(v < 0) erha¨lt man xi = δiN . Da die Gleichungen (3.12) und (3.17) Na¨herungen
der Fixierungswahrscheinlichkeit (3.10) sind, mit einem Fehler der Gro¨ße N−2, kann
man wegen der Nichtlinearita¨t der Fermi-Funktion auch fu¨r beliebig große β explizite
Werte berechnen.
2. Fixierungszeiten
Wie schon im Kapitel 2 beschrieben, endet jeder evolutiona¨re Prozess in endli-
chen Populationen in einem der beiden Fixierungszusta¨nde, in dem nur noch Spieler
der gleichen Strategien auftreten. Die durchschnittliche Zeit, die der Prozess braucht,
um Fixierung einer Strategie zu erlangen, wird Fixierungszeit genannt. Diese Zeit
ti misst wie lang sich der Prozess in den transienten Zusta¨nden 1, ..., N − 1 aufha¨lt
bevor er sich in i = 0 oder i = N fixiert. Bestimmt ist diese Zeit durch
ti = 1 + pi,i+1ti+1 + (1− pi,i−1 − pi,i+1)ti + pi,i−1ti−1 (3.18)
Wie schon im Kapitel 2, Abschnitt 5 definiert, gibt es drei verschiedene Arten von
Fixierungszeiten. Zwei davon sind bedingte Fixierungszeiten. Die eine beschreibt
die Zeit, die der Prozess beno¨tigt um den Zustand N zu erreichen, die andere die
Zeitdauer bis zum Zustand 0. Die unbedingte Fixierungszeit misst die Dauer bis
einer der beiden Fixierungszusta¨nde, egal welcher, erreicht wird. Die Symmetrie der
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bedingten Fixierungszeiten gelten hier ebenso wie beim Moran-Prozess. In Traulsen
et al. [25] wird gezeigt, dass die bedingte Fixierungszeit t0i , also die Zeit bis zum
Fixierungszustand 0 ausgehend vom Zustand i, sich fu¨r wachsendes i verla¨ngert.
Wenn der Prozess in 0 startet, dann ist t00 = 0, und fu¨r jede weitere Entfernung des
Anfangszustandes von 0 wa¨chst die Fixierungszeit, da bevor der Zustand 0 erreicht
werden kann, jeder Zustand zwischen i und 0 angenommen wird. Analog wa¨chst die
bedingte Fixierungszeit tNi fu¨r sinkendes i.
KAPITEL 4
Wright-Fisher-Prozess
Abbildung 1. Synchrone Fortpflanzung
Die vorher beschriebenen Prozesse beschreiben eine Bevo¨lkerung mit u¨berlap-
penden Generationen. Das heißt ein einziges Individuum wird pro Zeitschritt aus-
gewa¨hlt, um sich fortzupflanzen und ein zufa¨llig gewa¨hltes anderes zu ersetzen. Im
Gegensatz dazu beschreibt der Wright-Fisher-Prozess eine Population mit diskre-
ten Generationen (Imhof & Nowak [11]). Alle Individuen der Bevo¨lkerung pflanzen
sich gleichzeitig fort und aus diesem Pool von Nachkommen wird die neue Popula-
tion gebildet. Auch wenn in der Natur sowohl die synchrone (z.B. Wright-Fisher-
Prozess) als auch die asynchrone Fortpflanzung (z.B. Moran-Prozess) vorkommen,
so ist gerade in der Populationsgenetik erstere ha¨ufiger anzutreffen. Die Analyse
dieses Prozess stellt sich aber als schwieriger dar. Denn der Moran-Prozess ist als
Geburts- und Todesprozess vergleichsweise einfach und fu¨hrt zu expliziten Lo¨sun-
gen fu¨r die Fixierungswahrscheinlichkeiten. Beim Wright-Fisher-Prozess handelt es
sich jedoch um eine allgemeinere Markov-Kette, bei der beinahe alle U¨bergangs-
wahrscheinlichkeiten strikt gro¨ßer 0 sind. Daher erlaubt der Prozess keine a¨hnlich
einfachen Ergebnisse. Gewisse Gemeinsamkeiten, aber auch Unterschiede, der zwei
Prozesse lassen sich trotzdem zur Analyse nutzen und schlussendlich erha¨lt man die
gleiche one-third-law, wie fu¨r Moran-Prozesse.
1. Das frequenz-abha¨ngige Wright-Fisher-Modell
Um also einen Wright-Fisher-Prozess mit frequenz-abha¨ngiger Fitness zu definie-
ren, betrachte man eine endliche Population der Gro¨ße N . Jedes Individuum spielt
entweder A oder B. Es sei i die Anzahl der A-Spieler und daher die der B-Spieler
N − i. Wie in Kapitel 2 erha¨lt man fu¨r die Fitness der beiden Strategien:
fi = 1− s+ sa(i− 1) + b(N − 1)
N − 1
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und
gi = 1− s+ sci+ d(N − i− 1)
N − 1
mit s ∈ [0, 1]. Angenommen alle Auszahlungen (a, b, c, d) sind strikt positiv, und
zu jedem Zeitschritt reproduzieren sich alle Individuen und aus diesem Pool aus
Nachkommen werden wieder N fu¨r die na¨chste Generation ausgewa¨hlt. Jedes Indi-
viduum hat also die Mo¨glichkeit ein A- oder ein B-Spieler zu sein. Daher ist dann die
Zusammenstellung der na¨chsten Generation durch N unabha¨ngige binomialverteilte
Zufallsvariablen bestimmt. Sei X(n) die Zahl der A-Spieler in der nten Generation.
Dann ist X(n) eine Markov-Kette in diskreter Zeit mit Zustandsraum X = {0, ..., N}
und U¨bergangswahrscheinlichkeiten
pij =
(
N
j
)(
ifi
ifi + (N − i)gi
)j ( (N − i)gi
ifi + (N − i)gi
)N−j
(4.1)
Wobei ifi/(ifi+(N−i)gi) die Wahrscheinlichkeit angibt einen A-Spieler zu erzeugen
und (N − i)gi/(ifi + (N − i)gi) jene fu¨r einen B-Spieler. Wie schon definiert, gibt xi
die Wahrscheinlichkeit an, dass der Prozess, beginnend mit X(0) = i, anfangs also
i Individuen mit Strategie A und N − i der Strategie B, im Zustand N landet. Die
xi sind die eindeutigen Lo¨sungen der linearen Gleichung
xi −
N−1∑
j=1
pijxj = piN , i = 1, ...., N − 1. (4.2)
Ebenso wie Nowak et al. [20] (siehe Kapitel 2) stellen auch Imhof & Nowak [11]
in ihrer Arbeit einen Zusammenhang zwischen den Fixierungswahrscheinlichkeiten
ρA, ρB und der Invasionsdynamik hi, siehe Gleichung (2.24), her. Folgendes Theorem
entspricht dem Theorem 2.2 aus Kapitel 2.
Theorem 4.1 ( [11], Theorem 1.). Sei s ∈ [0, 1] und N ≥ 2, dann gilt:
a) Wenn h1 ≥ 0 und hN−1 ≥ 0, wobei zumindest eine Ungleichung strikt sein muss,
dann folgt daraus, dass xk > kN fu¨r alle k = 1, ..., N − 1, im Speziellen gilt ρA > 1N
und ρB < 1N .
b) Wenn h1 ≤ 0 und hN−1 ≤ 0, wobei zumindest eine Ungleichung strikt sein muss,
dann folgt daraus, dass xk < kN fu¨r alle k = 1, ..., N − 1, im Speziellen gilt ρA < 1N
und ρB > 1N .
Dieses Theorem fu¨hrt also zu den Selektionsszenarien (1) A← ←⇐ ⇐B und (2)
A→ →⇒ ⇒B aus Kapitel 2, Abschnitt 3. Um im Beweis die Abha¨ngigkeit der Fixie-
rungswahrscheinlichkeit von der Selektionssta¨rke s zu unterstreichen, schreibt man
hier xi = xi(s). Wenn s = 0, handelt es sich um den neutralen Fall und daher ist
xi(s) = i/N .
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Beweis. Man betrachte das Vorzeichen der Differenzen
δi = xi(s)− xi(0) (4.3)
= xi(s)− i
N
, fu¨r i = 1, ..., N − 1 (4.4)
=
N−1∑
i=1
pijxj(s) + piN − i
N
, wegen (4.2) (4.5)
=
N∑
j=1
pijxj(s)− i
N
(4.6)
Aus (4.2) folgt weiters, dass
δi −
N−1∑
j=1
pijδj =
N∑
j=1
pijxj(s)− i
N
−
N−1∑
j=1
pij
(
xj(s)− j
N
)
(4.7)
= piN − i
N
+
N−1∑
j=0
pij
j
N
(4.8)
= − i
N
+
N∑
j=0
pij
j
N
(4.9)
= − i
N
+
ifi
ifi + (N − i)gi (4.10)
=
−i(ifi + (N − i)gi) +Nifi
N(ifi + (N − i)gi) (4.11)
=
i(N − i)(fi − gi)
N(ifi + (N − i)gi) . (4.12)
Jeder Eintrag der Matrix P˜ = (pij)N−1i,j=1 ist positiv und da die Zeilensumme von P˜
strikt kleiner als 1 ist, folgt das auch fu¨r den Spektralradius der Matrix. Falls h1 ≥ 0
und hN−1 ≥ 0 , wobei zumindest eine der beiden Ungleichungen strikt ist, dann
ist der Ausdruck (4.12) nicht negativ und verschwindet auch nicht fu¨r i = 1 und
i = N − 1 gleichzeitig. Daher ist, dem Theorem 2.1 in Seneta (1981) [19] folgend,
δi > 0 fu¨r alle i. Womit a) gezeigt ist, b) folgt analog. 
Daher folgt ein dem Theorem 2.1 a¨quivalentes Korrollar auch fu¨r den Wright-
Fisher-Prozess.
Korollar 4.2 ( [11], Corollary 1.). Sei c < b. Dann gibt es eine Zahl N0 ≥ 2,
sodass, wenn N ≤ N0, die Strategie A von der Selektion bevorzugt wird, also xi(s) >
i
N , fu¨r i = 1, ...N .
Auch die Theoreme 2.3 und 2.4 ko¨nnen a¨quivalent fu¨r den Wright-Fisher-Prozess
formuliert werden. Es gilt also ebenfalls, dass falls ρA < 1/N und ρB < 1/N gilt,
h1 < 0 und hN−1 > 0 ist. Analog fu¨r umgedrehte Ungleichungszeichen. Daher ko¨nnen
auch die gleichen 5 Selektionsszenarien (siehe Kapitel 2, Abschnitt 3) wie fu¨r den
Moran-Prozess angenommen werden.
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2. One-third-law unter schwacher Selektion
Fu¨r Spiele unter schwacher Selektion mit zwei strikten Nash-Gleichgewichten
und in großen aber endlichen Populationen, kann man den Wright-Fisher-Prozess
u¨berraschend einfach analysieren. (siehe [11], Abschnitt 3). Die Invasionsbarriere
x∗ = (d − b)/(a − b − c + d) in unendlichen Bevo¨lkerungen kann, wie beim Moran-
Prozess, zur Analyse herangezogen werden. Falls na¨mlich x∗ < 1/3, bevorzugt die
Selektion Strategie A, im Fall von x∗ > 2/3 wird B bevorzugt. Liegt x∗ dazwi-
schen, so widersetzt sich die Selektion einem Wechsel. Dies gilt auch, wenn nicht
nur ein Mutant eindringt sondern eine ganze Gruppe, vorausgesetzt die urspru¨ngli-
che Bevo¨lkerung ist groß genug im Vergleich zu den Eindringlingen. Das kann man
in dem folgenden Theorem zusammenfassen, wobei definiert wird: ρA(i) = xi und
ρB(i) = 1− xN−i
Theorem 4.3 ( [11], Theorem 4). Angenommen a > c und d > b. Sei i0 ei-
ne fixe Gruppengro¨ße der Strategie A, dann existiert ein N0 ≥ 2, sodass fu¨r jede
Populationsgro¨ße N ≥ N0 und ausreichende kleine Selektion, 0 < s ≤ s0(N) die
folgenden Ungleichungen gelten.
a) Wenn x∗ < 13 , dann gilt
ρB(i) <
i
N
< ρA(i), i = 1, ..., N − 1
b) Wenn 13 < x
∗ < 12 , dann gilt
ρB(i) < ρA(i) <
i
N
, i = 1, ...i0
c) Wenn 12 < x
∗ < 23 , dann gilt
ρA(i) < ρB(i) <
i
N
, i = 1, ..., i0
d) Wenn 23 < x
∗, dann gilt
ρA(i) <
i
N
< ρB(i), i = 1, ..., N − 1
Ein a¨quivalentes Theorem gilt auch fu¨r den Fall, dass a < c und d < b (siehe [11],
Theorem 5). Ohtsuki et al. [18] liefern in ihrer Arbeit, ebenso wie fu¨r den Moran-
Prozess, auch fu¨r den Wright-Fisher-Prozess eine intuitive Erkla¨rung der one-third-
law u¨ber die effektive Verweilzeit (siehe [18], Appendix A). Fu¨r diese erha¨lt man
τ1j ≈ 2
N
2j(N − j)
N
=
4(N − 2)
N
(4.13)
Wobei hier die Verweilzeit keine Generationen sondern Schritte angibt. Dies wird des-
wegen so gehandhabt, da sonst kein fairer Vergleich mit dem Moran-Prozess mo¨glich
wa¨re. Deswegen teilt man jede Generation eines Wright-Fisher-Prozesses inN Schrit-
te, welche, im Gegensatz zum Moran-Prozess, eigentlich alle gleichzeitig stattfinden.
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Man sieht, dass die Gleichung (4.13) bis auf den Faktor 2 der Gleichung (2.66) ent-
spricht. Daher kann man die gleichen Argumente wie fu¨r den Moran-Prozess ableiten
und erha¨lt die selbe Erkla¨rung fu¨r die one-third-law.
3. Fixierungszeiten
In ihren numerischen Simulationen zeigen Taylor et al. [21], dass die bedingten
Fixierungszeiten, im Gegensatz zum Moran-Prozess, im Allgemeinen fu¨r einzelne
Mutanten verschiedener Strategien nicht gleich sind. Fu¨r sehr schwache Selektion
stimmen sie allerdings wieder u¨berein.

KAPITEL 5
Best-Reply-Dynamiken
Fi>Gi Fi=Gi Fi<Gi
Abbildung 1. Best-Reply-Dynamik
Die Arbeit von Kandori, Mailath und Rob aus dem Jahr 1993 [12] bildete die
Grundlage in der Erforschung, wann und wie sich bestimmte Strategien in endlichen
Bevo¨lkerungen durchsetzen. Diese Arbeit bildet neben dem Kapitel 5.3 des Buches
The Theory of Learning in Games von D. Fudenberg & D. Levine [13] die Grundlage
dieses Kapitels.
Kandori et al. u¨berlegen in dieser Arbeit woher Spieler u¨berhaupt wissen, wel-
ches Nash-Gleichgewicht gespielt werden sollte, falls es mehrere gibt und wie der
Spieler diese u¨berhaupt berechnen kann. Im Gegensatz zu vielen Arbeiten davor,
gehen Kandori et al. na¨mlich nicht davon aus, dass der Spieler so viel Wissen besitzt
beziehungsweise so rational handelt, um so das Nash-Gleichgewicht eines Spiels ex-
akt berechnen zu ko¨nnen. Vielmehr lernen ihre Spieler durch Versuch und Irrtum.
Die drei folgenden Hypothesen bilden die Basis ihrer Analyse:
(i) Die Inertia-Hypothese: Die Spieler mu¨ssen nicht sofort auf ihre Umwelt reagieren.
(ii) Die Myopie-Hypothese: Jeder Spieler reagiert kurzsichtig auf seine Umwelt.
(iii) Die Mutations-Hypothese: Mit einer kleinen Wahrscheinlichkeit, kann jeder Spie-
ler seine Strategie a¨ndern.
Das Verhalten dieser Spieler wird als begrenzt rationales Verhalten bezeichnet. Diese
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Hypothesen ko¨nnen zum Beispiel durch die Annahme erkla¨rt werden, dass die zu
wa¨hlenden Strategien so kompliziert sind, dass ein Spieler gar nicht in der Lage ist,
komplette Kenntnis daru¨ber zu erlangen, wie die Payoffs von den einzelnen Strate-
gien beeinflusst werden. Daher ko¨nnen die Spieler gar nicht sofort auf ihre Umwelt
reagieren, oder lange vordenken. Abgesehen davon ist das Wechseln der Strategie
meist mit Mu¨hen (bzw. Kosten) verbunden, so dass es sich ein Spieler zweimal u¨ber-
legt, ob er seine Strategie wirklich wechseln soll. Er wird also nicht unmittelbar auf
seine Umwelt reagieren (Inertia-Hypothese). Wenn man dann aber, aufgrund der
Inertia-Hypothese, davon ausgeht, dass die Mehrheit der Bevo¨lkerung ihre Strategie
nicht a¨ndern wird, erkla¨rt dies die Myopie-Hypothese. Denn der Spieler weiß, dass
nur ein kleiner Teil der Population in einem Zeitschritt sein Verhalten a¨ndert, dar-
um werden Strategien, die heute erfolgreich waren, dies auch morgen sein und er
muss nicht langfristiger weiterplanen. Da die reale Welt ein ziemlich kompliziertes
Objekt darstellt und einzelne Spieler ihre beste Strategie nicht genau berechnen ko¨n-
nen, kann man die Myopie-Hypothese auch insofern als Lernaspekt interpretieren,
als die Spieler ihre Umgebung beobachten und erfolgreiche Strategien u¨bernehmen.
Aus der Myopie-Hypothese folgt, dass die Spieler jedes Spiel so spielen, als ob es
ihr letztes wa¨re und die langfristigen Konsequenzen nicht in Betracht ziehen. Die
Mutations-Hypothese kann als das mo¨gliche Verlassen des Spieles durch einen Spie-
ler und ersetzt Werden durch einen neuen, oder aber als unabsichtlicher Fehler des
Spielers in der Strategiewahl interpretiert werden.
1. Das Modell
Das Modell von Kandori et al. [12] behandelt eine endliche Menge von Spielern,
die wiederholt ein symmetrisches 2 × 2-Spiel spielt. Die Anzahl der Spieler sei N .
Die Auszahlungsmatrix dieses Spiels sieht folgendermaßen aus:
(A B
A a b
B c d
)
(5.1)
Wobei S = (A,B) die Menge der reinen Strategien ist, und a, b, c, d ∈ R. Wie schon
in Kapitel 1 erwa¨hnt gibt es drei interessante Arten von 2 × 2-Spielen: Spiele mit
einer dominanten Strategie ((a− c)(d− b) < 0), Koordinationsspiele (a > c, d > b)
und Spiele mit einem eindeutigen inneren Gleichgewicht (a < c, d < b). Angenom-
men die Zeitpunkte der Aktionen sind diskret, (t = 1, 2, ...), dann wa¨hlt jeder Spieler
zum Zeitpunkt t eine reine Strategie fu¨r die folgende Periode. Weiters sei die Anzahl
der A-Spieler zum Zeitpunkt t durch i
(
genauer i(t)
)
gegeben. Diese i definieren die
Zusta¨nde des dynamischen Systems mit dem Zustandsraum X(t) = {0, 1, 2, ..., N}.
Sei Fi, aus der selben Begru¨ndung wie in den vorhergehenden Kapiteln, die durch-
schnittliche Auszahlung eines A-Spielers, Gi, die eines B-Spielers, gegeben durch
Fi =
i− 1
N − 1a+
N − i
N − 1b (5.2)
und
Gi =
i
N − 1c+
N − i− 1
N − 1 d. (5.3)
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Die Strategien der Spieler ko¨nnen innerhalb einer Periode (Generation) nicht ge-
a¨ndert werden. Man nehme an, bessere Strategien, das heißt Strategien mit einem
ho¨heren Payoff, treten in der na¨chsten Generation ha¨ufiger auf, als schlechtere. Dies
kann man durch nachstehende deterministische Dynamik ausdru¨cken.
i(t+ 1) = b[i(t)] (5.4)
Diese erfu¨llt die folgende Darwinsche Eigenschaft
sign(b(i)− i) = sign(Fi −Gi) fu¨r i 6= 0, N (5.5)
Die Gleichung (5.5) ist eine sehr schwache Voraussetzung und beinahe jede sinnvolle
Dynamik erfu¨llt sie. Die deterministische Dynamik, die in diesem Kapitel besprochen
wird, ist die Best-Reply-Dynamik, hier mit BR bezeichnet. Sie ist gegeben durch
die Eigenschaft:
BR(i) =

N, wenn Fi > Gi
i, wenn Fi = Gi
0, wenn Fi < Gi
(5.6)
Die Individuen fixieren sich mit dieser Dynamik also sehr schnell, meist innerhalb
eines Zeitschrittes, da je nachdem fu¨r welche Strategie die Auszahlung gro¨ßer ist, in
der na¨chsten Generation alle die erfolgreichere Strategie spielen werden. Auch wenn
in diesem Kapitel viele Eigenschaften und Erkenntnisse allgemein fu¨r die Dynamik
b(·) gezeigt werden, gelten diese auch fu¨r die speziellere Best-Reply-Dynamik BR(·).
Angenommen in jedem Zeitschritt kann sich die Strategie jedes Spieler mit Wahr-
scheinlichkeit u a¨ndern, also mutieren. Dies fu¨hrt die deterministische Gleichung
(5.4) in die nicht-lineare stochastischen Differenzengleichung
i(t+ 1) = b[i(t)] + z(t)− y(t) (5.7)
u¨ber. Der Wert z(t) gibt dabei den Anteil der B-Spieler an, die zu A-Spielern mutiert
sind, und y(t) den Anteil der von A zu B Mutierten. Diese Werte sind binomialver-
teilt, mit
z(t) ∼ Bin(N − b[i(t)], u) und y(t) ∼ Bin(b[i(t)], u). (5.8)
Das dynamische System (5.7) definiert eine Markovkette mit dem Zustandsraum X
und den U¨bergangswahrscheinlichkeiten
pij = P
(
i(t+ 1) = j|i(t) = i). (5.9)
Wegen der Mutationsrate u, sind alle Eintra¨ge der U¨bergangsmatrix P = (pij) posi-
tiv und es gibt daher eine eindeutige stationa¨re Verteilung µ = (µ0, µ1, ...µN ) ∈ ∆N ,
fu¨r die
µP = µ (5.10)
gilt. Diese kann als der Anteil der Zeit interpretiert werden, die der Prozess in jedem
Zustand verbringt. Zusa¨tzlich zu der angenehmen Eigenschaft der Existenz eines
stationa¨ren Vektors, gilt fu¨r diesen Markovprozess auch Stabilita¨t, also
lim
t→∞ qP
t = µ ∀q ∈ ∆N , (5.11)
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und außerdem Ergodizita¨t, wofu¨r gelten muss, dass fu¨r alle Anfangszusta¨nde i(0),
T−1
T∑
t=1
Xk[i(t)]→ µk wenn T →∞, (5.12)
wobei
Xk[i(t)] =
{
1, wenn i(t) = k
0, anderenfalls
Wichtig fu¨r die Analyse eines jeden Modells ist es ein brauchbares Langzeitver-
halten des Prozesses zu finden. Dies ist hier, dank der vorigen Eigenschaften, gut
untersuchbar. Unter der Annahme einer sehr kleinen Mutationswahrscheinlichkeit u
definiert man die Grenzverteilung folgendermaßen.
Definition 19 ( [12], Definition 1). Die Grenzverteilung µ∗ ist definiert durch
µ∗ = lim
u→0
µ(u), wenn dieser Limes existiert.
Die Existenz und die Eindeutigkeit dieser Grenzverteilung wird spa¨ter gezeigt.
Man nennt eine Strategie i ∈ X ein Langzeitequilibrium, falls die Grenzverteilung
bei i eine positive Wahrscheinlichkeit aufweist. Der Tra¨ger der Wahrscheinlichkeits-
verteilung q ∈ ∆N ist C(q) = {i ∈ X|qi > 0}.
Definition 20 ( [12], Definition 2). Die Menge der Langzeitgleichgewichte ist
C(µ∗).
2. Analyse des Modells
Im Prinzip ko¨nnte man sich die Grenzverteilung explizit berechnen, indem man
die Gleichung µP = µ fu¨r jedes u einzeln lo¨st. Diese Methode ist jedoch eher kom-
pliziert. Deswegen geht man den Weg u¨ber gerichtete Graphen, beziehungsweise
Ba¨ume. Ein i-Baum h auf der endlichen Menge X ist eine Ansammlung von Pfeilen
(j → k) zwischen Elementen von X, so dass jedes Element aus X\{i} der Anfangs-
punkt von genau einem Pfeil ist. Die Menge aller i-Ba¨ume sei Hi. Außerdem gibt
es von jedem X\{i} beginnend, eine Folge von Pfeilen, die zu i fu¨hrt. Man sagt k
ist ein unmittelbarer Nachfolger von j fu¨r den Baum h, wenn (j → k) ∈ h. Ein i-
Baum ist also ein gerichteter Graph, dessen Elemente alle bis auf i einen eindeutigen
Nachfolger haben und in dem es keine geschlossenen Bahnen gibt.
0 1
2
0 1
2
0 1
2
Abbildung 2. Alle 2-Ba¨ume mit X = {0, 1, 2}
Um die stationa¨re Verteilung zu berechnen, konstruiert man zuna¨chst einen Vek-
tor q, der proportional zu µ ist. Um seine Eintragungen qi zu erhalten, multipliziert
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man zuna¨chst fu¨r jeden i-Baum h all seine U¨bergangswahrscheinlichkeiten und sum-
miert dies dann u¨ber all seine i-Ba¨ume h ∈ Hi. Man erha¨lt also:
qi =
∑
h∈Hi
∏
(j→k)∈h
pjk (5.13)
Fu¨r die 2-Ba¨ume aus Abbildung 2 ergibt sich zum Beispiel q2 = p02p12 + p01p12 +
p10p02. Die Proportionalita¨t des Vektors q = (q0, ..., qN ) zu µ folgt aus folgender
Begru¨ndung: Sei Gi eine Menge gerichteter Graphen auf X, so dass erstens jedes
Element von j ∈ X einen eindeutigen Nachfolger k 6= j hat und es zweitens nur eine
geschlossene Bahn gibt und diese i entha¨lt.
0 1
2
0 1
2
0 1
2
0 1
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Abbildung 3. Die Elemente von G2 mit X = {0, 1, 2}
Dann berechne man fu¨r jedes g ∈ Gi zuna¨chst das Produkt aller U¨bergangs-
wahrscheinlichkeiten entlang g und summiere dann u¨ber alle g ∈ Gi. Dies kann
ausgedru¨ckt werden als
∑
m 6=i
qmpmi =
∑
m 6=i
 ∑
h∈Hm
∏
(j→k)∈h
pjk
 pmi (5.14)
=
∑
n6=i
∑
h∈Hi
∏
(j→k)∈h
pjkpin (5.15)
=
∑
n6=i
qipin (5.16)
Gleichung (5.16) kann man umschreiben zu∑
n6=i
qipin = qi
∑
n6=i
pin (5.17)
= qi(1− pii) (5.18)
und daher folgt, dass ∑
m 6=i
qmpmi = (1− pii)qi (5.19)
⇐⇒
∑
m
qmpmi = qi (5.20)
⇐⇒ qP = q (5.21)
Womit die Proportionalita¨t zum stationa¨ren Vektor µ gezeigt wa¨re.
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Da die Summe aller Eintra¨ge des stationa¨ren Vektors µ gleich 1 ergeben muss,
erha¨lt man fu¨r seine einzelnen Elemente µi = qi/
∑
j qj . Daher gilt fu¨r die Grenzver-
teilung µ∗i = limu→0 qi(u)/
∑
j qj(u). Ein positiver Eintrag in der Grenzverteilung
entsteht also durch die qi, die am langsamsten gegen 0 gehen, fu¨r u → 0. Wenn
es einen Zustand i gibt, sodass qi u¨berhaupt nicht gegen 0 strebt, dann hat die-
ser die langsamste Geschwindigkeit, na¨mlich 0. Fu¨r den Fall, dass es ein eindeu-
tig langsamstes qi gibt, dann strebt die Grenzverteilung mit Wahrscheinlichkeit 1
zu Zustand i. Die Rate, mit der ein qi gegen Null strebt sei ri. Es gilt also, dass
qi = O(uri) ist. Diese Rate wird wiederum von der Rate bestimmt, mit der die pjk
des langsamsten i-Baumes nach 0 streben, fu¨r u→ 0. Wenn cjk diese Geschwindig-
keit fu¨r die Konvergenz der pjk bezeichnet, dann gilt pjk = O(ucjk). Daher folgt, dass
ri = minh∈Hi
∑
(j→k)∈h cjk. Die Rate cjk kann man als die Kosten des U¨bergangs
von j nach k interpretieren beziehungsweise als den Grad der Mutationen, die durch-
wandert werden mu¨ssen, um vom Zustand j den Zustand k zu erreichen. Wobei die
U¨berga¨nge der Gestalt
(
i → b(i)) kostenlos sind, beziehungsweise ohne Mutation
von Statten gehen. Da b(i) der Zustand ist, der von i ohne Mutation erreicht wird,
beno¨tigt der U¨bergang von i zu j mindestens |b(i)− j| Mutationen.
Man kann nun also die Grenzverteilung µ∗ bestimmen, denn fu¨r jedes Element qi
gilt,
qi =
N∑
r=0
ai(r)ur
Die Rate ri = min(r|ai(r) 6= 0) ist immer dann gleich Null, wenn qi nicht zu 0
konvergiert. Mit r∗ = mini ri und a∗ = (a0(r∗), ..., aN (r∗)) erha¨lt man das folgende
wichtige Theorem.
Theorem 5.1 ( [12], Theorem 1). Die Grenzverteilung µ∗ existiert und ist ein-
deutig. Im Speziellen gilt
µ∗i =
a∗i∑
j a
∗
j
(5.22)
und die Menge der Langzeitgleichgewichte ist gegeben durch
C(µ∗) = Argmini∈Xri (5.23)
Unter der BR-Dynamik, beziehungsweise sogar allgemeiner unter jeder Darwini-
schen Dynamik existiert also eine eindeutige Grenzverteilung. Die Population wird
sich also nach einer ausreichend langen Zeit in dieser Verteilung befinden und blei-
ben.
3. Fixierungszeiten
Nun wurde bewiesen, dass es auf jeden Fall eine Grenzverteilung geben muss und
diese auch eindeutig ist, doch wie lange man braucht, um diesen Zustand zu errei-
chen, ist ebenfalls von Interesse. Man betrachte hier ein Koordinationsspiel, das heißt
ein Spiel in dem die Grenzverteilung mit Wahrscheinlichkeit 1 im Zustand i = N
steht. Trotzdem ist der Zustand i = 0 bei der BR-Dynamik ein Attraktor, und wenn
sich der Prozess in diesem Zustand befindet und die Mutationsrate u sehr gering ist,
wird der Prozess sehr lange in diesem Zustand bleiben. Die BR-Dynamik macht es
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dem Prozess na¨mlich sehr schwer einen Zustand wieder zu verlassen, da dafu¨r eine
groß angelegte gleichzeitige Mutation von No¨ten wa¨re. Fu¨r die BR-Dynamik, kann
man den Prozess als Markovkette mit 2 Zusta¨nden E1 und E2 auffassen,wobei E1
der Zustand ist in dem alle Spieler A wa¨hlen und E2 jener Zustand ist, in dem alle
Spieler B spielen. Die U¨bergangsmatrix dieser Markovkette ist gegeben durch:
( E1 E2
E1 1− p p
E1 p
′ 1− p′
)
Hier entstehen p und p′ durch das ausreichende Potenzieren der Mutationswahr-
scheinlichkeit u und daher ist fu¨r u → 0 auch p, p′ und p/p′ → 0. Daher la¨sst sich
das ”worst-case” Szenario durch jenen Fall beschreiben, in dem zum Zeitpunkt t = 0
der Prozess im Zustand E2 steht. Die erwartete Anzahl Θ der Spieldurchga¨nge, bis
der Zustand E1 erreicht, ist gleich
E(Θ|i(0) = E2) = E(Θ|Θ ≥ 1) (5.24)
=
∑
t≥1
d(−(1− p′)t)
dp′
(5.25)
=
1
p′
(5.26)
Die bedingte Verweilzeit im Zustand E2, wenn der Prozess in E2 gestartet hat, geht
also fu¨r u→ 0 gegen unendlich. Die unbedingte Verweilzeit ist hier definiert, als die
Zeit, die der Prozess von einem Zustand zum Zeitpunkt τ braucht bis er nach E1
gelangt. Daraus ergibt sich fu¨r die erwartete unbedingte Verweilzeit Θ:
EΘ = E(Θ|Θ = 0)P (Θ = 0) + E(Θ|Θ ≥ 1)P (Θ ≥ 1) (5.27)
= 0 +
1
p′
· P (i(t) = E2) (5.28)
=
p
p′(p+ p′)
(5.29)
Die erwartete Verweilzeit EΘ ist also abha¨ngig vom Verha¨ltnis mit dem p/p′ und
p+p′ gegen Null gehen. Ist die Mutationsrate u sehr gering und EΘ→ 0, dann folgt
daraus, dass die erwartete Zeit bis der Prozess in E1 landet nahe bei 0 liegt. Wenn
aber andrerseits EΘ → ∞, dann ist die Situation komplizierter. Denn obwohl der
Zustand E1 mit Wahrscheinlichkeit 1 erreicht wird ist die Zeit, die der Prozess dafu¨r
braucht, sehr lang, wenn die Mutationsrate u sehr klein ist. Sei i∗ ∈ R das kritische
Level der Population, fu¨r das die folgende Gleichung noch stimmt:
sign(Fi −Gi) = sign(i− i∗) (5.30)
Die Attraktionsbassins von A und B sind daher gegeben als die Mengen {i > i∗}
und {i < i∗}. Fu¨r den Erwartungswert der Verweilzeit kann man folgendes Theorem
formulieren:
Theorem 5.2 (siehe [12], Theorem 6). Fu¨r ein Koordinationsspiel mit der BR-
Dynamik gilt:
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(1) wenn i∗ < (N − 2)/3, dann limu→0EΘ = 0 und
(2) wenn i∗ > (N + 1)/3, dann limu→0EΘ =∞.
Fu¨r den Fall also, dass das Attraktionsbassin von A gro¨ßer als zirka 2/3 ist, geht
die Verweilzeit fu¨r kleine Mutationsraten gegen Null, fu¨r den Fall, dass das Attrakti-
onsbassin kleiner ist, geht sie gegen unendlich. Dies erinnert an die one-third-law der
vorhergehenden Dynamiken (siehe Kapitel 2, Abschnitt 4). Dort gilt, dass, falls die
Invasionsbarriere x∗ von A kleiner als 1/3 ist, also das Attraktionsbassin gro¨ßer als
2/3, sich ein einzelner A-Mutant in einer B-Population durchsetzen kann. A¨hnliches
ist auch hier bei der BR-Dynamik zu sehen. Wenn das kritische Level i∗ < 1/3, dann
landet der Prozess sehr schnell (die Zeit geht gegen Null) im Zustand A, ist das kriti-
sche Level i∗ allerdings gro¨ßer als 1/3, so wird der Prozess, fu¨r kleine Mutationsraten
u, sehr lange (diese Zeit geht gegen unendlich) im Zustand B verweilen.
KAPITEL 6
Weitere Dynamiken
1. Payoff-Stochastik
In allen bisherigen Dynamiken wurde vorausgesetzt, dass alle Individuen der
gleichen Strategie die gleiche Fitness besitzen. Sie ko¨nnten aber zum Beispiel unter-
schiedliche Interaktionsraten haben. Das heißt, nicht jeder Spieler trifft alle anderen
Spieler. Dies untersuchten Traulsen et al. [24] unter einem paarweisen Vergleich mit
Fermi-Verteilung. Die U¨bergangswahrscheinlichkeiten lauten in diesem Fall (siehe
auch Kapitel 3)
pi,i−1 =
i
N
N − i
N
1
1 + eβ(Fi−Gi)
(6.1)
pi,i+1 =
i
N
N − i
N
1
1 + e−β(Fi−Gi)
(6.2)
Die Wahrscheinlichkeit, dass eine Interaktion zwischen zwei Individuen passiert, sei
gleich q. Wenn q = 1 ergibt sich der Fall, der schon im Kapitel 3 besprochen wurde,
hier trifft also jedes Individuum jedes andere. Fu¨r q = 0 sind die Auszahlungen gleich
0 und dies entspricht daher dem Fall von neutraler Selektion (β = 0). Wenn q < 1
kommt es zu dem hier interessanten Fall, dass Individuen der gleichen Strategie
unterschiedliche Auszahlungen haben ko¨nnen. Zu erwarten ist, dass fu¨r q < 1 die
Sta¨rke der Selektion abnimmt.
Sei jAA die Anzahl der Interaktionen eines A-Spielers mit einem anderen A-Spieler,
jAB seine Anzahl mit einem B-Spieler. Analog seien jBA und jBB definiert. Falls die
Anzahl der A-Spieler in der Bevo¨lkerung gleich i betra¨gt so ist die Wahrscheinlichkeit
von genau jAA Interaktionen zwischen zwei A-Spielern gegeben durch
P (jAA) =
(
i− 1
jAA
)
qjAA(1− q)i−1−jAA . (6.3)
Analog werden die Wahrscheinlichkeiten fu¨r die u¨brigen mo¨glichen Interaktionen
gebildet. Fu¨r die mittlere Auszahlung 〈Fi〉 eines A-Spieler ergibt sich dann
〈Fi〉 =
i−1∑
jAA=0
N−i∑
jAB=0
(
i− 1
jAA
)
qjAA(1− q)i−1−jAA
(
N − i
jAB
)
qjAB (1− q)N−i−jAB
×
(
a
jAA
N − 1 + b
jAB
N − 1
) (6.4)
= q
(
a
i− 1
N − 1 + b
N − i
N − 1
)
(6.5)
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Genauso erha¨lt man fu¨r die durchschnittliche Auszahlung eines B-Spielers
〈Gi〉 = q
(
c
i
N − 1 + d
N − i− 1
N − 1
)
(6.6)
Daraus folgt fu¨r die durchschnittlichen U¨bergangswahrscheinlichkeiten, dass
〈pi,i−1〉 = i
N
N − i
N
×
∑
jAA
∑
jAB
∑
jBA
∑
jBB
P (jAA)P (jAB)P (jBA)P (jBB)
1
1 + eβ(Fi−Gi)
(6.7)
und
〈pi,i+1〉 = i
N
N − i
N
×
∑
jAA
∑
jAB
∑
jBA
∑
jBB
P (jAA)P (jAB)P (jBA)P (jBB)
1
1 + e−β(Fi−Gi)
(6.8)
Da die Anzahl der Interaktionen binomialverteilte Zufallsvariablen sind, ergibt sich
〈pi,i−1〉 = i
N
N − i
N
i−1∑
jAA=0
N−i∑
jAB=0
i∑
jBA=0
N−i−1∑
jBB=0
(
i− 1
jAA
)
qjAA(1− q)i−1−jAA
×
(
N − i
jAB
)
qjAB (1− q)N−i−jAB
(
i
jBA
)
qjBA(1− q)i−jBA
×
(
N − i− 1
jBB
)
qjBB (1− q)N−i−1−jBB 1
1 + eβ(ajAA+bjAB−cjBA−djBB)/(N−1)
(6.9)
Analog erfolgt die Berechnung fu¨r die U¨bergangswahrscheinlichkeit pi,i+1. In dieser
Gleichung wird insofern vereinfacht, als hier die Interaktionen von A und B unab-
ha¨ngig sind. Sobald A und B aber miteinander interagieren, sind jAB und jBA nicht
mehr unabha¨ngig. Diese spezielle Interaktion tritt mit der Wahrscheinlichkeit q auf.
Das heißt die Wahrscheinlichkeit, dass einer mit dem anderen interagiert, aber nicht
umgekehrt, ist gleich 2q(1 − q) mit einem Maximum bei q = 1/2. Der Einfluss je-
der einzelnen Interaktion auf den Payoff ist 1/N , das heißt, der Fehler ist von der
Gro¨ße 2q(1 − q)/N , und verschwindet mit wachsendem N sehr schnell und ist da-
her vernachla¨ssigbar. Mit den U¨bergangswahrscheinlichkeiten (6.9) kann man, wie
in Kapitel 1, Abschnitt 3, die Fixierungswahrscheinlichkeit x1 = ρA berechnen. Fu¨r
xk gilt also
xk =
1 +
∑k−1
i=0
∏i
j=1
pi,i−1
pi,i+1
1 +
∑N−1
i=0
∏i
j=1
pi,i−1
pi,i+1
(6.10)
Allerdings ist dieser Ausdruck, wegen der vielen Summen in der Praxis nicht ver-
wendbar und man muss sich auf Approximationen stu¨tzen. Statt den Durchschnitt
der U¨bergangswahrscheinlichkeiten zu berechnen, kann man auch die durchschnittli-
che Auszahlung eines bestimmten Typs berechnen. Diese Mittelwerte seien F˜i = qFi
und G˜i = qGi. Die U¨bergangswahrscheinlichkeiten vera¨ndern sich dann zu
pi,i−1 =
i
N
N − i
N
1
1 + eqβ(Fi−Gi)
, (6.11)
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pi,i+1 analog. Das einzige, das sich hier a¨ndert, ist, dass die Sta¨rke der Selektion
sinkt, beziehungsweise die inverse Temperatur steigt, auf βeff = qβ. Wie in Kapitel
3 schon beschrieben, la¨sst sich dann (siehe [23]) die Fixierungswahrscheinlichkeit
xk, also die Wahrscheinlichkeit, dass k A-Mutanten eine B-Population u¨bernehmen
ko¨nnen, approximieren durch
xk =
erf[ξk]− erf[ξ0]
erf[ξN ]− erf[ξ0] , (6.12)
wobei ξk =
√
βeff (N−1)
u (ku+ v), 2u = a− b− c+d 6= 0, 2v = −a+ bN −dN +d und
erf(x) die Fehlerfunktion ist. Ebenso wie im Kapitel 3 kann man fu¨r beliebig große
β die Fixierungswahrscheinlichkeiten berechnen, nur stimmen nur fu¨r β  1 diese
Approximationen mit den eigentlichen Werten u¨berein, so dass man fu¨r gro¨ßere β
dann wieder den komplizierteren Weg u¨ber Gleichung (6.9) und (6.10) gehen muss.
Ebenfalls kann man die Fixierungszeiten eines einzelnen Individuums betrachten.
Fu¨r eine stochastische Auszahlung muss nur der Faktor q zu den Auszahlungen
hinzugefu¨gt werden. Dies hat ebenfalls wieder nur fu¨r kleine β mit Simulationen gut
u¨bereinstimmende Werte. Das reicht aber aus um zu sehen, dass die stochastische
Payoff-Berechnung zu einer ho¨heren Temperatur der Selektion fu¨hrt, dass also q < 1
die Selektion schwa¨cht.
2. Evolutiona¨re Dynamiken auf 2 Levels
Angenommen die Bevo¨lkerung ist in m Gruppen geteilt, wobei die einzelnen In-
dividuen sich proportional zu ihrer Fitness fortpflanzen, dann kann es zu einer A¨n-
derung der Selektionssta¨rke in der Gesamtbevo¨lkerung kommen. Traulsen et al. [26]
beschreiben in ihrer Arbeit so eine Gruppenselektion, wobei die Individuen sich un-
ter einem Moran-Prozess fortpflanzen. Wenn eine Gruppe die Gro¨ße n erreicht hat,
teilt sich diese mit einer bestimmten Wahrscheinlichkeit in zwei Gruppen und elimi-
niert damit eine andere Gruppe. In der gesamten Population gibt es 2 verschiedene
Strategien A und B. In diesem Fall sei die Fitness der Individuen nicht frequenz-
abha¨ngig, sondern fu¨r die Strategie A gleich r und fu¨r die Strategie B gleich 1.
Dadurch ergeben sich fu¨r die U¨bergangswahrscheinlichkeiten folgende Formeln
pi,i−1 =
N − i
ri+N − i
i
N
(6.13)
pi,i+1 =
ri
ri+N − i
i
N
(6.14)
Damit ist die Fixierungswahrscheinlichkeit ρA gegeben durch
ρA =
1− 1r
1− 1rn
(6.15)
Zu jedem Zeitschritt wird ein Individuum der Gesamtpopulation zur Reproduktion
ausgewa¨hlt. Der Nachkomme wird der Gruppe seines Erzeugers zugeordnet. U¨ber-
steigt diese neue Gruppenanzahl n nicht, passiert nichts weiter. Falls aber die Grup-
penzahl nun n u¨bertrifft, teilt sich diese Gruppe in zwei Tochtergruppen und eine
zufa¨llig gewa¨hlte andere wird eliminiert. Die Mitglieder der Muttergruppe werden
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zufa¨llig auf die beiden Tochtergruppen verteilt. Dabei kann es mit Wahrscheinlich-
keit 1/2n−1 vorkommen, dass eine der beiden leer bleibt. Um dies zu umgehen, wird
die Teilung so oft wiederholt, bis jede der beiden Gruppen nicht-leer ist. In diesem
stochastischen Prozess ist die Anzahl m der Gruppen konstant, die Gesamtgro¨ße der
Population kann sich zwischen m und nm bewegen. In jeder Gruppe befinden sich
mindestens 1 und maximal n Mitglieder. Fu¨r den Fall, dass n = 1 ist dieser Prozess
a¨quivalent zum Moran-Prozess mit der Populationsgro¨ße m.
Die Fixierungswahrscheinlichkeit eines einzelnen A-Spielers bei dieser Dynamik
auf 2 Levels wurde in Traulsen et al. [26] im Abschnitt 3.2 mit der Fixierungswahr-
scheinlichkeit eines Moran-Prozesses mit gleicher Durchschnitts-Bevo¨lkerungsgro¨ße
verglichen. Dabei kann man beobachten, dass der Gruppen-Teilungs-Prozess die
Selektion unterdru¨ckt. In dieser Dynamik auf 2 Levels hat ein vorteilhafter Mu-
tant eine geringere Wahrscheinlichkeit sich durchzusetzen, als in einem einfachen
Moran-Prozess, wohingegen von der Selektion benachteiligte Mutanten eine ho¨here
Fixierungswahrscheinlichkeit besitzen, als fu¨r einen einfachen Moran-Prozess. Die
Gruppen-Teilung fu¨hrt also zu einem geringeren Einfluss der Selektion und zu ei-
nem gro¨ßeren Einfluss des random drift auf die Dynamik. Fu¨r sehr großes n und m
wird die Fixierungswahrscheinlichkeit sehr klein im Vergleich zum u¨blichen Moran-
Prozess. Sie konvergiert fu¨r jeden Mutanten gegen 0 fu¨r großes n und m.
KAPITEL 7
Zusammenfassung
Evolutiona¨re Dynamiken in endlichen Populationen sind deswegen grundlegend
von jenen in unendlichen Populationen zu unterscheiden, weil nicht allein durch den
selektiven Vorteil auch eine absolute Dominanz definiert ist. Bei unendlichen Po-
pulationen wird sich auf jeden Fall die selektiv vorteilhafte Strategie durchsetzen,
in endlichen Populationen gibt es aber auch durch random drift die Mo¨glichkeit,
dass sich selektiv a¨quivalente oder sogar nachteilige Strategien zumindest zeitweise
durchsetzen ko¨nnen. Allerdings kann man durch das Konzept der Fixierungswahr-
scheinlichkeit die Fixierung in der Bevo¨lkerung auf ihren relativen Vorteil gegenu¨ber
einem neutralen Mutanten betrachten, dessen Fixierungswahrscheinlichkeit bei 1/N
liegt. Liegt die des betrachteten anderen Mutanten daru¨ber, so ist dieser selektiv vor-
teilhaft, liegt sie darunter, so wird er von der Selektion benachteiligt. Doch spielen in
endlichen Bevo¨lkerungen nicht nur die Fixierungswahrscheinlichkeiten eine entschei-
dende Rolle fu¨r die Dynamik, sondern auch die Invasionsdynamiken. Diese sagen aus,
ob ein Mutant u¨berhaupt in die residente Population eindringen kann oder nicht.
Sowohl fu¨r den Moran-Prozess (siehe Kapitel 2), also auch den paarweisen Vergleich
(siehe Kapitel 3) und den Wright-Fisher-Prozess (siehe Kapitel 4) werden durch
diese zwei unterschiedlichen Konzepte insgesamt 5 verschiedene Selektionsszenarien
markiert:
(1) Die Selektion bevorzugt eine Strategie: A← ←⇐ ⇐B und A→ →⇒ ⇒B
(2) Die Selektion bevorzugt eine Strategie und die beiderseitige Invasion:A← →⇐ ⇐B
und A← →⇒ ⇒B
(3) Die Selektion bevorzugt Polymorphismus: A→ ←⇒ ⇐B
(4) Die Selektion bevorzugt eine Strategie und widersetzt sich beiderseitiger
Invasion: A→ ←⇒ ⇒B und A→ ←⇐ ⇐B
(5) Die Selektion bevorzugt Bistabilita¨t: A← →⇐ ⇒B
Da es sich bei den hier beschriebenen Dynamiken in endlichen Populationen um
stochastische Prozesse handelt, ist fu¨r die Analyse dieser die Betrachtung des sta-
tiona¨ren Vektors der U¨bergangsmatrizen von großem Interesse. Dieser kann na¨mlich
als der mittlere Zeitanteil interpretiert werden, den der Prozess in dem jeweiligen
Zustand, also in der jeweiligen Strategie verbringt. Daher ist es wichtig zu untersu-
chen fu¨r welche Strategie die stationa¨re Verteilung am gro¨ßten ist. Diese Strategie
kann man deswegen dann als die erfolgreichste von den miteinander Verglichenen
interpretieren.
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In den ersten Arbeiten zu endlichen Populationen (siehe Kandori et al. [12],
bzw. Kapitel 5) wurden die Konzepte der Fixierungswahrscheinlichkeit und Selek-
tionsdynamiken noch nicht verwendet. Hier beschra¨nkte man sich auf die Existenz
einer eindeutigen Grenzverteilung. Durch die schnelle Anpassung der dort verwende-
ten Best-Reply-Dynamik ist diese Grenzverteilung normalerweise nach kurzer Zeit
erreicht. Ist die Mutationsrate u jedoch sehr klein, so kann auch der Fall eintreten,
dass der Prozess unendlich lang braucht bis er im dominanten Gleichgewicht landet.
In Theorem (5.2) wird der kritische Zustand i∗ beschrieben, der die zwei Attrakti-
onsbassins von A und B trennt. Dieser liegt zirka bei 1/3. Ist der Anfangszustand
unter diesem Wert, das Attraktionsbassin fu¨r A also gro¨ßer als 2/3, dann geht die
Zeit bis zur Fixierung im Zustand A gegen 0.
B Ai*=1/3
Abbildung 1
Diese Besonderheit a¨hnelt der one-third-law in anderen Dynamiken. Beim Moran-
Prozess, dem paarweisen Vergleich und dem Wright-Fisher-Prozess, kann man jeweils
fu¨r schwache Selektion und große Bevo¨lkerungszahlen die one-third-law folgenderma-
ßen definieren: Fu¨r eine Invasionsbarriere x∗ < 1/3, wobei x∗ dem inneren Gleichge-
wicht der deterministischen Replikatorgleichung entspricht, ist die Fixierungswahr-
scheinlichkeit ρA > 1/N , die Strategie A ist also selektiv vorteilhaft.
Abbildung 2
Interessanterweise, la¨sst sich auch hier, ebenso wie bei der BR-Dynamik, eine
intuitive Erkla¨rung dieses Gesetzes aus den Verweilzeiten ableiten. Die Verweilzeit
eines Zustandes i beschreibt, wie oft der Prozess den Zustand i erreicht, bevor er
sich in einem der absorbierenden Zusta¨nde fixiert. Dies entspricht also jener Zeit,
die der Prozess in diesem Zustand verbringt. Durch die Verweilzeiten kann man
erkennen, dass man in diesen Dynamiken als einzelner eindringender A-Mutant in
einer B-Bevo¨lkerung doppelt so viele B-Spieler wie A-Spieler trifft. Daher ist die
durchschnittliche Auszahlung eines A-Spielers mit (a+ 2b)/3 gegeben und die eines
B-Spielers mit (c+ 2d)/3. Daraus la¨sst sich dann die one-third-law intuitiv ableiten
(siehe Kapitel 2, Abschnitt 4). Die Parallelen zwischen der ersten Arbeit von Kan-
dori et al. und den aktuelleren Arbeiten, die hier erwa¨hnt werden, lassen sich also
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deutlich erkennen.
Beim Moran-Prozess und dem paarweisen Vergleich tritt noch eine weitere inter-
essante Eigenschaft auf. Bei diesen Prozessen sind die Fixierungszeiten eines einzel-
nen A-Mutanten in einer B-Population ident mit jenen eines B-Mutanten in einer
A-Bevo¨lkerung. Und zwar ganz unabha¨ngig davon, welche Strategie selektiv vorteil-
haft ist. Falls sich eine bestimmte Strategie unter diesen Prozessen fixiert, ist die
Dauer bis zur Fixierung also unabha¨ngig von ihrer selektiven Vorteilhaftigkeit. Dies
gilt allerdings nur fu¨r den Moran-Prozess und den paarweisen Vergleich und auch
nur dann, wenn nur ein einziger Mutant eindringt. Fu¨r den Fall des Wright-Fisher-
Prozesses beispielsweise, oder einer Mutantenzahl i > 1, gilt diese Symmetrie nicht
mehr.

Teil 2
Analyse von Spieldynamiken

KAPITEL 8
Ausgewa¨hlte Spiele
Wenn es um konkrete Spiele geht, gibt es mehrere Mo¨glichkeiten diese zu spielen.
Man kann sie entweder nur einmal spielen, oder mehrmals hintereinander. Man kann
den Spielern die Mo¨glichkeit geben sich abzusprechen, oder ein absolut anonymes
Spiel veranstalten. Wenn man Spiele wiederholt, kann man die einzelnen Spielzu¨ge
immer gleichzeitig ablaufen lassen oder alternierend. Der Kreativita¨tsspielraum ist
hier also relativ weit gesteckt. In diesem Kapitel werden die drei im weiteren behan-
delten Spiele in einem Einmalspiel besprochen (one-shot). Bei diesen Spielen wird das
Spiel zuna¨chst nur ein einziges Mal gespielt, hier ohne Mo¨glichkeit sich abzusprechen
oder seine Aktionen nacheinander zu setzen. Jeder Spieler wa¨hlt also genau einmal,
und das gleichzeitig mit den anderen, eine Spielstrategie. Anschließend folgt noch
eine Erkla¨rung fu¨r wiederholte Spiele und die Definition von Memory-1-Strategien.
1. Das Gefangenendilemma
Das wohl beru¨hmteste Problem der Spieltheorie ist eindeutig das Gefangenen-
dilemma. Es gibt sehr viele verschiedene Arbeiten zu dem Thema. Dieses Kapitel
bezieht sich vor allem auf die Bu¨cher von Hofbauer & Sigmund [7] und Nowak [17].
Den Namen erhielt das Spiel wegen des folgenden Gedankenexperiments: Zwei Per-
sonen werden verda¨chtigt ein Verbrechen begangen zu haben, der Staatsanwalt hat
aber nicht genu¨gend Beweise um einen Prozess ohne Gesta¨ndnis zu gewinnen. Die
beiden werden in zwei unterschiedlichen Ra¨umen verho¨rt und haben keinerlei Mo¨g-
lichkeit miteinander zu kommunizieren. Die verho¨renden Polizisten versprechen den
beiden mutmaßlichen Verbrechern Strafmilderung, wenn sie gestehen: Wenn nur ei-
ner der beiden gestehen sollte (nicht mit dem Komplizen kooperiert), der andere aber
nicht, wird der Erste sofort freigelassen, der andere wird fu¨r 10 Jahre ins Gefa¨ngnis
gehen. Wenn beide dicht halten (beide miteinander kooperieren), mu¨ssen beide fu¨r
ein anderes Verbrechen 1 Jahr lang hinter Gitter und fu¨r den Fall, dass beide ge-
stehen sollten (nicht kooperieren), verbringen ebenfalls beide 7 Jahre im Gefa¨ngnis.
Die Payoffmatrix wu¨rde also folgendermaßen aussehen:
nicht gestehen (C) gestehen (D)
nicht gestehen (C) (−1/− 1) (−10/0)
gestehen (D) (0/− 10) (−7/− 7)
(8.1)
Was sollen die Gefangenen also tun? Wenn beide rational handelten (was bei
Menschen allerdings oft nicht der Fall ist), mu¨ssten sie gestehen, denn auch wenn sie
ku¨rzer im Gefa¨ngnis bleiben mu¨ssten, wenn sie beide nicht gestehen, ist das Risiko,
dass der andere doch gesteht und man selbst fu¨r 10 Jahre hinter Gitter muss doch
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zu groß. Die Strategie Gestehen ist hier das einzige Nash-Gleichgewicht, da ein ein-
seitiges Abweichen in allen anderen Fa¨llen einen Vorteil bringt.
Das obige Experiment kann man natu¨rlich auch abstrahieren: Das Gefangenen-
dilemma ist ein Spiel mit zwei Spielern, beide haben zwei Strategieoptionen: zu
kooperieren (”C spielen”, vom englischen ”cooperate”), oder nicht zu kooperieren
(”D spielen”, vom englischen ”defect”). Die Auszahlungsmatrix ist gegeben durch:
(C D
C R S
D T P
)
Wenn beide kooperieren, erhalten sie R (”the reward”), wenn beide D spielen P
(”the punishment”). Wenn nur ein Spieler C und der andere D spielt, dann erha¨lt
der Defektor T (”the temptation”) und der Kooperator S (”the sucker’s payoff”). Die
Gro¨ßenordnung dieser Auszahlungswerte ist also
T > R > P > S,
wobei zusa¨tzlich gilt
2R > T + P,
um zu verhindern, dass bei einem wiederholtem Spiel zwei Spieler absichtlich D und
C spielen, um dann den Gewinn zu teilen. Hier ergibt sich dann ebenso, wie im vor-
her gewa¨hlten Zahlenbeispiel, dass das einzige Nash-Gleichgewicht das Strategiepaar
(D,D) darstellt, da bei jedem anderen Paar ein einseitiges Abweichen durch einen
Spieler einen Vorteil fu¨r diesen bringen wu¨rde. Im Fall eines One-Shot-Spiels wird
wohl, wenn man rationales Veralten voraussetzt, nie kooperiert werden.
Mit der BR-Dynamik, die im Kapitel 5 beschrieben wird und dem Theorem 5.1
in diesem Kapitel angewandt fu¨r Spiele mit einer dominanten Strategie, wie das hier
beim Gefangenendilemma der Fall ist, ergibt sich folgende Aussage:
Theorem 8.1 (siehe [12], Theorem 2). Angenommen ein Spiel habe eine domi-
nante Strategie. Fu¨r jede Populationsgro¨ße N ≥ 2 und jeden Anpassungsprozess, der
(5.5) erfu¨llt, liegt die Grenzverteilung mit Wahrscheinlichkeit 1 bei N , wenn A die
dominante Strategie ist und mit Wahrscheinlichkeit 0, wenn B dominant ist.
Beweis. Fu¨r ein Spiel mit einer dominanten Strategie gilt (a − c)(d − b) < 0.
Sei A die dominante Strategie, dann ist rN = 0, da der Prozess von jedem Zustand
aus schlussendlich in N ankommen muss, wenn b die Darwinsche Bedingung (5.5)
erfu¨llt. Angenommen i 6= N, jeder i-Baum muss dann einen Pfad von N zu i haben.
Die geringsten U¨bergangskosten hat jener Weg, der nur aus einem Schritt besteht,
also (N → i). Denn die Kosten des U¨bergangs (N → i′) und anschließend (i′ → i)
betragen N− i′+b(i′)− i > N− i. (Wegen (5.5) gilt i′ < b(i′)). Daher ist der i-Baum
mit den geringsten Kosten {(i′ → b(i′)) : i′ 6= i,N}∪ {(N → i)}. Hier ist der einzige
U¨bergang, der etwas kostet, (N → i), und daher ri = N − i > 0. Daher ist N der
einzige Zustand mit der geringsten Konvergenzrate nach 0 und die Grenzverteilung
ist mit Wahrscheinlichkeit 1 in diesem Zustand. 
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Also auch mit der BR-Dynamik wird sich die kooperative Strategie bei einem
One-Shot-Gefangenendilemma nicht durchsetzen, da hier D die dominante Strategie
darstellt.
2. Snowdriftgame
Beim Gefangenendilemma konnte man sehen, dass zumindest in der One-Shot-
Variante, eigentlich niemals Kooperation entstehen du¨rfte. In der Realita¨t verhalten
sich aber sehr wohl viele Menschen kooperativ und darum, ist das Gefangenendi-
lemma vielleicht nicht das beste Spiel um realita¨tsnahe Entscheidungssituationen
zu beschreiben. Ein Spiel, bei dem sich Kooperation eher auszahlt, ist zum Bei-
spiel das hier beschriebene Snowdriftgame. (siehe z.B. [13], [5]). Dieses Spiel tra¨gt
seinen Namen aufgrund der folgenden Situation: Zwei Freunde befinden sich mit ih-
rem Auto auf dem Heimweg, als sie plo¨tzlich in einen Schneesturm geraten, stehen
bleiben mu¨ssen und eingeschneit werden. Um doch noch nach Hause zu kommen,
muss das Auto wieder aus den Schneemassen befreit werden. Dabei gibt es fu¨r die
beiden Freunde je zwei Strategiemo¨glichkeiten. Entweder man ist faul und schaufelt
nicht mit (kooperiert nicht) und hofft, dass der andere das Auto schon freischau-
feln wird, oder man nimmt selbst die Schaufel in die Hand und beginnt den Wagen
auszugraben (man kooperiert). Die gro¨ßte Auszahlung erha¨lt man also, wenn der
andere schaufelt und man selbst im warmen Wagen wartet. Trotzdem ist es noch
immer besser alleine zu schaufeln als die Nacht im Schnee zu verbringen, auch wenn
es natu¨rlich schneller geht, wenn beide graben. Die Auszahlungsmatrix ko¨nnte also
zum Beispiel folgende Gestalt aufweisen
schaufeln (C) nicht schaufeln (D)
schaufeln (C) (9/9) (8/10)
nicht schaufeln (D) (10/8) (0/0)
(8.2)
Der Aufwand zu schaufeln ist in diesem Fall also nicht sehr groß im Vergleich zu
dem Vorteil den man erzielt, wenn man doch weiterfahren kann. Fu¨r die allgemeine
Auszahlungsmatrix von vorhin
(C D
C R S
D T P
)
mu¨ssen die Eintra¨ge der Auszahlungsmatrix also auf jeden Fall die Gro¨ßenordnung
T > R > S > P erfu¨llen.
Die Gro¨ßenordnung der Eintra¨ge in der Auszahlungsmatrix zeigen, dass es sich
hier um ein Chicken-Spiel handelt (siehe Kapitel 1), was zeigt, dass diese Spielanord-
nung aus den verschiedensten Gedankenexperimenten entstanden ist und deswegen
wohl auch einen gewissen Realita¨tsanspruch tra¨gt. Wie beim Chicken-Spiel ist es
also immer am besten eine andere Strategie als der Spielgegner zu spielen. Dadurch
ergibt sich wie im Kapitel 1 schon beschrieben ein stabiles inneres Gleichgewicht aus
Defektoren und Kooperatoren.
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Ein Snowdriftspiel, also ein Spiel mit eindeutigem inneren Gleichgewicht, bei
dem R < T und P < S gilt, hat ein eindeutiges inneres Nashgleichgewicht, sodass
mit Wahrscheinlichkeit x∗ = (S − P )/(T − R + S − P ) Strategie C gespielt wird
und mit Wahrscheinlichkeit 1 − x∗ Strategie D. Angenommen, die Anpassungszeit
ist sehr kurz, wie mit der BR-Dynamik, und x∗ = N/2, dann entspricht das Lang-
zeitgleichgewicht, nicht dem inneren Gleichgewicht. Die Grenzverteilung liegt mit
Wahrscheinlichkeit 1/2 im Zustand 0 und mit der selben Wahrscheinlichkeit im Zu-
stand N . Angenommen der Prozess beginnt im Zustand 1, in der na¨chsten Periode
wird er unter BR im Zustand N landen, in der darauf folgenden im Zustand 0 und
dann immer hin und her oszillieren, da BR(0) = N und BR(N) = 0. Dies wird
solange passieren, bis es zu einer Mutation in den Zustand N-1 kommt, von wo aus
der Prozess wieder in den Zustand 0 springt und die Oszillationen erneut beginnen.
Nur falls der Prozess einmal durch Mutation im Zustand N/2 landet, bleibt er, da
BR(N/2) = N/2, solange in diesem, bis wieder eine Mutation auftaucht und die
Oszillationen zwischen 0 und N erneut auftreten.
3. Hirschjagdparabel
Ein weiteres bekanntes Spiel stellt die Hirschjagdparabel dar. Zwei Ja¨ger machen
sich auf die Jagd und haben entweder die Mo¨glichkeit einen Hirsch zu jagen oder
einen kleinen Hasen, wobei der Hirsch natu¨rlich weit mehr Wert hat als der Hase.
Das Problem ist aber, dass wegen der Gro¨ße des Tieres, ein Ja¨ger allein keinen Hirsch
erlegen kann und deswegen auf die Kooperation seines Jagdpartners angewiesen ist.
Alleine kann aber jeder der beiden problemlos einen Hasen schießen. Das Beste fu¨r
beide wa¨re natu¨rlich wenn beide gemeinsam den Hirsch jagten, aber sobald einer
der beiden nach einem Hasen schießt, vertreibt er den Hirsch und der Jagdpartner
geht ganz leer aus. Man kann also wieder entweder miteinander kooperieren (den
Hirsch jagen) oder nicht kooperieren und auf eigene Faust einen Hasen schießen. Die
Auszahlungsmatrix sieht in diesem Fall also folgendermaßen aus:
Hirsch (C) Hase (D)
Hirsch (C) (10/10) (0/3)
Hase (D) (3/0) (3/3)
(8.3)
In diesem Fall gibt es zwei Nash-Gleichgewichte in reinen Strategien, wobei eines
pareto-effizient ist (beide kooperieren) und eines risiko-dominant (keiner kooperiert).
Zusa¨tzlich gibt es auch noch ein inneres Gleichgewicht. Laut diesem sollte man in
7/10 der Fa¨lle den Hirsch jagen und in 3/10 der Fa¨lle auf Hasenjagd gehen. Diese
Gleichgewicht ist aber instabil (siehe Kapitel 1).
Ebenso wie die vorigen zwei Spiele kann man das Hirschjagd-Spiel allgemeiner mit
den Variablen R,S, T, P darstellen in diesem Fall muss fu¨r
(C D
C R S
D T P
)
die Gro¨ßenordnung R > T ≥ P > S gelten.
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Auch hier werde dieses Spiel unter einer BR-Dynamik betrachtet. Die Hirsch-
jagdparabel ist ein Koordinationsspiel, also ein Spiel, bei dem R > T und P > S
gilt. Daher sind die Strategiepaare E1 = (C,C) und E2 = (D,D) strikte Nash-
Gleichgewichte. Falls sich die Spieler absprechen ko¨nnten und da hier auch R > P
gilt, so wu¨rden natu¨rlich beiden Spieler kooperieren, da dies die gro¨ßte Auszahlung
bringt, es sich also um die pareto-dominante Strategie handelt. Falls dieses Abspre-
chen (”Koordination”) nicht stattfindet, ist die Wahl der Strategie nicht mehr nur
von ihrer Pareto-Effizienz abha¨ngig, sondern auch vom Risiko, dass E1 im Vergleich
zu E2 bietet. Es sei i∗ ∈ R die kritische Grenze, fu¨r die die folgende Aussage zutrifft:
sign(Fi −Gi) = sign(i− i∗) (8.4)
Das Attraktionsbassin des Zustands 0 wird angegeben durch die Menge {i < i∗}, das
des Zustands N durch {i > i∗}. Durch Berechnung der Ungleichungen Fi −Gi < 0
und Fi −Gi > 0 erha¨lt man die kritische Grenze
i∗ = [N(P − S) +R− P ]/(R− T + P − S).
Dieser Wert ist dem inneren Gleichgewicht x∗ = (P − S)/(R− T + P − S) a¨hnlich,
und fu¨r große N sieht man auch, dass sich Nx∗ diesem kritischen Wert anna¨hert.
Theorem 8.2 ( [12], Theorem 3). Man betrachte ein Koordinationsspiel mit
i∗ 6= N/2. Fu¨r jede Populationsgro¨ße N ≥ 2 und jeden Anpassungsprozess, der
Gleichung (5.5) erfu¨llt, ist die Grenzverteilung mit Wahrscheinlichkeit 1 im Zustand
N, falls i∗ < N/2 und mit Wahrscheinlichkeit 0, wenn i∗ > N/2.
Diese Theorem besagt also, dass, falls das Attraktionsbassin der Strategie E1
gro¨ßer als N/2 ist, sich diese Strategie langfristig auch durchsetzen wird.
Definition 21. In einem Koordinationsspiel heißt eine Strategie E1 risiko-
dominant gegenu¨ber E2, wenn R− T > P − S.
Aufgrund dieser Definition der Risikodominanz ist klar ersichtlich, dass falls
i∗ 6= N/2 und N ≥ 2(R − P )/(R − T − P + S), das risikodominante Gleichgewicht
das einzige Langzeitgleichgewicht sein wird.
4. Wiederholte Spiele
Wie schon im vorigen Kapitel erwa¨hnt, ko¨nnen Spiele o¨fters hintereinander ge-
spielt werden. Zum Beispiel mit einer bestimmten endlichen Rundenzahl, die vor dem
Spiel schon bekannt ist. Doch durch die Kenntnis, wann die letzte Runde sein wird
ergibt sich durch backward induction, dass jede Runde so gespielt wird, als wa¨re sie
die erste, letzte und einzige. Dadurch ergibt sich also nichts Neues. Eine andere Mo¨g-
lichkeit wa¨re, dass nach jeder Spielrunde mit einer bestimmten Wahrscheinlichkeit
w noch eine weitere Runde angeha¨ngt wird, doch wegen der einfacheren Berechen-
barkeit wird hier meist angenommen, dass die Anzahl der Runden unendlich sei. Als
Auszahlung ist dann die durchschnittliche Auszahlung pro Runde zu sehen.
Im Fall von unendlich oft wiederholten Spielen treffen die gleichen Spieler o¨fter
aufeinander und dadurch kommt es zu einer Unmenge neuer Strategien. So ko¨nnte
ein Spieler zum Beispiel in 20% der Spielinteraktionen kooperieren und bei den
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restlichen 80% defekt spielen. Doch wenn man diese Art der Strategien zula¨sst, sieht
man leicht, dass man eine a¨ußerst unu¨bersichtliche Menge von Strategien erha¨lt.
Darum schra¨nkt man die Strategienmenge hier auf Memory-1-Strategien ein. Das
sind Strategien, die sich in ihrem Handeln nur an der Auszahlung der letzten Runde
orientieren. Die Spieler ko¨nnen sich also nur eine Runde lang an das Verhalten des
Spielgegners ”erinnern”(siehe Hilbe [6], Abschnitt 2.1).
Definition 22 (siehe Hilbe [6], Seite 20). Jede Memory-1-Strategie ist durch
einen Vektor (pR, pS , pT , pP ) gegeben, wobei pi fu¨r i ∈ {R,S, T, P} die Wahrschein-
lichkeit angibt, in der na¨chsten Runde zu kooperieren, wenn man in der Vorrunde
Auszahlung i erhalten hat.
Hier werden fu¨r pi nur die Werte 0 und 1 zugelassen, wenn man also den Zustand
der Vorrunde kennt ist das Verhalten in der na¨chsten Runde eindeutig festgelegt.
Es gibt daher 24 verschiedene Kombinationsmo¨glichkeiten fu¨r diesen Vektor und
daher 16 verschiedene Memory-1-Strategien, S0, ..., S15. Wenn man alle mo¨glichen
Strategievektoren als 4-stellige bina¨re Zahl auffasst, so lassen sich dadurch die Zahlen
von 0 bis 15 eindeutig darstellen. So steht der Vektor (0, 1, 1, 0), zum Beispiel fu¨r
die Zahl
0× 23 + 1× 22 + 1× 21 + 0× 20 = 6.
Die Strategie mit diesem Strategievektor wird daher mit S6 bezeichnet. Von diesen
16 Strategien haben es einige wichtige (wie zum Beispiel das vorher erwa¨hnte TFT)
zu eigenen Namen gebracht. Zum Beispiel:
• AllD = (0, 0, 0, 0) = S0: Ein AllD-Spieler kooperiert nie, unabha¨ngig davon,
was sein Gegenspieler spielt.
• AllC = (1, 1, 1, 1) = S15: AllC kooperiert immer, unabha¨ngig von seiner
Auszahlung in der Vorrunde.
• TFT = (1, 0, 1, 0) = S10: Tit-for-tat kooperiert immer dann, wenn der
Gegenspieler in der Vorrunde ebenfalls kooperiert hat.
• WSLS = (1, 0, 0, 1) = S9: Win-stay, lose-shift oder Pavlov bleibt immer bei
seiner in der Vorrunde gewa¨hlten Strategie wenn die Auszahlung entweder
T oder R ergeben hat, und wechselt bei P und S. Fu¨r den Fall also, dass
beide Spieler in der Vorrunde kooperiert haben, wird auch ein WSLS-Spieler
weiter kooperieren, wenn WSLS in der Vorrunde aber defekt gespielt hat
und der Gegenspieler kooperiert, WSLS also die Auszahlung T erhalten hat,
wird er mit dieser a¨ußerst zufrieden sein und seine Strategie nicht wechseln,
also bei D bleiben.
• FBF = (1, 0, 1, 1) = S11: Firm-But-Fair kooperiert immer dann wenn der
Gegenspieler in der Vorrunde kooperiert hat und außerdem, falls die Aus-
zahlung der Vorrunde nur P betragen hat, wenn also beide defekt gespielt
haben.
Diese fu¨nf Strategien werden auch in den na¨chsten Abschnitten hauptsa¨chlich
verwendet werden. Fu¨r die konkreten Berechnung der stationa¨ren Verteilungen wer-
den in dieser Arbeit die Auszahlungsmatrizen aller Memory-1-Strategien aus der
Diplomarbeit von Hilbe [6] verwendet.
KAPITEL 9
Wiederholtes Gefangenendilemma
Das am meisten untersuchte Spiel ist sicherlich das Gefangenendilemma. Im
nicht wiederholten Fall dominieren die Defektoren. Wenn man aber ein wiederholtes
Gefangenendilemma betrachtet kann sich sehr wohl kooperatives Verhalten durch-
setzen. Robert Axelrod [3] veranstaltete in den 80er Jahren zwei Aufsehen erregende
Computerturniere, bei denen verschiedenste Strategien in einem iterierten Gefange-
nendilemma gegeneinander antraten. Das erstaunliche war, dass in beiden Turnieren
die einfachste Strategie gewann: Tit-for-Tat. Im zweiten Turnier war dies sogar noch
u¨berraschender, da der Erfolg von TFT schon bekannt war und deswegen versucht
wurde, genau diese Strategie zu schlagen; jedoch erfolglos. Doch TFT funktioniert
nur in der fehlerfreien Computerwelt dieser Turniere so gut, denn sobald von zwei
TFT-Spielern einer unabsichtlich einen Fehler macht und D statt C spielt, werden
sie sich den Rest des Spiels, oder bis zum na¨chsten Fehler, nur mehr mit D und C
abwechseln. TFT verzeiht also nicht.
TFT ohne Fehler: Spieler 1 → C C C C C C C ...
Spieler 2 → C C C C C C C ...
Fehlery
TFT mit Fehler : Spieler 1 → C C C D C D C ...
Spieler 2 → C C C C D C D ...
Unter diesem Aspekt ist es interessant die Strategie WSLS zu betrachten, die auch
oft als perfektes TFT bezeichnet wird, da WSLS Fehler ausbessern beziehungsweise
bedingt verzeihen kann. Wie im Kapitel 8, Abschnitt 4 schon beschrieben, wechselt
WSLS immer nur dann seine Strategie, wenn sie in der Vorrunde nicht erfolgreich
war, also wenn die Auszahlung P oder S betra¨gt, ansonsten beha¨lt es seine Strategie
bei. Wenn nun ein WSLS-Spieler gegen einen anderen WSLS-Spieler spielt und einer
unabsichtlich einen Fehler macht, so wird dieser nach 2 Runden wieder ausgeglichen.
WSLS ohne Fehler: Spieler 1 → C C C C C C C ...
Spieler 2 → C C C C C C C ...
Fehlery
WSLS mit Fehler : Spieler 1 → C C C D D C C ...
Spieler 2 → C C C C D C C ...
In diesem Kapitel wird zuna¨chst die Dynamik zwischen den Strategien AllC, AllD
und TFT, unter Beru¨cksichtigung von Komplexita¨tskosten bei TFT, betrachtet.
Anschließend wird noch die Strategie WSLS hinzugezogen und das ganze Spiel unter
Fehlereinfluss untersucht.
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1. Wiederholtes Gefangenendilemma mit Komplexita¨tskosten
Man betrachte hier ein endlich oft wiederholtes Spiel mit der durchschnittlichen
Rundenzahl m. Im Gegensatz zu AllD und AllC ist TFT eine bedingte Strategie. Das
heißt, dass AllD und AllC, absolut unbeeindruckt vom Verhalten des Gegenspielers,
in jeder Runde ihre Strategie spielen. Das Verhalten eines TFT-Spielers hingegen
ha¨ngt davon ab, was sein Gegner in der Vorrunde gespielt hat. Deswegen erscheint
es sinnvoll, gewisse Komplexita¨tskosten c (siehe Imhof et al. [9]) einzubeziehen. Die
Auszahlungsmatrix ist dann gegeben durch:

AllC AllD TFT
AllC Rm Sm Rm
AllD Tm Pm T + P (m− 1)
TFT Rm− c S + P (m− 1)− c Rm− c
 (9.1)
Da T > R > P > S, kommt man nach paarweiser Betrachtung dieser Strategien zu
folgenden Ergebnissen:
(1) AllD dominiert u¨ber AllC
(2) AllC dominiert u¨ber TFT (wegen der Komplexita¨tskosten)
(3) Falls die durchschnittiche Rundenanzahl m > T−P+cR−P , sind AllD und TFT
bistabil.
Dieses Spiel wird unter einem frequenz-abha¨ngigen Moran-Prozess (siehe Kapi-
tel 2) betrachtet, mit Mutationswahrscheinlichkeit u. Das heißt, mit einer gewissen
(kleinen) Wahrscheinlichkeit u wird der Nachkomme eines Individuums nicht die
gleiche Strategie verwenden, sondern eine der beiden anderen. Im Grenzfall fu¨r sehr
kleine Mutationsraten wird der stochastische Prozess, im Gegensatz zum Fall von
unendlichen Populationen, nicht zu AllD konvergieren, sondern von AllC zu AllD
zu TFT zu AllC oszillieren. Oft wird die Bevo¨lkerung lange Zeit in einem fast ho-
mogenen Zustand einer Strategie verweilen, bis dann irgendwann ein Mutant einer
anderen Strategie auftaucht und die urspru¨ngliche (beinahe) verdra¨ngt. Die U¨ber-
gangsraten von einem homogenen Zustand zu einem anderen sind das Produkt der
Bevo¨lkerungsgro¨ße N , der Mutationsrate u und der Fixierungswahrscheinlichkeit des
Mutanten in der residenten Population. Die Oszillationen gehen immer in die glei-
che Richtung (AllC → AllD → TFT → AllC), da diese einzelnen U¨berga¨nge viel
wahrscheinlicher sind als die umgekehrte Richtung. U¨berraschenderweise kann der
Durchschnitt dieser Oszillationen von TFT dominiert werden. Also ist die Popula-
tion die meiste Zeit in einem Zustand, der ausschließlich aus TFT-Spielern besteht.
Diese Beobachtung ist vor allem deswegen von großem Interesse, da im Fall von
unendlichen Populationen und sehr kleinen Mutationsraten die Bahnen, kontra¨r zu
endlichen Populationen, zu einer reinen AllD-Bevo¨lkerung streben.
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2. Fehler in der Matrix
Falls zwei TFT-Spieler gegeneinander spielen und einer durch einen Fehler D
spielt, wird sich von diesem Zeitpunkt an C und D bei beiden Spieler immer ab-
wechseln. Dies fu¨hrt bei einem unendlich oft wiederholten Spiel dazu, dass der durch-
schnittliche Payoff pro Runde nur
R+ S + T + P
4
betra¨gt. TFT vergibt nicht einmal eine einzige Abweichung, was aber erforderlich
ist, um nach gelegentlichen Fehlern wieder zur Kooperation zuru¨ckzufinden. Im Ge-
gensatz dazu, vergibt die Strategie win-stay, lose shift (WSLS) leichter (siehe Imhof
et al [10]). Bei dieser Strategie werden, wie weiter oben schon beschrieben, die
mo¨glichen Auszahlungen T , R, P , S in zwei Gruppen geteilt. Bei Auszahlungen, die
Erfolg gebracht haben (T und P ) wird die gespielte Strategie beibehalten (win-stay),
P und S werden hingegen als nicht ausreichend Gewinn bringend angesehen und da-
her wird die Strategie gewechselt (lose-shift). WSLS wird auch ”perfect TFT” oder
Pavlov genannt und spielt im ersten Zug immer C. Im direkten Vergleich zu einem
TFT-Spieler hat ein WSLS-Spieler gegen AllD zwar eine geringere durchschnittliche
Auszahlung (jede zweite Runde erha¨lt der WSLS-Spieler nur S), gegen AllC ist al-
lerdings WSLS im Vorteil (WSLS erha¨lt jede zweite Runde T ).
Von hier an sei die Auszahlungmatrix des Gefangenendilemmas vereinfacht dar-
gestellt. Anstelle der vier Variablen R,S, T, P seien die Auszahlungen nur durch
die zwei Variablen b (vom englischen benefit) und c (vom englischen cost) gegeben.
Wenn der Gegenspieler kooperiert, erha¨lt man selbst einen gewissen Gewinn b. Fu¨r
den Fall, dass man selbst kooperiert, verursacht dies Kosten von c, wobei b > c. Die
neue Auszahlungsmatrix sieht dann also folgendermaßen aus:
( C D
C b− c −c
D b 0
)
(9.2)
Spielen nur AllD und TFT in einer Population, dann sind, wie weiter oben
schon beschrieben, die zwei Strategien jeweils best-replies fu¨r sich selbst, allerdings
hat TFT ein gro¨ßeres Attraktionsbassin. Die Gleichgewichtsverteilung zentriert sich
daher, unter einem frequenz-abha¨ngigen Moran-Prozess mit schwacher Selektion, auf
TFT. Wenn man zu diesen zwei Strategien noch AllC hinzufu¨gt, kann die Gleich-
gewichtsverteilung auch bei AllD liegen. Auf jeden Fall schadet das Hinzufu¨gen von
AllC der Strategie TFT. Betrachtet man nun AllD und WSLS unter der Bedingung,
dass b/c > 3 ist, fu¨hrt dies dazu, dass der Eintrag des stationa¨ren Vektors fu¨r WSLS
am gro¨ßten ist. Im Fall von b/c < 3 ”gewinnt” umgekehrt AllD. An dieser Bedin-
gung a¨ndert sich auch nichts, wenn AllC hinzugefu¨gt wird. Fu¨r sta¨rkere Selektion
ist dieser kritische Wert fu¨r b/c gro¨ßer. Interessanterweise a¨ndert sich auch durch
das Hinzufu¨gen von TFT zu den drei vorhandenen Strategien nichts an der Domi-
nanz von WSLS. Die kritische Grenze sinkt sogar auf b/c > 2, und das fu¨r jede
Selektionssta¨rke.
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3. Beispiele unter einem frequenz-abha¨ngigen Moran-Prozess
Beispiel 16 (AllD-WSLS-TFT-AllC). Fu¨r verschiedene Parameter b und c ko¨n-
nen sich also unterschiedliche Verteilungen ergeben. Hier werden die Strategien AllD,
WSLS, TFT und AllC gemeinsam unter einem frequenz-abha¨ngigen Moran-Prozess
mit Selektionssta¨rke s = 0.1 und Bevo¨lkerungszahl N = 100 betrachtet.
• b = 4, c = 1: Fu¨r die Parameter b = 4 und c = 1 gewinnt im direkten Ver-
gleich zwischen AllD und TFT eindeutig die Strategie Tit-for-Tat. Die sta-
tiona¨re Verteilung ist nur mit Wahrscheinlichkeit 0.000430847 im Zustand
AllD und mit Wahrscheinlichkeit 0.999569 im Zustand TFT, die Dynamik
geht also von AllD zu TFT. Auch den Kampf gegen WSLS verliert AllD hier
mit Wahrscheinlichkeit 0.135637 im Zustand AllD und 0.864363 in WSLS.
Wenn jedoch die drei Strategien AllD, TFT und AllC gegeneinander spie-
len, dann unterdru¨ckt AllC die Wirkung von TFT und AllD hat seine Nase
mit einer Wahrscheinlichkeit von 0.60281 vorne. Bei der Dreierkonstellation
AllD, WSLS und AllC hat AllC diese unterdru¨ckende Wirkung nicht, trotz
AllC gewinnt WSLS mit einer Wahrscheinlichkeit von 0.864309. Und auch
im vierfachen Vergleich von AllD, WSLS, TFT und AllC kann sich WSLS
durchsetzen, mit einer Wahrscheinlichkeit von 0.942697. (siehe Abb. 1)
AllD
AllD AllC AllD AllCAllD
AllD WSLS
WSLSAllC
TFT
TFT
TFT
WSLS
Abbildung 1
• b = 5, c = 2: Fu¨r diese Parameter ist WSLS nicht die gleiche Gewinn brin-
AllD WSLS
AllD AllC AllD AllC
WSLS
TFT
WSLS
Abbildung 2
gende Strategie. Im Duell AllD gegen WSLS gewinnt hier eindeutig AllD
mit einer Wahrscheinlichkeit von 0.960514, und auch wenn man noch AllC
hinzufu¨gt a¨ndert sich daran nichts; wieder gewinnt AllD, diesmal mit einer
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Wahrscheinlichkeit von 0.960514. Wenn man jedoch zu diesen drei Strate-
gien noch TFT hinzufu¨gt, a¨ndert sich die Verteilung sehr wohl. Auch wenn
WSLS unter diesen Parametern nicht so eindeutig dominiert, so besitzt die
stationa¨re Verteilung trotzdem die gro¨ßte Wahrscheinlichkeit im Zustand
WSLS, na¨mlich 0.568262. AllD wird immerhin auf 0.32541 geschrumpft.
Hier hat TFT also eine eindeutig senkende Wirkung auf die Dominanz von
AllD. (siehe Abb. 2)
Beispiel 17 (AllD-TFT-FBF-AllC). Hier werden die Strategien AllD, TFT,
FBF und AllC gemeinsam unter einem frequenz-abha¨ngigen Moran-Prozess mit Se-
lektionssta¨rke s = 0.1 und Bevo¨lkerungszahl N = 100 betrachtet.
• b = 6, c = 1: Fu¨r diese Parameter erscheint die Strategie Firm-But-Fair
zuna¨chst wie eine gute Strategie, denn sowohl im Duell mit AllD, als auch
gegen TFT, kann sich FBF durchsetzen (gegen AllD hat der stationa¨re
Vektor eine Wahrscheinlichkeit von 0.621451 im Zustand FBF gegen TFT
sogar 0.99347).
TFT FBF
FBF AllC
AllD FBF
AllD FBF AllD AllC
TFT
FBF
TFT
Abbildung 3
Nur gegen AllC verliert FBF, hier hat die stationa¨re Verteilung die
Wahrscheinlichkeit 0.989128 im Zustand AllC. Auch im dreifachen Vergleich
mit AllD und TFT kann sich FBF durchsetzen (mit 0.903253). Doch wenn
man alle vier Strategien gleichzeitig betrachtet, setzt sich doch AllD durch
(mit 0.508834). Anscheinend reicht die Sta¨rke von FBF nicht aus, um sich
gegen mehrere Strategien durchzusetzen. Interessant bei diesem Beispiel ist
auch, dass die Wahrscheinlichkeit fu¨r AllC gegen die anderen drei Strategien
gar nicht so niedrig ausfa¨llt: Mit 0.300074 ist sie immerhin die zweitgro¨ßte.
(siehe Abb. 3)
• b = 5, c = 2: Fu¨r diese Parameter ist der Gewinner noch eindeutiger
AllD, denn obwohl sich FBF einzeln wieder gegen AllD und TFT durch-
setzen kann, gewinnt AllD alle Spiele mit 3 Strategien bezu¨glich des statio-
na¨ren Vektors. Das wiederholte Gefangenendilemma mit allen vier Strate-
gien AllD, TFT, FBF und AllC gewinnt ebenfalls AllD, diesmal mit einer
stationa¨ren Wahrscheinlichkeit von 0.671677 im Zustand AllD. (siehe Abb.
4)
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Abbildung 4
4. Beispiele unter paarweisem Vergleich mit Fermi-Verteilung
In diesem Abschnitt werden Beispiele des wiederholten Gefangenendilemmas un-
ter paarweisem Vergleich mit Fermi-Verteilung (siehe Kapitel 3) betrachtet.
Beispiel 18 (AllD-S1-TFT-FBF). Hier werden die Strategien AllD, S1, TFT
und FBF unter einem paarweisen Vergleich betrachtet, wobei die inverse Tempera-
tur β = 1/10 und die Populationsgro¨ße N = 100. S1 ist eine relativ unkooperative
Strategie, die nur dann kooperiert, wenn beide Spieler in der Vorrunde defekt ge-
spielt haben.
• b = 6, c = 1: Fu¨r diese Parameter ergibt sich fu¨r die drei Strategien S1-
AllD-FBF eine geschlossene Bahn in genau dieser Reihenfolge.
S1 AllD S1 AllDS1
TFTFBF
TFT
AllD
FBF
Abbildung 5
Hier ist die Wahrscheinlichkeit der stationa¨re Verteilung im Zustand
AllD mit 0.779437 am gro¨ßten. Bei den drei Strategien AllD-S1-TFT hat
TFT die gro¨ßte Wahrscheinlichkeit der stationa¨ren Verteilung mit 0.852265.
Wenn man alle vier Strategien zusammen betrachtet, kann sich dann aber
doch FBF durchsetzen und zwar mit Wahrscheinlichkeit 0.422532. Die Er-
ga¨nzung von TFT sta¨rkt FBF und die Anwesenheit von FBF schwa¨cht
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wiederum TFT. Dieses Beispiel ist insofern interessant, als eine sehr unko-
operative Strategie wie S1, eine sehr kooperative Strategie, wie FBF sta¨rkt.
(siehe Abb. 5)
• b = 5, c = 2 Fu¨r diese Parameter kann sich FBF auch im Vierergespann
AllD-S1-TFT-FBF nicht durchsetzen. Hier gewinnt AllD bezu¨glich der sta-
tiona¨re Verteilung mit einer Wahrscheinlichkeit von 0.469633. (siehe Abb.
6)
S1 AllD
TFT
FBF
Abbildung 6
Beispiel 19 (AllD-WSLS-FBF-AllC). Hier werden die Strategien AllD, WSLS,
FBF und AllC unter einem paarweisen Vergleich mit Fermi-Verteilung, einer Bevo¨l-
kerungsgro¨ße von N = 100 und einer inversen Temperatur β = 0.1 untersucht.
• b = 6, c = 1:
Fu¨r diese Parameter ergibt sich eine geschlossene Bahn von AllC zu
AllD zu FBF. Die Wahrscheinlichkeit der stationa¨re Verteilung ist hier fu¨r
fu¨r den Zustand AllD mit 0.91361 am gro¨ßten. Nimmt man zu diesen drei
Strategien noch WSLS hinzu, so lo¨st sich diese Dominanz von AllD aller-
dings auf, und WSLS gewinnt bezu¨glich des stationa¨ren Vektors mit einer
Wahrscheinlichkeit von 0.993305. (siehe Abb. 7)
AllD AllC AllD AllC
FBF
FBF
WSLS
Abbildung 7
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• b = 5, c = 2: Fu¨r diese Parameter gilt diese Sta¨rke von WSLS nicht mehr.
Hier gewinnt AllD immer, sowohl wenn man AllD nur mit einer anderen
Strategie betrachtet, als auch mit zwei oder allen drei anderen. Im Vierer-
vergleich gewinnt AllD schlussendlich bezu¨glich des stationa¨ren Vektors mit
einer Wahrscheinlichkeit von 0.942858. (siehe Abb. 8)
AllD AllC
FBF
WSLS
Abbildung 8
KAPITEL 10
Iteriertes Snowdriftgame
Wie schon weiter oben erwa¨hnt, erkla¨rt das Gefangenendilemma die in der Rea-
lita¨t sta¨ndig gegenwa¨rtige Kooperation oft nur unzureichend. Viel besser eignet sich
hier das Snowdriftgame, wie in Kapitel 8, Abschnitt 2 beschrieben. Hier zahlt sich
einseitige Kooperation eher aus als nicht zu kooperieren. Um die Auszahlungsma-
trix ebenso wie vorhin beim Gefangenendilemma zu vereinfachen, dru¨ckt man die
Auszahlungen nur mit den Parametern b und c aus. Hier sei angenommen, dass die
Anstrengungen den Schnee wegzuschaufeln mit c bemessen sind, und der Gewinn
durch das Freikommen und heimfahren Ko¨nnen b betra¨gt. Daher sieht die Auszah-
lungsmatrix fu¨r die beiden Spieler folgendermaßen aus:
schaufeln (C) nicht schaufeln (D)
schaufeln (C) b− c2 b− c
nicht schaufeln (D) b 0
(10.1)
1. Beispiele unter einem frequenz-abha¨ngigen Moran-Prozess
In diesem Abschnitt werden einige konkrete Beispiele fu¨r verschiedene Parameter
b und c und verschiedene Strategien unter einem frequenz-abha¨ngigen Moran-Prozess
(siehe Kapitel 2) betrachtet.
Beispiel 20 (AllD-WSLS-TFT-AllC). Die Strategien AllD, WSLS, TFT und
AllC werden hier fu¨r das iterierte Snowdriftgame unter einem frequenz-abha¨ngigen
Moran-Prozess mit einer Bevo¨lkerungsgro¨ße von N = 100 und einer Selektionssta¨rke
von s = 0.1 betrachtet.
• b = 10, c = 2:
AllD AllC AllD AllC
TFT
TFT
WSLS
Abbildung 1
Beim Snowdriftgame hat die ausschließlich kooperative Strategie AllC
auch eine Chance. Sowohl AllD, als auch TFT verlieren hier gegen AllC. Da-
her setzt sich AllC auch unter den drei Strategien AllD, TFT und AllC mit
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einer Wahrscheinlichkeit von 0.998335 in der stationa¨ren Verteilung durch.
Doch auch hier ist WSLS eine fast unschlagbare Strategie, denn nimmt man
diese zu den vorigen dreien hinzu, gewinnt WSLS mit Wahrscheinlichkeit
0.966586. (siehe Abb. 1)
• b = 10, c = 9: Auch wenn man die Kosten des Snowdriftgames auf 9
erho¨ht, a¨ndert sich nicht sehr viel am dynamischen Verhalten, wenn alle
vier Strategien mitspielen. Doch in den einzelnen Vergleichen, kann sich
die unkooperative Strategie AllD gegen die immer kooperativen Strategie
AllC mit einer Wahrscheinlichkeit von 0.999995 bezu¨glich der stationa¨ren
Verteilung durchsetzen. Auch im Dreiervergleich AllD-TFT-AllC kann sich
AllD bezu¨glich der stationa¨ren Verteilung behaupten. Wie auch schon beim
wiederholten Gefangenendilemma, besitzt AllD fu¨r den Fall, dass alle drei
Strategien mitspielen mit 0.542584 die gro¨ßte Wahrscheinlichkeit in der
stationa¨ren Verteilung. Nimmt man allerdings hier WSLS hinzu, a¨ndert
sich das Bild wieder zu dem des vorigen Beispiels mit Kosten c = 2 und
WSLS gewinnt mit Wahrscheinlichkeit 0.975604. (siehe Abb. 2)
AllC AllD
AllD AllC AllD AllC
TFT
TFT
WSLS
Abbildung 2
Beispiel 21 (AllD-TFT-FBF-AllC). Hier werden die Strategien AllD, TFT,
FBF und AllC mit einer Populationsgro¨ße N = 100 und einer Selektionssta¨rke von
s = 0.1 betrachtet.
• b = 3, c = 2:
AllC TFT AllD AllCAllD
FBFTFT
TFT
AllC
FBF
Abbildung 3
Auch fu¨r diese Strategiekombination hat ein nicht kooperatives Ver-
halten kaum eine Chance. Jedoch kann sich auch hier die rein kooperative
Strategie AllC insgesamt nicht durchsetzen. Sie hat zwar im dreifachen Ver-
gleich mit AllD und TFT mit einer Wahrscheinlichkeit von 0.491997 den
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gro¨ßten Wert in der stationa¨ren Verteilung und weist im Dreiervergleich
in der stationa¨ren Verteilung mit TFT und FBF, gemeinsam mit FBF,
den gleichen gro¨ßten Wert 0.475244 auf, wenn man allerdings die Strategie
FBF erga¨nzt, senkt diese, ebenso wie WSLS im vorigen Beispiel, die Sta¨rke
von AllC. In diesem Fall hat FBF bezu¨glich der stationa¨ren Verteilung die
gro¨ßte Wahrscheinlichkeit mit 0.612313. (siehe Abb. 3)
• b = 10, c = 8: Auch mit diesen Parametern a¨ndert sich das Bild wenig.
Der einzige Unterschied zu dem Beispiel mit den Parametern b = 3 und
b = 2 liegt darin, dass im Vergleich AllD-TFT-AllC, die Strategie AllD mit
einer Wahrscheinlichkeit von 0.533548 vorne liegt. Ansonsten bleiben die
Dynamiken gleich. (siehe Abb. 4)
AllD AllC AllD AllC
TFT
TFT
FBF
Abbildung 4
2. Beispiele unter einem paarweisen Vergleich mit Fermi-Verteilung
In diesem Abschnitt werden Beispiele des Snowdriftgame mit verschiedenen Pa-
rametern unter einem paarweisen Vergleich mit Fermi-Verteilung betrachtet. Inter-
essant hierbei ist, dass man den Prozess auch mit einer sehr großen Selektionsrate
betrachten kann.
Beispiel 22 (AllD-WSLS-TFT-FBF). Unter einem paarweisen Vergleich mit
Fermi-Verteilung werden die Strategien AllD, WSLS, TFT und FBF mit einer Be-
vo¨lkerungsgro¨ße N = 100 betrachtet.
• b = 3, c = 2, β = 0.01: In diesem Fall ergibt sich, dass WSLS vergli-
chen mit AllD, TFT und FBF im stationa¨ren Vektor jeweils eine gro¨ßere
Wahrscheinlichkeit aufweist (0.617748, 0.560945 und 0.562177). FBF kann
sich hingegen auch gegen AllD und TFT durchsetzen, mit jeweils einer
Wahrscheinlichkeit von 0.617748 beziehungsweise 0.560945. In der Dreier-
konstellation AllD-TFT-FBF hat FBF relativ knapp vor TFT mit 0.415205
die gro¨ßte Wahrscheinlichkeit . Bei AllD-WSLS-FBF besitzt, auch ziemlich
knapp, WSLS mit 0.416465 die gro¨ßte Wahrscheinlichkeit. Wenn man al-
le vier Strategien gegeneinander spielen la¨sst, gewinnt WSLS bezu¨glich der
stationa¨ren Verteilung mit 0.313566, wobei sowohl TFT als auch FBF Wer-
te in a¨hnlicher Gro¨ßenordnung besitzen. (siehe Abb. 5)
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• b = 3, c = 2, β = 4: Diese A¨nderung in der Selektionssta¨rke beeinflusst
die Dynamiken zwischen den Strategien nicht. Sie werden dadurch nur ein-
deutiger. Fu¨r diese Parameter liegt durch eine so große Selektion fast jede
stationa¨re Verteilung, die bei einer Selektionssta¨rke von β = 0.01 gro¨ßen-
ma¨ßig dominiert hat, beinahe bei 1. Eine ho¨here Selektionsrate versta¨rkt
also die Dynamik. (siehe Abb. 5)
AllD WSLS AllD WSLSAllD
FBFFBF
TFT
TFT
FBF
Abbildung 5
Zusammenfassend kann man u¨ber die Dynamiken des Snowdriftgame sagen, dass
kooperative, aber gerechte und fehlerausbessernde Strategien klar im Vorteil sind.
Fu¨r die unkooperative Strategie AllD ist es beinahe unmo¨glich sich durchzusetzen.
Allerdings gelingt dies auch der ausschließlich kooperativen Strategie AllC nicht.
Die, in den fu¨r diese Arbeit untersuchten Beispielen, erfolgreichste Strategie ist die
schon im wiederholten Gefangenendilemma sehr erfolgreiche Strategie WSLS. In
dieser Arbeit konnte fu¨r beide Spiele keine a¨hnlich erfolgreiche kooperative Strategie
gefunden werden.
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Abstract
Diese Arbeit behandelt evolutiona¨re Spieldynamiken in endlichen Populationen.
Der gro¨ßte Unterschied zwischen der Betrachtung evolutiona¨rer Spieldynamiken in
endlichen und in unendlichen Populationen liegt darin, dass in endlichen Popu-
lationen ein selektiver Vorteil allein nicht auch eine absolute Dominanz definiert.
Im ersten Teil werden ausgewa¨hlte stochastische Prozesse, die solche evolutiona¨ren
Spieldynamiken beschreiben, definiert und bezu¨glich ihres Langzeitverhalten analy-
siert. Die stationa¨re Verteilung der U¨bergangsmatrizen spielt dabei eine große Rolle,
da die einzelnen Werte als mittlere Zeitanteile interpretiert werden ko¨nnen, die der
Prozess in einem bestimmten Zustand verbringt. Daher ist es wichtig zu untersuchen
fu¨r welche Strategie der Eintrag des stationa¨ren Vektors am gro¨ßten ist. Diese in-
terpretiert man als die erfolgreichste Strategie unter den miteinander Verglichenen.
Im zweiten Teil der Arbeit werden ausgewa¨hlte Spiele vorgestellt und die Klasse der
Memory-1-Strategien beschrieben. Der Vergleich dieser Strategien erfolgt durch kon-
krete Beispiele anhand des wiederholten Gefangenendilemmas und Snowdriftgames
und der Spieldynamiken aus dem ersten Teil. Ziel ist es die erfolgreichsten Strategien
aufzuzeigen.
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