Abstract. We prove a result concerning the approximation of the elastica functional with a sequence of second order functionals, under radial symmetry assumptions. This theorem is strictly related to a conjecture of De Giorgi [8] .
Introduction
Given a function v ∈ H 2 loc (R n ) and a positive parameter ε let us define
where W : R → [0, +∞[ is a double well potential with two minima at ±1, with W (−1) = W (1) = 0, for instance W (t) = 
The aim of this paper is to begin to analyze the limit as ε → 0 + , in the sense of Γ − L is the so-called Modica-Mortola (or Allen-Cahn) functional, whose Γ − L 1 loc (R n )-limit is a positive factor c 0 times the perimeter functional, see [9] , [14] , [7] . Notice also that eul ε (v) (sometimes called chemical potential) is the L 2 -gradient of M ε at v. It is well known that eul ε (·), if evaluated along solutions to the (possibly parabolic) Euler-Lagrange equation of M ε , is strictly related to the mean curvature of the limit interface, see [12] , [15] , [11] , [16] . We are precisely interested in analyzing the connections between eul ε (v ε ) and the mean curvature of ∂E, when {v ε } is an arbitrary sequence of smooth functions approximating the characteristic function χ E of the smooth set E, and having equibounded energy. Our interest in this question was originated by a conjecture made by De Giorgi concerning the Γ -limit of a sequence of functionals of the form H ε (v) := R n [1 + (eul ε (v)) 2 ]m ε (v) dz, see [8] for a precise statement.
Observe that, by well known results concerning the asymptotic behaviour of {M ε }, when n = 1, the Γ − L 1 loc (R)-limits of M ε and of F ε coincide. This shows, as expected, that in the one-dimensional case no curvature effect is present in the limit. Define, for n = 2 and an open set E ⊂ R 2 having smooth compact boundary ∂E,
where κ is the curvature of ∂E and H 1 is the one-dimensional Hausdorff measure. F is the so-called elastica functional, see for instance [3] , [4] .
For any R > 0 set B R := {z ∈ R 2 : |z| < R}. Denote also by µ Our main result is the following theorem. 
It is clear that the radial symmetry assumption on {v ε } is a crucial simplification, and hence the above result is only a first step toward the understanding of the asymptotic behaviour of the sequences {F ε } and {H ε }. Nevertheless, even in this simplified case, difficulties arise when trying to characterize the support of µ and in the proof of (6) . The main obstruction is to derive sufficiently strong compactness properties of the sequence {v ε } from the assumption
and, more interestingly, from the uniform bound
We stress that, even in the radially symmetric case, the proof of Theorem 1.1 reveals the importance of deriving a sufficiently strong control on the asymptotic behaviour of the so-called discrepancy functions (see (28) and (66) for the details). This is strictly related to proving that the measure µ has positive one-dimensional lower density.
Finally, observe that Theorem 1.1 is false in general, if we assume (7) but not (8) . In addition, the constant c 0 is consistent with the bound given by the so-called Γ -limsup inequality (see [5] ).
The content of the paper is the following. In Sect. 2 we introduce some notation. The main result of Sect. 3 is Corollary 3.5. Its proof is a consequence of Proposition 3.2, where a lower and upper estimate for the measure µ are established. The lower estimate relies on an adaptation of an inequality proved in [6] , which in turn is based on assumption (8) . Section 4 is devoted to the proof of Theorem 1.1, which follows from Theorem 4.1. The proof of Theorem 4.1 combines a blow-up argument centered at suitable points (where the whole sequence is far from the values ±1), which are rescaled back to the origin of the coordinates, and Corollary 3.5, in order to obtain a control of the associated sequence of discrepancy functions (see (28)). In Sect. 5 we make some comments and some generalizations to the radially symmetric case in higher space dimension.
Notation
For any r > 0 set B r := {z ∈ R 2 : |z| < r}. For any A ⊆ R 2 , denote by χ A the characteristic function of A, that is
Given ρ > 0, we also let T ρ (A) be the set of all points of R 2 whose distance from A is less than ρ.
If E ⊂ R 2 is an open set with compact boundary of class C 2 , we denote by κ(z) the curvature of ∂E at the point z (positive for the circle). If we let
the oriented distance function positive inside E, it is well known (see for instance [10] ) that there exists
and
where
, R[ and let us parametrize ∂B R using the arc length s. In the following we denote by
If Jψ R denotes the jacobian of
Since u is radially symmetric, we have that u depends only on the variable d, i.e., u = u(d). We denote by u the derivative of u with respect to d. Observe that
Given
to be the discrepancy function associated with u. Let w : R → R be an even strictly convex smooth function such that w −1 (0) = {±1}, negative inside ]−1, 1[, positive outside, and satisfying w (−1) < 0, w (1) > 0. Associated with w we can define the cubic-like nonlinearity f : R → R as f (τ ) := 2w(τ )w (τ ), which has exactly the three zeros −1, 0, 1. We set W (τ ) := w(τ ) 2 . Then W is the so-called double well potential, with two absolute minimizers ±1 at equal depth, and W (−1) = W (1) = 0.
Given W as above there exists a unique absolute minimizer γ of the problem
The function γ : R → ] − 1, 1[ is smooth, strictly increasing, and satisfies the equation
Note that γ = 2W (γ). The constant c 0 in (6) is exactly the infimum in (14) , and
It is known that if a bounded function α ∈ H 2 loc (R) satisfies (15) almost everywhere and is such that 0
In other words, if α satisfies the Euler equation in (15) and has positive finite energy then it is a translated of γ or of −γ.
If J ε are intervals contained in an interval A ⊆ R, f ε : J ε → R are functions, and if J ε1 ⊂ J ε2 for 0 < ε 2 < ε 1 , and J ε invade A as ε → 0 + , we say that
Beginning of the proof of Theorem 1.1: density estimates
In this section we establish the lower and upper density estimates for the measure µ. Using these estimates we prove Corollary 3.5, which is a fundamental step in the proof of Theorem 4.1 in Sect. 4 .
be a sequence satisfying (7). Here and in the following, by passing to a suitable subsequence, we can assume that there exists a Radon measure µ such that {µ vε ε } weakly * converges to µ as ε → 0 + .
To prove the lower density estimate (ii) of Proposition 3.2 below, we need the following preliminary lemma (which is valid, with the same proof, in any space dimension n).
Proof. We first establish the following inequality, which is a minor modification of
There exists a positive constant C 0 such that 
Inequality (18) then follows reasoning as in [6] and observing that, using also the Hölder's inequality,
We are now in a position to prove the lemma. Suppose by contradiction that there exists a decreasing sequence {ε j } of real numbers converging to zero such that
and applying (18) we get, using (5),
which is a contradiction.
be a sequence of radially symmetric functions satisfying (7) , and let µ be as above. The following estimates hold.
(ii) Assume in addition that (8) holds. Then there exists C 2 > 0 such that for every
Proof. For every r > 0 we set
and similarly
where C > 0 is the left hand side of (7). From (22) and (23), assertion (i) follows. Let us now prove assertion (ii). Let r ∈ ]0, |z 0 |[. By (17) and (5) we can select a decreasing sequence {ε i } converging to 0 as i → ∞, such that
for i sufficiently large. By (7), we can also assume
for i large enough. By the radial symmetry of v εi it follows that there exist r 
where C > 0 is given by That is, a one-dimensional profile whose absolute value passes from two fixed values, one below 1 − 
where C > 0 does not depend on |z 0 |, see Fig. 1 . Letting i → +∞ in (25) assertion (ii) follows.
Remark 3.3.
If each v ε is radially symmetric, then spt(µ) ⊂ R 2 is radially symmetric, namely z 0 ∈ spt(µ) implies ∂B |z0| ⊂ spt(µ). Indeed, using the notation in the proof of (22), if z ∈ ∂B |z0| , φ ∈ C c (B ρ (z)), with B ρ (z) ⊂ T r (∂B |z0| ), and if R denotes the rotation around the origin such that R(z) = z 0 , we have
We observe that spt(µ) contains the (reduced) boundary ∂E of E. Indeed, let z ∈ ∂E, and r > 0. Since µ vε ε → µ weakly * as ε → 0 + , we have that for all r such that µ(∂B r (z)) = 0 (in particular for almost every r)
where the last inequality follows by using the Γ -lim inf inequality for M ε . As a consequence we have z ∈ spt(µ).
The following result is a first step toward the characterization of the support of µ in Theorem 1.1.
Corollary 3.5. For any
is contained in a finite union of circles centered at the origin.
Proof. It is a consequence of µ(R
2 ) < +∞, of (20), (21), the radial symmetry of spt(µ) and [2, Theorem 2.5.6].
Proof of Theorem 1.1
We have observed in Remark 3.4 that spt(µ) contains ∂E. In addition, for any λ > 0, spt(µ) ∩ (R 2 \ B λ ) consists of a finite union of circles, see Corollary 3.5. In this section we prove in particular that spt(µ) cannot contain a sequence of circles which accumulates at the origin.
Given an open set A ⊆ R 2 and u ∈ H 2 loc (R 2 ) set
and 
for all ρ ∈ ]0, R[.
Proof
. Possibly passing to a suitable subsequence (from now on all subsequences will not be relabelled) we can suppose that
that there exist
Thanks to Corollary 3.5, which implies that the circles composing spt(µ) cannot accumulate on ∂B R , we select ρ * > 0 in such a way that a suitable asymptotic property on the discrepancy functions ξ vε ε holds. Let us be more precise.
Step 1. There exists ρ * ∈ ]0, R[ such that
for almost every ρ ∈ ]0, ρ * [. From Corollary 3.5 we can select λ > 0 such that
Using (13), it follows that there exists a subsequence such that
, and this provides the existence of ρ * in step 1. Observe that, since from Corollary 3.5, the set spt(µ) consists of at most a countable set of circles which can accumulate only at the origin, assertion (28) actually holds for almost every ρ ∈ ]0, R[.
Possibly reducing ρ * , we can assume that
Fix now ρ ∈ ]0, ρ * [ as in step 1. It is well known [14] that
To prove (26) it will be sufficient to show that
Indeed using (31) and (32) it follows
and (26) is proved.
Step 2. Construction of the blow-up sequence {V ε } around ∂B R .
For any ε > 0 let 
By definition we have
By assumption v ε is radially symmetric, hence V ε depends only on the variable y; we denote by V ε the derivative of V ε with respect to y. By differentiating (33) with respect to z we get ∇v
2 , and from (11)
where v ε is evaluated at z and V ε at the corresponding y. It follows that
Moreover from (13) we have
For clarity in the exposition, we will distinguish two cases:
In Case 1, possibly passing to a subsequence, we can choose two sequences of real numbers
and either
We will assume the validity of (39), the proof of (40) being similar. The continuity of v ε yields the existence of a sequence
Possibly passing to a further subsequence, we can assume that all δ ε have the same sign; without loss of generality, we assume that δ ε ≥ 0 for any ε.
In Case 2, let us fix η ∈ ]0, η 0 /2[. Using (17) and the first estimate in (27), it is possible to find a sequence
such that
Possibly passing to a subsequence, we can assume that v ε (c ε ) has the same sign and similarly for c ε ; without loss of generality, we suppose
Step 3. Compactness properties of {V ε }.
Observe that there exists a constant c > 0 such that
In fact, using (36), (30) and Young's inequality we get
By (34), using the second inequality of (27) and (48), by difference we get
In particular
Hence, from (48) and (52) and recalling the expression (35) of σ Vε we deduce
It follows that α ∈ H 2 loc (R) and
In particular, V ε →α, V ε →α strongly in L 2 loc (R) and V ε →α uniformly on the compact subsets of R.
Step 4. The function α ∈ H 2 loc (R) obtained in step 3 is of class C 2 and satisfies
Indeed, for any φ ∈ C ∞ c (R), using (56) we have
where the last equality follows from (54). Hence (56) is satisfied almost everywhere, and by regularity everywhere. Before passing to the next steps let us make the following important observation. From the previous computations, it follows that α is not identically zero, but we have not excluded, in general, that α is identically 1 or identically −1 (see Figure  2) . Hence, we need a further step, which consists in fixing a point where all blow-up functions are far from ±1. We reason as follows.
Step 5. Construction of the translated sequence {u ε } and its corresponding {U ε }.
For any ε > 0 define u ε as
Thanks to (41) (or to (43)) we have lim ε→0 [ and i = 0, 1, 2 the function vε(t) is defined using a suitable translation of γε, where γε is the optimal sequence for the Γ -lim sup inequality for Mε; for instance, if W (t) =
, we can take γε to be the even and C 1,1 function defined as γε(t) := tgh(t/ε) if 0 ≤ t < ε| log ε|, γε(t) equals a suitable arc of parabola if ε| log ε| ≤ t ≤ ε + ε 3 + ε| log ε|, and γε(t) = +1 if t > ε+ ε 3 + ε| log ε|. For the sequence {vε} (corresponding to {vε}) we have:
By (57) it follows that ρ/ε y ε → +∞ as ε → 0 + , hence the intervals I ε invade R as ε→0. In addition
Step 6. In Case 1 the sequence {U ε } converges to the minimizer γ (defined in (15)) or to −γ strongly in H 2 loc (R). In Case 2 the sequence {U ε } converges to a translated of γ or of −γ strongly in H 2 loc (R). Suppose we are in Case 1. Arguing as in steps 3,4 and using (58), we deduce that there exists a function β ∈ H 2 loc (R) such that U ε β weakly in H 2 loc (R) as ε → 0 + , β(0) = 0, and
Hence β equals either γ or −γ. Without loss of generality we can suppose β = γ. Set
Observe that, from (54), we have
Given a compact set K ⊂ R, we then have
where the last convergence follows from (62) and the uniform convergence of U ε to γ on the compact subsets of R. Hence
and step 6 is proved in Case 1. In Case 2 we can repeat the proof of Case 1 using (45) instead of (58). Hence we end up with a function β ∈ H 2 loc (R) such that β(0) = 1 − η and such that (60) holds with β in place of β. This is enough to conclude that β(t) = γ(t + ν) or that β(t) = −γ(t + ν), for some real number ν.
We now conclude the proof of the theorem in Case 1. To obtain the proof in Case 2 it is enough to replace everywhere δ ε with c ε and γ(·) with γ(· + ν).
Step 7. We have lim inf
In fact, using (34) and making the change of variable τ = y − y ε we get
We are going to prove that
Note carefully that it is exactly in the effort of proving (66) that (28) is required.
Integrating by parts and using the relation V ε (±ε
Then (66) follows by using (28). Furthermore,
Hence, given a compact set K ⊂ R, from Fatou's lemma we have
Hence, passing to the supremum with respect to K, we get lim inf ε→0
This concludes the proof.
Conclusion of the proof of Theorem 1.1.
As a direct consequence of Theorem 4.1 and Remark 3.4 we obtain (6). By Corollary 3.5 we know that spt(µ) consists of a family of circles {∂B Ri } i∈I , where I is at most countable, and these circles may accumulate only at the origin. Without loss of generality, we can assume that i < j implies R i < R j . Thanks to Theorem 4.1, for any i ∈ I we can choose ρ i > 0 in such a way that R i+1 < R i − ρ i < R i + ρ i < R i−1 and
We then have lim inf
By (5) it follows that i∈I (R i + 1 Ri ) < +∞, and this implies that I is a finite set. This concludes the proof of Theorem 1.1. 
for some positive integer number m depending on |z 0 |. Indeed, from (24) and the strong-H 2 loc (R) convergence to ±γ of the sequence {U ε } defined in step 5, we obtain that (at least on a subsequence) the set {y ∈ I ε : U ε (y) = 0} is finite. Then (68) follows from the continuity of v ε and the convergence of {v ε } to χ E in L 1 loc (R 2 ).
Final Comments
(1) With minor modifications, inequality (6) in Theorem 1.1 holds in any space dimension n, i.e., replacing R 2 with R n in the statement (where κ in the definition (4) of the functional F stands for the sum of the principal curvatures κ i of ∂E positive for the sphere, and where (11) must be replaced by n with compact boundary of class C 2 , there exists a sequence {v ε } ⊂ H 2 loc (R n ) of functions converging to χ E in L 1 (R n ) and such that c 0 F (E) = lim ε→0 + F ε (v ε ), see [5] .
