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Beyond elaboration: the interation of relations and fous in
oherent text
Alistair Knott Jon Oberlander Mihael O'Donnell Chris Mellish
June 12, 2000
Abstrat
This paper outlines a number of problems with RST's elaboration relation, and
disusses a new model of text struture that results from leaving this relation out of the
set of relations. In this model, trees of interlausal/intersentential relations aount for
the loal oherene of a text, while its global oherene is aounted for by a separate
devie: global fous.
1 Introdution
Many theories of disourse propose that a oherent text is one whose lauses, sentenes and
text spans (or perhaps the propositions expressed by these text units) stand in partiular
relations to one another. The basi motivation in these theories stems from the observation
that a text is more than a sequene of independent units: whether a partiular unit makes
sense in a given disourse depends not only on this unit by itself, but also on its relationship
with the other units in the disourse. This laim has been spelled out in many dierent
ways, but there are two requirements that any suh theory must meet before it has empirial
ontent and an be tested against the fats.
Firstly, a partiular set of relations must be speied. It is vauous to say that texts
ohere in virtue of the relations that hold between their onstituent units unless we speify
what these relations are. There are as many `possible relations between text units' as there
are pairs of text units, and learly sine not all pairs of text units are oherent, we must
selet only some relations from this set. We an refer to the task of hoosing a suitable set
of relations as the task of developing a theory of relation semantis. Well-known theories
of relation semantis inlude the set of 23 relations proposed by in the original formulation
of RST (Mann and Thompson, 1988), the pair of relations dominane and satisfation-
preedene proposed by Grosz and Sidner (1986) and the sets of onjuntive relations
proposed by Halliday and Hasan (1976) and Martin (1983). Many of the papers in this
volume are onerned with the task of dening a single lass of relation, or of distinguishing
a number of similar relations between one another.
Seondly, a theory of relations must provide an aount of whereabouts in a oherent text
relations are expeted to be found. This aount must begin by speifying what the atomi
units of the analysis are. (Are they sentenes? Clauses? Propositions within lauses? Units
larger than sentenes?) It must also state in a general way what struture of relations between
these units will suÆe to ensure its oherene. Clearly a text an be oherent without there
being the right kind of relation between eah pair of atomi units. Adjaeny, or proximity, are
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important fators. Often a notion of ompositionality is also invoked, whereby two adjaent
units linked by a relation are taken to form a new, omposite unit, whih an itself be linked
by relations to other units. A theory whih speies whereabouts in a oherent text we
an expet to nd relations an be termed a theory of span struture. Many of the most
inuential theories of this kind (inluding RST and Grosz and Sidner's theory) adopt the
ompositionality assumption in some form, and onstrue a oherent text as a tree of text
units, in whih omplex units are formed from smaller units between whih relations hold.
A theory of span struture and a theory of relation semantis are two logially separable
omponents of a theory of disourse oherene. But naturally, adopting a spei theory of
span struture an plae onstraints on what would be a sensible hoie of theory of relation
semantis. In this paper, we onsider a ase in point. The simple and parsimonious theory of
span struture proposed by RST neessitates the inlusion in its theory of relation semantis
of a rather idiosynrati relation alled objet-attribute elaboration. We onsider a
number of problems with this relation in its own right, and also a number of problems with
RST's theory of span struture. We propose a revised aount of relation semantis and span
struture in whih objet-attribute elaboration is omitted, and whih addresses these
problems.
To illustrate both the problems with RST and the new aount of disourse struture,
we will use naturally-ourring and onstruted texts in the genre of `museum guidebook
desriptions'. The problems with RST were originally notied when we built a text generation
system that produes texts in this genre using a straightforward implementation of the theory.
The theory implemented in the system was modied as a result, to overome these problems.
2 RST's theory of span struture
In RST's theory of span struture, relations hold between text spans. Most relations have
nuleus-satellite struture: one of the spans (the nuleus) is assoiated with the writer's
main ommuniative goal, and the other one (the satellite) is there to help bring about this
goal, or to provide subsidiary information.
Atomi text spans are basially lauses. Complex text spans are strutures alled shema
appliations. A shema appliation for a nuleus-satellite relation is a set of adjaent text
spans (either simple or omplex), one of whih is a nuleus, and the rest of whih are linked
to this nuleus by appliations of a given nuleus-satellite relation. An example is given in
Figure 1. Nu is a nuleus span, Sat1, Sat2 and Sat3 are satellite spans linked to this nuleus
by the relation R. The omplex span CS is the omplex span whih is formed as a result.
Nuc Sat1 Sat2 Sat3
R
R
R
CS
Figure 1: A shema appliation of the nuleus-satellite relation R
In this paper, we will be onsidering three entral assumptions underlying RST's theory
of span struture.
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1. Compositionality. The rst assumption relates to how the semantis of a omplex
text span are derived from the semantis of its onstituent spans. The assumption is
that a omplex span omprising a nuleus and a number of satellites an be linked to
another text span with a rhetorial relation i its nuleus span an be so linked; in
other words, for the purposes of linking spans together, the semantis of a span redues
to the semantis of its nuleus. This assumption is impliit in RST's prinipal test
for nulearity, whih speies that the oherene of a text is largely preserved if the
satellites in a given omplex text span are removed, but lost if its nuleus is removed.
The assumption has been stated more expliitly by Maru (1997), who alls it the
`strong ompositionality' assumption.
2. Continuous onstitueny. The seond assumption relates to the distanes over whih
relations are allowed to apply. Basially, RST requires that the nuleus N and satellite
S of a relation R must either be adjaent text spans, or if not adjaent (as for instane
in the ase of Nu and Sat3 in Figure 1), the text spans intervening between N and S
must also be linked to N as satellites of the relation R.
3. Tree struture. In a oherent text, eah text span (exept for the omplex span whih
onstitutes the entire text) must be involved in exatly one shema appliation. This
ensures rstly that there an be no sub-spans in the text that aren't linked to any other
spans, and seondly that there are no overlapping omplex spans; basially, it speies
that a oherent text is a tree of shema appliations.
These assumptions have proven very suessful in identifying all and only well-strutured
texts. We illustrate with part of a text produed by ILEX-2, a generation system whih
delivers a sequene of desriptions of artefats in a tour of a museum gallery.
(1) (1) This jewel draws on natural themes for inspiration; (2) it is a remarkably uid
piee.(3) Indeed, Organi style jewels usually draw on natural themes for inspiration;
(4) for instane the organi brooh we saw earlier looked rystalline.
EXAMPLEMOTIVATION
AMPLIFICATION
(2) (4)(3)(1)
Figure 2: RST Analysis of Example 1
The struture for this text is given in Figure 1. By the ompositionality assumption, the
top-level amplifiation relation holds between the omplex spans (1{2) and (3{4) in virtue
of their respetive nulear spans, (1) and (3). The expansions of (1) with (2), and of (3)
with (4), take plae independently of the higher-level relation. By ontinuous onstitueny,
satellite spans appear adjaent to their nulei. By tree struture, eah sub-span in the text
involved in exatly one shema appliation. In this ase, adherene to these assumptions
results in a well-strutured text.
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3 Some strutural problems with elaboration
As well as being simple and parsimonious, RST's theory of span struture is able to aount for
the oherene of a large number of texts. However, the theory has been ritiised from several
perspetives. For instane, the assumption of tree struture has been questioned by Sibun
(1992), and the assumption of ontinuous onstitueny has been questioned by Kittredge et
al (1991). Our entral onern in this paper is to assoiate these strutural problems with
one RST relation in partiular, namely objet-attribute elaboration.
1
Mann and Thompson dene this relation to hold between two spans if the nuleus `presents'
an objet (i.e. ontains a mention of it) and the satellite subsequently presents an attribute
of that objet. The preise meaning of `attribute' is not lear, but any proposition whih
provides additional information about the objet would seem to qualify. In the type of text
whih our system produes|a sequene of desriptions of a olletion of related entities|this
relation is heavily appliable, and the problems we note are thus quite widespread.
3.1 Disontinuous onstitueny
An initial problem is illustrated in the following text, taken from a museum guidebook.
(2) (1) In the women's quarters the business of running the household took plae. (2)
Muh of the furniture was made up of hests arranged vertially in mathing pairs
(. . . ). (3) Female guests were entertained in these rooms, whih often had beautifully
rafted wooden toilet boxes with fold-away mirrors and sewing boxes, and folding
sreens, painted with birds and owers.
(4) Chests were used for the storage of lothes. . .
In this text, an entity mentioned in the middle of the rst paragraph, hests, beomes the
entral topi of the seond paragraph. We an refer to this move pre-theoretially as a
resumption.
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The move is learly legitimate in the above ontext, and yet an analysis in terms of a
tree of relations is diÆult. The problem is that sentene (4) needs to be seen as the satellite
of an elaboration relation, but the obvious nuleus for this relation|sentene (2)|is not
aessible. If we analyse sentenes (2) and (3) as elaborations of sentene 1, as seems
neessary, we have eetively losed o sentene (2) as the nuleus for further elaborations.
In order to treat sentene (4) as an elaboration of sentene (2), we would have to analyse
sentene (3) as being subordinate to sentene (2): this analysis seems inappropriate; moreover,
it makes the position of the paragraph break hard to explain. Note that we annot just
ignore the relationship between sentenes (2) and (4) in our representation of the text: it
is only beause the hests are mentioned in the former sentene that they are a relevant
topi for disussion. To aount for oherene in this ase, it seems we must either abandon
ompositionality, in some irumstanes, or adopt a notion of disontinuous onstitueny for
1
Our objetions do not extend to other types of elaboration; for instane, what Mann and Thompson
all proess-step elaboration or generalisation-speifi elaboration. In what follows, referenes to
elaboration are exlusively to the objet-attribute variety, unless otherwise stated.
2
The notion of a resumption bears some resemblane to Grosz and Sidner's notion of a digression. This is a
disourse segment whih (a) is not related to the immediately preeding segment by dominane or satisfation-
preedene, and (b) ontains mention of an entity salient in the interrupted segment. However, Grosz and
Sidner's denition implies that a link due to a ommon entity an only our between adjaent segments; our
laim is that resumptions an our between non-adjaent segments.
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text spans, or abandon the requirement that eah subspan in a text is involved in at least one
shema appliation.
A partiularly ommon manifestation of this problem is in ases of parallelism within dis-
ourse struture. Espeially in desriptive texts, it is ommon for a number of entities to be
introdued sequentially in a sequene of spans, and then elaborated on in subsequent spans in
the order of their introdution. Aounting for these subsequent mentions as elaborations
of the spans where they were introdued is not possible without violating adjaeny or ompo-
sitionality onstraints. Mann and Thompson aknowledge from the outset that RST annot
aount for the onstraints whih apply in suh ontexts. MKeown (1985) deals extensively
with ases of parallelism in text, although this aount is not set in the ontext of a theory
of oherene relations. Kittredge et al (1991) give several examples of parallelism; indeed, in
one ase they identify elaboration as the relation responsible for the problem.
3.2 Nulearity and embedding
The preeding setion presents a ase where a `ontext-free' theory of span struture under-
generates the spae of possible texts. There are also ases where it overgenerates; again, these
relate prinipally to the elaboration relation.
There often seem to be diÆulties in embedding elaborations within other relations.
Consider this onstruted text:
(3) (1) Arts-and-Crafts jewels tend to be elaborate. (2) However, this jewel has a simple
form.
This text ontains a onession relation whose nuleus is (2) and whose satellite is (1). In
priniple, we ould expand either span with additional relations. But note what happens
when we embed an elaboration under span (1):
(4) (1) Arts-and-Crafts jewels tend to be elaborate. (1a) They are often mass-produed.
(2) However, this jewel is simple in form.
Sentene (1a) elaborates on (1) by providing more information about Arts-and-Crafts jewels.
However, it also makes it hard to attah sentene (2) to sentene (1). Note that there is a
oherent interpretation of the text, if (1a) is treated as expanding on the proposition that Arts-
and-Crafts jewels are elaborate, for instane by arguing for it, or by providing an example,
rather than simply as `saying something else about Arts-and-Crafts jewels'. However, we have
hosen the elaborating sentene to make these interpretations implausible. Besides, under
these interpretations the embedded relation is no longer objet-attribute elaboration; that
is preisely our point.
Note also that the problem is not just due to diÆulties with `high-level' relations in
general, or with `left-branhing' tree strutures. Compare a text with dierent embedded
relations:
(5) (1) Arts-and-Crafts jewels tend to be elaborate. (1b) Ornateness was the fashion
at the turn of the entury. (1) And not just in jewellery either. (2) However, this
jewel is simple in form.
The struture of this text is given in Figure 3. In this text, there are two levels of embedding,
not just one: sentene (1) is related to sentene (1b) via an explanation relation, and
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1 1b 1c 2
AMPLIFICATION
EXPLANATION
CONCESSION
Figure 3: Analysis of Example 5
sentene (1b) is itself related to sentene (1) via an ampliation relation. Nonetheless, the
onession relation between sentenes (1) and (2) is still intelligible. Note that there is
no way that the relationship an be understood as applying between sentene (2) and the
sentene immediately preeding it.
Arguably, there may be a limit to the depth of embedding permissible for any relation,
partiularly for left-branhing RS trees. We will disuss this idea more in Setion 6. But
elaboration's apparent resistane to even the simplest kind of embedding suggests that it
is qualitatively dierent from the other relations.
4 Problems with elaboration as a oherene relation
We now turn to some problems with the elaboration as a omponent of a theory of relation
semantis.
4.1 Elaboration as a relation between entities
One initial point to note is that the relation of elaboration is not really a relation between
propositions in the same way that the other relations in RST are. A relation like explanation
genuinely holds between two elements whih are propositions: it holds if one proposition
provides an explanation of the other, and there is no simpler way to state the relationship
than this. It is not possible to identify subomponents of the related propositions whih stand
in a relationship to eah other that allows us to dedue that an explanation relation holds
between the propositions. The same holds for the other RST relations. If a ause relation
holds between two propositions, is not possible to identify omponents of these propositions|
for instane entities or prediates|whose relationship by itself allows us to dedue that a
ause relation holds between the propositions they are part of. But for the elaboration
relation, this is possible. An elaboration relation between two propositions holds in virtue
of a partiular relationship (namely, identity) holding between omponent elements of the
respetive propositions (namely, entities). It is only indiretly a relationship between the
propositions, in virtue of this diret relationship between entities. Many of the problems we
will mention below seem to stem from this basi point.
4.2 Overlap with the fous metaphor
The disourse phenomena desribed by elaboration appear to overlap extensively with phe-
nomena desribed by other theories of disourse, namely those onerned with fous struture.
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Consider rstly theories of loal fous; in partiular, Grosz et al's (1995) aount of en-
tering. A primary onern for this theory is to atalogue the dierent disourse strutures
whih an obtain in ases where two adjaent sentenes make referene to a ommon entity.
The issue is explored both in hypotheses about how this entity should be referred to in the
seond sentene (for example, pronominally) and about whih sentene ongurations make
for `good ontinuations'. The entering aount is expliitly entity-based, and is expressed at
a level of detail far greater than that given in the denition of elaboration, whih prima
faie overs the same ases. Moreover, it is not bound by the hierarhial onstraints imposed
on RST relations whih were shown to be problemati for elaboration: adjaent sentenes
are related in hains, rather than in trees.
Consider also global fous. It is often useful to speak about the global fous of a passage
of text, for instane if we are summarising it, or trying to resolve anaphora within it. But it
is not possible to represent the global fous of a text within the voaulary of RST. Consider
a simple passage, in whih an entity is desribed in a sequene of adjaent lauses. An RST
analysis ould identify the rst of these lauses as the nuleus of an elaboration shema
appliation, whose satellites are the remaining lauses. But this analysis aords a spurious
signiane to the proposition expressed by the rst lause. It is not the proposition whih is
being elaborated on, but the entity.
Proponents of RST are likely to onede that notions of loal and global fous are neessary
in addition to the aount that it provides. But our point is that when these extra primitives
are inluded in a theory of text oherene, the elaboration relation essentially beomes
redundant, and makes no ontribution of its own. The aspets of text oherene whih it
represents are also modelled|and better modelled|by the entity-based metaphor of fous.
4.3 Linguisti signals
It has often been observed that elaboration is one of the few relations for whih there
are no onjuntive linguisti signals. There are simply no sentene or lause onnetives for
signalling this relation. Connetives like indeed, in fat or also do not always work: often, the
best method of signalling this relation seems simply to be to lose the nuleus sentene with
a period, and begin a new sentene for the satellite.
Mann and Thompson are at pains not to tie relations diretly to linguisti signals. But
there would undeniably be advantages to being able to make suh onnetions. In pratie,
omputational treatments of RST, whether in text generation or disourse struture parsing,
do link relations to surfae signals. And elaboration is invariably treated dierently from
other relations in these ontexts. For instane, in Sott and de Souza's (1990) list of distintive
methods for signalling RST relations in generated texts, the elaboration relation is to be
signalled by a relative lause whose head noun denotes the entity being elaborated on. Maru's
(1997) algorithm for identifying the relations in a text from surfae ues relies prinipally on
disourse markers for all relations exept elaboration (and joint); for these latter two
relations, word o-ourrene measures provide the strongest surfae indiators.
There are also theoretial reasons for holding that relations are assoiated with partiular
lasses of linguisti expression. The present authors have argued that the set of linguisti
resoures available for signalling relations in a language an provide valuable evidene for de-
termining how the set of relations in that language should be dened (Knott, 1996; Knott and
Mellish, 1996), and that the lak of onjuntive signals for elaboration provides evidene
that it is dierent from other relations.
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5 An elaborationless model of text oherene
While many of the problems with elaboration have been noted in the past, the question
of what an aount of disourse relations would look like without this relation has not been
seriously onsidered. It is this question whih we would like to address. In this setion, we
outline a revised version of RST in whih elaboration is omitted from the set of relations.
We would like to preserve as muh as possible of the RST-based model, while taking aount
of the exeptions due to elaboration noted above.
We propose that the global oherene of a text is determined by global fous, rather than
by a tree-struture of relations between high-level text spans.
3
At a high level of struture,
we take a oherent text to be a sequene of fous spaes whih sueed eah other in a legal
manner.
We will term a fous spae an entity-hain: basially a portion of text in whih the
global fous is some partiular entity. An entity-hain is made up of a sequene of RS trees,
eah onstruted just as in RST, but minus the elaboration relation. These trees an either
be simple trees onsisting of just one text span, or more omplex trees with several layers of
hierarhy. In eah ase, we an dene the top nuleus of the tree to be the leaf-level text
span whih is reahed by following the hain of nulei from its root; in other words, it is the
nuleus of the nuleus of (. . . ) the nuleus of the tree. A legal entity-hain whose fous is
entity E is one where the top nuleus of eah tree is a fat about E.
4
Note that the fats
within a single tree do not all have to be about the entity in fous. Coherene between these
fats is not determined by their having entities in ommon, but by there being relationships
of the right sort between the propositions they express.
A legal sequene of entity-hains is a sequene in whih the foussed entity in eah hain
is mentioned in a proposition within the n previous hains. In our text generation system,
n is eetively set to 4, although it is likely that the value of n should vary depending on
the length of intervening hains. Determining the fators whih ontribute to the value of n
is a matter for further empirial investigation. Our main laim is that the admissibility of a
hain with a partiular fous at a partiular point in a text is a funtion of its linear distane
from the previous mention of the foussed entity, rather than of its relationship to the `right
frontier' of a disourse struture tree.
An example of a legal sequene of four entity-hains EC1, EC2, EC3 and EC4 is given
in Figure 4. Within eah entity-hain, atomi RS trees are denoted by retangular boxes
EC1 EC2 EC3 EC4
Figure 4: A legal sequene of entity-hains
and non-atomi RS trees are denoted by triangles. The direted ars indiate resumption
relations: links from an entity-hain to the sentene whih introdues it. Note that these ars
do not have to link adjaent entity-hains, and an ross one another.
The model of text struture just outlined has been implemented in the ILEX-2 text gen-
eration system; see Mellish et al (1998) for details. An example of a text generated by the
3
In this respet, our proposal is similar to that made by Mooney et al (1990).
4
A working denition of what it is for a fat to be `about' a ertain entity is given in Mellish et al (1998).
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system is given below:
(6) (1) This piee is a neklae. (2) It was designed by a jeweller alled Jessie King. (3)
It was designed in 1905. (4) It is made of silver and enamel.
(5) Jessie King was a famous designer. (6) She was Sottish, (7) but she worked in
London. (8) It was in London that this piee was made.
(9) Like the previous piee, (10) this piee is in the Arts-and-Crafts style. (11)
Although the previous piee had a simple shape, (12) Arts-and-Crafts style jewels
tend to be elaborate; (13) for instane, this piee has detailed orals.
There are three entity-hains in the text: E
0
(spans 1{4) is about a partiular jewel, E
1
(spans
5{8) is about the jewel's designer, and E
2
(spans 9{13) is about the style it is in. Within
these hains there are a number of loal RS trees: spans 6{7 (top nuleus span 7), spans 9{10
(top nuleus span 10), and spans 11{13 (top nuleus span 12). Resumptions our from (b)
to (a), and from () to (a). Note that neither of these resumptions are to material in an
adjaent text span. Nevertheless, the resulting text seems a good optimisation of fous and
relation-based onstraints.
6 Relations at higher levels of hierarhy
The idea of abolishing relations in the global struture of a text is ertainly quite radial. It
is a entral tenet of RST that relations an apply between text spans of arbitrary size; and
indeed, there are many omplex texts in whih relations do seem to apply at a high level of
hierarhy. What should the present aount say about these relations?
One thing to note immediately about these high-level relations is that they are not asso-
iated with surfae onjuntive signals in the same way as low-level relations are. Low-level
relations between lauses and sentenes an typially be signalled diretly by onjuntions,
but onjuntions annot be used to link arbitrarily large passages of text. If an expliit signal
is needed, a slightly dierent mehanism is used, whih involves a new mention of the top
nuleus of the rst span. Either this proposition is simply reiterated, in what Walker (1993,
1996) alls an `informationally-redundant utterane', or the proposition is referred to as an
entity, via the mehanism of nominalisation or disourse deixis (Webber, 1991). Assume we
are given a large span of text S1, ontaining an argument that Kennedy was assassinated by
the CIA, whose top nuleus is naturally enough the proposition Kennedy was assassinated by
the CIA. If we want to ontinue with a seond span S2 onluding that we an't trust the
CIA, the three methods outlined above ould be illustrated as follows.
(7) (S1.) Given that Kennedy was assassinated by the CIA, the organisation is learly
untrustworthy. (Informationally-redundant utterane.)
(8) (S1.) Kennedy's assassination by the CIA proves that the organsation is untrust-
worthy. (Nominalisation.)
(9) (S1.) This proves that the organisation is untrustworthy. (Disourse deixis|only
possible when the top nuleus of S1 an be referred to anaphorially.)
Using informationally-redundant utteranes, any of the methods for signalling relations
between small text spans are available for larger spans too. Likewise, the mehanisms of
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nominalisation and disourse deixis provide the means for expressing high-level relations be-
tween propositions. But note that these latter methods for signalling high-level relations
involve treating propositions as entities about whih things an be prediated. What is more,
nominalisation is a devie whih allows arbitrary referene to reent propositions in the text;
the propositions whih an be referred to are not limited to those on the right frontier of
a disourse struture tree. Given these two onsiderations, we suggest that high-level rela-
tions signalled using nominalisations an be thought of, and are perhaps better thought of,
in entity-based terms, as signals of resumptions. If we allow that any proposition in a text
introdues itself as a possible topi for resumption, in addition to any entities it refers to
diretly, then the model of global text struture we presented in Setion 5 seems to extend
very well to the kind of high-level relations we have been disussing in this setion.
7 Disussion
This paper has disussed a number of problems with RST's theories of span struture and
relation semantis whih stem from its use of the relation objet-attribute elabora-
tion. It argues that a better aount of text oherene an be developed by abandoning this
relation, and allowing that the metaphor of `relations between propositions' only provides
a partial aount of text oherene. A new aount of oherene is put forward in whih
a model of relations is supplemented with a entity-based model of fous struture. While
previous aounts have suggested that relations and fous provide simultaneous onstraints
on oherene, the entral idea in the new aount is that the two adjaent text spans are
oherent if either there is a suitable relation between the propositions they express, or they
are linked by a legal foussing move.
There are three prinipal advantages of the new aount. Firstly, by removing elabora-
tion from the set of relations, we are able to eliminate some redundany from any aount
of oherene whih features onstraints due both to relations and to loal/global fous. Se-
ondly, the new aount promises to allow a tighter assoiation between the primitives in a
disourse theory and the linguisti means by whih they are expressed: oherene relations an
be assoiated with sentene and lause onjuntions, while fous-based moves are assoiated
with nominal referring expressions. These assoiations are beneial both for the rst-order
task of analysing texts, and the seond-order task of dening the set of relation-based and
entity-based primitives on whih rst-order analyses an draw. Thirdly, the division of labour
between relations and fous in the new aount produes a better math to the data in some
respets. At low levels of hierarhy in a text, elaboration annot be embedded inside RS
trees in the way that other relations an. At high levels of hierarhy, non-loal and rossing
dependenies do seem to our in text struture, but they seem to be restrited to ases of
resumption, either of an entity mentioned in a reent proposition, or of this reent proposition
itself.
The new proposal is ertainly still at a preliminary stage of development. Empirial work
is needed to investigate the laims about non-loal and rossing resumption relations. The
spae of texts generated by our text planner provides some tentative evidene of the existene
of text strutures whih RST annot analyse, but a study of naturally-ourring text would
provide a muh better testbed for the theory. What is more, there remains muh to be worked
out in the new model. For one thing, the weaker onstraints it imposes at the level of global
struture may well lead it to overgenerate the spae of oherent texts; additional onstraints
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may need to be speied. Additional onstrains are also likely to be needed to determine the
internal omposition of entity-hains. These are avenues we are urrently pursuing.
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