In Mixed Fuzzy Rule Formation [Int. J. Approx. Reason. 32 (2003) 67] a method to extract mixed fuzzy rules from data was introduced. The underlying algorithm's performance is influenced by the choice of fuzzy t-norm and t-conorm, and a heuristic to avoid conflicts between patterns and rules of different classes throughout training. In the following addendum to [Int. J. Approx. Reason. 32 (2003) 67], we discuss in more depth how these parameters affect the generalization performance of the resulting fuzzy rule models.
Mixed fuzzy rule formation
The training method described in [1] is based on an iterative algorithm. During each learning epoch, i.e. presentation of all training patterns, new fuzzy rules are introduced when necessary and existing ones are adjusted whenever a conflict occurs. For each pattern three main steps are executed. Firstly, if a new training pattern lies inside the support-region of an existing fuzzy rule of the correct class, its core-region is extended in order to cover the new pattern (cover). Secondly, if the new pattern is not yet covered, a new fuzzy rule of the correct class is introduced (commit). The new example is assigned to its core, whereas the support-region is initialized ''infinite'', that is, the new fuzzy rule covers the entire domain. Lastly, if a new pattern is incorrectly covered by an existing fuzzy rule, the fuzzy point's support-region is reduced so that the conflict is avoided (shrink). This heuristic for conflict avoidance aims to minimize the loss in volume [1] . In Section 2 three different heuristics to determine the loss in volume are compared in more detail. As discussed in [1] , the algorithm terminates after only few iterations over the set of example patterns. The resulting set of fuzzy rules can then be used to classify new patterns by computing the overall fuzzy membership degree. The accumulated membership degrees over all input dimensions and across multiple rules are calculated using fuzzy t-norm resp. t-conorm. Again, [1] does not discuss different fuzzy norms, thus we present some choices in Section 3 in more detail and show how they can affect the classification accuracy.
Shrink heuristics
As mentioned above, the training procedure relies on a heuristic which affects the strategy to avoid conflicts. We have several different choices for this conflict avoidance heuristic. One common approach is to shrink the fuzzy rule in dimension i (1 6 i 6 n) that minimizes the loss in volume:
The loss in volume V i of a fuzzy rule R (using trapezoid membership functions with parameters ha; b; c; di where ða; bÞ and ðc; dÞ bound the supportregion, and ½b; c the fuzzy rule's core-region) is then:
where d Ã i ðÁÞ (1 6 i 6 n) is the distance between example patternx x and the border (core-or support-region) of a fuzzy rule R in dimension i, and d Â j ðÁÞ (1 6 j 6 n) indicates the distance to fuzzy rule R in dimension j. Later in this section, these two functions are defined more precisely. Furthermore, the loss in volume is normalized with respect to the overall volume:
That is, the computation of this loss in volume can be simplified because only the shrunken dimension has to be considered. However, the losses in volume in the core-and support-region still have to be treated separately.
If the conflict occurs in the support-region (a < x < b _ c < x < d), the volume loss function d Ã i ðÁÞ between the outer left resp. right (marked by the initial vector v i ) border of the support-and core-region is:
The function d Â i ðÁÞ weighting the loss in volume still needs to be defined. We introduce three alternative shrink heuristics:
Rule-based shrink: weights the loss in volume with respect to the entire fuzzy rule spread:
Anchor-based shrink: weights the loss in volume with respect to the distance between the initial vector (anchor) and the border of the fuzzy rule's supportregion:
Area-based shrink: weights the loss in volume with respect to the distance between the border of the fuzzy rule's support-and core-region:
If the conflict is part of the core-region (b 6 x 6 c), the function d Rule-/area-based shrink: weights the loss in volume with respect to the spread of the fuzzy rule's core-region:
Anchor-based shrink: weights the loss in volume with respect to the distance between the border of the core-region and the fuzzy rule's anchor (initial vector):
For our tests these three shrink heuristics are used for evaluation. The next section discusses the results on benchmark data sets in more detail.
Fuzzy norms
The algorithm described in [1] constructs a set of fuzzy rules that can be used to classify new example instances of unknown class. The one-dimensional rule antecedents are combined using a fuzzy t-norm and the degrees of fulfillment of all rules of one class are combined using a t-conorm, resulting in a final degree of membership for each class. The choice of these norms have a noticeable influence on the classification outcome.
The most popular choice for these fuzzy norms was introduced by Zadeh in where lðÁÞ is the degree of membership of a fuzzy rule, >ðÁÞ (t-norm) the fuzzy operator for the conjunction, and ? ðÁÞ (t-conorm) the operator for the disjunction. This so-called minimum/maximum norm represents the most optimistic resp. most pessimistic choice for these operators. Other common choices are the product norm: The definitions above are probably the most well-known choices for fuzzy tnorms and t-conorms. We focus our experiments using the Yager norm with x ¼ 2 À1 and x ¼ 2, in addition to the minimum/maximum, product, and Łukasiewicz norm in order to evaluate their influence on the classification performance using the same benchmark data sets as in [1] .
Experimental results
The evaluation of the proposed methodology is conducted using eight data sets from the StatLog-Project [3] .
1 Table 1 shows the properties of the used data sets. All sets are divided into train and test data (see last two columns). On the first four data sets we perform n-fold cross validation following [3] due to the small number of examples (the last column shows the number of folds).
As mentioned before, the classification accuracy is compared using five different fuzzy norms--minimum/maximum, product, Yager 1=2 , Łukasiewicz, and Yager 2 and also three shrink heuristics for conflict avoidance--rule-, anchor-, and area-based shrink. Tables 2-4 summarize the error rates in percent for each data set. The tables are grouped by shrink heuristic first and fuzzy norm second to compare the parameters' influences individually. Fig. 1 shows a graphical summary grouped by shrink heuristics. It is obvious to see that most strategies only have a weak influence on the model's generalization performance for the different choices of fuzzy norms. The Yager 1=2 norm is the outlier in this case, always providing results which are substantially worse than the others. Better results can be achieved using the minimum/ maximum as well as product norm. In addition, these two norms seem to be more stable on the data sets used here. The Yager 2 norm reaches similar results, the best in the anchor-and area-based group. The Łukasiewicz norm achieves good results in comparison to the other fuzzy norms but always slightly worse than the error average. Fig . 2 summarizes the results for the three shrink heuristics grouped by fuzzy norms. The graphic shows that the choice of fuzzy norm only has a small influence on the performance of the generated model. But it is interesting to see that the rule-based shrink heuristic consistently delivers worse results than any of the other strategies. The anchor-and area-based heuristics provide almost same results except for the Yager 1=2 norm (as already discussed before). 
Conclusion
In this addendum to [1] , we showed how the choice of different fuzzy norms affects the generalization performance of the resulting rule systems considerably. We also demonstrated how various heuristics to adjust rules for conflict avoidance with new training instances affect the performance of the rule system. For most choices, the algorithm behaves well as long as Yager fuzzy norms and rule-based shrink heuristics are avoided. In general this addendum illustrates that the choice of conflict avoidance heuristic and fuzzy norm can affect the final classification performance of the resulting fuzzy rule model substantially. However, if the most drastic choices are avoided, the outcome is reasonably independent of the task at hand.
