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Ecole Polytechnique, Universite´ Paris-Est and Universite´ de Corse
Multifractal analysis of multiplicative random cascades is revis-
ited within the framework of mixed asymptotics. In this new frame-
work, statistics are estimated over a sample which size increases as
the resolution scale (or the sampling period) becomes finer. This al-
lows one to continuously interpolate between the situation where one
studies a single cascade sample at arbitrary fine scales and where at
fixed scale, the sample length (number of cascades realizations) be-
comes infinite. We show that scaling exponents of ”mixed” partitions
functions i.e., the estimator of the cumulant generating function of
the cascade generator distribution, depends on some “mixed asymp-
totic” exponent χ respectively above and beyond two critical value p−χ
and p+χ . We study the convergence properties of partition functions
in mixed asymtotics regime and establish a central limit theorem.
These results are shown to remain valid within a general wavelet
analysis framework. Their interpretation in terms of Besov frontier
are discussed. Moreover, within the mixed asymptotic framework, we
establish a “box-counting” multifractal formalism that can be seen
as a rigorous formulation of Mandelbrot’s negative dimension theory.
Numerical illustrations of our purpose on specific examples are also
provided.
1. Introduction. Multifractal processes have been used successfully in
many applications which involve series with invariance scaling properties.
Well known examples are fully developed turbulence where such processes
are used to model the velocity or the dissipation energy fields [6] or finance,
where they have been shown to reproduce very accurately the major “styl-
ized facts” of return time-series [4, 5, 21]. Since pioneering works of Mandel-
brot [14, 15], Kahane and Peyrie`re [11], a lot of mathematical studies have
been devoted to multiplicative cascades, denoted in sequel as M-cascades
(see e.g. refs [8, 13, 18, 22]). One of the central issues of these studies was to
understand how the partition function scaling exponents (hereafter denoted
as τ0(q)), are related, on one hand, to the cumulant generating function of
cascade weight distribution and, on the other hand, to the regularity prop-
erties of cascade samples. Actually, the goal of the multifractal formalism
is to directly relate the function τ0(q) to the so-called singularity spectrum,
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2i.e., the Hausdorff dimension of the set of all the points corresponding to
given Ho¨lder exponent. Let us mention that recently continuous versions
of multiplicative cascades have been introduced [1, 2] : they share most of
properties with discrete cascades but do not involve any preferential scale
ratio and remain invariant under time translation. In these constructions,
the analog of the integral scale T , i.e., the coarsest scale where the cascade
iteration begins, is a correlation time.
In all the above cited references, the main results concern one single cas-
cade over one integral scale T in the limit of arbitrary small sampling scale.
However, in many applications (e.g., the above turbulence experiments)
there is no reason a priori that the length of the experimental series cor-
responds to one (or few) integral scale(s). From a general point of view, as
long as modeling a discrete (time or space) series with a cascade process is
concerned, three scales are involved : (i) the resolution scale l which corre-
sponds to the sampling period of the series, (ii) the integral (or correlation)
scale T and (iii) the size L of the whole series. Using these notations, the
total number of samples of the series is
N =
L
l
.
Therefore, when modeling a discrete series with a multifractal process, vari-
ous types of asymptotics for N → +∞ can be defined. The “high resolution
asymptotics” considered in the literature, corresponds to l → 0 whereas
L is fixed. On the other side, one could also consider the “infinite historic
asymptotics” that corresponds to L → +∞ whereas l is fixed. If we define
NT to be the number of integral scales involved in the series
NT =
L
T
,
and Nl the number of samples per integral scale
(1) Nl =
T
l
,
then we have
N = NTNl.
Thus, the high resolution asymptotics corresponds to NT fixed and Nl →
+∞ whereas the infinite historic asymptotics corresponds to Nl fixed and
NT → +∞. But in many applications, it is clear that since the relative
values of NT and Nl can be arbitrary, it is not obvious that one of the two
mentionned asymptotics can account suitably for situation. This leads us
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3to consider an asymptotics according to which NT and Nl go to infinity
(and therefore N goes to infinity) and at the same time preserve their rela-
tive “velocities”, i.e., the ratio of their logarithm. Some of us, have already
suggested the following “mixed asymptotics” [12, 19, 20] :
NT = N
χ
l ,
where χ ∈ R+ is a fixed number that quantifies the relative velocities of NT
and Nl. Thus,
• χ = 0 corresponds to the high resolution asymptotics,
• χ→ +∞ corresponds to the infinite historic asymptotics,
and all other values are truly “mixed” asymptotics. Successful applications
of the mixed asymptotics have already been performed [19, 20]. In this paper
we revisit the standard problems of (i) the estimation of cascade generator
cumulant generating function in the mixed asymptotic framework and of (ii)
the multifractal formalism or of how to relate this function to a dimension-
like quantity.
The paper is organized as follows: in section 2 we recall basic definitions
and properties of M-cascades. Section 3 contains the main results of this
paper. If we define a multifractal measure µ˜ as the concatenation of inde-
pendent M-cascades of length T , with common generator law W , then we
show in Theorem 2:
1
log (1/l)
log
(
N−1
N−1∑
k=0
µ˜ ([kl, (k + 1)l])p
)
→ p− log2E[W
p] := τ(p) + 1
for p in some range (p−χ , p
+
χ ). These critical exponents p
−
χ , p
+
χ are related to
the two solutions, h−χ , h
+
χ of the equation D(h) = −χ where
D(h) = inf
p
{ph− τ(p)}
is the Legendre transform of τ . The convergence rate is studied in Section
3.5. Let us stress that the range of validity on p of this convergence is wider
in the mixed asymptotic framework (χ > 0) than in the high resolution
asymptotic (χ = 0). As a consequence we can relate D(h) to a ”box-counting
dimension” (sometimes referred to as a box dimension [10] or a coarse-
grain spectrum [24]), and derive, as stated in Theorem 4, a ”box-counting
multifractal formalism” for µ˜
1
NT
#{k ∈ {0, . . . , N} | µ˜ ([kl, (k + 1)l]) ∈ [lh−ε, lh+ε]} ≃ l−D(h)
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4in the range of [h+χ , h
−
χ ]. Since for χ > 0, D(h) can take negative values in
previous equation, this can be seen as a rigorous formulation of Mandelbrot’s
negative dimension theory [16, 17]. In section 4, we extend previous results
to partition functions relying on some arbitrary wavelet decomposition of
the process. In Section 5 we give an interpretation of the results connected
with the Besov frontier associated with our multifractal measure. Finally,
in section 6 we discuss some specific examples where the law of the cascade
generator is respectively log-normal, log-Poisson and log-Gamma. For illus-
tration purpose, we also report, in each case, estimations performed from
numerical simulations. Auxiliary useful Lemmas are moved to Appendices.
2. M-cascades : Definitions and properties.
2.1. Definition of theM-cascades. Let us first introduce some notations.
Given a j-uplet r = (r1, . . . , rj), for all strictly positive integer i ≤ j, we
note r|i the restriction of the j-uplet to its first i components, i.e.,
r|i = (r1, . . . , ri), ∀i ∈ {1, . . . , j}.
By convention, if j = 0, we consider that r = ∅ and in the sequel, we
denote by rr′ the j + j′-uplet obtained by concatenation of r ∈ {0, 1}j and
r′ ∈ {0, 1}j
′
. Moreover, we note
r =
{
2j
∑j
i=1 ri2
−i, if r 6= ∅
0 if r = ∅
.
Let fix T ∈ R+∗ and k ∈ N. We define Ij,k as the interval
(2) Ij,k = [k2
−jT, (k + 1)2−jT ].
Thus, for any j ∈ N∗, the interval [0, T ] can be decomposed as 2j dyadic
intervals :
[0, T ] =
⋃
r∈{0,1}j
Ij,r.
Let us now build the so called M-cascade measures introduced by Mandel-
brot in 1974 [15]. Let {Wr}r∈{0,1}j , j∈N∗ be a set of i.i.d random variables of
mean E [Wr] = 1. Given j ∈ N
∗, we define the random measure µj on [0, T ]
such that, for all r ∈ {0, 1}j , the Radon-Nikodym derivative with respect to
the Lebesgue measure
dµj
dx is constant on Ij,r with:
(3)
dµj
dx
=
j∏
i=1
Wr|i, on Ij,r, for r ∈ {0, 1}
j .
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5As it is well known [11], the measures µj have a non-trivial limit measure
µ∞, when j goes to ∞, as soon as E [W log2W ] < 1. Moreover, the total
mass
µ∞ ([0, T ]) = lim
j→∞
T2−j
∑
r∈{0,1}j
j∏
i=1
Wr|i,
verifies E [µ∞ ([0, T ])] = T . Let us remark that if r ∈ {0, 1}
j then by con-
struction we have:
µ∞(Ij,r) = lim
n→∞
T2−j
j∏
i=1
Wr|i

 ∑
r′∈{0,1}n
2−n
n∏
i=1
Wrr′|(j+i)


= 2−j

 j∏
i=1
Wr|i

µ(r)∞ ([0, T ]) ,(4)
where µ
(r)
∞ is a M-cascade measure on [0, T ] based on the random variables
Wrr′ for r
′ ∈ ∪j≥1{0, 1}
j . This equality is usually referred to as ”Mandelbrot
star equation”.
In the sequel we need the following set of assumptions:
E [W log2W ] < 1, P(W = 1) < 1,(5)
P(W > 0) = 1, E [W p] <∞ for all p ∈ R.(6)
Let τ(p) be the smooth and concave function defined on R by
(7) τ(p) = p− log2 E [W
p]− 1.
Let us notice that log2 E [W
p] is nothing but the cumulant generating func-
tion (log-Laplace transform) of the logarithm of cascade generator distribu-
tion. It is shown in [11] that for p > 1, the condition τ(p) > 0 implies the
finiteness of E [µ∞ ([0, T ])
p]. By Theorem 4 in [18], the conditions (6) imply
the existence of finite negative moments E [µ∞ ([0, T ])
p], for all p < 0.
2.2. Multifractal properties of M-cascades. A M-cascade is a multifrac-
tal measure and the study of its multifractal properties reduces to the study
of the partition function
(8) Sµ(j, p) =
2j−1∑
k=0
µ∞(Ij,k)
p.
Basically, one can show [18, 22] that, for fixed p, this partition function
behaves, when j goes to∞, as a power law function of the scale |Ij,k| = T2
−j .
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6More precisely, let us introduce the two following critical exponents:
p+0 = inf{p ≥ 1 | pτ
′(p)− τ(p) ≤ 0} ∈ (1,∞]
p−0 = sup{p ≤ 0 | pτ
′(p)− τ(p) ≤ 0} ∈ [−∞, 0).
If p+0 (resp. p
−
0 ) is finite we set h
+
0 = τ
′(p+0 ) (resp. h
−
0 = τ
′(p−0 )).
Theorem 1. Scaling of the partition function [22]
Let p ∈ R, the power law scaling exponent of Sµ(j, p) is given by
(9) lim
j→∞
log2 Sµ(j, p)
−j
−→
a.s.
τ0(p),
where τ0(p) is defined by
(10) τ0(p) =


τ(p), ∀p ∈ (p−0 , p
+
0 )
h+0 p, ∀p ≥ p
+
0
h−0 p, ∀p ≤ p
−
0
.
The proof can be found in [22]. The convergence in probability of (9) was
obtained in the earlier work [18]. This theorem basically states that Sµ(j, p)
behaves like
Sµ(j, p) ≃ 2
−jτ0(p).
Let us note that the partition function (8) can be rewritten in the following
way
(11) Sµ(j, p) =
∑
r∈{0,1}j
µ∞(Ij,r)
p
and using (4), one gets
(12) Sµ(j, p) = 2
−jp
∑
r∈{0,1}j
j∏
i=1
W pr|i
(
µ¯(r)∞ ([0, T ])
)p
,
where the {µ¯
(r)
∞ ([0, T ])}r∈{0,1}j are i.i.d. random variables with the same law
as µ∞([0, T ]). Thus, a simple computation shows that
E [Sµ(j, p)] = 2
−jp2jE [W p]j E [µ∞([0, T ])
p] = 2−jτ(p)E [µ∞([0, T ])
p] .
One sees that the last theorem states that, in the case p ∈ [p−0 , p
+
0 ], Sµ(j, p)
scales as its mean value.
On the other hand, the fact that for p /∈ [p−0 , p
+
0 ] the partition function
scales as given in (10) instead of scaling as its mean value, is referred to
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7as the ’linearization effect’. A possible explanation of this effect is that for
p larger than the critical exponents p+0 (resp. smaller than p
−
0 ), the sum
involved in the partition function (11) is dominated by its supremum (resp.
infimum) term. Thus one should not expect a law of large number to hold
for the behavior of this sum. Another possible interpretation of this theorem
in the case p > p+0 is given in Section 5.
3. Mixed asymptotics for M-cascades.
3.1. Mixed asymptotics : definitions and notations. A convenient way to
construct a multifractal measure on R+, with an integral scale equal to T , is
to patch independent realizations of M-cascades measures. More precisely,
consider {µ
(m)
∞ }m∈N a sequence of i.i.d M-cascades on [0, T ] as defined in
Section 2.1 and define the stochastic measure on [0,∞) by:
(13) µ˜ ([t1, t2]) =
+∞∑
m=0
µ(m)∞ ([t1 −mT, t2 −mT ]) , for all 0 ≤ t1 ≤ t2.
This model is entirely defined as soon as both T and the law of W are fixed.
The discretized time model for the N samples of the series is {µ˜[kl, (k +
1)l]}0≤k<N−1.
3.2. Scaling properties. In this section, we study the partition function
for the measure µ˜ as defined in Eq. (13) in the mixed asymptotic limit. T is
fixed, we choose the sampling step
l = T2−j , Nl = 2
j ,
and the number of integral scales is related with the sampling step as
NT = ⌊N
χ
l ⌋ ∼ 2
jχ,
with χ > 0 fixed. According to (1), one gets for the total number of data:
N = NT 2
j ∼ 2j(1+χ).
The mixed asymptotics corresponds to the limit j → +∞. The partition
function of µ˜ can be written as (recall (2)):
Sµ˜(j, p) =
N−1∑
k=0
µ˜(Ij,k)
p(14)
=
NT−1∑
m=0
S(m)µ (j, p),(15)
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8where S
(m)
µ (j, p) is the partition function of µ
(m)
∞ , i.e.,
(16) S(m)µ (j, p) =
2j−1∑
k=0
µ(m)∞ (Ij,k)
p.
Let us state the results of this section. We introduce the two critical expo-
nents in the mixed asymptotic framework:
p+χ = inf{p ≥ 1 | pτ
′(p)− τ(p) ≤ −χ} ∈ (1,∞](17)
p−χ = sup{p ≤ 0 | pτ
′(p)− τ(p) ≤ −χ} ∈ [−∞, 0),(18)
and we set when these critical exponents are finite h+χ = τ
′(p+χ ), h
−
χ = τ
′(p−χ ).
Theorem 2. Scaling of the partition function in a mixed asymp-
totics
Let p ∈ R and µ˜ be the random measure defined by (13) where the law of
W satisfies (5)–(6). We assume that, either p+χ = ∞, or p
+
χ < ∞ with
τ(p+χ ) > 0. Then, the power law scaling of Sµ˜(j, p) is given by
(19) lim
j→∞
log2 Sµ˜(j, p)
−j
−→
a.s.
τχ(p),
where τχ(p) is defined by
τχ(p) =


τ(p)− χ, ∀p ∈ (p−χ , p
+
χ )
h+χ p, ∀p ≥ p
+
χ
h−χ p, ∀p ≤ p
−
χ
.
Remark 1. If p+χ =∞ then simple considerations on the concave func-
tion τ shows that τ(p) > 0 for all p > 1, and hence the cascade measure has
finite moments of any positive orders. Otherwise the assumption τ(p+χ ) > 0
is stated in Theorem 2 to insure E [µ∞([0, T ])
p] < ∞ for p ∈ [0, p+χ ). Such
assumption was not needed in Theorem 1, since on can check that necessarily
τ(p+0 ) > 0.
Remark 2. Let us stress that the behavior of the partition function is
largely affected by the choice of a mixed asymptotic: the ’linearization effect’
now occurs for p in the set (−∞, p−χ ) ∪ (p
+
χ ,∞), which is smaller when χ
increases.
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9Theorem 3. Scaling of the supremum and the infimum of the
mass in a mixed asymptotics
Assume (5)–(6). Then, if p+χ <∞, one has,
(20) lim
j→+∞
log2 supk∈[0,N−1] µ˜(Ij,k)
−j
= h+χ , almost surely,
and if p−χ > −∞, one has,
(21) lim
j→+∞
log2 infk∈[0,N−1] µ˜(Ij,k)
−j
= h−χ , almost surely.
The theorem 3 shows that when the ’linearization effect’ occurs, the scal-
ing of the partition function (14) is governed by its supremum and infimum
terms for respectively large positive and negative p values.
These theorems will be proved in three parts. In Section 3.3.2, we will
prove Eq. (19) of Theorem 2 only for p ∈ (p−χ , p
+
χ ). In Section 3.3.3, we will
prove the case p /∈ (p−χ , p
+
χ ) and Theorem 3 is shown in Section 3.3.4 to be
a simple corrolary of this last case.
3.3. Proof of Theorem 2. First we need an auxiliary result which is help-
ful in the sequel.
3.3.1. Limit theorem for a rescaled cascade. For each m we denote as
(W
(m)
r )r∈∪j{0,1}j the set of i.i.d. random variables used for the construction
of the measure µ
(m)
∞ . Moreover we assume that for each m ≥ 0, j ≥ 0,
r ∈ {0, 1}j we are given a random variable Z(m,r), measurable with respect
to the sigma-field σ
(
W
(m)
rr′ | r
′ ∈ ∪j{0, 1}
j
)
. We make the assumption that
the law of Z(m,r) does not depend on (m, r), and denote by Z a variable
with this law.
Let us consider the quantities, for p ∈ R:
(22) M
(m)
j (p) = 2
−jp
∑
r∈{0,1}j
j∏
i=1
(
W
(m)
r|i
)p
Z(m,r),
and
(23) Nj(p) =
NT−1∑
m=0
M
(m)
j (p).
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Proposition 1. Assume that for some ǫ > 0, E
[
|Z|1+ǫ
]
< ∞ and
−pτ ′(p) + τ(p) < χ, then:
2j(τ(p)−χ)Nj(p)
j→∞
−−−→ E [Z] , almost surely.
Proof. From (22)–(23) and the definition (7) we get,
E [Nj(p)] = NT 2
j2−jpE [W p]j E [Z]
∼j→∞ 2
jχ2−jτ(p)E [Z] .
Hence the proposition will be proved if we show:
(24) 2j(τ(p)−χ) (Nj(p)− E [Nj(p)])
j→∞
−−−→ 0, almost surely.
For an arbitrary small ǫ > 0, we study the L1+ǫ(P) norm of the difference.
Set,
(25) L1+ǫN = E
[
|Nj(p)− E [Nj(p)] |
1+ǫ
]
.
Applying successively lemmas 1 and 2 of Appendix A, we get:
L1+ǫN ≤ C2
jχ
E
[∣∣∣M(0)j (p)∣∣∣1+ǫ
]
≤ C2−j[(1+ǫ)τ(p)−χ]
j∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p).
We deduce that 2j(τ(p)−χ)(1+ǫ)L1+ǫN is bounded by the quantity:
C2−jχǫ
j∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p).
Clearly, as soon as 2−χǫ2−τ(p(1+ǫ))2(1+ǫ)τ(p) < 1, this quantity is, in turn,
bounded by C2−jχǫ
′
for some ǫ′ > 0. Taking the log, a sufficient condition is
τ(p)(1 + ǫ)− τ(p(1 + ǫ))
ǫ
< χ
which is implied for ǫ small enough by
−pτ ′(p) + τ(p) < χ.
Thus we have shown that 2j(τ(p)−χ)(1+ǫ)L1+ǫN is asymptotically smaller than
2−jǫ
′
with some ǫ′ > 0. Using the Bienayme´-Chebyshev inequality leads to
P{2j(τ(p)−χ)|Nj(p)− E [Nj(p)] | ≥ η} ≤
2j(τ(p)−χ)(1+ǫ)L1+ǫN
η1+ǫ
≤
C2−jǫ
′
η1+ǫ
for any η > 0. A simple use of the Borel Cantelli lemma shows (24).
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3.3.2. Proof of Theorem 2 for p ∈ (p−χ , p
+
χ ). From (15)–(16) and the
representation (12) for the partition function of a single cascade, we see
that that Sµ˜(j, p) exactly has the same structure as the quantity Nj(p) of
section 3.3.1 where Z(m,r) = µ
(m,r)
∞ ([0, T ])p are random variables distributed
as Z = µ∞([0, T ])
p.
By definition (recall (17)–(18)), the condition −pτ ′(p) + τ(p) < χ holds
for any p ∈ (p−χ , p
+
χ ), and by Remark 1, E
[
|Z|1+ǫ
]
<∞ for ǫ small enough.
Thus, an application of Proposition 1 yields the almost sure convergence:
(26) 2jτχ(p)Sµ˜(j, p) = 2
j(τ(p)−χ)Sµ˜(j, p)
j→∞
−−−→ E [µ∞([0, T ])
p] .
This proves the theorem 2 for the case p ∈ (p−χ , p
+
χ ).
3.3.3. Proof of Theorem 2 for p /∈ (p−χ , p
+
χ ). The following proof is an
adaptation of the corresponding proof in [23]. We need the following nota-
tions:
Sµ˜
∗(j) = sup
k∈[0,N−1]
µ˜∞([k2
−jT, (k + 1)2−jT ]),
msup(p) = lim sup
j→∞
log2 Sµ˜(j, p)
−j
, minf (p) = lim inf
j→∞
log2 Sµ˜(j, p)
−j
,
m∗sup = lim sup
j→∞
log2 Sµ˜(j)
∗
−j
, m∗inf = lim inf
j→∞
log2 Sµ˜(j)
∗
−j
.
In Section 3.3.2 we proved that for all p ∈ (p−χ , p
+
χ ) the following holds
almost surely:
msup(p) = minf (p) = τχ(p).
We may assume that on a event of probability one, this equality holds for
all p in a countable and dense subset of (p−χ , p
+
χ ).
From the sub-additivity of x 7→ xρ,
∀ρ ∈]0, 1[, ∀p ∈ R Sµ˜(p, j)
ρ ≤ Sµ˜(ρp, j),
and thus
minf (p) ≥
minf (ρp)
ρ
.
But we have seen thatminf (ρp) = τχ(ρp), for a dense subset of ρp ∈ (p
−
χ , p
+
χ ).
Assume now for simplicity that p ≥ p+χ and let ρ→ (p
+
χ /p), we get
(27) ∀p ≥ p+χ ,
minf (p)
p
≥
τχ(p
+
χ )
p+χ
=
τ(p+χ )− χ
p+χ
= h+χ ,
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where we have used (17)
On the other hand, let p > 0, q ∈ [0, p+χ ), and q
′ ∈ [0, q), we have
Sµ˜(j, q) =
N−1∑
k=0
µ˜∞([k2
−jT, (k + 1)2−jT ])q
≤ Sµ˜
∗(j)q−q
′
Sµ˜(j, q
′)
≤ Sµ˜(j, p)
q−q′
p Sµ˜(j, q
′).
Thus
msup(q) ≥ (q − q
′)
msup(p)
p
+minf (q
′),
then
msup(p)
p
≤
msup(q)−minf (q
′)
q − q′
=
τχ(q)− τχ(q
′)
q − q′
.
Taking the limit q′ → q−
msup(p)
p
≤ inf
q∈[0,p+χ )
τ ′χ(q) ≤ τ
′
χ(pχ) = h
+
χ .
Merging this last relation with (27) leads to
(28) ∀p ≥ p+χ , h
+
χ ≤
minf (p)
p
≤
msup(p)
p
≤ h+χ ,
which proves Theorem 2 for p ∈ [p+χ ,+∞[. The proof for p ≤ p
−
χ is similar.
3.3.4. Proof of Theorem 3. The following proof is an adaptation of the
corresponding proof in [23]. We have for p > 0,
Sµ˜
∗(j)p ≤ Sµ˜(j, p) ≤ NSµ˜ ∗ (j)
p = ⌊2jχ⌋2jSµ˜
∗(j)p,
thus
pm∗inf,sup ≥ minf,sup(p) ≥ 1 + χ+ pm
∗
inf,sup,
which means that
minf,sup(p)
p
−
1 + χ
p
≥ m∗inf,sup ≥
minf,sup(p)
p
,
and taking the limit p→ +∞ and using (28) proves that
m∗sup = m
∗
inf = h
+
χ ,
which proves (20). The proof of (21) is obtained analogously by considering
p < 0.
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3.4. Multifractal formalism and “negative dimensions”. Let D(h) be the
Legendre transform of τ(p) :
D(h) = min
p
(ph− τ(p)),
The multifractal formalism [7] gives an interesting interpretation of D(h),
as soon as D(h) > 0, in terms of dimension of set of points with the same
regularity. ForM-cascades, this formalism holds [18], i.e., D(h) corresponds
to the Hausdorff dimension of the points t ∈ [0, T ] around which µ∞ scales
with the exponent h :
(29) D(h) = dimH
{
t, lim sup
ǫ→0
log2 µ∞([t− ǫ, t+ ǫ])
log2(ǫ)
= h
}
.
The r.h.s. of (29) is usually referred to as the singularity spectrum and there-
fore the multifractal formalism simply states thatD(h) can be identified with
the singularity spectrum of the cascade.
In a mixed asymptotic framework, our next result shows that some kind
of multifractal formalism still holds for D(h) < 0 in the sense that D(h)
governs the behavior of the population histogram per sample of measure
values at scale 2−j as estimated over 2jχ cascade samples. In other words,
D(h) coincides with a box-counting dimension (sometimes referred to as a
box dimension [10] or a coarse-grain spectrum [24]). Hence the Legendre
transform of τ(p) can be interpreted as a ”population” dimension even for
singularity values above and below h+0 and h
−
0 . Since for these values, one has
D(h) < 0 they have been called ”negative dimensions” by Mandelbrot [16].
This simply means that they cannot be observed on a single cascade sample
but one needs at least 2jχ realizations to observe them with a ”cardinality”
like 2j(χ+D(h)). In that respect, they have also been referred to as ”latent”
singularities [17].
Theorem 4. Assume p+χ < ∞, p
−
χ > −∞ and τ(p
+
χ ) > 0. Let h ∈
(h+χ , h
−
χ ), then:
(30) lim
ε→0
lim
j
1
j
log#
{
k ∈ {0, . . . , N − 1} | 2−j(h+ε) ≤ µ˜(Ij,k) ≤ 2
−j(h−ε)
}
= χ+D(h),
(31) lim
ε→0
lim
j
1
j
log#
{
k ∈ {0, . . . , N − 1} | 2−j(h+ε) ≤ µ˜(Ij,k) ≤ 2
−j(h−ε)
}
= χ+D(h).
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Proof. 1st step: We focus on the cases that yield to negative dimen-
sions, i.e. h ∈ (h+χ , h
+
0 ) ∪ (h
−
0 , h
+
χ ). For simplicity assume h ∈ (h
+
χ , h
+
0 ) =
(τ ′(p+χ ), τ
′(p+0 )). We can write h = τ
′(p) for some p ∈ (p+0 , p
+
χ ) and if we
define
χ′ = τ(p)− pτ ′(p) ∈ (0, χ)
we easily get that h = τ ′(p+χ′) and D(h) = −χ
′. Thus the theorem amounts
to assess the magnitude of
#
{
k ∈ {0, . . . , N − 1} | 2
−j(τ ′(p+
χ′
)+ε)
≤ µ˜(Ij,k) ≤ 2
−j(τ ′(p+
χ′
)−ε)
}
as ≃ 2j(χ−χ
′).
First we derive a lower bound for this cardinality. The idea is to split the
data into blocks of size 2j
⌊
2jχ
′
⌋
and rely on the behavior of the supremum
of µ˜(Ij,k) under mixed asymptotic with index χ
′. More precisely let N ′ =
2j
⌊
2jχ
′
⌋
and define the blocks
Ba = {aN
′, . . . , (a+ 1)N ′ − 1}, for a = 0, . . . ,M − 1 :=
⌊
N/N ′
⌋
− 1.
Fix a ∈ {0, . . . ,M − 1}, then for any p1 < p2 < p
+
χ′ we have
(32) sup
k∈Ba
µ˜(Ij,k)
p2−p1 ≥
∑
k∈Ba µ˜(Ij,k)
p2∑
k∈Ba µ˜(Ij,k)
p1
:= 2j(τχ′ (p1)−τχ′ (p2))Q
(a)
j (p1, p2),
where
Q
(a)
j (p1, p2) =
∑
k∈Ba µ˜(Ij,k)
p22jτχ′(p2)∑
k∈Ba µ˜(Ij,k)
p12jτχ′(p1)
.
Clearly the law of Q
(a)
j (p1, p2) does not depend on a, and Q
(0)
j (p1, p2) is the
ratio of two rescaled partition functions in mixed asymptotic with index χ′.
Hence by (26), Q
(0)
j (p1, p2) converges almost surely to the non zero constant
E [µ∞([0, T ])
p2 ] /E [µ∞([0, T ])
p1 ]. We deduce that for all fixed a ≤M−1, and
p1, p2 ∈ (0, p
+
χ′), the sequence (1/Q
(a)
j (p1, p2))j≥0 is bounded in probability.
Write now, by (32), and τχ′(p) = τ(p)− χ
′ for p < p+χ′ ,
sup
k∈Ba
µ˜(Ij,k)2
j(τ ′(p+
χ′
)+ǫ)
≥ Q
(a)
j (p1, p2)2
−j[
τ(p2)−τ(p1)
p2−p2
−τ ′(p+
χ′
)−ǫ]
and choose p1, p2 fixed but close enough to p
+
χ′ . This yields, for all j ≥ 0:
sup
k∈Ba
µ˜(Ij,k)2
j(τ ′(p+
χ′
)+ǫ)
≥ Q
(a)
j (p1, p2)2
jǫ/2.
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Then using that 1/Q
(a)
j (p1, p2) is bounded in probability, we get P(supk∈Ba µ˜(Ij,k) ≥
2
−j(τ ′(p+
χ′
)+ε)
) ≥ P(1/Q
(a)
j (p1, p2) ≤ 2
jǫ/2) ≥ 1/2 for j large enough.
Remark now that the cardinality of the set {k ∈ {0, . . . , N−1} | µ˜(Ij,k) ≥
2
−j(τ ′(p+
χ′
)+ε)
} is immediately lower bounded by the sum
M−1∑
a=0
1{
supk∈Ba µ˜(Ij,k)≥2
−j(τ ′(p+
χ′
)+ε)
}
of i.i.d. Bernoulli variables with parameter greater than 1/2. Then it is easily
deduced, using the Borel Cantelli lemma and M ∼j→∞ 2
(χ−χ′)j that with
probability one:
(33) lim
j
2−(χ−χ
′)j#
{
k ∈ {0, . . . , N − 1} | µ˜(Ij,k) ≥ 2
−j(τ ′(p+
χ′
)+ε)
}
≥ 1/4.
We now focus on upper bounds for the cardinality of the set
{k ∈ {0, . . . , N − 1} | µ˜(Ij,k) ≥ 2
−j(τ ′(p+
χ′
)+η)
}
where η is some real number in a neighborhood of zero. It is simply derived
from the connection with the partition function that for any p > 0 this
cardinality is lower than Sµ˜(j, p)2
j(τ ′(p+
χ′
)+η)p
. Applying this with p = p+χ′
and since, by (17), τχ(p
+
χ′) = τ(p
+
χ′) − χ = pτ
′(p+χ′) + χ
′ − χ we get the
following upper bound,
(34) #{k ∈ {0, . . . , N − 1} | µ˜(Ij,k) ≥ 2
−j(τ ′(p+
χ′
)+η)
}
≤ Sµ˜(j, p
+
χ′)2
jτχ(p
+
χ′
)
2
j(χ−χ′+ηp+
χ′
)
.
By p+χ′ < p
+
χ , the convergence result (26) with p = p
+
χ′ applies and we deduce
for η = −ǫ < 0 that:
(35) lim
j
2−(χ−χ
′)j#{k ∈ {0, . . . , N − 1} | µ˜(Ij,k) ≥ 2
−j(τ ′(p+
χ′
)−ε)
} = 0.
Then (30) is a consequence of (33) and (35).
Finally, the upper bound (31) is directly obtained by applying (34) with
η = ε.
2nd step: We now deal with the more classical case h ∈ [h+0 , h
−
0 ]. It is
known, from the multifractal formalism for a single M-cascade on [0, T ] (see
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[3, 24]), that with probability 1:
(36) lim
ε→0
lim
j
1
j
log#
{
k ∈ {0, . . . , 2j − 1} | µ˜(Ij,k) ∈ [2
−j(h+ε), 2−j(h−ε)]
}
= D(h).
For m ∈ {0, . . . , NT − 1}, and ε > 0, η > 0, denote by A
(m)
j (η, ε) the event:
#
{
k ∈ {0, . . . , 2j − 1} | µ˜(Ij,2jm+k) ∈ [2
−j(h+ε), 2−j(h−ε)]
}
≥ 2j(D(h)−η).
Using the independence of the M-cascades (µ(m))m, these events are inde-
pendent and P(A
(m)
j (η, ε)) does not depend on m. Moreover, by (36), for
any η > 0, there exists ǫ > 0 such that P(A
(m)
j (η, ε))
j→∞
−−−→ 1. We easily
deduce that for any η > 0 and ǫ small enough:
lim
j
1
NT
NT−1∑
m=0
1
{A
(m)
j
(η,ε)}
≥ 1/2, almost surely.
Since the cardinality of
{
k ∈ {0, . . . , N − 1} | µ˜(Ij,k) ∈ [2
−j(h+ε), 2−j(h−ε)]
}
is greater than 2j(D(h)−η)
∑NT−1
m=0 1{A(m)
j
(η,ε)}
we deduce that the left hand
side of (30) is greater than D(h)+χ− η, for any η > 0. To end the proof, it
suffices to show that the left hand side of (31) is lower than D(h) + χ. This
is easily done, as in the end of the first step, by relying on the asymptotic
behavior of the partition function.
3.5. Central Limit Theorems. In this section, we briefly study the rate
of the convergence of Sµ˜(j, p) as j → ∞ of (19) in Theorem 2. Using the
same notations as in the proof of Theorem 2, we write:
(37) Sµ˜(j, p) =
⌊
2jχ
⌋
2−jτ(p)E [µ∞([0, T ])
p] +Aj +Bj
where
Aj =
NT−1∑
m=0
2−jp
∑
r∈{0,1}j

 j∏
i=1
W
(m)p
r|i

(µ¯(m,r)∞ ([0, T ])p − E [µ∞([0, T ])p] )
and
Bj =
NT−1∑
m=0
(
2−jp
∑
r∈{0,1}j
j∏
i=1
W
(m)p
r|i − 2
−jτ(p))
E [µ∞([0, T ])
p] .
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Proposition 2. Assume (5)–(6) and that, either p+χ = ∞, or p
+
χ < ∞
with τ(p+χ ) > 0. If p
−
χ /2 < p < p
+
χ /2 then,
2j(τ(2p)−χ)/2Aj
j→∞
−−−→ N
(
0,Var (µ∞([0, T ])
p)
)
.
Proof. Consistently with the notations of Section 3.3.1, we define, for
every r ∈ {0, 1}j and m = 0, . . . , NT − 1, the random variables Z˜
(m,r) =
µ¯
(m,r)
∞ ([0, T ])p−E [µ∞([0, T ])
p] and denote by Z˜ = µ∞([0, T ])
p−E [µ∞([0, T ])
p]
their common law. Furthermore, we will need the quantity
(38) ηm,r,j(p) = 2
j(τ(2p)−χ)/22−jp

 j∏
i=1
W
(m)p
r|i

 Z˜(m,r),
and the following family of σ-fields: for j ≥ 0
F−1,j := σ
(
W (m)r , |r| ≤ j, m = 0, . . . , NT − 1
)
and for every k = 0, . . . , n(j) = 2j(NT − 1)
Fk,j = F−1,j ∨ σ
(
Z˜(m,r), r¯ + 2jm ≤ k
)
.
For fixed j, we have a one-to-one correspondence between (m, r) and k =
r¯+2jm, so abusing notation slightly, we write ηk,j(p) instead of ηm,r,j(p) in
(38) when no confusion is possible. With these notations,
2(τ(2p)−χ)/2Aj =
n(j)∑
k=0
ηk,j(p)
where ηk,j(p) is Fk,j-measurable and
E [ηk,j(p) | Fk−1,j ] = 0, ∀k = 0, . . . , n(j).
Thus, we are dealing with a triangular array of martingale increments. Let
us consider the sum of the conditional variances:
(39) Vj =
n(j)∑
k=0
E
[
ηk,j(p)
2 | Fk−1,j
]
.
We have
Vj = Var(Z˜)2
j(τ(2p)−χ)2−2jp
NT−1∑
m=0
∑
r∈{0,1}j
j∏
i=1
(
W
(m)
r|i
)2p
,
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thus by application of Proposition 1 (with the choice of Z(m,r) equal to 1)
we get,
Vj
j→∞
−−−→ Var(Z˜).
Hence the proposition will be proved, if we can show that the triangular
array satisfies a Lindeberg condition: for some ǫ > 0,
V
(ǫ)
j =
n(j)∑
k=0
E
[
|ηk,j(p)|
2+ǫ | Fk−1,j
]
j→∞
−−−→ 0.
But, we have
V
(ǫ)
j = E
[
|W |2+ǫ
]
2j(τ(2p)−χ)(1+ǫ/2)2−j(2+ǫ)p
∑
r∈{0,1}j
j∏
i=1
(
W
(m)
r|i
)2+ǫ
and by application of the Proposition 1, the order of magnitude of V
(ǫ)
j is
2j
(
(τ(2p)−χ)(1+ǫ/2)−(τ((2+p)ǫ)−χ)
)
. Thus, it can be seen that V
(ǫ)
j converges to
zero, for ǫ small enough, by the condition 2pτ ′(2p)− τ(2p) > −χ. This ends
the proof of the proposition.
Proposition 3. Assume (5)–(6) and that, either p+χ = ∞, or p
+
χ < ∞
with τ(p+χ ) > 0. Then:
1. If τ(2p)− 2τ(p) > 0 we have,
(40) 2j(τ(p)−χ/2)Bj → N
(
0, c(p)
)
,
where c(p) > 0 depends on the law of W and p.
2. If τ(2p)− 2τ(p) = 0, we have Var(Bj) = O(j2
−j(τ(2p)−χ)).
3. If τ(2p)− 2τ(p) < 0, we have Var(Bj) = O(2
−j(τ(2p)−χ)).
Proof. Denote ν
(m)
j the measures defined at the step j of the construc-
tion of the M-cascade on [0, 1] based on W p/E [W p]:
ν
(m)
j ([0, 1]) = 2
−j
∑
r∈{0,1}j
j∏
i=1
(W
(m,r)
r|i )
p
E [W p]−j , for m ∈ {0, . . . , NT − 1}.
With this notation we have,
(41) Bj = E [µ∞([0, T ])
p] 2−jτ(p)
NT−1∑
m=0
(
ν
(m)
j ([0, 1]) − 1
)
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and using Kahane and Peyrie`re results [11], we know that for each m the
sequence (ν
(m)
j ([0, 1]))j is bounded in L
q as soon as τ(pq)− qτ(p) > 0.
We first focus on the case τ(2p)−2τ(p) > 0. Hence the sequence (ν
(m)
j ([0, 1]))j
is bounded in L2+ǫ-norm for some ǫ > 0. Using that (ν
(m)
j ([0, 1]) − 1)m is a
centered i.i.d. sequence and classical considerations for triangular array of
martingale increments, one can show that a central limit theorem holds:
N
−1/2
T
NT−1∑
m=0
(ν
(m)
j ([0, T ]) − 1)
j→∞
−−−→ N (0,Var(ν(0)∞ ([0, 1]))),
where ν
(0)
∞ ([0, 1]) = limj→∞ ν
(0)
j ([0, 1]). From this and (41) we deduce (40)
with c(p) = E [µ∞([0, T ])
p]2Var(ν
(0)
∞ ([0, 1])).
In the cases τ(2p) − 2τ(p) ≤ 0, by (41) again we have
Var(Bj) =
⌊
2jχ
⌋
2−j2τ(p)E [µ∞([0, T ])
p]2Var(ν
(0)
j ([0, 1])).
Now Var(ν
(0)
j ([0, 1])) = E
[
ν
(0)
j ([0, 1])
2
]
− 1 is unbounded as j → ∞, but a
careful look at the computations in Lemma 2 with ǫ = 1 yields to
E
[
ν
(0)
j ([0, 1])
2
]
∼j→∞
j∑
l=0
2−l2l(2τ(p)−τ(2p)).
We deduce that Var(Bj) = O
(
2−j(2τ(p)−χ)
∑j
l=0 2
−l2l(2τ(p)−τ(2p))
)
. Then, the
theorem follows in the cases τ(2p)− 2τ(p) = 0 and τ(2p)− 2τ(p) < 0.
Remark 3. By (37) the difference between 2(τ(p)−χ)jSµ˜(j, p) and its
limit is decomposed into two dissimilar error terms: particularly the fact
that the contribution of Bj converges to zero is due to the observation of a
large number of integral scales, whereas the contribution of Aj vanishes as
the sampling step tends to zero.
In the case τ(2p) − 2τ(p) > 0, the contribution of Bj strictly dominates
and 2−(τ(p)−χ)Sµ˜(j, p) − E [µ∞([0, T ])
p] is of magnitude 2−jχ ∼ N
−1/2
T .
If τ(2p) − 2τ(p) < 0, the magnitude of Aj and Bj are the same and
2−(τ(p)−χ)Sµ˜(j, p) − E [µ∞([0, T ])
p] is asymptotically bounded by terms of
magnitude 2j/2(−χ+2τ(2p)−τ(2p)). This rate of convergence is slower than N
−1/2
T .
4. Extension to wavelet based partition functions. The behavior
of the partition function provides an evaluation for the regularity of the
sample path of the process t 7→ µ˜ ([0, t]). However, it is more natural to
assess this regularity via the behavior of wavelet coefficients.
imsart-aap ver. 2007/12/10 file: paper_ver5-3_IMS.tex date: November 20, 2018
20
4.1. Notations. In this section we assume, for notational convenience,
that T = 1. Consider now g a “generalized box” function. It is a real valued
function that satisfies the following assumptions
(H1) g has compact support included in [0, 2J ], for some J ≥ 0.
(H2) g is piecewise continuous.
(H3) g is at least non zero on an interval.
Following the common wavelet notation, we define
gj,k(t) = g(2
jt− k).
The support of gj,k(t) is
(42) Supp gj,k = [2
−jk, 2−jk + 2J−j ].
In the sequel, if µ is a random measure, for any Borel function f we will use
the notation
〈µ, f〉 =
∫
f(t)dµ(t).
4.2. The generalized partition function : scaling properties. We define
the generalized partition function of an M-cascade µ∞ on [0, 1] at scale 2
−j
as
(43) Sµ,g(j, p) =
2j−2J−1∑
k=0
|〈µ∞, gj,k〉|
p.
Remark that for simplicity we removed a finite number of border terms, and
that, in the case g(t) is the “box” function g(t) = 1[0,1](t) we recover the
partition function of Section 2.1.
Let us study the scaling of E [Sµ,g(j, p)].
Proposition 4. Assume (5)–(6). Then, we have K12
−jτ(p) ≤ E [Sµ,g(j, p)] ≤
K22
−jτ(p) for K1, K2, two positive constants depending on p, W and g.
Proof. Since |g(t)| is clearly a bounded function, we have
E [|〈µ∞, gj,k〉|
p] ≤ CE
[
µ∞([2
−jk, 2−jk + 2J−j ])p
]
,
where C is a constant. We write µ∞([2
−jk, 2−jk+2J−j]) =
∑2J−1
l=0 µ∞(Ij,k+l),
and deduce
(44) E [|〈µ∞, gj,k〉|
p] ≤ CE
[
|µ∞[0, 2
−j ]|p
]
= K2−j(τ(p)+1),
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where K only depends on g and the law of W . By (43) we get the upper
bound for E [Sµ,g(j, p)].
For the lower bound, let us write that Sµ,g(j, p) is greater than
2j−J−1∑
k′=0
|
〈
µ∞, gj,2Jk′
〉
|p.
But gj,2Jk′ is supported on [k
′2J−j , (k′+1)2J−j ], thus applying Lemma 3 in
the Appendix B with a = j − J , we deduce:
〈
µ∞, gj,2Jk′
〉
= 2J−j

j−J∏
i=1
Wr|i

Z
where, in law, Z is equal to 〈µ∞, gJ,0〉. Thus E [|〈µ∞, gj,k〉|
p] is greater than
2p(J−j)E [W p]j−J E [|〈µ∞, gJ,0〉|
p] = K2−j(τ(p)+1)E [|〈µ∞, gJ,0〉|
p] .
Applying Lemma 4 with f = gJ,0 shows that E [|〈µ∞, gJ,0〉|
p] is some positive
constant. Then the lower bound for E [Sµ,g(j, p)] easily follows.
4.3. The partition function in the mixed asymptotic framework. Follow-
ing (15), we define the partition function in the mixed asymptotic framework
as
Sµ˜,g(j, p) =
NT−1∑
m=0
S(m)µ,g (j, p),
where S
(m)
µ,g (j, p) is the partition function of µ
(m)
∞ , i.e.,
S(m)µ,g (j, p) =
2j−2J−1∑
k=0
∣∣∣〈µ(m)∞ , gj,k〉∣∣∣p .
We have the following result.
Theorem 5. Scaling of the generalized partition function in a
mixed asymptotic
Let p > 0, then under the same assumptions as Theorem 2 the power law
scaling of Sµ˜,g(j, p) is given by
lim
j→∞
log2 Sµ˜,g(j, p)
−j
−→
a.s.
τχ(p).
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Proof. Using Proposition 4 we have, limj→∞
1
−j log2 E [Sµ˜,g(j, p)] = τχ(p),
and we just need to prove that almost surely,
Sµ˜,g(j, p) − E [Sµ˜,g(j, p)] = o(2
−jτχ(p)).
Using lemma 5 and 6 of appendix B, this is done in the exact same way as
the proof of (24) in Proposition 1.
5. Link with Besov spaces. Following [9], one may define for a mea-
sure µ on [0, T ], the boundary of its Besov domain as the function sµ :
(0,∞)→ R ∪ {∞} given by
sµ(1/p) = sup

σ ∈ R | supj≥0 2jσ

2−j 2
j−1∑
k=0
|µ(Ij,k)|
p


1/p
<∞

 .
The following proposition can be shown (see [9]).
Proposition 5. The function sµ is an increasing, concave function,
with a derivative bounded by 1.
Let us stress that the condition s′µ(1/p) ≤ 1 is a simple consequence of
the Sobolev embedding for Besov spaces. The Theorem 1 characterizes the
Besov domain for µ∞ a M-cascade on [0, T ]:
∀p > 0, sµ∞(1/p) =


τ(p)+1
p if
1
p >
1
p0
h+0 +
1
p if
1
p ≤
1
p0
.
If we denote s(1p) =
τ(p)+1
p then, it is simply checked that the condition
1/p > 1/p+0 is equivalent to s
′(1/p) < 1. Hence Proposition 5 explains why
for 1/p ≤ 1/p+0 the boundary of the Besov domain must be linear with a
slope equal to one.
In mixed asymptotic the support of the measure grows with j but we can
still define, using the notations of Section 3, the index:
sχµ˜(1/p) = sup

σ ∈ R | supj≥0 2jσ

N−1T 2−j
NT 2
j−1∑
k=0
|µ˜(Ij,k)|
p


1/p
<∞

 .
Then, it is simply checked that Theorem 2 implies sχµ˜(1/p) = s(1/p) when
s′(1/p) < 1 + χ, and sχµ˜(1/p) = h
+
χ +
1+χ
p otherwise. This shows how the
linear part in sχµ˜ is shifted to larger values of p under the mixed asymptotic
framework.
imsart-aap ver. 2007/12/10 file: paper_ver5-3_IMS.tex date: November 20, 2018
23
Fig 1. Three synthetic samples of M-cascades with T = 213 and λ2 = 0.2: (a) log-Normal
sample, (b) log-Poisson sample with δ = −0.1 and (c) log-Gamma sample with β = 10. In
fact we used µjmax+5[n, n+ 1]n=0...L as a proxy of µ∞[n, n+ 1] with jmax = log2(T ) = 13
(see Eq. (3) for the definition of µj).
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6. Numerical examples and applications. Our goal in this section
is not to focus on statistical issues and notably on precise estimates of mul-
tifractal exponents from empirical data. We rather aim at illustrating the
results of theorem 2 on precise examples, namely random cascades with re-
spectively log-normal, log-Poisson and log-Gamma statistics. For the sake
of simplicity we will consider exclusively scaling of partition function for
p ≥ 01. In order to facilitate the comparison of the three models, λ2 will
represent the so-called intermittency coefficient, i.e.,
λ2 = −τ ′′(0)
where τ(p) is defined in Eq. (7). This value will be fixed for the three con-
sidered models. Let {Wr} be the cascade random generators as defined in
Eq. (3) and let ωr = lnWr.
In the simplest, log-Normal case the {ωr}r are normally distributed ran-
dom variables of variance λ2 ln(2). Thanks to the condition E [Wr] = E [e
ωr ] =
1, their mean is necessarily −λ2 ln(2)/2. In that case, the cumulant gener-
ating function τ(p) defined in Eq. (7) is simply a parabola:
τn(p) = p(1 +
λ2
2
)−
λ2
2
p2 − 1
In the log-Poisson case, the variables ωr are written as ωr = m0 ln(2)+δnr
where the nr are integers distributed according to a Poisson law of mean
γ ln(2). It results that τ(p) = p(1−m0)+ γ(1− e
pδ)− 1. If one sets τ(1) = 0
and τ ′′(0) = −λ2, one finally gets the expression of τ(p) of a log-Poisson
cascade with intermittency coefficient λ2:
(45) τp(p) = p
(
1 +
λ2
δ2
(eδ − 1)
)
+
λ2
δ2
(1− epδ)
In third case the variables ωr are drawn from a Gamma distribution. If x is
a random variable of pdf βα ln(2)xα ln(2)−1e−βx/Γ(α ln(2)), then one chooses
ωr = x+m0 ln(2) and it is easy to show that τ(p) is defined only for p < β
and in this case τ(p) = p(1 − m0) + α(1 − p/β). By fixing τ(1) = 1 and
τ ′′(0) = λ2, on obtains:
(46) τ g(p) = p
(
1− λ2β2 ln
β − 1
β
)
+ λ2β2 ln
β − p
β
Notice that one recovers the log-normal case from both log-Poisson and
log-Gamma statistics in the limits δ → 0 and β → +∞ respectively.
1Numerical methods for estimating τ (p) for p < 0 are trickier to handle
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For the 3 cases, one can explicitely compute all the mixed asymptotic
exponents as functions of χ: In particular the values of p±χ read:
p±χ,n = ±
√
2(1 + χ)
λ2
p±χ,p =
W
(
±, δ
2(1+χ)−λ2
eλ2
)
+ 1
δ
= p±χ,n +
2(1 + χ)
3λ2
δ +O(δ2)
p±χ,g = β
[
1 +
1 + χ
λ2β2
− e1+W (±,−e
−1−
1+χ
λ2β2 )
]
= p±χ,n −
4(1 + χ)
3λ2β
+O(β−2)
where suffixes n, p, g stand for respectively log-normal, log-Poisson and log-
Gamma cascades and W (±, z) represent the two branches of the Lambert
W (z) function, solution of W (z)eW (z) = z that take (respectively positive
and negative) real values for the considered arguments. For log-Poisson and
log-Gamma cases, we have also indicated the asymptotic behavior in the
limits δ → 0 and β → ∞. The values h±χ can be easily deduced form their
definition: h±χ = τ
′(p±χ ).
In Fig. 1 is plotted a sample of each of the three examples ofM-cascades.
We chose T = 213 and λ2 = 0.2 for all models while, in the log-Poisson
case we have set δ = −0.1 and β = 10 in the log-Gamma model. In each
case, an approximation of the M-cascade sample is generated. We chose to
generate µ18 (as defined by Eq. (3)) so that the smallest scale involved is
lmin = 2
−18T = 2−5 (we have checked that the results reported below do
not depend on lmin). An approximation of µ˜ is generated by concatenating
i.i.d. realizations of µ18. Then, for each model and for each chosen value
of χ, τχ(p) (p = 0 . . . 6) was obtained from a least square fit of the curve
log2 Sµ˜(j, p) versus j over the range j = 0 . . . 6. Let us recall that, for each
value of j, the mixed asymptotic regime corresponds to sampling µ˜ at scale
l = 2−jT and over an interval of size L = 2jχT . The exponents reported in
figs. 2 and 3 represent the mean values of exponents estimated in that way
using N = 130 experiments.
The log-Normal mixed asymptotic scaling exponents for χ = 0, 0.5, 1 are
represented in Fig. 2. For illustration purpose we have plotted τχ(p) + χ
as a function of p: one clearly observes that, as the value of χ increases,
the value of p+χ below which the function is linear, also increases while the
value of the slope h+χ decreases. As expected, when χ increases τχ(p) + χ
matches τ(p) over an increasing range of p values. Notice that the estimated
exponents are very close the analytical predictions as represented by the
dashed lines. Error bars on the mean value estimates are simply computed
from the estimated r.m.s. over the 130 trials and are reported only for the
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Fig 2. Estimates of the function τχ(p) of log-normal cascades with λ
2 = 0.2 for χ = 0 (•)
χ = 0.5 (◦) and χ = 1 (N). Dashed lines represent the corresponding analytical expression
from theorem 2 and the solid line represents the function τ (q) as defined in Eq. (7). τχ is
estimated from the average over 130 trials of 2jχ cascades samples. Error bars are reported
on the χ = 0 curve as vertical solid bar. These errors are of order of symbol size.
Fig 3. Estimates of the function τχ(p) of log-Poisson for χ = 0 (•) and χ = 1 (◦). In
both models we chose T = 213 and λ2 = 0.2. (a) Log-Poisson case with δ = −0.1. (b)
Log-Gamma case with β = 10. Solid lines represent the curves τ (p).
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χ = 0 curve. We can see that these errors are smaller or close to the symbol
tickness.
In Fig. 3 are reported estimates of τχ(p), χ = 0, 1 for log-Poisson (fig. 3(a))
and log-Gamma (fig. 3(b)) samples. The solide lines represent the theoretical
τ(p) functions for both models as provided by Eqs. (45) and (46). We used
the same estimation procedure as for the log-normal case. One sees that,
in both cases, since the intermittency coefficient is the same for the three
models, the classical τ0(p) curves are very similar to the log-normal curve
(Fig. 2). However, these models behave very differently in mixed regime: for
χ = 1, log-Poisson and log-Gamma both estimated scaling exponents be-
come closer to the respective values of τ(p) and are very easy to distinguish.
Let us mention that such a analysis has been recently performed by two of
us in order to distinguish two popular log-normal and log-Poisson models
for spatial fluctuations of energy dissipation in fully developed turbulence
[19].
APPENDIX A: LEMMA USED FOR THE PROOF OF THEOREM ??
Lemma 1. We have
L1+ǫN ≤ C2
jχ
E
[∣∣∣M(0)j (p)∣∣∣1+ǫ
]
where L1+ǫN is defined by (25) and C is a constant that depends only on ǫ.
Proof. According to [25], if ǫ ∈ [0, 1] and if {Xi}1≤i≤P are centered
independent random variables one has
E


∣∣∣∣∣
P∑
i=1
Xi
∣∣∣∣∣
1+ǫ

 ≤ C P∑
i=1
E
[
|Xi|
1+ǫ
]
,
where C is a constant that depends only on ǫ (and neither on the law of
X nor on P ). Applying it with P = NT = ⌊2
jχ⌋ to the expression (23) of
Nj(p), and using the fact that the random variables {M
(m)
j (p)}m defined by
(22) are i.i.d, one gets
L1+ǫN ≤ C2
jχ
E
[∣∣∣M(0)j (p)− E [M(0)j (p)]∣∣∣1+ǫ
]
≤ C2jχ
(
E
[∣∣∣M(0)j (p)∣∣∣1+ǫ
]
+ E
[∣∣∣M(0)j (p)∣∣∣]1+ǫ
)
.
Using the Jensen inequality we get the result.
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Lemma 2. Assume that E
[
|Z|1+ǫ
]
<∞. Then we have for all m,
E
[∣∣∣M(m)j (p)∣∣∣1+ǫ
]
≤ C2−j(1+ǫ)τ(p)
j∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p),
where C is a constant that depends only on p and ǫ.
Proof. The proof of this result is very much inspired from [23]. Since the
law of M
(m)
j (p) is independent of m, we forget the supscript m throughout
the proof. Using the definition (22), one gets
(47) E
[
|Mj(p)|
1+ǫ
]
= 2−jp(1+ǫ)E


∣∣∣∣∣∣
∑
r∈{0,1}j
j∏
i=1
W pr|iZ
(r)
∣∣∣∣∣∣
1+ǫ

 .
Let
(48) X = 2−jp
∑
r∈{0,1}j
j∏
i=1
W pr|iZ
(r),
then
X2 = 2−2jp
∑
r1∈{0,1}j
∑
r2∈{0,1}j
j∏
i=1
W pr1|iW
p
r2|i
Z(r1)Z(r2).
It can be rewritten as
(49) X2 = Y +D,
where Y corresponds to the non diagonal terms :
(50) Y = 2−2jp
∑
r1∈{0,1}j
∑
r2∈{0,1}j
r2 6=r1
j∏
i=1
W pr1|iW
p
r2|i
Z(r1)Z(r2),
and D to the diagonal terms
(51) D = 2−2jp
∑
r∈{0,1}j
j∏
i=1
W 2pr|i
(
Z(r)
)2
.
The left hand side of (47) is nothing but E
[
|X|1+ǫ
]
. By writing that E
[
|X|1+ǫ
]
=
E
[(
X2
) 1+ǫ
2
]
, using the sub-additivity of x 7→ x(1+ǫ)/2, we get
(52) E
[
|X|1+ǫ
]
≤ E
[
|Y |
1+ǫ
2
]
+ E
[
D
1+ǫ
2
]
.
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Let us first work with the Y term. We factorize the common beginning of
the words r1 and r2 in the expression (50) of Y
Y = 2−2jp
j−1∑
k=0
∑
r∈{0,1}k
k∏
i=1
W 2pr|i
∑
r1,r2∈{0,1}j−k
r1|06=r2|0
j∏
i=k+1
W prr1|iW
p
rr2|i
Z(r1)Z(r2).
Again by the sub-additivity of x 7→ x(1+ǫ)/2 and using the fact that the Wr|i
are i.i.d., one gets
E
[
|Y |
1+ǫ
2
]
≤ 2−jp(1+ǫ)
j−1∑
k=0
E
[
W p(1+ǫ)
]k ∑
r∈{0,1}k
E


( ∑
r1,r2∈{0,1}j−k
r1|06=r2|0
j∏
i=k+1
W prr1|iW
p
rr2|i
|Z(r1)Z(r2)|
)(1+ǫ)/2

 ,
and by using Jensen inequality
E
[
|Y |
1+ǫ
2
]
≤ 2−jp(1+ǫ)
j−1∑
k=0
E
[
W p(1+ǫ)
]k ∑
r∈{0,1}k
( ∑
r1,r2∈{0,1}j−k
r1|06=r2|0
j∏
i=k+1
E
[
W prr1|iW
p
rr2|i
]
E
[
|Z(r1)Z(r2)|
] )(1+ǫ)/2
.(53)
The variables Z(r1) and Z(r2) are independant with finite expectation, thus
the term E
[
|Z(r1)Z(r2)|
]
is bounded by a constant C. Using
∏j
i=k+1 E
[
W prr1|iW
p
rr2|i
]
=
E [W p]2(j−k), we deduce:
E
[
|Y |
1+ǫ
2
]
≤ C2−jp(1+ǫ)
j−1∑
k=0
E
[
W p(1+ǫ)
]k
E [W p](j−k)(1+ǫ)
∑
r∈{0,1}k
|
∑
r1,r2∈{0,1}j−k
r1|06=r2|0
1|(1+ǫ)/2.
There are 2k possible values for r and less than 22(j−k) values for the couple
(r1, r2), thus
E
[
|Y |
1+ǫ
2
]
≤ 2−jp(1+ǫ)K
j−1∑
k=0
E
[
W p(1+ǫ)
]k
E [W p](j−k)(1+ǫ) 2k2(j−k)(1+ǫ).
imsart-aap ver. 2007/12/10 file: paper_ver5-3_IMS.tex date: November 20, 2018
30
Since 2−jτ(p) = 2−jp2jE [W p]j
(54) E
[
|Y |
1+ǫ
2
]
≤ K2−j(1+ǫ)τ(p)
j−1∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p).
Let us now take care of the diagonal terms of X (51). First, we write
D
1+ǫ
2 ≤ 2−jp(1+ǫ)
∑
r∈{0,1}j
j∏
i=1
W
p(1+ǫ)
r|i |Z
(r)|1+ǫ,
and using the E
[
|Z|1+ǫ
]
<∞ we deduce that
(55) E
[
D
1+ǫ
2
]
≤ C2−jp(1+ǫ)2jE
[
W p(1+ǫ)
]j
= C2−jτ(p(1+ǫ)).
Merging (54) and (55) into (52) leads to
E
[
|X|1+ǫ
]
≤ K2−j(1+ǫ)τ(p)
j∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p),
and since E
[
|Mj(p)|
1+ǫ
]
= E
[
|X|1+ǫ
]
, it completes the proof.
APPENDIX B: LEMMA USED FOR THE PROOF OF THEOREM ??
Lemma 3. Let f : [0, 1] → R be some Borel function whose support is
included in Ia,r = [
r
2a ,
(r+1)
2a ] for r ∈ {0, 1}
a, a ≥ 0. Then
(56) 〈µ∞, f〉 = 2
−a
(
a∏
i=1
Wr|i
)〈
µ(r)∞ , f˜
〉
where f˜(x) = f(2−a(x+r)) and µ
(r)
∞ is a cascade measure on [0, 1] measurable
with respect to the sigma field σ{Wrr′ , r
′ ∈ {0, 1}a
′
, a′ ≥ 1}.
Proof. The scaling relation (56) is easily obtained, by the definition of
the measure µ∞, if f is the characteristic function of some interval Ia+a′,rr′
where r′ ∈ {0, 1}a
′
, a′ ≥ 0. This relation extends to any Borel function f by
standard arguments of measure theory.
Lemma 4. Let h : [0, 1] → R be a piecewise continuous, non zero, func-
tion. Then E [|〈µ∞, h〉|
p] > 0 for all p > 0.
imsart-aap ver. 2007/12/10 file: paper_ver5-3_IMS.tex date: November 20, 2018
31
Proof. By contradiction, assume that for some p > 0, E [|〈µ∞, h〉|
p] = 0.
Hence 〈µ∞, h〉 = 0, P-almost surely. But using Lemma 3,
0 = 〈µ∞, h〉 =
〈
µ∞, h1[0,1/2]
〉
+
〈
µ∞, h1(1/2,1]
〉
=
1
2
W0
〈
µ(0)∞ , h
(0)
〉
+
1
2
W1
〈
µ(1)∞ , h
(1)
〉
,
where h(0)(·) = h(2−1·), h(1)(·) = h(2−1(·+1)) and µ
(0)
∞ , µ
(1)
∞ are independent
cascade measures on [0, 1]. Thus we deduceW0
〈
µ
(0)
∞ , h(0)
〉
= −W1
〈
µ
(1)
∞ , h(1)
〉
almost surely, and sinceW > 0 this shows that with probability one the two
independent variables
〈
µ
(0)
∞ , h(0)
〉
and
〈
µ
(1)
∞ , h(1)
〉
vanish simultaneously.
This is only possible either, if they both vanish on a set of full probabil-
ity, or if they both vanish on a negligible set. Assume the latter, then the
following identity holds almost surely〈
µ
(0)
∞ , h(0)
〉
〈
µ
(1)
∞ , h(1)
〉 = −W1
W0
where the variables on right and left hand side are independent. These vari-
ables must be constant, which is excluded by the assumption P(W = 1) < 1
(recall (5)).
Thus we deduce that the variables
〈
µ
(i)
∞ , h(i)
〉
are almost surely equal to
zero. Hence:
E
[∣∣∣〈µ∞, h(i)〉∣∣∣p] = 0, for i = 0, 1.
Iterating the argument we deduce the following property: for any j ≥ 0 and
k ≤ 2j − 1, if we define a function on [0, 1] by h(j,k)(x) = h(2−j(x+ k)) we
have
E
[∣∣∣〈µ∞, h(j,k)〉∣∣∣p] = 0.
This is clearly impossible if we choose j, k such that h remains positive (or
negative) on [k2−j , (k + 1)2−j ]. By the assumptions on h one can find such
an interval, yielding to a contradiction.
Lemma 5. We have
E
[
|Sµ˜,g − E [Sµ˜,g]|
1+ǫ
]
≤ C2jχE
[
|Sµ,g(j, p)|
1+ǫ
]
where C is a constant that depends only on ǫ.
Proof. The proof is the exact same proof as for Lemma 1.
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Lemma 6. For any ǫ > 0 small enough we have,
E
[
|Sµ,g(j, p)|
1+ǫ
]
≤ K2−j(1+ǫ)τ(p)
j∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p),
where K is a constant that depends only on p and ǫ.
Proof. The proof basically follows the same lines as the proof of Lemma
2. The only difficulty, compared to this latter proof, comes from the fact that
the quantity 〈µ∞, gj,k〉 a priori involves several nodes of level j of the M-
cascade. We have to reorganize the sum (43).
Since we are interested in the limit j → +∞, we can suppose, with no
loss of generality that j > J . In the following, we note 1(n) the n-uplet
1(n) = 11 . . . 1, where the 1 is repeated n times.
The partition function (43) can be written Sµ,g(j, p) =
∑
k |
〈
µ∞, gj,k
〉
|p,
where the sum is over k ∈ {0, 1}j such that kl = 0 for some l ≤ j − J . The
sum can be regrouped in the following way, where a+1 denotes the position
of the last 0 in the j − J first components of k:
Sµ,g(j, p) =
j−J−1∑
a=0
∑
r∈{0,1}a
q=r0
∑
s∈{0,1}J
∣∣∣〈µ∞, gj,q1(j−J−1−a)s
〉∣∣∣p .
We set
(57) Xa,s =
∑
r∈{0,1}a
q=r0
∣∣∣〈µ∞, gj,q1(j−J−1−a)s
〉∣∣∣p
and consequently
Sµ,g(j, p) =
j−J−1∑
a=0
∑
s∈{0,1}J
Xa,s.
Actually, a exactly corresponds to the level of the “highest” node that is
common for dyadic intervals in the support of g
j,q1(j−J−1−a)s
. Indeed, let us
prove that
(58) a ≥ 0, ∀s ∈ {0, 1}J , Supp g
j,q1(j−J−1−a)s
⊂ Ia,r,
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where q = r0. Indeed, according to (42), the support of g
j,q1(j−J−1−a)s
is
included in [2−jq1(j−J−1−a)s, 2−jq1(j−J−1−a)s+ 2−(j−J)]. Then,
2−jq1(j−J−1−a)s = 2−ar +
j−J∑
i=a+2
2−i + 2−js
= 2−ar + 2−a−1 − 2−(j−J) + 2−js.
Since s varies in [0, 2J − 1], and a ≤ j − J − 1, it is easy to show that
0 ≤ 2−a−1 − 2−(j−J) + 2−js,
and
2−a−1 + 2−js ≤ 2−a,
which proves (58).
We are now ready to compute the upper bound for ‖Sµ,g(j, p)‖L1+ǫ(P) ≤∑j−J−1
a=0
∑
s∈{0,1}J ‖Xs,a‖L1+ǫ(P). Using (57), (58) and Lemma 3, we get
Xa,s = 2
−ap
∑
r∈{0,1}a
(
a∏
i=1
W pr|i
)
|
〈
µ(r)∞ , gj,01(j−J−1−a)s
〉
|p,
where the µ
(r)
∞ are independent cascade measures on [0, T ].
Let us identify Xa,s with X as defined in Lemma 2 by (48) in which j
plays the role of a and Z(r) of
〈
µ
(r)
∞ , gj−a,01(j−J−1−a)s
〉p
. As in (49), we can
decompose X2a,s as the sum of the non diagonal terms Ya,s and the diagonal
terms Da,s
(59) X2a,s = Ya,s +Da,s.
Using the exact same development as the one we used for E
[
X1+ǫ
]
starting
at Eq. (47), we get the bound of the non diagonal terms corresponding to
(53) in which the term E
[
Z(rr1)Z(rr2)
]
has to be replaced by
E
[∣∣∣〈µ(rr1,s)∞ , gj−a,01(j−J−1−a)s
〉∣∣∣p ∣∣∣〈µ(rr2,s)∞ , gj−a,01(j−J−1−a)s
〉∣∣∣p]
which can be bounded (using (44)) by K2−2(j−a)(τ(p)+1). Going on with
the same arguments as in Lemma 2, we finally get, the bound for the non
diagonal terms corresponding to (54)
E
[
|Ya,s|
1+ǫ
2
]
≤ K2−j(1+ǫ)τ(p)2(a−j)(1+ǫ)
a−1∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p)
≤ K2−j(1+ǫ)τ(p)2(a−j)(1+ǫ)
j−1∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p).
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Following the arguments in Lemma 2 for the diagonal terms, we get
(60) E
[
D
1+ǫ
2
a,s
]
≤ 2−jτ(p(1+ǫ))2a−j .
By (59)–(60), we finally get
E
[
|Xa,s|
1+ǫ
]
≤ K2(a−j)2−j(1+ǫ)τ(p)
j∑
k=0
2−kτ(p(1+ǫ))2k(1+ǫ)τ(p).
Then we write
E
[
|Sµ,g(j, p)|
1+ǫ
]
≤ ‖Sµ,g(j, p)‖
1+ǫ
L1+ǫ(P) ≤

j−J−1∑
a=0
∑
s∈{0,1}J
‖Xa,s‖L1+ǫ(P)


1+ǫ
and the lemma follows.
REFERENCES
[1] E. Bacry and J. F. Muzy. Log-infinitely divisible multifractal process. Comm. in
Math. Phys., 236:449–475, 2003.
[2] J. Barral and B. B. Mandelbrot. Multifractal products of cylindrical pulses. Prob.
Theory and Relat. Fields, 124:409–430, 2002.
[3] J. Barral and S. Seuret. Renewal of singularity sets of random self-similar measures.
Adv. Appl. Probab, 39:162–188, 2007.
[4] J. P. Bouchaud and M. Potters. Theory of Financial Risk and Derivative Pricing.
Cambridge University Press, Cambridge, 2003.
[5] L. Calvet, A. Fisher, and B. B. Mandelbrot. Large deviation theory and the distri-
bution of price changes. Cowles Foundation Paper, 1165, 1997.
[6] U. Frisch. Turbulence. Cambridge Univ. Press, Cambridge, 1995.
[7] U. Frisch and G. Parisi. Fully developped turbulence and intermittency. Proc. of Int.
Summer school Phys. Enrico Fermi, 1985.
[8] Y. Guivarc’h. Sur une exension de la notion de loi semi-stable. Annales de l’IHP,
26:261–285, 1990.
[9] S. Jaffard. On the frisch-parisi conjecture. J. Math. Pures Appl., 79:525–552, 2000.
[10] S. Jaffard. Beyond besov spaces part 1: Distributions of wavelet coefficients. J. of
Four. Ana. and App., 10,3:221–246, 2004.
[11] J. P. Kahane and J. Peyrie`re. Sur certaines martingales de benoˆıt mandelbrot. Adv.
in Mathematics, 22:131–145, 1976.
[12] A. Kozhemyak. Mode´lisation de se´ries financie`res a` l’aide de processus invariants
d’e´chelle. Application a` la pre´diction du risque. PhD thesis, Ecole Polytechnique,
Palaiseau, France, 2006.
[13] Q. Liu. An extension of a functional equation of poincare´ and mandelbrot. Asian
Journal of Mathematics, 6:145–168, 2002.
[14] B. B. Mandelbrot. Intermittent turbulence in self-similar cascades: divirgence of high
moments and dimension of the carrier. Journal of Fluid Mechanics, 62:331–358, 1974.
imsart-aap ver. 2007/12/10 file: paper_ver5-3_IMS.tex date: November 20, 2018
35
[15] B. B. Mandelbrot. Multiplications ale´atoires ite´re´es et distributions invariantes par
moyenne ponde´re´e ale´atoire. C.R. Acad. Sci. Paris, 278:289–292, 1974.
[16] B. B. Mandelbrot. Negative fractal dimensions and multifractals. Physica A, 163:306–
315, 1990.
[17] B. B. Mandelbrot. Multifractal power law distributions: Negative and critical dimen-
sions and other ”Anomalies”, explained by a simple example. Jourrnal of Statistical
Physics, 110:739–774, 2003.
[18] G. M. Molchan. Scaling exponents and multifractal dimensions for independent ran-
dom cascades. Comm. in Math. Phys., 179:681–702, 1996.
[19] J. F. Muzy, E. Bacry, R. Baile, and P. Poggi. Uncovering latent singularities from
multifractal scaling laws in mixed asymptotic regime. application to turbulence. e-
print arxiv:0.711.4862v1, 2007.
[20] J. F. Muzy, E. Bacry, and A. Kozhemyak. Extreme values and fat tails of multifractal
fluctuations. Physical Review E, 73:066114, 2006.
[21] J. F. Muzy, J. Delour, and E. Bacry. Modelling fluctuations of financial time series:
from cascade process to stochastic volatility model. Eur. J. Phys. B, 17:537–548,
2000.
[22] M. Ossiander and E. C. Waymire. Statistical estimation for multiplicative cascades.
The Ann. of Stat., 28:1533–1560, 2000.
[23] S. Resnick, G. Samorodnitsky, A. Gilbert, and W. Willinger. Wavelet analysis of
conservative cascades. Bernoulli, 9:97–135, 2003.
[24] R. H. Riedi. Multifractal processes. in Long range dependence : theory and applica-
tions, eds. Doukhan, Oppenheim and Taqqu, 2002.
[25] B. von Bahr and K.-G. Esseen. Inequalities for the rth absolute moment of a sum of
random variables, 1 ≤ r ≤ 2. Ann. Math. Stat., 36:299–303, 1965.
Centre de Mathe´matiques applique´es,
Ecole polytechnique,
91128 Palaiseau, France
E-mail: emmanuel.bacry@polytechnique.fr
Laboratoire d’Analyse et de Mathe´matiques Applique´es,
Universite´ Paris-Est,
5, Bd Descartes, Champs-sur-Marne, France
E-mail: arnaud.gloter@univ-mlv.fr
E-mail: marc.hoffmann@univ-mlv.fr
CNRS UMR 6134, Universite´ de Corse,
Quartier Grosseti, 20250, Corte, France
E-mail: muzy@univ-corse.fr
imsart-aap ver. 2007/12/10 file: paper_ver5-3_IMS.tex date: November 20, 2018
