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i 
VOORWOORD 
. . . k. d 11 b *) b. . d . Dit boek is een eerste uitwer ing van e sy a us 1J e in augus-
tus 1972 gehouden werkweek Optimaal stoppen van M<lI'kovketens, die onder 
leiding stond van Prof.dr. J.Th. Runnenburg. Deze werkweek was in hoofd-
zaak gebaseerd op het boek Satze und Aufgaben uber MaI'koffsche Prozesse 
van E.B. Dynkin en A.A. Juschkewitsch, doch bevatte ook uitbreidingen van 
de daarin behandelde stof. 
De drie schrijvers van de syllabus namen ieder een af zonderlijk deel 
voor hun rekening. Naast stof, die aan het genoemde boek is ontleend, be-
vat hoofdstuk 1 (door A. Hordijk) aanzienlijke uitbreidingen en nieuwe re-
sultaten. Hoofdstuk 2 (door R. Potharst) is voorzien van meer funktionaal-
analytisch getinte bewijzen dan men in het boek van Dynkin en Juschkewitsch 
aantreft en hoofdstuk 3 (door J.Th. Runnenburg) bevat aan de literatuur 
ontleende opgaven met uitgewerkte oplossingen. 
In de huidige versie zijn de notaties van de drie hoofdstukken nog 
niet volledig op elkaar afgestemd, terwijl ook op andere punten de stof nog 
niet als geheel afgerond kan worden beschouwd. Deze syllabus draagt de spo-
ren van het feit dat het onderwerp nog in volle ontwikkeling is, en kan 
derhalve worden beschouwd als een werkdocument. Drs. K.M. van Hee, deel-
nemer aan de werkweek, heeft een aantal waardevolle opmerkingen gemaakt 
over hoofdstuk I, die in de huidige tekst zijn verwerkt. Voor het succes-
vol doorwerken van de stof kunnen de beginselen van de maattheorie en kans-
rekening, zoals behandeld door W. Feller in zijn boek An introduction to 
probability theory and its applications (volume I), als vereiste voorken-
nis beschouwd worden. 
Amsterdam, 1973 Prof.dr. J. Hemelrijk 
N.B. Ter voorkoming van misverstanden bij verwijzingen in de tekst zijn 
de nummers van formules, stellingen enz. in hoofdstuk 
ronde haakjes, in hoofdstuk 2 door rechte haakjes. 
omgeven door 
Rapport SD 104/72 van de afdeling Mathematische Statistiek. 

HOOFDSTUK 1 
OPTIMAAL STOPPEN VAN MARKOVKETENS 
A. HORDIJK 
I. MODEL 
We gaan uit van een (stationaire) Markovketen met een eindige of af-
telbare toestandsruimte E. Dit betekent dat we beschouwen een rij van sto-
chastische variabelen {x , n ~ O} met beeldruimte E en gedefinieerd op ze-
-n 
kere kansruimte (rl,F, lP). 
Verder is voor dit stochastisch proces (of stochastische wandeling) de 
Markov eigensahap vervuld, i.e. voor iedere n ~ geldt 
mits 
Ook nemen we aan dat de Markovketen stationair is, i.e. voor zekere matrix 
P met (i,j)de element p(i,j) geldt voor n=O,J, ... , 
JP[~+1=j I ~=iJ p(i,j) 
We .noteren JPi[•] voor P[• I !o=i]. 
als JP[x =i] > 0. 
-n 
2 
Strikt genomen client men hier nog te ve.ronderstellen, dat IP[~=iJ > 0 voor 
alle i. Door te stellen dat x ~en stochastische variabele is, veronder-
-n 
stellen we dat IP.[x EE] = l en dus 
l. -n 
l p(i,j) = l voor alle i, 
j 
Willen we ook stochastische wandelingen beschouwen waarvoor geldt dat met 
positieve kans "het deeltje" uit het "systeem" verdwijnt dan kunnen we dit 
op verschillende manieren in het model inbouwen: 
i) een rij van "eventueel defecte" stochastische variabelen beschou-
wen en dus toelaten dat 
l p(i,j) < l, 
j 
ii) in E een speciaal element, zeg 00 , opnemen en definieren 
en 
p(i,oo) I - l p(i,j) 
j ;ioo 
p(oo,oo) ) • 
voor alle i 
Uit overwegingen van notatie geven we de voorkeur aan i). Als we dit nodig 
hebben zullen we aan E een toestand 00 toevoegen (met overgangswaarschijn-
lijkheden zoals onder ii) gedefinieerd). 
We veronderstellen nu verder dat de stochastische wandeling (afkorting 
SW) op ieder tijdstip t = O, 1,2, ••• "gestopt" kan worden. Indien op tijd-
stip n gestopt wordt en~· de toestand op tijdstip n, gelijk is aan i, dan 
ontvangen we een bedrag ter grootte van r(i) (r van reward). 
Voor een stochastische variabele, zeg .:!:.• met beeldruimte {O} u lN u {00 } *) 
kan dan de verwachting van de opbrengst, indien we startend vanuit toestand 
i de SW stoppen op tijdstip l (.:E. = 00 betekent nooit stoppen en per defini-
tie geen uitbetaling ontvangen), bepaald warden. We noteren dit met 
(I. I) 
*) 
In het vervolg zullen we zo'n stochastische variabele een stochastische 
tijd noemen. 
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Dus ·onderlE. r(x) verstaan we de verwachting van r(x) voorzover T < oo,i.e. 
1 -'r -'r 
lE. r(!,,_) = lE.[r(x ) x{ }] 
1 ' 1 -'r - T<OO 
met ~ gedefinieerd door 
~(w) ={ ~ als w € A, als w £ A. 
Onder optimaai stoppen verstaan we stoppen volgens een ..!.•die (I.I) zo 
groot mogelijk maakt vooP iedePe begintoestand i. Indien we er van uitgaan 
dat het model van optimaal stoppen toepasbaar moet zijn op brokken uit de 
realiteit en als we bedenken dat op tijdstip n de enige informatie (afge-
zien van de bekend veronderstelde overgangswaarschijnlijkheden) die we 
hebben omtrent de SW de tot tijdstip n doorlopen toestanden zijn, dan is 
duidelijk dat stoppen op tijdstip n alleen mag afhangen van de dan doorlo-
pen toestanden, De stochastische tijden die hieraan voldoen heten Ma:rokov-
tijden; we zullen ze hieronder definieren. Bij bet zoeken naar een opti-
male T zullen we ons beperken tot de klasse van Markovtijden; laten we 
deze klasse noteren met T. Het prob.leem van optimaai stoppen van een Ma:rokov-
keten kan nu als volgt geformuleerd warden: 
PROBLEEM I. 
Bepaai een !a € T zo dat 
lE. r(x ) = max JE. r(x ) 
1 -!a HT 1 -'r 
Een dePgeiijke !a noemen we optimaai. 
V?OP aUe i. 
We zullen nu een definitie geven van Markovtijden. 
Definitie I.I. Een stoaha.stisahe tijd ..!. heet een /j,<£!:.~££tii4 indien vooP 
n ~ 0 geidt dat de eventuaiiteit [.I s n] een eventuaiiteit is uit de kans-
PUimte opgespannen dooP de stoahastisahe VaPiabeien ~·~i·····~· 
Dit betekent dat het al dan niet stoppen zoals een Markovtijd T dat 
voorschrijft op zeker tijdstip, zeg n (i.e. [..!_=n]), alleen afhangt van de 
tot tijdstip n doorlopen toestanden. 
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Definitie 1.2. Een eolleetie R van eindige rijen van toestanden noemen we 
een £fo....J2.Strat~ai~, indien de eolleetie R voldoet aan de voorwaarde dat als 
zekere rij van toestanden, zeg i 0 ,i 1, ..• ,in' een element is van R, iedere 
voortzetting van deze rij (bijv. i 0 ,i 1, ... ,in,in+I , ••• ,im) niet tot R be-
hoort. De elementen uit R heten st1212.rid~~· 
Aan een stopstrategie R kunnen we een Markovtijd ~ toevoegen door te 
stellen dat ~ = n indien de SW verloopt volgens i 0 ,i 1, .•• ,in (i.e. 
~=i0 ,,!1 =i 1 , ••• ,~=in) en {i0,i 1, ••• ,in} ~ R. Ook omgekeerd kunnen we aan 
een Markovtijd een stopstrategie toevoegen. Deze toevoegingen zijn 1-1-cor-
respondenties. 
Lemma I.I. Er is een 1-1-eorrespondentie tussen de verzameling van Markov-
tijden T en de verzameling van alle stopstrategieen. 
Veelal zal men een model willen gebruiken dat naast de opbrengststruc-
tuur ook nog een kostenstructuur heeft. Meestal in die vorm, dat iedere 
keer als de SW zich in toestand i bevindt en niet tot stoppen wordt beslo-
ten, een bedrag ter grootte c(i) (c van cost) betaald moet worden. Dit 
geeft aanleiding tot het volgende probleem. 
PROBLEEM II. 
Bepaal een ~ E T z6 dat voor alle i 
T -I 
-o T-1 
lE.[r(x ) -]. """1o l n=O c(~)J = maxIE.[r(x) - -l c(~)J. TET i -:I. n=O 
Een dergelijke ~ noemen we optimaal. 
We zullen in paragraaf 5 onder "entrance-fee" problemen zien dat onder 
bepaalde voorwaarden problemen van het type van probleem II in problemen 
van het type van probleem I omgezet kunnen worden. Hoewel deze omzetting 
van problemen niet altijd mogelijk is zullen we in de paragrafen 2,3 en 4 
het minder algemene probleem I behandelen. Aan het eind van iedere para-
graaf wordt aangegeven hoe de gevonden resultaten zich laten generaliseren 
voor probleem II. Deze generalisaties kunnen, evenals de rest van deze pa-
ragraaf, bij een eerste lezing overgeslagen worden. 
De problemen I en II behoren tot de Markovbeslissingsproblemen [Derman, 
Ross] en deze behoren weer tot de algemenere problemen die men wel aanduidt 
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met "stochastic control of Markov chains" [Kushner]. We zullen in kort be-
stek iets over deze problemen zeggen. Daartoe zullen we eerst probleem II in 
een andere terminologie formuleren. 
We introduceren de akties (soms beslissingen, soms "controls" genoemd) 
a0 voor stoppen, a 1 voor niet-stoppen. Verder voeren we een opbrengststruc-
tuur (kosten zullen negatieve opbrengsten zijn en omgekeerd) in. 
Indien in toestand i aktie a0 genomen wordt (i.e. stoppen) dan is de 
opbrengst r(i,a0). Voor probleem II geldt dan r(i,a0) = r(i). 
Indien in toestand i aktie a 1 genomen wordt (i.e. niet-stoppen) dan is 
de opbrengst r(i,a 1). Voor probleem II geldt dan r(i,a 1) = - c(i). 
Een strategie kunnen we definieren door een rij van momentane beslis-
regels, zeg {fn}:=O' met 
f 
Ix ••• x I---n--+A 
~(n+I) maal 
Daarbij voegt fn aan iedere rij {i0 ,i 1, ••• ,in} een van de akties {a0,a 1} 
toe. Wil de hierdoor gedefinieerde strategie een stopstrategie zijn dan zal 
moeten gelden, dat indien voor zekere rij {i0 , •.. ,in} geldt 
f (i , .•• ,i ) = a , dan volgt voor alle i dat f 1 (i0 , ..• ,i ,i) = a0. n 0 n 0 n+ n 
Laat En de opbrengst op de "n-de dag" (of zo men wil, tijdstip n) voor-
stellen. 
Herformulering probleem II. 
Bepaal een stopstrategie R0 en bijbehorende stoptijd !a met 
Io 
lE. [ l r J is maximaal voor aUe i. 
1 n=O -n 
De generalisatie naar algemenere problemen verloopt nu als volgt. De 
aktieruimte (beslissingsruimte, "set of controls") van de toestand i, zeg 
A(i), wordt een verzameling met meerde.re elementen.*) Indien in toestand i 
aktie a wordt ondernomen, is de onmiddellijke opbrengst r(i,a). De bewe-
ging van het systeem, de stochastische wandeling, is afhankelijk van de 
*) Bij een Markovbeslissingsprobleem is het aantal elementen in A(i) meest-
al eindig voor alle i. Indien A(i) een continue verzameling is voor som-
mige i, spreekt men wel van "controlled Markov chain". 
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ondernomen akties. Bij de verwachting van de opbrengsten moet dan ook ver-
meld worden welke strategie R gevolgd is. 
De vraag is weer: bepaal een R0 met 
lE. [ l r ] is maximaal voor alle i. 
i,RO n=O -n 
Bij een opbrengstfunktie r (van r wordt meestal verondersteld dat het een 
begrensde funktie is), die zowel positief als negatief kan zijn, is boven-
staande verwachting dikwijls niet gedefinieerd. Men beschouwt daarom vaak 
bij strategie R de VeY'l;)achte a-verdisconteerde opbrengst (0 < a < I) 
00 
lE. R 
l.' 
l 
n=O 
Naast de VeY'l;)achte totale opbrengst (niet altijd gedefinieerd) en de ver-
wachte verdisconteerde opbrengst beschouwt men als opbrengst ook vaak de 
gemiddelde VeY'l;)achte opbrengst 
N *) 
lim inf N+I l lE. R[r(x )], 
N->00 n=O 1 ' -n 
In [Derman] wordt probleem I behandeld als een Markovbeslissingspro-
bleem (afkorting MBP) met als kriterium de gemiddelde verwachte op-
brengst. **) 
In [Ross] en [Kushner] wordt probleem II behandeld als een MBP met als 
kriterium de totale opbrengst en wel door een absorberende toestand, zeg 
00 , toe te voegen en te stellen dat het systeem met kans I naar 00 springt 
indien de stopaktie wordt gekozen. 
Het optimaal stoppen van Markovketens is ook een speciaal geval van de 
algemene theorie van het optimaal stoppen (zie [Chow]). In deze theorie 
wordt de onderstelling omtrent de Markov-afhankelijkheid der x. 's losgela-
-i 
ten. 
Daar de limiet niet behoef t te bestaan, is de lim inf genomen. 
**) Daartoe wordt toestand i absorberend gemaakt zodra in toestand i tot 
stoppen besloten is. 
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2. OVER LADING, POTENTIALEN EN EXCESSIEVE FUNKTIES 
Veronderstel dat we optimaal stopproblemen volgens probleem I beschou-
wen. In plaats van bij een bepaalde opbrengstfunktie de optimale stoptijd 
te bepalen kunnen we ons afvragen voor welke opbrengstfunkties r oruniddel-
lijk stoppen (.I - O) optimaal is, d.w.z. voor welke r geldt 
(2. 1) r(i) <! lE.[r(x )] 
l. --'[ voor iedere stoptijd T en elke i. 
We zullen in deze paragraaf bewijzen dat de funkties die aan (2.1) voldoen, 
precies de funkties zijn uit de volgende definitie. 
Definitie 2.1. Een funktie f heet ~~£~22f§f indien f niet-negatief is en 
(2.2) f(i) <! l p(i,j) f(j) 
j 
VOO!' aZZe i. 
We zullen. in deze paragraaf herhaaldelijk de volgende relatie gebrui-
. . .. . f . d *) ken. Voor n <! O, f een willekeurige reeelwaardige unktie gel t 
(2.3) lE. f(x ) =I 1P.[x = J·] f(j) 
l. -n . l. -n 
J 
l pn(i,j) f(j). 
j 
Met (2.3) vinden we dat uit (2.2) volgt, voor l - 1, 
Hieruit volgt dat we de excessieve funkties kunnen omschrijven als niet-
negatieve funkties waarvoor onmiddellijk stoppen minstens zoveel opbrengt 
als stoppen na een periode. 
Zoals reeds vermeld is zal bewezen warden dat onmiddellijk stoppen 
voor excessieve funkties altijd optimaal is. 
Voor excessieve funkties r waarvoor geldt 
(2.4) lE. r(x) =lE.[ l w(~.)J l. --'[ l. .. 
n=T 
met w(i) = r(i) - l· p(i,j) r(j) is (2.1) op de volgende wijze aan te to-J 
nen. Uit de excessiviteit van r volgt w(i) <! 0 voor alle i, zodat w(~) 
een niet-negatieve stochast is voor iedere n <! O. We maken 
*) We veronderstellen wel dat l· pn(i,j)lf(j)I < 00 voor alle i. 
J 
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00 
lE. [ l 
l. 
n=T 
w(x )J 
-n 
dus zo groot mogelijk door het aantal termen in de reeks zo groot mogelijk 
te maken. Maar dit betekent dat T = 0 (onmiddellijk stoppen) het beste is. 
We hebben nooit-stoppen (1 = oo) niet uitgesloten. We willen dat (2.1) ook 
geldt voor deze Markovtijd; daarom noemen we een funktie pas excessief als 
hij niet alleen aan (2.2) voldoet maar ook nog niet-negatief is. 
oui te kunnen bewijzen dat (2.1) voor iedere excessieve funktie geldt, 
zullen we eerst een aantal begrippen moeten invoeren. We zullen daarna 
lennna's en stellingen gaan afleiden waarvan niet direct duidelijk is wat 
ze beogen. Het is daarom misschien goed om hier eerst aan te geven waartoe 
de resultaten van de paragrafen 2, 3 en 4 leiden. 
In deze paragraaf wordt bewezen dat de "maximale opbrengst" gelijk is 
aan de opbrengstfunktie r, indien r een excessieve funktie is. Gebruik ma-
kend van dit resultaat wordt in paragraaf 3 bewezen dat de "maximale op-
brengst" de kleinste excessieve majorant van r is. Daar in veel gevallen 
de kleinste excessieve majorant van r te bepalen is (in het volgende hoofd-
stuk zal een karakterisering van de klasse van alle excessieve funkties ge-
geven worden), is daarmee de "maximale opbrengst" bekend. In paragraaf 4 
wordt aangetoond dat dan het optimaal stopprobleem is opgelost; d.w.z. in-
dien de "maximale opbrengst" bekend· is, kan bepaald worden in welke toe-
standen gestopt moet worden om deze opbrengst te verkrijgen. Om precies te 
zijn: in die toestanden stoppen, waarvoor geldt dat r gelijk is aan de 
''maximale opbrengst", levert een "optimale" stoptijd. 
Definitie 2.2. 
i) Een funktie w heet een fr:!:.ef:.i1Jfl. indien 
00 
l l Pn(i,j)iw(j)I < 00 
n=O j 
voor a ZZe i . 
ii) Een funktie f heet een eot~~Ei<JE.1 indien er een funktie w bestaat zo 
d.at w een lading is en 
f(i) 
00 
l l pn(i,j) w(j) 
n=O j 
voor a ZZe i. 
iii) Voor een begrensde funktie w heet h de a-eot~~Ei~~l (0 <a < I) van 
w indien 
9 
00 
h(i) I I an pn(i,j) w(j). 
n=O j 
Dat iedere begrensde funktie w een a-potentiaal heef t is niet moeilijk 
te verifieren. Echter, niet iedere begrensde funktie is een lading. 
Voorbeeld. Bij de symmetrische "random walk" op .J- is w = I geen lading 
(zie [Dynkin]). 
Lemma 2.1. Een exaessieve funktie r is een potentiaal met (niet-negatieve) 
lading 
(2.5) 
indien 
(2.6) 
w(i) r(i) - I p(i,j) r(j) 
j 
lim I pn(i,j) r(j) 
n_, j 
0 voor alle i. 
Bewijs. Daar w(i) = r(i) - I· p(i,j)r(j) en r een excessieve funktie is, 
J 
volgt uit (2.2) dat w(i) niet-negatief is. Schrijven we 
(2. 7) r(i) = w(i) + I p(i,j) r(j) 
j 
en substitueren we in het rechterlid voor r(j) weer w(j) + I· p(j,k)r(k) 
J 
dan vinden we 
r(i) = w(i) +I p(i,j) {w(j) +I p(j,k) r(k)} 
j k 
= w(i) +I p(i,j) w(j) +I p2(i,j) r(j). 
j j 
Door deze substitutie n maal te doen, vinden we 
r(i) = w(i) + ... +I pn(i,j) w(j) +I pn+l(i,j) r(j) 
j j 
oftewel 
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(2.8) 
n l l pk(i,j) w(j) 
k=O j 
Daar w(i) ~ 0 en dus lw(i)I 
ding is met potentiaal r. D 
r(i) - l pn+l(i,j) r(j).*) 
j 
w(i) volgt hieruit met (2.6) dat w een la-
Een Markovketen waarvoor geldt dat de kans om startend vanuit toestand 
i ooit.in toestand i terug te komen kleiner is dan I voor iedere toestand 
i noemen we voorbijgaand. In [Feller] wordt bewezen dat een kriterium hier-
voor is 
00 
(2.9) l pn(i,j) < oo voor alle i,j. 
n=O 
Dit betekent dat voor bet bestaan van potentialen met een positieve lading 
w in iedere toestand i moet gelden dat de Markovketen voorbijgaand is. 
Voor een Markovketen met eindige toestandsruimte E die aan (2.9) vol-
doet (en dus voorbijgaand is) geldt dat iedere funktie een lading is. Ook 
is iedere funktie r een potentiaal (met w(i) uit (2.5) als lading). Een 
excessieve funktie is dan altijd een potentiaal met niet-negatieve lading. 
LeJilllla 2.2. Indien r een potentiaal is, geldt voor iedere Markovtijd .:E. 
00 
(2. I O) voor aUe i, 
met w zoals in (2.5). 
Bewijs. Substitueren we .:E.= 0 in (2.10) dan staat er dat r een potentiaal 
met lading w is. Dat r een potentiaal is maakt deel uit van bet gegeven, 
maar dat w dan automatisch de lading wordt en de lading derhalve door de 
potentiaal (uniek) bepaald wordt, moeten we nog aantonen. Veronderstel dat 
r een potentiaal is met lading w, dus 
( 2. 11 ) r(j) 
dan volgt 
00 
l l pn(j,k) w(k), 
n=O k 
*) . . . 0(. ') We gebruiken in deze formule de conventie p i,J 
po(i,j) =I als i = j. 
0 als i 1' j en 
l p(i,j) r(j) 
j 
11 
00 
l p(i,j) [ l l pn(j,k) w(k)] 
j n=O k 
en omdat bij absoluut convergente reeksen de sommatievolgorde er niet toe 
doet, is dit weer gelijk aan 
00 
l l pn+l(i,k) w(k). 
n=O k 
Met (2.11) volgt nu 
w(i) r(i) - l p(i,j) 
j 
00 00 
l l 
n=O n=I 
r(j) 
w(i) 
en dus is de lading een funktie van de potentiaal. 
Om (2.10) aan te tonen voor .!_ i 0 zullen we gebruiken dat voor een 
Markovtijd .I geldt, met k <: 0 en g willekeurig (niet-negatief of althans 
met eindig positief of negatief deel), 
(2. 12) I 1P.[x =jJ m. g(~). j l. ~ J 
Hiermee volgt 
00 
JE. [ l w(-nx ) ] = JE. [ w(x ) + w(x 1) + • • • ] 
l. n=T l. --'[ -'T+ 
00 
l Fi[~,=j] [ l E. w(~)] 
j - k=O J 
l F.[x =j] r(j) =E. r(x ). 
• l. --'[ l. -'[ ] 
We verwisselden hierbij diverse malen sommatie en "verwachting nemen". Dit 
is correct omdat w een lading is. D 
Dat (2.12) niet voor iedere stochastische tijd geldt, blijkt uit het 
I 
volgende voorbeeld; de symmetrische "random walk" op Z , dus 
p(i,i-1) = p(i,i+I) = ~. Zij .!_de intreetijd in verzameling {!}, 
dus '[ = min {n;:: olx = !}. Dan is '[ Markovtijd, echter T = '[ -
-n -
is het 
12 
niet. Met 
volgt 
dus 
g(i) ={~ voor i=I, anders, 
en JP0[x-=0] 
-T I ' 
Dus (2.12) geldt niet voor iedere stochastische tijd :!:_· 
Zij T de afbeeldirzg van n naar n met T(i0 ,i 1,i2 , ••• ) 
k zij Tk(w) = T (T w). Dan geldt 
(2. 13) I l(i,j) lE. g(x ) j J --'[ 
Bewijs. 
l lP.[~=j] E[g(x k) =ox =i, x,_=j]. j l. - -_!k + ~ 
Daar g(x k) meetbaar is t.o.v. de a-algebra voortgebracht door 
-:!k + 
(~k'~+i•· .• ), volgt uit de Markov eigenschap dat 
Uit het feit dat de Markovketen stationair is volgt 
Met lenuna 2.2 hebben we een voldoende voorwaarde gegeven voor (2.4). 
Voor het geval r naast excessief ook een potentiaal is, hebben we nu dus 
aangetoond dat (2.1) geldt voor iedere Markovtijd. 
Voor het geval r begrensd (en niet noodzakelijk een potentiaal) is 
gaan we a-potentialen gebruiken. 
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Lemma 2.3. Indien r begrensd is, geZdt voor iedere Markovtijd .!_en iedere 
0 < a < I da.t 
00 
(2. 14) lE.[a.!.r(x )] =lE.[ l anw (x )] 
l. -T l. a-n 
voor aZZe i, 
n=T 
met wa(i) = r(i) - aij p(i,j) r(j) 
Bewijs. Substitueren we.!_= 0 in (2.14) dan staat er dat r een a-potentiaal 
is met lading w • Dit is niet moeilijk te verifieren. Met de volgende "for-a 
mele" rekenwijze maken we plausibel dat r de a-potentiaal van w is. 
a 
Schrijf 
wa (I - aP)r, 
waarin I de identieke operator is en P de operator, die aan de funktie f 
de funktie Pf toevoegt met Pf(i) = l· p(i,j) f(j). Hieruit volgt 
J 
en dus 
I 
r =--w I-aP a w + aPw + •.• a a 
Uit de begrensdheid van r volgt dat w begrensd is, zeg lw (i)I ~ M. Dit 
a a 
geeftlE.lanw (x >I~ Man en dus is de reeks absoluut convergent voor l. a -n 
0 <a< I. In het vervolg van dit bewijs laten we de index a aan w weg. 
Volgens (2.12) geldt 
Daar 
volgt dan 
lE. w(!S.-+k) = l Il'.[x =j] lE. w(is,_) 
l. ' • ].--'[ J ~ 
Il'.[x =j] 
l. -r 
J -
00 
l Il'.[T=n,x =j] 
n=O i - -n 
00 
l l Il'.lT=n,x =j] fon+klEJ. w(~)}. 
n=O j i - -n 
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Hiermee.volgt 
co 
]E. [ l n T T+ 1 w(~+I) ••• J a w(x )]=IB.[a-w(x) +a- + = l. -n l. --'[ 
n=T 
co co 
l l JP.[T=n,x =j] n l ak m. w(~) a 
• l. - -n J n=O J k=O 
co 
l l ll'.[T=n,x =j] n r(j) = E. [ a2".r (x ) ] • D a 
n=O • l. - -n l. --'[ J 
Stelling 2.1 (Hunt). Indien de exoessieve funktie r begrensd of een poten-
tiaal is, geldt voor Markovtijden lo en :E.i met lo $ :E.i dat 
(2 .15) lE.[r(x )] $ lE.[r(x )] 
l. -:!:.1 l. -:!:.a voor aUe i. 
Bewijs. Indien r een potentiaal is, volgt uit (2.10) 
(2. 16) IB.[r(x ·) -
l. -:!:.a 
.!.1-1 
r(x )J = lE.[ l 
-:!:_I l. n=T 
...:-0 
Omdat r excessief is, geldt w(i) ~ O. Het rechterlid van (2.16) is de 
verwachting van een (stochastisch) aantal niet-negatieve stochasten en is 
dus groter dan of gelijk aan nul. In dit geval geldt (2.15). 
Indien r begrensd is, volgt analoog met (2.14) dat 
(2.17) !.o .!.1 lE.[o: r(x ) - o: r(x )] ~ Q. 
l. ~ -:!:.1 
Relatie (2.17) geldt voor alle 0 < o: < I. Daar op grond van de stelling 
over gemajoreerde convergentie het linkerlid van (2.17) naar 
lE.[r(x ) - r(x )] 
l. ~ -:!:.1 
convergeert voor een monotoon stijgende rij van o:' s met limiet I, volgt 
dan dat ook in dit geval (2.15) geldt. D 
Stelling 2.2 (Hunt, Dynkin en Juschkewitsch). Voor een willekeurige exces-
sieve funktie r geldt de relatie (2.15). 
*) . Bewijs. Zij rn = rAne met e de funktie die identiek gelijk aan I is. Daar 
*) f /\ g is de funktie met (fAg)(i) min[f(i), g(i)] voor alle i E E. 
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het minimum van twee excessieve funkties weer excessief is en ook ne een 
excessieve funktie is, volgt nu dat r excessief is. De funktie r is ook 
n n 
begrensd, zodat volgens stelling 2.1 relatie (2.15) geldt voor rn. Doorn 
naar oneindig te laten gaan volgt dan met gebruik van de monotone conver-
gentie stelling dat (2.15) ook voor r geldt. D 
Gevolg 2.1. Voor de excessieve funktie r geldt voor willekeurige Markovtijd 
:s_relatie (2.1). 
Bewijs. Substitueer in (2.15) .::£o = 0 en .!.i = :!_· D 
Gevolg 2.2. Voor de excessieve funktie r geldt voor elke binnenkomsttijd *) 
T dat h(i) = lE.[r(x )] een excessieve funktie is. 
- l. --'[ 
Bewijs. Daar r een niet-negatieve funktie is, volgt dat de verwachting op 
tijdstip .!. ook niet-negatief is. Zij T1(i0,i 1, ... ) := T(i 1,i2, ... ), dan is 
:s._1 de binnenkomsttijd vanaf tijdstip I. Aangezien ook .!.i + I een Markov-
tijd is en.!.:;; 4 + I, geldt 
(2.15) (2.13) 
h(i) =lE.[r(x )] 2! lE.[r(x 1)J l. --'[ l. ~I+ 
l p(i,j) lE.[r(x )] j J ~ "'l p(i,j) h(j). j 
Hiermee is relatie (2.2) aangetoond. D 
We hebben nu gezien dat voor opbrengstfunktie r die excessief is, on-
middellijk stoppen optimaal is in probleem I. De rest van deze paragraaf 
zal gaan over de generalisatie van de gevonden resultaten naar probleem II. 
Dit gedeelte kan bij eerste lezing overgeslagen worden. 
Definitie 2.3. Voor c een niet-negatieve funktie of een lading heet funktie 
r een c-~~~~~f~£~_[~~~Ef~ indien 
00 
(2. 18) r(i) 2! - l l pn(i,j) c(j) 
n=O j 
en 
Een binnenkomsttijd is het tijdstip van eerste aanwezigheid in een ver-
zameling A c E. 
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(2. 19) r(i) - l p(i,j) r(j) ~ - c(i). 
j 
Deze definitie generaliseert het begrip excessiviteit uit definitie 
2.1. Immers een excessieve funktie volgens definitie 2.1 is een O-exces-
sieve funktie, waarbij 0 de notatie is voor de funktie die identiek gelijk 
aan nul is. De relaties (2.18) resp. (2.19) zeggen dat in probleem II on-
middellijk stoppen niet minder oplevert dan nooit stoppen resp. stoppen na 
een periode indien r een c-excessieve funktie is. 
Stelling 2.3. Indien de funktie c niet-negatief of een lading is en de c-
e:x:aessieve r niet-negatief en begr>ensd of een potentiaal is, dan gel.dt voor> 
Markovtijden !a en .!_1 met !a $ .!_1 dat 
(2.20) lE.[r{x ) 
i ~1 
T -1 
-1 
l 
n=O 
c(x )] $ lE.[r{x ) -
-n ]. ~ 
.!.o-1 
l 
n=O 
c(~)J voor> alle i. 
Bewijs. Indien r een potentiaal is, volgt met (2.10) dat 
!a-I .!.1-1 .!_1-1 
lE.[r(x ) - l c(x )] -JE.[r{x ) - l c(x )] =lE.[ l (w(x) 
J. ~ n=O -n J. ~1 n=O -n i n=T -n 
-o 
Daar r een c-excessieve funktie is v-0lgt uit (2.19) dat w(i)+c(i) ~ 0. We 
zien dus weer dat het rechterlid de verwachting is van een stochastisch 
aantal niet-negatieve stochasten en daarom niet-negatief is. 
Indien r niet-negatief en begrensd is dan volgt voor 0 $ a $ 1 dat r 
een a-potentiaal is en 
(2.21) - c + aPr $ r 
Met (2.14) volgt dan 
.!.o-1 !a \ n .!.1 JE.[a r(x ) - l a c(x )] .,- JE.[a r(x ) -
i ~ n=O -n i ~1 
(2.22) 
T -1 
-1 
l 
n=O 
an c(x )] 
-n 
waarin w = r - aPr. Uit (2.21) volgt dat w (x ) + c(!.,) voor iedere n 
a a -n .. 
een niet-negatieve stochastische variabele is. Dit impliceert dat het twee-
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de gedeelte van bovenstaande gelijkheid niet-negatief is. Waaruit dan weer 
volgt dat het eerste gedeelte van (2.22) niet-negatief is. Door a naar I te 
laten gaan volgt dan de ongelijkheid (2.20). D 
Stelling 2.4. Zij r een c-excessieve funktie, .!.o en ~I Markovtijden met 
.!.o s ~1 • Ieder van de volgende voorwaarden irrrpliceert de relatie (2.20) 
i) r is een potentiaal, 
ii) c is een lading, 
iii) c ~ 0 en r ~ O. 
Bewijs. 
i) Dit is al ender stelling 2.3 bewezen. 
ii) Zij h(i) := - l:=O lj pn(i,j) c(j). Dan geldt, daar c een lading is, 
dat -oo < h(i) < +oo en h is een potentiaal; in het bijzonder geldt 
-c+Ph. = h. De funktie r is c-excessief. Met (2.18) volgt hieruit 
dat r ~ h. Zij g := r-h, dan geldt g ~ O. Verder geldt 
(2.23) 
g r-h ~ - c + Pr - (-c+Ph) P(r-h) Pg. 
Dus g is een excessieve funktie. Volgens stelling 2.2 geldt dan voor 
g dat 
lE.[g(x )] SlE[g(x )] •. 
l. -:!1 -:!a 
De funktie his een potentiaal en c-excessief. Derhalve geldt (2.20) 
voor h. Met (2.23) volgt dan dat (2.20) ook geldt voor r = g+h. 
iii) Voor c ~ 0 is de funktie ne (n een natuurlijk getal), een c-excessieve 
funktie. Daar het minimum van twee c-excessieve funkties weer c-ex-
cessief is, volgt dan dat ook rn := rAne een c-excessieve funktie is. 
De funktie rn is bovendien begrensd; volgens stelling 2.3 geldt voor 
rn de relatie (2.20). Doorn naar oneindig te laten gaan volgt met 
behulp van de monotone convergentie stelling dat (2.20) ook voor r 
geldt. D 
Met een tegenvoorbeeld kan aangetoond warden dat in conditie iii de 
voorwaarde r ~ 0 niet gemist kan warden. Indien voor de ~I uit stelling 
2.3 geldt ll\[~ 1 < 00 J = I en r is naar beneden begrensd en eventueel nega-
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tief clan blijft (2.20) geldig. Pas stelling 2.4 toe op de funktie 
r*(i) = r(i) + b voor i EE met been ondergrens voor de funktie r. Trek 
in (2.20) voor r* links en rechts weer de constante b af en vind clan re-
latie (2.20) voor r. 
Geheel analoog aan probleem I geldt, dat, als r (de opbrengstfunktie) 
c-excessief is, waarbij c de kostenfunktie voorstelt, "onmiddellijk stop-
pen" een optimale strategie is. 
Gevolg 2.3. Indien r een c-exaessieve funktie is en minstens een van de 
aondities {i,ii,iii} is vervuZd, dan geZdt voor wiZZekeurige Markovtijd ]_d.at 
(2.24) r(i) 2: lE.[r(x ) 
l. -T c(x )] 
-n 
voor aZZe i. 
Bewijs. Substitueer 2..o = 0 en 2.i =Tin (2.20). D 
Gevo lg 2. 4. Indien r een .c-exaessieve funk tie is en minstens een van de 
aondities {i,ii,iii} is vervuZd, dan geZdt voor wiZZekeurige binnenkomst-
tijd 2.. dat 
T-) 
h(i) =lEi[r(~) - -l 
n=O 
een c-exaessieve funktie is. 
c(x )] 
-n 
Bewijs. Relatie (2.18) voor h in plaats van r volgt uit (2.20) met de sub-
stituties .!.a = ]_ en 2..i = 00 De funktie h voldoet dus aan de eerste voor-
waarde voor c-excessiviteit. De verificatie van de tweede voorwaarde gaat 
analoog aan het bewijs van gevolg 2.2. D 
3. DE WAARDE VAN HET SPEL 
We hebben in paragraaf I een strategie optimaal genoemd indien de bij-
behorende stopregel een maximale opbrengst (minus kosten) opleverde voor 
iedere begintoestand. In paragraaf 4 zullen we middels een tegenvoorbeeld 
laten zien dat er niet altijd een optimale strategie bestaat. We zullen te-
vens zien dat de verzameling van verwachte opbrengsten niet in alle gevallen 
een maximum heeft. We definieren daarom de waarde van het speZ, v, als het 
supremum over de opbrengsten behorende bij stopstrategieen. 
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Definitie 3.1. De ~~4~-~~-~~!~k wordt gegeven door 
T-1 
(3. I) v(i) = sup lE.[r(x ) - -l c(x )]. 
T€T 1 --:'.!:_ n=O -n 
Het optimaal stoppen van een Markovketen kan gezien worden als een 
spel waarin "de natuur" of "het systeem dat de SW bepaalt" de tegenspeler 
is. Zo komt men tot de naam "waarde van het spel". 
Definitie 3.2. We zeggen dat funktie f kZeiner (of geZijk) is aan funktie 
g indien f(i) s g(i) voor aZZe i. In dit gevaZ noemen we g een m~~~~~! 
van f. 
We zullen in deze paragraaf aantonen dat ingeval v(i) < 00 voor alle i, 
v de kleinste c-excessieve majorant van r is. We zullen dit weer aantonen 
voor het probleem I (dus voor kostenfunktie c = O). Voor we hieraan begin-
nen zullen we een voorbeeld geven van een funktie r met v(i) = 00 voor 
alle i. 
I Voorbeeld 3.1. We beschouwen de symm.etrische "random walk" op :Z met 
r(i) = i. Dit is het niet-beperkte muntwerp-spel met als uitbetalingsfunk-
tie het aantal malen dat munt gegooid is minus het aantal malen dat kruis 
gegooid is op het moment van stoppen. Volgens [Feller] is de kans om vanuit 
toestand 0 de toestand i te bereiken gelijk aan I voor iedere i. Dit be-
tekent dat v(O) = oo, 
Voor een begrensde uitbetalingsfunktie (en c = O) geldt dat ook de 
waarde van het spel begrensd is. Tenzij anders vermeld zullen we steeds 
veronderstellen dat lv(i)I < oo voor alle i. 
Stelling 3.1. Indien f exaessief is en f is een majorant van opbrert{Jstfunk-
tie r, dan is f een majorant van v, de waarde van het speZ. 
Bewijs. Voor een willekeurige Markovtijd .!. geldt volgens gevolg 2.1 
lE.[f(x )] s f(i) voor alle i. Daar f een majorant is van r geldt ook 
1. 4 
lE.[r(x-)] s E.[f(x )]. Door deze ongelijkheden te combineren vinden we 
1. 4 1. 4 
lE.[r(x-)J s f(i)-en dus 
1. 4 
v(i) =sup E.[r(x )] s f(i). D 
HT i --:'.!:_ 
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Lemma 3.J. Indien bij iedere toestand i een Markovtijd T. gegeven is, dan 
-]. 
is de stochtistische tijd .!. die verkregen wordt door aan een reaZisering van 
de SW, zeg (i0 ,i 1, ... ), de tijd I+ Ti 1(i 1,i2 , ... ) toe te voegen, een 
Markovtijd. 
Bewijs. We moeten bewijzen dat T(w*) 
* van de SW, zeg w = (i0 ,i 1, ••• ) en w 
. ·* . ·* io=io, .•. ,in=in. 
Welnu uit 
T(W) 
volgt 
Hieruit volgt, daar i 1 
n-J 
waaruit dan volgt 
n. D 
n, indien voor twee realiseringen 
(i0 ,i 1 , ..• ), geldt T(W) = n en 
Stelling 3.2. De waarde van het speZ is een excessieve funktie. 
Bewijs. Daar ook T = 00 een Markovtijd is, volgt dat de waarde van het spel 
niet kleiner is dan de opbrengst onder .!. = oo en dus v(i) ~ 0 voor alle i. 
Uit de definitie van v als een supremum volgt dat er voor willekeurige 
E > 0 en toestand i een Markovtijd T . bestaat met 
-£,l. 
(3.2) 1Ei r(~T . ~ v(i) - E. 
-£,l. 
De indices E,i gebruiken we om aan te geven dat mogelijkerwijs bij ieder 
paar E,i een andere .!_ genomen moet warden om aan (3.2) te voldoen. In pa-
ragraaf 4 zullen we zien dat bij E > 0 er altijd een T bestaat die aan 
(3.2) voldoet voor iedere i, indien v begrensd is. 
Zij T de stochastische tijd die verkregen wordt door aan een realise-
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ring van de SW, zeg (i0,i 1, ••• ), de tijd I + TE,il (i 1,i2, ••. ) toe te voe-
gen. Volgens lemma 3.1 is T dan een Markovtijd en dus geldt 
(3.3) 
Voorts geldt 
(2,13) 
lE. r(x ) = l p(i,j) lE. r(x 
]. ~ j J ~,j 
Met (3.3) geeft dit 
~ l p(i,j) v(j) - E. 
j 
v(i) ~ l p(i,j) v(j) - E 
j 
Hiermee is aangetoond·dat v excessief is. D 
voor alle i. 
~ l p(i,j) [v(j) - E] ~ 
j 
voor willekeurige E > O. 
Gevolg 3.1. De waarde van het spel is de kleinste excessieve majorant van 
de opbrengstfunktie r. 
Bewijs. Volgens stelling 3.2 is v excessief. Daar T = 0 een Markovtijd is 
volgt dat v een majorant is van r, immers JE.[r(x )] = r(i). Volgens stel-
l. -T 
ling 3.1 is iedere excessieve majorant van r een-majorant van v. Dus is v 
de kleinste excessieve majorant van r. D 
Dat met behulp van gevolg 3.1 de waarde van het spel in sommige ge-
vallen eenvoudig gevonden kan worden, illustreren we met het volgende voor-
beeld. 
I Voorbeeld 3.2. We beschouwen de begrensde synnnetrische "random walk" op Z , 
met absorberende randen, ook wel de "dronkemanswandeling" genoemd. Hierin 
is E = {O,l, .•• ,N} en p(i,i-1) = p(i,i+I) = ~ voor I sis N-1. De toe-
standen 0 en N zijn absorberend, d.w.z. p(O,O) = p(N,N) = I. Een excessieve 
funktie is hier een concave funktie; immers, indien f excessief is, volgt 
f(i) ~ l p(i,j) f(j) 
j 
[f(i-1) + f(i+I)] voor I sis N-1. 
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De waarde van het spel is dus de kleinste concave majorant van r. Bij ge-
geven r kan hiermee v op de volgende wijze "bepaald" worden. Construeer in 
ieder punt i een staafje ter lengte van r(i) en span een touw over deze 
staafjes heen. 
Even~ls in paragraaf 2 laten de resultaten van deze paragraaf zich 
weer generaliseren tot probleem II. 
Stelling 3.3. Voor c een lading of c ~ 0 en f ~ O of f een potentiaal geldt: 
indien f c-excessief is en f is een majorant van r, dan is f een majorant 
van v. 
Stelling 3.4. De waarde van het spel is een c-excessieve funktie. 
Gevolg 3.2. De waarde van het spel is de kleinste c-excessieve majorant 
van r, indien c een lading is. Als c ~ O en v ~ O dan is v de kleinste 
niet-negatieve c-excessieve majorant van r. 
4. OVER HET BESTAAN VAN OPTIMALE STRATEGIEEN 
De verzameling van toestanden waarin direct stoppen een "maximale op-
brengst" oplevert noemen we de steunverzameling. 
Definitie 4.1. De ~!~~:E!..~~~Cf!!!.~~f~~ *), zeg r0 , wordt gegeven door 
r0 = {i: r(i) = v(i)}. 
r0 is dus de verzameling van toestanden waar de opbrengstfunktie r 
haar kleinste excessieve majorant steunt, vandaar de naam steunverzameling. 
Indien i een toestand uit r0 is, levert onmiddellijk stoppen een op-
brengst v(i). Dit betekent dat geen enkele strategie een hogere verwachting 
van de opbrengst heeft in toestand i. 
Indien i geen toestand van r0 is, dan is r(i) echt kleiner dan v(i). 
Er zijn dan strategieen die een hogere verwachting van de opbrengst hebben 
in toestand i. Dit betekent dat deze strategieen niet stoppen in i en dus 
nog minstens een periode wachten met stoppen. 
Een strategie die stoppen voorschrijft in de toestanden van r0 en 
ro wordt ook wel de stopverzameling genoemd. 
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"niet stoppen" daarbuiten lijkt dus optimaal te zijn. Dit is ook zo mits er 
een optimale strategie bestaat (zie blz.28). Dater niet altijd een opti-
male strategie toont het volgende voorbeeld. 
Voorbeeld 4.1. Zij lN de verzameling van toestanden; r(I) =I en r(i) < I 
voor i 2 I en k.im r(n) =I; I p(n,I) = p(n,ntl) = (n2-J)/n2 • Kies E en 
zij lNE zo dat r(n) 2 1-E voor n 2 NE. Zij ~ de intreetijd in de verzame-
ling f E = {I, lNE ,;JNE + I, ... }. Daar lN\f E eindig veel toestanden heeft en 
rE vanuit iedere toestand bereikbaar is, volgt 
JP.[T «"'] 
l.--€ 
Hieruit volgt 
voor alle i. 
JE.[r(x )] = 2 lP.[x =j] r(j) 2 l lP.[x =j] (1-E) 
i. ~ J0 Ef i.~ • r i.~ E JE E 
( 1-E). 
De waarde van het spel overtref t de opbrengst voor iedere ~ en is dus 
identiek gelijk aan I. De steunverzameling r0 bestaat uit het punt I. De 
kans n(n) om vanuit toestand n ooit in r0 te komen, is gelijk aan I minus 
de kans dat het systeem zonder onderbreking naar rechts verspringt, zodat 
n(n) 
00 
I - n 
k=n 
De strategie metals stoptijd de binnenkomsttijd in r0 , zeg .:!{i• heeft als 
verwachte opbrengst 
I JE.[r(x )] = .,-
l. -:!:a l. 
Deze strategie heeft een verwachte opbrengst, die kleiner is dan de waarde 
van het spel indien i > I, en is dus niet optimaal. 0 
We zullen in deze paragraaf bewijzen dat ingeval r begrensd is er 
binnenkomsttijden bestaan waarvoor de verwachte opbrengst minder dan E 
van de waarde van het spel verschilt, voor ieder startpunt. Deze strate-
gieen noemen we E-optimale strategieen. Verder zullen we in deze paragraaf 
voldoende voorwaarden geven voor het bestaan van optimale strategieen. 
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Stelling 4.1. Indien v, de waarde van het spel, een potentiaal is, dan is 
.!o· de binnenkomsttijd in ro, een optimale stoptijd. 
Bewijs. We zullen in dit bewijs gebruiken dat voor een toestand i die niet 
tot ro behoort, geldt 
(4. I) v(i) I p(i,j) v(j). 
j 
Relatie (4.1) volgt onmiddellijk uit de optimaliteitsvergelijking die we in 
de volgende paragraaf zullen afleiden. Een bewijs van (4.1) laten we hier 
dan ook achterwege. 
Indien v een potentiaal is, volgt uit lemma 2.2 dat 
(4.2) 
met 
(4.3) 
.!o-1 
v(i)-lE.[v(x )]=lE.[ I w(x)] 
i -:'.!:o i n=O -n 
w(i) v(i) - I p(i,j) v(j). 
j 
Uit (4.1) en (4.3) volgt 
.!o-1 
I w<!u) o. 
n=O 
Met (4.2) volgt dan 
(4.4) v(i) = lE.[v(x )] 
l. -:'.!:o voor iedere i. 
Daar op fQ de funkties r en V aan elkaar gelijk zijn en x E fQ volgt dat 
-:'.!:o 
r(x ) = v(x ). 
-:'.!:o -:'.!:o 
Met (4.4) geeft dit 
v(i) =lE. r(x ), 
l. -:'.!:o 
en dus is .!o een optimale stoptijd. D 
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We hebben in paragraaf 2 opgemerkt dat voor een voorbijgaande Markov-
keten met eindige toestandsruimte iedere funktie een potentiaal is. Met 
Stelling 4.1 volgt dan dat in dit geval stoppen in fQ een Optimale strate-
gie is. 
I Voorbeeld 4.2. Indien we in de begrensde symmetrische "random walk" op Z 
(zie voorbeeld 3.2) de absorberende toestanden weglaten, houden we alleen 
voorbijgaande toestanden over. De Markovketen wordt dan voorbijgaand. In 
voorbeeld 3.2 gaven we aan hoe v te bepalen is. Stoppen bij v = r is hier 
optimaal. 
Uit het bewijs van stelling 4.1 is te lezen dat (4.4) een voldoende 
voorwaarde voor het bestaan van een optimale strategie is. Relatie (4.4) is 
ook noodzakelijk. In voorbeeld 4.1 is relatie (4.4) dan ook niet vervuld. 
Een analoge relatie voor de binnenkomst in de E-steunverzameling 
r = {i: r(i) ~ v(i)-E} geldt wel als r begrensd is en hiermee kan dan het E . 
bestaan van E-optimale strategieen aangetoond worden. 
Stelling 4.2. Indien r begrensd is, geZdt voor ~' de binnekomsttijd in rE, 
dat 
(4.5) 
Dus T 
-E 
Bewijs. 
nen dat 
(4.6) 
1E. r(x ) ~ v(i) - E 
J_ 
-T 
-E 
is een E-optimaZe stoptijd. 
Het grootste gedeelte van het 
v(i) =1E.[v(x )] 
l. -T 
-E 
voor aUe i. 
bewijs zal nodig zijn om aan te to-
voor alle i. 
Laten we deze relatie voor het moment aannemen. Daar voor i E r geldt 
E 
r(i) ~ v(i)-E, volgt 
r(3r ) ~ v(.!T ) - E. 
-E -E 
en dus met (4.6) 
1Ei[r(3r )] ~ v(i) - E. 
-E 
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Hieruit volgt dan de E-optimaliteit van .:!:.s· 
Zij 
h(i) =lE.[v(x )]. 
l. ~ 
Om (4.6) aan te tonen moeten we dus bewijzen dat h = v. De funktie v is 
excessief; volgens gevolg 2.1 geldt dan h(i) ~ v(i) voor alle i. Gevolg 
2.2 zegt dat h een excessieve funktie is. Daar v de kleinste excessieve ma-
jorant van r is (gevolg 3.1), geldt h(i) ~ v(i) en dus h(i) = v(i) voor 
alle i, indien h een majorant is van r. 
Stel h is geen majorant van r. Dan is, daar r begrensd is en dus ook 
v en h begrensd zijn, 
00 > c su.p {r(i) - h(i)} > O. 
:I: 
Zij i 0 z6 dat r(i0) > h(i0) en r(i0) ~ h(i0)+c-E. Daar h+c ~ r en h+c ex-
cessief is, volgt (gevolg 3.1) dat h+c ~ v. Derhalve geldt 
waaruit volgt dat i 0 E rE en dus 
Dit is in tegenspraak met r(i0) > h(i0). D 
Voor het geval de toestandsruimte E slechts eindig veel elementen be-
vat, kan met stelling 4.2 vrij direkt worden aangetoond, dat stoppen op de 
steunverzameling optimaal is. Dit gaat als volgt. Zij 
8 = min [v(i) - r(i)J. 
itf 0 
Dan is eenvoudig in te zien dat 8 groter dan nul is. Bovendien vallen 
fE en fQ samen indien E < 8. Met Stelling 4.2 volgt nu dat voor iedere E, 
die voldoet aan 0 < E < 8, geldt 
lE. r(~T ) ~ v(i) - E 
l. ~ voor alle i. 
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Derhalve is~ een optimale stoptijd. 
Stelling 4.3. Zij de opbrengstfunktie r begrensd. Indien de kans om vanuit 
toestand i ooit in de steunverzameZing te komen geZijk aan I is, geZdt 
1E. [r(x ) J = v(i). 
1~ 
Bewijs. Kies een rij {E }00 1 met lim E O. DaarlP 1.[~n<00 ] n n= n-.oo n -u 
x 
-T 
--€ 
n 
-x 
n-.oo ~ 
met lP .-kans I. 
1 
Omdat r begrensd is, volgt hieruit dat 
(4.7) 1E 1.[r(.!S,. )] ----+-1E.[r(x )J. 
...:-e; n-.oo 1 -~ 
n 
Uit (4.5) en En + 0 volgt 
(4.8) 1E.[r(x )] ~ v(i) .. 
1~ 
n 
De relaties (4.7) en (4.8) gevenlE.[r(x )] = v(i). 0 
. 1 ~ 
I , geldt 
Ook de stellingen van deze paragraaf kunnen weer gegeneraliseerd wor-
den tot probleem II. We veronderstellen daarbij dat de kostenfunktie c 
niet-negatief is of een lading is. 
Stelling 4.4. Indien v, de wa.arde van het speZ, een potentiaaZ is, dan is 
~· de binnenkomsttijd in r0 , een optimaZe stoptijd. 
Bewijs. Volgens het tweede bewijs van stelling .5.1 geldt algemeen dat 
(4.9) v(i) - c(i) + l p(i,j) v(j) 
Uit (4.2) volgt 
~-] 
v(i) - JE.[v(x ) - l 
1 ~ n=O 
.:!-0 - I 
c(x)]=lE.[l 
-n 1 n=O 
De relaties (4.9) en (4.3) impliceren dat de som in het rechterlid gelijk 
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is aan nul. Daar r(x ) 
-.!o v(x ) volgt hieruit -.!o 
(4. I O) v(i) = JE. [r(x ) -
l_ ~ 
.!a-I 
l c(x )] 
-n 
n=O 
voor i 
Relatie (4.10) geldt per definitie voor i Ero. D 
Stelling 4.5. Indien r en v begrensd zijn, en c is een lading of c ~ 0 
en r ~ 0, dan geldt voor ~· de binnenkomsttijd in rE, dat 
(4. I I) lE. [r(x ) 
l_ -'[ 
--E 
Bewijs. Zij 
T -I 
-E 
l 
n=O 
c(x )] ~ v(i) - E 
-n 
T -I 
--E 
h(i) := lE.[v(x ) -
l_ -'[ l c(x )]. 
-n 
-E n=O 
Met gevolg 2.3 vinden we 
(4. I 2) v ~ h. 
voor alle i. 
Gevolg 2.4 impliceert dat h een c-excessieve funktie is. Met volledige in-
ductie laat zich bewijzen dat voor een natuurlijk getal N en _!N := 
:= min[T ,N] uit (4.9) volgt dat 
--E 
v(i) = lE. [v(x ) -
l_ -:'.!N 
T -I 
-N 
l 
n=O 
c (x ) ] . 
-n 
Daar v begrensd is, volgt hieruit dat 
_!N-1 
lE. [ l 
i n=O 
c(x )] 
-n 
begrensd is en, door N naar oneindig te laten gaan, dat ook h begrensd is. 
Zij a := sup {r(i) - h(i)}. Daar h en r begrensd zijn, volgt dat a eindig i. 
is. Door aan te tonen dat a > 0 tot een tegenspraak leidt, zal bewezen wor-
den dat h ~ r. Gevolg 3.2 impliceert dan dat 
Deze relatie volgt ook uit (5.14) op blz. 35. 
(4. 13) h <: v. 
Stel a > o en kies i 0 zo dat r(i0) > h(i0) en r(i0) <: h(i0)+a-e. 
Daar h+ae <: r en h+ae een c-excessieve funktie is, volgt uit gevolg 3.2 
dat h+ae <: v, en dus 
Hieruit volgt dat i 0 E rE en dus 
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Dit is in tegenspraak met r(i0) > h(i0). De relaties (4.12) en (4.13) im-
pliceren dat h = v. Daar 
r(x ) <: v(x ) - € ~ ~ 
volgt hieruit met gebruikmaking van de definitie van h de relatie (4.11). D 
!.naloog aan stelling 4.3 laat zich nu bewijzen: 
Stelling 4.6. Indien r en v begrensd zijn en c is een Za.ding of c <: O en 
<r <: 0, dan voZgt uit lE\ [.:£o<00 ] = I, dat 
lE.[r(x ) -
l. ~ 
.:!:o - I 
l 
n=O 
c(x·)] = v(i). 
-n 
In het voorafgaande werd beweerd dat stoppen op r 0 altijd optimaal is, 
als er een optimale strategie bestaat. We bewijzen nu deze stelling voor 
probleem II. 
Stelling 4.7. VerondersteZ dat Markovtijd .:E_ optimaaZ is bij starten in i 0 , 
d.w.z. 
T-1 
(4. 14) v(i0 ) =lE. [r(x) - -l c(x )]. 
iO ~ n=O -n 
Indien c een Zading is of c <: O en r <: O, dan voZdoet .:!:o• de binnenkomst-
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tijd in de steunverzameling ro, aan 
Bewijs. v is een c-excessieve funktie, v ~ r en (2.24) met v voor r geldt. 
Hieruit volgt met behulp van (4.14) 
T-1 
(4. 15) v(i0) = lE. [v(x ) - -l c(x )] . 
1 0 ~ n=O -n 
De relaties (4.14) en (4.15) geven 
lE. [v(x ) - r(x )] O. l.0 -:'.E_ -T 
Hieruit volgt 
c Daar r < v op r0 volgt, dat ..:!:. ~.!a bijna overal ten opzichte van de 
P. -kans. Met (2.20) volgt dan io 
JE. [r(x ) -io -.!a 
T -I 
-o 
l 
n=O 
lo-I 
c (-nx ) ] = 1E. [ v (x ) - l 
1 0 -:'.E_a n=O 
T-1 
~ 1E. [ v ( x ) - -l 
1 0 ~ n=O 
c(x )] 
-n 
5. OVER HET BEPALEN VAN OPTIMALE STRATEGIEEN 
In paragraaf 4 hebben we gezien dat er niet altijd een optimale stop-
regel bestaat. Indien ze echter wel bestaat, is ze gelijk aan de binnen-
komsttijd in de steunverzameling r0 • We hebben ook gezien dat de binnen-
komsttijd in de E-steunverzameling fE een E-optimale strategie oplevert. 0m 
(E-)optimale strategieen te vinden moeten we dus v, de waarde van net spel, 
bepalen. 
31 
In hoofdstuk 2 zal met gebruikmaking van stellingen omtrent de Martin-
rand een karakterisering van de klasse van alle excessieve funkties gege-
ven worden. Hieruit kan v als kleinste excessieve majorant van r bepaald 
worden. We zullen in deze paragraaf enige andere manieren aangeven om v te 
bepalen. We doen dit voor probleem II. 
We veronderstellen in deze paragraaf dat, als c geen lading is, dan is 
c ~. 0 en r ~ O. Onder deze veronderstelling is volgens gevolg 3.2 de waar-
de van het spel de kleinste c-excessieve majorant van r. 
5.1. De funktionaalvergelijking 
De waarde van het spel voldoet aan een funktionaalvergelijking, veel-
al de optimaliteitsvergelijking genoemd. Indien we een oplossing w van de 
funktionaalvergelijking kunnen vinden en we weten dat de optimaliteitsver-
gelijking een unieke oplossing heeft, dan is v = w en is daarmee het opti-
maal stopprobleem opgelost. We zullen de optimaliteitsvergelijking afleiden 
en tevens een voldoende voorwaarde voor de uniciteit van de oplossing ge-
ven. 
Stelling 5.1. De waarde van het spel, v, voldoet aan de optimaliteitsverge-
lijking 
(5. I) v(i) = max [r(i), - c(i) + L p(i,j) v(j)J 
j 
voor iedere i . 
Eerste bewijs. We definieren inductief een rij van funkties op E door 
(5.2) 
en 
(5.3) 
00 
L L pn(i,j) c(j) 
n=O j 
xn+l(i) = max [r(i), - c(i) +? p(i,j) xn(j)]. 
J 
Om het rechterlid van (5.2) gedefinieerd te doen zijn, moeten we evenals in 
paragraaf 2 aannemen dat c ~ 0 of een lading is. Het is dan mogelijk dat 
x0 de waarde -oo aanneemt. 
Met volledige inductie zullen we bewijzen dat de rij {x (i)} monotoon 
n 
niet-dalend is voor iedere i. Immers 
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00 
~ -c(i) +? p(i,j) xo(j) = - l ? pn(i,j) c(j) = xo(i). 
J n=O J 
Stel dat x (i) ~ x 1(i) voor iedere i; indien x (i) n ~ n r(i) dan geldt 
xn+l(i) = max [r(i), ..• ] ~ r(i) = xn(i); 
indien xn(i) = -c(i) + lj p(i,j) xn_ 1(j) dan geldt 
x 1(i) ~ -c(i) + l p(i,j) x (j) ~ -c(i) + l p(i,j) xn_ 1(j) ~ j n j 
= x (i). 
n 
We hebben hiermee aangetoond dat {x (i)} monotoon niet-dalend is. Uit de n 
monotonie volgt dat A.iffi xn(i) bestaat. Zij 
(5.4) x (i) = lim x·(i). 
oo n->00 n 
Uit (5.3) en (5.4) volgt 
x00(i) = max [r(i), -c(i) + l p(i,j) x00(j)]. j 
De funktie x00 voldoet dus aan de optimaliteitsvergelijking. We zullen ver-
volgens bewijzen dat x00 = v. Omdat 
x00 ~ -c(i) + l p(i,J) x00(j) en x00 ~ x0 , j 
is x00 volgens (2.18) en (2.19) een c-excessieve funktie. Bovendien is x00 
een majorant van r. Daar v de kleinste majorant van r is (gevolg 3.2) volgt 
dan dat 
(5.5) x ~ v. 
00 
De waarde van het spel, v, is c-excessief; volgens (2.18) geldt dus v ~ x0 . 
Stel v ~ x , dan volgt uit v ~ r en de c-excessiviteit dat n 
v(i) ~ max [r(i), -c(i) + l p(i,j) v(j)] ~ 
j 
~ max [r(i), -c(i) + l p(i,j) xn(j)J = xn+l(i). 
j 
Met volledige inductie volgt dan v ~ xn voor alle n. Hieruit volgt 
(5.6) lim x 
n-+00 n 
De relaties (5.5) en (5.6) tonen aan dat x00 = v. D 
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Tweede bewijs. Volgens stelling 3.4 is de waarde van het spel een c-exces-
sieve funktie. Bovendien volgt, aangezien ~ = 0 een Markovtijd is, dat 
v ~ r. Dus 
(5. 7) v(i) ~ max [r(i), -c(i) + l p(i,j) v(j)]. 
j 
Kies een willekeurige toestand i* en een E > O. Zij .:!:_ een Markovtijd met 
(5.8) c(x )] ~ v(i*) - E •. 
--n 
Daar T een Markovtijd is, geldt 
of T = 0 
of T ~ 
voor !o 
voor ~ 
In het eerste geval volgt 
(5. 9) 
In het tweede geval def inieren we 
* T is dan een Markovtijd en 
T-1 
lE.* [r(x ) - -l c(x )] 
1 
-'f n=O --n 
·* 1. , 
·* 1. • 
,*-1 
l p(i* ,j) lE.[r(x *):_ l 
j J -'f n=O 
$ -c(i*) + l p(i*,j) v(j). 
j 
Met behulp van (5.8) en omdat E willekeurig positief is, volgt 
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(5. I O) ( ·* I ('*. (') ('*) -c l. ) + l p l. ,] ) v J 2: v l. • 
j 
Dus in beide gevallen geldt 
(5. J J) max [r(i), -c(i) +I p(i,j) v(j)] 2: v(i). 
j 
De relaties (5.7) en (5.11) impliceren (5.1). D 
Definitie 5.1. Een funktie h waarvoor h(i) = l· p(i,j) h(j), wordt een J 
~!J.!!.Q~f~~~~-f~~~Ef~ genoemd. 
In het volgende hoofdstuk zal ook een karakterisering van de klasse 
van harmonische funkties gegeven worden. Het is niet moeilijk in te zien 
dat, indien c = O, iedere harmonische majorant van r een oplossing is van 
de optimaliteitsvergelijking. In veel gevallen heeft deze funktionaalverge-
lijking dus geen unieke oplossing. 
Gevolg 5. J. Als 
00 
r(i) 2: - I I pn(i,j) c(j), 
n=O j 
dan is v de kleinste oplossing van de optimaliteitsvergelijking. 
Bewijs. Laat w een oplossing van (5.J) zijn,dan geldt 
en 
00 
w(i) <: r(i) <: - I I pn(i,j) c(j) 
n=O j 
w(i) <= -c(i) +I p(i,j) w(j). 
j 
Hieruit volgt dat w een c-excessieve majorant van r is en dus volgens ge-
volg 3.2 groter dan of gelijk aan v. D 
Definitie 5.2. Zij toestand 00 met bijbeJwrende overgangswaarsahijnlijkheden 
gedefinieerd zoals onder ii) op pag 1. Een Markovketen heet ~Q~Q~Q~~~~g in-
dien het systeem startend vanuit een wiZZekeurige toestand met kans I de 
toestand 00 ooit bereikt. 
Lemma 5.1. Een Markovketen is absorberend dan en sZeehts dan aZs 
(5. 12) 0 voor iedere i . 
Bewijs. UitlP.[x =]=I - l· pn(i,j) volgt dat (5.12) equivalent is met 
l. -n J 
lim lP. [x =oo] 
n->00 l. -n voor iedere i. 
00 
De Markovketen is absorberend dan en slechts dan als lP. [ U 1 (x =) J l. n= -n 
voor iedere i. Verder geldt, daar 00 een absorberende toestand is, 
00 
lP.[ U (x =)] 
i n=I -n 
N 
limlP.[ U (x =)] 
N->00 l. n=I -n 
limlP.[x =] 
i -N N-+«> 
voor iedere i. D 
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Voor Markovketens met eindig veel toestanden vallen de begrippen voor-
bijgaand (zie definitie in paragraaf 2) en absorberend samen. In het alge-
meen geldt: Markovketen absorberend ,. Markovketen voorbijgaand. 
Een interessant voorbeeld van een absorberende Markovketen krijgen we 
indien de kosten of opbrengsten verdisconteerd worden. Een bedrag k op de 
n-de "dag" ontvangen heeft op de.0-de "dag" een economische waarde van a~ 
met 0 < a < I als verdiseonteringsfaktor. Voor het optimaal stopprobleem 
met c = 0 betekent dit dat de stoptijd ~ = n als verwachte opbrengst 
lE.[a;! r(x )] = 
l. -T 
l pn(i,j) an r(j) 
j 
heeft als het systeem start in i. We kunnen dit tot een bekend optimaal 
stopprobleem terugbrengen door een Markovketen met nieuwe overgangswaar-
schijnlijkheden te definieren door p(i,j) =a p(i,j). Deze nieuwe Markov-
keten is dan absorberend. 
Stelling 5.2. Indien c niet-negatief, r een begrensde funktie en de Markov-
keten absorberend is, geldt 
i) er is een optimaZe stoptijd, 
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ii) de optimaliteitsvergelijking heeft een unieke begrensde oplossing. 
Bewijs. 
i) Daar c niet-negatief en r begrensd is, volgt dat ook v, gedefinieerd 
in (3.1), een begrensde funktie is. Uit (5.12) volgt dan 
lim l pn(i,j) v(j) 
n-700 j 0 voor iedere i. 
Indien c = 0 dan is volgens lemma 2.1 de funktie v een potentiaal 
en volgens stelling 4.1 is 2.o• de binnenkomsttijd in de steunverzame-
ling, een optimale stoptijd. 
4 *) Indien c F 0 dan is v niet noodzakelijk een potentiaal 
len de optimaliteit van 2.o bewijzen door aan te tonen dat 
(5. 13) 
.!{)-) 
v(i) -lE.[v(x )] = -lE.[ I 
i ~ i n=O 
c(x )]. 
-n . 
Immers, hieruit volgt, daar r = v op r0 , 
JE.[r(x ) -
l. ~ 
Io-1 
l 
n=O 
c(x )] = v(i) 
-n . 
We zul-
en dus dat 2.o optimaal is. Zij .!.N = min [2.o,N]; uit (2.14) volgt dat 
voor alle 0 < a < I geldt 
T IN-I 
v(i) -lE.[a-Nv(x )j =lE.[ l 
i ~N i n=O 
n 
a w (x )], 
a -,n 
waarin wa(i) = v(i) - a lj p(i,j) v(j). Daar .!_N $ N volgt hieruit door 
de limietovergang a t I dat 
.!_N-1 
(5. 14) v(i) -lE.[v(x )] =lE.[ l w(.3n)]. 
i -.!_N i n=O 
Voor n < .!_N geldt echter dat 3n i r0 en hieruit volgt met (5.1) dat 
Lemma 2.1 kan als volgt gegeneraliseerd worden: Een c-excessieve funk-
tie f is een potentiaaZ indien c een lading is en 
lim -><x> l· pn(i,j) f(j) = 0 voor iedere i. Hieruit volgt dan dat inge-
valnc eerl lading is, de waarde van het spel weer een potentiaal is. 
en dus 
dus geldt 
(5 .15) v(i) - lE.[v(x )] 
i ~N 
Verder geldt 
T -I 
-N 
-lE.[ l 
1 n=O 
c(x )]. 
-n 
I lEl.. v(~T ) - ml.. v(x ) I ,, ]p. [~fl>N] (sup v(i) - inf v(i)) • 
...:..0 ~N l.-v i i 
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Daar de Markovketen absorberend is volgt dat lim Pi[2.o>N] 
N->= 
0, en dus 
(5.16) limlE. v(x ) =lE. v(x ) 
N->= i ~N i ~ 
T -} T -I 
Uit c ~ 0 volgt dat l:~o c(~) monotoon niet-dalend naar l:~o c(~) 
convergeert. Met de monotone convergentie stelling volgt hieruit dat 
(5. 17) 
T -I 
-N 
lim -lE.[ l 
N->= i n=O 
c(x )] 
-n 
2.o-1 
- lE.[ l 
i n=O 
c (x ) ] • 
-n 
De relaties (5.15), (5.16) en (5.17) tezamen impliceren (5.13). 
ii) Veronderstel dat naast v ook de funktie w een oplossing is van de op-
timali tei tsvergelijking. We zullen bewijzen dat 
(5. 18) v(i) - w(i) ,,; l p(i,j) lv(j) - w(j) I • 
j 
Indien toestand i een element van de steunverzameling r0 is, 
geldt v(i) = r(i). Daar w(i) ~ r(i),volgt dan v(i) - w(i),,; O, zodat 
zeker (5.18) geldt. 
Indien toestand i geen element van r0 is, geldt 
v(i) -c(i) + l p(i,j) v(j). 
j 
Verder is 
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w(i) ~ -c(i) + l p(i,j) w(j). 
j 
Hieruit volgt 
v(i) - w(i) $ l p(i,j) {v(j) - w(j)} , 
j 
zodat zeker (S.18) geldt. 
Analoog aan (S.18), maar dan met r* 
laat zich bewijzen dat 
{i: w(i)=r(i)} i.p.v. ro, 
w(i) - v(i) $ l p(i,j) lv(j) - w(j) I. 
j 
Hieruit volgt 
(S. 19) lv(i) - w(i) I $ l p(i,j) lv(j) - w(j) I. 
j 
Door (S. 19) herhaald toe te passen vinden we dat voor iedere n E lN 
geldt 
(S.20) lv(i) - w(i) I $ l pn(i,j) lv(j) - w(j) I. 
j 
Daar de Markovketen absorberend en Iv - wl begrensd is, volgt dat 
lim l pn(i,j) lv(j) - w(j) I 0 n->00 • 
J 
Met (S.20) volgt hieruit dat v = w. 0 
5.2. Stabiele problemen 
In veel gevallen is het oplossen van de funktionaalvergelijking erg 
moeilijk. Om E-optimale strategieen te bepalen is het voldoende om v dicht 
genoeg te benaderen in plaats van te bepalen. Met het bepalen van benade-
ringen van v zullen we ons in deze paragraaf bezig houden. 
Notatie S. I. De waarde van het spel onder de voorwaarde dat het spel niet 
langer dan n+I perioden gespeeld mag warden, duiden we aan met v • Zij T 
n n 
de collectie van Markovtijden .:!:_met.:!:_$ n, dan geldt 
(5.21) 
Definitie 5.3. Een optimaal stopprobleem heet ~~ei£k indien 
(5.22) lim v (i) = v(i) n.:;«i n voor iedere 
*) i, 
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Voor stabiele problemen kunnen we benaderingen van v vinden door v 's 
n 
te berekenen. We zullen zien dat de funktie v 1 op eenvoudige wijze uit n+ 
vn te bepalen is. Dit betekent dat voor eindige toestandsruimten met ge-
bruikmaking van rekentuig de bepaling van v , mits n niet te groot is, 
n 
meestal zeer goed mogelijk is. Indien voor zeker getal a > 0 geldt dat 
(5.23) voor iedere i, 
en zijn verder.r en V· begrensd, dan zal de binnenkomsttijd in verzameling 
r* met 
r* = {i: r(i) ~ v (i)-E} 
n 
een (a+E)-optimale stoptijd zijn (stelling 4.5). Voor niet te grote a zul-
len we in de meeste praktische gevallen een aanvaardbare oplossing van het 
probleem gevonden hebben. 
Om te weten dat voor bepaalde n en a relatie (5.23) vervuld is moeten 
we niet alleen een stabiel probleem hebben, maar moeten we ook de snelheid 
van convergentie in relatie (5.22) kennen. We zullen een stelling hierover 
afleiden. Verder zullen we middels een voorbeeld laten zien dat niet alle 
optimaal stopproblemen stabiel zijn en voorts een voldoende voorwaarde ge-
ven voor stabiliteit. 
We hebben v gedefinieerd als de maximaal te verkrijgen opbrengst on-
n 
der de voorwaarde dat er v66r tijdstip n+l gestopt moet worden. Dit is een 
n-staps beslissingsprobleem, n.l. op de tijdstippen 0,1, ••• ,n-1 moet er een 
beslissing genomen worden omtrent al dan niet stoppen. Het optimaliteits-
principe van Bellman zegt dat een optimale strategie over (n+I) perioden 
zo is dat de beslissingen op het (k+l)-de t/m n-de tijdstip een optimale 
*) In de referenties komen verschillende definities van stabiliteit voor. 
Definitie 5.3 is de zwakste versie van stabiliteit. 
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strategie opleveren voor de laatste (n-k) perioden. Dit impliceert dat de 
maximale opbrengst over een eindig aantal perioden gevonden wordt middels 
het principe van de dynamische programmering. Dat wil zeggen dat een op-
lossing voor het (n+l)-staps beslissingsprobleem gevonden wordt door met 
(5.25) v 1 uit v te bepalen en op de O-de "dag" te stoppen al naar ge-n+ n 
lang vn+l ~ r is en op de overige tijdstippen te beslissen volgens de n-
staps optimale strategie. We zullen dit bewijzen. 
Stelling 5.3. Voor de rij {v } van ve:rwachte opbrengsten, die gedefinieerd 
n 
is in (5.21) geZden de voZgende reZaties: 
(5.24) 
(5.25) v 1(i) = max [r(i), -c(i) + l p(i,j) v (j)]. n+ . n 
J 
Zij .!n de strategie die ·stoppen voorschrijft in toestand i op het k-de tijd-
stip indien niet reeds eerder gestopt is en 
(5.26) r(i) 
um geZdt voor .!n en v n dat 
T -I 
-n 
(5.27) 1Ei[r(!Sr ) - l c(~)] = vn(i). 
-n k=O 
Bewijs. Daar v0 = r,volgt dat ~ ~ n. Het bewijs van de geldigheid van 
(5.25) en (5.27) geven we met volledige inductie. Stel dat (5.25) en (5.27) 
bewezen zijn voor alle natuurlijke getallen ~ n. Zij 
(5.28) w(i) = max [r(i), -c(i) + l p(i,j) v (j)]. 
. n 
J 
Voor de inductiestap moeten we nu aantonen dat w vn+l en dat (5.27) geldt. 
Zij de strategie i. gedefinieerd door 
:= { 0 
anders. 
We zullen aantonen dat 
(5.29) 
1'-1 
lE.[r(x-) --L: 
i --r n=O 
c(x )] 
-n 
w(i). 
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Met (5.28) volgt dat r(i) $ w(i) en dus geldt r(i) 
Indien voor i geldt r(i) = w(i) dan volgt 
w(i) of r(i) < w(i). 
0 metJP.-kans I. 
l. 
Hieruit volgt dat het linkerlid van (5.29) gelijk is aan r(i). Dus in dit 
geval geldt (5.29). 
Indien voor i geldt r(i) < w(i) dan volgt met (5.28) dat 
w(i) -c(i) + l p(i,j) v (j). 
. n 
J 
-c(i) + 
T -I 
-n l p ( i, j) lE . [ r ( x ) - l c (~) ] 
j J ~ k=O 
-c(i) + l p(i,j) v (j), 
. n 
J 
waarbij de laatste gelijkheid volgt uit de inductie-aanname voor (5.27). 
Dus ook voor deze waarden van i·geldt (5.29) 
Daar T $ l+T $ l+n, volgt uit de definitie van v als de maximale 
-n n+I 
opbrengst over (n+I) perioden dat w $ vn+I. Indien we nog aantonen dat 
(5.30) vn+I $ w, 
dan hebben we de inductiestap bewezen; immers, dan volgt dat vn+l = w en 
hieruit T = T 1 en met (5.29) dan ook relatie (5.27) voor (n+l). We zullen 
- -n+ 
(5.30) aantonen door voor een willekeurige Markovtijd ..!_ $ n+I te bewijzen 
dat 
(5.31) lE.[r(x ) 
l. -'[ 
T-1 
-l c(~)J $ w(i) 
k=O 
voor iedere i. 
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Daar .!. een Markovtijd is, geldt voor willekeurige toestand i 
of T = O voor alle realiseringen met ~ i, 
of T > 0 voor alle realiseringen met ~ i. 
Indien T = O voor ~ = i dan is het linkerlid van (5.31) gelijk aan 
r(i) en geldt (5.31) dus zeker, daar w(i) ~ r(i). 
Indien .!. > O voor ~ = i dan volgt, als we ons tot de realiseringen 
met ~ = i beperken, 
een Markovtijd en T* 
* (. . ) * . da t voor T ( i 0 , i 1 , •.• ) : = T i, i 0 , • .. - 1 geld t, .!. is 
s n. Hieruit volgt 
T*-1 
-c(i) + l p(i,j) lE.[r(x *)-- l c(~)] S 
j J --:!_ k=O 
s -c(i) + l p(i,j) vn(j) s w(i). 
j 
De voorlaatste ongelijkheid volgt uit de definitie van vn en de laatste 
ongelijkheid uit (5.28). 0 
We merken op dat de recursieve relaties (5.3) en (5.25) dezelfde zijn. 
Dit impliceert dat, als 
(5.32) 
00 
r(i) ~ - l l pn(i,j) c(j) 
n=O j 
het probleem volgens stelling 5.1 stabiel is. Innners, dan geldt vn xn+l 
en dus 
lim v lim x = v • 
~ n n->00 n 
We hebben dus de volgende stelling bewezen. 
Stelling 5.4. Ongelijkheid (5.32) is een voldoende voorwaax>de voor stabi-
liteit. 
Dat niet ieder optimaal stopprobleem stabiel is toont het volgende 
1 Voorbeeld 5.1. Beschouw de symmetrische "random walk" op Z met kostenfunk-
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tie identiek gelijk aan nul en opbrengstfunktie r(i) = i. Dit is het niet-
beperkte muntwerp-spel met als uitbetalingsfunktie het aantal malen dat 
munt gegooid is minus het aantal malen dat kruis gegooid is op het moment 
van stoppen. We zagen in paragraaf 3 dat v = 00 • De funktie r is harmonisch 
en dit impliceert dat v = r voor alle n. :Oerhalve is de limiet van v voor n · n 
n + 00 ongelijk aan v en het probleem is dus ook niet stabiel. Uit vn(O) = 0 
voor.iedere n volgt dat voor iedere stoptijd .!. geldt, dat voor iedere n 
met .!.n min [.:E_,n]. 
Uit de symmetrie om nul van dit probleem is duidelijk dat ook geldt 
en dus geldt voor iedere stoptijd .!. die met kans I begrensd is dat de ver-
wachting van de opbrerigst gelijk aan nul is. Voor begrensde stoptijden is 
het muntwerp-spel dus een eerlijk spel. 
In paragraaf 4 hebben we een voorbeeld gezien van een optimaal stop-
probleem waarvoor stoppen in de steunverzameling niet optimaal was. Daar 
voor dit voorbeeld geldt dat c = 0 en r ~ 0, is volgens stelling S.4 het 
probleem stabiel. We zien hieruit dat stabiliteit niet het bestaan van een 
optimale stoptijd behoeft te impliceren. 
In de volgende stelling veronderstellen we dat r begrensd is en 
inf c(i) > O; het probleem is. dan stabiel. We kunnen echter in dit geval 
iEE 
iets zeggen omtrent de snelheid waarmee vn naar v convergeert. We geven in 
deel ii van de hierna volgende stelling een af schatting voor v-vn die we 
met behulp van het resultaat van deel iii kunnen verscherpen tot de uit-
spraak onder iv. Deel iii is een generalisatie van het bekende feit dat 
in de "sequential probability ratio test" het verwachte aantal waarnemin-
gen exponentieel begrensd is. 
Stelling S.S. Zij r begrensd, 
(S.33) co inf c(i) > 0 
i 
en 
(S.34) ro sup r(i) < oo , 
i 
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dan geZdt 
i) 
ii) 
iii) 
iv) 
er besta.at een optimaZe strategie; 
. . {r0-r(i)}{r0-c0} 
v(1)-v (1) s ( +l) n n c0 
de stoptijd behorende bij de steunverzameZing is exponentieeZ 
begrensd; 
v gaat exponentieeZ sneZ naar v. n 
Bewijs. Zij .!. een Markovtijd waarvoor geldt 
(5.35) 
T-1 
r(i) SlE.[r(x) - -l c(x )]. 
1 ~ n=O -n 
Hieruit volgt dat voor .!_ geldt 
-r-1 
(5.36) 1E.[-l c(x )] S 1E.[r(x )] - r(i). 
1 n=O -n 1 -'r 
Daar c(i) ~ c0 voor alle i, volgt 
T-1 T-1 
1E.[-l c(x )] ~ 1E.[-l co] 
1 n=O -n 1 n=O 
c 0 1E. [T], 1-
We substitueren dit in (5.36) en gebruiken dat 1E.[r(x )] s r 0 . Dan volgt 1 -'[ 
(5.37) 
ro - r(i) 
1E.[T] $ ----
1 -
We zullen met een bewijs uit het ongerijmde aantonen dat ook voor ~· de 
Stoptijd behorende bij de E-steunverzameling rE = {i: r(i) ~ v(i)-E}, re-
latie (5.35) geldt. Stel dat (5.35) niet geldt voor i 0 , dan volgt dat 
De laatste ongelijkheid volgt uit (4.11) (uit het gegeven volgt dat ook v 
begrensd is). Hieruit volgt dat i 0 € r en dus moet er volgens T in i e: 
-e: 0 
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gestopt worden. Dit betekent dat de opbrengst voor i 0 als startpunt gelijk 
is aan r(i0). Dit is in tegenspraak met de aanname. 
Omdat (5.35) voor iedere T met E > 0 geldt, volgt dat (5.37) voor 
-£ 
iedere ~ vervuld is. Met 
<0 (w) = lim T (w) 
£.j.Q E 
voor alle w, 
volgt hieruit dat ook de verwachting van !o eindig is. Dit impliceert dat 
!o eindig is met kans J. Volgens stelling 4.6 geldt dan dat !o optimaal is. 
Daar v ~ r en de verwachte opbrengst van !o gelijk aan v is, wordt dus ook 
voor !o aan (5.35) voldaan. 
Zij .:En= min [!o,n]. v is de verwachte opbrengst van !o en vn is niet 
kleiner dan de verwachte opbrengst van T , dus v-v is kleiner dan of ge-
--n n 
lijk aan de verwachte opbrengst van !o minus de verwachte opbrengst van 
.:En· Met (5.33) en (5.34) volgt dan 
(5.38) 
Volgens [Feller] geldt 
co 
(5.39) lE.[T] = l lP.[T>n]. 
1 
- n=O 1 -
OmdatlP.[T>n] monotoon niet-stijgend is, volgt dan uit (5.37) en (5.39) dat ].-
(5.40) 
r 0 - r(i) lP. [ T>n] s __,.--.--
i. - (n+l)c0 
Door dit te substitueren in (S.38) vinden we 
Hiermee is deel ii bewezen. 
Kies Nena (a<I) z6 dat 
(5.41) 
r 0 - r(i) 
...,..;.......-,--s a (N+I) c0 voor alle i. 
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Zij verder P de Markovmatrix op r~ E\r0 die we verkrijgen door P te be-
e perken tot r0 • Dus 
p(i,j) 
-
p(i,j) c Voor i,j E r0 . 
De Markovmatrix P beschrijf t de beweging van het systeem zolang het systeem 
zich in r~ bevindt. Indien ~ > n, moet het systeem zich tot en met tijd-
c 
stip n in ro bevinden en dus geldt 
IP.[Tn>n] = l pn(i,j). 
1 -v . 
J 
Uit (S.40) en (S.41) volgt dan 
\' -N(. ") l p 1,J 
j 
s a 
Hieruit volgt voor n > N 
l pn-N(i,k) pN(k,j) 
j,k 
voor alle i. 
s al pn-N(i,k). 
k 
Door deze relatie m maal toe te passen, indien n = mN+r met 0 s r < N, 
vinden we dat 
en dus algemeen 
(S.42) 
m s a , 
• d . *) voor 1e ere 1. 
Volgens deze relatie is~ exponentieel begrensd. Door (S.42) in (S.38) te 
substitueren vinden we 
vn gaat dus exponentieel snel naar v. O 
[x] betekent het grootste gehele getal s x. 
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Uit het bewijs van de voorgaande stelling is te zien dat niet alleen 
de stoptijd behorende bij r0 exponentieel begrensd is, maar ook iedere an-
dere binnenkomsttijd die voldoet aan (5.35). 
In [Breiman] wordt een stoptijd .:i:_ stabiel genoemd indien de verwachte 
opbrengst behorende bij T = min [T,n] naar de verwachte opbrengst van .:i:_ 
-n -
convergeert voor n + oo. Uit (5.37) volgt dat .:i:_ stabiel is, zodat iedere T 
die aan (5.35) voldoet stabiel is in de zin van Breiman. 
5.3. "Entrance-fee" problemen 
"Entrance-fee" problemen zijn optimaal stopproblemen waarvoor de op-
brengstfunktie r identiek gelijk aan nul is. Deze problemen zijn dan pas 
interessant indien de kostenfunktie c zowel positieve als negatieve waar-
den aanneemt. Immers, indien c ~ 0 dan is "onmiddellijk stoppen" optimaal, 
en indien c :S 0 dan is "nooit stoppen" optimaal. 
Toestanden waarvoor de kostenfunktie negatief is noemt men gunstig, 
omdat een volgend deelspel negatieve kosten (negatieve "entrance-fee") 
heeft en dus gunstig is om te doen. Na dit deelspel kan altijd nog tot 
stoppen besloten warden. Dus zolang we in de gunstige toestanden zijn kun-
nen we de opbrengst vergroten door verder te spelen. Indien we in de niet-
gunstige toestanden terecht komen, kan doorspelen ook gunstig zijn (bijv. 
als het systeem met grote kans weer in de gunstige toestanden zal terugke-
ren). Indien het echter onmogelijk is om vanuit de niet-gunstige toestan-
den in de gunstige te komen, moet een optimale strategie "onmiddellijk stop-
pen" voorschrijven als het systeem in de niet-gunstige toestanden terecht 
komt. Dus de optimale stopverzameling is de verzameling van niet-gunstige 
toestanden. Hiermee is de volgende stelling aangetoond. 
Stelling 5.6. Zij r = Oen S = {i: c(i) ~ O}; indien p(i,j) = 0 voor i E S 
en j i S dan geZdt dat de stoptijd met stopverzameZing S optimaaZ is. 
In paragraaf I hebben we probleem I ingevoerd als optimaal stoppro-
bleem; hiervoor geldt dat c = O. We zouden dit een zuiver optimaal stoppro-
bleem kunnen noemen. Zojuist voerden we de "entrance-fee" problemen in, 
waarvoor r = 0. Het in paragraaf I ingevoerde probleem II is een combinatie 
van deze problemen. We zullen optimaal stopproblemen van het type van pro-
bleem II gemengde problemen noemen. 
In veel gevallen kan een "entrance-fee" probleem omgezet warden in een 
zuiver probleem en, omgekeerd, een zuiver prohleem in een "entrance-fee" 
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probleem. 
Stelling 5.7. 
i) Een "entrance-fee" probZ.eem met kostenfunktie c kan in een zuiver 
probZ.eem.wo'l'den omgezet indien c een lading is. 
ii) Een zuiver probZ.eem met opbrengstfunktie r kan in een "ent'l'anae-
fee" probZ.eem worden omgezet indien r een potentiaaZ. is. 
iii) Een gemengd probZ.eem kan in een zuiver probZ.eem worden omgezet in-
dien kostenfunktie c een lading is. Een gemengd probZ.eem kan in 
een "entrance-fee" probZ.eem worden omgezet indien opbrengstfunktie 
r een potentiaaZ. is. 
Bewijs .• 
i) Zij 
00 
r(i) l l·Pn(i,j) c(j) 
n=O j 
Daar c een lading is, is r wel gedefinieerd en r is een potentiaal. 
Volgens lenma 2.2 geldt voor .!. een willekeurige Markovtijd dat 
oo T-1 
(5.43) lE. r(x ) = lE.[ l c(x. )] = r(i) - lE. C" c(~_)J. 
l. -'l" l. . -k l. l -"" 
- k=!_ k=O 
Hieruit volgt dat een T die de kosten 
de opbrengst 
lE.[r(x )] 
l. -'l" 
"minimaliseert" , 
zal "maximaliseren", 
en omgekeerd. Een optimale stoptijd .!. voor het "entrance-fee" probleem 
zal 
T-1 
lE.CI - c<x. >J 
1 k=O -k 
maximaal maken 
en dus ook 
m.[r(x )] 
l. -'[" maximaal maken. 
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Hieruit volgt dan dat ,:!:. ook een optimale stoptijd is voor het zuivere 
probleem met opbrengstfunktie r. 
Geheel analoog volgt dat, als .:!:. optimaal is t.o.v. het zuivere 
probleem, T dan ook optimaal is t.o.v. het "entrance-fee" probleem. 
ii) Zij 
c(i) r(i) - l p(i,j) r(j). 
j 
r is een potentiaal, dus c is een lading en r is de bijbehorende po-
tentiaal. Hieruit volgt dat (5.43) weer geldig is. We voeren hier na-
tuurlijk het "entrance-fee" probleem met kostenfunktie c in. De verde-
re argumentatie verloopt als onder i. 
iii) Het bewijs van iii volgt uit dat van i en ii. D 
Een gevolg van deze stelling is dat voor eindige toestandsruimte E en 
voorbijgaande Markovketen ieder probleem in ieder antler kan worden omgezet. 
Immers, we stelden in (2.9) dat '!voorbijgaand" equivalent is met 
00 
l pn(i,j) < oo 
n=O 
voor alle i en j. 
Met E eindig impliceert dit dat iedere funktie zowel een potentiaal als 
een lading is. 
In de volgende stelling zullen we stelling 5.6 generaliseren voor het 
gemengde probleem. In die gevallen waarin het probleem in een "entrance-
fee" probleem kan worden omgezet, volgt deze stelling dus uit stelling 5.6. 
Stelling 5.8. Veronderstel dat het optimaal stopprobleem met kostenfunktie 
c en opbrengstfunktie r sta.biel is en dat er een optimale stoptijd besta.at. 
Zij 
S = {i: c(i) - [ l p(i,j) r(j) - r(i)] ~ O}; 
j 
indien p ( i, j) = 0, voor i i:: S en j i S, dan is de stoptijd met stopverzame-
Zing S optimaal. 
so 
Bewijs. We zullen bewijzen dat 
(5.44) r(i) voor i E S en alle n ~ O. 
Voor n = 0 geldt v0 = r en dus is (S.44) zeker vervuld. Neem aan dat (S.44) 
geldt voor (n-1). Dan is voor i E S 
vn(i) = max [r(i), -c(i) + l p(i,j) v 1(j)] = j n-
= max [r(i), -c(i) + l p(i,j) vn_ 1(j)J jES 
= max [r(i), -c(i) + l p(i,j) r(j)J 
jES 
r(i) (volgens de definitie van S) • 
Via volledige inductie volgt dan (S.44). Uit de stabiliteit volgt dan ook 
v(i) voor i E S. 
Hieruit volgt dat S in de steunverzameling r0 ligt. Voor i t S geldt 
dus 
c(i) - cI p(i,j) r(j) - r(i)J < o, 
j 
-c(i) + l p(i,j) r(j) > r(i). 
j 
Dit betekent dat, als i de begintoestand is, stoppen na een periode (dit is 
het linkerlid van bovenstaande ongelijkheid) meer opbrengt dan onmiddellijk 
stoppen. Daar r0 de verzameling is waar onmiddellijk stoppen de "maximale" 
opbrengst oplevert, volgt dan dat i i r0 • Hiermee is aangetoond dat Sen 
r0 samenvallen. Daar gegeven is dat stoppen in r0 optimaal is, is dus ook 
stoppen in S optimaal. D 
Uit de definitie van S is duidelijk dat S precies uit die toestan.den 
bestaat waarvoor onmiddellijk stoppen beter is dan stoppen na een periode. 
Dat stelling 5.8 tot interessante toepassingen kan leiden, toont het vol-
gende voorbeeld. 
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Voorbeeld 5.2. Verkoopprobleem 
Iemand wenst zijn huis te verkopen en krijgt iedere dag een bod op het 
huis. We veronderstellen dat de geboden bedragen onderling onafhankelijk 
zijn en dezelfde kansverdeling hebben. Zij de kans op een geboden bedrag 
ter grootte van j gelijk aan p. voor j = J, •.• ,N. We nemen aan dat een bod 
J 
op het huis, dat niet onmiddellijk geaccepteerd wordt, niet verloren gaat 
maar op een later tijdstip nog geaccepteerd kan worden. Verder zijn er voor 
iedere dag dat het huis nog niet verkocht is, onderhoudskosten ter grootte 
van een constant bedrag c. Voor de toestand op zeker tijdstip gebruiken we 
het tot dan toe grootste geboden bedrag. Hieruit volgt 
p(i,j) 
0 als j < i, 
i 
2 Pk als j 
k=O 
i' 
p. als j > i. 
J 
De verzameling S uit stelling 5.8 wordt (met i-i \i p lk=O k 
i N 
s {i: c - [i 2 Pk·+ 2 jp. - i] ~ O} 
k=O j=i+I J 
N 
{i: c ~ 2 (j-i) p.}. j=i+J J 
Daar 2~=i+J (j-i)pj monotoon niet-stijgend is in i vinden we 
S {i* ,i* +I, ..• ,N} 
met 
i* = min [i: c ~ N 2 j=i+I (j-i)p. J. J 
Daar p(i,j) = 0 als j < i, volgt p(i,j) = 0 voor i E S en j i S. Volgens 
Stelling 5.4 is het probleem stabiel. Volgens stelling 5.5 is er een opti-
male strategie. Volgens stelling 5.8 is dan stoppen in S optimaal. 
"Optimaal verkopen" betekent dus het eerste bod, dat groter dan of gelijk 
·* . aan i is, accepteren. 
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5.4. Oplossen door lineaire progra.nnnering 
Uit praktisch oogpunt waarschijnlijk de meest interessante oplossings-
techniek is om van het bepalen van v een lineaire programmeringsprobleem te 
maken. 
Stelling 5.9. De waarde van het speZ, v, is de optimaZe opZossing van het 
Zineair programmeringsprobZeem: 
minimaZiseer l x(j) onder de bijvoorwaarden 
j 
en 
waarin 
l {o(i,j) - p(i,j)} x(j) ~ -c(i) 
j 
x(i) ~ m(i), 
00 
m(i) = max [r(i), - l l pn(i,j) c(j)]. 
n=O j 
Bewijs. De optimale oplossing van het lineaire progrannneringsprobleem is 
de kleinste c-excessieve majorant van r en volgens gevolg 3.2 dus gelijk 
aan v. D 
o(i,j) 0 als i f j en o(i,j) I als i j. 
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HOOFDSTUK 2 
DE MARTINRAND 
R. POTHARST 
I. DE GREENSE FUNKTIE, POTENTIALEN EN HARMONISCHE FUNKTIES 
In hoofdstuk I hebben we gezien dat de klasse van de excessieve funk-
ties bij een Markovketen een belangrijke rol speelt bij het optimaal stop-
pen van die keten. Deze klasse zullen we in dit hoofdstuk onderwerpen aan 
een nader onderzoek, dat zal leiden tot enkele karakteriseringen van de ex-
cessieve funkties. Tijdens dat onderzoek zullen we stuiten op de Martin-
rand van onze keten, een belangrijk begrip dat ook in andere delen van de 
theorie der Markovketens te voorschijn komt. 
In dit hoofdstuk zullen we steeds uitgaan van een stationaire Markov-
keten {x 
-u. 
lijkheden 
*) • 
n€IN0} met aftelbare toestandsruimte E en overgangswaarschijn-
{p(i,j) : i,jE:E}, met voor elke i e: E 
l p(i,j) ~ I. 
je:E 
We eisen verder dat alle toestanden doorgangstoestanden zijn, d.w.z. als 
voor i e: E 
[I. I] q (i) := Il'. [x =i voor een n€IN] 
1 -u. 
de kans op terugkeer naar i voorstelt, dan luidt onze eis dat voor alle 
i E E geldt 
[I. 2] q(i) < ). 
In het vervolg zullen we vrijelijk gebruik maken van de volgende no-
taties: voor n e: JN0 , i,j E E, is 
{0,1,2, ..• }, ~ {1,2, ..• }. 
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p(n)(i,j) :=IP.[x =j] 
l. -n 
de kans om, uitgaande van i in n stappen in j te komen. In het bijzonder is 
p(l)(i,j) = p(i,j) en p(O)(i,j) = o(i,j), waarbij o Kronecker's delta-funk-
tie is (zie voetnoot op blz. 51 ). Evenzo is 
1T(n)(i,j) :=IP.[x =j en JS.~j voor alle k met Ji;k<n] 
l. -n ~ 
de kans om, uitgaande van i in n stappen voor het eerst in j te komen. Weer 
geldt 1T(l)(i,j) = p(i,j) en 1T(O)(i,j) = o(i,j). Verder definieren we nog 
en 
TI(i,j) :=IP.[x =j voor een n€IN0J l. -n 
1T* ( i, j ) : = IP. [ x = j voor een n€IN] , 
i n 
beide voorstellende de kans om, uitgaande van i, ooit in j te komen (al-
leen met twee verschillende betekenissen van "ooit"). Merk op dat voor 
i ~ j geldt 1T(i,j) = 1T*(i,j), doch dat 1T(i,i) =I, terwijl 1T*(i,i) = 
q(i) <I. Tenslotte zullen we nodig hebben 
00 
g(i,j) :=lEi[ l X{x ='}J 
n=O -n J 
ofwel het verwachte aantal bezoeken aan j, uitgaande van i. De funktie 
g(.,.) op E x E heet de Greense funktie van de Markovketen. 
De zojuist ingevoerde funkties kunnen als"volgt uitgedrukt worden in 
de overgangswaarschijnlijkheden van de Markovketen: voor n ElNO is 
[I. 3] P(n+l)(i',J') = ~ (' k) (n)(k ') l p i, p ,] ' 
kEE 
zodat p(n) achtereenvolgens voor n = 2,3, .. , berekend kan worden; evenzo 
kan 1T(n) berekend worden, als we bedenken dat voor n E lN geldt 
[I. 4] 
n 
l (k)(. ') (n-k)(. ') 1T l.,J p ],] 
k=I 
terwijl 1T* en g gevonden kunnen worden door 
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00 
[I. 5] t (n) (. . ) l TI l.,] 
n=I 
en 
00 
[I. 6] g ( i, j) t ( n) (. . ) l p l.,J • 
n=O 
Al deze formules kunnen worden verkregen door eenvoudige kansinterpretatie 
(cf. [Feller I, pp. 383,388]). Uit het feit dat alle toestanden doorgangs-
toestanden zijn, volgt (cf. [Feller I, p. 389]) 
g(i,j) < 00 voor alle i,j E E. 
Uit overwegingen van leesbaarheid zullen we nog enkele operatoren in-
voeren. Hier zullen we slechts operatoren A beschouwen die aan een funktie 
f: E +:iR:+ (=[0,00 ]} een funktie Af: E +:iR:+ toevoegen. Zo is de identieke 
operator I gedefinieerd door If := f, terwijl de operator P aan een niet-
negatieve funktie f de funktie Pf toevoegt met 
Pf(i) := l p(i,j) f(j). 
jEE 
Stellen we PO := I, dan kunnen we de rij operatoren {Pn} als volgt defi-
nieren: 
voor n E JN0 , 
dus Pn is het n maal achtereen toepassen van P. Uit [ 1.3] volgt, dat Pn 
ook rechtstreeks gedefinieerd had kunnen worden door 
Pnf(i) = l p(n)(i,j) f(j) 
jEE 
Vervolgens definieren we de operator G als 
00 
Gf := f + Pf + P2f + ••• = l Pnf, 
n=O 
zodat uit [1.6] volgt 
Gf(i) l g(i,j) f(j). 
jEE 
voor n E JN0 • 
56 
Merk op, dat de beschouwde soIIUllen eindig dan wel oneindig mogen zijn. Met 
de toegepaste verwisselingen van soIIUllaties hebben we geen moeilijkheden om-
dat alle beschouwde grootheden niet-negatief zijn (stelling van Fubini). 
Na deze inleidende opmerkingen kunnen we beginnen aan het onderzoek 
van de klasse der excessieve funkties. Zoals bekend, heet een funktie 
f: E +lR.+ (=[0, 00 )) excessief als Pf s f. Belangrijke voorbeelden van exces-
sieve funkties zijn potentialen en harmonische funkties, die als volgt ge-
definieerd worden: 
Een funktie h: E + lR.+ heet ha:rmonisch *) .a1s Ph = b. 
+ . ~ *) Een funk tie f: E + lR. heet een potent1.-aal- als er een funk tie 
$: E + +JR. bestaat met f = G$. 
+ Is f een potentiaal, dan bestaat er precies een funktie ~: E +lR. met 
f = G~. Immers, als f = ~' dan volgt met Fubini Pf = P(G~) = 
G~-~ = f-~, of~ = f-Pf, zodat ~ eenduidig bepaald is. Deze ~ heet de 
lading behorende bij f. 
Daar "=" sterker is dan "s", is elke harmonische funktie excessief. 
Ook potentialen zijn excessief; immers, is f = G~ een potentiaal dan is 
Pf = f-~ s f. 
Vanzelfsprekend is de som van twee excessieve funkties weer excessief; 
in het bijzonder is dus de som van een potentiaal en een harmonische funk-
tie excessief. Het zal nu echter blijken, dat ook omgekeerd elke excessieve 
funktie de som is van een potentiaal en een harmonische funktie. Dit leidt 
tot de eerste representatiestelling voor excessieve funkties. 
Stelling [I.I]. Elke excessieve.funktie f is te sch:r>ijven als som van een 
potentiaal G~ en een ha:rmonische funktie h 
[I. 7] f G~ + h 
Bovendien is deze schrijfwijze uniek, terwijl ~ en h gegeven worden door 
[I. 8] 
en 
[I. 9] 
f - Pf 
h 
Merk op het verschil met hoofdstuk I: wij beschouwen hier slechts niet-
negatieve funkties. 
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Bewijs. 
a) We bewijzen eerst de uniciteit: als f te schrijven is volgens [1.7] met 
cp ~ 0 en h harmonisch, dan is noodzakelijkerwijs 
Pf P(Gcjl+h) PGcp + Ph Gcjl - cp + h f - cp 
zodat cp en dus ook Gcjl en h vastliggen (en tevens [1.8] bewezen is). 
b) Vervolgens bewijzen we de eerste bewering van de stelling. Neem cp vol-
gens [1.8]. Dan is cp ~ 0, daar f excessief is. We hebben nu f = cp+Pf, 
n n n+l zodat voor n E JN0 geldt P f = P cp+P f, en dus 
[I. I O] f voor n E JN0 . 
Uit deze afleiding volgt allereerst, dat voor alle n ElN0 geldt 
[I.II] 
zodat de rij {Pnf} een eindige niet-negatieve limiet heeft, zeg h. Te-
vens volgt hieruit dat Gcjl = i.im l~=O Pkcp eindig is. Nemen we in [I.JO] 
aan beide kanten van het gelijkteken de limiet, dan krijgen we [1.7]. 
Nog aangetoond moet worden, dat h harmonisch is: Ph = P(lim Pnf) = 
n-+00 
ll'm Pn+lf h b' · h d l' 'k k 1 · d n-+00 = , waar lJ et twee e ge lJ te en een gevo g is van e ge-
maj oreerde convergentie stelling: 0 ~ Pnf ~ f, wegens [I.II]. 0 
Gevolg [I.I]. Is f excessief dan·geZdt 
f is een potentiaaZ - Pnf -+ O voor n -+ co. 
Bewijs. Dit volgt onmiddellijk uit bovenstaande stelling. D 
Met behulp van het lemma van Fatou (fn ~ 0 ,,,. fliminf f ~ liminf ff ) 
n n 
kunnen we gemakkelijk inzien, dat de limiet van een rij excessieve funkties 
weer excessief is. In het bijzonder is dus de limiet van een rij potentia-
len excessief. Ook dit geldt echter weer omgekeerd: elke excessieve funktie 
is te schrijven als limiet van een rij potentialen. Voor het bewijs hebben 
we het volgende lemma nodig. 
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Lemma [I.I]. Het minimum van een potentiaal en een excessieve funktie is 
een potentiaal. 
Bewijs. We bewijzen eerst dat het minimum f van twee excessieve funkties 
f' en f" weer excessief is: Pf = P(min [f' ,f"J) :> min [Pf' ,Pf"J ::; 
min [f' ,f"] = f. Is nu f' een potentiaal, dan moeten we aantonen dat ook f 
een potentiaal is. We doen dit met het kriterium uit gevolg [I.I]. 
Stelling [1.2]. Is f excessief, dan bestaat er een niet-dalende rij poten-
tialen {G~ } met 
n 
~· Zij {Bn} een rij eindige deelverzamelingen van E met Bn c Bn+I en 
uBn = E. Dan geldt voor elke n 
GXB (i) 
n 
l g(i,j) < 00 , 
jEBn 
zodat nGXB een potentiaal is, en du·s ook, wegens lemma [I . I] 
n 
f 
n 
min [nGXB ,f]. 
n 
Wegens Bn c Bn+I is de rij {fn} _niet-dalend. Bij vaste i E E geldt voor n 
voldoende groot fn(i) = f(i); immers, voor n voldoende groot is 
nGXB (i) 
n 
dus f -+ f. D 
n 
2. DE MARTINRAND 
= n l g(i,j) ~ ng(i,i) 
jEBn 
~ n + oo ' 
Voor het vervolg van ons verhaal hebben we in onze Markovketen min-
stens een toestand nodig, van waaruit alle andere toestanden bereikbaar 
zijn. We veronderstellen dus, dat voor zekere toestand, zeg 0 E E, geldt 
[2. I] TI(O,j) > 0 voor alle j E E, 
zodat ook g(O,j) > 0 voor elke j EE (zie [1.5] en [1.6]). Deze aanname 
garandeert ons dat de volgende definitie zinvol is. 
Definitie [2.1]. De funktie k: Ex E 7JR+, gegeven door 
k(1. J") ·= g(i,j) 
' . g(O,j) 
heet de f.1.<:!!:..!f~~~~~ van de Markovketen. 
Voor vaste j EE, zullen we de functie k(.,j) op E aangeven met k .• 
J Nu we de Martinkern gedefinieerd hebben kunnen we ons doel nader toelich-
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ten. Het gaat erom de excessieve funkties te schrijven als integralen over 
deze Martinkern, in een nader te preciseren zin. Voor het speciale geval 
van potentialen is deze representatie niet moeilijk in te zien. We begin-
nen daarom met dit speciale geval. 
Stelling [2.1]. EZke potentiaaZ f = G~ is te schrijven aZs 
[2.2] f(i) = J k(i,j) dµ(j) 
E 
voor precies een eindige maat µ op E. Deze maat wordt gegeven door 
µ(j) g(O,j) ~(j) voor j E E. 
Omgekeerd definieert [2.2] voor eZke eindige maat µop E een potentiaaZ f. 
Verder is µ(E) = f(O). 
Bewijs. Bij nadere beschouwing blijkt in [2.2] niets anders te staan dan 
f = G~. Voor de derde bewering behoeven we alleen aan te tonen dat het 
rechterlid van [2.2] eindig is bij eindige µ. Dit volgt uit de afschatting 
voor k in het bewijs van stelling [2.2]. D 
De funktie k. uit definitie [2.1] is juist de potentiaal die resul-J 
teert wanneer we in [2.2] de maat µ massa I in het punt j geven en overal 
elders massa O. Dusk. is een potentiaal met lading geconcentreerd in j. J 
Hieruit volgt onmiddellijk, dat de afbeelding j 1+ k. een 1-1-corresponden-
J 
tie vastlegt tussen E en de funkties {k.: j E E}. 
J 
Definitie [2.2]. Zij 
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en 
lE*:= {k.: j EE} 
J 
K := {y: y lim k. voor een rij {j }met j E E}. 
n-l<X> Jn n n 
(De elementen van K zijn dus die funkties op E, welke te schrijven zijn als 
limiet van een rij funkties uit E*. In het bijzonder is elke k. EK (neem 
J 
maar jn=j voor elke n), zodat E* c K.) De verzameling 
B := K \ E* 
heet nu de ?:f.<:!:£.ti1:!£.~~4 van de Markovketen. 
Door de J-1-correspondentie tussen E en E* is de toestandsverzameling 
E op natuurlijke wijze ingebed in K. In deze zienswijze is K een uitbrei-
ding van E: de elementen van B zijn dan nieuwe "toestanden" toegevoegd aan 
de oude toestandsruimte E. 
We definieren de funktie k: E x K +JR.+ als volgt: 
k(i,y) := y(i) voor i E E, y E K. 
De funktie k is in de volgende zin op te vatten als een uitbreiding van de 
Martinkern: als j E E en y = k. het bijbehorende element uit E* is, dan 
J 
geldt voor alle i E E 
[2.3] k(i,y) k(i,j). 
We kunnen nu iets preciezer het doel van ons huidige betoog omschrijven. 
Het gaat erom, voor excessieve funkties f een representatie van de vorm 
[2.2] te vinden, waarbij echter E vervangen moet warden door K, en boven 
k een ~ gezet moet warden. Dit doel zal echter pas in de volgende paragraaf 
bereikt warden. Eerst zullen we nog een aantal eigenschappen van K, B en k 
moeten af leiden. 
Stelling [2.2]. K is begrensd; nl. als y E K, dan geldt voor alle i E E 
0 ~ y(i) ~ n(~,i) 
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Voor het bewijs maken we gebruik van het volgende lemma. 
Lemma [2.1]. Voor aZZe i,j EE geZdt 
i) g(i,j) = n(i,j) g(j,j) en g(i,i) 
- q(i) 
ii) n(O,j) ~ n(O,i) n(i,j). 
Bewijs. 
i) Voor willekeurige i,j E E hebben we 
ii) 
n 
g(i,j) \' ( n) ( . . ) -" ( . . ) l p i,J = u i,J + l l (k) ( . . ) ( n-k) ( . . ) TI i,J p J,J = 
n=O n=I k=I 
00 00 
o(i,j) + I (k) ( . . ) TI i,J I' (n-k)(. ') l p J ,J 
k=I n=k 
= o(i,j) + TI*(i,j) g(j,j). 
De beweringen volgen nu met gebruikmaking van n(i,i) 
= q(i) en als i ~ j, TI*(i,j) = n(i,j). 
Zij A := {x =j voor een n E JN} en B := 
-n 
m,n E N met m < n}; dan is duidelijk B 
per definitie n* ( O,j) = lP 0[A], terwij l 
{x =i en x =j voor zekere 
-ill -n 
c A, zodat lP 0[B] ::; lP 0[A]. Nu is 
l n*(i,j) n(m)(O,i) = n*(O,i) n*(i,j). 
m=I 
Met sterren is bewering ii nu bewezen. Door de gevallen 0 = i, 0 = j 
en i = j te beschouwen, zien we dat de sterren ook weggelaten kunnen 
warden. D 
Bewijs van stel.ling [2.2]. 
Het is voldoende te bewijzen dat de bewering geldt voor de funkties in E*. 
Immers, als hij voor deze funkties geldt, dan ook voor hun limieten. Voor 
willekeurige i,j EE is, wegens lemma [2.1], 
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0,;; k.(i) = k(i,j) = g(i,j) = 'IT(i,j) < ---] g(O,j) n(O,j) - n(O,i) ' 
waarbij de laatste gelijkheid volgt uit bewering i en de laatste ongelijk-
heid uit bewering ii. D 
We willen vervolgens aantonen, dat K compact is. Om deze bewering in-
houd te geven hebben we natuurlijk een topologie nodig voor de ruimte der 
reele funkties op E. We nemen hiervoor de topologie der puntsgewijze con-
* vergentie. K is nu de afsluiting van E in deze topologie. Om aan te tonen 
dat K compact is in deze topologie, zullen we laten zien dat K rijcompact 
is. In metrische ruimten zijn deze twee begrippen equivalent. We zijn dus 
klaar, als onze topologie metriseerbaar blijkt. De lezer wordt uitgenodigd 
na te gaan, dat in ons geval als metriek genomen kan worden 
00 
IY<i)-y'(i)I 
n n 
voor y,y' E K, p(y,y') := 
n=l. 
waarbij i 1,i2, ••• een aftelling is van de elementen uit E. Wordt in het 
vervolg impliciet een topologie op de ruimte der reele funkties op E ver-
ondersteld, dan bedoelen we steeds de bovenstaande. 
Stelling [2.3]. K is compact. 
Bewijs. Zij weer i 1,i2 , ••• een aftelling van E, en zij {yn} een willekeu-
rige rij funkties uit K. We moeten aantonen, dat {y } een convergente deel-
n 
rij {z } bezit met z = lim z E K. Wegens stelling [2.2] is het mogelijk n n 
een deelrij {y(I)} van {y } te vinden waarvoor {y(l)(i 1)} convergeert. 
n n ( 2) (I) n Evenzo kunnen we een deelrij {y }van {y } construeren, waarvoor 
n n 
{y( 2)(i2)} convergeert, enz. Zij nu z := y(n). Dan is {z } een deelrij van n n n n 
{y }, puntsgewijs convergent, en, wegens de geslotenheid van K, met limiet n 
in K. D 
Voo: elke i eo_E is de funktie k(i,.) op K continu. Immers, als yn + y, 
dan ook k(i,yn) + k(i,y), zoals onmiddellijk uit de definitie van k volgt. 
Als limieten van excessieve funkties (nl. van potentialen) zijn de 
funkties uit K = E*uB vanzelfsprekend weer excessief. De funkties uit E* 
zijn potentialen (zie de opmerking na stelling [2.1]) en, zoals we later 
zullen zien, bevat B (indien niet leeg) altijd harmonische funkties. Hoewel 
dit voor de rest van ons betoog niet nodig is, zullen we nu laten zien, dat 
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in een speciaal geval alle funkties uit B harmonisch zijn, nl. in het ge-
val dat vanuit elke toestand in een stap slechts eindig veel toestanden 
bereikbaar zijn. 
Stelling [2.4]. AZs voor eZke i € Ede verzameZing {j € E: p(i,j) > O} 
eiruiig is, dan bevat B sZeahts harmonisahe funkties. 
BewiJs~ Zij y € B willekeurig, d.w.z. y = lim k. van een rij {j } uit E, 
* . 114"" J n n 
doch y £ E • ULt dit laatste volgt, dat voor elke i € E geldt X{jn}(i) 
voor n voldoende groot. Innners, als dit niet het geval was, dan zou jn 
0 
i 
voor oneindig veel n € N gelden, zodat dan y = k. zou zijn, hetgeen uitge-
L 
sloten is. Uit de eerder genoemde opmerking na stelling [2.1] volgt nu, dat 
voor elke n geldt 
voor een positieve constante en' zodat volgt 
Py = P(lim k. ) = lim Pk. 
Jn Jn 
lim k. = y, 
Jn 
waarbij het tweede gelijkteken geldt wegens het feit dat, onder het gegeven 
van de stelling, de operator P slechts eindige sommen oplevert. 0 
Uit het bewijs blijkt dat de volgende iets sterkere bewerking ook 
geldt: aZs voor zekere i € E de verzameZing {j € E: p(i,j) > O} eiruiig is, 
dan geZdt voor eZke y € B dat Py(i) = y(i). 
3. DE TWEEDE REPRESENTATIESTELLING 
Nu de verzameling K, de Martinrand B en de gegeneraliseerde Martinkern k 
ingevoerd zijn, en de benodigde eigenschappen afgeleid, kunnen we komen tot 
in de vorige paragraaf aangekondigde representatiestelling voor de exces-
sieve funkties. In het bewijs van deze stelling zullen we echter twee be-
kende resultaten uit de lineaire analyse aanroepen; voor het gemak van de 
lezer zullen we beide stellingen, echter zonder bewijs, vooraf laten gaan 
aan het resultaat waar het ons om gaat. Het zijn de representatiestelling 
van Riesz en de Hahn-Banach-stelling. 
Zij L een reele lineaire ruimte. Een funk tie t: L + lR heet een 
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ijkfunktie als 
i) t(x+y) ~ t(x) + t(y) voor alle x,y EL, 
ii) t(ax) a t(x) voor a ~ 0 en x E L. 
Zoals bekend, heet een funktie f: L +:JR lineair als f(ax+Sy) = af(x)+Sf(y) 
voor alle x,y E L, a,S E :JR. Lineaire funkties op een lineaire ruimte heten 
ook wel lineaire funktionalen. Een hypervlak H in L is een verzameling van 
de vorm H = {x E L: f(x) = a}, waarbij a E :JR en f t 0 een lineaire funk-a 
tionaal op L. Het is duidelijk, dat 0 E H <=i> a = O. 
Cl 
Stelling [3.1] (Hahn-Banach). Zij Leen reele lineaire ruimte en M een 
deelruimte van L. Zij t een ijkfunktie op L en f een lineaire funktionaal 
op M met f(x) ~ t(x) voor alle x E M. Dan bestaat er een lineaire funktio-
naal f* op L met f = f* op Men f*(x) ~ t(x) voor alle x E L. 
Zie voor het bewijs bijv. [Munroe, p. 56]. 
Is K een compacte metrische ruimte, laat dan C(K) de ruimte der con-
tinue reele funkties op K zijn. Een lineaire funktionaal f. op een funktie-
ruimte L heet positief als f.(f) ~ 0 voor alle niet-negatieve funkties f uit 
L. 
Stelling [3.2] (Riesz). Bij elke positieve lineaire funktionaal f. op C(K) 
bestaat een Borelmaat µ op K z6dat voor elke f E C(K) geldt 
[3.1] f. (f) J f dµ. 
K 
Zie voor het bewijs [Halmos, p. 247]. 
De funktie f =I op K is continu. Substitueren we deze fin [3.1] dan 
vinden we als nevenresultaat µ(K) < oo. 
Wij hebben de stelling van Riesz minder algemeen geformuleerd dan hij 
in [Halmos] staat: bij [Halmos] behoeft K slechts een locaal-compacte 
Hausdorff-ruimte te zijn. Wij zullen de stelling echter gebruiken in boven-
staande vorm. Van nu af aan is K weer de in paragraaf 2 ingevoerde verza-
meling. 
Stelling [3.3]. Elke exeessieve funktie f is te sehrijven als 
[3. 2] f(i) = f k(i,y) dµ(y) 
K 
voor een eindige Borelmaat µ op K. Omgekeerd definieert [3.2] voor zo'n 
maat µ een exaessieve funktie f. Verder is f(O) = µ(K). 
65 
Bewijs. De tweede bewering volgt onmiddellijk uit het feit dat een mengsel 
van excessieve funkties weer excessief is (Fubini). We bewijzen nu de eer-
ste bewering. 
Zij f een willekeurige excessieve funktie. Volgens stelling [1.2] is f 
dan de limiet van een rij potentialen {G~ }, ofwel, met stelling [2.1] en 
n 
de definitie van k, 
f(i) Aim f k(i,j) dµn(j) =Aim f *k(i,y) dµ:(y), 
E E 
waarbij µ*(y) = µ (j) als y en j de met elkaar corresponderende elementen n n 
uit resp. E* en E ziJ"n; Nemen we µ*(B) = 0 en noemen weµ* weer µ da n n n' n 
krijgen we de representatie 
[3.3] f(i) Aim I k(i,y) dµn(y) 
K 
voor een rij maten {µn} op K. 
We beschouwen nu de lineaire ruimte C(K) van de continue funkties op 
-K. Voor elke i EE is k(i,.) E C(K) (zie de opmerking na stelling [2.3]). 
Zij verder M de lineaire deelruimte van C(K) bestaande uit die continue 
funkties c E C(K) waarvoor lim J c dµ bestaat. Uit [3.3] volgt dat voor n-+-00 n 
elke i E E geldt k(i, .) E M. WeKdefinieren nu op M de volgende lineaire 
funktionaal l: 
l(c) := lim I c dµn 
n-+-00 
K 
voor c E M. 
Op C(K) definieren we de ijkfunktie t aldus: 
t(c) := sup I c dµn voor c E C(K). 
nEN K 
Dat dit supremum altijd eindig is zien we als volgt in 
I c dµn ~ I lcl dµ ~ µn(K) max lc<y)I ~ (O) max n yEK n yEK K K lc(y) I, 
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waarbij het laatste gelijkteken volgt uit de laatste bewering in stelling 
[2.1]. De eindigheid van het supremum volgt nu uit G~ +f. 
n 
Het is gemakkelijk na te gaan, dat t een ijkfunktie is. Vanzelfspre-
kend is l s t op M. Volgens de Hahn-Banach stelling is er dus een uitbrei-
ding l* van lop C(K) met l* s top C(K). We bewijzen dat de lineaire funk-
tionaal l* positief is: als c ~ O, dan is, volgens de definitie van t, 
t(-c) s 0, zodat l*(c) = -l*(-c) ~ -t(-c) ~ Q. 
Volgens de stelling van Riesz bestaat er nu een eindige Borelmaat µ 
* op Kmet voor alle c E C(K): l (c) = J c dµ. Nemen we in het bijzonder 
- K 
c = k(i,.), dan krijgen we de gewenste representatie. D 
In het algemeen is de maat µ op K behorende bij een excessieve funk-
tie f niet eenduidig bepaald. Bovendien is het verband tussen de zojuist 
afgeleide representatie en die uit stelling [I.I] onduidelijk. Deze kwes-
ties zullen we bespreken in de volgende paragraf en. 
4. DE THEORIE VAN CROQUET 
Zoals aangekondigd in de vorige paragraaf, willen we nu een integraal-
voorstelling voor excessieve funkties verkrijgen, zo dat bij elke excessie-
ve funktie f precies een maat µ bestaat met f = J kdµ. Orn dit te bereiken 
moeten we natuurlijk de klasse van te beschouwen maten inperken. Wij zul-
len dit doen door in plaats van alle maten op K alleen maten op een zekere 
deelverzameling van K te beschouwen. We zullen echter eerst in deze para-
graaf de hiervoor benodigde theorie uiteenzetten, die dan in de volgende 
paragraaf toegepast zal worden op het zojuist geschetste probleem. 
Een verzameling S heet partieeZ geordend als in S een relatie s is ge-
definieerd die reflexief, transitief en anti-symmetrisch is: 
x $ x 
x $ y, y $ z - x $ z 
x $ y, y $ x ===> x y 
(reflexivi tei t) 
(transitiviteit) 
(anti-syrronetrie). 
Twee partieel geordende verzamelingen S en S' heten isomorf als er een 
1-1-correspondentie x +-+ x' bestaat tussen de elementen van S en S' zo dat 
x s y - x' s y'. 
Laten x en y twee elementen van een partieel geordende verzameling S 
zijn. Een element z E S heet dan een grootste ondergrens van x en y als 
z s x en z s y, 
en 
u s x en u s y ~ u s z voor alle u E S. 
Analoog def inieren we een kZeinste bovengrens. 
Uit de anti-symmetrie volgt, dat een grootste ondergrens (resp. 
kleinste bovengrens), als hij bestaat, uniek is. 
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Een partieel geordende verzameling S heet een rooster als elk tweetal 
elementen van S een kleinste bovengrens en een grootste ondergrens heef t. 
Zij L een lineaire ruimte. Een deelverzameling X van L heet convex 
als voor elk tweetal elementen x1,x2 EX ook elke convexe combinatie 
p 1x1+p2x2 van x 1 en x2 (p 1,p2 > 0, p1+p2 =I) een element is van X. 
Een punt x E X heet een extremaaZpunt van X als uit x = p1x1+p2x2 met 
x 1,x2 EX, p1,p2 > 0, p1+p 2 =I volgt dat x = x 1 = x2 . De verzameling van 
extremaalpunten van X zullen we aanduiden met &(X). 
Een deelverzameling C van L heet een kegeZ als px E C voor alle p ~ 0 
en x E C. 
Een kegel C heet een eahte kegeZ als C n (-C) = {O}. 
Is X een willekeurige deelverzameling van L, dan is f(X) := 
{px: p ~ 0, x E X} een kegel. f(X) heet de kegeZ voortgebraaht door X. 
Het is eenvoudig na te gaan dat een kegel C convex is als voor elke 
x,y E C ook x+y E C. Als X convex is, is ook f(X) convex. Is bovendien 
0 ~ X, dan is C(X) een convexe echte kegel. Op een convexe echte kegel C 
laat zich op natuurlijke wijze een partiele ordening definieren, nl. 
x s y als y-x E C 
(ga na, dat s de benodigde eigenschappen heeft). Deze ordening van C heet 
z'n natuurZijke ordening. Waar in het vervolg op een echte convexe kegel 
een ordening verondersteld is, bedoelen we deze. 
Opdat een convexe echte kegel C een rooster is, is het reeds voldoende 
dat elk tweetal elementen een grootste ondergrens bezit. Immers, is z E C 
de grootste ondergrens van x en y, dan is x+y-z E C de kleinste bovengrens 
van x en y (ga na). 
We gaan nu het begrip simplex invoeren voor een algemene lineaire 
ruimte. 
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Definitie [4.1]. Zij X een convexe verzameling in een Zineaire ruimte L. 
Laat X de kegel inIR x L zijn, voortgebracht door {1} x X, dus 
-X := f({l}xX). (Omdat 0 i {1} x X, is X een convexe echte kegel.) Nu heet 
X een ~i'!!E.f~~, als X een rooster is. 
Als X ligt in een hypervlak dat niet door nul gaat, dan is X isomorf 
met f(X). In zo'n geval is X dus een simplex als f(X) een rooster is. 
We kunnen nu de stelling formuleren waar het ons om gaat. 
Stelling [4.1] (Choquet). Zij X een convexe compacte deelverzameling van 
een metrische Zineaire ruimte L en zij x E x. Dan bestaat er een kansmaat*) 
µop &(X), z6 dat voor elke continue Zineaire funktionaal fop L geldt 
f(x) J f dµ. 
Voor elke x E X bestaat een unieke kansmaat met deze eigenschap dan en 
slechts dan als X een simplex is. 
Zie voor het bewijs [Phelps]. 
5. DE DERDE REPRESENTATIESTELLING 
In deze paragraaf zullen we de theorie van Choquet toepassen en komen 
tot de laatste representatiestelling voor excessieve funkties. We doen dit 
door eerst de harmonische funkties te karakteriseren. 
Zij V := {f: f excessief en f(O) 1} en H := {hEV: h harmonisch}. 
Definieren we op de lineaire ruimte van funkties y: E ~ R voor elke i de 
continue lineaire funktionaal l. als l.(y) := y(i), dan zien we dat Ven H 
i i 
in het hypervlak {y: l 0(y) = 1} liggen. 
V en H zijn convex en compact. Immers, de convexiteit en geslotenheid 
zijn triviaal, en uit de stellingen [3.3] en [2.2] volgt voor f E V 
*) Een kansmaat op een metrische ruimte X is een maat µ op de Borelverza-
melingen van X met µ(X) = 1. De Borelverzamelingen van X vormen een 
a-algebra van deelverzamelingen van X, nl. de kleinste a-algebra die 
alle open verzamelingen bevat. 
. f(O) I 
f(i) ~ n(O,i) = n(O,i) ' 
zodat op dezelfde manier als in het bewijs van stelling [2.3] de compact-
heid volgt. 
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Elke excessieve funktie g 1 O kan geschreven warden in de vorm g = cf 
VOOr precies een c > 0 en f E V. lmmers, uit Stelling [3.3] volgt: als voor 
een excessieve funktie g geldt g(O) = O, dan is ook µ(K) = 0 voor elke bij-
behorende µ op K, zodat f = O. Hieruit volgt de existentie van c en f. De 
eenduidigheid volgt uit g(O) = cf(O) = c. 
f(V) is dus de verzameling van excessieve funkties en f(H) de verza-
meling der harmonische funkties. Beide zijn convexe echte kegels. 
Stelling [5.1]. His een simplex. 
Bewijs. Volgens de opmerking na definitie [4.1] behoeven we slechts aan te 
tonen dat de kegel f(H) der harmonische funkties een rooster is. De natuur-
lijke ordening op f(H) is: h ~ h' puntsgewijs (ga na). Volgens de laatste 
opmerking v66r definitie [4.1] moeten we nu bij elk tweetal harmonische 
funkties h 1 en h2 een harmonische grootste ondergrens h aangeven. Uit het 
bewijs van lemma [I.I] blijkt dat min [h 1,h2J excessief is, zeg G~+h. We 
zullen aantonen dat deze h voldoet. 
ii) Zij h' ~ G~+h willekeurig, dan moeten we bewijzen dat h' ~ h. Zij nu 
f := ~+h-h', dan is f ~ 0 en Pf ~ f, dus f is excessief en derhalve 
te schrijven als som van een potentiaal en een harmonische funktie. 
Deze laatste wordt in dit geval h-h' ~ O, dus h' ~ h. 0 
Stelling [5.2]. Elke harmonische funktie his te schrijven als 
[5. I] h(i) = J fi(y) dµ(y) 
voor precies een eindige Borelmaat µop &(H). 
Bewijs. Nemen we in stelling [4.1] X =Hen f =f. dan krijgen we de re-
~~- ]. 
presentatie [5.1] voor funkties h EH. Tezamen met het feit dat elke har-
monische funktie h' te schrijven is in de vorm h' = eh voor precies een 
c > 0 en h E H, geeft dit de Stelling. D 
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Hoewel de representatie [5.1] ook op zichzelf al interessant is, wordt 
de samenhang met de vorige karakteriseringen pas gelegd door de nu volgen-
de ontwikkelingen. Het blijkt namelijk dat de punten van &(H), de extreem-
harmonische funkties dus, zich alle in de Martinrand bevinden. Als aanloop 
voor het bewijs van deze bewering eerst twee lemma's. 
Lemma [5.1]. &(V) c K. 
Bewijs. Zij f een extremaalpunt van V. Volgens stelling [3.3], is er een 
maat µop Kmet f(i) = J k(i,y) dµ(y) met µ(K) f(O) = 1. Wegens de com-
pactheid van K moet er een z E K zijn zodat µ(U) > 0 voor elke open omge-
ving U c K van z. Immers, als dit niet het geval was, dan zouden er eindig 
veel U's zijn die K overdekken met µ(U) = 0 voor elke U, zodat dan µ(K) = 0 
zou zijn, hetgeen niet waar is. 
Als µ(U) = 1 voor elke omgeving Uc K van z, dan is µ({z}) = 1, zodat 
f = z E K geldt en we kl.aar zijn. Als µ(U) < I voor een U, dan kunnen we f 
ook schrijven als 
f(i) = µ(U) J k(i,y) dµ(y) + (1-µ(U)) µ(U) 
u 
J k(i,y) 1-µ(U) dµ(y). 
K\U 
Beide integralen zijn, als funkties. van i, element van V, dus uit het feit 
dat f extremaal is volgt 
f(i) = J k~~;t dµ(y). 
u 
Laten we U inkrimpen tot {z}, dan vinden we f(i) 
f E K. 0 
Lemma [5.2]. E* c &(V). 
-k(i,z) z(i), zodat 
Bewijs. Volgens de opmerking na stelling [2.1] is k. EE* een potentiaal 
J 
t.o.v. een eenpuntslading in het punt j. Stel kj = p1£ 1+p2£ 2 met 
p1,p2 > 0, p1+p2 = 1, £1,£2 E V. Dan is p1£1 s kj' zodat £1 s kj/p 1, en dus 
£1 = min [f 1,kj/p1J, het minimum van een potentiaal en een excessieve funk-
tie; dus £1 is een potentiaal. Evenzo is £2 een potentiaal, bijv. £1 = G~ 1 
en £2 = ~2 • Dan is p 1 ~ 1 +p2~ 2 = ~ zodat ook ~l en ~ 2 eenpuntsladingen in 
het punt j zijn. Daar £1(0) = £2(0) = kj(O) = 1, hebben we dan 
f 1 = £ 2 = kj" 0 
Stelling [5.3]. B := &(H) c B. 
e 
Bewijs. Het is voldoende te laten zien dat &(H) c &(V). Immers, omdat 
&(H) n E* = 0, volgt dan uit de vorige lemma's 
&(H) c &(V)\E* c K\E* = B. 
Zij h extremaalpunt van H. We moeten laten zien dat h ook extremaalpunt 
van Vis. Stel h = p1f 1+p2f 2 met p1,p2 > 0, p1+p2 =I, f 1,f2 € V. Dan is 
f 1 = G<f> 1+h1 en f 2 = G<P 2+h2, dus h = G(p 1$1+p2$2) + p1h1 + p2h2, zodat 
p 1$1+p2$2 = 0 en dus $1 = $2 = Q. Dus h = p1h1+p2h2, maar h € &(H) en dus 
h =hi = h2 = fl = f2. 0 
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Combineren we de stellingen [5.2] en [5.3], opmerkende dat voor y € B 
geldt i.(y) = y(i) = k(i,y), dan krijgen we voor harmonische funkties de 
L 
eenduidige representatie 
h(i) = JB k(i,y) dµ(y). 
e 
Combineren we dit met onze eenduidige representatie voor potentialen (stel-
ling [2.1]),dan krijgen we: elke ~xaessieve funktie f is te sahrijven als 
f(i) = J* k(i,y) dµ(y) 
E uB 
e 
Voor p:r>eaies een eindige Borelmaat µ, Waa:r>bij de integraal over E* een 
potentiaal is en die over B een ha1'rrtonisahe funktie. 
e 
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HOOFDSTUK 3 
OPGAVEN EN UITGEWERKTE OPLOSSINGEN 
J.TH. RUNNENBURG 
I. OPGAVEN OVER HOOFDSTUK I 
I) Laat s het aantal keren kruis zijn dat optreedt bij n onafhankelijke 
--n 
worpen met een zuivere munt. Geef een Markovtijd ~ aan, zo dat 
E[s /n] > i. 
--n 
2) Een Markovketen heeft toestanden 0,1,2,3 en matrix van overgangskansen 
0 0 0 
I I I I 
8 8 2 4 
p = 
I I I 0 3 3 3 
I I I I 
4 8 2 8 
Als uitbetaald wordt volgens 
r = (O I 2 I), 
bepaal dan 
v(i) = max 1Eir(!.T) 
T 
en een !o met 
1E.r(x ) = v(i). 
L -:Io 
3) Beschouw de Markovketen met toestanden 1,2, ••• , n en overgangskansen 
p(i,j) 
alsj i+I, 
als j i-1, 
anders. 
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Bij stoppen in i wordt r(i) uitbetaald. Start met kans I in toestand a 
en bepaal een strategie zo, dat de verwachte uitbetaling bij stoppen 
maximaal is: 
a) voor p 1 2. 
b) voor 0 < p < I, 
c) voor 0 < p < I en 1,2, .•• als toestanden. 
Beschrijf v(i) informeel. 
Aanwijzing. Bij a) wordt v(i) gevonden door een touwtje van (O,O) naar 
(n+l,O) strak te trekken over (l,r(I)), (2,r(2)), ••• , (n,r(n)). 
4) Een dief steelt op opeenvolgende dagen positieve gehele bedragen 
5) 
x_1,x_2, ••• , die onafhankelijk zijn en dezelfde kansverdeling Tik =lP[x_1=k] 
bezitten met eindige verwachting. Als hij op de nde dag gepakt wordt, 
waarbij voor een p met 0 < p <.I geldt 
n-J lP[.!!.=n] = (J-p) p voor n=l,2, ••• 
en .!!.•.li•X.2, ••• onafhankelijk zijn, en dan zijn hele winst moet terugbe-
talen, wat is dan zijn optimale strategie voor het verkrijgen van een zo 
groot mogelijke "opbrengst" en hoe groot is de verwachte opbrengst? 
Aanwijzing. Neem ~ = 0 en~ = opbrengst van n dagen. 
Uit een doos met n lootjes, elk met een antler reeel getal, trekken we 
as elect zonder teruglegging. Alleen de waarde van n is vooraf bekend. 
Na elke trekking noteren we de getrokken waarde. We proberen te stoppen 
bij het lot met de grootste waarde. Maximaliseer de kans op het aanwij-
zen van de grootste waarde over alle strategieen en bepaal die kans. 
Aanwijzingen. Start met een equivalente formulering. Achtereenvolgens 
worden n verschillende reele getallen bekend. Het tweede komt met kans 
links dan wel rechts van. het eerste op de reele as. Onafhankelijk daar-
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van komt het derde met kans 1/3 links van, tussen dan wel rechts van de 
eerste twee. Onafhankelijk van het voorgaande komt het vierde met kans 
1/4 op een der vier nu beschikbare plaatsen, enz. 
Als er k getallen bekend zijn, dan kunnen we het laatst verschenen 
de getal accepteren of wachten. We zullen het k verschenen getal zeker 
niet accepteren als het niet het grootste is van de dan bekende getal-
len. Beschouw onderstaande boom voor n = 3. 
~123 
/1?~132 
l 312 
~ 213 21<23~ 
321 
Met 213 bedoelen we, dat het eerste getal tussen het tweede (kleinste) 
en het derde (grootste) komt. Een strategie wordt beschreven door aan te 
geven waar we in de groei van deze boom stoppen. Zo kunnen we bij 
stoppen: het eerste getal wordt geaccepteerd. Deze strategie geeft met 
kans 1/3 het grootste getal. We kunnen ook als aangegeven stoppen bij 
12 of 213: we nemen het tweede getal, als dat groter is dan het eerste, 
en wachten anders het derde getal af. Dit geeft met kans 1/2 het groot-
ste getal (ga na!). Tenslotte kunnen we ook nog op 123 of 213 wachten 
met kans 1/3 op de grootste. Er,zijn hier essentieel maar drie mogelijke 
strategieen. Omdat er bij e,lke n slechts eindig veel strategieen mogelijk 
zijn, bestaat er een (minstens), die de grootste kans op succes geeft. 
We kunnen zelfs stoppen alleen op grond van de laatstgevonden 
grootste waarde: als we het (k-l)ste getal niet geaccepteerd hebben, 
de dan kunnen we (a) het k accepteren als dat het grootste van de eerste 
k is, of (b) het kde niet accepteren. Fijner onderscheid kan geen be-
tere strategie geven (ga na!). Alleen op records letten is dus voldoen-
de om alle informatie in ons probleem te benutten: als voor n = 5 de 
uiteindelijke volgorde der getallen 52134 blijkt, dan is de essentiele 
informatie na de eerste, tweede, enz. trekking bevat in resp. 1,1,13, 
134,134. Een strategie vertelt ons voor dit geval of we na 1 bij de 
eerste stap stoppen; zo niet, of we na 3 stoppen; zo niet, of we na 4 
stoppen. 
We gaan nu na, dat ons probleem het optimaal stoppen van een Mar-
kovketen betref t. 
a) Neem 1,2, ••• ,n als toestanden en zeg, dat het trekkingsproces in 
d ' . 1 d .de kk' d f N toestan i is, a s e i tre ing een recor gee t. eem ~ = 
plaats eerste record = nummer van de trekking, waarbij het eerste 
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record optreedt I, .!i = plaats tweede record, enz. Dan geldt voor 
r ~ 0 en I sips n voor p = 0,1,2, .•. ,r (ga na!) 
met 
als l :> i < j < n, 
p (i ,j) 
anders. 
Hier is ~,_!1 , ••• een Markovketen, die met kans I in I start met P 
als boven en (ga na!) 
n 
l p(i,j) 
j=I 
i 
voor I s i s n. 
n 
Alle toestanden zijn dus doorgangstoestanden. 
Neem voor r(i) de kans, dat we bij het stoppen in toestand i 
het lot met de grootste waarde in handen hebben. Dan is (ga na!) 
r(i) i voor I s i s n. 
n 
b) Bepaal v (in de volgorde v(n),v(n-1), •.• ,v(I)) als minimale ex-
cessieve majorant van r voor n ~ 3. Neem daarbij k het unieke na-
n 
tuurlijke getal met 
l-+_I_+ 
k k +I 
n n 
Ga na, dat 
v(i) 
i/n 
k -I 
n 
n 
I 
+ -- < 
n-1 
I I 
I < k - I + k + • • . + n-1 
n n 
als kn s i s n, 
als I s i < k . 
n 
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6) Als opgave 5, alleen met een andere kansverdeling voor de volgorden, 
waarin de getallen bekend worden. Alleen 1 2 3 ..• n (opklimmend) en de 
daarmee te maken cyclische permutaties (n in totaal) treden met gelijke 
kans op. 
7) Als opgave 5, weer met een andere kansverdeling. Alleen n n-1 ••• 2 
(dalend) en de daarmee te maken cyclische permutaties (n in totaal) tre-
den met gelijke kans op. 
8) Geef een voorbeeld van het optimaal stoppen van een Markovketen, waarbij 
r(i) < oo en v(i) = oo voor elke toestand i. Hier bestaat geen optimale 
strategie. 
Aanwijzing. Neem toestanden 1,2, ••• en (met p+q=1, p>q) 
p(i,j) 
alsj i+1, 
als j i-1, 
anders. 
9) Geef een voorbeeld van het optimaal stoppen van een Markovketen, waarbij 
de strategie "stop op de e:-steunverzameling" v e: (i) oplevert (voor e:>O) 
en optimaal stoppen v(i) met 
lim v (i) ~ v(i). 
e:-1-0 e: 
Bij begrensde r is dit niet mogelijk! 
Aanwijzing. Neem toestanden 0,1,2, ••• en 
{: als i 1,2, ... en p(i,j) als i O, j = 1, 
anders. 
(j-i) 
Neem r(O) 1 en r(i) i voor i 1,2, .... 
1, 
10) In voorbeeld 4.1 (blz.22) geeft stoppen op de steunverzameling geen op-
timale strategie. Bedenk een e:-optimale strategie voor e: > 0 en bewijs 
de bewering rechtstreeks. 
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II) Bij een quiz moeten n vragen beantwoord worden. Als de antwoorden van 
een deelnemer onafhankelijk zijn, hij met kans p. het goede antwoord 
l. 
op de ide vraag geeft en dan beloning v. > 0 krijgt, een deelnemer bij 
l. 
een fout antwoord moet vertrekken met het al ontvangene en hij zelf de 
volgorde der vragen kan bepalen, hoe zal hij dan de vragen ordenen? 
Aanwijzing. Verwissel in de verwachte opbrengst twee vragen. 
12) Doe onafhankelijke trekkingen x_1,x_2 .•. met kans pi op i voor i > 0 
(en\~ 1 p.=1) en eindige verwachting. De beloning bij accepteren na Li= i 
n trekkingen is max(x_1,x_2, ... ,1.u). Als we een trekkingsresultaat niet 
accepteren, moeten we een bedrag c > 0 betalen om de volgende trekking 
te mogen doen. Beschrijf het maximaliseren van de verwachte opbrengst 
als een optimaal stopprobleem met kosten en bepaal de oplossing ingeval 
Ex_1 > c en pi > 0 voor willekeurig grote i. 
13) Beschouw opnieuw opgave S. Is een rechtstreekse oplossing mogelijk, 
waarbij een Markovketen met toestanden (1,1), (2,12), (2,21), (3,123), 
(3,132), ..• gebruikt wordt en bijvoorbeeld p((l,J),(2,12)) = 
I I p((J,J),(2,21)) = z• p((2,12),(3,123)) ••• = 3, enz. met beginkans 
in (I , I)? 
14) Als opgave S, alleen zijn we nu tevreden als we de grootste of de op 
een na grootste waarde bemachtigen. 
Aanwijzing. Neem als toestanden (1,1), (1,2), (2,2), (1,3), (2,3), ..• , 
(l,n), (2,n). Registreer alleen records en records-op-een-na. Het 
trekkingsproces is in toes~and (l,i), als de ide trekking een record 
geeft, en in toestand (2,i), als de ide trekking een record-op-een-na 
geeft. 
JS) Neem onafhankelijke, niet-negatieve, geheelwaardige x_1,x_2 , •.• ,1.u voor 
een vaste n E JN. Neem voor I ,;; k ,;; n 
Bepaal 
max JE~ 
k -
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met [~Sk] in de kansruimte opgespannen door z.1,z.2, ••• ,l'.J.<. 
Aanwijzing. Beschouw het optimaal stoppen van een Markovketen met toe-
standen (k,i,j), waarbij k het aantal y's, i de som en j het maximum 
van die y's aangeeft. Neem 0 s k s n, i E 1N0 en j E 1N0 • Begin met kans 
I in (0,0,0). 
16) Beschouw de Markovketen met toestanden ••• ,-2,-1,0,l,2, ••• en 
- {p 
- p(i,j) = ~ 
als j i+I, 
als j i-1, 
anders. 
Hier is 0 < q = I - p < !. Neem r(i) = Iii voor i s 0 en r(i) = 0 voor 
i > O. Begin met kans in 0 en neem cn(i) c voor i s n en cn(i) = 0 
voor i > n als kosten per stap. Bepaal vn(O) en de optimale strategie 
voor n = 0 en zo mogelijk ook voor n = oo • 
. 'l. OPGAVEN OVER HOOFDSTUK 2 
I) Bepaal de Martinrand voor de Markovketen met Z als toestandsruimte en 
beginkans I in O. De overgangskansen zijn 
als j = i+I, 
p(i,j) 
als j = i-1, 
met 0 < q = I - p < !. Zijn de gevonden harmonische funkties extreem? 
Ook voor een stochastische wandeling in z2 kan men de harmonische funk-
ties bepalen (in geval van doorgangstoestanden). 
2) Bepaal de Martinrand voor de Markovketen met toestanden (n,i), waarbij 
n,i E JN0 met 0 s i s n. Neem 0 < q = I - p < I en 
--{ pq p((n,i),(n+l,j)) 
als j i+I, 
als j i. 
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Bepaal de extreme harmonische funkties. 
3) Bepaal de Martinrand voor de P6lya-vaas: (~n'~n) is het totale aantal 
resp. het aantal witte ballen in een vaas op tijdstip n, die op tijd-
stip 0 met w0 > 0 witte en u0 - w0 > 0 zwarte ballen gevuld is en op de 
tijdstippen 1,2, ••. van inhoud verandert op de volgende manier: er wordt 
ase1ect een bal getrokken uit de inhoud en die bal plus een extra bal 
van dezelfde kleur als de getrokkene worden in de vaas gedaan. Nu is 
(~,~),(~1 ,~1 ), ••• een Markovketen. Bepaal de extreme harmonische funk-
ties. 
4) Bepaal de Martinrand en de extreme harmonische funkties bij de volgende 
Markovketen: lN0 is de toestandsruimte, we starten met kans I in 0 en 
{
p. 
. l. 
p(i,j) = q. = I - p. 
l. l. 
0 
voor j i+ I, 
voor j O, 
anders. 
We veronderstellen O <pi< I en n7=o pi> 0 (waarom?). 
5) Bepaal de Martinrand en de extreme harmonische funkties bij de volgende 
Markovketen: I en (i,j) met I ~ i ~men j ~ I (met m,i,j€1N) zijn de 
toestanden, p(l,(i,1)) > 0, I7=l p(l,(i,1)) =I, 0 < p((i,j),(i,j+I)) < I 
en p((i,j),1) = 1-p((i,j),(i,j+I)). De keten heeft slechts doorgangs-
toestanden en start met kans I in J. 
6) Als opgave 5, maar met m 00 
7) Bepaal de Martinrand en de extreme harmonische funkties bij de volgende 
Markovketen: 0, 0, I, 00, 01, 10, 11, OOO, 001, 010, 011, JOO, IOI, 110, 
111, 0000, ••. zijn de toestanden, de keten heeft slechts doorgangstoe-
standen, 0 < p(0,0) < I, p(0,1) = l-p(0,0), voor toestand j F 0 geldt 
p(j,0) + p(j,jO) + p(j,jl) =I en p(j,0) p(j,jO) p(j,jl) > O. Begin met 
kans I in 0. 
8) Bepaal de Martinrand en de extreme harmonische funkties bij de volgende 
Markovketen: c0,a1,b 1,c 1,a2,b2,c2, •.• zijn de toestanden, de keten heeft 
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slechts doorgangstoestanden, p(c0 ,a1) = p(c0 ,h1) = !, p(ai,ai+I) = 
= p(b.,b. 1) = p., p(a.,c.) = p(b.,c.) = J-p. en p(c.,c. 1) =I voor i i+ i i i i i i i i-
i= 0,1,2, .•• Hierbij is 0 <pi< I voor i 0,1,2, •.• en we starten 
met kans I in c0 • Wat kunnen we zeggen van 9 = n00 I p ? n= n 
3. OPLOSSINGEN VAN DE OPGAVEN OVER HOOFDSTUK I 
I) Neem E.= I, als ~I =I, en E.= 2, anders. Dit is een Markovtijd voor de 
Markovketen 0,~1 ,~2 ••• met 
2) Schrijf vi voor v(i) en ri voor r(i). We mo;ten de 1 minima~e v0 ,v1 ,v2,v3 
vinden met v0 = 0, v 1 ~ I, v2 ~ 2, v3 ~ I, 8 v 1 - 2 v2 - 4 v3 ~ 0, 
I 2 0 . I I 7 0 B". . d" 1 
- 3 v 1 + 3 v2 ~ en - 8 v 1 - 2 v2 + 8 v3 ~ . iJ ein ig vee toestan-
den is vi s max rj voor elke i. Dus v2 = 2. Nu is 7v 1 - 2v3 ~ 4v2 = 8 
en - v1 + 7v3 ~ 4v2 = 8, zodat ook 47v1 ~ 72 en 47v3 ~ 64. Maar dan 
kunnen we v 1 = 72/47, v2 = 2 en v3 = 64/47 nemen. De optimale strategie 
is hier "stop in 2" voor elke i E {1,2,3}. 
3) a) We zoeken v, de kleinste excessieve majorant van r. Dus v(i) ~ r(i), 
v(i) ~ LJ=I p(i,j) v(j), v(i) ~ 0 en v(i) minimaal voor I s i·S n. 
De gegeven Markovketen heeft alleen voorbijgaande toestanden. Neem 
v(O) = v(n+I) = O. Invullen van p(i,j) geeft v(i) ~ ! v(i-1) + 
+ ! v(i+I) voor I s i s n. Blijkbaar is een excessieve funktie hier 
een op [O,n+I] concave funktie met waarde 0 in 0 en {n+I). Bepaal 
v(i) door een touwtje over de punten (O,O),(l,r(l)), •.. ,(n,r(n)),(n+l ,0) 
strak te trekken (en in ieder geval door (O,O) en (n+J,O) te laten 
gaan). Ook r(i) < 0 is hier toegestaan. 
b) Nu is v(i) ~ r(i), v(i) ~ q v(i-1) + p v(i+J), v(i) ~ 0 en v(i) mini-
maal voor I s i s n, waarbij weer v(O) = v(n+I) = O. Tekenen we nu de 
2 n-1 punten (0,0),(1,r(l)),(l+q/p,r(2)), ••• ,(J+q/p+(q/p) + •.. +(q/p) ,r(n)) 
en (I +q/p+ (q/p) 2 + ••. + (q/p) n, O) in R 2, dan is een excessieve funk tie 
in deze f iguur opnieuw een concave funktie op 
{O,l,l+q/p, .•. ,l+q/p+(q/p) 2+ ..• +(q/p)n} met waarde 0 in 0 en 
I + q/p + (q/p) 2+ •.. +(q/p)n. Ter bepaling van v(i) kunnen we dus weer 
een touwtje strak trekken! Dit werkt voor 0 < p < I. 
c) Hier is v(i) ~ r(i), v(i) ~ q v(i-1) + p v(i), v(i) ~ 0 en v(i) mi-
nimaal voor i ~ I. Neem eerst q < p, zodat I + q/p + (q/p) 2 + .•• = 
= _.£__ < oo. Een figuur als bij b) en een touwtje geven opnieuw v(i). p-q 
Omdat we sup r(i) = 00 bebben toegelaten, is 
i€IN 
6f v(i) sup r(j) = 00 voor i ~ 1, 
j€IN 
6f v(i) ::;; sup r(j) < 00 voor i ~ I. 
j€IN 
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is + q/p + 2 werkt Neem nu q ~ p. Dan I (q/p) + ••• = oo. We er bet touw-
tje. Ga na, dat in geval c) bet touwtje soms nergens op de r(i)-waar-
den steunt! 
de 4) Laat ~ de opbrengst van de eerste tot en met de n dag zijn. Dan geldt 
voor k,i0 ,i 1, ••• , ik E lN0 
met 
-als j > i, 
p(i,j) 
anders. 
De opbrengst bij stoppen in i is 
r(i) i voor i ~ Q. 
We zoeken v met 
00 
v(i) = max(i,(1-p) l j=i+I 1T • • v(j)) J-l. voor i ~ 0. 
De constructie van de optimaliteitsvergelijking (zie stelling 5.1) geeft 
ons direct een deel der v(i)-waarden. Met x0(i) = 0 voor alle i en 
00 
xn+l(i) = max(i,(1-p) l 1TJ. xn(j+i)) 
j=I 
vinden we acbtereenvolgens 
voor alle i 
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x1 (i) i voor alle i, 
00 
x2(i) i voor alle i met (1-p) l 1f. (j+i) j=I J 
waarbij de ongelijkheid tot 
vereenvoudigd kan worden. Neem nu i* € JN met 
Dan geldt (gebruik herhaalde substitutie in (**)) 
zodat 
x (i) 
n 
i voor alle i :!: i* en alle n €JN, 
v(i) = i voor alle i :!: i* 
s i, 
Met volledige inductie volgt ver~er v(j) > j voor 0 s j < i*, zodat uit 
(*) achtereenvolgens v(i*-1), v(i*-2), ••• , v(O) bepaald kunnen worden. 
Ter bepaling van v(O), v(I), ••• , v(i*-1) moeten we i* lineaire ver-
gelijkingen met i* onbekenden oplossen. De hoofddeterminant is I en we 
vinden 
v(O) = 
met 
(1-p)a. I 
1 -
* 
0 
0 
-( l-p)1f 2 
-(l-p)7rl 
0 • • • • 0 
-(l-p)7r. 1-I 
-(l-p)1f2 
-(l-p)7r I 
De optimale strategie is stoppen op {iJi :!: i*} met opbrengst v(O). Dit 
bewijzen we met stelling 4.1. 
5) We zoeken hier v met 
v(i) = i max[~. r ~] j=i+I (j-I )j 
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voor I s i s n. 
i Wegens de definitie van k is aan (*) voldaan door v(i) = - voor i ~ k n n n 
en vinden we de bijpassende waarden voor I s i < kn' die aan (*) vol-
doen, uit 
n 
_;r_ill v(i) i l j=i+I (j-l)j 
Nu is voor I < i < k 
n 
v(i-1) - v(i) n v1(1°)1 _ n (") ( i - I ) \ --'--""'-'- i \ 21J..L. - 0 j;i (j-I )j };i+I (j-I )j - ' 
zodat 
{' als k i s s n, n n v(i) k -I n 
---;-- jrk j ~I als I s i < k ' n 
n 
aan (*) voldoet. Als in opgave 4 blijkt de hier geconstrueerde v de ge-
zochte v te zijn. De optimale strategie is stoppen op {iii 
opbrengst v(O). Hier is v(O)' een dalende funktie van n met 
-I A~ v(i) = e 
6) Verloopt als opgave 5, waarbij nu 
{ 
n-i 
n-i+I 
p(i,j) = 0 
oli de beginkans is en 
als j i+I, J s i s n, 
anders, 
~ k } met 
n 
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r(i) als I :::; i :::; n. 
Oplossen van 
n 
(*) v(i) max[ r(i), l p(i,j) v(j)] j=i+l voor I $ i $ n 
geeft hier 
v(i) 
n-i+l voor I $ i $ n. 
De gezochte maximale kans op succes is ~' de optimale strategie is 
"direct stoppen" (als we stoppen bij het bereiken van de steunverzame-
ling). In dit geval kunnen we ook bij het bereiken van i stoppen; dit 
n-i+l I gebeurt met kans ~~- en levert dan met kans ~-.~1 de grootste waarde. n 1 n-1+ 
Ook nu komt met kans n het grootste getal te voorschijn. Omdat 
v(i) = r(i) voor alle i kunnen we verwachten, dat elke stopprocedure 
I 
met kans n de grootste waarde oplevert. Dat is niet juist, tenzij we 
het laatste getal steeds accepteren, als we geen eerder getal nemen. 
Hoe is dit in het algemeen bij v = r? 
7) Verloopt als opgave 5, waarbij nu 
--{ n:o1 p(i,j) 
als i I, I < j:::; n, 
anders, 
oli de beginkans is en 
--{ ~ r(i) voor i 
voor I < i :::; n. 
Oplossen van 
n 
v(i) max[r(i), l p(i,j) v(j)] 
j=i+l voor l :::; i :::; n 
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geeft hier 
={, als I < i $ n ' v(i) I 
als i I. 
n 
De gezochte maximale kans op succes is dus v(I) = I n' de optimale 
strategie is "stoppen op {2,3, .•. ,n}". Dit betekent hier stoppen bij het 
eerste resultaat, dat het beginresultaat overtreft. 
8) Met r(i) = i volgt v(i) = 00 : we kunnen ons verzekeren van opbrengst 
n > i bij starten in i, door op n te wachten. Dan is v(i) ~ n voor elke 
n > i. 
9) We zoeken de minimale v(i) met v(O) =I, v(i) ~ i voor i ~ 0 en 
v(i) ~ ! v(i-1) +I v(i+I) voor i ~I. Nu is v(i) concaaf (bol naar bo-
ven) met v(O) = en v(i+n) ~ i+n, zodat v(i) ~ I + i(I - i~n) + l+i 
voor n + 00 • Blijkbaar voldoet 
Nu is 
v(i) i + I 
f {ilv(i)-r(i) < E}, E 
voor i ~ O. 
zodat r = {O} voor E,;:; I. Vanuit i komen we met kans I in 0 (onbeperk-E 
te stochastische wandeling op :Z komt met kans I in elke toestand vanuit 
elke andere toestand), zodat 
voor i ~ 0 en 0 < E < I. 
10) Kies een r(j) met r(j) > I - E en j > i > I bij gegeven i. Stop bij het 
bereiken van {J,j} ingeval van starten in i. We komen met kans I in 
{J,j} met minimale opbrengst > I - E, terwijl v(i) =I voor i ~ I. Een 
strategie onafhankelijk van de keuze van i wordt verkregen, door te 
stoppen op {l,j 1,j 2 , ••• } met I < j 1 < j 2 < ••• en r(jk) >I - E voor 
k=l,2, .... 
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II) Beantwoording in de volgorde I 2 ••• n heeft als verwachte opbrengst 
Elke volgordeverwisseling is te verkrijgen door telkens twee opeenvol-
gende vragen te verwisselen. Neem I s i < n en verwissel de vragen i 
en i + I. De nieuwe opbrengst is a. met 
l. 
Zonder essentiele beperking kunnen we 0 < p. < 1 en v. > 0 voor alle 
l. l. 
i veronderstellen (p.=O of v.=O, dan vraag aan het einde beantwoorden, 
l. l. 
omdat hij niets oplevert; p.=I, dan vraag aan het begin beantwoorden, 
l. 
omdat hij geen risico geeft; bij v.=O en p.=1 doet de plaats er niet 
l. l. 
toe). Nu geldt a - ai > 0 als 
zodat dan een verwisseling de opbrengst verlaagt. Conclusie: we moeten 
streven naar 
Zolang dit niet vervuld is, kan door uitsluitend opeenvolgende vragen 
i en i+l met v.p.(1-p. 1) < v. 1p. 1(1-p.) te verwisselen, de situatie l. l. l.+ l.+ l.+ l. 
(*) naderbij worden gebracht. Daarbij neemt de opbrengst bij elke ver-
wisseling toe. 
12) Neem:N0 als toestandsverzameling. Neem !o = 0 en~= max[x_1,x_2, ••• ,ln] 
voor n = 1,2, •••• Dan is voor k,i0,i1, ••• ,ik € lil0 
met 
i 
l Pt als j i 
l=l 
p(i,j) p. als j > i 
J 
0 anders. 
Hier is 
r(i) = i en c(i) c. 
We zoeken v(i) voor i E 1N met v(i) ~ r(i), v(i) ~ - c(i) + 
+ l· p(i,j)v(j), v(i) ~ - l· g(i,j)c(j) en v(i) minimaal. Hierbij is J J 
wegens c(i) > 0 het derde stelsel ongelijkheden overbodig. Blijkbaar 
zoeken we de kleinste oplossing van 
Nu is 
waarbij 
00 
v(i) = max[i,-c+ l p(i,j)v(j)] voor i ~ O. 
j=i 
00 i 00 
l p(i,j)j i l p. t l jp. voor i ~ j=i j= I J j=i+I J 
i+I 00 i 
0, 
00 00 
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[(i+I) l p. + l jp. - (i+l)]-[i l p. + l jp. - i] 
-I P·· j=I J j=i+2 . J j=I J j=i+I J j=i+ I J 
BliJ'kbaar is i ~~ p. + ~~ . 1 jp. - i dalend in i, zodat er wegens l J =I J l J =i + J 
lEx_1 > c en pi> 0 voor willekeurig grote i een i 0 ElN bestaat met 
i 00 t+o voor i < io, i l p. + l jp. j=I J j=i+I J 
5. i+c voor i ~ io. 
Dit geeft 
{'-'. voor i ~ io' v(i) = 0 00 l p(i,j) v(j) - c + l jp. voor i < io. j=i j=i J 0 
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De regel van Cramer kan gebruikt worden om de oplossing af te maken. 
We kunnen gemakkelijk inzien, dat daarbij v(i) > 0 voor 0 s i < i 0 en 
v(O) oo p P2 P3 (-c+ l jp.){ I+ _I _I_+ -(-J--p-1-)-(-'1-;;;...p_1 ___ p2-.) +_(_I ___ )_.,(_I ____ ) + • . J -pi -pl-p2 -pl-p2-p3 J=1 
0 pi -1 
0 } 
(l-p1-···-pi -2)(l-p1-···-pi -1> 
0 0 
••• + 
de maximale opbrengst bij starten in 0 is. De optimale strategie is: 
stop op {i0 ,i0+1, ••• }. Als in opgave 4 kunnen we de minimaliteit van v 
aantonen. 
Opmerking. Als we hier alleen het laatste toekenningsresultaat mogen 
accepteren, .dan is de opbrengst nooit groter (bij star ten in O) dan de 
gevonden v(O). Omdat we dit optimum verkrijgen door te stoppen bij 
eerste binnenkomst in {i0,i0+1, ••• }, blijft deze waarde ook nu bereik-
baar! Daarmee is ook deze variant opgelost! 
13) We voeren de volgende notatie in: zij ~ het rangnUII1111er van het getal 
op het kde getrokken lootje onder alle n lootjes. Dus~ = I betekent: 
de 
op het k getrokken lootje staat het grootste van alle getallen; 
.!k = 2 : idem, maar het op een na grootste, enz. De vector 
(_!1,_!2, ••• ,!n) neemt met kans 1/n! elke mogelijke permutatie van 
J, ••• ,n aan. Het probleem luidt nu: maximaliseer P{~=I}, de kans op 
stoppen bij het lootje met het grootste getal, over alle mogelijke 
strategieen .!: 
de Zij verder Zic het rang~ummer van het getal op het k getrokken 
lootje maar nu onder de tot dan toe getrokken lootjes, dus: als 
a 1,a2, ••• ,an gegeven zijn dan is yk het aantal elementen van de verza-
meling {a.: a. s a., I s i s k}. Het is gemakkelijk in te zien dat 
1 1 k 
Zi•···•Zn onderling onafhankelijke stochasten zijn met verdeling 
voor I s i s k; 
dus Zic is homogeen verdeeld over de punten 1,2, ••• ,k. 
Tijdens het trekken van de lootjes worden achtereenvolgens 
z1,z2 , •••• waargenomen; ~ := <z1, ••• ,Zic) bevat al onze kennis over het 
verloop van het proces op het moment dat zojuist het kde lootje getrok-
ken is. Het proces !.i•!.2, •••• vormt weer een Markovketen met toestands-
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r'uimte 
E = {~ = (yl, .•• ,yk): $ k $ n, I $ y. $ i voor I $ i $ k} 
1 
en overgangskansen 
p(~-1 ·~) I =k voor 2 $ k ,; n en xk-1 ,xk E E, ~-I c xk 
(x£c~ betekent: de eerste £ componenten van xk zijn juist de compo-
nenten van x£). Op deze Markovketen willen we nu de oplossing van het 
vraagstuk baseren. 
Orn het probleem in te passen in de in hoofdstuk I ontwikkelde 
thearie maeten we nag een opbrengstfunktie r op E definieren, en wel 
zo dat de verwachte apbrengst gelijk is aan de kans dat we bij het 
lootje met het grootste getal erop stoppen, voor elke magelijke stra-
tegie. Het ligt vaor de hand om r als valgt te kiezen 
voor xk E E. 
Inderdaad geldt dan, zoals gemakkelijk is na te gaan, 
Er(x ) = P{a =I}. 
-T -'I 
Orn de functiewaarde van r in elk punt van E te berekenen moeten we de 
bavenstaande vaarwaardelijke kans uitrekenen. Zij xk = (yj, ..• ,yk) EE 
een toestand met yk > I en'xk = (y;, ••. ,yk) EE een toestand met 
yk = ). Nu kan de eventualiteit {~=I} geschreven warden als 
{~=I, ~+I > I, ~+Z > l, .•• ,Zn_ > J}, zodat 
en 
r(x") = 0 k 
We moeten nu v, de kleinste excessieve majorant van r, zoeken. De 
excessieve funkties zijn in ons geval natuurlijk de niet-negatieve 
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funkties f op E met 
f(~-1) ~ ~ l f(~) 
XkEE 
voor xk-I E E, 2 s k s n. 
xk=>~-1 
Gebruik makend van dezelfde accenten-notatie als boven, kunnen we de 
volgende eigenschappen van v noteren: 
voor 2 s k s n. 
v(x" ) ~ _kl l v(x. ) k-1 K XkEE 
x =>x!' k K-1 
Een funktie v*, die .aan deze ongelijkheden voldoet, maar dan met over-
* al gelijktekens, moet natuurlijk gelijk aan v zijn (innners, v S v, 
maar v* is ook een excessieve majorant van r en dus v* ~ v). We kunnen 
deze ongelijkheden dus vervangen door gelijkheden, en ze beschouwen 
als recursieve definitie van v: achtereenvolgens wordt v gedefinieerd 
in alle punten xn' alle punten ·Xn-I' enz. Lossen we vervolgens dit 
stelsel op dan vinden we 
{ v(xk) =~ r(xk) n voor k ~ k n v(~) bk > 0 r(xk) 
en v(~) = bk -I > r(~) voor k < kn' 
n 
k waarbij kn het kleinste natuurlijke getal is waarvoor bk s n , en de 
rij bn,bn-I'bn-z•··· recursief gedefinieerd wordt volgens 
{ b = 0 n I k voor 2 s k s bk-I = k((k-1 )bk+ -;_:;-) n. 
De lezer wordt ui tgenodigd te controleren dat 
n-1 
b = ~ I 
k n i=k i 
voor I s k s n - I. 
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De optimale strategie luidt: alleen stoppen in de toestanden 
xk_ met k ~ kn. We krijgen dus dezelfde oplossing als die bij opgave 5. 
14) We kunnen nu ook de "op een na hoogste tot nu gevonden waarde" accep-
teren. Dat is dan wel niet de grootste, maar het kan de op een na 
grootste zijn. Van de bekend wordende getallen is de relevante informa-
tie nu: de kde is de grootste, dan wel: de kde is de op een na grootste. 
Neem hier als toestanden: 
(I , I), (I , 2), (2, 2), (I ,3), (2, 3), ••• , (I , n) , (2, n) • 
We registreren alleen records en records-op-een-na. We zeggen, dat het 
trekkingsproces in toestand (l,i) is, als de i de trekking een record 
geeft (dit is altijd zo voor i=I) en in toestand (2,i), als de i de trek-
king een record-op-een-na geeft. Neem ~ = eerste geregistreerde trek-
kingsresultaat, !.i = tweede geregistreerde trekkingsresultaat, enz. Dan 
is met I s ip s n voor ap I en 2 s ip s n voor ap = 2 met 0 s p s r 
waarbij 
0 anders. 
Neem voor r(a,i) de kans, dat we bij stoppen in (a,i) het grootste of 
op een na grootste lot in handen hebben. Dan is 
i. + (n-i)i 
als a=I, I s i s n n (n-1 )n , 
r(a,i) 
(i-l)i 
als a=2, 2 (n-1 )n s i s n. 
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We kunnen uit 
n 
v(a,i) = max[r(a,i), l p((a,i),(2,j)) {v(l,j)+v(2,j)}J j=i+I 
aflezen, dat 
v(I ,n) 
en algemener 
voor 
v(a,i) 
2i(n-i) 
(n-1 )n 
Dit geeft 
v(Z,i) 
en ook 
v( I, i) 
r( I ,n) I en v(Z,n) r(Z,n) 
r(a,i) 
n l (i-l)i ±I$ j=i+I (j-2) (j-1 )j n r(a,i). 
r(Z,i) voor Z(n-i) s i-1 of i 
r( I, i) (minstens) voor i :?: i* 
:?: [ 2n+I] 
3 
Daar voor i < i* 
n 
r(Z,i) < l p((Z,i),(a,j)) {r(l,j) + r(Z,j)} s j=i+I 
n 
s l p((a,i),(2,j)) {v(l,j) + v(2,j)}, j=i+I 
geldt voor alle i < i*: v(Z,i) > r(2,i). 
i 
* 
Voor de toestanden (l,i) wordt het iets ingewikkelder. We zullen 
bewijzen dat er een i** s i* bestaat met 
v(l ,i) > r(l ,i) voor i < i**, 
v( I, i) r(l,i) voor i :?: i 
** 
Hiertoe eerst wat notaties. Zij 
ra := {(a,i): v(a,i) r(a,i)} , (a=t,2). 
We weten al, dat r 2 = {(2,i*),(2,i*+t), .•• ,(2,n)} en dat 
r 1 ~ {(l,i*),(l,i*+t), ••• ,(t,n)}. Voor i < i* definieren we nu 
B. := 
l. 
en 
T. := 
-l. 
We zullen nu 
r2 u {(l,i),(l,i+t), ... ,(l,n)}, 
het ogenblik van eerste binnenkomst in 
la ten zien dat voor zeker getal i** 
i < • 
voor ~ i.** 
B. 
l. 
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Hebben we dit, dan zijn we klaar; illBllers, in de eerste plaats kan (l ,i) 
met i < i** niet in rl liggen, omdat, als 
stoppen in (l,i) optimaal zou zijn en dus 
willekeurige T, in het bijzonder voor T .• 
- -i. 
dit wel zo was, onmiddellijk 
r(t,i) ~ E(t,i)r(~) voor 
In de tweede plaats liggen 
alle punten (l,i) met i ~ i** dan wel in rt' omdat als voor zekere 
i: (1,i+l),(1,i+2), ••• ,(l,n) €rt en i ~ i**' dan ook (l,i) €rt ; 
immers, ware dit niet het geval dan zou 
r(t ,i) < v(l ,i) 
omdat als we in toestand (t,i) starten, T. gelijk is aan de optimale 
-I. 
strategie. 
Om E(t ')r(x ) te bepalen, berekenen we eerst de verdeling van 
• l. -'"[" • 
x bij begintoes"t§nd (t,i) met i < i*. Voor i < j < i* is 
-T. 
-l. 
P(t '){x =(t,j)} = P{x_i+t>l, ... ,z.J._t>t,x_J.=t} = 
'l. -:!.i 
= ..i._ i+I j-2 _!_ = _i_· _ 
i+l . i+2' ... 'j-1 . j j(j-1) ' 
terwijl voor j ~ i* 
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P(I '){x =(a,j)} 
'l. -'[. 
-]. 
P{y. i>1, ••. ,z. i>1,z. >2, .•• ,z. i>2,y.=1} = 
-i+ i*- l.* J- -J 
k 
= i _1 p((a,i*-1),(a,j)). 
* 
(Hier zijn de l.i op dezelfde manier gedefinieerd als in vraagstuk 13). 
Vervolgens is gemakkelijk na te gaan, dat 
E(I .)r(x ) 
'l. -'[. 
-]. 
i i -I 
<2· *I 
n 
I 
j-1 + j=i+I 
2n-3i +i+3 
* 
n-1 ) . 
Hieruit volgt dat E(I .)r(x ) ~ r(l,i) dan en slechts dan als 
'l. --:!.i 
i -I 
*I 
j=i+I 
3i -2i-4 
* 2(n-I) 
Uit het verloop van beide leden van deze ongelijkheid met i is gemak-
kelijk te zien dat hij alleen geldt voor i ~ i** , waarbij we i** de-
finieren als het kleinste getal i waarvoor aan de ongelijkheid is vol-
daan. 
15) Er is een mooie beschrijving voor de oplossing. Zie Chow, Robbins & 
Siegmund, Great e:x:pectations, blz. 58-59. 
16) a) Neem n 0 en laat n weg. Controleer eerst 
als i < j , 
als i j, 
als i > j , 
en 
{ 
I 
p-q 
g(i,j) = .. (q/p)l.-J 
p-q 
als i ~ j , 
als i > j . 
Merk op, dat een stap de keten volgen in vergelijking met direct 
stoppen q-p-c < 0 oplevert voor i < 0, q-c voor i = 0 en 0 voor 
i > O. Alleen bij q > c valt er dus iets te verdienen. Bij q 5 c 
moet direct stoppen optimaal blijken. 
Voer nu s in met 
s(i) = l g(i,j)c(j) = c 
j 
f g(i,j) 
zodat 
l __££__ (51/ = (p-q)2 p . 
__££___ ~ 
2 (p-q) p-q 
j=-00 
c(i) s(i) - I p(i,j)s(j) 
j 
en we v(i) moeten bepalen uit 
v(i) + s(i) 
"' 
r(i) + s(i), 
v(i) + s(i) 
"' 
I p(i,j)(v(j) 
j 
v(i) + s(i) 
"' 
o, 
v(i) + s(i) minimaal. 
+s(j)), 
als i <: O, 
als i < 0, 
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We hebben hier een zuiver probleem met uitbetaling t = r + s verkre-
gen, waarbij door optimaal stoppen w = v + s wordt behaald. Als bij 
opgave 3 tekenen we de punten 
... ,(-(~)-(!f ,t(-2) ).(-<!),t(-1) ).(o,t(O) ).(1,t(I) ).(1+(!),t(2) ), .... 
In deze figuur kunnen we ter bepaling van w van (-oo,O) naar (_..e._,O) p-q 
een touwtje over de aangegeven punten spannen. Daarbij liggen 
(o,t(O) ).(1,t(I) ), ... , (p:q,O) op een rechte £. Vanuit p:q gezien 
(op de horizontale as) verloopt het touwtje volgens £ 6£ het steunt 
op (minstens) een der punten 
- <!)-j t(j)) 
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voor j < Q. Omdat -(.E.) q 
2 
(.E.) -
q 
-j 
(.E.) exponentieel groeit voor q 
j ~ oo en t(j) lineair, is w(j) eindig voor elke j en geldt w(j) = 
= t(j) voor j < 0 voor geen, een of twee opeenvolgende j's. Orn dit 
in te zien vergelijken we voor j s 0 de hellingen 
a(j) t(j) 
-j 
_p_ + .E. + .•. + (.E.) p-q q q 
van de lijnen door (<.E.)-(.E.>2- ••• q q 
a(j) ~ a(j-1) als 
-j 
(.E.q) ,t(j)) en (~P~,O). Nu is p-q 
. nc ic . 1 nc (j-l)c 
- J + ----r..;::___ - --"'-"'- - J + + ~ -
( p-q) 2 p-q ~ -----'("'"p--q""')'----'P._,-,_.q.__ 
-j -j+I 
_.E._ + .E. + ..• + (.E.) _p_ + .E. + ... + (.E.) p-q q q p-q q q 
of 
(*) 
-j >~ 
- p-q+c 
Blijkbaar verbindt het touwtje (p:q ,O) met (j*,t(j*)), waarbij 
[~] 
p-q+c 
Tevens gaat het touwtje door (j,t(j)) voor elke j < j* (ga na!). De 
optimale strategie is hier: stop bij het bereiken van j*. De op-
brengst van deze strategie bij starten in 0 met kans I is (afgele-
zen van het touwtje!) 
v(O) 
b) Bij n > 0 vinden we, dat 
als i ~ n, 
als i < n, 
en moeten we (in een plaatje als bij opgave 3 en hierboven bij a)) 
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hellingen vergelijken om het steunpunt van de lijn door (~ ,O) te 
vinden. Nu blijkt voor (n+l)c > q (en dat geval willen we alleen 
bekijken, omdat we n ~ oo willen onderzoeken) deze lijn door alle 
2 j-1 
(t+(S.)+(9..) + ••• +(S) ,t (j)) 
P P P n met j ~ n 
te gaan. Hier is t = r + s en is c met s geelimineerd (als boven 
n n n n 
c met s). Nu blijkt de stopstrategie onafhankelijk van n (mits vol-
doende groot) van het type 
"stop bij het bereiken van i* of j*" 
te zijn, waarbij j* < 0 < i*. Dit betekent, dat het geen ve.rschil 
maakt of voorbij een voldoende grote waarde van n al of niet kosten 
in rekening worden gebracht! Zo is het geval c00(i) = c voor alle i € OZ: 
toch te behandelen door eliminatie van c_ via s in plaats van s ! 
~ n oo 
4. OPLOSSINGEN VAN DE OPGAVEN OVER HOOFDSTUK 2 
I) Ga eerst na, dat 
Omdat 
volgt 
'Tr(i,j) = { I 
<!> i-j 
k(i,j) = ili..ii2. = 'Tr(i,j) 
g(O,j) 7r(O,j) 
(S) i-j 
k(i,j) p (g_)j 
p 
cs> i p 
als j ~ i, 
als j < i. 
voor i,j € Z, 
als j ~ 0, i s j , 
als j ~ O, i ~ j , 
als j s O, i s j , 
als j s 0, i ~ j 
Wil een rij {jn}:=I (met jn=j voor slechts eindig veel n voor elke j € 'Z) 
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voor elke i € ~ een limiet 
y(i) = lim k(i,jn) 
n->00 
opleveren, dan moet of jn + 00 of jn + - 00 gelden. In het 
vinden we y+(i) = I voor alle i en in het tweede y_(i) = 
i. De Martinrand bevat hier twee funkties: Y+ en y , die 
eerste geval 
(gi voor alle 
p 
beide harmo-
nisch zijn (zie stelling [2.4], blz.63) en extreem. Dit laatste is een 
gevolg van 
zodat de veronderstelling 
tot 
voert (analoog voor y_). 
Opmerking. Uit het feit "y+ is de enige begrensde harmonische funktie 
in H" volgt 66k, dat y+ extreem is. 
2) Op tijdstip 0 beginnen we me.t kans I in (O,O). Hier is 
als n > m of i > j, 
g((n,i), (m,j )) 
j-i (m-n)-(J"-i) p q . als n s men is j. 
Dit geeft 
0 als n > m of i > j of j-i > m-n, 
k((n,i),(m,j)) 
G=:) -i i--n 
als s i j j-i s p q n m, s en m-n. 0) 
Nu bestaat 
y((n,i)) = lim k((n,i),(mi,ji)) 
i-+00 
voor alle 0 s i s n 
(met (mi,ji) = (m,j) voor slechts eindig veel i voor elke (m,j)), als 
a ) mi+ co voor i +co (wegens "slechts eindig veel" conditie), 
bi) {ji}7 begrensd is; er is nu een deelrij met ji constant, die 
-{:~ als i > 0' y0((n,i)) als i o, 
oplevert, 
b2) {mi-ji}7 begrensd is; er is nu een deelrij met mi - ji constant, 
die 
= { :-n 
als i < n' 
y1 ((n,i)) 
als i n, 
oplevert, 
. i . n-i 
(~~) (1- ~~) {l+o(t)} 
een limiet als 
voor een 0 met 0 s 0 s I. Dit geeft 
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waarbij we voor 0 0 de funktie y0 van bi) terugvinden en y1 van 
b2) voor 0 = I . 
Alle Ye zijn harmonische funkties en yp is de enige begrensde (en 
dus extreem). Ingeval y0 voor een bepaalde 0 uit [0,t] niet extreem is, 
JOO 
geldt 
r 
i n-i 
a I -a Ye<<n,i)) = (-) <i-=-) dFe(a) 
'[0,J] p p 
voor 0 s i s n 
voor een kansverdeling Fe op [0,1]. Dit is alleen juist voor 
i(a-e) , 
zodat elk der gevonden Ye een extreme harmonische funktie uit H is. 
3) De rij ~I - ~· ~2 - ~1 , •.. bestaat uit verwisseZbare stochastische 
variabelen, d.w.z. steeds is ;+I - ; = 0 of I en we hebben voor 
a 1,a2, ..• ,an E {O,I} 
met 
met 
IP (u0 ,w0) [~1-~=a1' ~2-~l =al'····;-;-! =an] = 
v0(v0+1) ..• (v0+n-Sn-l)w0(w0+1) .•. (w0+sn-1) 
uo<uo+l) ..• (uo+n-1) 
e(u0 ,w0 ,u0+n,w0+Sn) 
s = et + ct2 + ... + et en v0 = u0 - WO n I n 
Start nu met kans in toe stand (uo,wo) = ( 2, I). Dan is 
I s w1 < ul en I s w2 < u2) 
Dit geeft 
0 
(steeds 
8(u 1 ,w1 ,u2 ,w2) 
8(2, I ,u2 ,w2) 
IOI 
Wil een rij {(un,wn)}7 (met (un,wn) = (u,w) voor slechts eindig veel n 
voor elke (u,w) met I ~ w ~ u) voor elke toestand (u 1,w1) een limiet 
y((u 1,w1)) = lim k((u 1,w1),(u2,w2)) 
n~ 
opleveren, dan moet gelden 
a) un -+ 00 (wegens "slechts eindig veel" conditie), 
bi) {wn}7 begrensd; er is nu een deelrij met wn constant, die 
b2) 
b3) 
. {:1-1 
als WI > I' 
Yo((ul ,wl)) 
als w1 I ' 
oplevert, 
.{u -w }001 begrensd; er is nu een deelrij met u - wn constant, die n n n 
oplevert, 
w -+ 00 en u - w -+ 00 • nu heef t 
n n n ' 
( llu-u1) 
w -w 
n I 
( un-2) 
w -I 
n 
w -I 
w I 
(....!!) 
u 
n 
een limiet voor alle I ~ w1 < u1 als 
w 
lim ....!! = e 
n~ un 
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voor een 8 met 0 < 8 <I. Dit geeft 
waarbij y0 en y 1 van bi) en b2) voor resp. 8 
gevonden worden. 
Elke Ye is een harmonische funktie. Omdat 
I 
0 en e opnieuw 
I (u1-I)! w -I v -I -,----~.,--___,~ 8 I (1-8) I d8 (vl-l)!(wl-1)! voor alle I s w1 < u 1 
0 
is de funktie met waarde I in alle (u 1,w1) een harmonische funktie, 
maar niet extreem. Omdat aan 
8 I ( 1-8) I = w -I v -I I w1-I v 1-I a (I-a) dF8(a) 
[O, I] 
met F8 een kansverdeling op [0,1] voor alle (w1,v 1) slechts voldaan is 
ingeval 
is elke ya extreem. 
4) Hier is 
als i s j, 
als i > j, 
met 
00 
f3. = .n. p. 
l. J=i J voor i <: O. 
Omdat we alleen doorgangstoestanden hebben, moet er een positieve kans 
op het doorlopen van alle toestanden (in de natuurlijke volgorde) zijn, 
d.w.z. we hebben (30 > O. Wegens 
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'JT*(j,j) = p. 'JT(j+l,j) + q. '1T(O,j) = p.(1-13. 1) + q. = I - 13. , J J J J+ J J 
volgt 
{
1/fL 
J 
g(i,j) = 
( 1-13. )/13. 
1 J 
Dit geeft 
k(i,j) 
Nu bestaat 
y(i) = lim.k(i,j ) 
. ~ n 
als i s j , 
als i > j. 
als i s j, 
als i > j. 
voor alle i ~ 0 voor een gegeven rij {jn}7 (met jn=j voor slechts ein-
dig veel n voor elke j ~ O), als j + oo en in dat geval is 
n 
y(i) voor i ~ O. 
Er is nu dus precies een harmonische funktie in H, die dan ook extreem 
is. 
5) Alleen dan komen we niet met kans I in I terug, als 
00 
n!:ll p((i,n), (i,n+I)) > 0 
voor minstens een i met I s i s m. We zullen gebruiken 
Nu bestaat 
y(i,j) = lim k((i,j),(i ,j )) 
~ n n 
voor elke toestand (i,j) voor een rij {(i ,j )}001 (met (i ,j ) n n n n 
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voor slechts eindig veel n voor elke toestand (i*,j*)) alleen bij jn + 00 
en komt in {in}7 minstens een waarde uit 1,2, •.• ,m oneindig vaak voor. 
We kunnen blijkbaar volstaan met het berekenen voor jn > j van 
1[n(I, (i,j))]-1 7T((i,j),(i ,j )) k((i,j),(in,jn)) = TI(l,(i ,jn))n = 
n n n((i,j),I) 
Veronderstel [n(l,(i,j))J-I = n((i,j),I). Dan is n(l,(i,j)) = 
als i =i 
n ' 
als i "i. n 
= TI((i,j),I) = I en dus ook TI(l,I) = I, zodat I een terugkeertoestand 
is. Tegenspraak. 
Blijkbaar geldt 
[n(l,(i,j))J-I > n((i,j),I) voor alle (i,j). 
Maar dan is als limiet in (*) alleen 
als i 1 " i 
mogelijk met i = 1,2, •.• ,m. Dit geeft precies m harmonische funkties 
(ze zijn nieuw en verschillend), die extreem zijn bovendien: want als 
m 
y. = I e. y. met e. ~ o, 
1 i =I 1 1 1 1 1 1 I 
dan volgt uit ei < 
en dus 
y. 
l. 
e. 
ii I -y. 
• .J.' 1-8. i 1 l.lrl. l. 
[TI(l ,(i,j))J-I 
Tegenspraak. 
I, 
n((i,j),I). 
6) Ais bij opgave 5 komen we niet met kans I in I terug, als 
00 
n~I p((i,n),(i,n+I)) > 0 
voor minstens een i ~I. 
Beschouw een rij {(i ,j )}001, waarvoor n n 
y(i,j) = lim k((i,j),(in,jn)) 
n-+00 
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voor elke toestand (i,j) bestaat en met (in,jn) = (i*,j*) voor slechts 
eindig veel n voor elke toestand (i*,j*). Nu is mogelijk: 
a) rij {in}7 is begrensd. Dan is het geen beperking om jn + 00 te ver-
onderstellen en vinden we (als in opgave 5) 
voor i = 1,2, .•.• 
b) rij {jn}7 is begrensd. Dan is het geen beperking om jn j 1 te ver-
onderstellen en i + 00 • Omdat 
n 
n((i,j), I) voor in > i, 
geldt 
y(i,j) = lim k((i,j),(i ,j 1)) = n((i,j),I) 
n-+00 n 
k((i,j),I). 
Deze y is een ons bekende funktie. 
c) Zender beperking mag in + oo en jn + 00 genomen worden. Opnieuw vin-
den we de al in b) gevonden y, dus geen nieuwe funktie. 
Alleen de ender a) gevonden y.'s kunnen we nu op al of niet harmo-l. 
nisch zijn onderzoeken. Stelling [2.4] is nu niet, maar de opmerking 
daarna is weZ toepasbaar. Alleen de relatie 
00 
106 
dienen we voor elke i ~ 1 te controleren om te weten, dat we met har-
monische yi's te doen hebben. Nu is 
p(l,(i,1)) + l p(l,(il,1))7T((il,1),1)7T(l,(i,1)). 
il~i 
7T(l,(i,1)) 
Deling door 7T(l,(i,1)) geeft inderdaad 
00 
y.(1) = 1 = l p(l,(i 1,l))y.((i 1,1)). 1 i =l 1 1 
Als bij opgave 5 volgt, dat alle yi ook extreem zijn. 
7) Neem weer een rij {jn}7 met 
y(i) = lim k(i,j ) 
n--wo n 
bestaat voor elke toestand i (en z6, dat jn=j slechts voor eindig veel 
n juist is). Het aantal nullen en enen van jn moet dan naar oneindig 
gaan. Met de afspraak, dat i en j steeds andere toestanden dan 0 (hier 
de "O" uit de theorie van §2, blz. 58) aangeven, geldt 
7T(0,j) 7T(0,i)7T(i,j) als j met i begint 
en 
7T(i,j) 7T(i,0)7T(0,j) als j niet met i begint. 
Dit geeft 
{ 7T(~,i) k(i,j) = 
7T(i,0) 
als j met i begint, 
als j niet met i begint. 
Tevens is hier 
7T(0,i)7T(i,0) < I, 
omdat anders 0 en i terugkeertoestanden zijn. 
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Van de rij {jn}7 kan de eerste component vanaf zekere n niet meer 
veranderen (anders is er in 0 geen limiet bij (*)).Na het vast warden 
van de eerste component zal ook de tweede vast warden (anders is er 
geen limiet in 00 of 10), enz. Zander bezwaar kunnen we voor j de eer-
n 
ste n componenten van een vaste vector met af telbaar veel componenten 
(alleen 0 en I treden op) nemen. Laat s zo'n vector zijn en jn de vec-
tor van de eerste n componenten van s. Dan is 
{ 
[rr(0,i)J-I 
y (i) = lim k(i,j ) = 
s n-+00 n 
rr(i,0) 
als s met i begint, 
als s niet met i begint. 
Elke s geeft een harmonische ys. Een andere s geeft een andere ys (ga 
na). Elke ys is extreem. Bewijs. Veronderstel voor een vaste s, dat jn 
uit de eerste n componenten vans bestaat voor n = 1,2, •••. Veronder-
stel, dat harmonische funkties h1 en h2 bestaan met h1(0) = h2(0) =I 
en 6 1,6 2 > 0 met 6 1 + 62 = I, z6 dat 
Bekend is (met i=0 toeges taan)· da t 
voor alle i, 
omdat voor een excessieve funktie f 
f(i) 2: lE.f(x ) 
l. --'[ 
en we hier voor f zowel h1 als h2 kunnen nemen en T: stop in jn. Verder 
geldt 
y (i) = rr(i,j )y (j ) 
s n s n 
voor alle i met hoogstens n componenten, 
zodat in dat geval 
y (i) 
s 61hl(i) + 62h2(i) <: rr(i,jn)(61hl(jn) + 62h2(jn))= rr(i,jn)ys(jn) 
= ys(i). 
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Blijkbaar geld t 
voor elke i met hoogstens n componenten. Dit geeft eerst 
7r(0 ,j ) 
n 
en daarna 
voor alle i. 
00 
8) Hier geldt 8 > 0 (anders geen doorgangstoestanden) en met en iUn Pi 
TI(a ,a ) 
m n 
TI(a ,b ) 
m n 
TI(am,cn) 
7r(cm,an) 
7r(cm,cn) 
7f (bm' an) 
7f (bm' en) 
TI(c ,b ) 
m n {: - 8 n 
als m ::;; n, 
als m > n, 
7r(am,c0) 7r(c0,bn), r- Sn 
I - 8 
m 
als m ::;; n, 
als m > n, 
7r(c0,an)' 
als m < n, 
als m <:: n, 
waarbij de expliciete formules direct berekend zijn. Dit geldt ook voor 
en 
We vinden zo 
(1+8 -) 
n 
I - 8 • 
n 
k(a ,b ) 
m n 
k(b , a ) 
m n 
k(a ,e ) = k(b ,e ) 
m n m n 
·{ I + 8 m 
- 8 
m 
- e 
m' 
{
< 1 -e ) < 1 -e ) - i 
m n 
I - 8 
m 
I 
I , 
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als m ~ n, 
als m > n, 
als m ;:: n > o, 
als m ;:: n = o, 
als m < n, 
als m ;:: n;:: I ' 
als m < n of n o. 
00 
Een rij {j }1 met j = i voor sleehts eindig veel n voor elke toestand 
n n oo co oo 
i bevat of een deelrij van {a }1 of van {b }1 of van {e }1• We kunnen 
· oo n oo Hi n (omdat zowel voor {an}I als {bn}I als {en}I als rij een punt van de 
Martinrand verkregen wordt) alleen die drie rijen onderzoeken. 
Met {an}7 als rij komt er 
I. 
+ 8 , 
m 
- e 
m' 
Een analoge yb versehilt van Ya· Met {en}7 als rij vinden we 
y (a ) = y (b ) = y (e ) I. 
e m e m e m 
Dus hier is (voor de harmonisehe funkties ya,yb en ye) 
Maar dan zijn ya en yb extreem, ye niet. 
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