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Abstract
Scanning tunneling spectroscopy has been a window into the (sub)atomic
world for more than two decades now, but the wealth of information that
this technique offers seem yet to be exploited to it’s maximum. In this the-
sis it is tried to optimize STM and, more precisely, STS techniques for the
investigation of transition metal oxides, especially ones that exhibit interest-
ing correlated structural and electronic phenomena like Pr1−xCaxMnO3 and
LaAlO3/SrTiO3 system; the first is an insulator characterized by intriguing
magnetic and charge-ordered phases, and the second is unique example of 2D
electron gas, confined to the buried interface between two band-insulators. To
this purpose, different numerical methods are proposed, which greatly help
the handling of the data obtained in STS measurements. This approach al-
lowed to determine important correlations between structural and electronic
properties of the TMO surfaces/interfaces investigated in this thesis.
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Introduction
Scanning tunneling microscopy and spectroscopy [STM/STS], for a quarter of
a century, has been used to probe the electronic and the structural properties
of conducting surfaces, helping to understand the physics happening at the
surfaces of many materials. In the case of strongly correlated materials, the
full potentialities of STM/STS has been demonstrated by the studies on
high Tc superconductors, since in these materials the majority of interesting
phenomena occurs near the Fermi level and at low temperatures, where STS
is able to determine the local density of states quantitatively. However,
recently, there are activities to better understand the tunneling process away
from the Fermi level, also in the case of other systems, often characterized by
semiconducting and sometimes insulating characteristics. Among them, the
class of transition metal oxides [TMO] are considered quite promising for the
possibilities to implement new functionality in modern electronics. Indeed,
transition metal oxides exhibit a plethora of interesting electronic, magnetic
and structural phenomena often present simultaneously in the same material,
competing with each other and thus giving rise to the possible applications
in devices.
In this framework, this thesis is devoted to the optimization of the STM
and, more precisely, of the STS techniques for the investigation of transition
metal oxides, with a special attention toward compounds exhibiting interest-
ing structural and electronic phenomena, like Pr1−xCaxMnO3 thin films and
LaAlO3/SrTiO3 interface. Pr1−xCaxMnO3 is an insulating material charac-
terized by interesting charge order and magnetic phases depending on the
doping level and on the temperature, while the LaAlO3/SrTiO3 interface is
an example of 2D electron gas confined to the buried interface below a thin
LaAlO3 insulating film. Moreover, an attempt to unveil the possible physical
mechanisms happening in these materials has been tried, by applying the
novel analytical techniques developed in this thesis.
The outline of the thesis is presented in Chapter 1. Moreover, a gen-
eral introduction to the STM/STS technique will be given, together with
the description of the experimental setup used to achieve the experimental
1
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results.
In the second Chapter, the numerical algorithms developed here to de-
termine, from the STS measurements, the local density of states of badly
conductive or even insulating materials at room temperature, will be pre-
sented. This is done by using STS in the spectroscopic mode, where only
I(V) curves are acquired, allowing faster and more stable measurements com-
pared to the standard lock-in implementation, usually used especially in the
case of superconductors. In particular, a robust numerical algorithm for
differentiating I(V) curves, called Total Variation Regularization (TVR), is
introduced. Moreover, the problematic associated to the normalization of the
spectroscopic data is addressed since, differently from superconductors, here
interesting features in the DOS are often far from the Fermi level. There-
fore, the role of the energy dependence of the tunneling probability should
be taken into consideration with a particular care. At the end of the chapter,
a method for classification of spectra in the spatial resolved STS map mea-
surements, called K-means, is proposed to help more easily the identification
of surface electronic inhomogeneities in the spectral response of surfaces and
interfaces.
In Chapter 3, an overview of STM/STS studies done on correlated TMO
is presented, with a general introduction to the field of correlated material
and with a focus on manganites and, more specifically, on Pr1−xCaxMnO3.
The chapter is completed with a short summary of the main experimental
results obtained by STM/STS on manganites.
The STM/STS measurements on Pr1−xCaxMnO3 thin films, with dop-
ing x=0.3 and 0.5, are presented in Chapter 4. The measurements are done
for the doping concentrations corresponding, in the phase diagram, to the
boundaries of the charge-orbital-ordered phase. In both system, it was possi-
ble to demonstrate a correlation between topographic and electronic inhomo-
geneities. In particular in the x=0.5 phase, we found that PrCaO terminated
islands show a more insulating character then MnO2 terminated layers. For
the x=0.3 phase, nanostructured domains observed in the first layers close
to the interface, exhibit a more insulating characteristic, and larger gap,
again demonstrating a strong correlation between structural and electronic
properties of the surface.
Chapter 5 introduces the LaAlO3/SrTiO3 system that gained strong in-
terest in the last years, being one of the few example of two dimensional [2D]
electron gas realized at the interface between two band-insulator transition
metal oxides. The possible role of the electron correlations in the physics
of this system, attracted the attention of the condensed matter community.
An overview of some of the theoretical and experimental results obtained in
the last years is presented. At the end of this chapter, the state of art of
2
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scanning probe microscopy [SPM] studies in this field is shortly summarized.
Finally, the STM/STS measurements done on the LaAlO3/SrTiO3 system
are presented in Chapter 6. The results obtained on 4 u.c. (conducting
interface) and 2 u.c. (insulating) LaAlO3/SrTiO3 bilayers, grown by the
Augsburg group of Prof. J. Mannhart, will be presented. The data show
different spectral responses, as expected. In particular the presence of an
intriguing superstructure, correlated with an inhomogeneous response, in the
case of the conducting 4 u.c. bilayer, has been interpreted as signature of
important structural and orbital reconstruction of the interface. At the same
time, we found the insulating 2 u.c. bilayer become locally conducting when
light is impinged onto the surface, by a photo-doping effect.
In the last chapter, a summary of the results with the possible outlook
for further measurements is presented.
3
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Chapter 1
Scanning Tunneling Microscopy
The development of the family of scanning probe microscopes starts with the
original invention of the scanning tunneling microscope (STM) by Gerd Bin-
nig and Heinrich Rohrer at IBM Zurich Research Laboratories in Switzerland
in 1981 [1]. Binnig and Rohrer were awarded with the Nobel prize for their
invention just 5 years later.
The significance of their discovery is reviewed in the possibility to over-
come the diffraction limits of optical and electron microscopes that were
limiting the view into the atomic world. It also opened the road to plethora
of new scanning probe techniques that do not necessary use tunneling effect
but that strongly rely on the technology behind STM (table 1.1).
The STM works by scanning a very sharp metal wire (TIP) over a surface
which properties are being investigated (SAMPLE) [Fig. 1.1]. By bringing
the tip very close to the sample, and by applying an electrical voltage to the
tip or to the sample, one can image the surface at an extremely small scale
down to resolving individual atoms. This is possible due to the tunneling
current that is an exponential function of tip-sample separation.
IT (w) = I0e
−2kw ; k =
√
2mφ
h¯
(1.1)
Table 1.1: Scanning probe techniques and corresponding feedback.
Technique Feedback
Scanning Tunneling Microscopy tunneling current
Contact Atomic Force Microscopy force (caniliver bending)
Non-contact Atomic Force Microscopy force (frequency shift)
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I-V
Feedback
IT
VBias
z piezomotor
x and y piezomotors
Sample
Tip
z
x
y
y xx
z
Figure 1.1: Principal scheme of STM device
To understand in more details how the STM operates several principles,
discussed in the next chapter, must be introduced.
1.1 Principles of
scanning tunneling microscopy
There are several principles that made the realization of STM possible:
• Quantum mechanical tunneling effect
• Piezoelectric effect
• Electronics and the feedback loop
• Mechanical decoupling
1.1.1 Quantum mechanical tunneling effect
Quantum mechanical tunneling effect, which has no counterpart in classi-
cal physics, describes the propagation of the particle wave function Ψ(E, r)
through the thin potential barrier of height φ and width w, such that φ > E,
where E is the total energy of the particle [Fig. 1.2].
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E
f
Y(E,r)
r0 w
0,0,22.5,10.5
Figure 1.2: Schematics of quantum mechanical tunneling effect
As a quantum mechanical phenomenon, tunneling effect was known since
the early days of quantum mechanics. It was George Gamow who, in 1928,
first used the idea of introducing tunneling phenomena to describe the alpha
decay of a nucleus [2]. The generality of the quantum-mechanical tunneling
was quickly recognized.
If the tunneling particles are electrons, a tunneling current occurs when
electrons move through a barrier classically forbidden. The wave-function
amplitude (the square-root of the probability to find the particle at a given
spatial coordinate) decays rapidly through the barrier (the decay is exponen-
tial in the case of a constant height barrier in one-dimensional case), so to
have a finite probability of finding the particle at the opposite side of the
barrier thickness w should be very small. Hence, for a thin enough barrier
and large enough number of electrons, measurable currents can be produced
by electron tunneling from one electrode to the other.
In the STM, tunneling takes place between two electrodes [Fig. 1.3]: S-
sample electrode of the investigating material and T -tip,a metallic point
probe electrode. When the two electrodes are brought in close proximity, the
tunneling effect takes place. The tunneling process is described by the eq.
1.2 and 1.3
dIT→S(E, V, w) ∼= (1.2)
A
2pie
h¯
(
h¯2
2m
)2T (E, V, w)ρS(E)f(E)ρT (E − eV )(1− f(E − eV ))dE
dIS→T (E, V, w) ∼= (1.3)
A
2pie
h¯
(
h¯2
2m
)2T (E, V, w)ρT (E − eV )f(E + eV )ρS(E)(1− f(E))dE
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Figure 1.3: The energy diagram of the STM tunneling process with voltage
V measured referenced to the tip potential
Equation 1.2 describes positive current flow from the tip to the sample
as a consequence of electron tunneling in opposite direction (from the sam-
ple to the tip). Similarly equation 1.3 describes positive current flow from
the sample to the tip as a consequence of electron tunneling in opposite di-
rection (from the tip to the sample). At certain energy E, the tunnelling
process depend on the the tip and the sample electronic properties, so that
the tunnelling current is proportional to the product of the corresponding
density of states (ρT (E) and ρS(E)) and the Fermi-Dirac distribution func-
tion that describes occupancy of the available states at certain temperature
T for fermions f(E) given by Eq. 1.4.
f(E, T ) =
1
1 + e
−E−Ef
kBT
(1.4)
Here kB is a Boltzmann constant and Ef is Fermi level of the material.
In this frame eq. 1.2 simply states that the tunneling current correspond-
ing to transfer of electron (charge) from the sample to the tip, is proportional
to the product of available electrons in the sample, the available unoccupied
states in the tip, the area of the tunneling contact and the tunneling trans-
mission probability T (E, V, w). This probability is a function of the tip to
sample separation w and for trapezoidal barrier in the WBK approximation
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is given by the expression eq. 1.5:
T (E, V, w) ∼= exp
{
−2w
(
2m
h¯2
[
Φ¯ +
eV
2
− E
]) 1
2
}
(1.5)
Here Φ¯ represents the average work function of the tip and the sample (Eq.
1.6).
Φ¯ =
φT + φS
2
(1.6)
Conventionally, the total net current is represented in such a way that it
has positive values when the majority of the electrons tunnel from the tip to
the sample. This corresponds to a positively biased sample electrode respect
to the tip. The total net current can be then expressed as:
dI(E, V, w) = dITOTS→T (E, V, w) = dIS→T (E, V, w)− dIT→S(E, V, w)
dI(E, V, w) ∼= (1.7)
A
2pie
h¯
(
h¯2
2m
)2T (E, V, w)ρS(E)ρT (E − eV )(f(E − eV )− f(E))dE
Or when integrated over all energies:
I(V,w) ∼= (1.8)
A
2pie
h¯
(
h¯2
2m
)2
∫ ∞
−∞
T (E, V, w)ρS(E)ρT (E − eV )(f(E − eV )− f(E))dE
In the equilibrium case, when no bias voltage is applied between the
electrodes, the number of electrons that tunnel from the tip electrode to the
sample electrodes is equal to the number of electrons tunneling from the
sample to the tip electrode, resulting in a zero net current.
If a bias voltage is applied, however, depending on the local density of
states of the sample and the tip, in general a non-zero tunneling current
will exist, corresponding to electrons moving from the lower potential to the
higher potential electrode.
The Eq. 1.8 can be simplified by assuming fT (E) and fS(E) to be Heav-
iside step functions with step at EfT and EfS for the tip and the sample
respectively. At the room temperature the value of kBT is ≈ 26 meV. This
value introduces energy resolution limit when trying to determine ρS(E). So
for all the measurements, with a much lower energy resolution, the stated
assumption can be used. The consequence of this is that instead of integral
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over all the energies, one can obtain the current only by integrating in the
[0, eV ] range, and Eq. 1.8 becomes:
I(V,w) ∼= (1.9)
A
2pie
h¯
(
h¯2
2m
)2
∫ eV
0
T (E, V, w)ρS(E)ρT (E − eV )dE
Since the goal is to probe the density of states of the sample one should
notice that the differential conductance dI/dV as a function of V, obtained
by differentiating Eq. 1.9, is given by (Eq. 1.10):
dI(V,w)
dV
(V,w) ∼= (1.10)
A
2pie
h¯
(
h¯2
2m
)2T (E, V, w)ρT (E − eV )ρS(E)|E=eV
+
∫ eV
0
dT (E, V, w)
dV
|e=eV ρT (E − eV )ρS(E)dE
+
∫ eV
0
T (E, V, w)
dρT (E − eV )
dV
|E=eV ρS(E)dE
If few more assumptions are taken into consideration, the equation 1.10
can be simplified even further and can be used to determine the sample
density of states function (ρS(E)) from the bias voltage dependence of the
current (I(V )), obtained in the constant barrier width condition (w = const).
The assumption usually considered are:
• ρT (E) = ρT (EgT ) = const.; since the tip is usually made of a good
conductor, electrons in it are behaving like free electrons with effective
mass m∗. For the case of 3D electron gas the ρT (E) has a square like
dependence and thus making it possible to consider ρT (E) = const if
the Fermi level EfT is deep inside the conduction band;
• T (E, V, w) = T (E,w); this assumption states that the tunneling trans-
mission probability does not change with the applied voltage. This
is generally true only for small bias voltages, when one is observing
states near the Fermi level. For higher voltages, though, the bias volt-
age does change the profile of the potential barrier and consequently
also T (E, V, w). In the chapter 2.2 the influence of bias voltage on the
tunneling transmission probability will be discussed in more details;
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When this assumptions are applied to Eq. 1.10 the second and the third term
can be considered to be equal to zero, thus leading to the simple relation
between the differential conductance and sample density of states :
dI(V,w)
dV
∼= A2pie
h¯
(
h¯2
2m
)2T (eV, w)ρT (EfT )ρS(eV ) (1.11)
Although a term T (eV, w) is present and depends on the bias voltage, since
it is already assumed that eV is small and in particular eV << Φ¯ we have:
T (eV, w) = T (w) = exp
{
−2w
(
2m
h¯2
Φ¯
) 1
2
}
(1.12)
So the tunneling transmission probability is a function only of tip to sample
distance w and for fixed eV it is responsible for the exponential like decrease
of the tunneling current with barrier thickness ,as mentioned in Eq. 1.1.
The barrier itself can be any kind of insulating material. In the STM
implementation, the insulating medium is in general the vacuum.
In a planar configuration, the tunneling technique was used to measure
the work function and density of states of materials by using one electrode
with a known work function. As a barrier an insulating thin film layer was
used (tunnel junction). This approach gave only the information averaged on
a large area of the sample. On the contrary using a point probe (a tip) instead
of a planar electrode, allowed to determine the surface properties locally. The
major problem with tip electrode approach, that is the STM configuration,
was how to maintain a fixed distance between the two electrodes separated
by few tenths of nanometers. Therefore, technical limits made the realization
of the first STM difficult. Once the problem of mechanically decoupling of
the two electrodes from the external pertubations was solved, the road to
the STM device was opened by means of introducing dumping stages, and
the utilization of the feedback concept and piezo motors, for fine approach
of the tip to the surface.
1.1.2 Piezoelectric effect
In order to achieve tunneling conditions in STM, one must maintain the sep-
aration between the tip and sample small enough, i.e. of order of nanometers.
Even more, at the nanoscale, the effects of thermal drift and vibrations is huge
and require that either the tip or the sample vertical position (z-position)
are regulated with extreme precision. Piezoelectric motors are, in this sense,
the best solution. Apart from the movement in the vertical z-direction, a fine
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subatomic scale movement is required also in the lateral x and y direction.
Again piezoelectric motors represent the efficient solution to this problem.
The reverse piezoelectric effect, discovered by Pierre Curie in 1880, is the
effect that drives piezoelectric motors. The piezoelectric effect is created by
squeezing the sides of certain crystals, such as quartz, barium titanate and
Pb1−xZrxTiO3 (PZT). The result is the creation of opposite charges on both
sides (potential difference arises between two opposite sides) and mechanical
deformation. The effect can be reversed as well; by applying a voltage across
a piezoelectric crystal, it will elongate or compress. By using inverse piezo-
electric effect it is possible to control the elongation of the piezo crystals by
simply applying a potential difference between the two faces of the crystal
[Fig. 1.4].
Vz +DVz
Piezoelectrc tube
Inner electrode
Outer electrode
Dz=gzDVz
a)
Vq -DVq
Piezoelectrc tube
Inner electrode
Outer electrode
q{x,y}
-1
Dq=gqDVq
xx
y
y
TOP VIEW
b)
Figure 1.4: Typical construction of an a)z cylindrical motor; b) x,y scanner
piezoelectric motor
Piezoelectric motors are used to scan the tip in an STM, and in the
majority of other scanning probe microscopy (SPM) techniques. A typical
piezoelectric material used in SPMs is the PZT.
1.1.3 Electronics and the Feedback Loop
In an STM, because of the effects mentioned in previous section (thermal
drift and external vibration), Not only the tunneling barrier has to be small,
but the barrier thickness, i.e. the distance between the tip and the sample,
should be kept constant over time. This not easily achieved even when no
lateral scanning is involved because of the external pertubations. To solve
the problem of constant tip to sample separation, the concept of negative
feedback is applied to piezo-motors, regulating their position so that the cer-
tain parameter (in the case of STM, the tunneling current) is kept constant.
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In table 1.1, an overview of various SPM techniques and feedback controlling
parameter are listed. The concept of negative feedback implementation in
STM is shown in Fig. 1.5
g(w)
VSET
VPIEZO
zTIP
zSAMPLE
Dz=w
+
-
Verr
b(w)a(w)
0,0,19,11
Figure 1.5: Block diagram of typical negative feedback realization in STM
instruments.
Here ZSAMPLE and ZTIP represent the vertical position of the sample an
the tip respectively, ∆z or w is the vacuum barrier thickness, α(ω),β(ω),γ(ω)
are transfer functions of amplifying, regulation and piezo stage respectively,
VSET is the voltage that corresponds to the desired set current and Verr is
the error signal, a measure of difference between the measured and desired
current, that needs to be regulated (minimized). The ratio between bias
voltage VBIAS (or more general the voltage across the insulating barrier) and
a set current ISET is called tunneling resistance and it is related to the tip
to sample separation. Lower tunneling resistances correspond to smaller w
(Eq.1.13).
RT =
ISET
VBIAS
(1.13)
Apart from the feedback, one needs an electronics to measure the cur-
rent, scan the tip, and to translate this information into a form that can
be used. In this regard a pre-amplifier stage, a current to voltage converting
stage just after the tunneling junction, is of most importance for the function
of STM and STS. In particular the gain and the dynamic properties of the
pre-amplifier stage determine the noise level and thus the detection limit of
the device. Also the dynamic properties, the bandwidth of the pre-amplifier,
will limit the speed at which one can measure either topographic or spec-
troscopic images and maps. Later on will be shown what is the effect of
the bandwidth on the acquisition of differential conductance by the lock-in
approach in scanning tunneling spectroscopy measurements.
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Since the tunneling currents are usually in 10−105pA range, the effect of
external electromagnetic fields on the measurement must also be considered.
A good shielding of the instrument and prevention of ground loops, in this
regard, is of huge importance. Also, one of the ways to protect the acquisition
process from the influence of external electromagnetic fields, is digitalization
of the acquired signal as close as possible to the signal source, as in the
case of our instrument. Digitalization also lowers the chance of crosstalk
occurrences.
1.1.4 Mechanical decoupling
The last part of the STM ’puzzle’ that had to be solved to successfully
implement the idea of local probe in the scanning tunneling microscope,
was the need to decouple the tunneling junction from the external vibration
sources. Even with the concept of piezo-motors and feedback in place, due to
the nm-distances barrier thickness, any external mechanical vibration could
easily lead to the tip-sample contact, thus making the tunneling experiment
unstable.
In the first STM by Binnig and Rohrer, magnetic levitation was used
to keep the STM decoupled from external vibrations; now internal spring
suspension system with eddy current damping is often used, as in the case
of our instrument.
Eddy currents are generated in a conductor in a time-varying magnetic
field. They are induced either by the movement of the conductor in the static
field or by changing the strength of the magnetic field, initiating motional and
transformer electromotive forces (emf). In the case of eddy current damping,
in STM the magnetic field is usually produced by permanent magnets and
the movement of the STM stage, usually coupled to the copper frame, is
responsible for eddy current generation. The generated eddy currents create
a repulsive force that is proportional to the velocity of the conductor such
that the moving magnet and conductor behave like a viscous damper. The
eddy current generation causes the vibration of the STM stage frame to
dissipate through the Joule heating generated in the conductor part.
Very often, STM instruments are placed on the sand bases or concrete
blocks that are decoupled from the foundation of the building they are in.
Sometimes STM is put in special acoustic shield rooms and if UHV conditions
are needed, pumps that produce vibrations (turbomolecular, mechanical) are
located further away from the system, and if possible they are turned off
during the experiment.
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1.2 MODA system
The experimental results presented in this thesis are obtained on the Modular
facility for Oxides Deposition and Analysis (MODA) shown in figure 1.6
PLD
RHEEDSPA-LEED
VT AFM/AFM
XPS
Figure 1.6: MODA facility(down) and schematic top view (up)
The facility is a system for pulsed laser deposition (PLD) of oxide thin
films and for the in-situ analysis of their properties. As seen from Fig. 1.6,
several surface sensitive techniques have been set up: Reflection high-energy
electrons diffraction - RHEED, fast Intensified Charge Couple Device - ICCD
camera, Spot Profile Analysis - Low energy electrons diffraction - SPA-LEED,
X-ray Photo-emission Spectroscopy - XPS, Scanning Tunnel Microscopy -
STM and Atomic Force Microscopy - AFM. There is also KrF excimer laser
present for the ablation of stoichiometric targets.
The system consists of two major parts: thin film growth chamber and
analysis chamber. More details about this two parts with the emphasis on
Omicron variable temperature scanning probe microscope (VT-SPM) will be
discussed in the following sections.
1.2.1 Growth chamber
Thin film growth takes place in a vacuum chamber devoted to the pulsed
laser deposition process (PLD). The base pressure in the chamber is in the
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range of 10−9 mbar. UHV conditions are maintained by means of mechanical
and turbo-molecular pumps. It is isolated from the other part of the UHV
system by valves and long channels that are used for the transfer rods but
at the same time they introduce high vacuum resistance, making it possible
to keep different UHV conditions in different parts of the MODA system. A
separated load-lock chamber for the target introduction is also present, mak-
ing it possible to introduce new targets without influencing UHV conditions
in the growth chamber.
When depositing oxide films, control of the oxygen pressure is of great im-
portance. It influences the dynamics and shape of the plume but at the same
time is of great importance for keeping the deposited films well oxygenated.
The pulsed laser deposition of complex oxides is performed using 99.999%
oxygen as a deposition gas. The deposition atmosphere was maintained by
increasing a vacuum resistance between the turbo pump and the chamber
(controlling the opening of the valve) and introducing flowing oxygen gas
by means of a mass flow meter into the chamber to attain overall dynamic
pressures between 10−5 mbar up to 0.5 mbar O2.
Once the substrate is introduced into the growth chamber, it is resistively
heated using an heater based on wire made of a platinum alloy. The depo-
sition temperature is read by a thermocouple (calibrated by pyrometer) and
controlled by means of an electronic feedback system. The maximum deposi-
tion temperature is 1000o C. When growth substrate temperature is reached
and the geometrical position of the substrate regarding the target is set by
means of step-motor positioning system, the deposition process starts. The
motion of the heater, the pressure, the laser, the temperature, the loading
and motion of the carousel and a selection of the targets are fully software
controlled.
The laser ablation is done by KrF excimer laser operating at λ = 248
nm, with tPULSE = 25 ns FWHM. A mask is used to select the homogeneous
part of the laser beam. The mask is projected at an inclination of 45o on
the target by means of a focusing lens (the focal length is 50 mm). The
energy density on the target is controlled by adjustment of both mask size
and demagnification.
RHEED
Reflection high-energy electrons diffraction
The film deposition process is monitored in-situ by a high pressure RHEED
(Reflection High Energy Electron Diffraction) that operates also in the regime
of high dynamic oxygen pressure due to the differential pumping mechanism
allowing the filament, that produces electrons, as well as accelerated electron
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optics, be at the low base pressure while the deposition is done in dynamic
O2 pressure.
RHEED allows to determine in − situ the growth mechanism and to
monitor the evolution of the surface structure with sub-monolayer sensitivity
[3, 4]. It is based on the elastic diffraction of electrons (there is no energy
transfer from the electron to the surface) with high kinetic energy (typically
in the range of 5-50 keV) and low impact angle (typically less than 5) from
the solid surface. The reflected electrons than impinge on the phosphorous
screen reveling a pattern that depends on the structure, morphology and
roughness of the sample surface. The pattern represents the intersection of
the reciprocal lattice of the two dimensional surface layer (ideally a lattice
of rods) and the equi-energetic sphere in k space (Ewald sphere).
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Figure 1.7: Layer by layer surface growth and corresponding RHEED oscila-
tion
Apart from the structural analysis of the planar surface symmetries, the
intensity of specular spot (rod), depends on the film roughness making it
possible to monitor the film growth in the layer by layer growth regime by
observing the oscillation of the intensity (Figure 1.7).
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1.2.2 Analysis chamber
Once the sample is prepared in the growth chamber or introduced in the
MODA system through the introduction chamber, it is first transferred to
distribution chamber. The role of the chamber is not merely to collect and
distribute samples and substrates, it also acts as a vacuum buffer between,
in vacuum sense, ’dirty’ growth chamber and analytic chamber that has to
be in perfect vacuum condition (down to low 10−11 mbar). The UHV in both
distribution and analytic chamber is maintained in the same way by means
of sequentially connected mechanical and turbo-molecular pump (enabling
10−9 mbar base pressure) and ion and titanium sublimation pump that put
the base pressure down to 10−11 mbar. UHV conditions are very important
if one is to investigate surface properties. If UHV conditions are not good,
contamination of the surface takes place making the results unreliable.
There are several surface sensitive techniques implemented in the analyt-
ical part of MODA system:
• X-ray Photoemission spectroscopy - XPS
• Spot Profile Analysis - Low Energy Electrons Diffraction - SPA-LEED
• Variable Temperature Scanning Probe Microscopy - VT-SPM
XPS
In X-ray photo-emission spectroscopy, an x-ray source emits photons im-
pinging on the investigated sample. This x-ray photon interacts with the
electrons in the sample by transferring energy and momenta to them. If en-
ergy of the photon hν is sufficiently high that an electron can overcome it’s
binding energy EB and the work function of the sample φ it will leave the
sample with the kinetic energy EK such that [Eq. 1.14]:
hν = EB + φ+ EK (1.14)
This mechanism allow one to analyze the energy distribution of emitted
electrons and reconstruct the electronic structure of the sample [Fig. 1.8] and
from there the chemical composition and electronic states of elements present
in the sample. This is possible since each element has different spectral
signature in this respect and, even more, different ionic states of the same
element also have different spectral signatures, so both type and the valence
can be determined.
Non-destructive nature of the XPS technique makes it very popular in
the chemical analysis of the surfaces.
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Figure 1.8: The principles of X-ray photoemission technique
Our XPS system is Omicron one with standard Omicron X-ray dual anode
non-monochromatic sources that operate with two emitted lines: Al − K
(hν = 1486.6 eV) or Mg − K (hν = 1253.6 eV). To obtain photoelectrons
energy spectrum, hemispherical energy analyzer is used in combination with
5 channelltrons as electron-multiplying detectors.
SPA-LEED
Low Energy Electron Diffraction (LEED) is surface sensitive techniques for
structure determination. This technique has been the dominant method to
study the structure and morphology of two dimensional plane surfaces. The
system installed in the analytic part of MODA is a commercial Omicron Spot
Profile Analysis LEED instrument, a special type of LEED instrument that
is able to record and analyze electron diffraction spots in finer detail due to
the special electronic parts and geometry of the instrument.
In LEED technique, a beam of low energy electrons is directed perpendic-
ular to the surface (parallel to the surface normal) and, interacting with the
2D periodic structure of the surface, electron diffraction takes place. Since
electrons have wavelengths of few A˚, they are capable of interacting with
surface lattice (that is of few A˚ order) and also they are in an energy range
in which penetration depth is of few atomic layers of the sample (nm range)
making the technique highly surface sensitive. The diffracted electrons are
projected into the phosphor screen reviling the 2D diffraction pattern of the
surface.
In the case of SPA-LEED, electron-optics system of electrodes is able to
scan this pattern by deflecting an electron with certain kx and ky coordinates
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0,0,18,11
Figure 1.9: Schematic diagram of OMICRON Nanotechnology GmbH
SPA-LEED installed on MODA system
onto the fixed channelltron detector, making it possible to do the fine scan of
the spot structures in the diffraction pattern. The spot structure carries in-
formation not only on the 2D lattice configuration but also about the surface
morphology.
1.2.3 Omicron VT-AFM
Variable Temperature
Atomic Force Microscope
The STM system used to obtain STM and STS data in this thesis is a vari-
able temperature ultra high vacuum scanning probe microscope produced
by Omicron nanotechnology GmbH (VT-SPM). In our implementation the
device is operating at room temperature. The Omicron VT-AFM can be
divided into several parts:
• STM/AFM UHV stage
• Preamplifier electronics
• MATRIX system control rack
• PC with MATRIX software for operating MATRIX electronics
The schematic dependence between this parts is shown in figure 1.10:
VT-AFM stage and UHV chamber
The schematics of the interior of the device are presented in figure 1.11. Since
it is a part of the larger system, there transfer rods and a carousel stage are
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Figure 1.10: Block diagram of Omicron VT-AFM
visible. The presence of the carousel enables stacking up to 12 sample and
tip holders making it easy to quickly change either the sample or the tip
(technique). To move the holders inside the UHV chamber a wobble stick is
used.
Distribution to analytic chamber manipulator
Analytic chamber manipulator
12 positions carousel
Eddy current damping stage
Wobble stick
Sample holder
0,0,25,16
Dumping springs
Figure 1.11: 3D model of the Omicron VT-SPM
The whole device is mounted on a stage with a copper frame that can
be mechanically decoupled from the rest of the system by means of an eddy
current damping stage. During the process of sample and tip exchange, the
stage is blocked so that no damage of the damping system can be done.
Once experiment has to start, the stage is released and levitates on springs
in magnetic field as described in 1.1.4.
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Preamplifier stage
From the electronics side point of view, the pre-amplifier stage strongly deter-
mines the operation limit of the STM device since it is the first amplification
stage for the tunneling current signal. As mentioned, it is important to have
this first stage as close as possible to the signal source. In the case of our
device, an SPM PRE 4 amplifier is used with the I/V converter (the first and
most important part of pre-amplifier stage) built inside the UHV chamber
close to the STM head. It is important to notice that in this system it is the
tip that is virtually biased at the VBIAS , while the sample is kept grounded.
However, following the convention mentioned in chapter 1.1.1 , all the results
in this theses will refer to the bias voltage as to the voltage applied to the
surface and all the measurements will be presented in this manner.
There are two possible amplification regimes:
• 300 nA range has the 3 · 109 V/A linearity constant and the dynamic
range of 80 kHz if no additional filtering is selected and 3 kHz with
enabled low pass filter for better signal to noise ratio.
• 3 nA range has 3·1011 V/A linearity constant and the dynamic range of
800 Hz if no additional filtering is selected and 200 Hz with enabled low
pass filter for better signal to noise ratio. With low-pass filter applied in
this range (200 Hz) the noise is of the 50 fA order, making it possible
to obtain tunneling conditions and measurements in sub-picoampere
range. We routinely made measurements with 250 fA set point in this
configuration.
Although 3 nA offers much better sensitivity and is more suitable for the
investigation of semiconducting or even insulating materials, the very low
bandwidth limits it’s usefulness for the lock-in based STS measurements at
room temperature (see chapter 1.3.2).
As an example, in the best case scenario, working at 800 Hz modulation
frequency ( τOSC=1.3 ms oscillation period) and the acquisition period ( τAQ
integration time of the preamplifier) of 5 times the oscillation period (τAQ =
5 ∗ τOSC) 6 ms are necessary for acquiring a single point lock-in signal. For
typical 256 px x 64 px image with 101 px spectra at each point, the acquisition
time can be estimated to be around 3 h. This value is not very critical for
a room temperature measurement, but in practical implementation much
lower frequencies had to be used because very strong crosstalk is present
when working with small currents in the picoampere range, and the use of
low-pass filter is needed to increase the signal to noise ratio. Usual, times
for the acquisition can than be orders of magnitude higher due to prolonged
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integration times, making any high energy or spatial resolution measurements
impossible at room temperature. To use the power of high sensitivity the
numerical approach to get STS is needed as described in chapter 2.1.
MATRIX control system
MATRIX SPM control system is a fully digital control system with separate
digital boards within the MATRIX control housing, tailored for different
tasks within the experimental routine. Measurement routines are distributed
among these boards.
PC
CRTC STM-SCB DRB U-SCB RSGB
PDC6 Other
Ethernet connection
CPB8
Remote 
controller
Figure 1.12: Schematics of MATRIX system architecture for the basic STM
experiment
As shown in figure 1.12 there is one master board, called Central Real-
Time Controller, that controls all the other function specific boards in the
rack over PCI bus. The basic STM configuration includes 4 slave boards
with different functions as follows:
• STM-SCB - Scanning tunneling Microscopy - Signal Conversion Board
is responsible for providing bias to the tip and for measuring and con-
verting tunneling current signal. It is the MATRIX interface to the
pre-amplifier stage.
• DRB - Digital Regulator Board - main function of this board is to
provide the feedback signal to the Z piezoelectric and additionally in-
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troduces two input channels AUX1 and AUX2 that can be used for
measuring optional signals (like for example the output of the lock-in)
• U-SCB - Universal Signal Conversion Board is used if AFM is imple-
mented (like it is in our case) for acquiring additional signals (dumping,
frequency difference,..)
• RSGB - Raster Scan Generator Board is responsible for generating
reference voltages for lateral scanner movement
Basic STM implementation also requires one driver, 6 channels, Piezo Driver
Board - PDC6 , that amplifies the signals obtain from DRB and RSGB so
that they can be used for driving Z and X/Y piezo-motors respectively and a
Coarse positioning Board - CPB8, that is responsible for a coarse approach
of the tip stage to the sample one.
If AFM or other SPM techniques are implemented, additional function
specific boards can be also included.
Communications between the host PC and the control electronics is based
on Ethernet connection. The host PC acts as user interface for definition of
experiments and measurement parameters, the measurement routine, how-
ever, runs fully independent from PC hardware.
PC control and analysis software
To control the MATRIX system, any PC with Ethernet port can be used,
provided that it has MATRIX software installed. The software has modular
organization in accordance with the hardware design. During the experiment,
only the required software modules are activated and additional freedom to
activate or deactivate certain acquisitions and controls is given to the user.
To analyze experimentally obtained data, a commercial Image Metrology
Scanning Probe Image Processor - SPIPTM is provided. Although equipped
with useful routines, there are a lot of limitation of SPIPTM especially when
working with spectroscopic data. For the purpose of post acquisition analy-
sis, apart from SPIPTM, the MathWorksTM software MATLAB R© software
package is also used. MATLAB R© is especially useful because it provides
easy manipulation with matrix organized data and also provides multi-thread
support that significantly speeds up the numerical calculation on large data
sets, as is the case in the STS map experiments. More on SPIPTM and
MATLAB R© utilization will be said in the chapter 2.
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1.2.4 STM and AFM tip preparation
To obtain good STM/STS measurements it is of great importance to have
atomically sharp tips. In our measurements two type of wires are used: Ir
and Pt/Ir. To prepare them for the experiment, an electrochemical etching
in CaCl2 +HCl+H2O solution is used. Although optimized for preparation
of Ir tips, it also give good results with Pt/Ir alloy. After the etching the
tip is gently rinsed in ethanol and checked with the optical microscope for
the sharpness. It is then mounted on the Omicron tip holder (fig . 1.13 )
by clamping the wire inside the holder tube. Electrical contact between the
tip wire and the corresponding tip holder pin is checked and if everything is
regular it is than introduced into the UHV system.
STM
TIP HOLDER
AFM
TIP HOLDER
0,0,18.5,8
Figure 1.13: Omicron VT-AFM STM (left) and AFM(right)tip holder
Mounting of the AFM tips is very delicate process, since one has to make
sure that the position of the tip, that is placed at the top of the cantilever,
is aligned with the AFM infrared laser optical path. To be able to do so
a mounting device with marked, desired position of the tip is supplied by
Omicron.
Once the AFM chip is placed on the device the tip position is made
to match the marked one by applying small adjustments of the AFM chip
position with the help of optical microscope. When in place, a UHV epoxy
is applied, securing the AFM chip position in respect to the AFM tip holder.
After a curing procedure, that in our case means baking the whole mounting
stage to 150o C for 1 hour, the position of the AFM tip in respect to the
desired one should be checked again due to the possible thermally induced
movements. In the case of non-contact AFM and conductive contact AFM
tips, another step is needed. It is necessary to apply the conducting UHV
epoxy between the conducting lower side of the AFM chip and the one of
the AFM tip holder pins. Once conductive epoxy is applied, a short curing
procedure is needed. Finally the AFM tip holder is introduced into the UHV
system after assuring that all electrical contacts on AFM tip holder are good.
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1.3 SPM modes
1.3.1 STM - Topography
When measuring topographic images with scanning tunneling microscopy,
there are two working regimes:
• Constant current mode
• Constant height mode
SCAN
Feedback
IT=const.
VBias
z
CONSTANT CURRENT 
MODE
a)
I-V
SCAN
IT
VBias
z=const.
CONSTANT HIGHT 
MODE
b)
Feedback
I-V
Figure 1.14: Two operational modes of STM a) constant current mode b)
constant height mode
The constant current regime is the one already described as the princi-
pal working STM regime. The feedback is regulating the z-piezo elongation
in order to maintain the constant tunneling current or more generally con-
stant barrier width (tip to sample separation). This is the safest mode of
STM operations, since the feedback mechanism is regulating the tip position,
preventing eventual crash with the surface.
When talking about constant height mode, one should notice that it is
the absolute position (height) of the point probe that is maintained constant
and not the tip to sample separation (barrier width). To be more precise it
is the elongation of the z-piezo motor that is maintained constant or even,
more precisely, it is the VPIEZO, a voltage applied to the z.motor. that is kept
constant. To be able to work in this mode, one has to be certain that in the
whole spatial range to be scanned, the roughness and the sample tilt are such
that there is no interaction between the tip and the sample, in other words
only atomically flat surfaces and usually very small lateral scanning limits
(few nanometers). This is usually achieved by first acquiring the topographic
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image in constant current mode and if previous conditions are fulfilled, the
feedback is disabled and measurement is done in constant height mode.
Since there is no z-movement of the piezo, the information about sur-
face topography as well as the surface electronic states is contained in the
tunneling current image. The interpretation of the obtained data is not as
straightforward as it is in the constant current case.
1.3.2 STM - Spectroscopy
Spectroscopic regime of the STM means that at certain moment the regular-
ization of the tunneling barrier width is turned off, a voltage ramp is than
applied to the sample or the tip and the tunneling current or the differential
conductivity dependence as a function of the applied bias voltage is mea-
sured. In this way it is possible to directly and locally probe the electronic
properties of the surface not only at the voltages where the tunneling is easily
achieved, but also in the range of energies close to the Fermi level or in the
gap of the semiconducting materials, where tunneling conditions, in general,
could not be established.
As mentioned earlier, dI/dV is proportional to the local density of states
of the sample at the lateral tip position. Although the I(V ) spectra has in
itself the information in the total conductivity dI/dV , the numerical differen-
tiation is not straightforward, as will be shown in the next chapter. Therefore,
whenever possible, the lock-in technique is implemented to directly obtain
the dI/dV curve during the STS measurements.
In the lock-in based STS measurement of dI/dV, the bias voltage VBIAS =
VDC is modulated by a small amplitude signal as shown in Eq. 1.15:
VBIAS = VDC + V
0
ACsin(2pift+ φ1) (1.15)
The values of modulation amplitude V 0AC , frequency f and phase φ1 are
regulated by the lock-in amplifier. As a result, also the tunneling current
will be modulated as shown in Fig. 1.15.
If the feedback is applied and the modulation is slow enough, the feed-
back will compensate the bias change and will keep the tunneling resistance
RT constant. If, on the other hand, the feedback is disabled and the oscil-
lations have small enough amplitude, the current will follow the modulation
of the bias having the same harmonic component at frequency f . The small
amplitude assumption is needed to secure that the oscillation will occur in a
linear manner, with the linearity coefficient equal to differential conductance
of dI(V )/dV at the VBIAS. If the linearity condition is fulfilled, one can also
measure the phase change ∆φ = ∆φ2−∆φ1. The role of the lock-in amplifier
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Figure 1.15: The measurement of differential conductance by lock-in tech-
nique
is to measure and to amplify the amplitude of the current at the modulation
frequency during the spectroscopic measurements, which is proportional to
the conductance dI/dV .
1.3.3 AFM - Topography
Fo
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NC-AFM
C-AFM
Attractive force
Repulsive force
Force curve
1nm
Figure 1.16: The force-distance curve between the tip and the sample mate-
rial in atomic force microscopy measurements.
Apart the STM mode, the Omicron VT-SPM system allow atomic force
microscopy (AFM) measurements. In the AFM based techniques, the tip is
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placed a the end of a cantilever and brought in the close proximity of the
sample material. If close enough, inter-atomic forces arise between the tip
atoms and the sample atoms, as shown in figure 1.16. Depending on the
tip-sample distance, this forces can be attractive or repulsive. There are two
AFM modes of operation implemented:
• Contact atomic force microscopy C-AFM
• Non-contact atomic force microscopy NC-AFM
Contact AFM
F
Da
Dl
C-AFM cantilever
AFM tip
Incident laser beam
0,0,25,16.5
Detector 
Figure 1.17: Contact AFM functioning principle
In contact AFM mode the tip to sample distance is such that a strong
repulsive forces come into action (tip and sample are in contact). This re-
pulsive force, of order of nano-Newton, bends the cantilever. The bending
is detected by means of laser light beam deflection. A constant force, corre-
sponding to a stable tip to sample interaction, is maintained by the feedback
mechanism that uses as input signal the bending of the cantilever (equiva-
lently the force or the light deflection) measured by the deflection of a laser
beam impinging on the cantilever and reflected toward a four quadrant de-
tector. Hence, by lateral scanning the tip it is possible to obtain topographic
images of the investigated surface.
The advantage of the AFM respect STM is that the sample surface can
be also insulating. Disadvantages lies in somewhat lower resolution and the
complexity of the implementation.
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Figure 1.18: Non contact AFM functioning principle
Non-contact AFM
In non-contact AFM mode, the cantilever is forced to oscillate with a given
amplitude at its resonant frequency f0. A separate feedback maintains the
amplitude of the oscillation A0fixed, while the signal used to establish the
measurement conditions, is the frequency shift, which depends on the tip to
sample interaction and therefore on the average distance. The latter depends
on the material of which composing the tip (it’s Young elasticity modulus-
EY )and by its geometry. Once the tip is close enough to the sample and at-
tractive forces start acting on the tip, the oscillating conditions changes, hav-
ing for a consequence a change of the resonant frequency. In the case of our
device, the feedback regulation system is maintaining constant the frequency
difference df . This is the difference between initial resonant frequency and
resonant frequency of the cantilever at small tip-sample separation. Similar
to C-AFM, by lateral scanning and maintaining df constant one can obtain
topographic image of the surface investigated.
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Numerical methods
In this chapter the numerical methods implemented to analyze experimental
data are discussed in details. As mentioned earlier, the output of the STS
map experiment is a set of I(V ) curves or set of both I(V ) and experimental
dI/dV curves obtained by the lock-in technique. In the former case, the first
challenge is to obtain numerically the dI/dV curve from the I(V ) curve.
Once differential conductance is determined, an implementation of the
normalization procedure to get a quantity proportional to the local density
of states (LDOS) is needed, unless the STS spectra are measured in a region
very close the Fermi level. In all the other cases, one has to take into account
the fact that assumption of bias invariant tunneling probability is not valid,
as it is in all the STS measurements presented in this thesis. Unfortunately,
there are no numerical methods for the normalization, proposed in the liter-
ature, that can be considered both quantitative and experimentally feasible.
However the normalization process itself does improve LDOS recovery from
the measured data.
Finally, the amount of data obtained during STS spectroscopic map usu-
ally consists of tens of thousands of spectra that need to be analyzed. Clas-
sifying the spectra can be done by parameters connected with the existence
of certain reproducible features (gap width, coherence peaks), but in cases
where such features are absent, or not obvious, classification represents a non
trivial problem. An unbiased, K-means classification algorithm is discussed
in this frame.
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2.1 Differentiating noisy curves-
total variation regularization
Spectroscopic imaging measurements done at room temperature are very
sensitive to temperature stability. Lock-in approach enables simultaneous
measurement of both current-voltage (I(V )) and differential conductance
(dI/dV ). There are several drawbacks of this approach that limit or disables
its application when obtaining STS maps. Depending on a pre-amplifier
regime, the bandwidth of the pre-amplifier stage limits the speed of lock-in
by introducing long integration times and thus making the single point and
overall measurement slow enough for the thermal drift to influence the STS
map acquisition. This speed limit can be overcome ether by stabilizing the
temperature or by sacrificing the energy resolution of the STS spectra. Even
when speed condition is not a problem, there is a possibility of crosstalk
between the modulating signal and the pre-amplifier stage in cases of high
gain and very small measured currents, close to the sensitivity limit of the
pre-amplifier. This is especially the case when insulating surfaces and buried
interfaces are observed. The solution to obtain differential tunneling conduc-
tance in this case lies in application of post-acquisition numerical calculation
of the dI/dV from the obtained I(V ) data at each point.
One of the main challenges in numerical calculation of differential tunnel-
ing conductance approach is the differentiation of noisy data obtained during
the scanning tunneling spectroscopy measurements. Since the quick acquisi-
tion of I(V ) spectra is of interest, the acquisition time per single I(V ) point
are short thus leading to noisy data.
To address this problem there are several possible approaches. Classi-
cal finite-difference approximations amplify greatly any noise present in the
data. Data de-noising, before or after differentiating, does not generally give
satisfactory results. A method that leads to good results consists in the
regularization of the differentiation process itself.
A common framework for the regularization corresponds to the formula-
tion of the inverse problem [5, 6]. An inverse problem is the task that often
occurs in many branches of science and mathematics where the values of
some model parameter(s) must be obtained from the observed data. In this
respect u(x), the differentiation of an observed (measured) function f(x) on
an interval x ∈ [0, L], is the minimizer of the functional given by equation
2.1:
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F (u) = αR {u(x)}+DS {A [u(x)]− f(x)} (2.1)
A [u(x)] =
∫ x
0
u(x)dx
This is the most general form of the functional F (u) consisting of two
parts: regularization part that penalizes the irregularities (R {u(x)}) and a
data similarity term that penalizes discrepancy betweenA[u(x)] (the operator
of anti-differentiation acting on u(x)) and f(x) (DS {A [u(x)]− f}). The α
parameter is a regularization parameter that controls the balance between
the two terms (α ∈ <+). The choice of the regularization operator in the
form of squared L2 norm (Eq. 2.2) is a common choice but as a consequence
the minimizer (derivative) is forced to be continuous, making this choice
inappropriate for the functions that have singular points.
R {u(x)} =
∫ L
0
|u(x)′|2 dx (2.2)
More robust choice for the regularization term is total regularization norm
(Eq. 2.3) as proposed by Chartrand [5]:
R {u(x)} =
∫ L
0
|u(x)′| dx (2.3)
With this choice of R {u(x)} and DS {A [u(x)]− f} the functional to be
minimized obtains the form (Eq. 2.4):
F (u) = α
∫ L
0
|u(x)′| dx+
∫ L
0
|Au− f |2 dx (2.4)
To find the minimizer of the functional mentioned above the lagged dif-
fusivity method of Vogel and Oman [7] was used, with numerical implemen-
tation algorithm proposed by Chatrand [5] and Vogel [8].
In our case the observed data f is the measured spectroscopic function
(I(V ) or ln |I(V )| ) on x and the u is corresponding numerical derivative
(dI(V )/dV or dln |I(V )| /dV ). Without breaking of generality we can as-
sume that f0 = 0 and x0 = 0 (Eq. 2.5):
x = V =

V0
V1
...
VNV −1
 =

0
∆x
...
(NV − 1)∆x

NV ×1
; f =

f0 = 0
f1
...
fNV

NV ×1
(2.5)
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The differentiation operator in the case of numeric function is the matrix
D. When differentiating f with respect to x the Df has the form (Eq. 2.6) :
Df =
1
∆x

−1 1 0 · · · 0
0 −1 1 · · · 0
...
. . .
...
0 0 0 · · · 1

(NV −1)×NV
(2.6)
In the first iteration the non-regularized derivative u0 is given by Eq. 2.7:
u0 = Df f =

u1
u2
...
uNV −1

(NV −1)×1
(2.7)
For the process of regularization several matrix operators have to be con-
structed. The first two are differentiation operator and anti-differentiation
operator that act on u and producing it’s derivative and it’s integral, respec-
tively:
D = 1
∆x

−1 1 0 · · · 0
0 −1 1 · · · 0
...
. . .
...
0 0 0 · · · 1

(NV −2)×(NV −1)
K = ∆x

0.5 0 0 · · · 0
1 0.5 0 · · · 0
...
. . .
...
1 1 1 · · · 0.5

(NV −1)×(NV −1)
(2.8)
This two operators does not change during iterative lagged diffusivity
regularization method. For each iteration based on the previously obtained
ui (where i is the iteration step i ≥ 0; i ∈ N0) we define next matrix operators:
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Ei =

E1 0 0 · · · 0
0 E2 0 · · · 0
...
. . .
...
0 0 0 · · · ENV −2

(NV −2)×(NV −2)
; Ein =
1√
(uin−uin−1)2+
Li(NV −1)×(NV −1) = ∆xD
TEiD;
Hi(NV −1)×(NV −1) = K
TK + αLi;
gi(NV −1)×1 = K
T (Kui − f) + αLiui;
(2.9)
The idea of the regularization process is to update the existing ui with
si in each iteration to obtain new ui+1 that produces lower value of F (u)
functional. Having above defined matrix operators, one can calculate the
update si according to lagged diffusivity regularization method using the
formula:
Hisi = −gi
si = −Hi−1gi (2.10)
so that finally:
ui+1 = ui −Hi−1gi (2.11)
This method is proven to converge to the minimizer of F (u) giving a
solution for derivative of f . The regularization parameter α was chosen as
the mean squared difference between f and the smoothed value of f .
2.1.1 Numerical example
In this section the benefits of TVR differentiating method over smoothing
will be demonstrated on example of known function superimposed with noise
of normal distribution with different standard variations σ.
The starting curve has a gap like shape with different onset slopes at neg-
ative and positive side (red curve in figure 2.1 a) and b)). The normal noise is
added with two different standard variations σ1 = 0.1 and σ2 = 0.5 presented
as blue curve (star markers) in the figure 2.1 a) and b) respectively. The nu-
merical values are sampled equidistantly with resolution of 0.01V in both
cases. For the sake of comparison between TVR differentiating method and
smoothing and finite differences differentiation method a smoothed curves
were also presented - green curves with + markers in figure 2.1 a) and b).
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Smoothing is done by binomial Savitzky-Golay filter with 41 point span (41
point corresponds to 0.41V in this case).
The results of deriving each of this curves is presented in figure 2.1 c) and
d). In both cases TVR gives much better results than a smoothing method
and apart from being less noisy, it reproduces all the features present in the
derivative of original function. The question of quantitative goodness of the
derivative can be raised, but it is clear that even from this point of few TVR
is in better agreement with the original data.
2.1.2 TVR applied on experimental curves: example
Here is presented an application of TVR on spectroscopic data obtained in
course of this thesis.
0,0,25,7.5
a) b) c)
Figure 2.2: a) average I(V) curve of the spectar set; b-c) dI/dV(V) obtained
with lock-in (red marks) and TVR (blue line) were obtained for each curve
in spectra set separately, and the average on whole set is shown in linear (b)
and log scale (c)
First, the TVR obtained differential conductance to that obtained while
implementing lock-in technique are compared. In figure 2.2 I(V) curve (blue)
and dI/dV(V) curves obtained with TVR (blue line) and by applying lock
in-technique (red marks) are shown. As seen from the log-scaled curve, the
match is very good and only slightly differs in the band region, probably due
to the enhanced noise levels compared to that of the signal.
We also present here the comparison between dI/dV(V) curves numer-
ically obtained by TVR and commercially available program for scanning
probe image processing - SPIP. We compare this two numerical methods
when applied on a single spectral curve as well as on the average on all
spectroscopic set. The comparison between the single curves clearly favors
TVR since the level of noise in SPIP image completely screens the dI/dV(V)
form. When observing effect on the average dI/dV(V) curve, SPIP data still
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0,0,25,15
a) b) c)
d) e) f)
Figure 2.3: Calculation of a single I(V) curve differential (a) byTVR (blue)
and SPIP (red) and average of single I(V) curves differtnials calculated by
TVR (blue) and SPIP (red) (c,d,e)
possesses the noise but much less pronounced due to the averaging . Never-
theless as seen on an average spectra TVR and SPIP are similar in form, but
the SPIP one is noisier, thus we favor TVR when dealing with our data. One
should notice that in neither case we used any kind of smoothing algorithm.
2.2 Normalization of differential tunneling
conductance
Starting from the equation for the tunneling current and the approximation
considered (see eq. 1.9 in ch. 1.1.1) it is obvious that the correlation between
differential conductance and the local density of states is generally valid only
at small bias voltages around the Fermi level (and more generally only at
the temperatures close to 0 K). By biasing either the tip or the sample with
voltages comparable to the values of work function potential, the induced
electric field significantly changes the shape of the potential barrier between
the tip and the sample electrode, having as consequence change (increase)
of the tunneling probability matrix element. When inspecting the local den-
sity of states on conductors and superconductors around Fermi level, this
change is of no significant importance since the examined energies are in the
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mV range. Dealing with semiconducting or insulating materials, one with
the Fermi level inside the eV wide band gap, the role of the tunneling ma-
trix coefficient increase and has to be taken into account. This is done by
normalizing the measured or calculated differential conductivity. There are
several ways to approach normalization. One is to use the current-voltage
I(V) characteristic at higher bias voltages (energies) as a measure of T(V) and
the other, more analytical approach proposed by Ukraintsev [9] is to estimate
the T(V) by fitting proposed analytical model to the measured differential
conductance hence obtaining the value for T(V) to be used in normalization
process. The normalized curves, however, are not yet suitable for a direct
quantitative analysis in order to recover the true LDOS.
2.2.1 Total conductivity normalization
The total conductivity normalization is the simplest method to be imple-
mented and very often used as method of normalization. The idea behind this
normalization, lies in the fact that the total conductivity is a good measure
of the tunneling probability dependence with the applied voltage. The nor-
malized conductance obtained by dividing measured or calculated differential
conductance dI/dV , at certain bias voltage (energy) V , by the corresponding
total conductance at the same energies, I/V (Eq. 2.12) is:
NDCTCN =
dI
dV
I
V
(2.12)
Regardless of the sample type (metal, semiconductor, superconductor.. )
there is a problem of singularity of NDCTCN at Fermi level that is always
present. This can easily be avoided in the case of metallic samples by not
including the Fermi level in the calculation. The problem still remains though
in the presence of gap in the spectra, where currents are very small (or zero) in
a wide range of bias voltage values around the Fermi level. To overcome this,
there are several approaches in calculating NDCTCN . The first one is to add
a certain relatively small constant  to the current in the total conductivity
term, eliminating in this way the problematic division by 0 (Eq. 2.13):
NDCTCN =
dI
dV
|I + |
|V |
(2.13)
The second approach proposed by Ma˚rtensson and Feenstra [10] is to use
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broadened version of I(V ) curve done by one-pole Fourier low-pass filtering
with the pole frequency given by ∆−1, where ∆ represents the value com-
parable to the width of the band gap. This makes the resulting broaden
I(V ) having non-zero values in the whole range of interest, thus making the
normalization possible.
NDCTCN =
dI
dV
|IFILTERED|
|V |
(2.14)
The last approach, that gives the best results, easy to implement and
not computational demanding, is to calculate normalized conductance as a
derivative of ln(I) with respect to dln(V ) (Eq. 2.15):
NDCTCN =
dln(I)
dln(V )
(2.15)
The practical implementation of this normalization however can be de-
scribed with the next formula:
NDCTCN = V
dln(|I|+ )
dV
(2.16)
Where  is a small current value compared to I (usually in the order of
current noise) introduced to eliminate calculation of zero current logarithm.
2.2.2 Ukraintsev normalization
The approach of Ukraintsev [9] to the normalization problem is to recover the
sample and/or tip DOS, by normalizing the differential conductivity by its fit
to the tunneling probability function. To model electron tunneling between
the STM tip and the sample, Ukraintsev used one-dimensional and semi-
classical WKB approximation. The proposed asymmetric tunneling proba-
bility function has the form (Eq. 2.17):
F (S, V ) = ATT
′(S, eV/2) + AST ′(S,−eV/2) (2.17)
Where AT and AS represent proportionality coefficients related to the tip-
surface effective contact area and proportional to the tip and the sample
densities of states at the Fermi level respectively, S is tip-surface separation,
V is the bias voltage applied on the sample. T ′(S, eV/2) and T ′(S,−eV/2)
are probability of tunneling to or from the tip or the sample Fermi level
(respectively) and are given by (Eq. 2.18) [9, 11]:
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T ′(S, ξ) = exp
[
−2S
(
2m
h¯2
(Φ¯− ξ)
)1/2]
(2.18)
Here Φ¯ represents the average work function of the tip and the sample. By
fitting Eq. 2.17 and 2.18 to the experimentally obtained differential tunneling
conductivity (dI/dV ), two important physical parameters can be extracted:
local average work function Φ¯ and tip sample distance S. These parameters
are used in the proposed fitting of the differential conductivity by the tunnel-
ing probability function. Although this method provides a better recovery of
LDOS from the experimental data compared to the total conductivity nor-
malization one, it can not be considered a quantitative procedure as noted
by Ukraintsev himself [9].
As noted by Koslowski at al. ([12]), the assumption of an asymmetric
tunneling probability function in Ukraintsev method is physically difficult
to justify and the LDOS may also specifically contribute to the background
of a dI/dV . Consequently he proposed more refined model that takes into
account the tip to sample separation experimentally obtained during spec-
troscopic measurements. Although more quantitative, Koslowski approach
requires rather complex approach to STS map measurements requiring ac-
quisition of not only dI/dV but also of dI/dz spectra at each spatial point.
Although not suitable for STS map measurement the Ukraintsev normal-
izations can be useful in a single point spectroscopy measurements.
2.2.3 Normalization comparison
Here we’ll present the application of normalization procedures on our data.
Before comparing them we’ll show the influence of small parameter  on
NDCTCN and NDCTCN . as shown in Fig. 2.4 the  was varied in a huge range
from 10−17 A to 10−13A. The influence on NDCTCN is enormous especially at
the onset values where conduction peak is greatly suppressed by decreasing .
The effect of  is less pronounced in NDCTCNln indicating that the conducting
peak at the onset is algorithm driven rather than real feature. For that reason
we’ll use NDCTCNln in the rest of the thesis if not suggested differently.
Finally we compare the proposed normalizations in Fig. 2.5. While
NDCTCN and NDCTCNln (marked as NDCln at the image ) are compara-
ble and are almost identical. The NDCSMOOTH obtained by normalizing the
I(V) characteristic by total conductance based on smoothed version of I(V)
curve, although showing a similar gap value, differs from the previous curves
but exhibits an artificial singularity at zero indicating ether that there is an
small offset in the I(V) curve or that the smoothing is not sufficient. In either
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a b
0,0,25.4,7
Figure 2.4: Influence of small parameter  on NDC curves a) Total conduc-
tance normalization b) dlnI/dlnV normalization
case it would require significant change of smoothing parameter without any
physical justification.
The Ukraintsev normalization is very different from each total conduc-
tance based normalization, at least in regions of high bias voltage. Although
predicted to give better estimation of LDOS curves, the method are qual-
itative, and due to demanding calculation time needed for Ukraintsev nor-
malization, and the fact that it is not as used in publication as TCN, in this
thesis Ukraintsev normalization will be used only to extract some interest-
ing parameters from the fitted data, rather than used as the normalization
method of choice.
a b
0,0,25.4,7
Figure 2.5: a)I(V) characteristic (obtained by averaging a spectroscopic set)
and b) different normalization done for the optimized parameters ( being of
the order of noise current )
2.3 K-means classification method
One of the challenges when analyzing the spectroscopic map data, is the
classification of obtained spectra by certain criteria. In the case of spectro-
scopic maps, the number of obtained spectra is huge and corresponds to the
overall number of image points (pixels) and is usually in a range of tens of
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thousands. If there is a known feature in the spectra (a coherent peak, a
gap, asymmetry parameter...), one of the possible approaches is to quantify
these features in post-acquisition process for each spectra and use it as a
classification parameter.
A more general and unbiased approach, in some way, is to classify the
spectra into classes by comparing them in the whole (or partial) range of
energy values and, by introducing certain distance, divide them in several
classes. This approach is more general and unbiased than the parameter
classification methods (although by selecting certain energy windows in STS
data to be used in classification one can bias the process). One of such
unbiased techniques is the K-means clustering algorithm. It is commonly
used in computer vision as a form of image segmentation resulting in border
detection and object recognition.
V1
V2
V3
VN
S(V1)
S(V2)
S(V3)
S(VN)
V1
V2
V3
VN
K-means
C
lass Im
age
0,0,25,15
S(V1)
S(V2)
S(V3)
S(VN)
S
S
Figure 2.6: The schematic diagram of the application of the K-means algo-
rithm on STS data.
Before formal language is introduced to describe the K-means algorithm,
here it is shown how it applies on the STS map measurements. As seen in
Fig. 2.6, when doing STS mapping to each spatial point in the topographic
image corresponds a spectral curve. The origin of this curve is, from the
point of view of the algorithm, not important; it can be I(V) curve itself or
differential conductance curve or normalized differential conductance. The
important thing is that the values of voltages (energy) at which they are
obtained, are the same for each curve (indicated as V1,V2,V3 and VN on the
figure 2.6); also the sampling points at which the spectra are obtained do not
have to be equidistant. What K-means algorithm does is to consider each
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sampling point as an axis and a value that spectra have in that sampling point
as a coordinate on that axis (S(V1),S(V2),S(V3) and S(VN)). In this frame
single spectrum is mapped into a single point in this hyperspace (blue,red and
black dots). What K-means do is to just separate this points into K classes
by using the criteria of distance between them (in analogy with euclidean
space). The classes are than mapped back into real space image, giving the
distribution of spectra by classes they belong. Later the two dimensional
example will be introduced to clarify more the classification process. In the
frame of formal language that follows, spectra are observations s.
Let there be n observations si; 1 ≤ i ≤ n and let S be a set of all obser-
vations. Next, let k be the number of classes. Classification, in most general
sense, is the process of constructing k sets Cj; 1 ≤ j ≤ k by assigning each
si only to one Cj set and making sure that no Cj is left empty. Let the C
be the set of all classification sets. This can be written as:
S = {s1, s2, . . . , si, . . . sn}
C = {C1,C2, . . . ,Cj, . . .Ck} (2.19)
k⋃
j=1
Cj = S
k⋂
j=1
Cj = ∅ (2.20)
∅ ⊂ Cj ⊂ S
In the K-means approach a centroid mj is assigning to each class Cj .
Let M be the set of all centroids.
M = {m1,m2, . . . ,mj, . . .mk} (2.21)
The objective function can now be defined:
F (C,M) =
k∑
j=1
∑
si∈Cj
‖si −mj‖2 (2.22)
From (2.22) a rule for classification can be derived if M is known. To
determine to which of the K classes in C belongs the observation si a distance
between si and each centroid mj is calculated and si is assigned to the nearest
class in this absolute distance sense.
44
2. Numerical methods
The role of K-means algorithm is to, for a given S, determines M that
minimizes F (C,M). Finding a global minima of F (C,M) is generally not
possible due to a huge number of parameters but K-means does converge to
a local minima. The K-means is iterative algorithm that is consisted of few
steps:
1. Randomly or in some other way initial guess for the M(0) is obtained
2. For M(t), where t is the current iteration, each observation from S is
classified in such a way that si belongs to the class K for which absolute
value of distance between m
(t)
k and si is the smallest one. As a result
C(t) is obtained
3. New values for m
(t+1)
k are calculated for each class K in a way that
they represent mean values of all sn of the class C
(t)
k .
4. If there is no change between M(t) and M(t+1) or if change of objective
function is smaller than some threshold value the procedure ends. In
all other cases algorithm goes back to step 2.
s(2)
s(1)
v v
v v
a) b)
c) d)
m1
m3
m2
si
m1
m3
m2
si
m1
m3
m2
si
m1
m3
m2
si
C1
C3
C2
C1
C3
C2
C1
C3
C2
s(2)
s(1)
s(2)
s(1)
s(2)
s(1)
Figure 2.7: Illustration of k-means algorithm in two-dimensional space with
n = 47, k = 3.
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2.3.1 Two-dimensional observation example
To easily illustrate K-means a two dimensional example is often used since
it allows easy visualization of classification process [Fig. 2.7].
In Fig. 2.7.a all observations were presented s (black dots) and some of
them were randomly chosen to represent centroids M represented by different
shape (triangle, square, circle) and color (red, blue, green). After this step in
Fig. 2.7.b, C is determined as well as the boundaries between classes (dashed
lines). Bounders are geometrical places of points equally distanced from two
(or more) centroids. In Fig. 2.7.c the re-estimation of the M is done so that
they represent mean value of class elements. Finally on 2.7.d re-classification
is done and new boundaries determined. The algorithm then repeats from
2.7.c.
2.4 Summary
In this chapter three problems arising when dealing with spectroscopic data
that need to be treated numerically were proposed. First the problem of
numerical derivation was addressed and a tool was proposed in form of to-
tal variation regularization (TVR) algorithm to solve this problem. Then
overview of existing normalization techniques was made, used when semi-
conducting and insulating materials are studied, emphasizing their limits
and also putting them in context of proposed TVR algorithm. Lastly, a
method to identify electronic inhomogeneities from the huge amount of data
(spectra) acquired in the spectroscopy STS maps was introduced. K-means
classification algorithm was successfully implemented to the STS data analy-
sis for getting clear information about the connection between electronic and
morphologic properties of the materials.
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Chapter 3
Pr1−xCaxMnO3: general
considerations
3.1 Strongly correlated materials
The properties of metals (Au, Cu, Ag ..) can be satisfactorily described by a
non interacting tight-binding model. In this frame discrete energy levels of a
constituent atoms are transformed into energy bands populated by electrons
in the process of crystal formation. Band formation from a single energy
level is the consequence of overlapping of corresponding wave functions of
atoms at different lattice sites (usually just neighbor sites are considered).
This overlap is mathematically represented as a ’hopping integral’ or ’transfer
integral’ between neighboring atoms - t. Generally, the stronger the overlap t
the greater is the bandwidth of the formed bands W . Ultimately conduction
electrons in this frame can be treated as quasi-particles that behave as free
electrons with effective mass tuned by the periodic potential of the crystal
lattice.
The filling of the highest populated energy band - valence band, at zero
temperature defines the electronic behavior of the material in this model. If
the valence band is fully populated, than the material behaves either as an
insulator or a semiconductor (depending on position of the first unoccupied
band- the conduction band). If the valence band is not completely filled than
the material acts as conductor and electrons are de-localized and behave like
a free electron gas.
In some systems, however, one cannot ignore the Coulomb interaction
between electrons and the effect of exchange on their motion that lead to
correlations between particles. This is best exemplified by the class of tran-
sition metal oxide compounds (TMO) which are predicted to be conductors
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by a non-interacting electrons tight-binding model, but instead are in some
cases insulators, and in particular Mott insulators. This is due to the on-site
Coulomb energy U (the cost of putting two electrons on the same lattice
site) is so huge that it localizes the electrons on each lattice site, leading to
a vanishing the electrical conductivity.
The simplest model to describe the behavior of correlated materials is the
Hubbard model that in addition to kinetic term allowing for tunnelling (’hop-
ping’) of particles between sites of the lattice, introduces a potential term
consisting of an on-site Coulomb interaction. As a consequence, if the on-site
Coulomb repulsion U is greater than the bandwidth W , the conduction band
splits in an upper Hubbard band (UHB) and a lower Hubbard band (LHB)
(figure 3.1 left). In this sense apart from band-filling, knowing U/W or U/t
ratio is important for determining the crystal electronic properties.
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Figure 3.1: Energy diagram of two types of strongly correlated insulators
3.1.1 Transition metal oxides
The correlations become very important when the overlapping of highest
energy orbitals between neighboring atoms is very small as is the case of
transition elements in transition metal oxides.
Transition element is defined as element whose atom has an incomplete
d sub-shell, or which can give rise to cations with an incomplete d sub-shell
[13]. They are key ingredient in forming transition metal oxides.
The structure of transition metal oxides is that of perovskite type with
cubic Pm3¯m symmetry and general formula of ABO3. Here A and B are
cations with B usually being the transition element. One of the best known
examples of ideal cubic perovskite material is SrTiO3 represented in Fig. 3.2.
As shown in figure 3.2, the transition element B is surrounded by 6 ligand
oxygen atoms forming corner sharing octahedra. The ligand atoms have a
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B (Ti)
A (Sr)
Oappical
0,0,25,16.5
ABO3
(StTiO3)
Oequatorial
Figure 3.2: Perovskite structure; SrT iO3 example
very important role on the electronic properties of the transition metal oxides
through several different mechanisms.
Since 3d orbitals are highly localized, in transition metal oxides they
overlap very little with the 3d-orbital of neighbor transition element, leading
to the formation of very narrow bands. In transition-metal compounds, the
overlap is often determined by indirect transfer between 3d orbitals through
ligand 2p orbitals [14]. This indirect coupling lowers the bandwidth even
more and increases U/W .
In general, the relevant electronic states for low energy excitations transi-
tion metal compounds with light transition metal elements are different from
those with heavy ones. With increase of ionic radius of transition element,
the chemical potential of d electrons becomes lower, mainly because the pos-
itive nuclear charge increases with this change, and closer to the oxygen 2pσ
orbitals leading to hybridization of the two [14]. The difference between
the center of the 3d band and the hybridized 2pσ band, ∆ = d − p, is an-
other parameter one has to take into consideration when discussing electronic
properties of transition metal oxides. If ∆ is small enough comparing to U a
new type of insulating state, called charge transfer insulator, different from
a Mott-Hubbard one, arises as shown in figure 3.1 right. Very often the term
Mott insulator is used to mark both kind of insulator types.
Ligands also act as points of negative charge surrounding the metal center,
and as a consequence they tend to destabilize the d-shell orbitals pointing
in their direction, making them energetically less favorable. As a result, a
splitting of degenerate energy levels (’crystal field splitting’) occurs because
the orientation of the d orbital wave functions will increase an electron’s
energy when the orbital is located in a region of high electron density, and
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lower it when the reverse is true. In crystals with cubic symmetry, the
degeneracy of the d-band is lifted and it splits into two bands: three-fold
degenerate t2g and two-fold degenerate eg state [Fig. 3.3 and 3.4 ].
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0,0,25,12
Figure 3.3: Crystal field lifting of 3d level degeneracy
In reality, a perfect cubic structure is rarely present at room temperature
and more often rhomboidal or orthorhombic symmetries are present lifting
the degeneracy even more [Fig. 3.3 and 3.4 ].
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Figure 3.4: The shape of d-orbitals
The orbital configuration is clearly strongly connected with the structural
distortion of the ligand octahedra. In real crystals, the BO6 octahedra can be
buckled in cases when the A site element has small ionic radius. In perovskite
ABO3, the degree of buckling of BO6 octahedra is expressed by the tolerance
factor:
50
3. Pr1−xCaxMnO3: general considerations
t =
1√
2
〈rA〉+ 〈rO〉
〈rB〉+ 〈rO〉 (3.1)
Here 〈rA〉,〈rB〉 and 〈rO〉 represents the ionic radius of A, B and oxygen ions
respectively. In general if the tolerance factor is 1 the crystal has a cubic
symmetry, for t less than one, the symmetry is reduced first to rhombohedral
(0.93<t<1) and then to orthorhombic (t<0.93) [15]. The consequence of
buckling is that the ideal cubic 180o B-O-B angle becomes smaller, hence
making the electron transfer through double-exchange mechanism1 between
two next neighbor B ions less probable [16].
The other type of BO6 structural distortion taking place is the Jahn-
Teller. It is most pronounced when an odd number of electrons occupy the
eg orbitals and a doubly-degenerate ground state is present. The JahnTeller
theorem essentially states that the high-symmetry state with an orbital de-
generacy is unstable with respect to a spontaneous decrease of symmetry,
hence lifting this degeneracy[17]. This spontaneous lifting of symmetry leads
to an occupation of particular orbitals and simultaneously to a structural
phase transition with the reduction of symmetry. In the eg orbital case, or-
bitals involved in the degeneracy, point directly to the ligands, so a distortion
can result in a large energetic stabilization. As a consequence, the structural
distortion in form of compressed or elongated BO6 octahedra occurs, lifting
the degeneracy of eg states. When the long range orbital order exists the JT
distortion is always present [16].
In general A site in the ABO3 crystal can be occupied by different cations
(as can be also done with the B site transition element). Usually a mixture of
divalent alkaline and trivalent rare earth is leading to more general compound
Re1−xAexBO3. In this way the filling of the bands can be controlled by
means of doping, making it possible to change the ground state of the parent
compound by introducing additional carriers (holes or electrons) into the
system.
Also, when the degeneracy is lifted, the eg and t2g levels may be coupled
by Hunds rules (so called high spin state) leading to spin correlations that
also influence electronic and, additionally, the magnetic properties of the
crystal.
The most important difference from the usual band insulator is that the
internal degrees of freedom, spin and orbital one, still survive in the Mott
insulator [16]. The interplay and competition between spin, orbital, and
charge degrees of freedom in this materials was shown to lead to a rich variety
1The double-exchange mechanism is the one which is invoked to explain the
ferromgnetic-metallic state in the large bandwidth manganites like La1−xSrxMnO3
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of behaviors including colossal magneto-resistance (CMR), where enormous
variations in the resistance are produced by small magnetic field changes,
and high temperature superconductivity (HTSC). So the existence of several
competing states is an important characteristic of these materials [18].
3.1.2 Manganites
During the 1990s a group of transition metal oxides, called manganites, was
given special attention due to the discovery of colossal magneto-resistance
effect by von Helmolt in 1993 [19]. He observed a change as high as 60%
of the resistivity of La2/3Ba1/3MnOx thin film with application of external
magnetic field.
Manganites are transition metal oxides that are represented with general
formula Re1−xDxMnO3, with T a trivalent rare earth , and D a divalent
alkaline. Oxygen is in a O2− state, and the relative fraction of Mn4+ and
Mn3+ is regulated by x. The electronic configuration of the topmost 3d band
in manganites is shown in figure 3.5.
Mn4+ Mn3+
Figure 3.5: Occupation of 3d sub-shells for two different Mn valences
The valence of the Mn-ions in this context is either four (Mn4+) or three
(Mn3+), and their relative fraction is controlled through chemical doping.
The large Hunds-coupling favours the population of the t2g levels with three
electrons forming a spin 3/2 state, and the eg level either containing one
electron or none. Sometimes these ions, characterized by different charges,
order in charged ordered phases.
The prevailing ideas to explain the magnetotransport behavior of man-
ganites include a picture where a large Jahn-Teller (JT) effect, which occurs
in the Mn3+ ions, produces a strong electron-phonon coupling. This local
distortion of the lattice around the charge, sometimes together with a mag-
netic cloud or region with ferromagnetic correlations, is called polaron and
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is thought to lead to insulating behavior in paramagnetic phase above TC .
Charge ordering, on the other hand, leads to the insulating behavior because
of localization of charge on the manganite site.
There are, however, evidence that, apart from a possible site-centering
of the charge at the Mn site, also a bond-centered models can be invoked,
together with the existence of Zener-polarons, to explain charge-ordering at
non-integer Mn3+/ Mn4+ ratios [20].
The phase diagram of manganites shows richness of different phases, de-
pending on doping content x and temperature. Even more, there are ex-
perimental evidence of intrinsic inhomogeneities in the form of coexisting
competing phases in manganites [21]. This inhomogeneities strongly influ-
ence the overall physics of manganites and being able to detect them is one
of the goals of this thesis.
3.2 Pr1−xCaxMnO3
In this work the focus will be on the narrow bandwidth Pr1−xCaxMnO3
manganite thin films, where the correlations are extremely important. For
example, this systems never show a metallic state in the whole phase diagram,
at odds with the better known La1−xSrxMnO3.
3.2.1 Structure
At room temperature undoped PrMnO3 has an orthorhombic distorted struc-
ture that belongs to the Pbnm space group as shown in figure 3.6 a)
2. To
obtain Pr1−xCaxMnO3 from PrMnO3, trivalent Pr3+ is substituted with di-
valent Ca2+ ions.
As shown in the figure, a buckling of MnO6 octahedra is significant and
the Mn-O-Mn angles deviate largely from the ideal 180o, lowering the role
of double exchange as mentioned in chapter 3.1.1 . In the case of undoped
PCMO, Mn-O-Mn angles are 155o and 165o for the apex and equatorial O
respectively.
Although orthorhombic, if the distortion from cubic is not big, the sym-
metry at elevated temperatures may be considered cubic. When dealing with
growth of thin films (about thin film growth see chapter 1.2.1) one can oper-
ate with appropriate pseudocubic parameters instead of orthorhombic ones
as illustrated in figure 3.6 b) and equation 3.2:
2Image obtained using VESTA software package [22]
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Figure 3.6: a) PCMO structure; b) Correspondence between orthorhombic
and pseudo-cubic unit cell parameters.
ac =
√
a2 + b2
2
; γ = arccos
(
b2 − a2
b2 + a2
)
; cc =
c
2
(3.2)
3.2.2 Phase diagram
Pr1−xCaxMnO3 belongs to a class of narrow band manganites due to the
strong correlations taking place between Mn 3d-shell electrons. In figure 3.7
a fraction of the Pr1−xCaxMnO3 phase diagram is shown, as presented by
Tomioka [23]. While intermediate and large bandwidth manganites exhibits
a ferromagnetic-metallic behavior at x = 0.5 , a charge-orbital ordering insu-
lating phase (COI) is present in Pr1−xCaxMnO3. This phase (COI) is present
in a broad range of doping from x = 0.3 to x = 0.75 [24].
In the range of 0.3 < x < 0.5 of Ca doping, the Pr1−xCaxMnO3 ex-
hibits antiferromagnetic insulating behavior at the temperatures below 150K.
There is also a canted antiferromagnetic insulating region present for the
0.3 < x < 0.4 doping at low temperatures. For low doping values x < 0.15 a
spin-canted insulating phase exists.
There is no metallic ground state present in the Pr1−xCaxMnO3 phase
diagram, even the ferromagnetic phase present for the 0.15 < x < 0.3 shows
insulating behavior. This is the consequence of small ionic radius of Ca ,
that as a result has an orthorhombic distortion favouring charge localization
at Mn site.
With the application of magnetic fields or large pressures, however, the
insulator to metal (I-M) transition takes place, especially in the doping range
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Figure 3.7: Phase diagram for Pr1−xCaxMnO3 showing insulating charac-
ter for all the doping values. PI - paramagnetic insulating phase; COI -
charge-orbital ordered insulating phase; AFI -anti ferromagnetic insulating
phase; CAFI - canted anti ferromagnetic insulating phase; FI - ferromagnetic
insulating phase; CI - spin-canted insulating phase
Figure 3.8: Effect of applied a) pressure [23] and b) magnetic field [25] on
Pr1−xCaxMnO3 resistivity
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where COI is present [23, 25] as shown in figure 3.8. As seen from the mea-
surements in magnetic field, the I-M transition is obtained at lower magnetic
fields for the lower values of x as opposed to x = 0.5, where the transition
does not take place even for very high magnetic fields. The metallic state has
a ferromagnetic nature (ferromagnetic metallic phase) [26]. The change of re-
sistivity of several order of magnitude leads to large magneto-resistance effect
for the values of x around 0.3. This is a consequence of possible percolation
between the charge ordered and ferromagnetic phase with COI phase being
fully present at half doping, making it necessary to apply larger magnetic
fields to destabilize it. In addition to the application of a magnetic field and
high pressure, other perturbations can melt the insulating state: application
of static electric fields [27], photo-excitation [28], X-ray irradiation [29] and
electron irradiation [30].
In the COI phase of the bulk Pr0.5Ca0.5MnO3 (TCO = 250 K and TN =
170 K) apart from the check-board like site-centred arrangement of Mn4+
and Mn3+ ions, there is also an orbital and CE-type magnetic arrangement
present (figure 3.9). In the ab plane the ferromagnetic zigzag lines are an-
tiferromagnetically coupled and the coupling is AF also in the c-direction.
Along the zigzag lines the charged sequence Mn3+−Mn4+−Mn3+−Mn4+
is followed by orbital ordering sequence eg(3x
2− r2)− t32g− eg(3y2− r2)− t32g.
Orthorombic
Pseudocubic Orbital
Magnetic
Unit cell
Mn4+Mn3+Mn3+
Figure 3.9: The CE-type magnetic structure present in x=0.5 PCMO at low
temperatures.
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For the lower values of x<0.5 a bond-centred model is proposed [20, 31].
In this view metal sites remain valence equivalent and the charge is located
in the bond forming so called magnetic Zener polaron - a ferromagnetically
linked JT distorted octahedra with enhanced double exchange. Efremov and
al. also discussed the coexistence of site and bond-centred mechanism leading
to ferroelectricity [20] opening the possible path to multiferroic behavior.
3.3 STM on manganites
The ordered phases in manganites are usually observed by synchrotron x-ray
diffraction techniques, for electronic and charge orders, and neutron scatter-
ing experiments for magnetic and structural ordering, through the inspection
of the reciprocal space. The real-space approach to identify the presence of
ordering is by STM and STS.
There have been several studies of manganites by STM and STS tech-
niques [32–38]
a) b)
0,0,25.4,16
Figure 3.10: a) Evolution of insulating and metalic domains just below TC
with magnetic field (0, 0.3, 1, 3, 5, and 9 T - from left to right and top to
bottom) in 0.61 × 0.61 µm2 of La0.7Ca0.3MnO3 thin film reproduced from
from Fa¨th at. al [32]. b) Three-dimensional image of LCMO, 170 × 170
nm2, at 186 K, with topographic STM image shown with the coloring of
the conductance map: black: insulating regions; red: conductive regions
reproduced from Backer at al. [33].
Most of the initial STM and STS measurements on manganites had for a
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goal the identification of phase separation in the temperature regions around
and below the Curie temperature TC and thus the role intrinsic inhomo-
geneities in manganites [32, 33]. Fa¨th at. al performed a series of STS
measurements on intermediate-bandwidth manganite La0.7Ca0.3MnO3 thin
film sample below TC at different values of external magnetic field applied
[32]. They identified metallic and insulating regions by observing the value
of the differential conductance at certain bias voltage (V=3 V) and were able
to monitor the evolution of this regions with magnetic field change [Fig. 3.10
a)]. Similarly Backer at al. were able to identify phase separation in large-
bandwidth manganite La0.7Sr0.3MnO3 thin film on MgO substrate [Fig. 3.10
b)][33].
Figure 3.11: On the left the maps of conductance peak separation ∆B at dif-
ferent temperatures (a-140 K; b-143 K; c-153 K;, d-176 K) and corresponding
distribution on (e); On the right more detailed temperature dependence of
average ∆B is presented. Reproduced from Seiro at al. [34].
In more recent exploration of intermediate-bandwidth La0.7Ca0.3MnO3
manganite thin film, Seiro at al. [34] were able to track the existence of
polaronic signature in STS spectral maps even in metallic region, down to
temperatures of 4.4 K [Fig. 3.11 left]. The variation of the STS gap, associ-
ated with the polaron binding energy, is also reported [Fig. 3.11 right];
The observation of insulating and metallic stripes above and below the
Curie temperature TC by a STM and STS measurement on La0.75Ca0.25MnO3
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Figure 3.12: I-V curves obtained 115 K on a bond stripe (50 × 50 A˚2 lower
right inset - red) and overall average curve (500 × 500 nm2 - blue). Upper
insets show diagonal stripes at room temperature (upper left inset) and core-
sponding dIdV-V curve on the area (upper right inset - green) - reproduced
from Sudheendra at al. [35].
Figure 3.13: Topographic (left) and spectroscopic atomic-scale signatures
(right) of phase separation into metallic and insulating regions in the para-
magnetic phase of Bi0.24Ca0.76MnO3 at 299 K. Reproduced from Renner at
al. [39].
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were reported by Sudheendra at al. [35]. The formation of these stripes is
an outcome of an overlapping of electron wave functions mediated by the
intrinsic lattice strain and involves competing charge, orbital, and lattice
orders [Fig. 3.12].
Phase separation was also observed in paramagnetic phase of narrow-
bandwidth Bi1−xCaxMnO3 compound. Renner at al. identified two struc-
tural phases on atomic scale [39]: homogeneous cubic region (a0 × a0) and
charged ordered
√
2a0 ×
√
2a0 one [Fig. 3.13 left]. STS was also performed
showing more insulating nature of the charged ordered region, as expected
[Fig. 3.13 right].
0,0,25.4,15
Figure 3.14: Topographic atomic-scale images probing occupied states
(a) and unoccupied states (b) with corresponding profiles (c) on
La5/8−0.3Pr0.3Ca3/8MnO3 thin film grown on Nb-doped (001)-oriented SrTiO3
and CE-type model for explaining charge ordering phase. Reproduced from
Ma. at al. [37]
Another direct observation of charge ordering was presented by Ma. at al.
on narrow-bandwidth La5/8−0.3Pr0.3Ca3/8MnO3 thin film grown on Nb-doped
(001)-oriented SrTiO3 [Fig. 3.14] [37]. The measurement were done in the
COI range of temperatures and showed again the existence of two phases,
charge ordered and disordered one. The CE-model shown earlier on 3.9 (page
56) is also considered here to explain the ordering type.
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0,0,25.4,14
Figure 3.15: The topographic images obtained on in situ cleaved
La1.4Sr1.6Mn2O7 showing the island areas with atomic resolution (left); STS
measurements of I-V curves on 44K (right a) and 283 K (right b) reveal the
zero bias conductance change (right c) as well as change in chemical potential
(right d) with temperature. Reproduced from Rønnow at al. [38].
In a work on layered La2−2xSr1+2xMn2O7 manganite Rønnow at al. were
able to obtain atomic resolution on only small areas on the atomically flat
surfaces [38]. The size of this tiny areas matched approximately 30 unit
cells with the expected 3.86 A˚ Mn ion spacing lattice parameter. This areas
however were not regarded as phase separation, but as a local perturbation
by some atomic-scale defect in the homogeneous system. They speculate
that a sufficiently strong defect may bind (trap) a quasiparticle, in this case
a polaron, resulting in a non-dispersive real-space STM image reflecting the
internal structure of the polaron, seen as areas with atomic resolution.
3.4 Summary
In summary the inhomogeneities seem to be intrinsic for manganites, thus
determining their electronic properties. STM together with STS is able to
identify different existing phases: structural one by STM and electronic ones
by STS. Also, in paramagnetic phase the polaronic mechanism of conducting
can be identified by comparing the pseudo-gap value obtained by STS to that
of the activation energy in polaron conduction model obtained by transport
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measurements. Finally STM and STS open a real-space view into COI state
of manganites surfaces.
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Chapter 4
Scanning tunneling
spectroscopy on
Pr1−xCaxMnO3 thin films
In this chapter scanning tunnelling microscopy and spectroscopy (STM and
STS) results will be presented for two doping levels of Pr1−xCaxMnO3 thin
films −x = 0.5 and x = 0.3− that correspond to the boundary values of COI
state in the PCMO phase diagram. Both film types were prepared in situ
in the deposition chamber of the MODA system by pulsed laser deposition
in controlled O2 atmosphere. The samples were analyzed in-situ and all the
measurements were done in UHV conditions (10−11 up to low 10−10 mbar),
thus minimizing the role of surface contamination.
4.1 Pr0.5Ca0.5MnO3
The first STM/STS measurement were done on 10 nm Pr0.5Ca0.5MnO3 thin
film deposited on A-site terminated NdGaO3 (110) (NGO) single crystal. The
choice of this termination, should lead to B terminated manganite film, thus
making the ligand octahedra around Mn ions complete. Although SrTiO3 is
the usual substrate of choice when transition metal oxides films are grown,
it is difficult to obtain A-site terminated SrTiO3 substrate, thus NdGaO3 is
the best solution for achieving A-site termination.
As PCMO, the NGO crystal belongs to the Pbnm space group with an
orthorhombic unit cell. The lattice parameters are
• a=5.3949(1) A˚, b=5.4042(2) A˚: and c=7.6064(2) A˚
for the Pr0.5Ca0.5MnO3 [24, 40];
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and
• a=5.4276 A˚, b=5.4979 A˚: and c=7.7078 A˚
for the case of NdGaO3 [41].
According to equation (3.2) the corresponding pseudocubic lattice parame-
ters are:
• ac=3.818 A˚, γ=89.95◦ and cc=3.803 A˚: for PCMO
• ac=3.863 A˚, γ=89.26◦ and cc=3.854 A˚: on NGO
Comparing the pseudocubic parameters one can see that tensile strain
would be applied to PCMO thin film grown on an NGO (110) substrate.
Adopting the mismatch definition referred to the thin film in-plane lattice
parameter:
δm =
asubstrate − afilm
afilm
(4.1)
we can calculate that in the best case scenario:
δm =
3.863 A˚− 3.818 A˚
3.818 A˚
= 1.18%
δm =
3.854 A˚− 3.803 A˚
3.803 A˚
= 1.34% (4.2)
resulting in slightly strained film with a c-axis a bit lower due to the tensile
nature of the strain.
The 10 nm thin Pr0.5Ca0.5MnO3 film was grown on A site terminated
NGO in the growth chamber of MODA system. The deposition was per-
formed at 800◦ C in a dynamic oxygen pressure of pO2=0.1 mbar. The
growth was monitored by RHEED. During the measurement, the RHEED
pattern always indicated a 2D structure [Fig. 4.1 right] and by observing
RHEED oscillations the film thickness was calculated to be 10 nm [Fig. 4.1
left].
To confirm this findings x-ray diffraction measurements were done, show-
ing fully strained PCMO film. The tensile nature of the strain applied to
the sample, is confirmed by a lower cfilm parameter compared to the bulk
value (figure 4.2 a). The rocking curve shows film of good quality with small
dislocations density (figure 4.2 a).
X-ray reflectivity measurements show that the film is 10 nm thick (figure
4.3), as expected and is very smooth.
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Figure 4.1: RHEED oscillation during the growth of PCMO(x=0.5) (left)
and RHEED pattern after the deposition (right)
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Figure 4.2: a) XRD around [220] NGO pick with corresponding
PCMO(x=0.5) pick;b) Rocking curve.
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Figure 4.3: X-ray reflectivity measurements and the fit for the 10 nm thick-
ness
Figure 4.4: NC-AFM image of PCMO(x=0.5) thin film surface
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The first SPM technique implemented was non-contact atomic force mi-
croscopy. A typical topographic image is shown in figure 4.4.
Here 1 x 1 µm2 area is shown. Terraces are around 400 nm wide and
show a root mean square roughness of 1.308 A˚. The coverage is less than 1.
This is in accordance with the RHEED measurement that indicate a layer
by layer growth. The coverage close to the step edges and in the middle of
the terraces are not the same. One can observe that the coverage is complete
within 20 nm from the terrace edges. In some places of the step edge, a
nucleation of the next layer can be noticed in shape of 2D islands.
The height of the step edge is 3.9±0.2 A˚ indicating single termination and
perfect cube on cube growth, following the pseudocubic lattice parameters.
The expected termination of the film is that of Pr1−xCaxO, in agreement
with the stacking sequence imposed by the A-site terminated NGO [Fig.
reffig:AFMPMC05profiles].
1 u.c.
≈4 Å
≈ 400 nm
1 u.c.
≈4 Å
Figure 4.5: Step edge profile (left) and corresponding height histogram dis-
tribution (right) for the NC-AFM measurement presented in Fig. 4.4
Topographic measurements were redone with the STM technique. The
PCMO film exhibit a clear insulating character demonstrated by an expo-
nential increase of the resistivity decreasing the temperature, measured ex
situ after the in situ analysis. Nevertheless, at room temperature the conduc-
tivity is low enough to allow STM measurements. To obtain STM images,
the use of positive bias1 was necessary. All attempts to obtain images with
negative bias voltages resulted in charge like behavior - the tip to sample
distance would decrease leading to eventual tip crash.
A large scale image obtained in the STM is shown in figure 4.6 together
1although Omicron VT-SPM is tip biased device with grounded sample (as mentioned
in 1.2.3) the positive bias in the rest of the work refers to sample electrode being on higher
potential than the tip electrode
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with the edge profile and corresponding histogram in 4.7. The data are in
complete agreement with previously obtained NC-AFM measurement.
Figure 4.6: STM image of PCMO(x=0.5) thin film surface, ISET=500 pA;
VBIAS=1 V
The difference between NC-AFM and STM measurement are on smallest
scale, where superior STM resolution reveals more details, allowing the esti-
mation of the coverage of the terraces through use of the pore identification
technique [Fig. 4.8]. In this case the coverage is estimated to be 71.0%.
To improve the surface morphology, annealing procedure are often ap-
plied. To this purpose we performed a 1 hour re-annealing of this film in the
same condition as the deposition ( annealed at 800◦ C and dynamic oxygen
pressure of pO2=0.1 mbar). After cooling the sample to room temperature
(20◦ C per minute), the film was again introduced into STM chamber. It is
important to underline that all the SPM measurements were done in-situ and
in UHV conditions with 10−10 mbar pressure in the analysis and distribution
chamber.
The STM measurements after the re-annealing revealed a different topog-
raphy. First we notice that a reorganization of the material at the surface,
with an increase of the average perimeter of single valleys from 33 nm to 83
nm, while maintaining the overall coverage (69.6% compared to 71% before
the annealing ). Even more, there is the preferential orientation of the edges
of the valleys and of the islands- which result to be either perpendicular or
parallel to the step edges.
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1 u.c.
≈4 Å
≈ 400 nm
1 u.c. ≈4 Å
Figure 4.7: Step edge profile (left) and corresponding height histogram dis-
tribution (right) for the STM measurement presented on Fig. 4.6
71.0% coverage 
0,0,21,19
a) 29.0% pore segments 
0,0,21,19
b)
Figure 4.8: a) Terrace details, showing that the layer is incomplete, and
b) corresponding segment image identifying valleys (uncovered parts) of the
surface
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Figure 4.9: STM image of re-annealed PCMO(x=0.5) thin film surface,
ISET=2 nA; VBIAS=1.25 V
1 u.c.
≈4 Å
≈ 400 nm
1/2 u.c.
≈2Å
Figure 4.10: Step edge profile (left) and corresponding height histogram
distribution (right) for the STM measurement presented in Fig. 4.9
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When observing the average step profile it also seems that only a single
termination is present with characteristic ≈3.9 A˚ step height. However, a
closer inspection of the edge region show that, close to the edge, different
terminations are present. This is demonstrated by the height histogram,
which exhibits peaks separated by values different from an integer number
of pseudocubic unit cell [Fig. 4.10]. Similar double terminated areas close to
the step edges were already reported in La5/8−0.3Pr0.3Ca3/8MnO3 thin films
by Ma [42]. The only difference is that there the film was deposited on
Nb-doped (001)-oriented TiO2 terminated (B-site) SrTiO3 (STO).
69.6% coverage 
0,0,21,19
a) 30.4% pore segments 
0,0,21,19
b)
Figure 4.11: The terrace detail showing not fully covered layer a) and the cor-
responding segment image identifying holes (uncovered parts) of the surface.
Two perpendicular preferential directions for pore edges are observed.
Further investigation on the sample showed that, near the sample corner,
topographically rich areas are present, showing different terminations also in
the middle of a single terrace [Fig. 4.12]. These differences are probably due
to non-uniform temperature of the sample during deposition and annealing,
leading to different distribution of the target material.
According to the general discussion on the strongly correlated material,
as opposed to the band semiconductors, these structural differences should
also give rise to different electronic signatures. For this reason, scanning
tunnelling spectroscopy mapping was chosen for probing the electronic prop-
erties of PCMO(x=0.5) at different spatial coordinates of the surface. STS of
PCMO at room temperature were quite challenging. As mentioned before,
the negative bias measurements led to charging of the surface making the
measurement unstable and unreliable. So probing of the occupied states was
very difficult. The second challenge comes from the idea to use the lock in
technique at room temperature and with no temperature regulation in place.
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0,0,20,19 0,0,20,19
Figure 4.12: Parts of the sample characterized by a topography consisting
of double terminated islands present also on a single terrace away from the
edges
At the same time, it was important not to sacrifice the spatial resolution
in the acquisition of the surface map, because the primary goal was to in-
vestigate the spatial inhomogeneities, if any, of the spectral response. As a
consequence low energy resolution spectra were obtained with resolution of
only 100 mV in the 0 - 1.5 eV range.
For obtaining the differential conductance, the lock-in technique was used
with optimized lock-in frequency f0= 2017 Hz. Higher frequencies led to the
increase of the crosstalk. Modulation voltage amplitude was kept at Vm=30
mV, which took into account the termally limited resolution. Although the
resolution was only 100 mV, higher amplitudes of modulation voltage were
not used due to the concern of nonlinear response due to, expected, non
linear current-voltage characteristic (see chapter 1.3.2). Bias voltage was de-
termined by the maximum of the spectral range and was kept at VBIAS=
1.5 V and set current was optimized to 1 nA, giving a strong spectroscopic
signal yet not being too big to make the tunneling unstable. The value of
the tunnelling current and differential conductance were measured simulta-
neously, resulting in two sets of spatially spread spectra - I vs V and dI/dV
conductance one.
To get the DOS, the total conductivity normalization wa used. A 10 pA
current offset was chosen from the estimated level of noise of our setup.
Being a system where electronic phase inhomogeneities could be present
we have used the K-means algorithm to look for possible phase separation of
this system at room temperature. In figure 4.13 the result of the K-means
72
4. Scanning tunneling spectroscopy on Pr1−xCaxMnO3 thin films
2 classes 3 classes 4 classes
W
h
o
le
 d
at
as
et
V
>=
0
.4
V
0,0,23,16
Figure 4.13: K-means classification applied on the normalized conductivity
data with different number of classes assumed. Upper row: the whole voltage
range is included during classification process; lower: only values outside the
gap were used (VBIAS ≥0.4))
classification is shown for different conditions.
In the upper row, the classification is done using the whole spectral range
from 0 V to 1.5 V, and in lower row only the out of gap values (0.4 V to 1.5
V) were used. Each column corresponds to the assumed number of classes.
The classification based on the whole spectral range did not show any kind
of spectra separation. The explanation for this is the low signal to noise
ratio in the gap, leading to noise dominated classification rather than signal
dominated one, and resulting in an uniform classification maps. On the other
hand, the classification based on the data outside the gap region, produced
images that separate the spectra into spatially more or less homogeneous
groups correlated to the thin film termination. The 2,3 and 4 class cases
show more details of each single termination.
The 2 class classification [fig. 4.14] clearly shows that different spectral
signatures correspond to different terminations. The difference is mainly
in the normalized conductivity (or LDOS) value. Having in mind that
Pr1−xCaxO termination is expected (corresponding to the red color in this
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0,0,25,12
Figure 4.14: K-means classification image for the 2 classes (left) and corre-
sponding medians of the spectra by class (right).
image) the figure 4.14 suggests that the density of states is generally lower
for Pr1−xCaxO as compared to the MnO2 termination. One of the possible
reasons for the different response lies, as mentioned, in a strong connection
between the structural deformations and electronic properties in strongly cor-
related systems, especially in narrow band manganites as PCMO. A simple
absence of apex oxygen probably breaks the polaronic mechanism of con-
duction, known to be the major transport mechanism in high temperature
narrow band manganites. This favours de-localization of the electron making
this configuration exhibiting a more conductive like behavior.
0,0,25,12
Figure 4.15: K-means classification image for the 3 classes (left) and corre-
sponding medians of the spectra by class (right).
The 3 class classification [Fig. 4.15] is in a way very similar to 2 class
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one with only difference being introduction of intermediate class (blue one)
present in both termination region. So we can observe this intermediate class
simply as a algorithm induced one.
0,0,25,12
Figure 4.16: K-means classification image for the 2 classes (left) and corre-
sponding medians of the spectra by class (right).
The 4 class classification [Fig. 4.16], on the other hand ,does not introduce
just another intermediate class but rather shows the inhomogeneities of spec-
tral response on each of the two termination separately. This is manifested
in grouping the classes into one that corresponds to Pr1−xCaxO termination
(red and dark blue) and one that are corresponding to the MnO2 termination
(light blue and green). Unfortunately the spatial, and even more, the energy
resolution do not allow us to give any conclusions on the nature of this ter-
mination inhomogeneities. They can be related to the Ca or Pr content, the
presence of short-range charge ordering [43] or polaron like signatures [44] .
4.2 Pr0.7Ca0.3MnO3
The other set of measurements was performed on the very thin film of
Pr0.7Ca0.3MnO3 grown on B-terminated SrTiO3. In this case the expected
termination is that of MnO2 layer.
The Pr0.7Ca0.3MnO3 has the Pbnm lattice structure at room temperature
with: a=5.462(1) A˚, b=5.478(2) A˚: and c=7.679(2) A˚: [24]. Pseudo-cubic pa-
rameters according to equation (3.2) are ac=3.868 A˚, γ=89.92
o and cc=3.840
A˚:. On the other hand SrTiO3 has cubic structure of Pm3¯m space group
symmetry and the cubic lattice parameter ac=3.905 A˚
The growth was done at optimized parameters for PCMO : 800◦ C and
dynamic oxygen pressure of pO2=0.1 mbar. The growth was monitored by
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RHEED and from the oscillation period and the deposition time the thickness
is estimated. A sample composed by only 5 u.c. (≈2 nm) was studied. The
RHEED pattern indicated flat, crystalline and non-reconstructed 2D surface
4.17.
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Figure 4.17: RHEED oscillation during the growth of PCMO(x=0.3) (left)
and RHEED pattern after the deposition (right)
The the large scale STM image of the film shown in figure 4.18, reveals
very interesting topographic features. In general two regions can be identi-
fied: atomically flat parts and parts that have stripe like structures.
Atomically flat terraces are one unit cell separated in height as expected
[Fig. 4.19]. The regions of the stripe like features are present only close to
the step-edges or close to islands regions and they are always oriented parallel
or perpendicular to these edges. Although it is usually assumed that during
the deposition at elevated temperatures, PCMO (and , in general, perovskite
materials) grows as having a pseudo-cubic structure, there are evidence of
the orthorhombic growth with the c-axis lying in the plane. Fujimoto at
al. identified two different domain orientations of Pr0.7Ca0.3MnO3 on a (001)
SrTiO3 single crystal substrate from the X-ray diffraction result as shown in
figure 4.20 right [45]. This can explain the two perpendicular orientation of
the stripes. Profile on the smaller scale image shows that distance between
stripes is 4 nm [Fig. 4.20 left]. This could be explained with known pref-
erential stripe growth in the direction of shorter axes (in this case PCMO
pseudocubic one) and not in the orthorhombic c-axis direction. Having this
in mind each stripe is 3 u.c. wide in the c-axis direction.
It seems that the initial growth favours stripe formation in the layer
by layer growth mode, and than, after 2 or 3 u.c. the dynamics of the
growth changes and becomes more step-flow like. This is in accordance with
disappearance of RHEED oscillations while the diffraction pattern as well
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0,0,20,19
Figure 4.18: STM image of re-annealed PCMO(x=0.5) thin film surface,
ISET=2 nA; VBIAS=1.25 V
1 u.c.
≈4 Å
1/2 u.c.≈2 Å
1 u.c. ≈4 Å
Figure 4.19: Step edge profile (left) and corresponding height histogram
distribution (right) for the STM measurement presented in Fig. 4.18
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D=4 nm
D D D D D D
0,0,26,17
Figure 4.20: The stripe region and corresponding profile reveal 4 nm distance
between stripes on
PCMO(x=0.3) thin film on B-terminated STO
as our measurements indicate crystalline and atomically flat surface without
formation of small islands, characteristic for a layer by layer growth.
Like Pr0.5Ca0.5MnO3, STS measurements were done on Pr0.7Ca0.3MnO3
with the difference that in order to have a good resolution in terms of en-
ergy, no lock-in technique has been used. So just the acquisition of the I(V)
curves in each spatial point was performed. The optimized parameters of the
measurements were set to ISET=1 nA and VBIAS= 1.75 V. Here the voltage
bias was set a little above the energy region of interest (-1.5 V to 1.5V) just
to avoid the always present artifacts associated with the cancellation of reg-
ulation and the start of the voltage ramp. The voltage ramp started at 1.75
V and ended at -1.75 V in 351 points leading to nominal resolution of 10
mV. The usual acquisition time that enables fast but relatively good signal
to noise ratio was set to 1 ms per point leading to total acquisition time of
more than 3 hours for 256 × 128 px2 image size. The area presented here
was 256 x 128 nm2 in size, and was sampled in 256 × 128 px2 leading to
nominal spacial resolution of 1 nm. The topographic image obtained during
one of the STS measurements is shown in figure 4.21.
To calculate both dI/dV and dlnI/dlnV , the TVR algorithm is applied
to the whole set of data. For further analysis we used dlnI/dlnV based nor-
malization as well as Ukraitsev normalization function to extract interesting
parameters such as average work function spatial dependence as well as tip
to sample separation spatial dependence. Some of the results are presented
below.
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F Atomically flat region S Region with stripes
0,0,25.4,16
Figure 4.21: The topographic image obtained duting STS measurement on
PCMO[x=0.3] thin film on STO
The K-means is applied to the dlnI/dlnV normalized data taking into
consideration different spectral ranges and assuming different class numbers
as shown in figures 4.22 a) and 4.23 a). the ranges indicated on the first
image are : the whole spectral range (all), only occupied states (negative)
and only unoccupied states (positive). In the second image the same data
sets were used, but with the exclusion of the gap region (-0.5 V to 0.5 V). The
2, 3 and 4 class assumption correspond to assigned columns. Corresponding
average spectra for each class are also represented in figures 4.22 b) and 4.23
b).
The first thing that can be noticed is that regardless of the data range
used for classification, the K-means algorithm for 2 classes always produces
more or less the same classification image, the one that is in correlation with
the atomically flat (red area in 2 class image) and stripe like areas (blue
area in 2 class image). The flat areas are characterized by normalized dif-
ferential conductance (NDC) that shows conduction peaks at the gap onset
and also with the gap value somewhat smaller than that measured on the
striped region. The origin of the conductance peaks is often associated with
polarons [44] but, as shown in chapter 4.3, their effective presence can be
altered or suppressed by the choice of small offset parameter when numeri-
cally calculating the NDC. The position of the peaks, on the other hand, is
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Figure 4.22: a) The result of the k-means classification for 2,3 and 4 assumed
classes taking into account whole spectra, only negative voltages and only
positive voltages; b) corresponding average spectra for each class shown on
a) (the curves and classes are appropriately color coded)
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Figure 4.23: a) The result of the k-means classification for 2,3 and 4 assumed
classes taking into account whole spectra, only negative voltages and only
positiv voltages excluding the gap states in each b) corresponding average
spectra for each class shown on a) (the curves and classes are appropriately
color coded)
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not strongly influenced by normalization. One should take care about this
if more quantitative conclusions have to be extracted. However, altered or
suppressed, their qualitative presence is clearly demonstrated.
The next, more technical, result to be noticed is that, although the whole
range spectra classification was able to identify regions of different spectral
response and while this was not the case with our Pr0.5Ca0.5MnO3 measure-
ments (shown on Fig. 4.13), there is similar conclusion emerging from both
data sets : excluding the in gap values improves the classification image con-
trast. The reason for this remains the same, signal to noise ratio in the gap
influences the decision making in K-means by moving the spectral point in
spectra space away from the corresponding centroid leading to a wrong clas-
sification (for details on K-means see chapter 2.3). In the rest of the chapter
we will consider only data shown in figure 4.23. Of course if one expects
some in-gap features, the gap region should be taken into consideration.
The 3 and 4 classes images and corresponding averaged NDC are still
correlated to the topography, but they also allow to identify inhomogeneities
in each of the topographical classes (flat and striped one). The flat area
predominantly has symmetric conduction peak response2 while the striped
one is slightly asymmetric with more occupied states present. The origin of
the asymmetry in STS measurements in strongly correlated systems is often
ascribed to the opening of dz2 conduction channels when applying negative
bias voltages to the sample [46]. Unfortunately the spatial resolution in the
stripe region does not allow us closer inspection of the asymmetry in this
region and it’s eventual correlation with the stripes.
To confirm the presence of regions characterized by different gap, a gap-
map, obtained from the dlnI/dlnV-V curve (using 0.5 threshold) is presented
in 4.24, with corresponding histogram. This map is in agreement with previ-
ous 2 class average NDC measurements, showing also the a larger gap (lighter
areas) is present in the striped region.
We also used Ukratitsev normalization method but only to extract certain
parameters from the fit of normalization function to our experimental data.
The average workfunction distribution as well as the tip to sample separation
maps and distribution histograms are presented in figures 4.25 and 4.26. A
lowering of a work function and slight increase of the tip to sample separation
is observed in the striped region.
2one is advise to pay attention to color code since the same colors do not always
represent the same spectral response
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Figure 4.24: Gap map obtained from STS data on PCMO(x=0.3) (left) and
corresponding gap histogram of the gap value distribution.
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Figure 4.25: Map of average surface potential obtained from STS data on
PCMO(x=0.3) using Ukraitsev tunneling probability function(left) and cor-
responding Φ histogram.
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Figure 4.26: Map of tip to surface separation obtained from STS data on
PCMO(x=0.3) using Ukraitsev tunneling probability function(left) and cor-
responding w histogram.
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4.3 Summary
The STM-STS results obtained on Pr0.5Ca0.5MnO3 and Pr0.7Ca0.3MnO3 ,
showed a clear correlation between topographic and electronic properties,
but for quite different reasons. In the case of Pr0.5Ca0.5MnO3 the inhomoge-
neous response can be associated to different atomic terminations, while in
Pr0.7Ca0.3MnO3 the presence of areas with nano-structured domains (stripes)
gives rise to an electronically inhomogeneous response. Also our measure-
ments are, at least judging by the 2 class classification, at odds with the
previously mentioned measurements done on manganites (see chapter 3.3).
There, the phase separation images and the topographic images were not
correlated, at least not on the large scale and not in intermediate-bandwidth
manganites. On the other side the measurements done on narrow-bandwidth
manganites at the atomic-scale, showed a correlation between the structural
(topographical) image and conductance measurements. What we presented
here, is the existence of a strong connection between the structure and elec-
tronic properties in narrow-bandwidth PCMO manganites on a relatively
large scale. This does not exclude the existence of additional phases since we
also showed that within topographically determined phases, areas with differ-
ent spectral responses exist. Both measurements are also in agreement with
the polaronic picture: more conducting response associated with termination
when no apex oxygen is present (thus no formed octahedra) in the case of
Pr0.5Ca0.5MnO3 and polaron spectroscopic signature in form of conductance
peak in flat areas of Pr0.7Ca0.3MnO3 thin film.
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Chapter 5
LaAlO3 on SrTiO3
2D electron gas at the interface:
Overview
In this chapter the main characteristic of the LaAlO3/SrTiO3 system, more
precisely the interface between them, will be discussed. First of all, the two
building block elements will be introduced and their general characteristics
(structure, electronic properties) presented. In the following section the for-
mation and nature of 2D electron gas at the LaAlO3/SrTiO3 interface will
be discussed in the theoretical and experimental framework. Finally a short
overview of the results obtained by the application of the SPM techniques
on this system will be presented.
5.1 LaAlO3
LaAlO3 is a distorted perovskite oxide. At room temperature it’s structure
is that of a rhombohedral distorted perovskite (space group R3¯c) which un-
dergoes a transition to the ideal perovskite structure (space group Pm3¯m) at
high temperatures above ≈ 800K [47, 48]. The rhombohedral parameters of
LaAlO3 at room temperature are a=b=5.36540 A˚, c=13.11260 A˚ [Fig. 5.1]
and the corresponding pseudocubic lattice constant is aPC=3.791 A˚.
The relatively large mismatch of LaAlO3 pseudocubic lattice parameter
to the cubic lattice parameter of SrTiO3 of 2.92%
1 is thermally sustained
by the similar thermal expansion coefficients, making the growth on SrTiO3
hetero-epitaxial [49, 50].
1refered to SrTiO3
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O
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Figure 5.1: Structure of LaAlO3 - R3¯c space group at room temperature
Electronically, LaAlO3 is a band insulator having a wide electronic band
gap (ELAOgap =5.6 eV) [51, 52] and high dielectric constant typical for alumi-
nates (κ ≈ 23.3) [53, 54]. It’s electronic structure (as well as the electronic
structure of SrTiO3) is consistent with the proposed universal band struc-
ture for transition metal/rare earth oxide dielectrics [Fig. 5.2 a)] [51, 55],
in framework of which the atomic 3d states of La are relatively high in en-
ergy, and close to the La atom s-states, while the valence band has main
contribution from O 2p states [Fig. 5.2 b)] [51, 52].
Concerning the structural and dielectric properties of LaAlO3, it is also
interesting to mention that LaAlO3 lattice is matched to Si(110) [52] and to
the lattice of many transition metal oxide compounds, so it is often used as
gate material in devices [56]. LaAlO3 single crystals are also used in oxide
electronics as substrate material but not to same extent as SrTiO3, due to
the presence of twinning domains [53].
5.2 SrTiO3
SrTiO3 is a transition metal perovskite oxide with cubic structure at room
temperature (space group Pm3¯m) and a lattice constant of 3.905 A˚ (the
TiO6 octahedra have perfect 90
◦ angles [Fig. 5.3.a)]. The cubic symmetry is
lowered to tetragonal (I4/mcm space group) when the temperature decreases
below 105 K [57].
SrTiO3 plays an important role as a standard substrate for many oxide
materials due to it’s perfect cubic structure well matched to most of the
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a) b)
0,0,25.4,13.5
Figure 5.2: a) Universal band structure for transition metal/rare earth oxide
dielectrics (as proposed by Lucovsky, Whitten and Zhanga [55]); b) calculated
LaAlO3 DOS by Peacock and Robertson [52]
O Sr
Ti
0,0,21.7,19
0,0,17,19
Figure 5.3: a) Structure of SrTiO3 - Pm3¯m space group at room temperature;
b) Total and projected DOS for bulk SrTiO3. Reproduced from Heifets at
al. [58].
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perovskite type oxides and allowing epitaxial growth also because of it’s
chemical inertness. Interestingly, from the thin film growth point of view,
SrTiO3 can be easily B-site terminated by chemical etching [59].
Electronically, stoichiometric SrTiO3 is a band-insulator with a relatively
large and indirect band gap of 3.25 eV [58, 60] in agreement with the band
diagram of fig, 5.2.a and Fig. 5.3.b. When doped, however, SrTiO3 can
exhibit semiconducting or metallic behavior and, at very low temperatures,
of order of 300 mK, superconductivity.
There are few doping mechanisms in SrTiO3 that influence it’s electronic
properties. We mention two of them:
• n-type doping by introduction of oxygen vacancies [61, 62]. In sin-
gle crystals the introduction of oxygen vacancies is easily achieved by
heating the stoichiometric crystal at temperatures between 800◦ C and
1200◦ C in vacuum [61] or by Ar-ion etching [63] . For certain dop-
ing levels a superconducting phase appears with critical temperatures
Tc<300 mK [64, 65]. As will be shown later, control of oxygen va-
cancies level during the deposition process, when SrTiO3 is used as a
substrate and kept at high temperatures, can be of crucial importance
for the electronic properties of the system grown.
• doping by substituting small amounts of Sr with La (n-type) [66], Ti
with Nb (n-type) [67], or other similar substitutions [62]. Similarly to
oxygen vacancies doping, superconductivity in doped SrTiO3 has been
reported [67].
Among other interesting characteristics of SrTiO3, it is a quantum para-
electric (a dielectric which approach the ferroelectricity in the limit of zero
K) with huge values of dielectric constant at room temperature κ ≈ 300,
which increases up to 20000 at low temperatures. Its high dielectric constant
makes SrTiO3 a good candidate for gate dielectric in oxide based field effect
devices [68]. The possibility to grow ultra-thin film of SrTiO3 on Si(001)
[69] makes application as a gate dielectric is Si-based technologies possible.
Although not being ferroelectric in it’s natural single crystal form, SrTiO3
can be driven into a ferroelectric state by the application of strain. [70].
5.3 LaAlO3 on SrTiO3
The realization of conducting interface between LaAlO3 and SrTiO3 , came
to the attention of the scientific community after the work of A. Ohtomo
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and H.Y. Hwang from Bell Labs (USA) [71, 72]. Investigating polarity dis-
continuities in oxides they showed, for the first time, that a 2D electron gas
is created at the interface between two band oxide insulators. The need to
understand the origin of this conductive and confined state, and the promise
of new functionality between the interfaces of strongly correlated materials,
initiated a lot of theoretical and experimental research on this system.
In their study A. Ohtomo and H.Y. Hwang deposited heterostructures
of thin films of LaAlO3 and SrTiO3 by pulsed laser deposition (PLD) and
analyzed two interface type combination:
• the (AlO2:SrO) interface, obtained by depositing LaAlO3 on A-site
terminated SrTiO3 [Fig. 5.4 a)];
• the (LaO:TiO2) interface, obtained by depositing LaAlO3 on B-site
terminated SrTiO3 [Fig. 5.4 b)].
a) b)
0,0,25.4,11
Figure 5.4: Two possible LaAlO3/SrTiO3 interfaces a)LaAlO3 grown on
SrO (A-site) terminated SrTiO3 - LaAlO3/SrTiO3:SrO; b) LaAlO3 grown
on TiO2 (B-site) terminated SrTiO3 - LaAlO3/SrTiO3:TiO2. Reproduced
from Ohtomo and Hwang [71]
They found that the AlO2:SrO system [Fig.5.4 a)] exhibits insulating be-
havior while LaO:TiO2 interface was conducting [Fig.5.4.b] with high carrier
mobility (greater then 10000 cm2V−1s−1 at low temperatures) possibly asso-
ciated to the formation of a 2D electron gas.
In the LaAlO3(001)/SrTiO3(001) system, it turns out, that a polar dis-
continuity occurs at the interface independent of the stacking sequence.
This is due to the fact that while SrTiO3 is composed of [Sr
2+O2−]0 and
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[Ti4+O2−2 ]
0 neutral layers, LaAlO3 is polar in the (001) direction and com-
posed of [La3+O2−]+ and [Al3+O2−2 ]
− charged atomic planes. In both cases,
charged layers are stacked on a non-polar surface, leading to the realization
of electric dipoles and to an electric field distribution such that a divergence
of the potential is expected when LaAlO3 unit cells are added. Of course
this picture is energetically unfavorable as shown in Fig. 5.5. This scenario
is often referred to as ”polar catastrophe”.
From the previous studies, done on system with polar discontinuities
that involved semiconducting hetero-junctions of structurally almost per-
fectly matched crystals like Ge (nonpolar) and GaAs (polar) [73, 74], it was
known that to avoid the polar catastrophe, a structural or chemical redis-
tribution of the atoms at the surfaces and interfaces has to take place, re-
sulting on different possible phenomena, like interface roughening, surface
or interface reconstructions, and cationic mixing. Nakagawa et al. [75] pro-
posed, in the case of LaAlO3/SrTiO3 interface, another possible mechanism
for compensating the polar discontinuity, the so called electronic reconstruc-
tion. For correlated materials, the electronic reconstruction means redistribu-
tion of parameters governing electronic properties of the material (interaction
strengths, bandwidths and electron densities) [14, 76].
0,0,25.4,12
a)
0,0,25.4,12
b)
Figure 5.5: Charge, field and potential distribution for two possible
LaAlO3/SrTiO3 interfaces a)LaAlO3/SrTiO3:SrO; b) LaAlO3/SrTiO3:TiO2.
In this framework the ability of Ti ion to host two different valences is
crucial. Two valences of Ti are that of Ti4+ present in the SrTiO3 com-
pound, where 3d states of Ti are empty, and the other possible valence is
that of Ti3+ present in the LaTiO3 compound, where one electron occupies
the Ti 3d shell. Since surrounded by O6 octahedra, and as mentioned in
section 3.2 for materials with cubic structure, Ti 3d states have a lifted de-
generation, with t2g states being lower in energy than that of eg. In the
case of LaAlO3/SrTiO3, the proposed electronic reconstruction mechanism
is presented in figure 5.6. In the case of conducting n-type LaO:TiO2 inter-
face, half electron per 2D unit cell transferred to the TiO2 layer, is sufficient
to compensate the polar catastrophe while still accommodating polar planes
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in the bulk. Nakagawa et al. [75] approach started from the assumption
of charged LaO and AlO2 layers with LaO layers donating half of electron
(e/2) per 2D unit cell to the neighbor layers (in the c-direction), effectively
filling t2g states of Ti with electrons transferred from the surface, causing
the appearance of a mixed valence state composed of half Ti4+ and half Ti3+
ions. In the same framework, i. e. LaO donating e/2 electrons to neighbor
layers in the case of an AlO2:SrO termination, the SrO layer would be doped
by half hole per 2D unit cell, that should also make it conductive.
0,0,25.4,12
a)
0.5e
0.5e
0.5e
0.5e
0,0,25.4,12
b)
0.5e
0.5e
0.5e
0.5e
Figure 5.6: Charge, field and potential distribution for two
possible LaAlO3/SrTiO3 electronically reconstructed interfaces
a)LaAlO3/SrTiO3:SrO; b) LaAlO3/SrTiO3:TiO2.
Although the importance of electronic reconstruction was recognized,
other mechanisms has to be included to fully address the experimental results
emerged during the years.
In early theoretical papers the role that SrTiO3 termination on the final
electronic state of the system was addressed. The fact that the AlO2:SrO
layer is not conductive was very soon recognized as a result contradicting the
polar catastrophe scenario. To justify this experimental finding, Nakagawa
et al. proposed that instead of electronic reconstruction, a rearrangement
of oxygen vacancies at the interface, compensating the polar discontinuity,
was energetically more favorable in the case of the AlO2:SrO interface. In
addition to the oxygen compensation, Pentcheva at al. [77] proposed that
disproportionate, charge-, orbital-, and spin-ordered O 2p magnetic hole is
formed, resulting in small hole polaron crystal formation that results in an
insulating phase. What is the exact mechanism that leads to insulating phase
is yet not clearly defined.
As for the origin of a 2D electron gas, at the n-type LaO:TiO2 interface
there is a general agreement in theoretical papers that a mixed valence phase
is occurring at the interface [77–80]. It is also agreed that on-site correlations
should have an important role, since the interface itself has the stoichiometry
of LaTiO3, known to be a Mott-insulator but with semiconducting behavior
[81, 82]. Using the LDA+U method, Pentcheva at al. [77] proposed that
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ferromagnetic check-board like charge and orbital ordering is taking place
at the interface, with Ti t2g additionally split with dxy states being more
favorable (lower in energy) than dyz and dxz states, as shown in figure 5.7.
As we mentioned in chapter 3.2 the charge order phase is usually associated
with insulating behavior, at odds with high conductivity measured in this
systems. Pentcheva at al. argued that with half the Ti sites empty, hopping
to neighboring sites will be a frequent process even at relatively low temper-
ature due to the more pronounced fluctuation effects in two dimension than
in three. This site-centered picture has yet to be experimentally confirmed.
0,0,19.2,19 0,0,19.2,19
Figure 5.7: (left) Density of states of the n-type interface: a) total; b) d
states of magnetic Ti3+ showing the split-off majority dxy band, with the
corresponding minority states lying at +5 eV; the other 3d states are not
strongly polarized; c) the nonmagnetic Ti4+ ion, showing the conventional
although not perfect t2g-eg crystal field splitting. dxy orbitals are marked
by a green light gray line, dxz and dyz states by a magenta dashed line,
states with dz2 and dx2−y2 character by a red dotted and blue dark gray solid
lines, respectively. (right) Proposed charge and orbital ordered state at the
interface
The other problem needed to be addressed is that, in the proposed frame-
work, only a single layer of LaAlO3 would lead to a conducting behavior. In
the bilayer configuration, however, as it is shown by Thiel at al. [Fig. 5.8
a)] [83], there exist a critical thickness of 3 u.c. of LaAlO3 grown on TiO2
terminated SrTiO3 above which the 2D electron gas appears. The only the-
oretical paper, to our knowledge, that treats thin n-type LaAlO3 film on
SrTiO3 is that of Pentcheva et al.[84] predicting a critical thickness of 5 u.c.
To address this problem Pentcheva et al. showed, using generalized gradient
approximation with included correlations (GGA+U), that a strong lattice
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a) b)
0,0,25.4,8.5
Figure 5.8: a) The conductance threshold thickness was found to be 3 u.c.
in LaAlO3/SrTiO3:TiO2 system by Thiel at al. [83]
polarization compensates the dipolar electric field responsible for potential
divergence, sustaining the insulating behavior up to certain critical thickness
[84]. In figure 5.9 the total DOS and layer-resolved DOS for n-type system
are shown. A gradual collapse of the band gap with the increase of the
LaAlO3 thickness from 1 u.c. to 5 u.c., due to the strong lattice polarization
in LaAlO3 layer, is shown, giving rise to an electronic reconstruction as the
system approaches the limit of the isolated interface. The effect of this polar
distortion is crucial since, without it, the system is metallic for any cover-
age of LaAlO3. In this frame, a band gap in the relaxed systems is formed
between two spatially separated bands: conductive Ti 3d (or more precisely
dxy) band at the interface and valence of O 2p band at the surface layer.
We mention here the x-ray absorption spectroscopy (XAS) measurements
that were performed on the samples studied in this thesis, that address both
the critical thickness and the eventual orbital ordering at LaAlO3/SrTiO3
[85]. XAS is a technique in which x-ray photons excite core electrons to the
unoccupied states of the solid, thus providing an orbital resolved measure-
ment of the unoccupied 3d states of Titanium at the interface. A comparison
among experimental and calculated SrTiO3 absorption spectra (Ti
4+ valence)
and experimental LaTiO3 (Ti
3+ valence) [Fig. 5.10 b)], showed very differ-
ent spectral responses. When experimental data obtained on 4 u.c. n-type
LaAlO3/SrTiO3 bilayer were modeled with a monolayer of LaxSr1−xTiO3 no
good fit could be obtained, indicating that limited cation mixing is present
at the interface and also that there is no detectable occupancy of localized
3d Ti3+ states , at odds with mixed valence site-centered picture of charge
order. Rather some kind of covalent, bond-centered, distribution is present,
not excluding possible orbital ordering [Fig. 5.10 c)].
Also, linear dichroism (LD), a difference of spectral response for out of
plane and in plane polarized x-ray beam, was obtained for different film
thicknesses. Different polarizations favor different orbital orientations: in
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0,0,25.4,13.5
Figure 5.9: (Left) Density of states for the ideal (dashed line) and relaxed
(solid line, grey filling) structure of 1–5 ML LAO on STO(001). The relax-
ation opens a band gap, but its size decreases with each added LAO layer.
(Right) Layer-resolved density of states of 5 ML LAO on STO (001) with
ideal (dashed line) and relaxed (grey shaded area) coordinates. The DOS for
the ideal positions was shifted by 0.5 eV to align with the conduction band
of the system with the relaxed atomic positions. Its Fermi level is marked
with a dashed line. Reproduced from [84]
a)
c)
b)
d)
0,0,25.4,16.5
Figure 5.10: Results of XAS measurements . Reproduced from Salluzzo at
al.[85]
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plane polarization (ab) probing dxy and dx2−y2 while out of plane one (c)
probing dxz, dyz and dz2 . Results on figure 5.10 clearly show the rise of the
LD signal when critical thickness of 4 u.c. is reached. The strength of the
LD is related to the distortion of TiO6 octahedra indicating that together
with electronic reconstruction, orbital reconstruction take place as well, since
the structural distortion of the ligand octahedra leads to rearrangement of
d-type orbitals in energy as discussed in chapter 3.1.1. This results are best
matched by assuming an interface composed of at least 90% of Ti4+ ions
characterized by in-plane dxy and dx2−y2 orbitals having smaller energy than
the out-of-plane dxz, dyz and dz2 orbitals by 50 and 100 meV, respectively.
From all above mentioned theoretical and experimental results, the lifting
of degeneration of Ti t2g and eg states, favoring the occupation of in plane
states, can be concluded.
Figure 5.11: The role of the oxygen pressure used during the deposition on
the final state of LaAlO3/SrTiO3:TiO2(001) interface . Reproduced from
Rijnders(Brinkman)[86, 87].
That electronic reconstruction mechanism is not the only one contributing
to novel properties of the interface, and that deposition condition, namely
oxygen partial pressure during deposition plays important role in determining
the final state of the interface was shown by Brinkman [87]. The deposition
oxygen partial pressure is strongly connected to the concentration of oxygen
vacancies in SrTiO3, thus influencing electronic properties of the substrate
and the grown system. Brinkman at al. identified three regions, in sense of
the value of deposition oxygen pressure that leads to different electronic and
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magnetic properties of LaAlO3/SrTiO3:TiO2 interface [Fig. 5.11]:
• for the low deposition pressures when pO2 ≤ 10−6 mbar the high con-
ductivity is measured [71];
• for intermediate pressures 10−5 mbar ≤ pO2 ≤ 10−4 mbar the super-
conductivity emerges [88, 89];
• for intermediate pressures 10−3 mbar≤ pO2 the insulating and magnetic
behavior appears [87].
This data clearly show that oxygen vacancies can not be ruled out when
addressing the electronic properties of the interface, but they also do con-
firm the role of electronic reconstruction since the conducting state is always
present, even at high oxygen partial pressure.
a) b) c)
d)
e)
f)
Figure 5.12: a-d) patterning texhnique for fabricating all LAO/STO device;
e) Schematichs of the AFM patterning experiment where positively biased
AFM tip ”writes” the conductive line at the interfacse of 3 u.c. thin film f)
the change in chanel conductance as the tip reaches second electrode.
Finally n-type LaAlO3/SrTiO3 interface was found to have potential for
application and realization of all-oxide devices. Here the two approach of
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constructing LaAlO3/SrTiO3 devices will be illustrated. Both of them use
the existence of above mentioned critical thickness of the LaAlO3 film of 3u.c.
Film thinner than 3 u.c. are insulating while that of 4 u.c. and more are
conducting and, as shown by Thiel et al. [83], film of 3 u.c. thickness can
be switched from insulating into conducting phase by electric field induced
electron doping of the interface.
The first approach in building the LaAlO3/SrTiO3 device, uses the pat-
terning technique proposed by Schneider at al. [90] that enables patterning
the 2D electron gas by modulating the thickness of the LaAlO3 layers with
unit cell resolution [Fig. 5.12 a-d)]. The other approach is that of Cen
[91, 92] where biased conductive atomic force microscopy tip is ’writing’
(positive bias) or ’erasing’ (negative bias) nanoscale conducting regions in 3
u.c. LAO overlayers on SrTiO3(001) [Fig. 5.12]. In the later case, the change
of the conducting properties to the removing of the oxygen (’writing’) and
facilitating adsorption of oxygen or other anions (erasing) from the surface
by the AFM tip. This is interesting because it stresses again the role of the
surface in the thin layer limit.
5.4 SPM/STS measurements
on LaAlO3/SrTiO3 interface
Investigation of buried interfaces, like the one of LaAlO3 on SrTiO3, by the
SPM probe was usually done in cross section mode, a mode when the tip is
parallel rather than perpendicular to the investigating interface, and probing
the in plane transport properties of the interface. The challenge in this
approach is that it requires a complex sample preparation and cannot be
done in situ.
For this system in particular there is another obstacle making the inter-
face unreachable to standard cross-section STM: although the interface itself
is conducting the SrTiO3 and LaAlO3 are not, thus making the tunneling
impossible. To probe this interface electronic properties in cross-section con-
figuration the conducting atomic force microscopy was used [Fig. 5.13.a)] by
Basletic at al. [93]. They showed that conductivity was confined within 7
nm from the interface as shown in figure 5.13. This result was important
since it presented a direct observation and confirmation of confined state at
this system.
The only STM/STS measurements on LaAlO3/SrTiO3 we are aware of
and that are done in perpendicular geometry are that of Breitschaft at
al. [94]. They are done in UHV and low temperatures (4.7 K) on 4 u.c.
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a) b)
c)
d)
0,0,25.4,8.0
Figure 5.13: a) Schematic of cross-section C-AFM; b) resistance map ob-
tained at the interface; c) detail from b.; d) resistance profile over interface
showing less than 7 nm conducting interface
LAO/STO sample, probing the unoccupied states of the system. Rather
than standard STM implementation the more sophisticated tuning-fork STM
setup is used observing the surface both in AFM like and pure STM mode.
The goal of this measurements was not to obtain the spatial spectroscopic
map but to probe the electronic response of the interface at low temperatures
hoping to observe the effect of eventual correlation on electronic properties
by comparing the measured spectra with local density approximation (LDA)
and LDA+U (LDA with on site correlation included) calculations. The STS
measurements were able to reproduce all characteristic peaks predicted by
theory. This result is also interesting because the states in calculated LDA+U
are of (dxz+dyz) and dxy nature with dxy being lowest in energy that is in
agreement with orbital reconstruction picture.
5.5 Summary
In this chapter the main characteristic of the LaAlO3/SrTiO3 system were
introduced and a short overview of the results obtained in last years on this
system was given. The n-type and p-type draw attention governed by a large
potential for fundamental physics but also for the possible application when
n-type LaAlO3/SrTiO3 interface is considered. There have been only few
STM/STS studies of the system primarily because of the buried interface
geometry.
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Chapter 6
Scanning tunneling
spectroscopy on LaAlO3 on
SrTiO3 systems
6.1 Tunneling through insulating barrier
Investigating the surface properties with STM and STS technique is rou-
tinely done if the material is conductive enough. Probing insulating material
is, on the other hand, a very different task. One of the approaches that
have led to successful observation of the insulating material surface is done
on very thin insulating structures on conducting substrate [95, 96]. In the
Viernow at al. paper [97] it is shown that by tuning the bias voltage, one is
able to select what material he wants to probe: insulating structures or the
conductive buried interface [Fig. 6.1 left]. Working with low bias voltages
the probed states are one of the conductor, since, for the insulator, there
are no states around the Fermi level located in the gap. By increasing the
bias voltage above the value corresponding to the conduction band minimum
(CBM) of the insulating over-layer (the difference between conduction band
minimum energy and Fermi level of the insulator), one is starting to probe
the states of the insulator rather than the conductor. However, to be able
to perform STM measurements, the transferred charge should be removed
from the insulator. Here the geometry of the insulator becomes important.
Since for thick insulator films there is no conducting path to effectively re-
move the transferred charge, the potential of the surface slowly increases (or
decreases) towards the tip, eventually leading to a tip-sample crash. If the
insulator is in the form of very thin film or very thin islands, thinner than
the free electron path, and if the underneath surface is conducting, there is
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no charging effect taking place and hence no change in the surface potential,
making the STM measurement possible. Of course the working current have
to be small enough to allow the effective removal of the charge.
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Figure 6.1: (left)The schematic energy diagrams associated with tunneling
through insulating barrier in two modes; (right) The experimental results
obtained on MgO insulating islands grown on Ag(001): a)the image obtained
working above CBM on 0.3 mono layer of MgO on Ag (VBIAS= 5 V ; ISET=1
nA), b) atomic resolution obtained on Ag through MgO (VBIAS= 30 mV ;
ISET=2 pA), c)atomic resolution obtained on MgO when working above CBM
(VBIAS= 2.5 V ; ISET=50 pA), d) 2 monolayer MgO on Ag(VBIAS= 3 V ;
ISET=1 nA)
Another example of the selective nature of STM in probing insulat-
ing/conductive systems, is presented by Schintke [96] in the case of MgO
islands grown on Ag(001) [Fig. 6.1 right]. By using the selectivity of the
STM, i.e. tuning the bias voltage above or below the CBM of the insulator
and setting the proper current, either insulating surface or the conductive
substrate were observed with atomic resolution at low temperatures. It was
also demonstrated that even a 2 monolayer thick MgO film, fully covering
the conducting substrate was imaged in the regime above the CBM.
In the case of the LaAlO3/SrTiO3 system, one is interested to study
the buried conducting interface, rather than the LaAlO3 insulating surface.
Doing this with STM is possible only if following conditions are fulfilled:
• the interface probed is metallic or conductive enough to efficiently
transfer charge
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• The LaAlO3 thin film is thin enough and comparable with typical vac-
uum barrier thicknesses (usually of the order of few nanometers)
• the bias voltage is below the CBM value. This is very important since
as mentioned earlier in thin film configuration it is also possible to
measure the insulator surface rather than interface
• working currents have to be small enough. This condition is needed to
be sure that the tip is not in contact with the insulator and the charge
is efficiently removed to the ground.
When STS measurements are considered, one could consider a regime in
which the tip is stabilized above the CBM. Indeed I(V) spectroscopy will
probe, around the Fermi level, only the conductive interface. The problem
with this approach is that the tip working z-position would be such that the
contribution of the interface signal would be negligible, due to the exponential
nature of tunneling current as function of the tunneling barrier thickness.
The thinnest LaAlO3/SrTiO3 system that fulfills conductivity criteria
is one of 4 u.c. (1.5 nm thickness) and it will be the structure primarily
studied and analyzed in this thesis. We will also report measurements on 2
u.c. LAO/STO under illumination and we will show that there is a photo-
doping mechanism inducing conductivity in this configuration. Although the
photo-conductivity effect, was already observed in 3 u.c. LaAlO3/SrTiO3
samples, to our knowledge no transport measurement on 2 u.c. were done in
this view, since it shows strongly insulating properties by standard transport
measurements.
6.2 4 u.c. LaAlO3 on SrTiO3
As mentioned earlier, the minimum thickness of LaAlO3 film that leads to
the formation of a conducting interface is that of 4 u.c. The total thickness
of the film of ≈1.5 nm, so of the order of typical tip to sample separation
distances with standard STM experiments done on conductive surfaces and
with vacuum barrier. Although critical, we will demonstrate the ability to
tunnel to the interface of this system by using very small currents (less than
one pA) and bias voltages (less than ±1V) at room temperature.
The 4 u.c. LaAlO3/SrTiO3 samples studied were grown by Prof. Jochen
Mannhart group in Augsburg, one of the leading groups in producing and re-
searching the LaAlO3/SrTiO3 system. The analyzed samples were deposited
at an oxygen pressure of 8×10−5 mbar and 780◦ C with a laser fluency of 1.0
Joule cm−2 and were oxygenated in situ at an oxygen pressure of 0.5 bar to
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reduce the oxygen vacancies. About details on the growth parameters and
the procedure used for producing optimized samples, one is referred to the
chapter 3 of the Stefan Patrick Thiel PhD thesis [68].
Transport measurement done on the 4 u.c. sample were in agreement with
the expected conducting behavior of the interface while the 2.u.c was insu-
lating to the extent that it was impossible to measure its resistive properties
even at room temperature.
Since our measurements were not done in situ, a initial cleaning of the
samples by rinsing them in propylene was done prior the introduction into
the UHV system. Each sample were 5 × 5 ×0.5 mm3 in size and have gold
contacts at the corners. The contacts are deposited onto the interface, thus
providing a conductive path to the interface itself. The gold contacts are also
grounded by application of small amount of silver paste at their edges. This
is important since our configuration is tip biased, thus the interface has to
be grounded.
Figure 6.2: C-AFM image of LaAlO3/SrTiO3 4 u.c. thin film surface
Prior to STM, contact AFM (C-AFM) measurements were done to con-
firm the morphological state of the surface. Typical large scale topographic
image obtained by C-AFM is presented in figure 6.2 with corresponding step-
edge profile and image histogram in 6.3. As expected the single terminated
film is characterized by 3.8±0.2 A˚ step edges.
To probe the surface, an Ir tip obtained with electrochemical etching was
used. To be able to get stable tunneling conditions we had to improve the
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1 u.c.≈4 Å
Figure 6.3: Step edge profile (left) and corresponding height histogram dis-
tribution (right) for the C-AFM measurement presented on Fig. 6.2
work function and the tip sharpness, we used a classical procedure, consisting
in fast approaching the tip to the gold surface while applying short (10 ms-100
ms) -10 V pulses. We checked the tip condition after each of this procedure,
by performing topographic and I(z) measurements on gold. Typical gold
granular type topographic image are obtained [Fig. 6.4 a)]. The I(z) curve
on the other hand, show the classical exponential characteristic (at level of
order per few A˚) proving in that way that we are having sharp tip and that
we are in tunneling regime [Fig. 6.4 b)].
b)
0,0,25.4,12.5
Gold
LAO/STO
a)
Figure 6.4: Current-distance deendance on 4 u.c. LAO/ST0 and gold
An important question to be addressed is the problem of tunneling sta-
bility in all the measurements performed and in particular in the conditions
where one is expecting to tunnel to the interface. The typical I(V) spectra
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and differential conductance curve shown in Fig. [Fig. 6.5], is characterized
by a strong asymmetry from positive to negative voltages. The consequence
of this is that it is easier to obtain stable conditions at positive voltages than
for the negative ones. Being able to work with low currents enabled us to
lower the bias voltage thus going further away from the CBM of LAO and
also to obtain topographic image even working for negative bias voltages
b)a)
0,0,25.4,10
Figure 6.5: a) Single measurement current-voltage characteristic; b) Corre-
sponding calculated differential conductance (calculated by SPIP and TVR)
From the tunneling stability point of view low tunneling currents are
desirable, however this is not the case when spectroscopic measurements are
in question. The goal in the spectroscopy case is to maximize the current for
the given voltage that is usually defined by the maximum/minimum energy
value in the spectroscopic energy range of interest. This is important because
by doing this we are lowering the tunneling resistance value, thus becoming
more sensitive to the voltages lower that the stabilization one. The fact
that we were working with sub picoampere currents made the role of this
optimization even more pronounced since the noise limit, set by the overall
environment, was of 50 fA order. Thus typical stable tunneling conditions
used to perform both spectroscopic and topography measurements were bias
voltage of 0.75 to1.0 V and tunnelling currents of 250 fA to 900 fA.
As mentioned at the beginning of this chapter, to probe an interface we
should work at low bias voltages, corresponding to an energy lower than
that of LAO CBM. The position of the CBM is estimated to be around
≈2.5V [94]. At voltages higher than this values, we obtained a topographic
image that is in agreement with the AFM measurements, showing similar
terraces orientations and step edges sizes. When working below the CBM,
the topographic image shows an increased surface roughness to that above
the CBM, while step edges and terraces continued to be well distinguished
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[Fig. 6.6]. This effect can be addressed by the fact that in addition to
nominal interface roughness (structural or electronic) there is an influence of
the LAO barrier roughness on the interface corrugation. The LAO roughness
corresponds to an effective increase of the tunneling barrier and, therefore,
to an exponential enhancement of the interface corrugation.
a b
≈4 Å
>>4 Å
0,0,20,15
Figure 6.6: Different topographic response when working a) above CBM
(VBIAS=3.5 V, ISET=5 pA) and b) below CBM value (VBIAS=0.8V,
ISET=250 fA)
Another interesting difference between the morphology measured below
and above the CBM, is a higher step edges heights, well above 4 A˚, between
neighboring terraces. This can not be explained by a tip to sample contact
(and eventual unlikely elastic deformation of the tip), because, even in that
case, the topography image should mimic a 4 A˚ terrace separation. It also
can’t be explained by assuming different interface depths regarding to the
surface of neighboring terraces, since it would lead to the divergence of the
interface from the surface plane.
The only plausible explanation comes from the way we are treating data
- the only correction we apply to raw topographic images is that of the linear
tilt correction (natural tilting of the whole sample and thermal drift compen-
sation). If we assume that apart from regular tilted surface profile there is a
linear offset of the tip starting from the step edge and linearly increasing to-
wards the next step edge, the tilt correction will result in the image correctly
reproducing terrace planes and step edges form, but producing the height of
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more than 4 A˚. The only possible reason for the existence of additional linear
(or very close to linear) moving of the tip away from the surface/interface,
would be a increase in integral density of states from the lower step edge to
the higher one [Fig. 6.7]. If this is true, the substrate vicinality should play
a role in the overall conducting properties of the electron gas formed. More
accurate measurements are needed to confirm this model.
Plane correction
STO interface
STM tip Assumed offset
3.9 Å
>3.9 Å
STM image
0,0,25.4,9
Figure 6.7: Proposed mechanism to address step edge sizes much greater
than 1 u.c. in LAO/STO measurements below CBM.
Another important difference between the surface morphology imaged
above the CBM (surface sensitive) and below the CBM (interface sensitive) is
that using higher spatial resolution a regular pattern is observed on the inter-
face. As example, here we present the measurements done on 256×256 nm2
with 1024×1024 px2resolution. The tunneling conditions were VBIAS=0.9 V
with ISET=700 fA [Fig. 6.8].
To analyze the pattern, we applied both 2D autocorrelation operator
and 2D fast Fourier transform (2D FFT) to the image at Fig. 6.8 (also
shown at Fig. 6.9 a)) and to the one obtained by focusing on the terrace
pattern, away from the step-edge, shown at Fig. 6.9 b) . The real space
pattern of ordered structure is enhanced in the autocorrelation image and
allows some quantitative estimation. The regular pattern is not long range
ordered, but is present in the whole area analyzed [Fig. 6.9 c) and d)]. The
2D-FFT confirms this finding, by showing very spread, but defined, spots
around (0,0) point in the reciprocal space. The large width of the spots
in the 2D FFT is correlated to the short ordered nature of the structure,
which is characterized then by a correlation length of the order of 20 nm
(from the inverse of the full width at half maximum of the peaks). The 2D
FFT pattern has apparently an hexagonal shape [Fig. 6.9 e], but when only
a part of the sample, not including the step edge is observed [Fig. 6.9 f]
the pattern becomes that of quasi-rectangular lattice with aORDERED=6 nm;
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Figure 6.8: STM image on 4 u.c. (VBIAS=0.9 V, ISET=700 fA) showing
ordered pattern
bORDERED=8 nm; gammaORDERED= 90
◦ [Fig. 6.10], where aORDERED and
bORDERED are oriented in (110) and (11¯0) direction of the SrTiO3. This
indicates that near the step edge there is a distortion of this lattice. The
overall ordered structure is then more easily described by aligned ”bright”
spots, being around 3 nm wide, aligned along the (110) and (11¯0) direction
of the lattice, and thus forming locally an overall ordered lattice.
To address the nature of this pattern and to see if there are inhomo-
geneities present in the electronic states of LAO/STO, eventually correlated
to the superstructure, we performed an STS mapping of the surface.
To make spectroscopic measurements possible, the bias voltage was kept
at VBIAS=0.9 V with ISET=700 fA wile the spectroscopy was done in range
starting VSTART=1.5 V and ending at VSTART=-1.5 V, with nominal 10 mV
resolution (301 equidistant point spectra).
In the Fig. 6.11 a) we present typical topographic image obtained during
STS mapping. The scan area is of 256×64 nm2 size, sampled in 256×64
px2 both in topographic and spectroscopic regime. The periodic structure is
also present in this image, indicating that it is no artifact of the measure-
ments, since the dynamics and biasing procedure in which the topographic
image is obtained in standard and spectroscopic mode are completely differ-
ent (former being acquired in several minutes with feedback always present
and spectroscopic one during several hours with regulation turned off in each
point).
The over-all average of the tunneling current is presented on Fig. 6.12 a)
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0,0,12.5,19
a b
c d
e f
Figure 6.9: The analysis of ordered pattern on 4 u.c. LAO/STO a) The large
scale image (includes step-edge); b) small scale image on the terrace away
from the step-edge;c) autocorrelation image of a); d) autocorrelation image
of b); e)2D FFT of a) with inset showing magnified area around (0,0) peak;
f)2D FFT of b) with inset showing magnified area around (0,0) peak;
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a b
≈ 6 nm
≈8 nm
0,0,25.4,11.5
Figure 6.10: Autocorrelation image of on terrace part of the sample and
corresponding profile enhancing the real space periodicity showing quasi-
rectangular lattice
a
b
X Range: 256 nm
Figure 6.11: a) Topographic image obtained during STS measurement; b)
Autocorrelation map and 2D FFT (inset) show same patterns as those ob-
tained during STM measurements
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0,0,20,11.5
a b
c
Figure 6.12: a) Average I(V) curve obtained from the whole spectra set; b)
Average of all dI/dV(V) calculated at each point using SPIP and TVR; c)
Average normalize conductivity obtained by using dlnI/dlnV method calcu-
lated using SPIP and TVR
, showing, previously mentioned and discussed, strong asymmetry between
occupied and unoccupied states. The average of calculated dI/dV-V curves
using commercial SPIP program and TVR algorithm is shown in Fig. 6.12
b) together with dlnI/dlnV(V) normalization also calculated with SPIP and
TVR on Fig. 6.12 c).
To address the electronic inhomogeneities the K-means method has been
applied to the data using a procedure similar to that used for PCMO (x=0.3).
On the upper part of figure 6.13, the classification data are presented using
the whole spectra (all the bias voltages), only occupied states (negative volt-
ages) and only unoccupied states (positive voltages) values for classification
in 2, 3 and 4 classes. On the bottom part of the image the averaged spectra
for each class are presented (color coded). Similarly, in 6.14, the classifica-
tion results and averaged spectra obtained by excluding the -0.5 V to 0.5 V
region, characterized by a strong suppression of the DOS, are presented.
One can notice that, as for PCMO data, by excluding the gap states,
the class image contrast is enhanced, strengthening the empirical rule we
proposed that the noise present in the gap of normalized spectra is increasing
the error in the classification process thus excluding it from this process
would improve reliability of the classification. In this frame, we’ll discuss
only the spectra obtained from the classification that did not consider the
region characterized by very low DOS (Fig. 6.14).
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Figure 6.13: a) The result of the k-means classification for 2,3 and 4 assumed
classes taking into account whole spectra, only negative voltages and only
positive voltages b) corresponding average spectra for each class shown on
a) (the curves and classes are appropriately color coded)
111
6. Scanning tunneling spectroscopy on LaAlO3 on SrTiO3 systems
2 classes 3 classes 4 classes
A
ll
N
e
ga
ti
ve
P
o
si
ti
ve
0,0,26,16
a)
A
ll
P
o
si
ti
ve
b)
N
e
ga
ti
ve
Figure 6.14: a) The result of the k-means classification for 2,3 and 4 assumed
classes taking into account whole spectra, only negative voltages and only
positive voltages excluding the gap states in each (-0.5 V to 0.5 V); b) corre-
sponding average spectra for each class shown on a) (the curves and classes
are appropriately color coded)
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It is also clear that the class image obtained when the whole spectral
range or only the occupied states are considered (first and second row of
upper figure 6.14 ) are better correlated, while the one obtained using only
unoccupied states is not (third row of upper figure 6.14). While the former
class images show clear regions of different spectral response, the class image
for occupied states does not show any clear class separation, but rather noise-
like spread classes with a weak correspondence to the other. This indicates
that, from an electronic point of view, the unoccupied states are uniformly
spread within the spatial resolution used (1nm per px), indicating homo-
geneous distribution of states contributing to the energy conduction band.
Differently from the PCMO (x=0.3) measurements, where the class image
was strongly correlated to the topographic one, here we do not see that kind
of correlation on any of the class images, apart from the enhancement of the
step edge. The inhomogeneities are clearly present in occupied states class
image and only few features can be noticed (Fig. 6.14 negative- 2 class im-
age). Different regions (more conductive blue and more insulating red) both
show the existence of the states near the Fermi level indicating that both
phases are conductive. The inhomogeneities seen at occupied states can be
attributed to the role of defects either in the interface or the surface.This
is better showed by 3 and 4 class images. In the occupied states, locally
emerges a peak at -1 V, most clearly defined on 4 classes map for negative
voltages (light blue on Fig. 6.14 4 classes - negative ). This is interesting,
because this feature has been observed in the case of doped SrTiO3 and
LaTiO3/SrTiO3superlattices [98] by photoemission spectroscopy (which is a
non local probe). The presence of this peak is often correlated to oxygen
vacancies in the case of STO, and therefore to the doping mechanism of this
compound. However, the fact that it appears only locally in the interface,
indicates that the conduction mechanism in 2D electron gas of LAO/STO is
different than that of doped SrTiO3.
Another important result of the STS measurements emerges by comparing
our data with the theoretical predictions for a bilayer obtained by Pentcheva
et al. [84] we mentioned in the previous chapter. LDA+U calculation, ob-
tained on a bilayer perfectly terminated by AlO, suggest that the effective
gap of the LAO/STO system is that one from the valence band of surface
O2p states (belonging to LAO) to the conduction Ti 3d band a the interface.
In particular, for a conducting bilayer, electrons are transferred from the sur-
face O2p to the interface Ti3d. The DOS of the LAO surface, then, should
have quite high O2p states close to the Fermi Level. Then tunnelling at neg-
ative bias voltages should be much enhanced to that of interface, due to the
reduced tunnelling barrier. This is opposite to our observation, suggesting
that the surface is not perfectly AlO terminated, and that the theoretical
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picture should be revised. Moreover we notice that using large negative volt-
ages, higher than -4 V, an abrupt jump in the current occurs, followed by
formation of local granular structure in the topographic image at the place
of applied voltage (FIG). This suggest that we are then really tunnelling into
or removing oxygen from the surface for negative voltage, because the O2p
states of the surface are then accessible. Moreover, our measurements do not
favor the idea that localized Ti3+ 3dxy states are realized and occupied by
electrons, because from calculation these states should give a quite high peak
in the DOS at low negative energy [77]. In contrast we do not see abrupt
rise of any states there. It seems again that the states involved in conduction
(those around Fermi level) have more an hybrid character, i.e. comes from
the hybridization of O 2p and Ti 3d states.
0,0,16.7,16
a) b)
c)
d)
Figure 6.15: a) Topographic image 32×32 nm2 ; b) Class image 32×32 nm2 ;
c) Cross correlation between images a) and b); d) Averaged spectra for each
class (color-coded)
This result is in agreement with XAS measurements [85], which show
that non localized occupied states (delocalized electronic states) are favored
respect site-centered states which would realize substantial fraction of Ti3+
cations. At the same time, however, we observe the presence of some kind
of ordering from the topographic measurements. This two facts seem to be
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at odds, unless the ordering is related to some kind of bond-centered struc-
ture, which maintain the valence of Ti close so Ti4+. Then the complex
topographic response is the combination of structural, electronic and orbital
ordering at the interface. The role of the surface is excluded, since its con-
tribution can be only through structural ordering at the surface, not seen in
our AFM measurements. Also structural ordering at the surface would be of
much smaller roughness, since there is no barrier that would alter it. In this
frame, though, a correlation between a spectroscopic class image (electronic
properties) and topographic one should be observed. This is particularly true
if the 2D-electron gas is strongly correlated.
To substantiate this hypothesis measurement having higher spatial reso-
lution have been performed. In particular a 32×32 nm2 STS map has been
obtained in 256×256 px2 in topographic and 64×64 px2 in spectroscopic
mode. In Fig. 6.15 the topographic image, two class image obtained by
classification considering only unoccupied states, a cross-correlation image
between the two and averaged spectra for each of two classes, are shown.
Cross-correlation image between class image and topographic one, clearly
show that a correlation exists, since the periodic pattern of the topographic
image is reproduced in cross-correlation one, only possible if there exist a
similar periodicity between the two images. This leads to conclusion that, in
the framework of structurally originated ordered pattern, structural changes
are followed by changes in electronic response. Even more, if we examine the
average spectra that belongs to each classes, we can see that the structural
changes are followed by an orbital reconstruction. Indeed, the majority of
theoretical calculation performed on the LAO/STO interface, show that the
unoccupied states are mainly composed by 3d states, and in particular 3dxz,
3dyz, at low energy, while 3dxy states cross the Fermi level. Moreover, the
3dx2−y2 and 3dz2states are located at higher energy, above 1 eV above the
Fermi Level. It is possible to notice that the two kind of spectra obtained
from the classification on unoccupied states, have interesting features. First
we sees that both on the occupied and unoccupied states, there is transfer of
states. More precisely, we can see that switching from the red to the ’blue’
class, on the occupied states, there is a transfer from the high energy O2p
states (red) to the low energy tail crossing the Fermi level, which suggests
an hybridization between O2p and Ti3dxy playing a role in the electronic
properties and in the formation of the ordered pattern[98]. At the same
time, going from the ’red’ class to the blue one, a transfer of states with
energies ≥ 0.7V (usually ascribed to localized Ti 3dxz and 3dyz) to the Fermi
level, correlated with a decrease of hybridized O 2p - Ti 3dxy states on the
occupied side. This result matches with the idea of an orbital reconstruction
taking place in the system.
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This orbital, electronic in origin, reconstruction, is clearly correlated with
the structural reconstruction which , as happens to the majority of transi-
tion metal oxides, probably includes buckling or deformation of the ligand
octahedral around Ti ion thus lifting the degeneracy of the Ti 3d bands. The
presence of electronically signature ordering is something that can be only
attributed to the presence of correlation at the interface. Although not that
strongly enhanced as in the narrow-bandwidth strongly correlated PCMO,
the electronic signature of the presence of correlation is manifested in the si-
multaneous observation of an orbital, electronic and structural reconstruction
of the interface.
6.3 2 u.c. LaAlO3 on SrTiO3
As mentioned earlier, the 2 u.c. LaAlO3 thin film on SrTiO3 is insulating
with resistivity above the limits of or instrumental resolution, measuring
pA values at best. However, due to the capability of our STM instrument
(Omicron nanotechnology VT-SPM) able of measuring 10−13 A (limited by
noise order this value ) we tried to probe the system, even if only to obtain
point contact spectra.
Figure 6.16: C-AFM image of LaAlO3/SrTiO3 2 u.c. thin film surface
Prior to STM measurements we checked the sample with C-AFM to be
sure that the morphology is good. The results of C-AFM measurement on
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2 u.c. film of LaAlO3 on SrTiO3 showing the expected topographic picture
is presented in figure 6.16 with corresponding step-edge profile and image
histogram in figure 6.17.
1 u.c.
≈4 Å
1 u.c.
≈4 Å
Figure 6.17: Step edge profile (left) and corresponding height histogram
distribution (right) for the C-AFM measurement presented on Fig.6.16
Using the same tunnelling conditions used in the case of the 4 u.c. sample,
we were able to tunnel to the interface and obtain topographic images in the
STM mode [Fig. 6.18 a)], but only with the sample being exposed to ambient
light. Ones the samples is under dark (all UHV chamber windows covered
with appropriate cover), a procedure we used in the case of the 4 uc sample,
stable tunneling condition are lost and an eventual tip crash to the sample
occurs. This result, suggest that a photodoping mechanism, already known
for 3 u.c. samples takes place [99] . The STM mode images of the 2 uc.
sample, obtained below the CBM, compared to the 4 u.c., showed similar
characteristics, for example the artificial large interfacial roughness.
To investigate the photodoping process, STS measurements were per-
formed and the evolution of DOS spectra in a single point was followed, while
changing the lightning conditions. Unfortunately this is more the proof of
concept, than rigorous measurements, since we lack a system to introduced
controlled light intensities and wavelengths into the STM chamber on to the
sample. Rather we controlled three level of ambient light intensity (bright
light from the halogen lamp, ambient light and dark closed chamber) and
observed the DOS evolution while we changed this conditions.
The spectra are obtained in same conditions as for 4 u.c. (VBIAS=0.9
V with ISET=700 fA ) and were done with tip point constrained while mea-
suring. The dlnI/dlnV normalization was used for obtaining the normalized
conductance (NDC).
As shown in figure 6.19 , the spectra show a pronounced peak at -1 eV
when photodoping is present. This peak matches again the feature locally
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Figure 6.18: a) STM image obtained on 2 u.c. LAO/STO system under
ambient light; b)Step edge profile; c)corresponding histogram
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Figure 6.19: a) Evolution of NDC and b) peak shift with time and light
intensity; c) average NDC for different light intensities.
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observed for the 4 uc LAO/STO, and in photoemission experiments done on
doped SrTiO3 and LaTiO3/SrTiO3 superlattices by Takizawa [98]. This peak
is attributed to a bulk like in gap state (IGS) [98]. This feature is present
everywhere on the sample surface. We notice here that, when working in the
photodoping mode, the assumption of a Fermi distribution of electrons is no
longer valid so it is not completely correct to identify the NDC spectra with
the DOS.
Upon the putting sample into the dark conditions, a slow decrease fol-
lowed by a peak movement toward higher energies is observed on occupied
state side while the unoccupied states goes to zero. This result, simply indi-
cates in dark the current goes to zero since the interface become insulating.
Ultimately the tip and sample will come in contact, indicated by strange
I(V) curves exhibiting zero voltage current (due to charge effects since) and
: Schottky I(V) dependence elsewhere.
When turned on again a fast switching on (within few seconds) to a
’conducting’ state reappears restoring the initial condition. If the intensity
of light is lowered, a decrease in the NDC and a peak position movement
towards the Fermi level is detected, while the NDC decrease on unoccupied
side. This implies that we are not observing the density of states, but rather
a value in some way proportional both to the carrier density and the DOS.
6.4 Summary
In this chapter we showed that it is possible to probe the conductive interface
of the LaAlO3/SrTiO3 through thin insulating film of LaAlO3.
For the 4 u.c. sample, we were able to measure STS maps and we found
that there are two kind of inhomogeneous signatures associated to the DOS
of the interface. Concerning the occupied states, local regions where an
in gap state at -1 eV is observed, and a depletion of the DOS toward the
lower step edge, are observed. Concerning the unoccupied states, a short
range ordered superstructure observed in the topographic images, prove to
be correlated also to a spatial distribution of spectral weights from different
unoccupied 3d orbitals. The latter are also correlated to a spatial ordering
of the orbitals, and therefore to the degree of O2p and Ti3dxy hybridization.
This measurements also favor a bond-centered distribution of carriers respect
the site-centered localization.
For 2 u.c. we were able to measure the evolution of density of states with
applied light field and we showed that a photo-doping is taking place at this
interface.
A comparison between the results obtained on the 4 uc and 2 uc samples,
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0,0,25.4,7,13
Figure 6.20: Comparison between average 4 u.c normalized conductivity
spectra and that of photo-doped 2 u.c.. LAO/STO bilayer
however, show that the conduction mechanism in the two cases is certainly
different, also demonstrating that photodoping and electronic reconstructions
are not equivalent. Indeed, photodoping produce carriers which are partially
localized in the IGS at -1.0 eV, and partially contribute probably to the
Fermi LEVEL. However, we have to mention that, while in the case of the 4
uc. there are indication that states are present at the Fermi level, even being
very small ( judging from the tail in the DOS ), in the case of the 2uc it
seems that even under photo-doping there is a clear gap in the spectra[Fig.
6.20].
This again is in favor of the idea that the appearance of a conductive
interface in the LAO/STO system above 4 uc, is related to an intrinsic elec-
tronic reconstruction mechanism.
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Conclusion
The research presented in this thesis and it’s original contribution can be
roughly divided in two parts; the first part, more technical one, was dealing
with the optimization of scanning tunneling spectroscopy technique through
numerical tools to extract and analyze spectroscopic data, and the second
part in trying to shed a light on the electronic properties of some example of
transition metal surfaces and interfaces.
Concerning the first goal, in this thesis we presented three problems aris-
ing when dealing with spectroscopic data that need to be treated numerically.
We first addressed the problem of numerical derivation and proposed a tool in
form of total variation regularization (TVR) algorithm to address the prob-
lem. Then we made an overview of existing normalization techniques, used
when semiconducting and insulating materials are studied, emphasizing their
limits and also putting them in context of proposed TVR algorithm. Lastly,
we addressed a method to identify electronic inhomogeneities from the huge
amount of data (spectra) acquired in the spectroscopy STS maps. The in-
troduction of the K-means classification algorithm to the STS data analysis,
an algorithm well-known in image processing in other areas of science and
technology, was successfully implemented to get clear information about the
correlation between electronic and morphologic properties of the materials.
We used all of this methods when dealing with our experimental data.
Transition metal oxides include variety of materials with different elec-
tronic and magnetic properties. The two materials we presented in this thesis
are of special interest because they show both the richness of physical phe-
nomena, all involved in explanation of their properties, and, at the same
time, a potential for application in novel, all-oxide type devices.
Pr1−xCaxMnO3, a manganite with very strong correlation exhibiting an
insulating behavior in the whole phase diagram, is the first material we stud-
ied, for two different doping values corresponding to the boundaries of it’s
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charge ordered phase. In both Pr0.5Ca0.5MnO3 and Pr0.7Ca0.3MnO3, a cor-
relation between topographic and electronic properties has been found, even
though the origin of structural inhomogeneities in the two cases is different.
What is presented in this thesis, is the existence of strong connection be-
tween the structural and electronic properties in narrow-bandwidth PCMO
manganites on a relatively large scale, in contrast with band like or weekly
correlated systems.
Finally, we studied the LaAlO3/SrTiO3 system, which in the last years
attracted the attention of the condensed matter community for the realiza-
tion of a highly mobile, 2D electron gas at the interface between two band-
insulators. From the point of view of STM, this system seemed unreachable
due to the fact that the 2D electron gas is buried and confined to the inter-
face, hence not directly accessible by the STM probe. What is demonstrated
here is not only the selective and direct imaging of the interface, but more
specifically, the possibility to map the spectroscopic response of this interface
spatially. We also speculate, based on our data and data from other exper-
iments, that while the correlations do play a role in this system and give
rise to an orbital and structural reconstruction of the interface, the mobile
carriers tend to be delocalized rather than occupying localized 3d states. We
were also able to probe insulating 2 u.c. LaAlO3/SrTiO3 system associated
to a photodoping effect.
As outlook for the future, improving numerical approaches to the raw
STS data, could allow to extract the real local density of states (LDOS)
e.g. like including density of state of the tip into calculation or using I(z)
spectroscopy together with I(V) spectroscopy. Another major improvement
would be the possibility to perform spectroscopy as function of the tem-
perature, a parameter very important in transition metal oxides. Mapping
the spectroscopic response as a function of temperature in transition metal
oxides, especially in Pr1−xCaxMnO3, should be considered as a next logical
step, that would surely give a better understanding on mechanism guiding
the TMO electronic properties.
In conclusion, numerical and experimental methods have been proposed
for the application of STM/STS to unconventional systems, not only for
probing surfaces but also buried interfaces.
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