SR and SZ algorithms for the symplectic (generalized) eigenproblem that are based on the reduction of a symplectic matrix to symplectic butter y form are discussed. A 2n 2n symplectic butter y matrix has 8n ? 4 (generically) nonzero entries, which are determined by 4n ? 1 parameters. While the SR algorithm operates directly on the matrix entries, the SZ algorithm works with the 4n ?1 parameters. The algorithms are made more compact and ecient by using Laurent polynomials, instead of standard polynomials, to drive the iterations.
Introduction
This paper furthers the development of the family of QR-like algorithms for solving eigensystem problems. Professor Ludwig Elsner, to whom this paper is dedicated, has made signi cant contributions to this development, as demonstrated by both his own publications 13, 17, 30, 31, 32] and those of his students 5, 11, 12, 14, 19, 25] (for example) and grandstudents. Here we focus on symplectic matrices and pencils. Recent developments in this area have been guided by the unitary case, which the symplectic case resembles to some degree. An important landmark has been the work of Bunse-Gerstner and Elsner 13] on the unitary eigenvalue problem.
Symplectic (generalized) eigenvalue problems occur in many applications, e.g., in discrete linear quadratic optimal control, discrete Kalman ltering, the solution of discrete algebraic Riccati equations, discrete stability radii and H 1 -norm computations (see, e.g., 23, 26] and the references therein) and discrete Sturm-Liouville equations (see, e.g., 9]). The solution of the symplectic (generalized) eigenvalue problem has been the topic of numerous publications during the last 30 years. Even so, a numerically sound method, i.e., a strongly backward stable method in the sense of 10] , is yet not known. The numerical computation of an invariant (de ating) subspace is usually carried out by an iterative procedure like the QR (QZ) algorithm; see, e.g., 26, 28] . The QR (QZ) algorithm is numerically backward stable but it ignores the symplectic structure. In order to develop fast, e cient, and reliable methods, the symplectic structure of the problem should be preserved and exploited. Then important properties of symplectic matrices (e.g., eigenvalues occurring in reciprocal pairs) will be preserved and not destroyed by rounding errors.
Using the analogy to the continuous-time case, i.e., Hamiltonian eigenvalue problems, Flaschka, Mehrmann, and Zywietz show in 19] how to construct structure-preserving methods for the symplectic eigenproblem based on the SR method 16, 25] . This method is a QR-like method based on the SR decomposition. In an initial step, the 2n 2n symplectic matrix is reduced to a more condensed form, the symplectic J-Hessenberg form, which in general contains 2n 2 + 3n ? 1 nonzero entries. As in the general framework of GR algorithms 30], the SR iteration preserves the symplectic J-Hessenberg form at each step and is supposed to converge to a form from which eigenvalues and invariant (de ating) subspaces can be read o . A 2n 2n symplectic J-Hessenberg matrix is determined by 4n?1 parameters. The SR algorithm can be modi ed to work only with these parameters instead of the 2n 2 +3n?1 nonzero matrix elements. Thus only O(n) arithmetic operations per SR step are needed compared to O(n 2 ) arithmetic operations when working on the actual J-Hessenberg matrix.
The authors note that the algorithm \...forces the symplectic structure, but it has the disadvantage that it needs 4n?1 terms to be nonzero in each step, which makes it highly numerically unstable. . . . Thus, so far, this algorithm is mainly of theoretical value." 19, page 186, last paragraph].
Recently, Banse and Bunse-Gerstner 5, 3, 4] presented a new condensed form for symplectic matrices, the symplectic butter y form. The 2n 2n condensed matrix is symplectic, contains 8n ? 4 nonzero entries, and is, similar to the symplectic J-Hessenberg form of 19] , determined by 4n ? 1 parameters. As observed in 3] the SR algorithm preserves the butter y form in its iterations. It is pointed out that the SR algorithm can be rewritten in a parameterized form that works with 4n ? 1 parameters instead of the (2n) 2 matrix elements in each iteration. Hence, the symplectic structure, which will be destroyed in the numerical process due to roundo errors, can easily be restored in each iteration for this condensed form.
There is reason to believe that an SR algorithm based on the symplectic butter y form has better numerical properties than one based on the symplectic J-Hessenberg form; see Sections 3 and 5.
The 4n ? 1 parameters that determine a symplectic butter y matrix B cannot be read o of B directly. Computing the parameters can be interpreted as factoring B into the product of two even simpler matrices M and N: B = M ?1 N. The parameters can then be read o of M and N directly. Up to now two di erent ways of factoring symplectic butter y matrices have been proposed in the literature 2, 6] . In Section 2 we will introduce these factorizations and consider their drawbacks and advantages.
In Section 3 we will revisit the SR algorithm for symplectic butter y matrices. Such an algorithm was already considered in 3, 6] . In those publications, it is proposed to use a polynomial of the form p( ) = Q k i=1 ( ? i ) to drive the SR step, just as in the implicit QR (bulge-chasing) algorithm for upper Hessenberg matrices. Here we will show that it is better to use a Laurent polynomial to drive the SR step. This reduces the size of the bulges that are introduced, thereby decreasing the number of computations required per iteration. It also improves the convergence and stability properties of the algorithm by e ectively treating each reciprocal pair of eigenvalues as a unit. The method still su ers from loss of the symplectic structure due to roundo errors, but the loss of symplecticity is normally less severe than in an implementation using a standard polynomial, because less arithmetic is done and the similarity transformations are generally better conditioned. Moreover, using the factors M and N of the symplectic butter y matrix B, one can easily and cheaply restore the symplectic structure of the iterates whenever necessary.
To derive a method that is purely based on the 4n ? 1 and I n is the n n identity matrix. While symplectic matrices are nonsingular (M ?1 = JM T J T ), a symplectic matrix pencil M ? N is not necessarily regular, i.e., there is no guarantee that det(M ? N) does not vanish identically for all 2 C. M and N may be nonsingular or singular.
Hence (2) is in general not equivalent to M T JM = N T JN.
The spectrum of a symplectic matrix pencil/matrix is symmetric with respect to the unit circle. Or, in other words, the eigenvalues of symplectic symplectic matrix pencils occur in reciprocal pairs: if 6 = 0 is a (generalized nite) eigenvalue, then so is ?1 . Furthermore, if = 0 is an eigenvalue of a symplectic pencil, then so is 1. Let 
where C and F are diagonal matrices. We will call these trivial matrices.)
Given M, the matrix K(M; Se 1 ) is determined by the rst column of S. Obviously, not every unreduced butter y matrix B is a strict butter y matrix, but B can be turned into a strict one by a similarity transformation by a trivial matrix (8) . Numerous choices of C and F will work. Thus, it is practically true that every unreduced butter y matrix is strict. In 6] it is shown that the converse is false. There are strict butter y matrices that are not similar to any unreduced butter y matrix.
Because not every strict butter y matrix is unreduced, the class of strict butter y matrices lacks the theoretical basis for an implicit SR algorithm.
If one wishes to build an algorithm based on the decomposition (4), one is obliged to restrict oneself to unreduced, strict butter y matrices. The following considerations show that this is not a serious restriction. can be de ated from the problem. Unless i = 1 or i = n, the remaining problem can be split into two smaller problems.
In 3] (see also 6]), an elimination process for transforming a symplectic matrix to butter y form is given. Based on this reduction process, an SR algorithm for computing the eigenvalues of symplectic butter y matrices can be developed; see Section 3. The method works explicitly with the butter y matrix B. Roundo errors will destroy the symplectic structure.
However, because the butter y form is very compact, one can easily and cheaply restore the symplectic structure of the iterates whenever necessary by making use of the decompositions (4) or (5) . See the next section for details. As the parameters that determine a symplectic butter y matrix cannot be read o directly, one should work with the decompositions B = M ?1 N (4) or (5) in order to develop a method that is purely based on the parameters and thus forces the symplectic structure. This leads us to take a closer look at the symplectic pencil M ? N.
Before doing so, we introduce some notation. The diagonal entries of B 11 will be denoted by b 1 ; : : : ; b n and the diagonal entries of B 21 by a 1 ; : : : ; a n . The symmetric tridiagonal matrix T = B ?1 21 
The symplectic butter y matrix B can be decomposed into the product M ?1 N as in (4) ? 0 ?I I T : (11) It is well-known, see, e.g., 24, 26] behavior. Hence, from this short analysis there is no indication whether to prefer one of the pencils because of better numerical behavior.
In 3] an elimination process for computing the reduced matrix pencil form (10) of a symplectic matrix pencil (in which both matrices are symplectic) is given. Based on this reduction process, an SZ algorithm for computing the eigenvalues of symplectic matrix pencils of the form (10) can be developed. As the algorithm works on the factors of the butter y matrix, it works directly on the 4n ? 1 parameters that determine a symplectic butter y matrix. An elimination process for computing the reduced matrix pencil form (11) of a symplectic matrix pencil (in which both matrices are symplectic) is given in Section 4. Based on this reduction process, an SZ algorithm for computing the eigenvalues of symplectic matrix pencils of the form (11) is developed. It turns out that the SZ algorithm for the pencil (11) requires slightly fewer operations than the SZ algorithm for the pencil (10); see Section 4 for details.
y Matlab is a trademark of The MathWorks, Inc.
SR algorithm
Eigenvalues and eigenvectors of symplectic butter y matrices can be computed e ciently by the SR algorithm 12], which is a QR-like algorithm in which the QR decomposition is replaced by the SR decomposition. Almost every matrix A 2 I R 2n 2n can be decomposed into a product A = SR where S is symplectic and R is J-triangular (7) . The SR algorithm is an iterative algorithm that performs an SR decomposition at each iteration. If B is the current iterate, then a spectral transformation function q is chosen (such that q(B) 2 I R 2n 2n ) and the SR decomposition of q(B) is formed, if possible: q(B) = SR: Then the symplectic factor S is used to perform a similarity transformation on B to yield the next iterate, which we will call b B:
If rank(q(B)) = 2n and B is a symplectic butter y matrix, then so is b B in (13) An algorithm for computing S and R explicitly is presented in 14]. As with explicit QR steps, the expense of explicit SR steps comes from the fact that q(B) has to be computed explicitly. A preferred alternative is the implicit SR step, an analogue to the Francis QR step 20, 21, 22] . The rst implicit transformation S 1 is selected so that the rst columns of the implicit and the explicit S are equivalent. That is, a symplectic matrix S 1 is determined such that S ?1 1 q(B)e 1 = e 1 ;
I R:
Applying this rst transformation to the butter y matrix yields a symplectic matrix S ?1 1 BS 1 with almost butter y form having a small bulge. The remaining implicit transformations perform a bulge-chasing sweep down the subdiagonals to restore the butter y form. That is, a symplectic matrix S 2 is determined such that S ?1 2 S ?1 1 BS 1 S 2 is of butter y form again. As the implicit SR step is analogous to the implicit QR step, this technique will not be discussed here. The algorithm for reducing a symplectic matrix to butter y form as given in 3, 6] can be used as a building block for the implicit SR step. An e cient implementation of the SR step for symplec- is used to drive the step. In principle any undesirable discrepancy that arises can be corrected by application of a similarity transformation by a trivial matrix. Note, however, that a trivial matrix can be arbitrarily ill conditioned. Thus one transformation could be much better conditioned than the other.
The convergence theory of GR algorithms 30] suggests that Laurent polynomials will be more satisfactory than ordinary polynomials from this standpoint. If symplectic structure is to be preserved throughout the computation, eigenvalues must be de ated in pairs: when is removed, ? = (B n?1;n?1 + B 2n?1;2n?1 )(B n;n + B 2n;2n ) + 2 ? B 2n?1;2n B 2n;2n?1 = (b n?1 + a n?1 c n?1 )(b n + a n c n ) + 2 ? a n?1 a n d 2 n :
Hence q 4 (B) = p 4 By applying a sequence of double or quadruple shift SR steps to a symplectic butter y matrix B it is possible to reduce the tridiagonal blocks in B to quasi-diagonal form with 1 1 and 2 2 blocks on the diagonal.
The eigenproblem decouples into a number of simple symplectic 2 2 or 4 4 eigenproblems. In doing so, it is necessary to monitor the o -diagonal elements in the tridiagonal blocks of B in order to bring about decoupling whenever possible. are simultaneously satis ed, in this case we will have de ation. Here is some small constant, e.g., = cu.
We proceed with the process of applying double or quadruple SR steps to a symplectic butter y matrix B until the problem has completely split into subproblems of dimension 2 or 4. In a nal step we then have to solve these small subproblems in order to compute a real Schur-like form from which eigenvalues and invariant subspaces can be read o . That is, in the 2 2 and 4 4 subproblems we will zero the (2; 1) block (if possible) using a symplectic transformation. In case the 4 4 subproblem has real eigenvalues we will further reduce the (1; 1) and (2; 2) blocks. Moreover, we can sort the eigenvalues such that the eigenvalues inside the unit circle will appear in the (1; 1) block. For a detailed discussion see 18] .
As mentioned in the introduction, Flaschka, Mehrmann, and Zywietz presented a structure-preserving method for the symplectic eigenproblem where the (1; 1)?; (2; 1)? and (2; 2)?blocks are upper triangular and the (1; 2)?block is upper Hessenberg. The SR iteration preserves this form at each step and is supposed to converge to a form from which the eigenvalues can be read o . An e cient implementation of the SR step for symplectic J-Hessenberg matrices requires O(n 2 ) arithmetic operations; hence no gain in e ciency is obtained compared to the standard Hessenberg QR algorithm. Further, the authors report the loss of the symplectic structure due to roundo errors after only a few SR steps. As a symplectic J-Hessenberg matrix looks like a general J-Hessenberg matrix, it is not easy to check and to guarantee that the structure is kept invariant in the presence of roundo errors. Two examples, one involving a 6 6, the other a 12 12 symplectic matrix, are given demonstrating the loss of the symplectic structure.
The symplectic butter y SR algorithm discussed here also destroys the symplectic structure of the butter y matrix due to roundo errors. However, the very compact butter y form allows one to restore the symplectic structure of the iterates easily and cheaply whenever necessary. This can be done using either one of the two decompositions (4), (5) of a symplectic butter y matrix discussed in Section 2. Whichever decomposition is used, one assumes that the two diagonal blocks of the butter y matrix are exact.
That is, one assumes that the parameters a 1 ; : : : ; a n ; b 1 ; : : : ; b n , which can be read o of the butter y matrix directly, are correct. Then one uses them to compute the other 2n ? 1 parameters. Using, e.g., the decomposition in case b k is zero or very small, the equations with this term are not used).
Using the so obtained parameters, one computes new entries for the (1; 2)? and (2; 2)?block of the butter y matrix. Using this procedure to force the symplectic structure whenever necessary, the SR algorithm based on the butter y form has no problems in solving the two abovementioned examples given by Flaschka, Mehrmann, and Zywietz in 19]; cubic convergence can be observed, see Section 5.
SZ algorithm
In this section we develop an algorithm for computing the eigenvalues of a symplectic butter y matrix B that is purely based on the parameterization of the butter y matrices in the iteration process and thus preserves the symplectic structure automatically. No additional adjustments like the ones described at the end of the last section will be necessary. The algorithm will work with just the 4n ? 1 parameters that determine B.
In order to derive such a method, one should work with the factorization B = M ?1 N (4) or (5) The symplectic Givens and Householder transformations are orthogonal, while the symplectic Gauss transformations are nonorthogonal. Algorithms to compute the entries of the abovementioned transformations can be found, e.g., in 27] and 15]. The Gaussian transformations can be computed such that among all possible transformations satisfying the same purpose, the one with the minimal condition number is chosen.
Zeros in the rows of M and N will be introduced by applying one of the above mentioned transformations from the right, while zeros in the columns will be introduced by applying the transformations from the left. The basic idea of the algorithm can be summarized as follows:
bring the rst column of N into the desired form now iterate for j = 1 to n { bring the jth row of M into the desired form { bring the jth column of M into the desired form { bring the (n + j)th column of N into the desired form { bring the jth row of N into the desired form
The remaining rows and columns in M and N that are not explicitly touched during the process will be in the desired form due to the symplectic structure. For an 8 8 symplectic matrix pencil, the elimination process can be summarized as in the following scheme. (11) is given. In order to keep the presentation as simple as possible, no pivoting is introduced here, but should be used in an actual implementation. This algorithm can be used to derive a bulge chasing process, e.g., for a quadruple or double shift SZ step. b) It is possible to incorporate pivoting into the process in order to make it more stable. E.g., in the process as described the jth column of M will be brought into the desired form. Due to symplecticity, the (n + j)th column of M will then be of desired form as well. One could just as well attack the (n + j)th column of M, the jth column will then be of desired form due to symplecticity.
c Remark 6 . Example 2 in Section 5 indicates that eigenvalues of symplectic butter y pencils computed by this algorithm are signi cantly more accurate than those computed by the SR algorithm and often competitive to those computed by the QR algorithm. Hence if a symplectic matrix/matrix pencil is given in parameterized form as in the context of the symplectic Lanczos algorithm 7] one should not form the corresponding butter y matrix, but compute the eigenvalues via the SZ algorithm.
Numerical Examples
The SR and SZ algorithms for computing the eigenvalues of symplectic matrices/matrix pencils as discussed in Sections 3 and 4 were implemented in Matlab Version 5.1. Numerical experiments were performed on a SPARC Ultra 1 creator workstation.
In order to detect de ation, subdiagonal elements were declared to be zero during the iterations when a condition of the form jh p+1;p j 10 n eps(jh pp j + jh p+1;p+1 j) was ful lled, where the dimension of the problem is 2n 2n and eps 2:2204 10 ?16 is Matlab's oating point relative accuracy.
The experiments presented here will illustrate the typical behavior of the proposed algorithms. For a general symplectic matrix or a symplectic matrix pencil with both matrices symplectic, our implementation rst reduces the matrix/matrix pencil to butter y form/a pencil of the form (11) and then iterates using only quadruple shift steps. The shifts are chosen according to the generalized Rayleigh strategy discussed in Section 3. Tests were run using randomly generated symplectic matrices/matrix pencils; randomly generated parameters a 1 ; : : : ; a The methods did always converge; not once did we encounter an example where an exceptional SR/SZ step with a random shift was necessary (although, no doubt, such an example can be constructed).
Cubic convergence can be observed.
The SZ algorithm is considerably better than the SR algorithm in computing the eigenvalues of a parameterized symplectic matrix/matrix pencil.
The number of (quadruple-shift) iterations needed for convergence for each eigenvalue is about 2=3.
Example 1: For the rst set of tests, 100 symplectic matrices for each of the dimensions 2n 2n for n = 5 : 5 : 50 were generated by computing the SR decomposition of random 2n 2n matrices:
where M is symplectic and R is J-triangular such that A = MR. Some of the results we obtained are summarized in Tables 1 and 2 . In each Table 2 : rst set of tests | SR algorithm Table 2 reports on the accuracy of the computed eigenvalues. For this purpose, the Matlab function eig was called in order to solve the 2 2 and 4 4 subproblems of B to generate a list of eigenvalues computed via the SR algorithm. These eigenvalues were compared to the eigenvalues of M obtained via eig; the latter eigenvalues were considered to be the 'exact' eigenvalues. This assumption is justi ed for the randomly generated examples using as a criterion min (M ? I 2n ) which turns out to be of order eps for eigenvalues computed via eig while for the eigenvalues computed via the SR algorithm, this`residual' is larger by an order O(10 d ) where d is the number of digits lost as indicated by our relative error measure.
The column max(relerr) reports the maximal relative error so obtained, the column min(relerr) the minimal relative error. In order to get an idea about the average relative accuracy obtained, we computed for each example the arithmetic mean; the range in which these values were found is given in column 'average(relerr)'. Finally, in order to compare our results with those given in 3], we computed the average relative accuracy for all examples of each dimension using the arithmetic mean of all examples for each dimension. In 3], these averages are given for dimensions 10; 20, and 40; our results con rm those results.
The same kind of test runs was performed for randomly generated sym- pencil is reduced to parameterized form. For this purpose, parameters a 1 ; : : : ; a n ; b 1 ; : : : ; b n ; c 1 ; : : : ; c n ; d 2 ; : : : ; d n 2 I R were generated, from which a symplectic pencil L? N and the corresponding butter y matrix M were constructed as in (4), (9), and (17), respectively. The examples generated this way do not su er from loss of symplecticity, any matrix pencil L? N of the above form is symplectic. Furthermore no initial reduction to butter y form is necessary here; L, N, and M are already in parameterized form. For each n = 5 : 5 : 50, one hundred sets of parameters were generated, L, N, and M were constructed, and the SR/SZ algorithm was used to compute the eigenvalues. As before, the 2 2 and 4 4 subproblems were solved using eig. The eigenvalues so obtained were compared to eigenvalues computed via eig(M). Table 5 Table 5 : second set of tests As expected, the examples showed the same convergence behavior no matter which algorithm was used. That is, the number of iterations needed for convergence was almost the same, the maximal condition number of the Gaussian transformations were the same. The maximal relative error observed for the di erent examples was bigger for the SR algorithm than for the SZ algorithm. These results indicate that the SZ algorithm computes more accurate eigenvalues than the SR algorithm. were performed. None of these examples result in a symplectic pencil L ? N with symplectic L and N matrices. Hence, whenever possible, a symplectic matrix M was formed from the given data. Table 6 presents the results obtained applying the SR algorithm to M. Again, the relative error in the eigenvalues was computed by comparing the eigenvalues computed via the SR algorithm with those computed via eig. The rst column of the table gives the number of the example as given in 8]. The next columns display the dimension of the problem, the maximal and minimal relative errors for the computed eigenvalues, the maximal condition number used, and the total number of iterations needed to achieve convergence. The rst example presented is a symplectic matrix with the eigenvalues 5; 1=5; 3 4i; 0:12 0:16i; the matrix itself is given in 19]. It is reported in 19] that complete de ation was observed after 19 iteration, but the nal iteration matrix was far from being symplectic. The maximal condition number used during the iterations was 6:4 10 3 . Our algorithm rst reduced the symplectic matrix to butter y form (this is denoted here as iteration step 0), then two iterations were needed for convergence. Moreover, cubic convergence can be observed by monitoring the parameters d j during the course of the iteration, as they indicate de ation. Table 7 reports the values for the d j 's after each iteration.
As can be seen, it takes only two iterations for d 3 Here, a symplectic diagonal matrix with these eigenvalues on the diagonal was constructed and a similarity transformation with a randomly generated orthogonal symplectic matrix was performed to obtain a symplectic matrix M. The implementation presented in 19] rst reduces this matrix to JHessenberg form, then a double shift SR step with the perfect shift 3 4i is performed. This resulted in de ation and good approximation of these eigenvalues, but symplecticity was lost completely. Our algorithm again rst reduced the symplectic matrix to butter y form, then six iterations were needed for convergence. As before, cubic convergence can be observed by monitoring the parameters d j during the course of the iteration. Table 8 reports the values for the d j 's after each iteration as well as whether de ation occurred and whether a 2 2 or a 4 4 subproblem was de ated.
The observed maximal condition number was 73.73.
Example 5: We also tested an implementation of the SR algorithm 
