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El procesamiento contextual es una habilidad cognitiva asociada con el manejo de 
información relevante para guiar la ejecución de una tarea determinada. 
Para estudiar el procesamiento contextual se ha empleado un paradigma experimental en el 
cual los sujetos visualizaron una serie de estímulos y respondieron a los objetivos marcados. 
Determinado orden de aparición de los estímulos predijo la ocurrencia del estímulo objetivo, aunque 
éste pudo aparecer también de manera aleatoria. 
Este paradigma fue empleado para investigar cómo distintos grupos de sujetos reconocen la 
secuencia predictiva y cómo la utilizan para facilitar la detección de los objetivos. Durante el test, 
aparte de evaluar parámetros de comportamiento tales como los tiempos de reacción y la precisión se 
ha registrado el electroencefalograma (EEG) empleando 64 electrodos para estudiar los procesos 
cognitivos relacionados con el procesamiento contextual. 
En ambos estudios se ha analizado la conectividad funcional entre cada pareja de electrodos 
empleando el algoritmo “synchronization likelihood”. Se ha utilizado la teoría de grafos para 
caracterizar los parámetros de conectividad y éstos fueron comparados entre los grupos. 
El primer estudio ha examinado un grupo de pacientes de Parkinson (PD), habiendo tomado 
su medicación habitual y un grupo de sujetos de control sanos. Ambos grupos realizaron dos sesiones 
experimentales, en primer lugar una sesión implícita en la cual los sujetos no fueron informados 
acerca de la secuencia predictiva; mientras que en la segunda sesión se les mostró explícitamente la 
secuencia y fueron instruidos para detectarla. La conectividad funcional fue comparada a través de las 
dos sesiones (implícita y explícita) entre pacientes y controles. 
En ambas sesiones se utilizó una serie de estímulos abstractos consistente en 4 triángulos 
equiláteros con diferente orientación. Un triángulo con una arista horizontal y un vértice apuntando 
hacia abajo fue utilizado como objetivo. La secuencia predictiva ha consistido en tres triángulos 
apuntando hacia la izquierda, arriba y derecha. 
Ambos grupos (PD y controles) obtuvieron tiempos de reacción más rápidos para los 
estímulos predichos, comparados con los aleatorios, tanto en la sesión implícita como en la explícita, a 
pesar de que la diferencia entre objetivos predichos y aleatorios fue mayor en la sesión explícita en 
ambos grupos. El análisis de la conectividad funcional ha revelado que durante la visualización del 
último, más informativo, estímulo de la secuencia predictiva, los pacientes de PD mostraron una red 
funcional con mayor aglutinamiento, comparados con los controles, en la banda theta. Este hallazgo 
se ha asociado con conexiones de largo alcance más débiles entre las regiones frontal, central y 
parietal en ambas sesiones. Los resultados sugieren alteraciones de la conectividad funcional durante 
el procesamiento contextual tanto implícito como explícito, en las redes frontales asociadas con el 
procesamiento “top – down”. 
El segundo estudio ha examinado tres grupos: un grupo de jugadores profesionales de 
baloncesto, un grupo de jugadores de videojuegos y otro grupo de deportistas profesionales que 
practican deportes individuales, a fin de investigar los efectos de la actividad física y la toma dinámica 
de decisiones. Los jugadores de baloncesto manifiestan los efectos de la combinación de la práctica 
de ejercicio físico y de la toma constante de decisiones, mientras que los dos grupos restantes 
exhiben estas características de manera aislada. 
En este experimento los sujetos realizaron dos sesiones del paradigma previamente descrito: 
una utilizando triángulos abstractos y la otra con estímulos consistentes en 4 imágenes de un jugador 
de baloncesto realizando un tiro a canasta.  
Los tres grupos obtuvieron tiempos de reacción más rápidos para los objetivos predichos 
comparados con los aleatorios en ambas sesiones. El análisis de la conectividad funcional mostró un 
mayor aglutinamiento de la red funcional en los jugadores de baloncesto comparados con los 
jugadores de videojuegos durante la detección de objetivos aleatorios en la sesión abstracta. Los 
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jugadores de baloncesto también mostraron un mayor coeficiente de aglutinamiento en comparación 
con los jugadores de deportes individuales durante el procesamiento del segundo estímulo de la 
secuencia predictiva, en la sesión en la cual se han mostrado las imágenes del jugador de baloncesto. 
Estos hallazgos fueron asociados con conexiones fronto - parietales más fuertes en los jugadores de 
baloncesto, sugiriendo una mayor asignación de la atención hacia los estímulos relevantes de la tarea. 
Además, los jugadores de videojuegos comparados con los jugadores de deportes 
individuales mostraron un mayor coeficiente de aglutinamiento y un camino mínimo más largo  durante 
el procesamiento del último, más informativo estímulo de la secuencia predictiva, cuando se mostraron 
las imágenes de la sesión del jugador de baloncesto. Este descubrimiento se ha asociado con 
conexiones fronto - parietales más fuertes en los jugadores de videojuegos comparados con los 
jugadores de deportes individuales, lo que puede ser debido a una mayor asignación de recursos de 
atención durante el procesamiento de este estímulo predictivo.  
Los hallazgos de este estudio podrían sentar las bases para el diseño de terapias no 


























O procesamento contextual é unha habilidade cognitiva asociada có manexo de información 
relevante para guiar a execución dunha tarefa determinada. 
Para estudar o procesamento contextual empregouse un paradigma experimental no cal os 
suxeitos visualizaron unha serie de estímulos e respostaron ós obxectivos marcados. Determinada 
orde de aparición dos estímulos predixo a ocorrencia do estímulo obxectivo, aínda que este puido 
aparecer tamén de xeito aleatorio. 
Este paradigma foi empregado para investigar cómo distintos grupos de suxeitos recoñecen a 
secuencia preditiva e cómo a empregan para facilitar a detección dos obxectivos. Durante o test, 
aparte de avaliar parámetros de comportamento tales como os tempos de reacción e precisión, 
rexistrouse o electroencefalograma (EEG) empregando 64 electrodos para estudar os procesos 
cognitivos relacionados có procesamento contextual. 
En ambos estudos analizouse a conectividade funcional entre cada parella de electrodos 
empregando o algoritmo “synchronization likelihood”. Empregouse a teoría de grafos para caracterizar 
os parámetros de conectividade e estes foron comparados entre os grupos. 
O primeiro estudo examinou un grupo de pacientes de Parkinson (PD), tendo tomado a súa 
medicación e mais un grupo de suxeitos de control sans. Ambos grupos realizaron dúas sesións 
experimentais, en primeiro lugar unha sesión implícita na cal os suxeitos non foron informados acerca 
da secuencia preditiva; mentres que na segunda sesión amosouselles explícitamente a secuencia e 
foron instruídos para detectala. A conectividade funcional foi comparada a través de dúas sesións 
(implícita e explícita) entre pacientes e controis. 
En ambas sesións utilizouse unha serie de estímulos abstractos consistente en 4 triángulos 
equiláteros con diferente orientación. Un triángulo cunha aresta horizontal e un vértice apuntando cara 
abaixo foi utilizado como obxectivo. A secuencia preditiva consistiu en tres triángulos apuntando cara 
a esquerda, arriba e dereita. 
Ambos grupos (PD e controis) obtiveron tempos de reacción máis rápidos para os estímulos 
preditos, comparados cós aleatorios, tanto na sesión implícita coma na explícita, a pesar de que a 
diferencia entre obxectivos preditos e aleatorios foi maior na sesión explícita en ambos grupos. A 
análise da conectividade funcional revelou que durante a visualización do derradeiro, máis informativo, 
estímulo da secuencia preditiva, os pacientes de PD amosaron unha rede funcional con maior 
aglutinamento, comparados cós controis, na banda theta. Este achado asociouse con conexións de 
longo alcance máis febles entre as rexións frontal, central e parietal en ambas sesións. Os resultados 
suxiren alteracións da conectividade funcional durante o procesamento contextual tanto implícito coma 
explícito, nas redes frontais asociadas có procesamento “top – down”. 
O segundo estudo examinou tres grupos: un grupo de xogadores profesionais de baloncesto, 
un grupo de xogadores de videoxogos e outro grupo de deportistas profesionais que practican 
deportes individuais, a fin de investigar os efectos da actividade física e da toma constante de 
decisions, mentres que os dous grupos restantes exhiben estas características de xeito illado. 
Neste experimento os suxeitos realizaron dúas sesións do paradigma previamente descrito: 
unha utilizando triángulos abstractos e a outra con estímulos consistentes en 4 imaxes da vida real 
sobre un xogador de baloncesto realizando un tiro a canastra. 
Os tres grupos obtiveron tempos de reacción máis rápidos para os obxectivos preditos 
comparados cós aleatorios en ambas sesións. A análise da conectividade funcional amosou un maior 
aglutinamento da rede funcional nos xogadores de baloncesto comparados cós xogadores de 
videoxogos durante a detección de obxectivos aleatorios na sesión abstracta. Os xogadores de 
baloncesto tamén amosaron un maior coeficiente de aglutinamento en comparación cós deportistas 
individuais durante o procesamento do segundo estímulo da secuencia preditiva, na sesión na cal se 
amosaron as imaxes do xogador de baloncesto. Estes achados foron asociados con conexións fronto - 
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parietais máis fortes nos xogadores de baloncesto suxerindo unha maior asignación da atención cara 
ós estímulos relevantes da tarefa. 
Ademáis, os xogadores de videoxogos comaprados cós deportistas individuais amosaron un 
maior coeficiente de aglutinamento e un camiño mínimo máis longo durante o procesamento do 
derradeiro, máis informativo estímulo da secuencia preditiva, cando se amosaron as imaxes da sesión 
do xogador de baloncesto. Este descubrimento asociouse con conexións fronto - parietais máis fortes 
nos xogadores de videoxogos comparados cós deportistas individuais, o que pode ser debido a unha 
maior asignación de recursos atencionais durante o procesamento deste estímulo preditivo. 
Os achados deste estudo poderían sentar as bases para o deseño de terapias non 




























 Contextual processing is a cognitive ability associated with the management of relevant 
information in order to guide the execution of a certain task. 
 In order to study contextual processing an experimental paradigm was used, in which subjects 
were presented with a series of visual stimuli and responded to target stimuli was used. A specific 
order of stimuli predicted the occurrence of the target stimulus, while other targets appeared in a 
random way. 
 This paradigm was used to investigate how different groups of subjects recognize the 
predictive sequence and how they use it to facilitate target detection. During the test, apart from 
evaluating behavioral parameters such as reaction times and accuracy, electroencephalogram (EEG) 
was recorded using 64 electrodes to study the cognitive processes related to processing context. 
 In both studies, functional connectivity between each pair of electrodes has been analyzed 
using the “synchronization likelihood” algorithm. Graph theory was used to characterize connectivity 
parameters and these were compared between the groups. 
 The first study has examined a group of patients with Parkinson disease (PD), having taken 
their usual medication and a control group of healthy subjects. Both groups performed two 
experimental sessions, the first an implicit session where subjects were not made aware of the 
predictive sequence; while in the second session subjects were explicitly shown and instructed to 
detect the predictive sequence. Functional connectivity was compared across the two sessions (implicit 
and explicit) across PD patients and controls. 
 In both sessions, a series of abstract stimuli consisting of 4 equilateral triangles with different 
orientation was used. A triangle with a horizontal edge and a vertex facing downwards was used as the 
target. The predictive sequence consisted of three triangles facing left, up and right. 
 Both (PD and control subjects) showed faster reaction times for the predicted targets, 
compared with random targets, in both the implicit and explicit sessions, although the difference 
between predicted and random targets was greater in the explicit session in both groups. Functional 
connectivity analysis revealed that during the visualization of the last, most informative, stimulus of the 
predictive sequence, PD patients showed a functional network with greater clustering, compared with 
controls, in the theta band. This finding was associated with weaker long – range connections between 
frontal, central and parietal regions in both sessions. These results suggest functional connectivity 
alterations during both implicit and explicit contextual processing in PD patients, within frontal top-down 
networks. 
 The second study examined three groups: a professional basketball players group, a video 
game players group and another group of professional athletes who practice individual spoRT, in order 
to investigate the effects of physical exercise and dynamic decision making. Basketball players 
characterize the effects of the combined practice of physical exercise and constant fast decision 
making, while the two remaining groups exhibit these characteristics in isolation. 
 In this experiment subjects performed two sessions of the paradigm previously described 
explicitly: one using abstract triangles and the other with stimuli of 4 real life images of a basketball 
player performing a basket shot. 
 The three groups showed faster reaction times for predicted compared with random targets in 
both sessions. The functional connectivity analysis showed greater network clustering in basketball 
players compared with video-gamers, during the detection of random targets in the abstract session. 
Basketball players also showed greater clustering coefficients compared to individual athletes during 
the processing of the second stimulus of the predictive sequence, when basketball images were 
displayed. These findings were associated with stronger fronto – parietal connections in asketball 
players, suggesting increased allocation of attention towards task – relevant stimuli. 
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 In addition, video game players, compared to individual athletes, showed greater network 
clustering and increased average minimum path, during the processing of the last, most informative 
stimulus of the predictive sequence, when basketball images were displayed. This finding was 
associated with stronger fronto – parietal connections in video-gamers compared with individual 
athletes, which may be due to greater attention allocation during the processing of this predictive 
stimulus. 
The findings of this study may provide insight into potential non – pharmacological therapies 





























 El presente trabajo, titulado conectividad funcional asociada con 
procesamiento contextual en distintas poblaciones: desde trastornos motores a 
atletas profesionales sigue las últimas tendencias en análisis de EEG, utilizando la 
teoría de grafos para caracterizar las diferencias en la intercomunicación de las 
regiones de la corteza cerebral en distintos grupos durante una tarea de 
procesamiento contextual y relacionarlas con el desempeño en la misma. Se han 
planteado por lo tanto dos experimentos originales: 
 En el primer experimento se ha comparado un grupo que padece la 
enfermedad de Parkinson con otro grupo de sujetos sanos en una sesión contextual 
implícita y otra explícita; con la doble hipótesis de hallar diferencias similares entre 
grupos en ambas sesiones consistentes en una alteración de conexiones fronto 
parietales, relacionadas con el procesamiento contextual. 
 En el segundo, dos grupos de deportistas fueron comparados con un grupo 
de jugadores de videojuegos, los cuales están inmersos en entornos dinámicos. 
Uno de los grupos activos practicaba un deporte en el que el procesamiento 
contextual juega un papel clave (baloncesto). El otro ha consistido en jugadores de 
deportes individuales en los que esta habilidad tiene menor importancia. Ha 
interesado conocer los efectos que la actividad física puede tener en el 
procesamiento contextual, con la hipótesis de que ésta provoca cambios en las 
conexiones fronto parietales, especialmente relacionados con la atención. 
 Los experimentos han dado lugar a la publicación de dos artículos. El 
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jugadores de videojuegos asociadas con el procesamiento de los estímulos objetivo aleatorios (R) 
según NBS en la banda theta. Sesión de estímulos abstractos. Ventana 100 – 300 ms. 
Experimento Nº2 
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Figura 43 Evolución del valor del mcc para jugadores de baloncesto y jugadores de deportes 
individuales a lo largo de las 15 redes binarias asociadas con el procesamiento de los segundos 
estímulos de la secuencia predictiva (n-2) en la banda alpha. Sesión de estímulos reales 
relacionados con el baloncesto. Ventana 300 – 600 ms. Experimento Nº2 
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Figura 44 Conexiones significativamente más fuertes en los jugadores de baloncesto que en los 
jugadores de deportes individuales asociadas con el procesamiento de los segundos estímulos 
de la secuencia predictiva (n-2) según NBS en la banda alpha. Sesión de estímulos relacionados 
con el baloncesto. Ventana 300 – 600 ms. Experimento Nº2 
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Figura 45 Evolución del valor del mcc para jugadores de videojuegos y jugadores de deportes 




estímulos de la secuencia predictiva (n-1) en la banda alpha. Sesión de estímulos reales 
relacionados con el baloncesto. Ventana 300 – 600 ms. Experimento Nº2 
Figura 46 Evolución del valor del mcc para jugadores de videojuegos y jugadores de deportes 
individuales a lo largo de las 15 redes binarias asociadas con el procesamiento de los últimos 
estímulos de la secuencia predictiva (n-1) en la banda beta. Sesión de estímulos reales 
relacionados con el baloncesto. Ventana 300 – 600 ms. Experimento Nº2 
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Figura 47 Evolución del valor del mpl para jugadores de videojuegos y jugadores de deportes 
individuales a lo largo de las 15 redes binarias asociadas con el procesamiento de los últimos 
estímulos de la secuencia predictiva (n-1) en la banda beta. Sesión de estímulos reales 
relacionados con el baloncesto. Ventana 300 – 600 ms. Experimento Nº2 
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Figura 48 Conexiones significativamente más fuertes en los jugadores de videojuegos que en los 
jugadores de deportes individuales asociadas con el procesamiento de los últimos estímulos de la 
secuencia predictiva según NBS en la banda alpha. Sesión de estímulos relacionados con el 
baloncesto. Ventana 300 – 600 ms. Experimento Nº2 
148 
 
Figura 49 Conexiones significativamente más fuertes en los jugadores de videojuegos que en los 
jugadores de deportes individuales asociadas con el procesamiento de los últimos estímulos de la 
secuencia predictiva según NBS en la banda beta. Sesión de estímulos relacionados con el 
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1.1 LAS FUNCIONES EJECUTIVAS 
 
Funciones ejecutivas se emplea como término genérico que 
agrupa a una familia de procesos encargados de planificar, ejecutar y 
revisar conductas complejas en las que existe una finalidad sostenida 
durante un tiempo determinado. En definitiva, las funciones ejecutivas 
se encargan de organizar comportamientos orientados a un objetivo.  
En primer lugar se realiza un breve repaso anatómico en el que 
se ilustran las estructuras cerebrales encargadas de llevar a cabo 
estas funciones. Posteriormente se desarrolla la definición de las 
mismas estudiando los conceptos de atención, memoria y aprendizaje 
implícito introduciendo finalmente el procesamiento contextual, 
habilidad objeto de estudio de este trabajo. 
 
 
1.1.1  La corteza prefrontal 
 
El sistema nervioso central se divide en dos partes: la médula espinal y el 
encéfalo. Éste último, situado en la cavidad craneana puede dividirse en las 
siguientes estructuras ordenadas de más a menos caudal: bulbo raquídeo, 
protuberancia, cerebelo, cerebro medio, diencéfalo y cerebro (García-Porrero y 
Hurlé, 2005; Kandel et al., 1981; Redolar, 2013; Squire et al., 2008; Tortora, 1975; 
Vila, 1996). En la siguiente figura se puede apreciar esta división: 
 




El cerebro es la parte más voluminosa del encéfalo. Su parte exterior se 
denomina corteza y contiene la mayor parte de la masa neuronal, siendo la 
estructura que mas diferencia al ser humano de otras especies (Rakic, 1988). Ésta 
presenta un espesor de entre 2 o 3 milímetros y se encuentra fuertemente 
compactada mediante circunvoluciones formando giros y surcos. De esta manera 
se puede alojar mayor cantidad de tejido cortical para un volumen determinado en 
comparación con una distribución estirada (Shipp, 2007). 
La corteza está formada por la denominada materia gris, constituida 
principalmente por neuronas cuyos axones no abandonan ésta constituyendo 
centros de procesamiento de información en contraposición con la materia blanca,  
la cual se encuentra en partes interiores del cerebro y está constituida de forma 
mayoritaria por axones envueltos en mielina; un recubrimiento que entre otras 
funciones favorece la rápida transmisión del impulso nervioso.  
Estos axones transmiten información entre núcleos corticales y desde la 
corteza a otras áreas subcorticales (Tortora, 1975). Las neuronas de la corteza se 
disponen ordenadas en capas superpuestas, posiblemente para optimizar la 
relación entre conexiones posibles y espacio disponible (Mead, 1990). Cada capa 
contiene determinados tipos de neuronas y conexiones con las demás capas y 
otras estructuras (García-Porrero y Hurlé, 2005; Kandel et al., 1981; Redolar, 2013; 
Squire et al., 2008; Tortora, 1975; Vila, 1996). 
Para su estudio, la corteza puede ser dividida en dos hemisferios: derecho e 
izquierdo separados por la cisura inter hemisférica y unidos mediante el cuerpo 
calloso. En cada hemisferio se distinguen cuatro lóbulos: frontal, temporal, parietal y 
occipital, coincidiendo el nombre de cada lóbulo con el del hueso que lo cubre. 
Además, en el interior de cada hemisferio se encuentra una región conocida como 
lóbulo límbico. (García-Porrero y Hurlé, 2005; Kandel et al., 1981; Redolar, 2013; 
Squire et al., 2008; Tortora, 1975; Vila, 1996). En la siguiente figura se puede 
observar la estructura lobular del hemisferio izquierdo de la corteza cerebral. 
 




La organización funcional de la corteza se encuentra altamente 
especializada y jerarquizada, existiendo áreas relacionadas con la percepción 
sensorial, el control motor o áreas de asociación. De manera general, las zonas 
sensitivas y motoras de una mitad del cuerpo están controladas por regiones contra 
laterales de la corteza, aunque existen casos en los que esto no se cumple como 
por ejemplo en el procesamiento de olfato y gusto. (Vila, 1996). Existe también 
determinada lateralidad para algunas funciones como por ejemplo el lenguaje; 
hecho que ha conducido a la definición de hemisferio dominante, siendo éste el 
izquierdo en la mayoría de la población. 
El lóbulo frontal está separado del parietal mediante el surco central y del 
temporal por el surco lateral. Se trata del lóbulo de mayor tamaño, ocupando un 
tercio de la corteza cerebral. Se puede dividir en áreas motoras, campos oculares 
frontales, área de Broca y corteza prefrontal. Las áreas motoras se dividen en dos: 
corteza motora primaria y área premotora (Greenstein y Greenstein, 2000). La 
siguiente figura ilustra la citada división. 
 
 
Figura 3. Detalle del lóbulo frontal. Adaptado de Crossman y Neary, 2007 
 
La corteza premotora recibe información de la corteza parietal y el cerebelo, 
ambas áreas relacionadas con funciones visuomotoras (Gazzaniga et al., 2009) y 
se ha relacionado con el control de los miembros superiores además de con las 
fases iniciales de la preparación de movimientos para lograr un objetivo (Alexander 
y DeLong, 1992; Moll y Kuypers, 1977).  El área motora suplementaria ayuda en la 
elaboración y construcción interna de movimientos complejos  (Jenkins et al., 2000; 
Roland et al., 1980). Los campos oculares frontales se emplean para el movimiento 




La corteza prefrontal no tiene una función motora o sensitiva específica 
(Teuber, 1964) estando altamente interconectada con otras áreas corticales 
encargadas del procesamiento sensorial, corteza motora y pre motora (Fuster et al., 
1997). Posee también conexiones con el sistema límbico y estructuras del 
mesencéfalo relacionadas con la memoria, afecto y recompensa (Miller y Cohen, 
2001). Esta corteza se divide principalmente en cinco regiones: dorsolateral, 
orbitofrontal, ventrolateral, ventromedial y rostral. Cada una de ellas se ha asociado 
en la literatura con distintas funciones, algunas de ellas desarrolladas en los 
subapartados siguientes (Miller y Cohen, 2001; Tekin y Cummings, 2002). En la 
siguiente figura se ilustran los límites de estas regiones. 
 
 
Figura 4. Partes de la corteza prefrontal. Adaptado de Szcezpanski y Knight, 2014. 
 
Está considerada como la parte más reciente de la corteza desde un punto 
de vista evolutivo y, desde el punto de vista del desarrollo se trata de una estructura 
de maduración tardía (Fuster, 2002). En general su tarea consiste en controlar las 
funciones del resto del cerebro, adaptando la conducta al medio tal y como se 
explica en el sub apartado siguiente (Funahashi, 2001; Maestú et al., 2015). 
 
1.1.2 Definición de funciones ejecutivas y control cognitivo 
  
 Las funciones ejecutivas se entienden como un conjunto de procesos que, 
controlando distintas funciones cerebrales están destinados a establecer una meta 
provechosa y ejecutar distintas acciones de control de manera flexible a lo largo del 
tiempo requerido para lograrla (Perner y Lang, 1999) . Estas funciones conllevan un 
esfuerzo voluntario orientado a optimizar el uso de una serie de recursos limitados. 
En ausencia de este control, las acciones del individuo se guiarían por los 
estímulos inmediatos y se ejecutarían respuestas reflejas o automáticas. Las 
funciones ejecutivas se encargan por tanto del control cognitivo (Blair, 2017; 
Hommel et al., 2002). El término cognitivo hace referencia a la facultad de un ser 
vivo para conocer, esto es para generar conocimiento a partir de la percepción y la 
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experiencia permitiendo el aprendizaje, el razonamiento y la resolución de 
problemas. 
Las habilidades fundamentales del control cognitivo que se consideran en la 
literatura científica son el control de la atención, el manejo de varias tareas, la 
realización de planes y la monitorización de los mismos (Diamond, 2013; Goldman-
Rakic, 1996; Pineda et al., 1998). Un modelo de las funciones ejecutivas vigente 
desde hace años (Norman y Shallice, 1980) propone que el individuo posee una 
base de datos de comportamientos aprendidos que le indica cuál de ellos debe 
iniciar ante la presencia de determinadas condiciones o estímulos. Éstos pueden 
estar formados por una simple acción o por un complejo algoritmo para localizar y 
resolver problemas determinados. 
En el caso de que el sujeto no disponga de unas pautas de conducta 
aprendidas para una situación determinada y, siguiendo esta teoría entra en juego 
un componente ejecutivo denominado sistema de supervisión de la atención (SAS) 
encargado de elaborar y seleccionar posibles nuevos planes. Las nuevas 
respuestas que se van creando se guardan junto con las anteriores, cuanto más se 
realiza una acción más automático se vuelve su inicio y su control. Se estima que 
este proceso puede tardar entre 8 ó 10 segundos en elaborar una respuesta. Si no 
se logra iniciar una conducta el sujeto puede bloquearse y no responder durante un 
tiempo pudiendo iniciar después una acción aleatoria (Cheung et al., 2007).  
La corteza prefrontal reúne las características necesarias para estar 
involucrada en procesos cognitivos superiores y en el gobierno de las funciones 
ejecutivas (Smith y Jonides, 1999; Ward, 2010). A mediados del siglo XIX, un 
trabajador del ferrocarril sufrió en Estados Unidos una herida penetrante causada 
por una barra de hierro que le afectó al lóbulo frontal izquierdo (Harlow, 1848). A 
pesar de conservar muchas funciones cognitivas y motoras este sujeto no volvió a 
comportarse de la misma manera. Sus hábitos organizativos se perdieron, pasando 
por ejemplo de una conducta laboral ejemplar a otra irresponsable y desordenada. 
El daño en la corteza prefrontal no afecta a la ejecución de movimientos o 
acciones concretas; sin embargo, si se observa el comportamiento del individuo a lo 
largo del tiempo, éste llevará a cabo acciones carentes de finalidad, realizadas de 
manera impulsiva y perderá la coordinación de las funciones ejecutivas para llevar a 
cabo comportamientos orientados a un objetivo (Squire et al. 2008). En varios 
estudios de la literatura científica, grupos de pacientes con lesiones prefrontales 
han presentado un rendimiento deficiente en tareas complejas de inteligencia fluida 
en las que se debe efectuar una respuesta manejando la atención y la memoria. 
(Duncan et al. 1995). Existen estudios que apuntan a que la corteza prefrontal 
dorsolateral se activa tanto en procesos de atención selectiva como de conmutación 
entre varias tareas, ejerciendo por tanto funciones de control (MacDonald et al., 






1.1.3  La atención y su control  
 
La atención es un mecanismo encargado de filtrar los estímulos externos o 
internos, permitiendo que el individuo procese únicamente aquéllos que son más 
ventajosos con respecto a un plan de conducta, concentrándose en ellos e 
inhibiendo las distracciones (Hommel et al., 2002). Las personas poseen una 
capacidad limitada para procesar estímulos de manera simultánea. La atención 
permite salvar esta limitación al procesar grupos reducidos de estímulos de manera 
secuencial eligiendo en cada momento los más favorables (Palmer, 1990). 
La activación de la atención o alerta presenta dos etapas. Cuando el sujeto 
se manifiesta vigilante puede explorar el entorno, adaptarse y aprender de él. Se 
encuentra en un estado receptivo o de excitación (“arousal”) para atender a los 
posibles estímulos relevantes que puedan aparecer. Esto se denomina alerta tónica 
y predispone el inicio de tareas ejecutivas más complejas (Sturm et al., 1999). En 
cambio cuando la alerta surge mediante señales de aviso se denomina alerta fásica 
(Husain y Rorden, 2003; RobeRTon et al., 1998). Cuando el sujeto detecta un 
estímulo infrecuente que puede anticipar un evento relevante se prepara para dar 
una respuesta rápida. 
En cuanto al control de la atención existen dos variedades diferentes: top - 
down y bottom - up (Barch et al., 1997; Wolfe, 1994a). El control guiado por 
estímulos o “de abajo arriba”, “bottom-up” se da en situaciones en las que la 
novedad o las características llamativas de los estímulos captan la atención del 
sujeto. Se emplean los datos sensoriales para construir el percepto. 
El control endógeno o “de arriba abajo” (“top-down”) orienta la atención 
hacia determinados estímulos basándose en conocimientos y experiencias previas. 
Busca estímulos que concuerden con algo que ya es conocido (Hopfinger et al., 
2000). Un ejemplo sería una imagen en la que aparecen figuras geométricas 
seccionadas por espacios en blanco, en la que los elementos individuales 
resultantes no poseen significado concreto. Sin embargo mediante este mecanismo 
“top - down” el sujeto puede reconstruir las figuras mediante el conocimiento previo 
sobre las mismas, en otras palabras es consciente de lo que está buscando. 
Una de las tareas que se ha usado en la literatura para cuantificar esta 
capacidad de ignorar los estímulos distractorios ha sido el test de flancos (A. 
Eriksen y W. Eriksen, 1974). Este consiste en presentar un estímulo visual objetivo 
remarcado y pedir al sujeto que identifique una característica del mismo. Por 
ejemplo si se emplean flechas se le puede pedir al sujeto que indique el sentido en 
el que apuntan estas.  
Estos estímulos objetivos aparecen flanqueados o acompañados por otros 
que pueden ser contrarios en propiedad (sentido de la flecha), iguales o neutros. 
Midiendo los tiempos de reacción en los tres casos se puede comparar la diferencia 
en tiempo de reacción entre la situación congruente e incongruente. Esto da una 
idea de los costes de inhibición para los estímulos distractorios. 
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Otro test usado para determinar la capacidad de inhibición de estímulos 
distractorios es el test de Stroop (Stroop, 1935), consistente en mostrar nombres de 
colores usando una fuente de letra de un color que puede ser diferente al color que 
se nombra. Se le pide al sujeto que responda a uno de los dos estímulos, el color 
de letra o el nombre y se puede estudiar cómo un tipo de percepción influye o 
distrae en la otra. El sujeto debe, según lo que se le pida abstraerse o bien del color 
de la fuente o del nombre, respondiendo a la característica contraria. 
La flexibilidad cognitiva, es decir la capacidad de conmutación entre varias 
tareas de manera eficiente puede formar parte importante de la conducta orientada 
a un objetivo. Para medir experimentalmente esta capacidad se pueden emplear 
pruebas en las que se alterna entre 2 o más tareas en tres configuraciones: bloques 
homogéneos de la misma tarea, bloques homogéneos de tareas alternantes y un 
bloque heterogéneo en el cual se intercalan las dos modalidades anteriores (Kray y 
Lindenberger, 2000). 
La diferencia de rendimiento o tiempos de reacción dentro del bloque 
combinado entre un período de tareas iguales y otro de tareas alternantes de se ha 
dado en llamar coste local de la conmutación de tareas, el cual refleja capacidad de 
pausar el desarrollo de una tarea y empezar la realización de otra. Otro aspecto de 
la conmutación de tareas son los costes globales, definidos como la diferencia de 
rendimiento entre los bloques combinados y los homogéneos. Estos costes 
globales reflejan la eficacia del mantenimiento de la multitarea en memoria (Hillman 
et al., 2005; Kray y Lindenberger, 2000). La corteza prefrontal ventrolateral se ha 
relacionado con la capacidad de conmutar entre varias tareas (Badre y Wagner, 
2007). 
 
1.1.4  Memoria de trabajo 
 
La memoria, en el contexto neurológico es la capacidad para registrar y 
recuperar estados pasados de la mente. Dependiendo del tiempo transcurrido entre 
el almacenamiento y la recuperación de la información se clasifica en a corto y a 
largo plazo. 
La memoria a corto plazo se encarga de retener información durante un 
breve instante, del orden de segundos. Este sistema posee una capacidad limitada; 
se han desarrollado métodos para cuantificarla como la tarea n – back (Wilhelm et 
al., 2013) consistente en presentar una serie de elementos y evaluar cuántos de 
ellos se pueden verbalizar pasado un tiempo desde su presentación. La memoria a 
largo plazo se refiere al almacenamiento de información a lo largo de un tiempo 
indefinido, información que inicialmente se registra en la memoria a corto plazo y 
que se guarda a largo plazo de manera selectiva. (Ward, 2010). Se divide en dos 
componentes independientes: declarativa y no declarativa (Cohen y Squire, 1980; 
Graf y Schater, 1985; Tulving et al., 1982). 
La declarativa memoriza hechos que el sujeto puede describir. Se divide en 
semántica para recordar conceptos y episódica para experiencias personales. La no 
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declarativa o implícita permite almacenar y recuperar información sin que el sujeto 
sea consciente de ello. Por ejemplo la información relacionada con procedimientos 
motores como la conducción de vehículos se almacena de esta manera. Uno de los 
fenómenos más estudiados es el “priming” o primado, consistente en la tendencia 
inconsciente a recordar cierta información relacionada con eventos a los que se ha 
estado expuesto, como por ejemplo recordar palabras de un determinado campo 
semántico relacionado con una actividad o lectura previas. 
Desde que el conocido paciente H.M. fue sometido a una intervención en la 
que se eliminaron sus dos lóbulos temporales mediales (hipocampo y estructuras 
próximas) con el propósito de reducir episodios epilépticos (Scoville y Milner, 1957) 
se piensa que esta región juega un papel importante en la formación de recuerdos 
declarativos a largo plazo, además de determinadas áreas de la corteza prefrontal 
(Eichenbaum et al., 2007; Squire et al., 1992). Dicho sujeto presentó, como 
consecuencia de la cirugía una amnesia permanente para la información 
declarativa, manteniendo un rendimiento normal en tareas de memoria no 
declarativa (Cohen y Squire, 1980; Scoville y Milner, 1957). 
El concepto de memoria de trabajo se refiere a la conjunción indivisible del 
almacenamiento y manipulación consciente de información a corto plazo (Baddeley, 
1986; Smith y Jonides, 1999). En este sentido determinados pacientes neurológicos 
son capaces de retener información a corto plazo y obtener resultados equiparables 
a sujetos sanos en pruebas de memorización inmediata pero son incapaces de 
manipularla para realizar operaciones con ella, ordenarla o encontrar patrones 
lógicos (Jonides, 1999; Owen et al., 1990).  
Hace décadas se diseñó un modelo proponiendo que la memoria de trabajo 
está compuesta por varios subsistemas (Baddeley et al., 1974): el ejecutivo central, 
el bucle fonológico y el bloc de apuntes visuales (Ward, 2010). Lo que su autor dio 
en llamar ejecutivo central u originalmente “central executive” juega el papel de 
seleccionar la información sensitiva o interna que se va a manipular en la memoria 
de trabajo y de realizar las operaciones oportunas. El bucle fonológico almacena la 
información auditiva del lenguaje y la refresca durante un tiempo para, por ejemplo 
recordar un nuevo número de teléfono durante el tiempo necesario para apuntarlo. 
Se cree que la corteza parietal posterior y el área de Broca implementan este 
sistema. El bloc de apuntes visuales se encarga de recordar, a corto plazo formas, 
colores, texturas o  situaciones relativas de objetos. Posteriormente se añadió el 
buffer episódico (Baddeley, 2000), con la función de almacenar representaciones 
integrando información fonológica, visual y espacial además de información no 
cubierta por los otros dos subsistemas. 
En la literatura científica se ha sugerido que existen recursos separados 
para la información visual y fonológica (Shah et al., 1996), por lo que desde este 
enfoque las capacidades para cada subcomponente serían independientes. No 
obstante ha habido otros estudios apuntando lo contrario, que la capacidad de la 
memoria de trabajo es única y se comparte entre los subsistemas, sugiriendo que 
los individuos con una relativamente alta capacidad para recordar información a 
corto plazo presentan una capacidad reducida para la manipulación de dicha 
información y viceversa (Conway et al., 1996). Una tarea empleada para cuantificar 
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esta capacidad ha sido la tarea n-back (Owen et al., 2005), consistente en la 
presentación de una serie de estímulos en la que se le pide al sujeto que recuerde 
estímulos pasados, con n indicando el número de estímulos que se interponen 
entre el actual y el que se pide memorizar durante la serie. 
Inicialmente, y después de descubrirse que determinadas neuronas de la 
corteza prefrontal se mantienen activas durante un período de tiempo posterior a la 
captación de un estímulo relevante se pensó que allí se almacenaba la información 
a corto plazo (Funahashi et al., 1989). Actualmente se piensa que esta corteza no 
se encarga de almacenar la información sensorial per se, si no que implementa el 
componente ejecutivo que manipula la información de otras áreas (Postle et al., 
2006). Regiones del lóbulo parietal y frontal, como el área de Broca o la corteza 
prefrontal (Goldman-Rakic, 1996; Smith y Jonides, 1999) se han relacionado con 
procesos de la memoria de trabajo (Barch et al., 1997). La región dorsolateral se ha 
relacionado sobre todo con aquéllos relacionados con la monitorización y 
manipulación de la información (Barbey et al., 2013; Owen et al., 1996). 
 
1.1.5 Comportamientos orientados a un objetivo y toma de 
decisiones 
 
Los comportamientos orientados a un objetivo pueden definirse, en 
contraposición a los comportamientos habituales como un conjunto de acciones y 
sub acciones llevadas a cabo para alcanzar un objetivo determinado de interés para 
el individuo (de Wit y Dickinson, 2009). Son el resultado de la operación de las 
funciones ejecutivas. Pueden ser tan mundanos como encender el ordenador para 
jugar a un videojuego o tan complejos como asistir a clase, tomar apuntes y 
estudiarlos posteriormente con el objetivo de aprender y obtener una certificación 
académica (Ward, 2010). Para llevar a cabo un comportamiento complejo orientado 
a un objetivo (Redolar, 2013) se definen los siguientes pasos: 
· Realizar previsiones y estimaciones del futuro tanto del bienestar que 
puede aportar la meta como en las posibles consecuencias negativas que puede 
acarrear. Valorar si las acciones son factibles desde el punto de vista económico, 
social o moral. 
· Planificar y subdividir el objetivo final en una serie de objetivos parciales o 
intermedios, sabiendo calibrar el número óptimo de ellos y valorando su importancia 
relativa. Saber medir los tiempos e intercalar períodos de descanso. 
· Almacenar en memoria el plan mientras se ejecuta y monitorizarlo. 
Solucionar los posibles problemas que puedan surgir e improvisar para minimizar 
sus consecuencias. Tener flexibilidad al adoptar modificaciones e incluso variar 
ligeramente el objetivo final. 
Se piensa que la corteza prefrontal orbitofrontal juega un papel importante 
en los comportamientos orientados a objetivos, valorando las posibles 
consecuencias y valores emocionales de las alternativas (Padoa-Schioppa y 
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Conen, 2017). Durante estos comportamientos es posible que el sujeto tenga que 
decidir qué acciones tomar, valorando distintas opciones en tiempo real. Una de las 
acciones más comunes que el ser humano lleva a cabo de manera cotidiana es la 
toma de decisiones.  En ocasiones, la elección entre diferentes opciones puede ser 
una tarea relativamente sencilla como por ejemplo elegir la ropa un día laborable. 
Otras veces este proceso alcanza cotas muy elevadas de complejidad y puede 
generar angustia. Para la toma de decisiones es necesario evaluar la situación y las 
posibles opciones, revisar la experiencia previa, predecir los posibles estados 
futuros de cada una de ellas y ajustarse al tiempo del que se dispone (Redolar, 
2013; Kennerley y Walton, 2011; Wilson y Keil, 1999). 
Una tarea usada en la literatura para estudiar la toma de decisiones ha sido 
la tarea gambling (Bechara et al., 1997), consistente en descubrir cartas de varios 
montones posibles. Existen cartas que aumentan la puntuación de la prueba y 
cartas que la disminuyen. De esos montones hay alguno que tiende a disminuir y 
algún otro que tiende a aumentar la puntuación a lo largo del tiempo. En esta tarea, 
al igual que en muchos procesos de toma de decisiones de la vida cotidiana no es 
posible estimar la relación de coste frente a beneficio y las decisiones deben 
basarse en aproximaciones y en la capacidad del sujeto para memorizar resultados 
anteriores y asumir riesgos. 
Un sujeto en condiciones normales, y después de haber descubierto 40 ó 50 
cartas de todos los montones suele darse cuenta de cuales son los más ventajosos. 
El proceso de toma de decisiones se va afinando hasta que el sujeto tiende a 
descubrir cartas de unos montones determinados y no de otros (Bechara et al., 
1994). En este sentido se ha demostrado que los pacientes con lesiones 
prefrontales (Bechara et al., 1997), especialmente de la corteza prefrontal 
ventromedial se manifiestan poco capaces para tomar decisiones que tengan un 
beneficio a medio o largo plazo, en vez de esto actúan de manera impulsiva 
(Bechara et al., 2000). 
En numerosos estudios se considera que la toma de decisiones tiene un 
componente emocional (Bechara et al., 2000; Simon V., 1997). Se valoran los 
estados de ánimo que generaría cada una de las alternativas, basados en 
experiencias previas similares. Si la toma de decisiones se guiase únicamente por 
procesos únicamente ejecutivos se incurriría en una duración muy larga y no se 
podría decidir en un tiempo competitivo. 
 
1.1.6  Aprendizaje implícito 
 
Un proceso consciente requiere esfuerzo cognitivo por parte del sujeto 
siendo éste capaz de describirlo mientras que otro inconsciente o automático 
realiza procesos que no emergen en el plano consciente (Schneider y Shiffrin, 
1977; Seger, 1994). El aprendizaje implícito es un proceso mediante el cual se 
adquiere experiencia de manera inconsciente mediante la realización de tareas 
(Rostami y al., 2009; Seger, 1994). Su significado funcional es elevar el 
procesamiento de información a cotas superiores con respecto a las que se 
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alcanzarían únicamente mediante procesos conscientes (Chun y Jiang, 1998; 
Lewicki et al., 1988).  
Tradicionalmente el aprendizaje implícito se ha separado de la memoria 
implícita (largo plazo, no declarativa). Se ha establecido que los efectos del 
aprendizaje implícito ocurren con información fuera o dentro del foco de atención, 
mientras que la memoria implícita se refiere a la activación de mecanismos de 
memoria a largo plazo fuera del foco de atención (Frensh y Miner, 1994). Aún así es 
posible que conceptos tan cercanos posean muchos elementos comunes aunque 
todavía no han sido claramente identificados (Berry y Dienes, 1991). Así mismo se 
piensa que la capacidad de aprendizaje implícito está relacionada con la de 
memoria de trabajo (Bo et al., 2011; Frensch y Miner, 1994) por tanto y, como se 
acaba de apuntar con un cierto grado de atención (Jiménez y Vázquez, 2011). 
Dentro del aprendizaje implícito destaca el aprendizaje de secuencias motoras 
(Seger, 1994), en las que se observa un incremento de rendimiento debido a un 
efecto derivado de la práctica del cual el sujeto no es consciente. 
Otra aplicación en la que interviene el aprendizaje implícito es el 
reconocimiento de secuencias, habilidad medida mediante la tarea de tiempos de 
reacción en serie o SRT (Nissen y Bullemer, 1987). En esta tarea los sujetos deben 
responder a la posición de una serie de distintos estímulos mostrados como una 
secuencia. En ocasiones se presentan en orden aleatorio y en otras se presentan 
siguiendo una secuencia determinada. Mediante el aprendizaje implícito se mejora 
la detección de los estímulos cuando están embebidos en la secuencia con 
respecto a los aleatorios, no siendo los sujetos conscientes de tal evento. La tarea 
SISL, “serial interception sequence learning” (Sanchez et al., 2010) consiste 
también en mostrar estímulos visuales que responden en ocasiones a una 
secuencia pero añadiendo movimiento a los estímulos y pidiendo que se detecten 
en una zona concreta de la pantalla.  
El fenómeno conocido como “contextual cueing” (Chun y Jiang, 1998) 
consiste en la mejora de rendimiento en una tarea de búsqueda visual en la que los 
estímulos manifiestan determinado sesgo en su área de aparición. Mediante 
mecanismos inconscientes el sujeto aprende a dirigir la atención hacia esos 
lugares. Se ha comprobado que sujetos con daños en el lóbulo temporal medial, 
región utilizada como se ha apuntado en la memoria declarativa a largo plazo tienen 
problemas con este tipo de tareas, no aprovechando la información de la secuencia 
(Darsaud et al., 2011). También se ha apuntado que las dos manifestaciones 
anteriores del aprendizaje implícito son independientes y no interfieren entre sí 
(Jiménez y Vázquez, 2011).  
Otro procedimiento utilizado en la literatura científica para estudiar el 
aprendizaje implícito conocido como prueba de gramáticas artificiales consiste en 
sumergir a los sujetos en un paradigma en el cual ocurren eventos con determinada 
probabilidad o relación compleja entre ellos inspirados en las relaciones 
gramaticales de un lenguaje humano, no detectables de modo consciente y realizar 
posteriormente una prueba midiendo el conocimiento que han adquirido sobre el 
sistema (Reber, 1967). En experimentos en los que se indicó a algunos 
participantes la existencia de una estructura en la prueba sin explicitar de qué 
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naturaleza; éstos emplearon mecanismos conscientes para intentar descifrar las 
reglas en la fase de entrenamiento. Este esfuerzo impidió el funcionamiento de los 
mecanismos de aprendizaje implícito y estos sujetos obtuvieron peor puntuación 
que los que no estaban instruidos, ya que debido a la complejidad de las reglas 
estos último no lograron entenderlas pero sí evitar adquirirlas mediante 
mecanismos intuitivos (Reber, 1989). 
Se piensa que el aprendizaje implícito utiliza áreas tales como la corteza 
prefrontal dorsolateral, la parietal, el lóbulo temporal medial o los ganglios basales 
(Chun y Phelps, 1999; Pascual-Leone et al., 1996; van Asselen et al., 2009; Yi y 
Chun, 2005). Todavía no se conoce si el aprendizaje implícito y el explícito se 
basan en procesos comunes (Bo et al., 2011; King et al., 2012; Turk-Browne, 2006) 
o utilizan diferentes circuitos (Baldwin et al., 1997; Coull y Nobre, 2008; Ferdinand 
et al., 2017). Se ha descubierto también que algunas tareas de aprendizaje 
implícito, como son las de aprendizaje motor implícito o las de “contextual cueing” 
activan partes de la corteza prefrontal dorsolateral. No obstante todavía no se 
puede concluir que sean los mismos mecanismos de control ejecutivo gobernados 
por dicha corteza en tareas conscientes los que gobiernen el aprendizaje implícito 
(Badgaiyan, 2000). 
 
1.1.7  Procesamiento contextual 
 
El procesamiento contextual consiste en la extracción de información 
relevante del entorno para facilitar la ejecución de una tarea (Fogelson et al., 2009). 
Etimológicamente, la palabra contexto se refiere a entretejer o juntar varias partes, 
por ejemplo de un discurso o narración. Más concretamente puede referirse a 
aquéllas partes de la misma que preceden a un pasaje concreto y que, una vez 
cohesionadas dan lugar a un significado sinérgico y original (Hemsley, 2005). 
Cuando, por ejemplo se desea ejecutar la acción “salir de la habitación 
actual”, haber memorizado previamente la posición de la puerta sin duda ayudará a 
salir con mayor rapidez. Al cruzar una intersección compleja regulada por varios 
semáforos es útil, tras varios ciclos observar y analizar la secuencia de apertura de 
los mismos para poder anticipar de ese modo el momento en el que uno de ellos 
efectúa su apertura. Otro ejemplo, en el ámbito deportivo de un juego como el 
baloncesto podría ser el estudio detallado de la posición de los rivales y 
compañeros en el terreno de juego antes de efectuar un pase, un tiro o anticipar 
hacia dónde va a rebotar el balón habiendo observado muchas veces su 
comportamiento en distintas situaciones. 
Cuando existe un tiempo de retraso entre la aparición de un estímulo 
relevante para desarrollar una tarea y el objetivo de la misma, esta información 
contextual se mantiene a lo largo del tiempo en el bloc de notas de la memoria de 
trabajo (corteza parietal) (Gazzaley y Nobre, 2012; Posner, 1980) y es transformado 
posteriormente por el centro ejecutivo de la misma (corteza prefrontal dorsolateral) 
(Baddeley, 2000) en pistas útiles para facilitar la consecución del objetivo (Cohen y 
Servan-Schreiber, 1992; Hemsley, 2005). Este planteamiento concuerda con la 
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propuesta de que la memoria de trabajo tiene una función de retención de 
información y otra de anticipación de acciones futuras (Fuster y Bressler, 2012). Se 
ha dado en llamar representación interna del contexto (Cohen y Servan-Schreiber, 
1992), abarcando la actualización y mantenimiento de información relevante para la 
tarea de una manera que sea útil para generar respuestas útiles.  
La identificación del contexto requiere un proceso endógeno o “top - down” 
ya que, para que información aislada adquiera utilidad predictiva es necesario 
encontrar un sentido para ésta basado en conocimientos previos. Por lo tanto el 
procesamiento contextual está considerado como un subsistema de la memoria de 
trabajo (Barch et al. 2001; Cohen y Servan-Schreiber, 1992). El procesamiento 
contextual ha sido relacionado con la actividad de la corteza pre frontal dorsolateral 
(Mac Donald et al. 2005), habiéndose demostrado que los sujetos con lesiones 
prefrontales muestran menor habilidad en tareas que necesitan el procesamiento 
contextual, lo cual ha reforzado dicha hipótesis (Fogelson et al. 2009). Es esencial 
para el desarrollo de las funciones cognitivas y por lo tanto de comportamientos 
orientados a objetivos. Dos paradigmas empleados en la literatura para estudiar el 
procesamiento contextual han sido la tarea de actuación continua (CPT) y la tarea 
de Stroop conmutada (Barch et al., 1997, Cohen et al., 1992). En la primera los 
sujetos deben responder a un estímulo objetivo sólo si previamente se presenta 
otro con connotaciones predictivas. La tarea Stroop conmutada es una tarea Stroop 
en la que se introducen pistas que indican si los sujetos deben responder al color 
del texto o al color escrito en el texto.  
En el presente trabajo se ha empleado una adaptación del paradigma 
“oddball” (Squires et al., 1976), en el cual se presentan estímulos objetivos 
específicos ante los cuales el sujeto debe reaccionar y otros estándares que debe 
ignorar. Se ha implementado de manera visual, consistiendo en la presentación de 
4 tipos de estímulos. Tres de ellos forman una secuencia predictiva que siempre 
precede a un objetivo. Los objetivos también pueden ocurrir de manera aleatoria 
después de cualquier número y secuencia de estímulos. Esta proximidad de la 
secuencia predictiva con el estímulo objetivo caracteriza la información contextual 
como local (Fogelson, 2015). Es posible entenderlo como una ampliación del 
paradigma CPT en el cual la pista en lugar de ser un estímulo determinado consiste 
en el orden de aparición de determinados estímulos, requiriendo la manipulación en 
memoria de trabajo de los mismos para identificar ésta (Fogelson y Fernández del 
Olmo, 2013). 
La modificación consiste en añadir una determinada secuencia de estímulos 
que siempre predice el objetivo, a pesar de que también aparecen objetivos no 
precedidos de la secuencia. De esta manera y comparando el resultado de la tarea 
entre los objetivos predichos y aleatorios se puede estudiar la mejora de reacción 
lograda mediante el mecanismo del procesamiento contextual. Además 
comparando los estímulos de la secuencia predictiva entre sí y con los estímulos 
aleatorios es posible estudiar cómo se analiza y procesa el contexto a lo largo de la 




Se han realizado varias pruebas Bajo la hipótesis de la existencia de un 
mecanismo común “top – down” independiente del tipo sensorial y del significado 
concreto de los estímulos para utilizar el contexto. En primer lugar se han 
comparado una serie predictiva visual frente a una auditiva (Fogelson et al., 2009), 
encontrándose resultados similares tanto en tiempos de reacción como en el EEG. 
Lo mismo se ha hecho comparando una serie visual de estímulos abstractos 
(triángulos) con estímulos de la vida real (deportistas) encontrando de la misma 
manera una respuesta similar y hallazgos parecidos en el EEG (Fogelson et al., 
2012).  
 Analizando en detalle la detección de estos estímulos se pueden distinguir 
dos fases, las cuales pueden estudiarse por separado. Alrededor de los 200 
milisegundos después de la presentación de los estímulos los sujetos identifican los 
estímulos y los procesan en la corteza visual (Folstein y Van Petten, 2008). Este 
fenómeno se puede identificar promediando varios registros de canales frontales y 
parietales situados en la línea media del cráneo del EEG, obteniendo el conocido 
como potencial n-2 (Ritter et al., 1979; Suwazono et al., 2000). Alrededor de los 300 
milisegundos después de que el estímulo es presentado los sujetos identifican de 
qué estímulo se trata. Distinguen si se trata de un objetivo o un estímulo estándar y, 
basándose en la memoria a corto plazo sobre los estímulos anteriores pueden 
identificar si pertenece o no a la secuencia predictiva y qué lugar ocupa en ésta, por 
lo tanto cuánto falta para que se presente el estímulo objetivo. El potencial P3b del 
EEG, obtenido al promediar electrodos frontales, centrales o parietales de la línea 
media del cráneo permite monitorizar este proceso. Éste ha sido asociado, además 
de de con la identificación de un objetivo en general, ha sido relacionado con los 
procesos de memoria de trabajo y procesamiento contextual (Donchin y Coles, 
1988; Fogelson, 2015; Polich y Criado, 2006; Poulsen et al., 2005; Squires et al., 
1976). 
Empleando este paradigma experimental en estudios pasados se ha 
encontrado que la capacidad de aprovechar el contexto para generar información 
predictiva se encuentra alterada en personas mayores (Fogelson et al., 2010), en 
los pacientes de Parkinson (Fogelson et al., 2011; Fogelson et al., 2013a), en los 
pacientes con depresión (Fogelson et al., 2014) y en los de esquizofrenia (Fogelson 
et al., 2013b). También se ha variado la velocidad de aparición de los estímulos del 
paradigma predictivo concluyendo que cuanto más rápida es la serie más se 
emplea la secuencia predictiva para detectar el objetivo ya que esto facilita su 
detección, algo notorio cuando la velocidad incrementa la dificultad de la prueba 
(Fogelson y Fernández del Olmo, 2010). Con respecto al modo de identificación de 
la secuencia predictiva se ha demostrado que los sujetos, si no se les indica 
previamente también pueden identificar la secuencia predictiva mediante 
mecanismos de aprendizaje implícito y utilizarla sin ser conscientes de su 
existencia, (Fogelson y Fernández del Olmo, 2013). Se ha sugerido que las 
conexiones fronto parietales cambian cuando la secuencia se detecta explícita o 
implícitamente (Darsaud et al., 2011). 
En un experimento anterior (Fogelson y Fernández del Olmo, 2013) los 
sujetos realizaron la prueba, en primer lugar sin conocer la secuencia (sesión 
implícita) y en segundo lugar habiendo sido entrenados previamente en su 
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detección (sesión explícita). Después de la sesión implícita, ningún participante 
afirmó haber detectado secuencia predictiva alguna. Los sujetos reaccionaron antes 
a los objetivos predichos que a los aleatorios y, mediante medidas electro 
fisiológicas se comprobó que prestaban atención a la secuencia predictiva en 
ambas sesiones. El efecto de mejora de los objetivos predichos fue más acusado 
en la sesión explícita. Se ha concluido que la información contextual local se 
procesa tanto implícita como explícitamente, y que las redes de atención endógena 






 La electroencefalografía (EEG) es una técnica diseñada para 
registrar la actividad eléctrica de la corteza cerebral mediante la 
colocación de electrodos. Fue descubierta en 1920 por Hans Berger; a 
pesar de que otros sentaron las bases con anterioridad, él fue el 
primero en emplear la técnica para registrar información de seres 
humanos, Su economía de uso, su portabilidad y el desarrollo de 
nuevas posibilidades para interpretar las señales hace que en la 
actualidad la EEG se emplee ampliamente en investigación.  
Este apartado resume las capacidades de dicha técnica, el 
origen de las señales que recoge e incluye un análisis de las mismas 
en el dominio de la frecuencia. 
 
 
1.2.1 Descripción de la técnica 
 
Esta técnica se basa en la colocación de una serie de electrodos bien sobre 
el cuero cabelludo o bien de manera intracraneal para registrar la actividad eléctrica 
de la corteza cerebral. La variante no invasiva está ampliamente extendida y es la 
que se ha utilizado en los experimentos de esta tesis. Es una técnica de relativo 
bajo coste y fácil de transportar (Libenson, 2010; Rowan y Schomer et al., 2011; 
Tolunsky, 2004). 
Habitualmente se emplea un gorro elástico en el que se fijan los electrodos, 
los cuales en su versión básica son terminaciones de un metal conductor no 
propenso a la producción de reacciones alérgicas. Existen electrodos que 
incorporan además una etapa de pre amplificación en la propia cápsula donde van 
alojados. Los gorros generalmente poseen una distribución de electrodos estándar 
denominada 10 – 20 (Klem et al., 1999). Ésta consiste en determinar la distancia de 
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nasion a inion, restar el 10% de la misma a cada lado y emplear el resto del espacio 
para colocar los electrodos de manera equiespaciada. Lo mismo se hace para la 
distancia interauricular dejando un 20% de margen, trazando también líneas 
paralelas a estas dos para colocar más electrodos Por lo tanto existen gorros para 
cada tamaño de cráneo y con distinto número de electrodos. 
Éstos se nombran empleando dos letras que tienen relación con la zona en 
la que se ubican. Frontopolar (Fp), frontal (F), central (C), temporal (T), parietal (P) 
and occipital (O). Se usan además números para indizar los electrodos, impares 
para el hemisferio izquierdo y pares para el derecho. Para la línea media de utiliza 
la letra z en lugar de los números. De esta manera se puede incluir y nombrar un 
gran número de electrodos si se desea.  
En la siguiente figura se muestra la disposición 10 – 20 de 64 electrodos y 
los nombres que se emplean para cada posición. Esta ha sido la disposición 
utilizada en los experimentos de esta tesis. 
 
Figura 5. Distribución de los electrodos de EEG utilizados. Proporcionado por Biosemi 
instrumentation. 
Los electrodos se conectan a un equipo de registro mediante cables. Éste 
amplifica las diferencias de potencial eléctrico que existen entre dos electrodos de 
registro a lo largo del tiempo, generando una señal digital que, una vez almacenada 
se puede procesar. Pueden utilizarse dos tipos de montajes de medida, el 
monopolar y el bipolar (Spehlman, 1981b). El monopolar consiste en comparar la 
actividad de cada electrodo con una referencia común, que contenga la menor 
actividad eléctrica posible para evitar modificar los registros corticales, como 
muscular o cardíaca. Los lóbulos de las orejas son buenas referencias en este 
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sentido. Este montaje es más adecuado para registrar toda la actividad de un 
electrodo pero es más sensible a que señales de otras localizaciones falseen la 
señal. Este fenómeno conocido como conducción volumétrica se explicará en 
detalle en el apartado 1.2.2. 
El montaje bipolar registra las diferencias entre dos electrodos de registro de 
modo que salen a relucir las diferencias de actividad ignorando la señal común. 
Esto puede ser interesante si se va a buscar una actividad específica que se 
supone que emerge sólo en una localización con respecto a otra, obteniendo un 
registro diferencial sin distorsión e ignorando la conducción volumétrica y el ruido de 
fondo. Existen varias fuentes de actividad eléctrica que pueden contribuir al registro 
de EEG a nivel neuronal como son la despolarización, los potenciales de acción y 
los potenciales post-sinápticos. 
Las neuronas son las células fundamentales del sistema nervioso. Están 
constituidas por un soma o cuerpo celular, ramificaciones cortas denominadas 
dendritas que generalmente son usadas para recibir señales desde otras neuronas 
y una terminación de mayor longitud ramificada en su extremo libre denominada 
axón y generalmente empleada para enviar señales a otras células, aunque es 
posible encontrar a cualquiera de estas tres regiones de la neurona en el papel de 
emisión o recepción de información y ésta puede darse en cualquier lugar de las 
mismas (Kandel et al., 1981; Redolar, 2013; Squire et al., 2008; Tortora, 1975; Vila, 
1996). En reposo, las neuronas presentan una diferencia de potencial de -90 mV 
con respecto al medio extracelular. Este valor es principalmente debido a la difusión 
pasiva de los iones potasio (K+), en menor medida a la de los iones sodio (Na-) y 
una pequeña parte también debida al funcionamiento de la bomba de Na-K. La 
disminución de esta negatividad, debida por ejemplo a la comunicación con otra 
célula se denomina despolarización. Se piensa que este fenómeno puede contribuir 
a la señal que se registra en la EEG (Rowan y Tolunsky, 2004; Schomer et al., 
2011). 
Los potenciales de acción son cambios rápidos del potencial de membrana 
de las células nerviosas que se extienden rápidamente a lo largo de la misma. 
Cuando la despolarización de la célula alcanza un umbral determinado, típicamente 
cercano a -50mV se inicia el potencial de acción caracterizado por tener una 
amplitud constante en tensión que se propaga por toda la membrana 
regenerándose a lo largo de la longitud del axón (Hodgkin y Huxley, 1952). Siempre 
se produce el mismo potencial de acción independientemente de la tensión de 
despolarización previa siempre que ésta supere el umbral. La existencia y 
propagación de los potenciales de acción dura un tiempo y existe un pequeño 
período refractario durante el cual no es posible inducir otro potencial en la célula, 
este tiempo es característico de cada tipo de célula. Los potenciales de acción 
inducen una breve corriente local en el axón y tienen un potencial de campo muy 
limitado por lo que es poco probable que este fenómeno contribuya 
significativamente a los registros. En cuanto a las células de la glía, a pesar de ser 
mucho más abundantes que las neuronas y despolarizarse también como 
consecuencia de la actividad de éstas produciendo potenciales de acción, su 
distribución geométrica en todos los planos del espacio no permite que su actividad 
se pueda registrar (Cardinali, 2007). 
42 
 
Se denomina sinapsis a la comunicación entre las neuronas. Ésta se 
produce generalmente y para las neuronas corticales entre una rama del axón de 
una de las neuronas (pre sináptica) y la dendrita o el soma de la otra (post 
sináptica). Los potenciales de acción o impulsos nerviosos pueden quedar 
bloqueados en su transmisión, convertirse en una cadena repetitiva o integrarse 
con los impulsos de otras células para originar patrones combinados. En este 
sentido existen sinapsis excitadoras y sinapsis inhibidoras. Las primeras facilitan la 
aparición de un potencial de acción en la neurona post sináptica incrementando su 
permeabilidad iónica de manera selectiva y las segundas lo evitan aumentando la 
permeabilidad al cloro y potasio.  
Desde el punto de vista del mecanismo sináptico existen dos tipos: 
eléctricas y químicas. En las sinapsis eléctricas, las neuronas presentan pequeñas 
uniones entre sus citoplasmas por las cuales pasa la corriente eléctrica para que el 
potencial de acción de la neurona pre sináptica desencadene o inhiba otro en la 
neurona post sináptica, se trata del tipo de sinapsis más rápida de las dos. En las 
sinapsis químicas las neuronas se encuentran separadas por un pequeño espacio y 
la neurona pre sináptica libera una sustancia neurotransmisora en las 
inmediaciones de la post sináptica que modifica el potencial de acción en esta 
última. Es el tipo de sinapsis con mayor prevalencia en el sistema nervioso central.  
Los neurotransmisores empleados varían en cada tipo de neurona y tipo de 
conexión predominando alguno en una parte específica del sistema nervioso. Entre 
los mejor conocidos figuran los siguientes: acetilcolina, adrenalina, serotonina, 
glutamato, histamina o ácido γ amino butírico. Una característica importante de las 
sinapsis químicas es que siempre conducen señales en un solo sentido mientras 
que las eléctricas pueden ser bidireccionales (Kandel et al., 1981; Redolar, 2013; 
Squire et al., 2008; Tortora, 1975; Vila, 1996). 
Los potenciales que se originan en las dendritas o soma de la neurona post 
sináptica después de una sinapsis (eléctrica o química) son más prolongados en el 
tiempo y tienen un campo eléctrico asociado mucho mayor que los potenciales de 
acción que recorren el axón por lo que constituyen probablemente los principales 
generadores de la señal de EEG. Estos movimientos de iones y electrones libres 
producen un campo magnético y otro eléctrico relacionados. El campo eléctrico se 
puede medir mediante la técnica de EEG empleada en los presentes estudios 
mientras que el magnético se podrá medir e interpretar con la técnica de la 
magnetoencefalografía (MEG) utilizando equipos mucho más costosos. 
Para que el campo eléctrico resultante sea mensurable una vez atravesadas 
las meninges, el cráneo y el cuero cabelludo éste debe ser debido a la suma de los 
efectos de varias neuronas trabajando en una orientación similar y localizada cerca 
del cráneo (Fabiani et al., 2000; Nunez y Srinivasan, 1981; Rowan y Tolunsky, 
2004; Schomer et al., 2011). Las neuronas piramidales de la corteza cerebral 
cumplen dichos requisitos. Se encuentran alineadas en capas, en disposición 
abierta y se encuentran en prácticamente todas las capas de la corteza cerebral 
(Schomer y Lopes da Silva, 2011; Spehlman, 1981a). Los campos eléctricos 
asociados a ellas se potencian mutuamente. De manera contraria, las neuronas del 
cerebelo tienen una orientación muy dispar y además de encontrarse situadas a 
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mayor distancia del exterior del cráneo. Debido a esto no resulta fácil registrar su 
campo eléctrico en el exterior. Es importante recordar que la magnitud del campo 
eléctrico desciende con el cuadrado de la distancia. 
Otro factor que influye en la señal es la orientación de las neuronas. Como 
casos extremos se pueden plantear la orientación radial y la tangencial con 
respecto a la superficie craneal. Las neuronas con orientación radial producen 
campos eléctricos que se propagan perpendicularmente a la superficie y se miden 
muy bien con EEG; es el caso de las neuronas de los giros corticales. Las neuronas 
con orientación tangencial, predominante en los surcos son más difíciles de 
detectar. Existe además evidencia de que las sinapsis excitadoras de estas 
neuronas producen un aumento de campo eléctrico registrado como un valor 
positivo en el EEG monopolar y las inhibidoras un valor negativo (Creutzfeld et al. 
1966). 
 
1.2.2 Señal, ruido y conducción volumétrica 
 
La EEG es una técnica con buena resolución temporal ya que la relativa 
sencillez del procedimiento de registro permite emplear altas frecuencias de 
muestreo. Esto no es así con respecto a la resolución espacial ya que la 
localización exacta de la región o grupo neuronal que produce cada señal no es un 
problema sencillo de resolver en EEG.  
La señal que registra un sensor determinado es la suma de la actividad de 
muchas neuronas, pero además como los campos eléctricos se conducen por 
caminos exteriores a las propias neuronas como el líquido cefalorraquídeo y los 
tejidos: las meninges, los huesos del cráneo y la piel; es posible que en un 
electrodo situado en una localización determinada se esté registrando la actividad 
de otra zona o, en general una combinación lineal de la actividad de varias zonas 
que resulte predominantemente conducida hacia la ubicación en la que se mide. 
(Baillet et al., 2001; Fabiani et al., 2000; Nunez y Srinivasan, 2006; Rowan y 
Tolunsky, 2004; Schomer et al., 2011). 
Para los estudios de conectividad esto constituye un problema porque se 
podrían presentar valores altos de sincronía artificiales debidos a éste fenómeno 
conocido como conducción volumétrica (Christodoulakis et al., 2015). Ésto, además 
de ser debido a mezclas de las señales a nivel interno también puede surgir por 
acoplamientos entre los conductores de los electrodos o en el interior del 
amplificador aunque los diseños de los equipos tratan de evitarlo.  
Una característica de este fenómeno es que la mezcla se produce casi 
instantáneamente, sin prácticamente retardo de fase. Este hecho permite que 
determinadas medidas de conectividad que utilicen la fase de las señales puedan 
diferenciar entre conectividad y conducción volumétrica y ser por tanto más 
robustas frente al fenómeno. En la siguiente figura se puede observar un detalle de 
cómo se superponen los campos eléctricos de distintas regiones de la corteza, 




Figura 6. Conducción volumétrica. Adaptado de Niedermeyer, 2005 
 Una forma de evitar este fenómeno, además de evitar la contaminación por 
referencia común es mediante la estimación de la densidad de corriente que entra y 
sale del cráneo aproximando el laplaciano del potencial en un modelo esférico del 
mismo. (Kayser, 2009; Kayser y Tenke, 2006; Perrin et al., 1989).  Trabajando con 
esta aproximación de la densidad de corriente radial en cada punto se evitan los 
efectos de la corriente que se desplaza de forma paralela al cráneo de un electrodo 
a otro. Esta aproximación al problema se ha empleado en los estudios de esta tesis 
y será explicada en el apartado correspondiente de la sección de material y 
métodos. 
A pesar de que los amplificadores están preparados para rechazar señales 
comunes a sus dos entradas y sólo dejar pasar la diferencia entre electrodos o 
electrodo y diferencia, evitando así posibles ruidos que se induzcan a la vez en los 
dos conductores existen otras fuentes de ruido que pueden entrar únicamente en 
uno de los dos hilos y otras procedentes y registradas desde el propio sujeto. Como 
ejemplo de las primeras son las señales procedentes de teléfonos móviles o de 
lámparas fluorescentes, o de alguna otra instalación insuficientemente aislada. Éste 
tipo de artefactos se puede evitar con buenas conexiones de los equipos a tierra o, 
en un caso más extremo mediante el aislamiento de la zona de registro mediante 
una jaula de Faraday. 
Los propios sujetos presentan señales fisiológicas que interfieren en los 
registros. Las activaciones de músculos próximos a la cabeza, como los maseteros 
o los músculos del cuello producen señales características muy potentes de alta 
frecuencia que se mezclan con la señal del EEG, dejándola inservible (Fabiani et 
al., 2000; Nunez y Srinivasan, 1981; Rowan y Tolunsky, 2004; Schomer et al., 
2011). En algunos sistemas el movimiento de los propios cables de los electrodos 
45 
 
provoca la inducción de corrientes que también desfiguran mucho la señal. Como 
se ha apuntado con anterioridad el uso de electrodos activos, con una primera 
etapa de amplificación en el propio electrodo ya disminuye bastante este problema 
porque la señal que viaja por los cables es ya de un orden de magnitud 
significativamente superior al posible ruido engendrado. 
El corazón trabaja con fuertes corrientes para poder polarizar el miocardio y 
efectuar la acción de bombeo. Dichas corrientes son detectables en algunas zonas 
occipitales o temporales y se acoplan también a la señal de EEG. El movimiento 
pulsátil de las arterias también provoca artefactos eléctricos que también perjudican 
la señal, sobre todo en la zona temporal. El movimiento ocular es otra fuente muy 
importante de artefactos en la señal de EEG. El movimiento de los globos oculares 
se produce mediante la acción de 6 músculos que les permiten efectuar rotaciones. 
La proximidad y relativa potencia de estos músculos a los electrodos de registro 
hace que tengan un efecto devastador en los registros.  
También ocurre lo mismo con los parpadeos. La acción de los músculos 
orbicular y elevador del párpado tiene influencia en el ruido que se acopla al EEG, 
pero quizás el efecto principal sea el conocido como fenómeno de Bell, consistente 
en que cuando se realiza un parpadeo también se mueve verticalmente el ojo, ésto 
se conoce como fenómeno de Bell. 
La córnea posee carga eléctrica, por lo que su movimiento rápido al 
parpadear induce en el EEG un artefacto muy característico consistente en una 
onda en forma de campana de gran amplitud que acompaña el movimiento vertical 
ascendente y descendente de los globos oculares durante el parpadeo. Existen otro 
tipo de artefactos. Por ejemplo los originados por la pérdida de contacto de uno o 
varios electrodos debido al sudor o tracciones mecánicas. Esto se manifiesta como 
pulsos de gran amplitud u oscilaciones muy distintas de las de origen neural. Tal y 
como se ha apuntado anteriormente, los parpadeos son un artefacto muy 
característico y por lo tanto muy sencillo de identificar. Son muy frecuentes pero 
existen métodos efectivos para poder eliminarlos de manera eficaz y dejar la señal 
lo más intacta posible (Delorme et al., 2001). 
 
1.2.3 Análisis frecuencial. Ritmos cerebrales 
 
El cerebro presenta una actividad constante, inclusive durante el sueño o 
ausencia de estimulación externa, se trata de actividad espontánea. Es una manera 
de mantener los circuitos neuronales activos y preparados para procesar 
información (Maestú et al., 2015). Las tareas complejas de las que se encarga la 
corteza cerebral se pueden descomponer en una sucesión alternativa de sinapsis 
excitadoras e inhibidoras con determinada velocidad, intensidad y localización, por 
lo tanto periódicas en su naturaleza.  
El rango de frecuencias observables con la técnica de EEG superficial, no 
invasivo está acotado superiormente en los 40 Hz, pudiéndose obtener mayores 
frecuencias de  hasta 100 Hz en los registros intracraneales (Niedermeyer, 2005). 
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Esto es debido al efecto de filtro paso bajo que generan los tejidos interpuestos. 
Como límite inferior para la frecuencia principal de las oscilaciones con origen 
neurológico se ha establecido 1 ciclo / s. El rango de amplitudes de campo eléctrico 
que se pueden registrar en el exterior de la corteza varía entre 1 y 100 micro voltios 
(Niedermeyer, 2005). 
Con los primeros sistemas de EEG, en ausencia de complejos métodos para 
estudiar las características de la señal a penas se podían identificar eventos 
sobresalientes y aislados. La frecuencia principal de la señal se podía obtener 
aproximadamente contando los “picos” más destacados de la señal durante un 
tiempo determinado y dividiendo entre dicha duración. Con el advenimiento de las 
técnicas de procesado digital de señales se pudieron emplear algorimtmos de 
filtrado rápidos capaces de obtener la descomposición espectral de las señales 
electrofisiológicas en las bandas deseadas. En el sub apartado 4.1 del segundo 
capítulo se realiza una breve introducción a los mismos. 
Esta característica frecuencial pronto fue explotada y se trató de asociar  
una frecuencia predominante a diversos eventos, conduciendo a la definición de 
determinados “ritmos u ondas cerebrales” cada una de ellas con distribución 
espacial y características propias. Basándose en la “normalidad” de estos ritmos fue 
posible asociar su variación a determinadas patologías y utilizar estas desviaciones 
de la normalidad en el diagnóstico clínico. En este sub apartado se hace un repaso 
de las principales ondas que se conocen y se describen sus correlatos más 
importantes; no obstante existe mucho conocimiento específico sobre el tema y un 
mismo ritmo registrado en regiones y condiciones experimentales distintas puede 
tener distintos significados. 
Las ondas lentas u ondas delta, con una frecuencia principal de menos de 4 
Hz se suelen observar durante las fases III y IV del sueño en el adulto (Amizca y 
Steriade, 1998). Su alteración durante el sueño podría ser indicativa de algún 
trastorno del mismo. Así mismo, su presencia focalizada en otros contextos podrían 
indicar algún tipo de patología cerebral aunque en algunas circunstancias se 
pueden observar como por ejemplo en adolescentes, en regiones occipitales o en 
personas mayores en regiones temporales. 
La actividad theta consiste en ondulaciones de pequeña amplitud y una 
frecuencia principal entre los 4 y los 7 Hz. Esta actividad se ha asociado con el 
hipocampo, por lo tanto con la consolidación de la memoria a largo plazo (Steriade 
et al. 1990; Vertes, 2005). También se puede encontrar en la actividad cortical, 
donde puede asociarse a procesos de meditación  o aletargamiento. En el adulto 
despierto se encuentra de manera más evidente en las derivaciones de la línea 
media y temporales. También suele ser simétrica y su focalidad puede indicar 
alguna anomalía. Específicamente el ritmo theta se ha asociado a la organización 
de eventos en la memoria de trabajo (Raghavachari et al., 2001). 
 En estado de reposo con los ojos cerrados o en ausencia de atención visual, 
los registros exhiben un comportamiento periódico con una frecuencia 
predominante de entre 8 y 12 Hz localizado sobre todo en la región occipital. Este 
fue el primer ritmo clasificado por su frecuencia principal y se denominó como ritmo 
alpha, característico en principio del sistema visual en reposo aunque se ha llegado 
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a considerar como el ritmo de fondo principal del EEG normal del adulto en vigilia. 
(Rowan y Tolunsky, 2004), con un máximo de amplitud en la región occipital 
(corteza visual) pudiéndose registrar también en regiones centrales y temporales. 
Se ha hallado que este ritmo podría tener origen en la interacción entre el tálamo y 
la corteza (Lopes da Silva 1991; Steriade et al. 1990). El ritmo alpha suele ser más 
o menos simétrico pero a veces se registra una amplitud mayor en el hemisferio no 
dominante, ya que se supone que éste al tener una menor cantidad de tareas que 
ejecutar presenta mayor ritmo de fondo. Una pequeña diferencia puede ser un 
hallazgo normal pero una gran asimetría podría revelar alguna patología. También 
se han detectado señales con frecuencia alpha en registros de la corteza pre frontal 
durante la realización de tareas como la atención y la memoria de trabajo (Jensen 
et al., 2002). 
El ritmo beta se caracteriza por oscilaciones de pequeña amplitud y 
frecuencia principal alrededor de 20 ciclos /s. Entre 14 y 20 el ritmo beta inferior y 
entre 20 y 30 el ritmo superior. Esta onda es menos intensa durante los 
movimientos y aumenta cuando cesan. También se ha registrado de fondo en 
algunas localizaciones. La máxima amplitud se suele observar en las regiones 
fronto centrales. Al contrario que el ritmo alpha, no responde a la apertura de los 
párpados. La actividad beta aumenta tras la administración de diferentes fármacos 
como barbitúricos o benzodiacepinas. La potencia de la banda beta en el EEG se 
ha relacionado también  con la atención o actividad mental intensa (Diego et al., 
2004; Fuster, 2009; Mesulam, 2012). 
El conocido como ritmo mu, de características similares al ritmo alfa se se 
encuentra en las derivaciones centrales y se atenúa antes de iniciar un movimiento 
(Buzsáki, 2006; Niedermeyer, 2005), estando por tanto más relacionado con 
procesos motores. 
 El ritmo γ se sitúa alrededor de los 32 Hz y se considera generalmente un 
inductor de actividad en respuesta a un estímulo sensitivo (Singer, 1993). En los 
seres humanos, la actividad γ ha sido registrada en la corteza motora (Mima et al., 
2000b), visual (Tallon-Baudry y Bertrand, 1999) y auditiva (Pantev et al., 1991). Se 
considera que esta actividad tiene un papel en la percepción sensorial en diversas 
modalidades y ha sido asociada a la atención (Herrman et al., 2004). Se piensa 
también que tiene un papel en la codificación temporal del control motor, facilitando 
la sincronización cortico muscular (Brown et al., 1998; Mima et al., 2000b). Además 
se piensa que la actividad γ está relacionada con los procesos cognitivos, tal y 
como se ha observado tanto en estado de alerta como de sueño en humanos 
(Llinás y Ribary, 1993). En general se piensa que las oscilaciones de frecuencias 
bajas responden a la sincronización de neuronas en amplias regiones mientras que 
cuanto más alta es la frecuencia más responde a fenómenos locales (Buzsáki y 
Draguhn., 2004). 
A pesar de que el análisis frecuencial ha permitido un desarrollo importante 
de la neurociencia, hoy en día resulta muy interesante emplear otros métodos 
(Amizca y Steriade, 1998), por ejemplo estudiar la conectividad entre las distintas 
regiones de la corteza cerebral empleando el EEG. En el siguiente apartado se 
explica en qué consiste y qué técnicas se utilizan para ello. 
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1.3 ESTUDIO DE LA CONECTIVIDAD 
 
 Al reflexionar sobre el concepto de conectividad, es natural 
pensar en dos o más entidades que comparten o han compartido 
alguna característica. Conectividad puede interpretarse, en el contexto 
de un sistema constituido por elementos discretos que se relacionan 
entre sí como el estudio de la naturaleza y distribución de dichas 
relaciones o conexiones.  
 Un ejemplo cotidiano podría surgir del estudio de la red de 
amistades de un determinado grupo humano, en la cual se podría 
caracterizar el tipo e intensidad de las relaciones y la topología o 
manera en la que estas se distribuyen en el grupo de personas. 
  En la siguiente sección se explican los tipos de conectividad 
que se estudian en neurociencia y se introducen los métodos de 
medida más habituales. 
 
 
1.3.1 Conectividad funcional y efectiva 
 
 Si se estudia el sistema nervioso en la escala más pequeña que la biología 
permite, aparecen distintas células de entre las cuales las neuronas tienen un papel 
importante en el transporte de información. Éstas, tal y como se ha apuntado en el 
segundo apartado de este capítulo se encuentran conectadas unas a las otras y la 
información se transporta a lo largo de todo el sistema nervioso.  
La conectividad anatómica se encarga de localizar las conexiones entre 
neuronas o tractos de materia blanca. La tractografía (Mori  y van Zijl, 2002) emplea 
diversas técnicas para encontrar estas fibras o tractos, constituidas principalmente 
por los ya mentados axones recubiertos de mielina, los cuales transmiten el 
potencial de acción y lo propagan a las dendritas de otras neuronas mediante las 
sinapsis tal y como se ha explicado anteriormente. 
Tradicionalmente se pensaba que el cerebro poseía áreas específicamente 
dedicadas a resolver distintas tareas cognitivas de manera independiente. Los 
trabajos de Ramón y Cajal (Cajal, 1888) ponen de manifiesto que en verdad las 
tareas se distribuyen en una compleja maraña de distintas localizaciones 
anatómicas que funcionan de manera coordinada.  
La conectividad funcional (Friston et al., 1993; Maestú et al., 2015; Niso et 
al., 2013; Pereda et al., 2005; Thatcher et al., 2004) busca la existencia de 
relaciones entre la actividad de las diferentes áreas, registradas mediante técnicas 
como la electroencefalografía (EEG), magneto encefalografía (MEG) o resonancia 
magnética funcional (fMRI). A diferencia de la conectividad anatómica, la funcional 
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puede variar a lo largo del tiempo ya que para cada actividad pueden establecerse 
distintas comunicaciones entre las poblaciones neuronales. 
Cada área registrada con una de estas técnicas incluye millones de 
neuronas y recoge su actividad conjunta, tal y como se ha apuntado en el apartado 
anterior para la EEG. Por lo tanto se puede estudiar si las actividades conjuntas de 
dos o más regiones tienen alguna relación, la cual podría indicar cierto grado de 
colaboración entre las poblaciones neuronales de esas regiones cerebrales a pesar 
de no estar directamente conectadas. La conectividad efectiva (Friston et al., 1993; 
Granger, 1969; Niso et al., 2013) intenta ir más allá y trata de indagar sobre el 
sentido en el que viaja la información, en el contexto de “causa  y efecto”. Qué 
población de neuronas está enviando información hacia qué otra y por tanto 
modulando su actividad. En esencia: estas estrategias permiten averiguar qué 
componentes del sistema nervioso se coordinan en la realización de una tarea 
concreta, obteniendo información acerca de sus funciones básicas. 
La conectividad se puede calcular entre una pareja o conjunto de señales en 
su totalidad, o bien se pueden dividir éstas en ventanas relacionadas con algún 
evento relevante de un experimento concreto y promediarlos para obtener la 
conectividad funcional o efectiva relativa a eventos. Esta ha sido la aproximación 
aquí utilizada para calcular la conectividad funcional (Fogelson et al., 2013; Li et al., 
2011; Wang et al., 2015). También se pueden dividir las señales a estudiar en 
ventanas que respondan a distintas fases de un proceso y así estudiar la evolución 
de la conectividad a lo largo de las mismas (Del Percio, 2010). 
 
1.3.2 Identificación de las conexiones. Algoritmos de conectividad 
 
 Para construir métodos de medida de la conectividad de un sistema de 
EEG, es necesario pensar qué características pueden presentar dichas señales y, 
una vez identificadas éstas buscar las distintas maneras en las que pueden 
relacionarse. Se hace por tanto necesario en esta reflexión repasar la naturaleza de 
estas señales. Como se ha apuntado con anterioridad, cada canal del EEG registra 
la suma de la actividad eléctrica, principalmente post sináptica de una serie de 
neuronas de la corteza cerebral. Lo que se mide es el potencial de campo eléctrico 
en una localización del cuero cabelludo con respecto a otro electrodo o a un punto 
más o menos neutro en carga, por lo tanto una tensión eléctrica que será 
proporcional a las cargas que manejan las neuronas corticales. Para cada instante 
de tiempo en el que se registra se obtiene una tensión diferente. La señal de cada 
electrodo consiste en una tensión en función del tiempo. 
 Quizás uno de los casos más extremos de conectividad entre dos o más 
señales sea que todas repitan valor por valor en todo su transcurso temporal. Ésta 
sería una conectividad total en el dominio temporal, las señales estarían totalmente 
sincronizadas. Si las señales repiten los mismos valores a lo largo del tiempo pero 
proporcionales a una cantidad constante y quizás con una diferencia también 
constante entre ellos se podría hablar de conectividad lineal en el dominio temporal. 
Una relación lineal siempre se puede conocer en su totalidad conociendo un par 
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valores de la misma. Los efectos son proporcionales a las causas. Toda relación 
que no siga esta descripción rectilínea entre sus factores se denomina no lineal. La 
no linealidad ocupa un espectro muy amplio: una relación exponencial, armónica, 
relaciones con memoria de estados anteriores u otras. 
Debido a la naturaleza oscilatoria de los procesos neuronales (generación y 
transmisión periódicas de los potenciales de acción) puesta en relieve en el 
subapartado 2.3 de este capítulo es posible definir medidas de conectividad en el 
dominio de la frecuencia. Si se transforma la señal a este dominio también allí se 
pueden buscar relaciones entre las amplitudes o fases de cada una de las 
frecuencias de las señales o de una determinada banda. Para estudiar la 
conectividad efectiva es necesario buscar relaciones que presenten un retardo 
temporal o de fase que justifique la causalidad relativa de una señal sobre la otra.  
A día de hoy existen en la literatura científica numerosos algoritmos para 
detectar conectividad a partir de los registros electrofisiológicos, cada uno centrado 
en buscar un tipo de relación particular. (Lithari et al., 2011; Niso et al., 2013; 
Pereda et al., 2005). A continuación se repasan brevemente los más importantes. 
 Una medida clásica de conectividad funcional lineal en el dominio del tiempo 
es el coeficiente de correlación de Pearson. Éste se define como el cociente entre 
el producto de varianzas y la covarianza de las dos señales. Esta medida calcula lo 
cerca que está un sistema de que sus varianzas y covarianzas sean iguales. Esa 
condición da lugar al máximo coeficiente, 1 e indica un hecho lineal, de ahí la 
clasificación de la medida, ya que si dicha condición se da  los valores altos de 
primer sistema corresponden a valores altos del segundo en una proporción 
idéntica que los valores bajos del primero corresponden a bajos del segundo. Esta 
medida también puede llegar a valer -1 indicando una correlación lineal inversa. Si 
vale 0 significa que la medida no detecta ninguna correlación lineal tal y como se ha 
definido entre las señales. Se trata de una medida muy básica, habiendo sido 
mucho más empleada la correlación cruzada, la cual incorpora un parámetro en el 
que se elige el desfase temporal en el cual se quiere probar la correlación. 
En el dominio de la frecuencia, una medida de conectividad lineal es la 
coherencia (Fries, 2005; Nunez, 1997). En primer lugar es necesario obtener las 
características frecuenciales de la señal. La transformada de Fourier ofrece una 
descomposición de la misma en una serie de frecuencias fundamentales, cada una 
con su amplitud y su fase. Si se desea realizar esta descomposición en una señal 
no estacionaria a lo largo del tiempo, la alternativa es emplear la teoría de 
ondículas. 
La coherencia se define, para una frecuencia fundamental dada como la 
función de densidad espectral de potencia cruzada de las señales a analizar 
evaluada en dicha frecuencia dividida entre la raíz del producto de las densidades 
individuales, también evaluadas en dicha frecuencia. La densidad espectral de 
potencia de una señal es un conjunto de valores que representa la amplitud al 
cuadrado correspondiente a cada frecuencia fundamental en la que se puede 
descomponer. La densidad de potencia espectral cruzada de dos señales se 




Se trata por lo tanto de estimar si existe o no relación lineal entre las 
amplitudes o potencias de la frecuencia que se evalúa en las señales estudiadas. 
Está también acotada entre -1 y 1, teniendo los extremos idéntico significado que 
en la correlación anterior. Es notorio que la definición es muy similar al coeficiente 
de correlación pero empleando potencias asociadas a una frecuencia fundamental 
en lugar de las varianzas. Si se desease estimar la coherencia en un rango de 
frecuencias se podría estimar la coherencia de las frecuencias disponibles en ese 
intervalo y hacer una media simple o ponderada de alguna manera. 
Es posible que las amplitudes no estén relacionadas para una frecuencia o 
banda dadas pero exista en cambio alguna relación entre las fases. En la literatura 
ha interesado más buscar relaciones de fase instantánea y basadas en cómo se 
distribuyen éstas. La primera restricción hace que se tenga que acudir a la 
transformada de ondículas para transformar la señal al dominio de la frecuencia o 
recurrir a la conocida como señal analítica (Stam et al., 2007) para extraer las fases 
y la segunda lleva a definir medidas no lineales. 
La determinación de las fases de la señal tiene una incertidumbre de un 
período, por lo tanto lo realmente interesante es la diferencia de fases. Se 
introducen a continuación un par de medidas de conectividad centradas en 
determinadas relaciones de fase. El acoplamiento de fase o “phase locking value” 
consiste en promediar a lo largo de toda la señal los valores de la diferencia de 
fase. Si éstos tienen una distribución uniforme sobre todos los posibles valores, a 
saber entre 0 y 2 pi si se habla de un ciclo en radianes la fórmula de la PLV dará 
lugar a un valor bajo. Si por el contrario la diferencia de fase a lo largo de la 
evolución de la señal se mantiene estable en pocos valores presentando una 
varianza relativamente pequeña, el índice PLV será más alto. Se encuentra acotado 
entre 0 y 1 aunque el valor 1 correspondería a una diferencia de fase constante a lo 
largo de toda la señal (una relación lineal aunque la medida no lo es en su 
aplicación). Como se puede observar, se tiene en cuenta la diferencia de fase en un 
sentido probabilístico y no estricto de que se mantenga constante. (Lachaux et al., 
1999) 
El índice de retardo de fase o “phase lag index” es otra medida no lineal de 
conectividad basada en la diferencia de fases. A diferencia de la anterior esta 
medida descarta los efectos de las diferencias de fase centradas en un ciclo o ciclo 
y medio, estando éstas supuestamente asociadas a problemas de conducción 
volumétrica. Tiene la desventaja de que pequeñas perturbaciones pueden anular la 
medida. Está igualmente acotada entre 0 y 1. (Stam et al., 2007). 
Existen también medidas de conectividad más complejas como son las 
basadas en la teoría de la información y las medidas de sincronización 
generalizada. La teoría de la información define y mide el mensaje que transmite 
una señal en función de probabilidad y entropía, estudiando sus relaciones 
conjuntas en el caso de dos o más señales. La entropía en este contexto se define 
como la cantidad mínima de información que, dado un determinado código se 
puede emplear para codificar un mensaje. (Cover y Thomas, 2006). 
Los métodos construidos bajo esta teoría son métodos muy potentes 
capaces de encontrar relaciones lineales, no lineales, en el tiempo, en fase o en 
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amplitud. La razón de por qué su uso no está tan extendido como a priori pudiese 
pensarse es que el cálculo de las entropías necesita de la estimación de la 
densidad de probabilidades de las señales, algo complejo. Como ejemplos de este 
tipo de medidas cabe citar la información mutua  (Kantz y Schreiber, 1997) y la 
entropía de transferencia, estando esta última preparada para detectar conectividad 
efectiva (Marrelec et al., 2006; Schreiber 2000). 
La conectividad en un sentido generalizado se ha definido durante el estudio 
de la sincronización de sistemas caóticos (Kaplan y Glass, 1995; Lillekjendle et al., 
1994; Strogatz, 1994) como la existencia de una relación funcional determinada 
entre sus espacios de fase (Abarbanel et al., 1996; Hramov y Koronovskii; Kantz y 
Schreiber, 1997; Pikovsky et al., 2001; Schiff et al., 1996; 2005). Este tipo de 
señales y su manera de interactuar han demostrado constituír un modelo útil para 
estudiar la actividad neuronal (Elson et al, 1988). 
El índice “synchronization likelihood” ha demostrado en varios estudios ser 
una herramienta válida para detectar relaciones tanto lineales como no lineales en 
el EEG (Dumont et al., 2004; Li et al., 2011; Micheloyannis et al., 2006; Montez, 
2006; Mumtaz et al., 2017; Niso et al., 2013; Pijnenburg, 2004; Posthuma et al., 
2005; Rosales et al., 2014; Rubinov et al., 2009; Stam et al., 2003; Stam et al., 
2006; Stam et al., 2007; Stam y de Bruin, 2004). Ha sido por tanto el candidato 
escogido para utilizar en los estudios de esta tesis, se explicará con detalle en el 
sub apartado 4.4 del segundo capítulo. Los análisis parciales y multivariados tienen 
la ventaja de controlar los fenómenos de conducción volumétrica aunque, como ya 
se ha apuntado éstos se reducen si se emplean algoritmos específicos como el 
usado en esta tesis. En la siguiente tabla se muestra un resumen de las principales 
medidas de conectividad funcional utilizadas en la literatura científica. 
 
Tabla 1. Resumen de algunas medidas de conectividad. Adaptado de Niso et al., 2013 




Efectiva Normalizada Detección 
de enlaces 
indirectos 
Correlación Tiempo Lineal No Sí No 
Coherencia Frecuencia Lineal No Sí No 
Acoplamiento de 
fase 
Frecuencia No lineal No No No 
Índice de retardo 
de fase 
Frecuencia No lineal No No No 
Información 
mútua 
Teoría de la 
información 
No lineal No No No 
Entropía de 
transferencia 
Teoría de la 
información 





No lineal No Sí No 
Causalidad de 
Granger 
Tiempo Lineal Sí No No 
Coherencia 
parcial directa 
Frecuencia Lineal Sí No Sí 
 Para concluir esta sección es interesante resaltar que las posibilidades de 
análisis de las señales tanto de 
alta resolución temporal. El número de medidas de conectivid
como efectiva para M/EEG no ha hecho más que aumentar en los últimos años.
 
1.3.3 Caracterización de la red. Teoría de grafos
  
 Se entiende por grafo una colección de elementos o nodos conectados o 
relacionados entre sí mediante aristas
y sentido de esa relación. A partir de las bases sentadas por Euler en el siglo XVIII 
se inició el estudio sistemático de las redes o grafos. 
con anterioridad en otras disciplinas, co
sociales y recientemente se ha empezado a aplicar al estudio de la conectividad 
funcional y efectiva (Stam y Reijneveld, 2007; Stam y van Straaten. 2012
Strogatz, 1998). Se ha utilizado con señales procedent
(magnetoencefalografía), fMRI (resonancia magnética funcional) y EEG (
Sporns, 2009; Fogelson et al., 2013; He y Evans, 2010; Stam et al., 2007; 
Reijnveld, 2007; Stam y van Straaten, 2012;
 En la escala en la q
algoritmo de conectividad como los citados anteriormente se puede estudiar la 
conectividad funcional o efectiva como un grafo en el cual los nodos serían los 
distintos grupos neuronales registrados por 
el nivel conectividad (Rubinov y Sporns, 2010).
utilizadas, los grafos se pueden definir de mayor a menor complejidad desde 
conexiones con pesos y sentidos a conexiones binarias simétric
figura se puede visualizar un ejemplo de las relaciones propuestas. De izquierda a 
derecha: grafo con pesos y sentidos, grafo con pesos sin sentidos, grafo sin pesos 




Los grafos con pesos y sentidos pueden representar medidas de 
conectividad efectiva, empleando los sentidos para ilustrar la relación causa efecto 
y los pesos para la intensidad de la conectividad. La conectividad funcion
quedaría por tanto representada por los grafos con pesos sin sentidos
EEG como de MEG son muy amplias debido a su 
ad tanto funcional 
 
 que representan una determinada intensidad 
 Este enfoque se ha aplicado 
mo por ejemplo para el estudio de redes 
 Tan et al., 2013). 
ue registra un EEG convencional, una vez aplicado un  
cada electrodo y las aristas describirían 
 Según el tipo de conexiones 
as. En la siguiente 
 
7. Ilustración de los 4 tipos de grafo explicados 
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; Watts y 








Los dos últimos casos de grafos sin pesos o binarios no suelen representar 
directamente medidas de conectividad porque éstas como ya se ha explicado están 
generalmente diseñadas para devolver un rango de valores representando 
fracciones de la medida entre el todo y la nada, indicando cuánto se acercan las 
señales al modelo que propone la medida en cuestión. 
Una ventaja de analizar la conectividad bajo el enfoque de la teoría de 
grafos es que éstos pueden ser caracterizados mediante determinadas medidas 
que atienden a su topología, es decir a cómo se organizan sus conexiones 
obteniendo así números representativos que se pueden comparar entre sí. Las 
redes de conectividad entran dentro de las llamadas redes complejas, ya que estas 
pueden exhibir patrones típicos de conectividad, regiones de diferente densidad de 
conexiones, nodos de alta conectividad o “hubs”, una estructura de rutas directas 
entre nodos distantes u otras medidas, respondiendo todo ello a la función 
igualmente compleja a la que representan. 
Como medidas básicas de un grafo se pueden citar: la conectividad 
promedio, el aglutinamiento promedio y el camino mínimo promedio (Bullmore y 
Sporns, 2009; Rubinov y Sporns, 2010; Stam et al., 2007; Stam y van Straaten, 
2012). La conectividad promedio o “grado” de un grafo (K) se calcula promediando . 
El coeficiente de aglutinamiento (mcc) promedio representa la probabilidad de que 
los vecinos de un nodo o nodos adyacentes estén a su vez conectados entre sí, 
formando patrones triangulares de conectividad. Cuanto más se dé ese esquema 
más alto será este coeficiente. El camino mínimo promedio (mpl) es el número de 
rutas mínimas que pasan por cada nodo promediado para todas las parejas de 
nodos de la red (origen/destino). Una ruta mínima entre dos nodos es aquélla que 
tiene menor peso acumulado asociado en grafos con pesos o menor número de 
conexiones en grafos binarios. En este sentido se ha propuesto que la arquitectura 
funcional del cerebro se rige por dos principios, segregación (mpl) e integración 
(mcc) (Zeki y Shipp, 1988), correspondientes a las medidas que se acaban de citar. 
La integración describe un funcionamiento altamente paralelizado y la segregación 
propone la existencia de conexiones directas entre núcleos distantes. 
Existen además otra serie de medidas que se emplean por ejemplo para 
detectar nodos principales o “hubs” como aquéllos que participan en un alto número 
de rutas mínimas, otras enfocadas a detectar motivos o patrones de conexiones 
determinado, la detección de zonas independientes en la red, u otras. Se han 
definido variantes de las 3 medidas básicas explicadas anteriormente que, 
basándose en distintas estructuras buscan medir propiedades similares. Estas 
medidas pueden definirse para grafos binarios y grafos con pesos. Los grafos 
binarios tienen su aplicación cuando se quiere reducir la información y considerar 
únicamente la existencia o no existencia de una conexión, eliminando así una parte 
importante de ruido. 
Para esto se suele considerar un umbral determinado a partir del cual las 
conexiones se consideran suficientemente fuertes para no ser debidas a ruido o 
cualquier otro efecto. Algunas opciones que se han propuesto han sido eliminar el 
5% de las conexiones más débiles (Rubinov et al. 2009), descartar conexiones de 
menor a mayor intensidad hasta alcanzar una determinada conectividad promedio 
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(Kramer et al., 2008) o bien descartarlas hasta que quede algún nodo desconectado 
(Basset y Bullmore, 2017).  
Las medidas topológicas de este tipo de grafos binarios son más sencillas 
de calcular. Además responden a una topología fija, mientras que al tener en 
cuenta la intensidad de las conexiones en las aristas la distribución de pesos en la 
misma topología haría variar estas medidas, habiendo información que no se 
representa de manera clara. En la siguiente tabla se resumen las medidas 
topológicas que se acaban de describir. 
Tabla 2. Principales medidas topológicas basadas en la teoría de grafos. 
Medida topológica Característica que mide Formulación 




























M Número de nodos del grafo 
𝐤𝐢 Grado del nodo i o cantidad de conexiones que lo atraviesan 
𝐄𝐢 Número de conexiones entre los vecinos del nodo i. Se consideran vecinos a los nodos que están 
conectados mediante una única arista (sea del valor que sea) 
𝐝𝐢𝐣 Ruta de mínimo valor acumulado entre el nodo i y el nodo j 
 
Una vez se han obtenido las medidas que caracterizan los grafos asociados 
a la conectividad el siguiente paso es comparar esos números entre los distintos 
sujetos o distintos grupos de sujetos para poder utilizarlos como marcadores 
diagnósticos asociados a la técnica de medida que se ha empleado, EEG en el 
caso de los proyectos de esta tesis. En primer lugar, para comparar los grafos es 
necesario que las técnicas de imagen y las medidas de conectividad empleadas 
hayan sido las mismas.  
Las medidas topológicas expuestas, coeficiente de aglutinamiento y camino 
mínimo promedio dependen del número de nodos de la red y de la intensidad de las 
conexiones, en definitiva del grado de la misma (Van Wijk et al. 2010). Que el 
número de nodos de las redes que se comparan sea el mismo es un requisito 
sencillo de salvar utilizando el mismo número de electrodos en las medidas y 
tratando de que el ruido no enmascare ninguno de ellos en un sujeto particular. La 
conectividad promedio es algo más complicada de equiparar. Varias soluciones se 
han propuesto en la literatura. La más inmediata es buscar un umbral en cada red 
de las que se compara tal que conduzca al mismo número de conexiones promedio, 
eliminando las que no superen dicho umbral. 
56 
 
Generalmente, en el proceso de aplicación del umbral se pasa a trabajar 
con redes binarias. Aunque, como se acaba de apuntar la binarización de las redes 
ha demostrado ser beneficiosa para eliminar ruido y poder definir medidas 
topológicas más sencillas, al proceder de esta manera se corre el riesgo de estar 
eliminando también información importante (VanWick et al., 2010) en alguna red 
con el único pretexto de comparar sus medidas con las de otra logrando una 
determinada conectividad promedio.  
Por lo tanto esta solución tiene el inconveniente de no controlar muy bien la 
información que se está perdiendo en cada red. En los trabajos de esta tesis se ha 
utilizado una modificación de esta aproximación que pretende reducir la 
incertidumbre de la misma. Se explicará en la sección de material y métodos. 
Recientemente también se ha propuesto trabajar directamente con redes con pesos 
bajo determinadas transformaciones (Colon-Pérez et al., 2016). 
Otro método que se ha usado para solventar este problema es el uso del 
conocido como árbol de expansión mínima (Tewarie et al., 2014). Esto consiste en 
generar a partir de cada red una subred que conecte al mayor número de nodos 
posible sin formar ningún bucle y formando un único componente conexo. Sobre 
dicho árbol se pueden definir una serie de medidas como son el diámetro del árbol 
o la fracción de hojas que miden características similares a las que ya se han 
explicado.  
También se han intentado estandarizar las medidas comparándolas con las 
de otras redes generadas aleatoriamente. Esto lleva a la descripción de los distintos 
tipos de grafos que se han estudiado en la literatura científica y la formulación de 
modelos que los generan. En primer lugar se presentan las redes regulares como 
aquéllas que presentan conexiones ordenadas, teniendo por tanto un alto 
coeficiente de aglutinamiento promedio y un camino mínimo promedio alta. Por lo 
tanto es sencillo transportar información entre nodos vecinos pero por el contrario la 
comunicación entre nodos distantes resulta complicada.  
Un ejemplo de este tipo de grafo se puede visualizar como un conjunto de 
nodos dispuestos en forma de anillo en el cual cada nodo está conectado 
directamente con los vecino más próximos en la circunferencia, 2 en un sentido y 2 
en el otro. Está claro que definiendo una red de esa manera las conexiones que 
excedan la distancia circunferencial de 2n nodos deben hacer “escala” n veces en 
nodos intermedios.  
Si a partir de la red regular se varía aleatoriamente cada conexión con una 
cierta probabilidad, si ésta vale 1 se generarán redes aleatorias que en general 
tendrán un bajo coeficiente de aglutinamiento promedio y un camino mínimo 
promedio también bajo. Será por tanto una red poco cohesionada en la cual es 
relativamente sencillo compartir información entre nodos distantes. Se han 
propuesto también otros algoritmos más generales para la generación de redes 
aleatorias (Erdos y Renyi, 1959). 
Para valores intermedios de probabilidad, el procedimiento anteriormente 
explicado da lugar a las redes denominadas de pequeño mundo o “small world 
networks”. Poseen un coeficiente de aglutinamiento relativamente alto, por lo que 
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existe información compartida a escalas locales y un camino mínimo promedio 
relativamente baja, haciendo que no sea complicado que la información viaje entre 
nodos muy distantes en pocos movimientos, por lo que son altamente eficientes en 
términos de procesamiento de información. (Bullmore y Sporns, 2009; Stam et al., 
2007; Stam y van Straaten, 2012; Watts y Strogatz, 1998). 
Este tipo de redes se han encontrado por ejemplo en la estructura de las 
relaciones inter personales, estando dos personas desconocidas relacionadas 
mediante pocos intermediarios (camino mínimo promedio bajo) y formando cada 
uno grupos relativamente grandes de conocidos de primer grado (coeficiente de 
aglutinamiento promedio alto) (Milgram, 1967). 
Son además resistentes a problemas aleatorios que puedan ocurrir en la red 
ya que existen varias rutas alternativas para moverse entre regiones lejanas, 
aunque son sensibles al ataque de determinados nodos de manera selectiva 
(Bullmore y Sporns, 2009; Stam et al., 2007; Stam y van Straaten, 2012; Watts y 
Strozgart, 1998). Estas características fueron halladas en la red de distribución 
eléctrica del oeste los Estados Unidos y, en su aplicación neurológica se ha 
encontrado en la  conectividad anatómica del sistema nervioso de un gusano, el 
nematodo Caenorhabditis elegans (Achacoso, 1992).  
Existen estudios en la literatura que sugieren que las redes funcionales del 
cerebro humano poseen propiedades de pequeño mundo, y que éstas se ven 
alteradas en varias enfermedades neurológicas y psiquiátricas como por ejemplo en 
la enfermedad de Alzheimer, epilepsia, esquizofrenia, depresión y autismo (Barttfeld 
et al., 2011; Bullmore y Sporns, 2009; Cao y Slobounov, 2010; Fogelson et al., 
2013; Leistedt et al., 2009; Liao et al., 2010; Rubinov et al., 2009; Stam et al., 2007). 
En la línea de la comparación entre grafos se han propuesto maneras de 
estandarizar las medidas anteriormente citadas, el coeficiente de aglutinamiento y 
el camino mínimo promedios de una red dividiéndolas entre las medidas que surgen 
de generar una red aleatoria con el mismo número de nodos y el mismo grado. 
(Colon-Pérez et al., 2016; Maslov y Sneppen 2002). De esta manera se han 
definido el valor γ como el coeficiente de aglutinamiento promedio de la red que se 
mide dividido entre el de la red aleatoria asociada y el valor λ realizando el mismo 











Tabla 3. Medidas topológicas relativas a redes aleatorias equivalentes 
Medida topológica Característica que mide Formulación 
Coeficiente de aglutinamiento 
promedio relativa a una red 
aleatoria equivalente 





Camino mínimo promedio 








Cc Coeficiente de aglutinamiento promedio 
𝐂𝐜𝐫𝐚𝐧𝐝𝐨𝐦 Coeficiente de aglutinamiento promedio de una red aleatoria con el mismo número de nodos y el 
mismo grado que la que se mide 
𝐌𝐩𝐥 Camino mínimo promedio  
𝐌𝐩𝐥𝐫𝐚𝐧𝐝𝐨𝐦 Camino mínimo promedio de la una red aleatoria con el mismo número de nodos y el mismo 
grado que la que se mide 
 
A partir del cociente swf =  ఊ
ఒ
 conocido como coeficiente de pequeño mundo 
es posible estimar si una red presenta esta característica. Las redes caracterizables 
como de pequeño mundo tienen un coeficiente de aglutinamiento promedio mayor  
𝛾 > 1 y 𝜆 = 1 por lo que el swf deberá ser > 1 en una red de pequeño mundo. Esta 
estandarización de las medidas continúa presentando una dependencia con el 
número de nodos y con el grado. El problema de la comparación entre  grafos no es 
sencillo y ningún método ha resultado totalmente satisfactorio (Zalesky et al., 2010). 
 
 
1.4 PROCESAMIENTO CONTEXTUAL EN PACIENTES 
DE PARKINSON 
 
La enfermedad de Parkinson, “Parkinson disease” (PD) es la 
segunda enfermedad neurodegenerativa más común en la actualidad 
después de la enfermedad de Alzheimer y la primera entre las 
asociadas con trastornos motores (de Lau y Breteler, 2006). 
A parte de su característica clínica motora también causa 
desordenes cognitivos, afectando entre otros aspectos al 
procesamiento contextual. Inicialmente se trata de alteraciones leves, 
acentuándose éstas a medida que se desarrolla la enfermedad 




La PD fue descrita por primera vez en 1817 por James Parkinson 
(Parkinson, 1817) bajo la definición de “parálisis agitante”. Desde un punto de vista 
fisiopatológico la PD está caracterizada por la degeneración de las neuronas 
dopaminérgicas de la parte compacta de la substancia negra (Halliday et al., 2011), 
situada en el mesencéfalo (Herrero et al., 2002), la cual proporciona dopamina a los 
circuitos de los ganglios basales. Éstos son núcleos de materia gris distribuidos 
entre el mesencéfalo y el diencéfalo que juegan un papel importante en el control 
motor.  
El núcleo caudado y el putamen son dos regiones de los ganglios basales 
que utilizan la dopamina como neurotransmisor inhibidor; por lo tanto la carencia de 
la misma que se produce en la PD provocaría un desequilibrio funcional en éstas 
potenciando la conocida como vía indirecta con respecto a la directa y por lo tanto 
una alteración de los sistemas de control motor corticales (Guyton y Hall, 2011; 
Obeso et al., 2000). También aparecen inclusiones intra citoplásmicas conocidas 
como cuerpos de Lewy, conteniendo fundamentalmente la proteína alfa sinucleína 
afectando a las neuronas supervivientes, pudiendo también encontrarse estas 
lesiones en células del tálamo o la corteza cerebral (Gibb y Lees, 1988). 
La enfermedad cursa principalmente con disfunción motora incluyendo 
temblor de reposo, bradicinesia, rigidez, alteraciones de la marcha y fracaso de los 
reflejos posturales (Brown et al., 1984; Jankovic, 2008), pudiendo llegar los 
pacientes a congelarse en pleno movimiento. Esta patología afecta en mayor 
medida a hombres y la edad promedio de inicio se sitúa alrededor de los 60 años 
(Wirdefeld et al., 2011) aunque también se han dado casos en la segunda o tercera 
décadas de la vida.  
Con frecuencia los individuos de mayor edad desarrollan demencia en las 
etapas finales de la enfermedad (Brown y Marsden, 1984; Tison et al., 1995). No 
obstante, antes de llegar al deterioro severo la enfermedad de Parkinson ha sido 
asociada con una serie de problemas cognitivos, principalmente de las funciones 
ejecutivas (Brown y Marsden, 1990; Kulisevsky, 2000; Owen, 2004; Taylor y Saint-
Cyr, 1995), teniendo por lo tanto problemas para elaborar comportamientos 
orientados a un objetivo (Kulisevsky, 2000). La manipulación de información en la 
memoria de trabajo se ve también afectada (Gabrieli et al., 1996; Lewis et al., 
2003a, 2003b, 2005). Las redes que conectan el lóbulo frontal con el núcleo 
estriado se han relacionado con estos déficits en la memoria de trabajo en los 
pacientes de PD (Lewis et al., 2003a; Lewis et al., 2003b; Taylor y Saint-Cyr, 1995; 
Sawamoto et al. 2008).  
Los pacientes de PD han demostrado tener también problemas para la 
utilización del contexto temporal (Harrington et al., 2010; Praamstra y Pope, 2007), 
teniendo dificultades en la noción del tiempo y en el manejo de información interna 
(Brown y Marsden, 1988; Dominey et al., 1995), para conmutar entre distintas 
tareas y para la inhibición de estímulos distractorios. La información interna es la 
codificación a nivel cortical de eventos sin realización motora, usados para 
seleccionar la acción que finalmente se ejecuta a través de los ganglios basales y el 
tálamo además para guiar transiciones entre distintas acciones. 
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La información contextual, como ya se ha apuntado con anterioridad se 
considera una forma de memoria de trabajo, por lo tanto esto hace sospechar que 
la PD puede tener impacto en el procesamiento contextual. Se ha demostrado que 
estos pacientes tienen dificultades para generar información predictiva a partir del 
entorno (Taylor y Saint - Cyr, 1995). Estos déficits podrían estar relacionados con 
un acoplamiento excesivo de los circuitos fronto estriados (Fogelson et al., 2006; 
Litvak, 2011). 
Un estudio anterior (Fogelson et al., 2011) utilizando potenciales de EEG 
relativos a eventos ha encontrado problemas en el procesamiento contextual de los 
pacientes de PD. Estos pacientes, realizando el paradigma experimental descrito 
con anterioridad fueron capaces de identificar una secuencia predictiva dentro de 
una serie de estímulos presentados de manera secuencial pero no fueron capaces 
de utilizarla para mejorar el desempeño de la detección del estímulo objetivo. Este 
estudio ha sido realizado de manera explícita, es decir que los pacientes habían 
sido entrenados previamente en el reconocimiento de la secuencia  
Con respecto al aprendizaje implícito, varios estudios han sugerido que los 
pacientes de PD tienen problemas con esta habilidad en contextos motores (Gobel 
et al., 2013; Meier et al., 2013; Schendan et al., 2013; Werheid et al., 2007; 
Wilkinson et al., 2009), mientras que otros han apuntado lo contrario (Mongeon et 
al., 2013, Werheid et al., 2003). En contextos no motores existen otros estudios 
apuntando a que estos pacientes tienen dificultades en la utilización del contexto de 
manera implícita (van Asselen et al., 2009), una habilidad disminuida para generar 
estrategias internas de resolución de problemas (van Spaendonck et al., 1995) así 
como déficits en el uso de pistas implícitas (te Woerd et al., 2017). Además la 
carencia de dopamina en estos sujetos se ha asociado con problemas para la 
detección de estímulos próximos en el tiempo (Slagter et al., 2016). 
Se ha propuesto que los problemas de los pacientes de PD con el 
aprendizaje implícito podrían estar relacionadas con anomalías en las redes fronto 
estriadas (Wilkinson et al., 2011). Sin embargo otros estudios han sugerido que los 
ganglios basales no tienen influencia en el aprendizaje implícito, teniendo mayor 
peso la corteza prefrontal (Meehan et al., 2011; Rostami et al., 2009) y no 
resultando estos pacientes tan afectados. Se trata de un aspecto todavía no 
resuelto y que se abordará en este trabajo. 
Con respecto a la conectividad funcional se han llevado a cabo estudios en 
reposo o en tareas motoras, hallando en el primer caso una mayor conexión entre 
regiones corticales y entre la corteza y el núcleo estriado (Litvak et al., 2011; Stam, 
2010). Un estudio anterior (Fogelson et al. 2013) del procesamiento contextual en 
pacientes de Parkinson ha estudiado la conectividad funcional de la corteza 
mediante el registro del EEG. En general se ha observado que las redes 
funcionales de los pacientes presentaban mayor aglutinamiento en la distribución 
de las conexiones corticales que las de los controles durante la observación de 
objetivos predichos y de la secuencia predictiva (ver apartado 1 del siguiente 
capítulo).  Las mayores diferencias en este sentido se han encontrado en las 
bandas alpha y theta. Ésta diferencia ha sido principalmente debida a conexiones 
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1.5 PROCESAMIENTO CONTEXTUAL EN 
DEPORTISTAS PROFESIONALES 
 
La práctica deportiva suele ser una actividad muy ligada al 
desarrollo de numerosas habilidades. Algunos deportes, como por 
ejemplo el baloncesto se desarrollan en un entorno muy activo y los 
jugadores necesitan estar constantemente tomando decisiones de 
manera rápida, empleando intensamente la memoria de trabajo y el 
procesamiento contextual. 
Otros en cambio tienen un desarrollo más lineal y requieren 
mantener la atención en un solo evento durante períodos más largos 
de tiempo. 
Muchos deportes se suelen practicar de manera intensa y 
poniendo a prueba los límites de los participantes, por lo que resulta 
de interés averiguar si su práctica conlleva una mejora en 
determinadas habilidades cognitivas, algo interesante para el 
desarrollo de estrategias terapéuticas basadas en el deporte. 
 
 
Una de las primeras preguntas al respecto de este tema puede ser si la 
actividad física realizada de manera habitual tiene alguna influencia permanente en 
alguna habilidad cognitiva.  
Estudios realizados con deportistas profesionales han demostrado 
beneficios tanto de habilidades y competencias específicas de su deporte como en 
habilidades cognitivas generales (Chaddock et al., 2011; Furley y Memmert, 2010; 
Nakata et al., 2010), existiendo por lo tanto una transferencia de habilidad desde su 
dominio a otras tareas. 
Con respecto a los efectos transitorios de la actividad física se ha 
encontrado una mejora en la capacidad de inhibición de estímulos distractorios 
mediante una mejora en la memorización de recursos de atención y también en el 
control de interferencia después de una sesión de tapiz rodante. Esto se ha 
demostrado mediante la tarea de flancos anteriormente descrita. (O´Leary et al., 
2011). El grupo de sujetos de control para esta prueba ha realizado sesiones de 
videojuegos basados en ejercicio (aquéllos que involucran actividad física), no 
habiéndose obtenido tal mejora. Una explicación puede residir en que el tapiz 
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rodante, siendo una tarea repetitiva no necesita tantos recursos cognitivos como los  
videojuegos basados en ejercicio que sí los necesitan; este esfuerzo podría ocultar 
los beneficios transitorios. 
Otro estudio ha evaluado a dos grupos de jugadores de baloncesto, uno de 
ellos habiendo realizado una sesión de bicicleta estática y otro no. La tarea a 
evaluar fue diseñada para medir la atención y la capacidad inhibitoria frente a 
estímulos distractorios. El grupo de jugadores después de la sesión de bicicleta 
presentó mayor amplitud del potencial P300 del EEG en regiones asociadas con la 
atención, además de tener mejor desempeño en la parte inhibitoria. (Chang et al., 
2015). 
Los deportistas han demostrado tener mejores habilidades psicomotoras y 
una capacidad avanzada para extraer pistas a partir de un entorno cambiante a 
efectos de tomar decisiones rápidas, al igual que en sus deportes (Aglioti et al., 
2008; Di Russo et al., 2006; Hatfield et al., 2004; Iwadate et al., 2005; Nakamoto y 
Mori, 2008;), específicamente en aquéllos deportes que requieren toma de 
decisiones rápidas (Nakata et al., 2010).  
Para la memoria de trabajo se ha encontrado un aumento significativo en la 
cantidad de información que pueden almacenar los sujetos activos frente a los 
sedentarios (Padilla et al., 2005). Los sujetos activos también han demostrado un 
mejor desempeño en la capacidad de conmutación entre varias tareas (Hillman et 
al., 2006). Para la capacidad de inhibición de estímulos distractorios, medida 
mediante la tarea de Stroop se ha obtenido un mejor rendimiento en los individuos 
que practicaban actividad física a lo largo del tiempo. (Giles et al. 2017). 
En un estudio con jugadores de bádminton sobre la habilidad de predecir la 
trayectoria de una pelota en su contexto deportivo, comparados con no jugadores 
los primeros obtuvieron mejor desempeño en la tarea de predicción de trayectorias 
que los controles y además demostraron dedicar mayor esfuerzo cognitivo 
mediante la evaluación del potencial P300 del EEG. (Jin et al. 2011). Por lo tanto 
parece que los deportistas de entornos dinámicos pueden llegar a desarrollar 
habilidades muy específicas relacionadas con su deporte. 
No obstante, otro estudio llevado a cabo con jugadores de baloncesto 
(Furley y Memmert., 2010), envueltos también en un entorno fuertemente dinámico 
empleando la anteriormente descrita tarea de bloques de Corsi no obtuvo 
diferencias de rendimiento entre jugadores y no jugadores. Esta tarea no tiene 
relación con el juego del baloncesto por lo que esto hace pensar, en contraposición 
con el estudio anteriormente comentado que las exigentes habilidades de memoria 
visuoespacial necesarias para el correcto desarrollo del baloncesto no se observan 
en otro contexto ajeno al mismo. 
Con respecto a la capacidad de los atletas para utilizar la información del 
entorno de manera predictiva se ha demostrado que los deportistas profesionales 
presentan mayor habilidad que los sujetos que no practican deporte de manera 
habitual (Aglioti et al., 2008; Di Russo et al., 2006; Iwadate et al., 2005; Nakamoto y 
Mori, 2007;), en especial para aquéllos en cuyos deportes necesitan tomar 
decisiones rápidas (Nakata et al., 2010). Por ejemplo los jugadores profesionales de 
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baloncesto han demostrado mayor habilidad para predecir el resultado de un tiro a 
canasta de otro jugador superando en rendimiento a otros grupos que, como los 
observadores o los periodistas deportivos están acostumbrados a presenciar la 
secuencia. Los jugadores detectan información visual muy precisa sobre la 
biomecánica del tiro que les facilita la predicción de la trayectoria. (Aglioti et al, 
2008). 
Un estudio anterior (Fogelson et al., 2012) ha investigado el procesamiento 
contextual en una tarea predictiva con jugadores de baloncesto y jugadores de 
deportes individuales utilizando por contexto un conjunto de imágenes de un tiro a 
canasta, otro de un golpeo en beisbol y otro de imágnes abstractas (triángulos) 
construyendo el mismo paradigma experimental que se ha explicando en el 
apartado anterior. Los jugadores de baloncesto y los jugadores de deportes 
individuales tuvieron igual desempeño en todas las series. Los jugadores de 
baloncesto obtuvieron mejores resultados y el potencial P3b del EEG reveló mayor 
atención, probablemente debido a que éstos están inmersos en un entorno 
fuertemente dinámico. También se ha encontrado una conectividad funcional más 
densa en deportistas profesionales comparados con personas que no practican 
deporte utilizando fMRI (resonancia magnética funcional) (Raichlen et al., 2016; Tan 
et al., 2017) y EEG (Wolf et al., 2015). 
 A la vista de esta revisión bibliográfica las habilidades de conmutación de 
tareas y el control de la inhibición, necesarias en el procesamiento contextual 
pueden ser mejoradas de algún modo mediante la práctica de deportes dinámicos. 
Además, la actividad física en general comparada con los hábitos sedentarios 
puede mejorar el desempeño de la memoria de trabajo. 
 Se supone que los jugadores de baloncesto tienen un mejor desempeño que 
los sujetos sedentarios en tareas de procesamiento contextual, lo cual hace pensar 
que destinan mayor cantidad de recursos de atención a la detección y uso del 
contexto, pudiendo estar esto relacionado con la potenciación de las redes frontales 













1.6 PROCESAMIENTO CONTEXTUAL EN 
JUGADORES DE VIDEOJUEGOS 
 
En la actualidad existe una evidencia creciente sobre los efectos 
positivos de la práctica habitual de videojuegos de acción en el 
desempeño de tareas que requieren una atención rápida y constante a 
estímulos externos permitiendo a los jugadores gestionar de manera 
flexible su capacidad de selección de estímulos, por lo que el 
procesamiento contextual parece verse favorecido por esta actividad. 
Los beneficios cognitivos se han obtenido con mayor 
intensidad en juegos de disparo en primera persona, ya que necesitan 
constantemente de la toma rápida de decisiones. Además también se 




Hoy en día no dejan de aumentar las evidencias demostrando que los 
videojuegos tienen un efecto positivo en tareas de atención endógena, mejoran la 
flexibilidad de la misma y aumentan la capacidad de aprendizaje de nuevas 
habilidades (Green y Bavelier, 2003; Green y Bavelier, 2012; Mishra et al., 2011). 
Estas mejoras se han hallado tanto comparando jugadores habituales de 
videojuegos con sujetos que no jugaban (Connolly et al., 2012; Green y Bavelier, 
2003; Mishra et al., 2011; Moisala et al., 2017) como comparando sujetos tras un 
entrenamiento breve con videojuegos (Green y Bavelier, 2003; Voss et al., 2012; 
Wu et al., 2012). 
Los videojuegos de acción, asociados a un entorno fuertemente dinámico y 
a una constante toma de decisiones han demostrado producir mayores beneficios 
cognitivos (Green y Bavelier, 2012; Wu et al., 2012). Estos jugadores han 
presentado mejores tiempos de reacción y mayor capacidad de memoria de trabajo 
visual que los jugadores de otro tipo de videojuegos (McDermott et al., 2014). 
Con respecto a los efectos permanentes adquiridos tras años jugando a este 
tipo de videojuegos, en un experimento en el que se realizaron las mismas tareas 
de búsqueda visual simple y combinada con otra tarea visual periférica un grupo de 
jugadores habituales de videojuegos de disparos en primera persona demostró 
mayor precisión y velocidad que sujetos que no jugaban, además se pudo 
demostrar también que 10 horas de entrenamiento en los no jugadores mejoraba su 
desempeño en las tareas (Wu y Spence, 2013). 
Empleando el test de flancos anteriormente descrito se ha encontrado para 
los jugadores de videojuegos habituales una mejora en la inhibición de la atención 
hacia estímulos visuales distractorios comparados con sujetos que no lo eran. 
También se han encontrado mejoras en la atención a estímulos visuales situados 
en el campo periférico y en la capacidad de detectar estímulos visuales que ocurren 
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de manera rápida para los jugadores de videojuegos de acción. (Green y Bavelier 
2003). En esta línea también se ha encontrado que la mejor inhibición de 
distracciones en jugadores de videojuegos de acción puede ser debido a un mayor 
control de la atención endógena o “top - down” (Chisholm et al.,  2010). 
En otro experimento (Unsworth  et al. 2015) se ha llevado a cabo una 
batería de pruebas con sujetos que dedicaban diferente número de horas a distintos 
juegos. Las pruebas consistieron en tareas de memoria de trabajo como la 
retención de secuencias o patrones visuales, pruebas lógicas y de inteligencia 
fluida, de atención, de inhibición de estímulos distractorios y de alerta. Los 
resultados sugirieron relaciones débiles entre la experiencia de los jugadores y las 
habilidades cognitivas estudiadas. La única relación consistente que encontró fué el 
efecto combinado entre la experiencia con videojuegos de acción y la inteligencia 
fluida. 
Con respecto al mantenimiento de la atención durante largos períodos de 
tiempo se estudió a un grupo de 45 adolescentes. Después de completar un 
cuestionario sobre sus hábitos relativos a los videojuegos, los participantes fueron 
divididos en jugadores de acción y en jugadores de otro tipo de videojuegos. Se 
empleó un test de enumeración visual consistente en contar el número de 
cuadrados en una imagen que aparece fugazmente. Los jugadores de videojuegos 
de acción tuvieron un mejor desempeño en la prueba, íntimamente ligada a la 
memoria de trabajo. Así mismo estos jugadores presentaron mayor caída de 
rendimiento a lo largo del tiempo que el grupo que jugaba a otro tipo de 
videojuegos, lo cual sugiere una menor atención sostenida a lo largo del tiempo 
(Trisolini et al., 2017).  
En un estudio reciente (Wu y Spence, 2013) tres grupos de sujetos que no 
jugaban habitualmente a videojuegos fueron entrenados en tres géneros de 
videojuego diferentes. Un puzle en tres dimensiones, un videojuego de disparos en 
primera persona y un juego de conducción deportiva. Los tres grupos llevaron a 
cabo un entrenamiento de 10 horas. Después del mismo, los jugadores de disparos 
en primera persona y de conducción obtuvieron mejor puntuación en distintas 
tareas de búsqueda visual simples y en una tarea dual con estímulos en el campo 
visual periférico que los que habían jugado al juego de puzle, menos dinámico. Los 
videojuegos de acción, incluso después de un período breve de práctica parecen 
mejorar habilidades cognitivas visuales. 
Los estudios de la literatura científica que se han centrado en la 
conectividad funcional de jugadores de videojuegos han sido la mayoría usando la 
técnica de resonancia magnética funcional (fMRI) que, a diferencia del EEG puede 
localizar actividades neuronales de estructuras subcorticales aunque con una 
menor resolución temporal. Usando esta técnica se ha encontrado para los 
jugadores una mayor activación conjunta de la red fronto-parietal relacionada con la 
atención endógena, estando especialmente involucrada la corteza prefrontal 
dorsolateral (Moisala et al., 2017; Voss et al., 2012), detectándose incrementos del 
coeficiente de aglutinamiento en las redes detectadas para los jugadores de 
videojuegos con respecto a los controles (Gong et al., 2016). 
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En conclusión, los videojuegos pueden ser herramientas útiles para reforzar 
distintas habilidades como las funciones ejecutivas y la memoria de trabajo (Blair, 
2017). Los videojuegos de acción en primera persona parecen ser los más útiles 
para mejorar habilidades cognitivas a largo plazo, a pesar de que existen efectos a 
corto plazo en algunas habilidades. Estos jugadores están acostumbrados al 
cambio rápido y constante de los estímulos y esto puede llegar a jugar en su contra, 
ya que la práctica sostenida de videojuegos de acción puede empeorar la atención 
sostenida a lo largo del tiempo como por ejemplo en entornos académicos. 
La mejora de la memoria de trabajo, la superior inhibición de estímulos 
distractorios y la mejor atención “top - down” podrían sugerir una mayor capacidad 
de procesamiento contextual en este grupo que en la población general. 
 
 
1.7 HIPÓTESIS Y OBJETIVOS GENERALES 
 
A la vista de la revisión bibliográfica anterior resulta de interés 
destacar que el estudio del procesamiento contextual implícito en 
pacientes de Parkinson mediante conectividad funcional no ha sido 
explorado en la literatura científica. 
Además, la comparación del procesamiento contextual entre 
jugadores de baloncesto, jugadores de deportes individuales y sujetos 







 En el primer experimento de esta tesis se ha evaluado el procesamiento 
contextual implícito y explícito de un grupo de pacientes de PD en comparación con 
un grupo de control de sujetos sanos. 
 La revisión bibliográfica que se acaba de presentar revela que los pacientes 
de PD han demostrado tener dificultades cognitivas parecidas a las que sufren los 
pacientes con lesiones prefrontales. El procesamiento contextual parece estar 
afectado debido probablemente a problemas en las conexiones de la corteza 
prefrontal con el núcleo estriado. 
En un estudio anterior esto se ha manifestado como una alteración de las 
conexiones fronto-parietales durante la visualización de estímulos objetivo y los 
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últimos estímulos de una secuencia predictiva cuando ésta se introduce a los 
sujetos de manera explícita (Fogelson et al., 2013). Por lo tanto: 
Los pacientes de PD presentarán alteraciones similares en la 
conectividad funcional de las redes fronto-parietales cuando la información 




 En el segundo experimento de esta tesis se evalúan tres grupos de sujetos: 
uno que practica actividad física (jugadores de deportes individuales, IA), otro que 
practica actividad física y a la vez está envuelto en entornos dinámicos (jugadores 
de baloncesto, BP) y otro que únicamente está inmerso en entornos dinámicos, sin 
realizar actividad física (jugadores de videojuegos, VG). 
Los deportistas profesionales y los jugadores de videojuegos comparten la 
característica de estar inmersos en entornos fuertemente dinámicos. Dentro de los 
jugadores profesionales se hace la distinción entre deportes individuales y deportes 
de equipo. Los del primer grupo tienen menor carga de toma de decisiones 
constante y sostenida a lo largo del tiempo. Dentro del segundo grupo un ejemplo 
canónico serían los jugadores de baloncesto, los cuales deben realizar decisiones 
rápidas en la pista como por ejemplo a quién pasar la pelota, si tirar o no tirar a 
canasta o pensar hacia donde moverse. Deben evaluar constantemente la 
información contextual, tal como la posición de rivales y oponentes, la posición del 
balón y otros eventos. 
 Estudiando el procesamiento contextual en los tres grupos será posible 
entender cómo éste se ve reforzado por el efecto del entorno dinámico y cómo la 
actividad física puede modular este efecto. En la literatura científica se ha 
encontrado que tanto los deportistas profesionales como los jugadores de 
videojuegos desarrollan mejoras permanentes en varias habilidades cognitivas 
incluyendo al procesamiento contextual (Moisala et al., 2017; Nakata et al., 2010), 
sin embargo los mecanismos que gobiernan dichas mejoras no están todavía 
identificados.  
 En un estudio anterior empleando potenciales relativos a eventos (Fogelson 
et al., 2012) se ha detectado que los jugadores de baloncesto prestan mayor 
atención a la tarea que los jugadores de deportes individuales. Además no se ha 
identificado una ventaja para los jugadores cuando visualizan los estímulos realistas 
basados en su deporte. 
 El estudio de la conectividad funcional permitirá aislar las redes 
relacionadas con la práctica deportiva y los entornos dinámicos, involucrando 
a conexiones fronto-parietales relacionadas con el procesamiento endógeno 





· Realizar un experimento para caracterizar el procesamiento contextual, 
tanto implícito como explícito con un grupo de pacientes de PD y controles 
utilizando una serie abstracta basada en triángulos. Obtener los tiempos de 
reacción y la precisión de las respuestas. 
· Realizar un experimento para caracterizar el procesamiento contextual, 
únicamente de manera explícita con un grupo de jugadores de deportes 
individuales, jugadores de baloncesto y jugadores de videojuegos empleando una 
serie de imágenes abstractas (triángulos) y otra de imágenes realistas basada en el 
entorno del baloncesto. Obtener los tiempos de reacción y la precisión de las 
respuestas. 
· Estudiar, mediante la conectividad funcional del EEG cómo varían los 
parámetros topológicos de las redes corticales durante la evolución de las pruebas 
y compararlos entre los grupos. 
 · Estudiar qué conexiones corticales son las más representativas en su 



































































2.1 TAREA EXPERIMENTAL 
   
 El objetivo de los estudios publicados ha sido la caracterización 
comparativa del procesamiento contextual local en tres poblaciones 
distintas. El paradigma experimental utilizado ha consistido en una 
tarea de identificación secuencial de objetivos visuales a la que se 
añadió información predictiva codificada en el orden de aparición de 
los estímulos. 
 En este apartado se exponen los detalles de dicha tarea y se 
muestran las distintas versiones que se han implementado para 
realizar los experimentos. 
 
 
2.1.1 Paradigma base 
 
 Como ya se ha indicado en la sección de introducción, el experimento 
utilizado se deriva del clásico paradigma “oddball” (Squires et al., 1976). Éste 
consiste en la presentación de una secuencia de estímulos visuales alternando un 
objetivo de ocurrencia poco frecuente, que espera una respuesta por parte del 
sujeto con otro u otros más frecuentes o estándares. 
 En el paradigma utilizado en los experimentos se han incluido cuatro tipos 
de estímulo, tres estándares distintos y un objetivo. Los estímulos se presentan 
secuencialmente durante un período de 150 milisegundos con una separación de 1 
segundo entre uno y otro. Durante ese tiempo entre estímulos se muestra 
únicamente el color de fondo de la pantalla. 
La modificación con respecto al paradigma original consiste en introducir 
una pista que ayuda a identificar el estímulo objetivo, anticipando su aparición. 
Dicha pista se codifica en forma de información contextual local (Fogelson 2009b, 
Fogelson 2015) de la siguiente forma: determinado orden de aparición consecutiva 
de los estímulos estándar predice la aparición del objetivo aunque éste puede 
aparecer en cualquier momento del experimento. 
 Los estímulos objetivo ocurren con una frecuencia del 15% y pueden jugar 
el papel de objetivos predichos, “predicted”, P si están precedidos por la secuencia 
predictiva y de objetivos aleatorios, “random”, R si no lo están. Los estímulos 
estándar constituyen el 85% del total. Si se presentan sin relación entre ellos se 
denominarán simplemente “standard”, S. Por el contrario si se presentan ordenados 
formando la tríada predictiva se los denominará respectivamente como n-3, n-2 y n-





2.1.2 Serie abstracta 
 
En la siguiente figura se pueden observar los 4 tipos de estímulos utilizados 
para construir la serie abstracta, utilizando como estímulos 4 orientaciones distintas 
de un triángulo equilátero de color negro sobre fondo gris. En la línea superior se 
pueden observar los 3 tipos de estímulos estándares formando la secuencia 
predictiva en una serie de 4 estímulos. En la inferior se muestra otra serie de la 
misma longitud pero con los estándares presentados en un orden cualquiera, sin 
formar la secuencia predictiva. También se puede observar el tiempo durante el 
cual se muestra cada estímulo y el tiempo entre estímulos. 
 
 
Figura 8. Serie abstracta 
 
2.1.3 Serie de imágenes reales 
 
 Para el segundo experimento, en el que se han hecho pruebas con 
jugadores profesionales de baloncesto, jugadores de deportes individuales y 
jugadores de videojuegos con la idea de investigar el efecto individual y combinado 
de la actividad física y la inmersión en entornos dinámicos se ha desarrollado una 
versión específica del paradigma experimental con imágenes complejas basadas en 
el juego del baloncesto.  
 Los estímulos en este caso son imágenes extraídas de la escena 
consistente en un jugador de baloncesto ejecutando un tiro a canasta. El estímulo 
objetivo corresponde a la fase final del tiro, cuando el jugador extiende los brazos y 
la pelota sale despedida. Los tres estímulos estándares corresponden a las fases 
preparatorias del tiro sin que el jugador suelte el balón. En la siguiente figura se 




Figura 9. Serie de imágenes reales de jugadores de baloncesto 
 
2.1.4 Elaboración de la tarea experimental 
 
 El paradigma experimental se ha  construido empleando el software E-Prime 
(Psychology Software Tools, Inc., Pittsburgh, USA). Se trata de un programa 
diseñado específicamente para la creación de experimentos en el área de la 
psicología experimental. Con él es posible crear series experimentales visuales, 
auditivas o de otro tipo si se incluyen dispositivos externos. Cuenta con 
herramientas que facilitan la introducción de información a través de actuadores 
como teclado o ratón. En la siguiente imagen se puede observar la interfaz del 
programa. 
 
Figura 10. Interfaz del programa E-Prime. 
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 Posee además un lenguaje propio basado en visual basic para crear scripts 
y modificar el comportamiento por defecto de las herramientas que implementa. 
Tiene la opción de mandar información por el puerto serie. Ésta característica se ha 
empleado para activar automáticamente el registro del EEG al comenzar la tarea y 
para poder enviar la información sobre los estímulos que se presentan al registro de 
EEG y sincronizarla, de esa manera se facilita su análisis conjunto. 
 
 
2.2 REGISTRO DEL ELECTROENCEFALOGRAMA 
  
En esta sección se exponen los detalles técnicos de los equipos 
utilizados tanto para registrar como para procesar los datos del EEG. 




2.2.1 Equipo de electroencefalografía 
 
 Para efectuar los registros se ha utilizado el equipo comercial Biosemi Active 
Two. Este equipo está formado por electrodos activos, un convertidor analógico 
digital y un receptor que finalmente envía los datos a un ordenador mediante el 
puerto USB, el cual procesa los datos utilizando un programa de Biosemi. 
En la siguiente figura se puede apreciar un esquema del equipo utilizado 
donde aparece también la batería encargada de alimentar el convertidor junto con 
otro dispositivo adicional destinado a recoger señales analógicas que se deseen 




Figura 11. Equipo Biosemi ActiveTwo. Proporcionado por el fabricante. 
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 Los electrodos del Active Two están hechos en plata / cloruro de plata y son 
electrodos activos. Esto significa, tal y como se ha apuntado en la introducción que 
existe una etapa amplificadora situada en el propio electrodo, eliminando la 
posibilidad de que se induzcan en los cables de transmisión corrientes procedentes 
de otros equipos o debidas al movimiento de los mismos de un orden de magnitud 
superior al de la señal que se amplifiquen con ella y puedan alterarla. Con este tipo 
de electrodos los requisitos de impedancia entre éstos y la piel del cuero cabelludo 
son mucho más permisivos, pudiendo registrar señales de menor intensidad. La 
siguiente figura ilustra los electrodos en detalle. 
 
 
Figura 12. Electrodos Biosemi Active Two. Proporcionado por el fabricante. 
 
Los electrodos se conectan en los zócalos de un gorro de tejido flexible 
proporcionado por Biosemi. Los zócalos pueden extraerse e incluso montarse en 
posiciones diferentes a las de serie practicando nuevos orificios en el gorro. Los 
gorros se fabrican de distintas tallas dependiendo de las dimensiones de la cabeza 






Figura 13. Gorros de EEG de Biosemi Active Two. Proporcionado por el fabricante. 
 
Los amplificadores sitos en los electrodos se alimentan desde el equipo 
convertidor analógico digital, encargado a su vez de recoger las señales de éstos. 
Se trata de un equipo alimentado por batería que, en la versión que se ha utilizado 
dispone de 64 conectores para electrodos de registro, habiéndose empleado 2 
electrodos adicionales para registrar la actividad de fondo de los lóbulos de las 
orejas. 
Ya que los electrodos activos incorporan un amplificador muy cerca de la 
piel de los sujetos, a éste respecto el equipo opera con tensiones bajas y posee un 
buen aislamiento a fin de evitar posibles fugas de corriente hacia los sujetos. 
También es posible conectar otro tipo de electrodos de la marca, incluso pasivos 
además de sensores de temperatura, fuerza o ciclo respiratorio. 
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Cada canal posee un amplificador de acoplamiento conductivo de bajo 
ruido, un filtro anti-aliasing, un convertidor analógico digital delta sigma con sobre 
muestreo de 64 y un filtro de diezmado del muestreo síncrono de quinto orden y 
salida en 24 bits de precisión.  
Para que esta transformación sea fiel es importante tomar muestras por lo 
menos al doble de la frecuencia representativa más alta que se quiera reproducir; 
esto se conoce como frecuencia de Nyquist. A partir de dicha frecuencia aparece el 
fenómeno del aliasing y no se podrían capturar los eventos representativos del 
ciclo. De ahí que se emplee un filtro previo para evitar que la información sub 
representada se añada a la señal como ruido. Tal y como se indica más adelante, la 
frecuencia máxima que se estudia es de 28 Hz y el muestreo elegido entre los 
disponibles en el equipo de Biosemi ha sido de 512 Hz, por lo tanto se cumple este 
criterio. 
La información de todos los canales se multiplexa y envía hacia el receptor 
conectado al ordenador a través de un único cable de fibra óptica. La fibra óptica es 
capaz de transmitir gran cantidad de información sin acusar efecto de interferencias 
electromagnéticas. Se puede observar un detalle del convertidor analógico digital y 
de su batería anexa (parte inferior) en la siguiente figura. 
 
 





En cuanto a las posibles fuentes de ruido intercaladas entre los electrodos y 
el registro, la siguiente figura da información al respecto. 
 
 
Figura 15. Fuentes de ruido en Biosemi ActiveTwo. Proporcionado por el fabricante. 
 
El receptor transforma los datos que le llegan por la fibra óptica desde el 
convertidor analógico digital para poder enviarlos a través de un puerto USB 2.0 al 
ordenador. Posee 16 puertos de mando de salida y otros 16 de entrada con los 
cuales se puede actuar sobre dispositivos de manera coordinada con el registro o 
emplear eventos externos para controlar el proceso del experimento. Existe también 
la posibilidad de incluir señales analógicas procedentes de otros sensores y 
sincronizarlas con el registro. Estas interfaces se han empleado para sincronizar la 
información de los códigos que se presentan en la tarea experimental con el EEG. 








Además se ha empleado un PC conectado al receptor ejecutando un 
programa específico de Biosemi denominado ActiView y diseñado en la plataforma 


















En la siguiente tabla se muestra un resumen de las características técnicas 
del equipo de electroencefalografía utilizado. 
 




2.2.2 Procedimiento de adquisición de datos 
 
Los registros se han llevado a cabo en una habitación aislada de ruidos y 
perturbaciones electromagnéticas, con los sujetos en reposo emplazados en un 
sillón confortable y situados a una distancia de 110 centímetros del centro de una 
pantalla de 21 pulgadas conectada a un PC que muestra los experimentos 
empleando el software E-Prime.  
Por lo tanto en el proceso se utilizan dos ordenadores PC, uno para ejecutar 
la tarea y mandar información sobre los eventos a Biosemi y otro ejecutando el 
programa de Biosemi para recibir y grabar los datos. Ambos PC son máquinas 
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antiguas y de poco valor debido a que no existe demanda computacional 
significativa en las tareas que acometen. 
Se coloca una almohada en el regazo de los sujetos y allí se apoya el 
teclado con el cual realizan la tarea para evitar molestias. Se trata de generar un 
entorno agradable en el cual el sujeto pueda concentrarse únicamente en la tarea, 
pero sin favorecer que se aletargue o duerma. 
Una vez acomodados los sujetos se procede a su instrumentación. El 
procedimiento seguido para cada uno de ellos ha sido tomar las medidas del cráneo 
(distancia nasión – inión y distancia trago – trago auricular) y colocarle un gorro de 
la talla apropiada. Conseguir un buen contacto es complicado debido a que la 
epidermis cuenta con importantes restricciones al paso de la corriente eléctrica 
como células muertas, grasa o suciedad.  
Para mejorar este contacto se aplica un gel conductor en los zócalos del 
gorro. No es necesario cortar el pelo de los sujetos y el gel se elimina fácilmente 
después del registro por lo que las molestias ocasionadas son mínimas. De todas 
maneras se les pide que acudan con el pelo seco y limpio, evitando utilizar algún 
producto capilar antes del experimento que pueda modificar el paso de la corriente. 
Con los electrodos activos del sistema Active two se obtiene una gran 
ganancia y buena inmunidad frente a parásitos engendrados en el cable. No es 
necesario realizar una limpieza previa mediante rascado de la piel con alcohol, tan 
habitual en otro tipo de electrodos evitando molestias y posibles lesiones a los 
sujetos. 
Acto seguido se conectan los 64 electrodos craneales en sus respectivos 
zócalos y los 2 situados en los lóbulos auriculares, los cuales servirán de referencia 
para el análisis. Para esto se debe proceder con cierto orden y cuidado a fin de 
evitar que los cables se enreden o que se pueda tirar con vigor de alguno 
ocasionando roturas o daños a los equipos. 
Acto seguido se encienden el amplificador y el ordenador de registro, 
realizándose a continuación la comprobación de impedancias de cada electrodo 
mediante el programa de control; esto es, la dificultad con la que se reciben las 
señales. Si hay algún electrodo mal conectado éste tendrá asociada una 
impedancia elevada y el programa de Biosemi lo indicará para poder corregirlo 
volviendo a situar el electrodo o añadiendo más gel. Una vez se han instrumentado 









2.3 PROCESAMIENTO DE LAS SEÑALES DEL 
ELECTROENCEFALOGRAMA 
 
La señal en bruto registrada por el sistema de EEG contiene 
información soportada en una banda muy amplia de frecuencias y se 
encuentra contaminada por numerosos artefactos procedentes de 
distintas fuentes que deben ser reducidos. 
Para extraer la información relativa al experimento se deben 
eliminar los artefactos en la medida de lo posible, elegir las bandas de 
frecuencia relevantes para los mecanismos estudiados (procesamiento 
contextual), contrarrestar el efecto de la conducción volumétrica y 
elegir una ventana temporal representativa del proceso a estudiar. 
Posteriormente se calcula la conectividad funcional relativa a 
eventos. En este caso se ha utilizado el algoritmo no lineal 
generalizado “synchronization likelihood”. 
 
 
2.3.1 Herramientas empleadas 
 
Para analizar los datos recogidos con el EEG se ha empleado una estación 
de trabajo HP Z640, con un procesador Intel Xeon E5-2620 a 2.10 GHz, 16 GB de 
RAM, un disco duro de 1 TB y Windows 10 Profesional. La siguiente figura muestra 
el citado equipo. 
 
 




La herramienta principal utilizada a lo largo de los experimentos llevados a 
cabo ha sido Matlab. Matlab es un programa, y por asociación un lenguaje de 
programación interpretado especialmente diseñado para trabajar con matrices, por 
lo tanto con gran cantidad de datos. Las instrucciones básicas son sencillas y están 
pensadas para ahorrar tiempo y esfuerzo en tareas de cálculo. Además incorpora 
gran cantidad de herramientas pre-instaladas que facilitan el análisis y la 
presentación gráfica de resultados, además de la posibilidad de escribir scripts para 
automatizar tareas. La siguiente figura ilustra la interfaz gráfica de Matlab. 
 
 
Figura 19. Interfaz gráfica de Matlab 
 
Para el procesamiento del EEG se ha empleado una herramienta 
denominada EEGLAB (Delorme y Makeig, 2004). Se trata de un conjunto de 
funciones de Matlab que permiten manejar los datos de EEG de manera cómoda y 
rápida. Además cuenta con una interfaz gráfica muy completa para visualizar y 
manipular la información. 
Se trata de un programa gratuito y de código abierto. Esto último permite 
que esté en constante evolución, siendo revisado por una gran comunidad de 
usuarios y desarrolladores. Incorpora numerosas funciones para importar datos en 
bruto desde diversos sistemas de EEG incluyendo sistemas Biosemi, e implementa 
también herramientas que ayudan a eliminar los artefactos en la señal. En la 




Figura 20. Ventana y características de EEGlab 
 
Para paliar el efecto de la conducción volumétrica se ha trabajado con la 
densidad normal de corriente. Para estimarla se ha utilizado otro conjunto de 
programas de código abierto (Kayser, 2009; Kayser y Tenke, 2006a, b) 
desarrollados en Matlab por dos investigadores de la universidad de Columbia bajo 
las siglas CSD, correspondientes a “current source density”. 
Para el cálculo de la conectividad funcional y de las medidas de teoría de 
grafos se ha partido del trabajo previo en Matlab de una de las colaboradoras 
habituales del grupo, la doctora Li (Fogelson et al., 2013), modificando lo necesario 
para implementar los análisis llevados a cabo. Para el análisis NBS se ha empleado 
una herramienta específica desarrollada también en Matlab (Zalesky et al., 2010). 
Ésta ha sido modificada para automatizar la búsqueda de distintas redes, tal como 
se explicará en el siguiente apartado. Los detalles de los algoritmos implementados 
en estos programas y utilizados en este trabajo se pueden revisar en el apartado 4 
del presente capítulo. 
 
2.3.2 Importación de los datos y elección del electrodo de 
referencia 
 
 El primer paso del análisis es convertir la información procedente del equipo 
Biosemi, con extensión .bdf en un formato manejable por EEGlab. Para ello se ha 
utilizado una función específica que proporciona este programa. 
Los registros realizados por el equipo Biosemi son unipolares. Esto quiere 
decir, como ya se ha apuntado que se registra cada señal como la diferencia de 
actividad entre cada electrodo y una referencia. La referencia utilizada por este 
equipo consiste en dos electrodos adicionales. Uno activo denominado sensor de 
modo común (CMS) y otro pasivo situado en la pierna derecha (DRL).  
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Estos dos electrodos forman un bucle de realimentación que ajusta el 
potencial de referencia del sujeto de modo que sea lo más cercano posible a la 
tensión de referencia del convertidor AD, posibilitando una medida estable. Además 
esta configuración ofrece un buen rechazo al ruido de 50 Hz procedente de la red 
eléctrica. Además, el electrodo situado en la pierna derecha es el único camino de 
retorno que tiene la corriente eléctrica entre el sujeto y el amplificador, limitando 
ésta y protegiendo al susodicho frente a una corriente excesiva que pudiera 
producirse debido a algún fallo en los equipos. 
En la siguiente figura se ilustra este tipo de referencia. E1 y E2 se pueden 
interpretar como canales del EEG, se muestran también el CMS y el DRL. En la 
ilustración también aparecen representados los equipos convertidor analógico 
digital y receptor con sus respectivas conexiones entre ellos y a tierra. 
 
 
Figura 21. Esquema de referencia Biosemi. Proporcionado por el fabricante. 
 
Para reducir la información innecesaria y por lo tanto el ruido asociado a la 
misma en los datos y facilitar el análisis con EEGlab, los desarrolladores de este 
software recomiendan para los datos registrados en equipos Biosemi imponer una 
referencia situada en la cabeza. La referencia elegida ha sido el promedio de la 
actividad de los electrodos situados en los lóbulos de las orejas ya que en teoría en 
estos dos electrodos no se capta actividad eléctrica significativa, requisito esencial 





2.3.3 Filtro y segmentación preliminares 
 
Se considera que con el EEG superficial, la información de origen 
neurológico que se puede registrar se sitúa en una banda de entre 1 y 30 Hz. 
Frecuencias inferiores y superiores se ven atenuadas por las meninges y los 
huesos del cráneo, aportando una relación señal ruido desfavorable. Por lo tanto el 
segundo paso del procesamiento del EEG es, en la medida de lo posible eliminar la 
información registrada en las bandas exteriores a los límites citados. 
 Para realizar este filtrado se ha empleado un filtro de tipo FIR ajustado 
mediante mínimos cuadrados y aplicado en ambos sentidos para evitar alteraciones 
de fase. Se dan más detalles en el apartado 4 de este capítulo, correspondiente a 
los algoritmos empleados. 
 El paradigma experimental utilizado induce a realizar un análisis orientado a 
eventos. Existen 6 tipos de estímulo (P, R, S, n-1, n-2, n-3) y cada uno se repite 
varias veces. Se debe seleccionar un período de tiempo representativo alrededor 
de la presentación de los estímulos en relación con el fenómeno que se quiere 
estudiar y segmentar las señales en épocas correspondientes a cada tipo de 
estímulo. Como ventana preliminar se ha escogido el intervalo -200 ms a 1000 ms 
correspondiendo el tiempo cero a la presentación del estímulo. 
 Antes de proceder a la limpieza de las señales se localizan y eliminan las 
épocas correspondientes a los estímulos objetivo (P, R) en los que no hubo 
respuesta en el período 150 – 1150 ms, bien por ser prematuras o por no realizarse 
en plazo (olvidos) ya que es probable que los sujetos no estuviesen prestando la 
atención debida en esos casos, no siendo representativos para el análisis. 
 
2.3.4 Limpieza de artefactos 
 
La técnica de EEG, tal y como se ha apuntado en el capítulo anterior tiene la 
desventaja de ser muy sensible a la actividad muscular y a otras fuentes eléctricas 
externas. A pesar de que el filtrado preliminar elimina mucha de la contaminación 
muscular de alta frecuencia todavía quedan algunos artefactos que es preciso 
eliminar o reducir en la medida de lo posible, evitando dañar la señal original. 
Los parpadeos generan ondas con forma de campana de gran amplitud. Los 
movimientos oculares, pequeñas ondulaciones locales. Una pérdida momentánea 
de contacto en un electrodo por causas mecánicas puede generar el conocido 
como “pop” de electrodo consistente en un incremento súbito de la señal. El 
movimiento de los cables puede generar también artefactos de gran amplitud en 
varios canales. 
Una sudoración excesiva introduce ondulaciones en la señal y en general 
los movimientos musculares introducen ruido, a pesar del filtrado previo. La señal 
eléctrica del corazón o el movimiento pulsátil de un vaso sanguíneo cercano a los 
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electrodos introducen también una señal característica que puede asemejarse en 
ocasiones a la del complejo QRS del electrocardiograma. 
En la siguiente figura se presenta una colección de artefactos significativos 
registrados durante la limpieza de los datos experimentales. De izquierda a derecha 
y de arriba abajo: parpadeo, pop de electrodo, artefacto muscular, movimiento de 













El procedimiento seguido para limpiar la señal ha sido el siguiente: 
 
1.- Revisar los canales en busca de problemas significativos e interpolar su 
actividad 
El primer paso es observar si alguno o algunos de los 64 canales contienen 
ruido de manera significativa debido a problemas en la conexión o a artefactos 
frecuentes. 
En el caso de que un canal determinado esté muy afectado por alguna clase 
de ruido la estrategia consiste en reconstruir su actividad a partir del promediado de 
los canales vecinos. Bien en su totalidad o bien únicamente en las épocas 
afectadas. 
El proceso de interpolación se ha utilizado únicamente en el caso de existir 
algunos canales muy afectados en muchas épocas ya que la interpolación implica 
desvirtuar en cierta medida la información recogida. En caso contrario, encontrar 
muchos canales afectados en pocas épocas se ha pasado a la siguiente fase de la 
limpieza. 
 
2.- Eliminar las épocas significativamente afectadas por artefactos 
Se realiza una inspección visual de todas las épocas y se rechazan aquéllas 
significativamente contaminadas por artefactos. Los experimentos se han diseñado 
con una duración tal que permite tener una muestra suficiente donde poder elegir 
aquéllas épocas menos afectadas por artefactos. 
 Un artefacto es una desviación de los parámetros habituales de la señal, 
bien sea un cambio en la amplitud, en la frecuencia principal o en otras 
características. Existen métodos automáticos que buscan estas desviaciones y 
marcan las épocas a rechazar. No obstante es necesario tener experiencia con 
ellos y calibrarlos de manera oportuna siendo además aconsejable realizar una 
inspección visual a posteriori para juzgar si rechazar o no las épocas marcadas y 
también para detectar artefactos complejos que hubiesen podido pasar 
desapercibidos con dichas técnicas. 
 Se han empleado dos métodos automáticos, el primero buscando épocas 
con valores significativamente improbables en los canales; individualmente y en 
conjunto, con respecto a los valores de todo el registro. El segundo buscando 
épocas con una distribución muy apuntada en un canal o en el conjunto de canales, 
es decir con presencia de algunos valores muy diferentes al resto. Para marcar una 
época como rechazable se han definido umbrales de 5 veces la desviación típica de 
cada parámetro, conservadores desde el punto de vista de seleccionar épocas muy 
raras sin riesgo de marcar épocas aprovechables. 
Una vez aplicados éstos se han revisado las épocas marcadas y se han 
identificado otras con artefactos que no habían sido detectados mediante una 
segunda inspección visual. En esta etapa de la limpieza es importante no eliminar 
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épocas en las que únicamente hay parpadeos, siendo necesario vigilar por lo tanto 
el comportamiento de los métodos automáticos. Los parpadeos, como ya se ha 
comentado son un fenómeno muy frecuente durante los experimentos y no es 
aconsejable evitarlos bajo el riesgo de que el sujeto se distraiga o se lesione la 
córnea debido a la sequedad ocular que se puede producir. 
Por suerte los parpadeos se pueden separar bastante bien de la señal 
posteriormente en el proceso de limpieza sin tener que eliminar las épocas 
afectadas. Si se eliminaran a penas quedarían épocas limpias para el análisis. 
 
3.- Se calculan los componentes independientes utilizando el método ICA y 
se eliminan aquéllas épocas en las que se detectan muchos artefactos en algún 
componente. 
El algoritmo ICA, “independent component analysis” (Bell y Sejnowski, 1995; 
Jung et al., 2001) se ha empleado para detectar señales independientes que se 
manifiestan mezcladas en varios electrodos. Para profundizar algo más en este 
algoritmo se recomienda leer el siguiente sub apartado del capítulo. Este algoritmo 
está implementado en EEGlab. 
Si se asume que cada electrodo registra una combinación lineal de fuentes y 
artefactos, este método será capaz de aislar los artefactos más relevantes. A partir 
de los 64 canales del EEG se generan otros 64 llamados componentes 
independientes en los que se puede hacer evidente la actividad de algún artefacto 
que quede aislado en el proceso. 
Por lo tanto se realiza otra fase de depuración sobre los componentes 
eliminando aquéllas épocas en las que se observan actividades anormales en algún 
componente. Se han empleado las mismas técnicas automáticas que en el primer 
rechazo de épocas seguidas de inspección visual. Tampoco se eliminan las épocas 
afectadas únicamente por parpadeos. 
 
 4.- Se eliminan aquéllos componentes que corresponden únicamente o en 
su mayor parte a un artefacto 
Los componentes resultantes del ICA se presentan ordenados por su 
varianza, de mayor a menor. Las señales de gran amplitud y distribuidas por gran 
parte del registro como son los parpadeos ocuparán generalmente un componente 
entero de las primeras posiciones. Otro tipo de artefactos como los movimientos 
oculares o los relativos a la actividad cardíaca suelen también ocupar un 
componente individual, las últimas debido a su actividad discreta suelen ocupar 
posiciones finales. 
En esta fase se eliminan los componentes que soportan artefactos. Es 
importante actuar con precaución en su identificación. Hay algunos que mezclan 
actividad cortical con artefactos, por lo que si se eliminasen se estaría desvirtuando 
la señal. Una vez realizada la eliminación se vuelven a transformar los datos al 
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sistema de electrodos, habiéndose eliminado los artefactos correspondientes sin 
haber afectado a la señal de forma significativa. 
En la siguiente imagen se muestran dos ejemplos de componentes tal y 
como aparecen en EEGlab. Se muestra su distribución topográfica y su actividad a 
lo largo de las épocas. El primero corresponde a los parpadeos y el segundo a una 
mezcla de artefactos locales y señales débiles que no debería ser rechazado. 
 
 
Figura 23. Componentes del ICA. Ejemplos extraídos del análisis de los datos. 
 
 5.- Se revisan las épocas restantes 
 Las épocas restantes se someten a una prueba en la cual, si la amplitud 
máxima de alguno de sus electrodos se sitúa en el exterior del intervalo [-75, 75] 
micro voltios éstas se rechazan en virtud de la sospecha de que puedan presentar 
algún artefacto residual, considerándose ese valor suficientemente elevado como 
para no provenir de la actividad neuronal. 
 
2.3.5 Selección de épocas y filtrado en las bandas objeto de 
estudio 
 
En algunos estímulos y sujetos se han obtenido más de sesenta épocas 
limpias. En estos casos para ahorrar recursos computacionales, ya que el algoritmo 
empleado para el cálculo de la conectividad funcional es exigente se han 
seleccionado aleatoriamente sesenta épocas de cada tipo de estímulo.  
Las bandas de frecuencia del EEG que se han estudiado transportan 
información importante para caracterizar el procesamiento contextual. Éstas han 
sido 3, ordenadas de menor a mayor rango de frecuencia principal: theta (4 – 8 Hz), 
alpha (8 -12 Hz) y beta (12 – 28 Hz). Para filtrar la señal de cada electrodo en las 
citadas bandas se han empleado filtros paso banda síncronos de tipo FIR ajustados 
por mínimos cuadrados, de características similares a los que se han empleado 
para el filtrado en la primera fase del análisis. 
 Las actividades de ritmo alpha y theta se han relacionado, en el contexto de 
este experimento con procesos de atención top - down (Buzsáki y Draguhn, 2004) y 
la red frontal - parietal (Capotosto et al., 2009). Ambas bandas se han relacionado 
92 
 
también con procesos de memoria de trabajo, atención y procesamiento del 
contexto mental interno, considerándose el procesamiento contextual una parte de 
esta última.  
El ritmo beta se ha relacionado con procesos de actividad mental intensa 
que requieren integración global e interacción entre diferentes áreas como son las 
cortezas frontal y parietal (Fuster, 2009; Mesulam, 2012), procesos que, tal y como 
se ha explicado anteriormente son importantes para el procesamiento contextual 
(Fogelson, 2015).  
 
2.3.6 Atenuación de la conducción volumétrica 
 
 Tal y como se ha explicado en el sub aparatado 2.2 de la introducción la 
conducción volumétrica supone un problema a la hora de calcular la conectividad 
funcional, ya que en esencia podrían existir electrodos captando señales con origen 
cortical común aumentado artificialmente la conectividad entre ellos. 
 El algoritmo utilizado, CSD obtiene la densidad normal de corriente en cada 
punto del cuero cabelludo, es decir cuanta corriente estaría entrando y saliendo 
desde las fuentes corticales a partir de la distribución del potencial registrado en 
cada electrodo. 
Para emplear este algoritmo se han transportado las posiciones de los 
electrodos a la base requerida por el programa y se ha fijado el parámetro de orden 
de la interpolación, m = 4.  Los detalles del algoritmo se han expuesto el siguiente 
apartado de este capítulo. 
 Esta densidad normal de corriente cuyas unidades son micro Voltios / metro 
cuadrado se considera una señal menos afectada por la conducción volumétrica, 
por lo tanto más representativa de la actividad neuronal subyacente. Es la señal 
que se utilizará en el resto del proceso. 
 
2.3.7 Selección de las ventanas temporales a analizar 
 
 Antes de calcular la conectividad funcional es necesario definir qué 
intervalos o ventanas temporales del registro son relevantes para los experimentos 
de procesamiento contextual. 
Tal y como se ha apuntado en el sub apartado 1.7 de la introducción, dos 
hitos importantes en el experimento son la identificación visual de los estímulos y la 
clasificación de los mismos. Como ya se ha apuntado en el sub apartado 1.7 de la 
introducción, la primera ocurre alrededor de 200 mili segundos después de la 
presentación de los estímulos y la segunda alrededor de 300. Para los análisis de 
los experimentos de la presente tesis se han definido 3 ventanas temporales: 
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Entre los 200 y 700 milisegundos después de la presentación de los 
estímulos se puede definir una ventana que engloba la visualización, identificación y 
proceso de los estímulos. 
Entre 100 y 300 milisegundos se analiza únicamente la detección del 
estímulo por parte del sistema visual. 
 Entre 300 y 600 milisegundos la ventana se centra más en el proceso y 
utilización de los estímulos en el contexto predictivo. 
Finalmente cada archivo se ha segmentado en las nuevas ventanas y las 
épocas resultantes se han concatenado en una única serie temporal para cada 
sujeto, banda de frecuencia y ventana temporal. Esto se hace así para calcular un 
valor de conectividad promedio con todos los intentos de cada sujeto. 
 
2.3.8 Cálculo de la conectividad funcional 
 
 El algoritmo utilizado para calcular la conectividad funcional ha sido 
“synchronization likelihood” (SL). Se trata de un método desarrollado por Stam y 
Van Dijk para estimar la sincronización generalizada en las señales multi canal. 
“Synchronization likelihood” evalúa la interdependencia dinámica entre dos señales 
como mínimo (Rubinov et al., 2009; Stam y Van Dijk, 2002). 
La ventaja de este método reside en que puede evaluar la sincronización 
tanto lineal como no lineal (Montez et al., 2006), ofreciendo así una representación 
más precisa de las interacciones funcionales (Friston, 2000; Micheloyannis et al., 
2006; Rubinov et al., 2009; Stam et al., 2003), además de poder trabajar con 
señales no estacionarias (Stam y van Dijk, 2002). Al igual que el resto de algoritmos 
empleados en los experimentos llevados a cabo, su detalle se encuentra en el 
siguiente apartado del presente capítulo. 
Se han utilizado los siguientes parámetros para estimar el valor del índice de 
“synchronization likelihood”; lag, el retraso de la dimensión embebida ha sido 10; m, 
la dimensión embebida ha sido 20; W1, el límite de Theiler que corrige los efectos 
de auto correlación ha sido 200; W2, el límite superior del intervalo de exploración 
ha sido 400; p, la probabilidad de hallar recurrencias ha sido 0.05. Se pueden 
consultar los detalles en (Stam y van Dijk, 2002) y en el siguiente apartado de este 
capítulo. 
Una vez obtenido el índice para cada grupo de vectores embebidos en cada 
pareja de canales se han promediado los valores de todos ellos. Se ha obtenido por 
tanto una matriz de 64 por 64 valores de conectividad funcional para cada sujeto, 
tipo de estímulo, banda de frecuencia y ventana temporal empleada (Posthuma et 
al., 2005) con las series concatenadas obtenidas en el proceso de limpieza descrito 
en el sub apartado anterior. El índice SL toma valores entre 0 y 1, describiendo un 
continuo entre sincronización nula y total (Stam y Van Dijk, 2002). El enfoque 
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empleado ha sido bi-variado, calculando la interacción entre cada pareja distinta de 
señales de manera independiente sin estudiar la influencia de terceras señales. 
 
2.3.9 Método de estudio de la topología. Teoría de grafos 
  
Una vez ejecutado el algoritmo de conectividad se tiene un conjunto de 
valores entre 0 y 1 codificados con 24 bits que representan la intensidad de 
sincronización para cada pareja diferente de electrodos. Si se considera que hay 64 
electrodos habrá (଺ସ·଺ସ)ି଺ସ
ଶ
 ya que 64·64 es el número de combinaciones sin 
importar el orden, de las cuales 64 corresponden a combinaciones de un electrodo 
consigo mismo. Como en la conectividad funcional, al contrario que en la efectiva 
no se hace distinción entre los sentidos de la información y la conectividad entre el 
electrodo A y el B es la misma que entre el B y el A se justifica la presencia de la 
división entre 2. 
Por lo tanto se obtienen 2016 valores distintos de conectividad. Estas 
relaciones entre electrodos se pueden entender como una red o grafo. El análisis 
mediante la teoría de grafos emplea un modelo matemático en el cual un grafo 
consiste en una colección de nodos conectados mediante aristas (Bressler y 
Menon, 2010; Bullmore y Sporns, 2009; He y Evans, 2010; Stam y Reijneveld, 
2007; Stam y van Straaten, 2012). Este modelo ha sido empleado para estudiar las 
interacciones dentro de redes complejas como las redes de comunicación del 
cerebro humano, evaluando las correlaciones entre las señales registradas 
mediante fMRI, MEG o EEG (Bullmore y Sporns, 2009; He y Evans, 2010; Stam et 
al., 2007; Stam y Reijneveld, 2007; Stam y van Straaten, 2012).  
En la siguiente figura se puede observar la representación visual de un 
grafo, en la que filas y columnas son los nodos y los colores coordenados 
representan la intensidad de conectividad. Se aprecia también la simetría de la 
conectividad funcional, en la que las relaciones entre dos sensores no tienen 
sentido definido. 
 
Figura 24. Grafo de conectividad funcional. Adaptado de Rubinov, 2009. 
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El grado, coeficiente de aglutinamiento y el camino mínimo promedios son 
las medidas más comunes de grafos o redes, tal y como ya se ha expuesto en el 
sub apartado 3.3 del capítulo de introducción. A modo de recordatorio: 
El grado promedio de un grafo, K se calcula promediando los grados de 
todos los nodos del mismo empleando la siguiente ecuación, en la cual el grado de 
cada nodo, 𝑘௜, i=1,2…M (M=64), se define como el número de otros nodos que 








 El coeficiente de aglutinamiento de un vértice i con grado 𝑘௜ se define como: 




Donde 𝐸௜ es el número de conexiones entre los vecinos del nodo i, 
definiendo éstos como los situados a una conexión de distancia (Watts y Strogatz, 
1998). El coeficiente de aglutinamiento promedio mcc de un grafo se obtiene 
promediando los coeficientes de todos sus nodos: 







El camino mínimo entre dos vértices i y j se define como el mínimo número 
de conexiones entre i y j. El camino mínimo promedio mpl de un grafo se define 
como el promedio de los caminos mínimos de sus nodos: 






En el experimento Nº1 se han normalizado estas medidas topológicas mcc y 
mpl, calculando su ratio con respecto a valores de un grafo aleatorio que se genera 
con el mismo grado y el mismo número de nodos (Maslov y Sneppen, 2002). Las 
redes aleatorias, tal y como se ha apuntado en la introducción se caracterizan por 
su bajo mcc y bajo mpl. Esto se hace seleccionando aleatoriamente dos conexiones 
en la red original y permutando entre sí dos de sus nodos logrando siempre 
conexiones nuevas, reconectando los nodos de manera arbitraria y respetando el 
mismo grado de la red original. Este procedimiento se realiza 4 veces por cada 
conexión de la red original. Por lo tanto, se calculan mcc y mpl como promedio de 
los grafos obtenidos en la re conexión y comparado éstos con los del grafo original. 
De esta manera se han obtenido las medidas normalizadas γ = mcc / 
<mcc_random> y λ = mpl/<mpl_random>. (<> indica el promedio de las redes 
generadas). 
El uso de estos parámetros permite comparar las medidas sin tener en 
cuenta el tipo de red, aunque el método de comparación estadística entre grafos, el 
cual se explica en el sub apartado 5.3 de este capítulo ya tiene en cuenta este 
efecto. La razón de haber utilizado estas medidas en el primer experimento ha sido 
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obtener poder estadístico adicional en ausencia de evidencia para los parámetros 
no normalizados  
  
 
2.4 DESCRIPCIÓN DE LOS ALGORITMOS UTILIZADOS 
EN EL PROCESADO 
  
Este apartado ofrece una visión introductoria y sintética sobre 
los principales algoritmos que se han empleado en el procesado de las 
señales de los  experimentos de esta tesis. 
 
 
2.4.1 Filtros digitales 
 
Un filtro es un elemento que modifica de alguna manera los parámetros de 
un afluente. En el campo del tratamiento de señales un filtro puede trabajar en el 
dominio del tiempo, modificando determinados valores de la señal con respecto a 
otros o en el de la frecuencia, modificando la información soportada en 
determinadas bandas (Oppenheim y Schafer, 2009; Proakis y Manolakis, 1996). Por 
ejemplo puede permitir el paso de frecuencias a partir de un determinado umbral 
(filtro paso alto), anularlas (paso bajo) o ambas cosas (paso banda). El 
comportamiento real de los filtros dista del ideal. Como se acaba de apuntar los 
filtros digitales poseen tolerancias reducidas y una alta precisión en su respuesta. 
Los parámetros básicos de un filtro son la banda de paso, la banda eliminada, los 
rizados máximos admitidos en cada una de ellas y la anchura de la banda de 
transición. En la siguiente figura se observan estos parámetros. 
 
Figura 25. Parámetros principales de un filtro en el dominio de la frecuencia. Adaptado de 
Oppenheim y Schafer, 2009 
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Tal y como se observa, los filtros están generalmente diseñados para dejar 
intactas las amplitudes en la banda de paso (0 dB) e imponer una fuerte restricción 
en la banda eliminada, la cual también se podría ajustar. -60 dB ya significaría una 
reducción de un millón de veces en la amplitud correspondiente a esas frecuencias.  
Los rizados son las modificaciones de amplitud sobre las ideales, en ausencia de 
otras restricciones cuanto menores mejor. La anchura de la banda de transición 
corresponde a aquéllas frecuencias que están a caballo entre el paso y la 
atenuación. Cada tipo de filtro posee distintos comportamientos con respecto a 
estos parámetros. Según la manera de implementarlos pueden clasificarse en filtros 
analógicos o digitales. 
Los filtros en tiempo discreto, comúnmente conocidos como filtros digitales 
aplican un conjunto de operaciones matemáticas bien definidas a datos de 
naturaleza numérica discreta. Datos que se pueden obtener de muestrear 
magnitudes experimentales codificándolas generalmente en un sistema binario.  
En contraposición, los filtros analógicos consisten en intercalar y ajustar 
elementos que producen un filtrado en la señal experimental, sin estar el proceso 
de computación controlado por un algoritmo exacto si no que lo gobiernan las 
propiedades de dichos elementos. Para una señal eléctrica un ejemplo serían los 
filtros analógicos pasivos consistentes en la conexión de bobinas y condensadores. 
En el primer caso se tiene el problema de la fidelidad del muestreo y la 
precisión de la codificación numérica mientras que en el segundo, según la 
aplicación pueden existir problemas para encontrar, ensamblar y ajustar los 
elementos filtrantes. Las transiciones y ganancias no pueden ser ajustadas tan 
finamente y pueden verse modificadas por variaciones ambientales. 
Existen dos tipos principales de filtros, FIR (“finite response”) e IIR (“infinite 
response”). Esta clasificación hace referencia al comportamiento de los mismos 
ante una entrada impulso, lo que determina entre otros aspectos su rango de 
estabilidad. Los filtros FIR son siempre sistemas estables, al contrario que los IIR 
los cuales pueden ser inestables. Los FIR introducen un retardo de fase 
proporcional a cada frecuencia mientras que los IIR producen efectos complejos 
sobre la fase de la señal. Además, los filtros FIR requieren un mayor número de 
operaciones (orden del filtro) para lograr el mismo efecto que los IIR. En la siguiente 
figura se ilustran estas diferencias. 
 




De manera general los filtros FIR se implementan mediante la convolución 
de una función conocida o núcleo del filtro con la señal por lo que los valores de la 
salida dependen únicamente de la entrada, este factor es el que les confiere su 
estabilidad incondicional. 
La implementación más básica de este tipo de filtros consiste en truncar el 
desarrollo en serie de Fourier de la señal y corregir las inestabilidades numéricas 
restantes por ejemplo mediante el método de enventanado o el de optimización, 
son sistemas que no responden a modelos de filtros analógicos mientras que los IIR 
son adaptaciones a tiempo discreto de modelos de filtros analógicos (tiempo 
continuo).  
Los filtros IIR se conocen también como filtros recursivos. Poseen un lazo 
de retroalimentación en su formulación, por lo que para calcular un valor de salida 
determinado se emplean algunos de los valores anteriores. Esto hace que su 
respuesta a una entrada impulso (un valor único) sea infinita y también condiciona 
su estabilidad a los parámetros escogidos y a la señal de entrada. En una 
aplicación de filtrado en tiempo real en el que la distorsión de fase no sea un 
impedimento crítico los filtros IIR pueden ser la opción correcta ya que son más 
rápidos de computar que un FIR equivalente. Se generan mediante la adaptación 
de modelos de filtros analógicos conocidos a tiempo discreto como por ejemplo los 
filtros de Butterworth o Chebyshev. 
Como se va a llevar a cabo un análisis de conectividad se debe evitar alterar 
la fase de las señales. Ya que en la etapa de análisis la información se encuentra 
almacenada en el disco duro es posible contrarrestar las distorsiones de fase 
aplicando el filtro hacia delante y hacia atrás por lo que un IIR sería factible. No 
obstante como no es necesaria una rapidez computacional máxima, para evitar 
problemas de inestabilidad se han elegido filtros FIR para este trabajo. Estos filtros 
se han empleado en la primera etapa de procesamiento de las señales y en la fase 
final, para separar la información en las tres bandas del EEG significativas para los 
estudios. Esto se verá en las siguientes secciones. 
Para cada caso el procedimiento de generación del filtro implementado en 
EEGlab ha sido el siguiente:  
-Como primera estimación, el orden del filtro se estima como 3 veces el 
cociente entre la frecuencia de muestreo y la frecuencia de corte.  
-Una vez elegido el orden del filtro se plantea el error entre la respuesta en 
frecuencia ideal y la real en cada banda de frecuencias en función de los 
parámetros del filtro y se optimiza empleando mínimos cuadrados. Es necesario 
imponer alguna restricción adicional (método de Remez) además de realizar 
pruebas variando ligeramente los parámetros de respuesta y el orden hasta 
conseguir un diseño óptimo. A pesar de esto se trata de un método de estimación 
robusto y que conduce a filtros de menor orden que los diseñados empleando el 




2.4.2 “Current source density” 
 
 Este algoritmo, implementado en la CSD toolbox tiene como función la 
identificación de las fuentes de actividad cortical independientes para de ese modo 
paliar el efecto de la conducción volumétrica en los registro, evitando calcular una 
conectividad funcional artificial.  
 Se basa en realizar estimación de la corriente que entra y sale del cráneo en 
dirección perpendicular al mismo entre las fuentes corticales y los electrodos de 
registro. Esta corriente se relaciona con el potencial medido en estos últimos 
mediante la ecuación de Poisson (Tenke y Kayser, 2005), considerando a los 
tejidos interpuestos como un medio isótropo con permeabilidad 𝜎௦. 
−𝐶𝑆𝐷 = 𝜎௦𝛻ଶ𝛷 
 La manera de resolver esta ecuación en derivadas parciales es ajustar 
funciones de interpolación, splines esféricos (Perrin et al., 1989) en la superficie 
craneal a partir de los valores de potencial medidos a los electrodos, el laplaciano 
de esas funciones es conocido y a partir de él se puede estimar la densidad normal 
de corriente. 
En este trabajo se ha tomado una aproximación esférica del cráneo sobre la 
que se han situado los electrodos siguiendo el mismo montaje que en el cráneo 
(Estrin y Uzgalis, 1969) para realizar este ajuste, aunque es posible realizarlo de 
manera más precisa a partir de la superficie real del cráneo obtenida por ejemplo 
mediante imágenes de resonancia magnética. 
 Los splines esféricos elegidos se han planteado empleando polinomios de 
Legendre, ya que el laplaciano de éstas se obtiene de forma trivial facilitando la 
expresión final de la densidad normal de corriente. En la siguiente tabla se muestra 
la fórmula para interpolar el potencial sobre la superficie craneal. 
 
















𝑼𝒙 Potencial interpolado en el punto X de la esfera 
𝒄 Coeficientes del spline. Deben ser ajustados con los potenciales de los electrodos 
𝒏 Número de electrodos del montaje 
𝒄𝒐𝒔(𝑿, 𝑬𝒊) Coseno del ángulo formado entre las normales de los puntos X y el correspondiente al electrodo i 
𝒎 Orden de los spline. Parámetro que se debe optimizar 




El valor de los coeficientes del spline se ajusta con la condición de que los 
valores de la interpolación en los puntos correspondientes a los electrodos arrojen 
el mismo valor que éstos con la condición añadida de que todos coeficientes sumen 
0. Este ajuste se lleva a cabo con distintos parámetros m, eligiendo el que minimice 
el error de todo el campo interpolado. Una vez ajustada la interpolación basándose 
en la propiedad de los polinomios de Legendre escrita a continuación: 
𝛻𝑃𝑛 = −(2𝑛 + 1)𝑃𝑛 













 En la siguiente figura se puede comparar la distribución interpolada de 
potencial con la de densidad normal de corriente, habiendo ajustado el parámetro m 
= 4, al igual que en las transformaciones de este trabajo. 
 
 
Figura 26. Transformación CSD. Adaptado del tutorial de CSD toolbox 
 
2.4.3 “Independent component analysis” 
 
 El ICA (Bell et al., 1995; Makeig et al., 1996) es una familia de algoritmos 
empleados en la separación de una combinación lineal de fuentes independientes 
registradas en diversos sensores, sin entrar en la localización de las mismas. El 
problema simplificado se puede pensar como una fiesta de cóctel en la cual todo el 
mundo habla a la vez. A pesar de esto la gente posee la habilidad de ignorar la 
información suplementaria, siendo capaz de localizar y atender una a una a las 
fuentes de conversación que le resultan interesantes.  
 El criterio que se impone en la implementación de EEGlab, Infomax ICA es 
que las señales resultantes sean estadísticamente independientes, es decir que su 
función de densidad de probabilidad conjunta sea estrictamente el producto de las 
funciones de las señales individuales. Esto es equivalente a minimizar la 
información mutua entre las señales. Para poder emplear el algoritmo se deben 
tener una serie de señales independientes mezcladas linealmente a través de un 
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medio que no introduzca retrasos significativos en la transmisión, las señales deben 
ser densidades de probabilidad no muy diferentes del gradiente de una función 
sigmoide logística y si se tienen n señales se generarán exactamente n fuentes 
independientes. 
 El EEG cumple los requisitos necesarios para poder emplear ICA. No 
obstante el hecho de obtener el mismo número de señales que de canales no 
clarifica nada acerca de los posibles orígenes de las señales. Además si las fuentes 
de actividad cortical distintas son más o menos que los canales existirán 
componentes que o bien mezclan las señales más débiles o bien se complementan 
generando ruido. Esto último debe evitarse mediante la evaluación del rango de las 
señales que se van a procesar. Deben tener una independencia previa en este 
sentido. En la siguiente figura se ilustra la separación de dos señales senoidales 
que previamente se habían mezclado linealmente en dos canales de manera 
diferente. 
 
Figura 27. Ejemplo de separación de fuentes independientes. Adaptado de Delorme, 2017 
 
2.4.4 “Synchronization likelihood” 
 
 Tal y como se ha apuntado en el sub apartado 3.2 de la introducción 
“Synchronization likelihood” o SL (2002, Stam y Van Dijk) es un índice de 
conectividad generalizado que busca relaciones lineales y no lineales entre dos o 
más señales.  
El primer paso para calcular este índice es emplear el teorema de Takens 
de embebido con retardo, “delay embedding” (Takens, 1981) en las señales que se 
quieran relacionar. Este proceso consiste en generar vectores de dimensión m 
cuyos componentes son muestras temporales de la señal separadas un tiempo l, o 
lag. La teoría afirma que, para un valor suficiente de la dimensión m las series 
resultantes de estos vectores permiten una reconstrucción aproximada de sus 
atractores (Kantz y Schreiber, 1997; Lillekjendlie, 1994; Pikovski et al, 2001; 
Takens, 1981). En la siguiente figura se muestra la creación de los vectores 




Figura 28. “Delay embedding” 
 
El parámetro m o dimensión embebida debe ser suficiente para que las 
trayectorias reconstruidas no se confundan entre sí, en concreto igual o superior al 
doble de la dimensión original del atractor (Takens, 1981). Determinar la dimensión 
exacta del atractor no es generalmente posible en la práctica y trabajar con 
dimensiones superiores a la mínima aumentaría el esfuerzo computacional de 
manera innecesaria, aunque en el caso de series temporales afectadas por ruido se 
ha propuesto incrementar el valor de la dimensión m sobre el valor mínimo 
(Casdagli et al., 1991). 
En la literatura científica se han propuesto varios métodos para encontrar 
esta dimensión. Uno de ellos es el de los falsos vecinos (Kennel et al., 1992), 
modificado posteriormente en un artículo en el cual se puede observar también una 
revisión de otros métodos (Cao, 1996). Los falsos vecinos son puntos de la señal 
que parecen estar en la misma trayectoria de fase únicamente porque no se ha 
escogido una dimensión suficiente. El algoritmo detecta estos valores y busca una 
dimensión que no los haga aparecer. 
Para el parámetro de retardo, lag la teoría no ha establecido un valor porque 
ha sido formulada con señales infinitas de precisión también infinita. En la práctica 
resulta recomendable definirlo. Si se toma demasiado pequeño habrá muchos 
valores redundantes (Casdagli et al., 1991; Gibson et al., 1992) que en presencia 
de ruido puede desvirtuar la medida. Si es demasiado grande los valores no estarán 
correlacionados y la reconstrucción del atractor sería demasiado compleja. 
Afortunadamente no se trata de un parámetro demasiado sensible (Kantz y 
Schreiber, 1997) y no es tan crítico como la dimensión m. 
Dos de los principales métodos sugeridos en la literatura para estimar el 
valor del lag han sido ajustarlo al tiempo que tardan las funciones de auto 
correlación de las señales en decaer al valor 1/e  o buscar el valor mínimo de la 
información mutua de la serie embebida, basada en la entropía de Shannon, 
procedente de la teoría de la información (Cover y Thomas, 2006). 
En un artículo relativamente reciente se han propuesto, para señales de 
banda acotada valores de estos parámetros en función de la banda que abarcan y 
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de la frecuencia de muestreo (Montez et al., 2006). A pesar de estas 
recomendaciones es posible no llegar a los valores óptimos en algunos casos 
(Pereda et al., 2001). Los parámetros empleados en los experimentos, presentados 
en el sub apartado 3.9 de este capítulo se han elegido por haber logrado un 
funcionamiento aceptable del cálculo en análisis previos con señales de EEG 
similares, sin involucrar recursos computacionales inabordables. 
Una vez determinados los parámetros de embebido y realizado éste se 
inicia el procedimiento siguiente: Para cada vector embebido, i de cada señal se 
calculan las normas de las diferencias (distancia euclídea) entre éste y otra serie de 
vectores alejados en ambos sentidos de la serie temporal una determinada 
cantidad, denominada W1 para evitar recoger valores que no supongan una 
evolución de la señal. Las diferencias se calculan como la norma de la diferencia 
Este límite se ha propuesto también situarlo como mínimo un número de 
vectores correspondiente al tiempo que tarda la función de auto correlación de las 
señales en decaer hasta el valor 1/e, límite de Theiler (Theiler, 1986) con una 
argumentación similar al de la elección del parámetro lag. 
Las diferencias con el vector embebido i se calculan desde este límite hasta 
otro denominado W2. Idealmente se podría calcular hasta el final de las señales. No 
se suele utilizar tal cantidad de datos por motivos computacionales. A medida que 
se llega al los límites de las series se pueden tomar de nuevo valores del otro 
extremo (condición cíclica) o bien acortar la comparación (Montez et al., 2006).  
Acto seguido se elige un percentil relativamente reducido P (por ejemplo 5) 
tal que las distancias, ordenadas de menor a mayor situadas por debajo del mismo 
se consideran recurrencias. En la siguiente figura se ilustra el proceso de búsqueda 
de recurrencias para dos señales en la que se puede apreciar las ventanas de 
exploración a ambos lados de los vectores embebidos i de ambas señales. 
 
 






Finalmente, tal y como muestra la siguiente figura para dos señales se 
exploran éstas y se cuentan las recurrencias comunes, definiéndose el índice SL 
como el cociente entre el número de recurrencias mutuas del proceso y el número 
máximo de recurrencias posibles. Está por tanto naturalmente acotado entre 0 y 1.  
 
 
Figura 30. Cálculo del SL a partir de dos señales embebidas 
 
 
2.5 ANÁLISIS Y ESTADÍSTICA 
 
En esta sección se explica la batería de métodos que se ha 
utilizado a fin de validar la extensión de los resultados experimentales 
a la población general. 
 
 
2.5.1 Análisis de varianza 
 
El análisis de varianza es una técnica empleada para la comparación de 
medias de dos o más grupos de población basándose en sus muestras. Permite el 
análisis de los factores que caracterizan los grupos así como otros factores que se 
distribuyen transversalmente a lo largo de los mismos mediante la descomposición 
de los valores observados en factores inter e intra grupales (Spiegel et al., 2007). 
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Se obtiene la significación de los efectos principales y de su interacción para la 
diferencia entre las medias mediante un test basado en la distribución F. 
Esta técnica se basa en asumir que las poblaciones de las que se derivan 
los grupos experimentales producen una distribución normal y en que las variables 
poseen la misma varianza. Este último se conoce como criterio de esfericidad, la 
cual puede medirse a través de la prueba de Mauchly. En los casos en los que no 
se ha cumplido este último criterio se ha empleado la corrección de Greenhouse-
Geisser. 
Una vez obtenida la relevancia de los factores se realizan los denominados 
test post-hoc entre parejas de efectos significativos. En los experimentos se ha 
empleado la corrección de Sidak para estas comparaciones múltiples. 
 
2.5.2 Test T 
 
Los test T emplean la conocida como distribución T de Student para 
cuantificar la probabilidad de que las medias de dos poblaciones sean diferentes 
basándose en sus respectivas. La distribución T surge del muestreo de una 
población normal en la que se toman relativamente pocas muestras y no se 
conocen las varianzas de las mismas.  
Se crea un estadístico basado en la diferencia de medias que tendería a 
seguir una distribución T únicamente en el caso de que las medias poblacionales 
fuesen iguales. Se calcula éste y se localiza su probabilidad asociada en una 
distribución T ajustada a los tamaños de las muestras y, si el resultado es menor 
que el umbral de significación (utilizado 0.05) las medias de las poblaciones pueden 
considerarse diferentes con poco margen de error. 
Para poder emplear estos test las variables poblacionales deben dar signos 
suficientes de derivar de poblaciones que siguen una distribución normal. Uno de 
los test de normalidad empleados ha sido el de Kolmogorov, que mide las 
diferencias entre los valores acumulados de la muestra y de otra muestra 
proveniente de una distribución normal con la misma media y varianza. 
En su defecto, como alternativa se han realizado test de Mann Whitney. 
Este test en lugar de comparar las medias compara las medianas y consiste en 
ordenar los grupos y calcular un estadístico basado en la suma de los rangos 
(orden del valor en la muestra de menor a mayor) que mide las veces que los 
valores de un grupo superan a los del otro, variable que para muestras 
relativamente grandes puede considerarse normalmente distribuido en el caso de 





2.5.3 Comparación entre grafos de conectividad 
 
Con respecto al problema de la comparación entre grafos de distinta 
conectividad promedio o grado indicado en el sub apartado 3.3 del primer capítulo 
se ha optado por binarizar las redes. El problema de hacer esto, como ya se ha 
mencionado reside en adoptar un criterio de selección del umbral entre el todo y la 
nada que no distorsione la información importante y, sobre todo que no lo haga de 
manera diferente en cada grafo que se compara. 
Esto sugiere la utilización de un umbral diferente para cada grafo, 
acompañado de un criterio de selección adecuado; algo complejo de desarrollar. La 
solución adoptada en este trabajo ha sido utilizar para cada grafo un conjunto de 
umbrales que generen 15 grafos binarios con un grado (K) comprendido entre 8 y 
15, con una separación de 0.5. 
El límite inferior se explica por ser el límite teórico para el cual el grafo es 
todavía conexo 8.3 = 2*log(64), es decir que se puede alcanzar cualquier nodo 
desde cualquier otro, y el superior marca el umbral para poder encontrar 
características de mundo pequeño en la red (Watts y Strogatz, 1998). Por lo tanto 
cada grafo de conectividad, procedente de un sujeto, una sesión experimental y una 
banda de frecuencia se divide en 15 grafos binarios con un grado que va desde 8 a 
15. 
Por lo tanto para cada sujeto, tipo de estímulo, sesión y banda de frecuencia 
se han calculado 15 medidas topológicas de cada tipo estudiado (mcc, mpl, γ o λ)  y 
se ha calculado además el área bajo la curva que resulta de la evolución de cada 
una de ellas a través de los 15 grafos binarios generados mediante el método del 
trapecio. Para comparar una medida topológica entre grupos se comparan entre sí 
los 15 valores además de los valores del área bajo la curva, también entre sí.  
En la siguiente figura se puede observar un esquema resumen del proceso 
de análisis de la conectividad. 
 
 
Figura 31. Esquema resumen del procedimiento de análisis topológico. 
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2.5.4 “Network based statistics” 
 
 Tal y como se acaba de indicar en este capítulo se cuenta con 2016 
conexiones distintas en cada medida de conectividad para cada sujeto. La 
comparación directa de la intensidad promedio de las conexiones entre los grupos 
da lugar a un número muy elevado de pruebas (Curran-Everett, 2000). Para 
abordar esto y generar resultados visualmente interpretables se emplea el algoritmo 
“Network based Statistics” o NBS sobre los grafos con pesos directamente 
obtenidos del algoritmo de conectividad, no sobre los binarios generados para 
facilitar en el análisis topológico. Se trabaja con las conexiones en bruto de cada 
estímulo, banda, sesión y sujeto. 
El algoritmo “Network based statistics”, NBS fue empleado para controlar el 
ratio de error en este proceso de comparaciones múltiples (Zalesky et al., 2010). Se 
han realizado dos test de una cola para comparar las diferencias entre la intensidad 
de conectividad de los componentes distintos de entre cada pareja de grupos (p. ej. 
controles > PD, PD > controles). 
 Se parte de dos redes con igual número de nodos entre las cuales se 
calcula, conexión a conexión un test de comparación de medias. Si las variables 
superan los test de normalidad, el test T; de lo contrario se emplea Mann-Whitney. 
Se aplica entonces un umbral que selecciona los valores del test que pasan a la 
siguiente fase. En ésta se buscan los componentes conexos de la red formada por 
los valores de conectividad que han pasado el umbral. 
 Los componentes conexos de una red o grafo son conjuntos de nodos entre 
los que existe un camino entre cualquier combinación de ellos, no existiendo 
ninguno entre nodos pertenecientes a componentes distintos. En la siguiente figura 
se ilustra este concepto mostrando un grafo con 9 nodos, 8 conexiones y dos 
componentes conexos en los cuales es posible viajar desde cualquier nodo a 
cualquier otro, siendo imposible viajar entre nodos pertenecientes a distintos 
componentes. 
 




Para detectar estos componentes se emplea el algoritmo denominado 
“depth-first search”. Se comienza desde un nodo cualquiera y se avanza hacia 
todos los nodos conectados, asignándolos al primer componente y marcando éstos 
para no volver a empezar la búsqueda desde ellos. Cuando se acaba la 
ramificación se repite el proceso desde otro nodo sin marcar agregando sus vecinos 
al segundo componente y así hasta que todos los nodos están marcados. 
Una vez obtenidos los componentes conexos se realiza un test estadístico 
no paramétrico basado en la permutación de sujetos para determinar qué 
componente o componentes conexos son significativamente diferentes entre los 
dos grupos. La permutación consiste en realizar todo el proceso anterior un número 
K de veces permutando sujetos entre los dos grupos comparados en cada una de 
ellas. Cuanto mayor sea el número K de permutaciones mayor será la potencia 
estadística del test. 
Si los componentes son realmente distintos entre las poblaciones 
comparadas, al permutar aleatoriamente y re calcular estos componentes varias 
veces éstos acabarán por menguar o desaparecerán. En caso contrario podrían 
aumentar. Los tamaños de los componentes corresponden al número de 
conexiones de cada uno. Otra opción hubiese sido promediar cada conexión con su 
intensidad, esto se conoce como extensión del componente. 
La probabilidad de que cada componente sea realmente diferente cuando se 
considera la población general se calcula como el cociente entre el número de 
veces que se alcanza un componente con nodos comunes de mayor tamaño entre 
el número total de permutaciones. Cuanto más baja sea esta probabilidad con 
mayor seguridad se estará ante un componente significativamente diferente entre 
los grupos. 
Es importante destacar que cada umbral puede dar lugar a distintos 
componentes, cada uno con su probabilidad asociada. Dependiendo de la 
sensibilidad con la que se ajuste, este algoritmo proporciona distintos componentes 
conexos entre grupos para los estímulos en comparación en cada banda. Se han 
probado varios umbrales de sensibilidad y elegido los componentes significativos 
(umbral de significación 0.05) con menos de 15 conexiones (las 15 conexiones de 
mayor poder estadístico de la comparación). De esta manera se ha obtenido un 
número reducido de conexiones, adecuadas para su interpretación representando 
las diferencias más importantes entre las conexiones corticales de las poblaciones 
cuando realizan la tarea procesando un determinado tipo de estímulo.  
 Para reportar el resultado de una comparación en ambos estudios y evitar 
posibles falsos positivos debidos a la gran cantidad de comparaciones realizadas se 
han reportado únicamente resultados que hubiesen obtenido diferencias en ambos 
métodos. Es decir, una diferencia en algún parámetro topológico con el 
procedimiento indicado en el sub apartado anterior y una red procedente del NBS. 
Es importante hacer notar que las conexiones que se ilustran con este 
procedimiento son por tanto parte de las muchas conexiones distintas que dan lugar 























EXPERIMENTO Nº1 “Processing of 
implicit versus explicit predictive 


































3.1 INTRODUCCIÓN EXPERIMENTO Nº1 
 
La enfermedad de Parkinson (PD) se asocia con una serie de problemas 
cognitivos, principalmente en las funciones ejecutivas (Brown y Marsden, 1990; 
Kulisevsky, 2000; Owen, 2004; Sain-Cyr, 2003) y en la manipulación de información 
en la memoria de trabajo (Gabrieli et al., 1996; Lewis et al., 2003a, b003b, 2005).  
Un estudio previo con potenciales relativos a eventos ha encontrado déficits 
en el procesamiento de la información contextual local en los pacientes de PD, un 
componente crítico de la memoria de trabajo (Fogelson et al., 2011). En ese estudio 
se demostró que los pacientes de PD son capaces de identificar la secuencia 
predictiva basada en el contexto local de una tarea, pero tienen limitaciones para 
emplear la información contenida en dicha secuencia en la predicción de los 
objetivos de la misma (Fogelson et al., 2011).  
En el presente estudio se ha investigado si los pacientes de PD muestran o 
no alteraciones en la conectividad funcional si la información contextual se les 
provee de manera implícita, es decir sin indicarles detalles acerca de la existencia 
de la misma, ya que todavía queda sin concluir si el aprendizaje implícito está o no 
alterado en los pacientes de PD.  
El aprendizaje implícito es un proceso mediante el cual se facilita la 
realización de una tarea sin el que el sujeto pueda manifestarlo. El significado 
funcional del aprendizaje implícito es incrementar el procesamiento de información 
a un mayor nivel que el que puede alcanzarse únicamente mediante funciones 
conscientes (Chun y Jiang, 1998; Lewicki et al., 1988). Se piensa que el aprendizaje 
implícito emplea recursos cognitivos y procesos tales como la memoria de trabajo 
(Bo et al., 2011; Lewicki et al., 1988). Varios paradigmas experimentales han sido 
utilizados en la literatura científica para estudiar el aprendizaje implícito, incluyendo 
el aprendizaje implícito de secuencias motoras (Nissen y Bullemer, 1987) y el 
fenómeno conocido como “contextual cueing” (Chun y Jiang, 1998), en el cual las 
asociaciones entre la configuración espacial y el emplazamiento del objetivo se 
aprenden de manera incidental. 
Varios estudios han demostrado que el aprendizaje implícito de secuencias 
motoras está afectado en los pacientes de PD (Gobel et al., 2013; Meier et al., 
2013; Schendan et al., 2013; Werheid et al., 2007; Wilkinson et al., 2009), mientras 
que otros han demostrado lo contrario (Mongeon et al., 2013, Werheid et al., 2003). 
Otros estudios han examinado el aprendizaje implícito en la PD no relacionado con 
el aprendizaje de secuencias motoras. Estos estudios sugieren que los pacientes 
de PD presentan déficits en el “contextual cueing” implícito (van Asselen et al., 
2009), una habilidad menguada para generar estrategias internas de resolución de 
problemas (van Spaendonck et al., 1995) y un uso deficiente de pistas rítmicas (te 
Woerd et al., 2017). Además, la falta de dopamina en los pacientes de PD ha 
demostrado estar asociada con problemas en la detección de objetivos que se 
presentan próximos en el tiempo (Slagter et al., 2016). 
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Existe cierta evidencia de que áreas corticales y subcorticales tales como la 
corteza prefrontal, la parietal, el lóbulo temporal medial y los ganglios basales 
(Chun y Phelps, 1999; Gomez Beldarrain et al., 2002; Pascual-Leone et al., 1996; 
RobeRTon et al., 2001; van Asselen et al., 2009; Yi y Chun, 2005) están 
involucrados en el aprendizaje implícito. Estudios recientes han sugerido que no es 
una, sino que son varias redes cerebrales diferentes las que tienen un rol en 
determinar si la información se procesa implícita o explícitamente (Darsaud et al., 
2011; Rose et al., 2011). Esto concuerda con que los déficits en el aprendizaje 
implícito en la PD están asociados con anormalidades en las redes fronto-estriadas 
(Wilkinson et al., 2011). De todas maneras, existen otros estudios que sugieren que 
las áreas prefrontales son las principales áreas involucradas en el aprendizaje 
implícito (Meehan et al., 2011; Rostami et al., 2009). 
Por lo tanto, no sólo hay una evidencia inconclusa sobre si el aprendizaje 
implícito está o no impedido en la PD, si no que también hay una cantidad escasa 
de estudios empleando paradigmas de aprendizaje implícito no relacionados con el 
aprendizaje de secuencias motoras en pacientes de PD. En vista de esto se ha 
decidido investigar la habilidad de los pacientes de PD para detectar y utilizar 
información contextual local y emplearla para predecir eventos de una manera 
implícita en comparación con la manera explícita, comparados con sujetos de 
control sanos. 
Un estudio reciente ha estudiado el procesamiento contextual implícito 
frente al explícito en adultos jóvenes sanos mostrando efectos facilitadores en 
ambas modalidades relacionados con la información contextual local, usando 
medidas de comportamiento y electro fisiológicas (Fogelson y Fernández del Olmo, 
2013). En ese estudio, tanto en la sesión implícita como en la explícita se 
registraron tiempos de reacción más rápidos en los objetivos predichos frente a los 
aleatorios, a pesar de que este efecto fue más pronunciado en la sesión explícita. 
Esto sugiere que los sujetos fueron capaces de detectar la secuencia predictiva 
tanto de manera implícita como explícita y, lo que es más importante pudieron 
emplear esta información predictiva para facilitar el procesamiento de los objetivos 
predichos, aunque en un grado significativamente inferior en la sesión implícita 
comparada con la explícita. 
En otro estudio anterior, utilizando la versión explícita lateralizada del 
paradigma descrito en el apartado 1 del segundo capítulo (presentando los 
estímulos aleatoriamente a ambos lados del punto central de la pantalla), se 
observaron conexiones fronto-parietales más débiles  en los pacientes de PD 
comparados con los controles durante el procesamiento de los estímulos predichos 
(Fogelson et al., 2013). Además, las medidas basadas en la teoría de grafos 
empleadas para evaluar las propiedades locales y globales de las redes (Stam y 
Reijneveld, 2007; Watts y Strogatz, 1998), mostraron conexiones funcionales más 
estructuradas dentro de las redes frontales encargadas del procesamiento de los 
objetivos predichos y de los últimos estímulos, por tanto más informativos de la 
secuencia predictiva (Fogelson, 2013).  
En este experimento se ha querido examinar si existen cambios en la 
conectividad funcional relacionados con el procesamiento contextual de la 
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secuencia predictiva en la PD, y cómo éstos pueden contribuir a los déficits 
observados en dicha tarea.  
Por lo tanto, se ha esperado replicar los resultados del estudio anterior en 
los parámetros de comportamiento y conectividad funcional (n-1) para la sesión 
explícita en los pacientes de PD (Fogelson et al., 2011, 2013) y determinar si 
existen o no efectos de contexto local en la sesión implícita. 
 
 
3.2 MÉTODOS EXPERIMENTO Nº1 
 
 
3.2.1 Sujetos participantes 
 
Para el grupo de pacientes de Parkinson fueron reclutados diecisiete 
individuos (media de edad ± error estándar = 58.1 ± 2.5 años), 5 de ellos mujeres. 
Para el grupo de control fueron reclutados quince sujetos de control con 
edades similares a los pacientes (57 ± 2.6), 5 de ellos mujeres. 
Los pacientes fueron diagnosticados con enfermedad de Parkinson 
idiopática. La puntuación de Howh y Yahr (Hoeh and Yar, 1967) de los pacientes se 
ha situado entre 1 y 2.5 (puntuación media 1.7).  
En la siguiente tabla se pueden observar los detalles de la muestra 
incluyendo años desde el diagnóstico, lado más afectado, la puntuación del test 













































El experimento tuvo lugar como mínimo 2 años después del comienzo de la 
enfermedad para todos los pacientes (desde 2 a 18 años, valor medio = 6.8 años). 
Las complicaciones médicas, problemas psiquiátricos, abuso de substancias, 
tratamiento con fármacos psicoactivos, demencia, puntuación del examen mini-
mental (Folstein et al., 1975) inferior a 27 u otras enfermedades neurológicas fueron 
criterios de exclusión para la selección de los pacientes. 
Todos los pacientes de Parkinson presentaron agudeza visual normal, 
corregida si menester en el momento de la prueba y un promedio de 12.3 ± 0.4 
años de educación. El día del experimento los pacientes ya habían tomado su 
medicación habitual. Los pacientes fueron emparejados con los controles por edad, 
sexo y educación (promedio 13.7 ± 0.9 años de educación, p = 0.181).  
Todos los sujetos de control presentaron agudeza visual normal, habiéndose 
corregido si menester y no figuraban problemas psiquiátricos ni neurológicos en su 
historial clínico en el momento de los experimentos. Se ha registrado a los 
pacientes de PD habiendo tomado su medicación para controlar posibles fuentes de 
confusión como la disfunción motora y el estado reducido de alerta (Brown et al., 
1984). 
 
3.2.2 Tareas experimentales 
 
Los sujetos se ubicaron de la manera descrita en el sub aparatado 2.2 del 
segundo capítulo. Los estímulos se presentaron en el centro del campo visual 
empleando el software E – prime, descrito en el sub apartado 1.4 del segundo 
capítulo. Se les pidió que se fijasen en el centro de la pantalla durante el registro, ya 
que en esa posición aparecen todos los estímulos. 
Se ha empleado el descrito como paradigma base en el sub apartado 1.1 
del segundo capítulo. Cada sujeto realizó dos sesiones en orden consecutivo: una 
primera sesión implícita y posteriormente otra explícita, ambas empleando la 
denominada como serie abstracta descrita en el sub apartado 1.2 del segundo 
capítulo basada en triángulos equiláteros. 
Cada sesión ha consistido en 10 bloques diferentes mostrados en orden 
aleatorio, con una duración aproximada de 1.6 minutos cada uno y concluidos por 
un objetivo (P o R). Cada bloque ha consistido en 6 secuencias aleatorias de entre 
3 y 8 estándares (S) precediendo al objetivo (R); y otras 6 secuencias también 
aleatorias de entre 3 y 8 estímulos conteniendo estándares (S), la secuencia 
predictiva (n-3, n-2, n-1) y el objetivo (P), totalizando 78 estímulos: 12 objetivos y 22 
estándares de cada tipo. Por lo tanto en cada sesión se han mostrado 120 
estímulos objetivo para poder tener un número suficiente de épocas en el análisis 
(Duncan et al., 2009), pudiendo seleccionar las menos afectadas por artefactos. 
117 
 
En la primera sesión (implícita), se les explicó que se les mostraría una serie 
de triángulos y fueron instruidos para responder presionando un botón, empleando 
su dedo índice derecho al reconocer el triángulo apuntando hacia abajo, sin 
indicarles nada sobre la secuencia predictiva. Antes de empezar la sesión, los 
sujetos realizaron una breve sesión de entrenamiento para asegurarse de que eran 
capaces de detectar correctamente los estímulos objetivo. 
 Una vez completada la primera sesión se les preguntó a los sujetos acerca 
de si en algún momento, durante la sesión habían sido capaces de anticipar la 
presencia de los estímulos objetivos. Después se les mostró la secuencia predictiva 
y se les explicó que ésta anticipa los objetivos al 100%, pudiendo también aparecer 
objetivos no precedidos por la secuencia. Se les pidió entonces que presionasen el 
botón al visualizar los estímulos objetivo, que prestasen atención a la secuencia 
predictiva y que evitasen efectuar respuestas prematuras. Antes de comenzar la 
segunda sesión los sujetos realizaron otra breve sesión de entrenamiento para 
asegurarse de que eran capaces de detectar la secuencia predictiva. 
Este diseño permite la comparación directa de medidas de comportamiento 
y conectividad entre la sesión implícita y la explícita en los mismos sujetos, evitando 
por lo tanto confusiones derivadas de la variabilidad inter individual (Czigler y 
Csibra, 1990; Pitts et al., 2012) y fluctuaciones clínicas a través de las sesiones en 
los pacientes de PD. 
 
3.2.3 Análisis de los datos 
 
Los tiempos de reacción fueron registrados empleando el software E – 
prime, descrito en el sub apartado 1.4 del segundo capítulo. El EEG fue registrado 
utilizando el montaje de 64 electrodos de Ag-AgCl con el sistema ActiveTwo 
(Biosemi, The Netherlands) descrito en el sub apartado 2.1 del segundo capítulo. 
Las señales fueron amplificadas y digitalizadas a 512 Hz. El proceso de limpieza se 
ha realizado tal y como se describe en el sub apartado 3.4 del segundo capítulo, 
eliminando las épocas con respuestas inadecuadas (prematuras y olvidos). Para 
cada tipo de estímulo estudiado, el proceso de limpieza produjo como mínimo 17 
épocas útiles para el análisis. 
Se ha analizado una única ventana temporal abarcando 200 – 700 ms 
después de la presentación de los tres estímulos de la secuencia predictiva: n-1, n-
2, n-3 y los estándares, S (sub apartado 1.1 del segundo capítulo) en las bandas 
theta, alpha y beta (sub apartado 3.5 del segundo capítulo). 
 El algoritmo de medida de la conectividad funcional elegido ha sido 
“synchronization likelihood” cuyo detalle y parámetros empleados pueden 
consultarse en el sub apartado 3.8 y en el 4.4 del segundo capítulo. Se calculó 





3.2.4 Cálculo de los parámetros de teoría de grafos 
 
 En este experimento, a partir de los grafos generados con las relaciones de 
conectividad funcional en cada tipo de estímulo estudiado se han obtenido el 
coeficiente de aglutinamiento promedio (mcc) y el camino mínimo promedio (mpl) 
(sub apartado 3.9 del segundo capítulo).  
Además, al no haber obtenido suficiente evidencia estadística para estos 
parámetros se han calculado sus correspondientes parámetros relativos a una red 
aleatoria equivalente con el mismo número de nodos y grado promedio: γ y λ (sub 
apartado 3.9 del segundo capítulo). 
 
3.2.5 Análisis estadístico 
  
Para el análisis de la precisión, definida como el número de respuestas 
válidas entre el número total de estímulos objetivo (P y R) se ha realizado un 
ANOVA (sub apartado 5.1 del segundo capítulo)  con la sesión (implícita, explícita) 
como factor de medidas repetidas, con el tipo de estímulos como condición 
(objetivos predichos y aleatorios) y los grupos como factor entre sujetos (PD, 
controles). 
Para comparar los tiempos de reacción (RT) de los estímulos objetivos y 
estudiar si existe o no una mejora en el rendimiento de la tarea en las sesiones 
implícita y explícita a través de los grupos se ha realizado un ANOVA con la sesión 
(implícita, explícita) como factor de medidas repetidas, con el tipo de estímulos 
como condición (objetivos predichos y aleatorios) y los grupos como factor entre 
sujetos (PD, controles). 
Los parámetros topológicos se han comparado entre PD y controles para 
cada tipo de estímulo y banda empleando el método de binarización en 15 grados 
promedios descrito en el sub apartado 5.3 del segundo capítulo. Debido a que las 
distribuciones de las áreas bajo la curva no cumplieron los test de normalidad, se 
emplearon test no paramétricos equivalentes; comparando las medianas utilizando 
el test de Mann Whitney para evaluar las diferencias entre grupos en cada tipo de 
estímulo. 
El NBS fue empleado para comparar los componentes de conexiones 
significativamente diferentes en los grafos de conectividad entre los grupos, se han 
realizado dos test de una cola entre los grupos (controles > PD, PD > controles) de 
1000 permutaciones cada uno. La descripción de este algoritmo se puede encontrar 
en el sub apartado 5.4 del segundo capítulo. 
Además se recuerda que, tal y como se explica en el apartado 5 para evitar 
falsos positivos los resultados que se reportan han resultado significativamente 
diferentes en al menos un parámetro topológico además de haber generado al 
menos una red significativamente distinta en el NBS. 
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3.3 RESULTADOS EXPERIMENTO Nº1 
 
 
3.3.1 Parámetros de comportamiento 
 
Después de la sesión implícita ningún sujeto afirmó haber reconocido 
ninguna pista o información predictiva que les permitiese anticipar los estímulos 
objetivo durante la tarea. 
Los valores que se indican son valores promedio ± el error estándar de la 
media (SEM). 
 No existió para la precisión ningún efecto principal significativo para la 
condición ni efectos significativos para los grupos (F ≤ 1.25, p ≥ .273). Sin embargo 
hubo un efecto significativo para la sesión (F(1,30) = 5.62, p = .024). 
En la sesión implícita las precisiones promedio para los objetivos predichos 
(99 ± .2 y 97 ± 1.4, para controles y PD respectivamente) y aleatorios (99 ± .4 y 96 
± 2.0, para controles  y PD respectivamente) fueron mayores que las precisiones 
promedio de los objetivos predichos (98 ± .9 y 92 ± 3.5, para controles y PD, 
respectivamente) y aleatorios (98 ± .8 y 93 ± 3.3, para controles y PD 
respectivamente) en la sesión explícita, posiblemente debido a los efectos de la 
fatiga acumulada a lo largo de todo el experimento o a los mayores requisitos de 
atención en la sesión explícita (atender a los objetivos además de a la secuencia 
predictiva), a pesar de que se supone que la sesión explícita debería facilitar la 
detección de los objetivos. 
En los tiempos de reacción (RT) se detectó un efecto principal significativo 
para la condición (F(1,30) = 40.96, p < .0001) y la sesión (F(1,30) = 4.22, p < .049) y 
un efecto de interacción condición x sesión significativo (F(1,30) = 15.75, p z .0001). 
Sin embargo el efecto del grupo no fue significativo (p = .485) y no hubo 
interacciones significativas entre grupos (F ≤ 1.05, p ≥ .314). En la sesión implícita 
tanto los pacientes de PD como los controles obtuvieron tiempos de reacción más 
bajos para los objetivos predichos (RT promedio = 371 ± 16 ms y 394 ± 29 ms, para 
controles y PD respectivamente) que para los objetivos aleatorios (RT promedio = 
386 ± 16 ms y 411 ± 26 ms, para controles y PD respectivamente, p ≤ .038). En la 
sesión explícita los pacientes de PD y los controles también obtuvieron tiempos de 
reacción más bajos para los objetivos predichos (RT promedio = 342 ± 26 ms y 383 
± 26 ms, para controles y PD respectivamente) que para los objetivos aleatorios 
(RT promedio 452 ± 25 ms y 456 ± 32, para controles y PD respectivamente, p ≤ 
.013). 
Además, las diferencias en el tiempo de reacción entre los objetivos 
predichos y aleatorios fueron mayores para la sesión explícita (diferencia de RT 
promedio = 91 ± 17 ms) que para la sesión implícita (diferencia de RT promedio = 
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Figura 33. Comparación diferencia de tiempos de reacción promedio entre objetivos predichos y 
aleatorios para cada grupo y sesión. Experimento 1. 
 
3.3.2 Conectividad funcional 
 
Los valores que se muestran en las figuras son valores promedio ± el error 
estándar de la media (SEM), representado por las barras verticales. 
 
Sesión implícita 
En la sesión implícita se han encontrado valores significativamente más 
altos de γ en la banda theta en los pacientes de PD comparados con los controles. 
para las redes binarias asociadas con los grados (K) de 9.5 a 15 (12 valores de 15, 
indicados en la figura con asteriscos) (p < .05), y también comparando los valores 
AUC (AUC promedio = 10.6 ± .4 y 9.3 ± .3, para PD y controles respectivamente, p 
= .047) durante la visualización de los últimos estímulos de la secuencia predictiva 





Figura 34. Evolución del valor γ promedio para pacientes de PD y controles a lo largo de las 
15 redes binarias asociadas con el procesamiento de los últimos estímulos de la secuencia predictiva 
(n-1) en la banda theta. Sesión implícita. Experimento Nº1. 
 
 Además, el  test NBS mostró que, comparados con los pacientes de PD los 
controles presentaron conexiones más fuertes entre las regiones frontales y 
parietales. En la siguiente figura se muestran dichas conexiones. 
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Figura 35. Conexiones significativamente más fuertes en los controles que en los pacientes 
de PD asociadas con el procesamiento de los últimos estímulos de la secuencia predictiva (n-1) en la 
banda theta según NBS. Sesión implícita. Experimento Nº1. 
 
También se han encontrado en esta sesión diferencias significativas en los 
valores γ para las redes binarias asociadas a los grados 9.5 a 15 (12 valores de 15, 
indicados en la figura con asteriscos) (p < .05), y también comparando los valores 
AUC (AUC promedio = 10.9 ± .4 y 9.6 ± .9, para PD y controles respectivamente) 
durante la visualización de los estímulos estándares (S). En la siguiente figura se 





Figura 36. Evolución del valor γ para pacientes de PD y controles a lo largo de las 15 redes 
binarias asociadas con el procesamiento de los estímulos estándar (S) en la banda theta. Sesión 
implícita. Experimento Nº1. 
 
Además, el test NBS mostró conexiones más fuertes entre las regiones 
centrales, parietales y occipitales en los controles comparados con los pacientes de 




Figura 37. Conexiones significativamente más fuertes en los controles que en los pacientes 
de PD asociadas con el procesamiento de los estímulos estándar (S) según NBS en la banda theta. 
Sesión implícita. Experimento Nº1. 
 
Sesión explícita 
En la sesión explícita se han encontrado valores significativamente más 
altos de γ en la banda theta, en los pacientes de PD comparados con los controles 
para las redes binarias asociadas a los grados (K) de 10.5 a 14 (8 valores de 15, 
indicados en la figura con asteriscos) (p < .05), y también para los valores AUC 
(AUC promedio = 10.1 ± .3 y 9.9 ± .3, para PD y controles respectivamente, p = 
.025) durante la visualización del último estímulo de la secuencia predictiva (n-1). 




Figura 38. Evolución del valor γ promedio para pacientes de PD y controles a lo largo de las 
15 redes binarias asociadas con el procesamiento de los últimos estímulos de la secuencia predictiva 
(n-1) en la banda theta. Sesión explícita. Experimento Nº1. 
 
Además, el test NBS mostró conexiones más fuertes entre las regiones 
frontales, centrales y parietales en los controles comparados con los pacientes de 





Figura 39. Conexiones significativamente más fuertes en los controles que en los pacientes 
de PD asociadas con el procesamiento de los últimos estímulos de la secuencia predictiva (n-1) según 
NBS en la banda theta. Sesión explícita. Experimento Nº1. 
 
 
3.4 DISCUSIÓN EXPERIMENTO Nº1 
 
 
3.4.1 Hallazgos generales 
 
 Los resultados muestran que, a pesar de que ambos grupos han obtenido 
una mejora en el rendimiento de la tarea (tiempos de reacción menores) para los 
objetivos predichos comparados con los aleatorios en ambas sesiones (implícita y 
explícita), los pacientes de PD mostraron, también en ambas sesiones diferencias 
en la conectividad funcional durante el procesamiento de los últimos y más 
informativos estímulos de la secuencia predictiva (n-1) detectadas a través del 
aumento del coeficiente de aglutinamiento normalizado en la banda theta, lo que 
implica una red en general más aglutinada que una aleatoria equivalente. 
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3.4.2 Mejora de tiempos de reacción en las sesiones explícita e 
implícita 
 
A pesar de no haber reconocido la secuencia en la sesión implícita, tanto 
pacientes como controles obtuvieron tiempos de reacción más bajos para los 
estímulos predichos frente a los aleatorios en ambas sesiones. La mejora 
observada fue mayor en la sesión explícita que en la implícita. 
 Estos hallazgos en el rendimiento de la tarea replican resultados anteriores 
obtenidos empleando el mismo paradigma experimental con adultos jóvenes 
(Fogelson y Fernández del Olmo, 2013). El hecho de que se haya observado una 
diferencia significativa en los tiempos de reacción entre los dos tipos de objetivos 
sugiere que los sujetos no sólo detectan la secuencia predictiva implícitamente, sino 
que además también pueden utilizarla para anticipar los estímulos objetivos, a 
pesar de que esta mejora en la detección sea inferior que cuando se realiza el 
experimento de manera explícita. 
 Esto concuerda con la evidencia de que el conocimiento adquirido de 
manera implícita puede ser empleado de manera automática en determinadas 
tareas para mejorar su rendimiento (Lewicki et al., 1988). En el presente estudio no 
se han encontrado diferencias significativas de rendimiento entre los pacientes de 
PD y los controles, sugiriendo que los pacientes de PD fueron capaces de realizar 
la tarea experimental con normalidad.  
Este resultado se halla en consonancia con otros estudios de la literatura 
centrados en estos pacientes empleando la versión explícita del paradigma 
experimental utilizado (Fogelson et al., 2011, 2013) y otras tareas predictivas 
visuales y auditivas (te Woerd et al., 2014, 2017), mostrando beneficios similares en 
los tiempos de reacción tanto en pacientes como en controles cuando extraen la 
información de las pistas contextuales que se disponen en los experimentos. Todo 
esto sugiere que los tiempos de reacción en este tipo de tareas de identificación y 
elección de estímulos visuales con información contextual local podrían no ser 
medidas sensibles a las diferencias que los pacientes de PD pudieran presentar en 
éstas con respecto a los controles sanos. 
 
3.4.3 Conectividad funcional durante el procesamiento contextual 
explícito e implícito 
 
 Los pacientes de PD presentaron cambios en la conectividad funcional en 
comparación con los controles tanto en la sesión implícita como en la explícita. En 
ambas sesiones los pacientes mostraron valores más altos del parámetro γ para el 
último estímulo de la secuencia predictiva (n-1) para la banda theta. γ es el 
coeficiente de aglutinamiento normalizado y es una medida de la conectividad entre 
nodos vecinos, por lo tanto de la integración local de la red.  Estos incrementos de γ 
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observados en los pacientes de PD sugieren la presencia de conexiones 
funcionales más estructuradas dentro de las redes  asociadas con el procesamiento 
de la información contextual. Esta mayor integración local en los pacientes de PD 
puede ser también debida a mecanismos compensadores de las redes fronto 
parietales originados por la conexión deficiente con los ganglios basales (Brown y 
Marsden, 1990; Utianski et al., 2016).  
 La mayor integración local durante la visualización del último estímulo de la 
secuencia predictiva (n-1) en la sesión explícita concuerda con los resultados de un 
estudio previo que empleó una versión lateralizada del mismo paradigma 
experimental (Fogelson et al., 2013). En el presente estudio se han encontrado 
también hallazgos similares en la sesión implícita para este tipo de estímulos (n-1). 
En general, la mayor integración local encontrada en los pacientes de PD está 
también en la línea de otro estudio con EEG en pacientes de PD sin trastornos 
cognitivos reconocidos, mostrando estos últimos mayores coeficientes de 
aglutinamiento y rutas mínimas promedio en comparación con controles sanos  en 
varias bandas de frecuencia, aunque estos experimentos se llevaron a cabo en 
reposo y no durante la realización de una tarea como es el caso del presente 
experimento. (Utianski et al., 2016). Otros estudios electro fisiológicos también han 
mostrado un incremento en el acoplamiento dentro de las redes cortico - corticales 
y cortico – subcorticales en las bandas theta, alpha y beta (Palmer et al., 2010; 
Litvak et al., 2011; Silberstein et al., 2005; Stam et al., 2010; Stoffers et al., 2008).  
Sin embargo los resultados obtenidos en el experimento están en 
desacuerdo con otros estudios de conectividad funcional empleando teoría de 
grafos y fMRI (Cao et al., 2011; Skidmore et al., 2011; Tinaz et al., 2016) y MEG 
(Olde Dubbelink et al., 2014), los cuales han mostrado reducciones en la 
integración local, eficiencia y grado de conectividad en los pacientes de PD, aunque 
en reposo. En este experimento se ha evaluado la conectividad funcional del EEG 
en una tarea cognitiva y, según lo que se ha podido averiguar éste es el primer 
estudio que compara el aprendizaje implícito y el explícito en pacientes de PD 
comparados con controles sanos mediante esta técnica. 
 Las alteraciones observadas en la conectividad funcional relativas al 
procesamiento de los últimos y más informativos estímulos de la secuencia 
predictiva (n-1) fueron asociados con conexiones de largo alcance más débiles 
entre las regiones frontal, central y parietal, sugiriendo que los déficits observados  
en el procesamiento contextual de los pacientes de PD podrían deberse a 
interacciones deficientes entre regiones corticales y probablemente propiciadas por 
bucles frontales excesivamente aglutinados, por lo que la información no se podría 
procesar y transmitir adecuadamente dentro de las redes frontales asociadas con el 
procesamiento “top – down” (Fogelson et al., 2006, 2013; Litvak et al., 2011).  
Además, los hallazgos de este experimento sugieren que los problemas en 
las redes corticales de los pacientes de PD son más pronunciados durante el 
procesamiento del estímulo más relevante para la integración y posterior empleo de 
la información contextual, una función que ha demostrado involucrar a las redes 
frontales “top – down” (Fogelson et al., 2009a, 2009b, 2011; Fuster, 2009; Mesulam, 
2012). Además se ha encontrado también que en la sesión implícita, los pacientes 
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de PD mostraron valores más elevados de γ en la banda theta durante el 
procesamiento de los estímulos estándar (S), comparados con los controles y que 
estos cambios estuvieron relacionados con conexiones funcionales más débiles en 
los pacientes de PD entre las regiones parietal, occipital y central, sugiriendo 
cambios en las redes relacionadas con los procesos de atención. 
 Las diferencias entre los pacientes de PD y controles sanos de edades 
similares en las propiedades de las redes corticales al realizar el experimento se 
observaron en la banda theta. Se piensa que la sincronización en esta banda de 
frecuencias está relacionada con procesos cognitivos que involucran redes de 
control “top – down” (Buzsáki y Dragunh, 2004; von Stein y Sarnthein, 2000; Wang, 
2010), y la red frontal – parietal (Sauseng et al., 2005). Las oscilaciones de baja 
frecuencia, como las de la banda theta se han asociado con las oscilaciones 
neuronales provocadas por estímulos relevantes dentro de una tarea (Lakatos, 
2008), y con mecanismos de anticipación (Stefanics et al., 2010), para facilitar el 
rendimiento.  
La banda theta ha sido relacionada con la atención, con el procesamiento 
del contexto mental interno (Sauseng et al., 2005; von Stein y Sarnthein, 2000) y 
con la organización de múltiples elementos en la memoria de trabajo (Raghavachari 
et al., 2001). Esto último tiene un interés particular en la interpretación de los 
resultados, ya que sugiere que los cambios específicos en las redes corticales 
funcionales observadas durante el procesamiento de los estímulos (n-1) en los 
pacientes de PD están asociados con déficits en la traducción y manipulación de la 
información contextual proporcionada por la secuencia predictiva en la memoria de 
trabajo (Fogelson et al., 2011). Los problemas en la transmisión de información a 
través de los circuitos fronto – estriados, particularmente el bucle prefrontal 
dorsolateral (Brown y Marsden, 1990; Cools et al., 2001; Lewis et al., 2003a, 2003b, 
2005; Sawamoto et al., 2008Taylor y Saint – Cyr, 1995) han sido relacionados con 
la manifestación de los déficits en las funciones ejecutivas y la memoria de trabajo 
que presentan los pacientes de PD,  
Estudios recientes empleando fMRI (Lebedev et al., 2014) y EEG (Teramoto 
et al., 2016) han mostrado también que las funciones ejecutivas están asociadas 
con la conectividad funcional en reposo registrada entre las regiones corticales 
frontal y parietal en los pacientes de PD. Por lo tanto los hallazgos del presente 
estudio soportan esto, y ponen específicamente de manifiesto las diferencias 
funcionales relacionadas con el procesamiento contextual en los pacientes, lo cual 
puede estar asociado con déficits en la transmisión de la información predictiva a 
través de las redes frontales. El lóbulo frontal ha sido también relacionado con el 
aprendizaje motor implícito, aprendizaje de secuencias y “contextual cueing” o 
facilitación contextual (Gomez Beldarrain et al., 2002; Pascual-Leone et al., 1996; 
Pollmann y Manginelli, 2009; Robertson et al. 2001), y el presente estudio sugiere 
que el aprendizaje implícito está también asociado con redes de las regiones 






































EXPERIMENTO Nº2 “Athletes versus 














































4.1 INTRODUCCIÓN EXPERIMENTO Nº2 
 
Existe un cuerpo de conocimiento creciente demostrando que el uso de 
videojuegos tiene un efecto positivo en tareas que requieren atención top-down, 
mejorando las capacidades de atención y permitiendo a los jugadores de 
videojuegos asignar recursos de atención de manera más flexible (Green y 
Bavelier, 2003, 2012; Mishra et al., 2011). Estos hallazgos han sido obtenidos tanto 
comparando jugadores de videojuegos experimentados con no jugadores (Connolly 
et al., 2012; Green y Bavelier, 2003; Mishra et al., 2011; Moisala et al., 2017) como 
sometiendo a un período de juego breve a no jugadores comparando el antes y el 
después (Green y Bavelier, 2003; Voss et al., 2012; Wu et al., 2012). Además estos 
estudios han demostrado que los beneficios cognitivos son mayores para los 
jugadores de videojuegos de acción o de disparos en primera persona, los cuales 
requieren que éstos realicen predicciones rápidas constantemente acerca de 
eventos futuros (Green y Bavelier, 2012; Wu et al., 2012). 
Estudios paralelos con deportistas profesionales han demostrado  que estos 
individuos muestran mejoras cognitivas tanto relacionadas con sus deportes  como 
generalizadas (Chaddock et al., 2011; Furley y Memmert, 2010; Nakata et al., 
2010). De este modo los deportistas han demostrado tener habilidades 
psicomotoras mejoradas así como una habilidad avanzada para extraer pistas de 
un entorno rápidamente cambiante y actuar en consecuencia comparados con no 
deportistas (Aglioti et al., 2008; Di Ruso et al., 2006; Hatfield et al., 2004; Iwadate et 
al., 2005; Nakamoto y Mori, 2008), específicamente en deportes que requieren una 
rápida toma de decisiones (Nakata et al., 2010). Por ejemplo los jugadores de 
baloncesto de élite han demostrado tener una habilidad superior para predecir el 
éxito de los tiros libres a canasta mediante su observación, lo cual puede estar 
relacionado con el ajuste fino de los mecanismos anticipatorios (Aglioti et al., 2008).  
En general existe evidencia para sugerir que la práctica diaria extensa tanto 
de actividad física como de video juegos, específicamente aquéllos que requieren 
una rápida toma de decisiones pueden introducir mejoras cognitivas en un amplio 
rango de tareas (Moisala et al., 2017; Nakata et al., 2010). Sin embargo, los 
mecanismos subyacentes a estas mejoras aún no se conocen. 
En el presente estudio el objetivo ha sido evaluar el procesamiento de 
información contextual predictiva en jugadores de videojuegos experimentados y en 
dos grupos de deportistas profesionales: un grupo que confía en su habilidad de 
extracción de información para guiar su comportamiento durante el juego 
(jugadores de baloncesto), mientras que el rendimiento atlético del otro grupo no 
depende de una utilización constante de pistas para realizar decisiones en un 
tiempo limitado (por ejemplo nadadores). 
Se ha querido investigar si los efectos combinados de la práctica continua 
de deportes que requieren tanto un alto nivel de forma física como de toma 
dinámica de decisiones (jugadores de baloncesto) resultarían en un rendimiento 
mejorado comparado con la práctica regular de, tanto ejercicio (jugadores de 
deportes individuales) como videojuegos que requieren de la toma dinámica de 
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decisiones sin la práctica de ejercicio (jugadores de videojuegos de acción). En lo 
que respecta a lo que se ha podido conocer este es el primer estudio comparando 
directamente las habilidades cognitivas “top-down” de jugadores profesionales de 
baloncesto con jugadores de videojuegos experimentados, ya que ambos pueden 
tener habilidades superiores en la extracción dinámica segundo a segundo de 
información y en la toma de decisiones rápidas. 
 Se ha estudiado la función cognitiva relativa a la habilidad para procesar 
información contextual, un componente crucial de la memoria de trabajo (Cohen y 
Servan-Schreiber, 1992). El procesamiento contextual permite la extracción de 
información relevante desde el entorno para facilitar la selección de respuestas 
apropiadas específicas de la tarea. El control top-down involucra la actualización y 
el mantenimiento de la información relevante de una tarea en una forma en que 
puede ser usada para seleccionar o ejecutar las respuestas apropiadas (Barch et 
al., 1997; Cohen y Servan-Schreiber, 1992). 
 En el presente estudio los sujetos realizaron dos sesiones con el paradigma 
experimental descrito en el segundo capítulo, una con la denominada serie 
abstracta del sub apartado 1.1 y otra con la serie de imágenes reales explicada en 
el 1.2. La serie abstracta consistente en triángulos carece de significado propio, a 
parte del impuesto por la configuración del experimento, mientras que en las 
imágenes relacionadas con el baloncesto cada imagen tiene significado por sí 
misma y puede ser fácilmente identificada como una situación de la vida real, la 
cual es específica del baloncesto. De esta manera se puede evaluar si las 
diferencias observadas son específicas de los estímulos representativos de la 
práctica deportiva (baloncesto), o se generalizan (estímulos abstractos). 
Para investigar más en profundidad los mecanismos subyacentes al 
procesamiento de la información contextual predictiva en deportistas profesionales 
y jugadores de videojuegos, se ha examinado la conectividad funcional. Los 
estudios de conectividad funcional en jugadores de videojuegos se han realizado 
sobre todo empleando fMRI, mostrando una mejora en el reclutamiento de las redes 
top – down (Moisala et al., 2017; Voss et al., 2012) y coeficientes de aglutinamiento 
y eficiencia global incrementada (Gong et al., 2016) en los jugadores de 
videojuegos comparados con no jugadores. También se ha encontrado una 
conectividad funcional mejorada en deportistas de élite comparados con 
principiantes usando fMRI (Raichlen et al., 2016; Tan et al., 2017) y EEG (Wolf et 
al., 2015).  
Por lo tanto el propósito de este estudio ha sido investigar si el 
procesamiento contextual predictivo varía o no entre jugadores profesionales de 
baloncesto, jugadores de videojuegos experimentados y deportistas profesionales 
de deportes individuales cuyo rendimiento no depende de la toma de decisiones 
constante en un tiempo limitado. Para esto se han analizado medidas de 





4.2 MÉTODOS EXPERIMENTO Nº2 
 
4.2.1 Sujetos participantes 
 
Para el grupo de jugadores de baloncesto fueron reclutados trece sujetos 
(media de edad ± error estándar = 23.2 ± 0.9 años), todos hombres con entre 7 y 17 
años de experiencia. 
Para el grupo de jugadores de videojuegos fueron reclutados doce sujetos 
(media de edad ± error estándar = 24.3 ± 1 años), 11 hombres y una mujer con 
entre 7 y 16 años de experiencia. 
Para el grupo de jugadores de deportes individuales fueron reclutados doce 
sujetos (media de edad ± error estándar = 23 ± 1.5 años), 11 hombres y una mujer 
con entre 6 y 13 años de experiencia: siete nadadores, dos deportistas de wushu de 
exhibición, 1 remero, un triatleta y un patinador. 
Todos los sujetos practicaban como mínimo 3 ó 4 horas al día en los 
deportes o videojuegos, y todos los deportistas habían participado en campeonatos 
de nivel nacional. Los jugadores de deportes individuales no tenían experiencia en 
baloncesto o en otros deportes con toma de decisiones rápidas. Los jugadores de 
videojuegos no habían practicado deporte ni los deportistas jugado a videojuegos 
hasta la fecha de los experimentos. Los jugadores de videojuegos tenían 
experiencia en juegos de acción, sobre todo de disparos en primera persona. 
Todos los individuos presentaban agudeza visual normal, habiéndose 
corregido si menester y no presentaban historial neurológico ni psiquiátrico en el 
momento de los experimentos. El comité de ética local ha aprobado el estudio. 
 
4.2.2 Tareas experimentales 
 
Los sujetos se ubicaron de la manera descrita en el sub aparatado 2.2 del 
segundo capítulo. Los estímulos se presentaron en el centro del campo visual 
empleando el software E – prime, descrito en el sub apartado 1.4 del segundo 
capítulo. Se les pidió que se fijasen en el centro de la pantalla durante el registro, ya 
que en esa posición aparecen todos los estímulos. 
Se ha empleado el descrito como paradigma base en el sub apartado 1.1 
del segundo capítulo. Cada sujeto realizó dos sesiones: una sesión con la serie 
abstracta de triángulos equiláteros y otra con la de imágenes reales relacionadas 
con el baloncesto, ambas descritas en los sub apartados 1.2 y 1.3 del segundo 
capítulo respectivamente. Con el fin de evitar efectos de condicionamiento, la 
primera tarea a realizar fue alternada entre los sujetos. 
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Cada sesión ha consistido en 10 bloques diferentes mostrados en orden 
aleatorio, con una duración aproximada de 1.6 minutos cada uno y concluidos por 
un objetivo (P o R). Cada bloque ha consistido en 6 secuencias aleatorias de entre 
3 y 8 estándares (S) precediendo al objetivo (R); y otras 6 secuencias también 
aleatorias de entre 3 y 8 estímulos conteniendo estándares (S), la secuencia 
predictiva (n-3, n-2, n-1) y el objetivo (P), totalizando 78 estímulos: 12 objetivos y 22 
estándares de cada tipo. Por lo tanto en cada sesión se han mostrado 120 
estímulos objetivo para poder tener un número suficiente de épocas en el análisis 
(Duncan et al., 2009), pudiendo seleccionar las menos afectadas por artefactos. 
Antes de iniciar el experimento se llevó a cabo con cada sujeto un breve 
entrenamiento con la primera sesión asignada para asegurarse de que los sujetos 
eran capaces de detectar el objetivo. Después se les mostró la secuencia predictiva 
y se les explicó que ésta siempre precede a la aparición del objetivo aunque éstos 
también pueden aparecer aleatoriamente a lo largo del bloque.  
Se les pidió entonces que presionasen el botón al visualizar los estímulos 
objetivo, que prestasen atención a la secuencia predictiva y que evitasen efectuar 
respuestas prematuras. Antes de comenzar la segunda sesión los sujetos 
realizaron otra breve sesión de entrenamiento con la misma. 
 
4.2.3 Análisis de los datos 
 
Los tiempos de reacción fueron registrados empleando el software E – 
prime, descrito en el sub apartado 1.4 del segundo capítulo. El EEG fue registrado 
utilizando el montaje de 64 electrodos de Ag-AgCl con el sistema ActiveTwo 
(Biosemi, The Netherlands) descrito en el sub apartado 2.1 del segundo capítulo. 
Las señales fueron amplificadas y digitalizadas a 512 Hz. El proceso de limpieza se 
ha realizado tal y como se describe en el sub apartado 3.4 del segundo capítulo, 
eliminando las épocas con respuestas inadecuadas (prematuras y olvidos). Para 
cada tipo de estímulo estudiado, el proceso de limpieza produjo como mínimo 18 
épocas útiles para el análisis. 
En vista de los resultados de un estudio previo empleando potenciales 
relativos a eventos (Fogelson, 2012), en este experimento se ha propuesto estudiar 
por separado dos ventanas temporales diferentes introducidas en el sub apartado 
1.7 del primer capítulo: para los dos tipos de objetivos (predichos, P y aleatorios, R) 
se ha analizado una ventana temporal temprana (100 – 300 ms después de la 
aparición del estímulo), asociada a la atención y procesamiento de los estímulos en 
la corteza visual. Para la secuencia predictiva (n-1, n-2, n-3) y para los estímulos 
estándares (S) (sub apartado 1.1 del segundo capítulo) se ha analizado una 
ventana temporal tardía (300 – 600 ms después de la aparición del estímulo), 
relacionada con la identificación y clasificación del tipo de estímulo. Se han 
analizado las bandas theta, alpha y beta (sub apartado 3.5 del segundo capítulo). 
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 El algoritmo de medida de la conectividad funcional elegido ha sido 
“synchronization likelihood” cuyo detalle y parámetros empleados pueden 
consultarse en el sub apartado 3.8 y en el 4.4 del segundo capítulo. Ésta se calculó 
utilizando la densidad normal de corriente, explicado en el sub apartado 3.6 del 
segundo capítulo. 
 
4.2.4 Cálculo de los parámetros de teoría de grafos 
 
 En este experimento, a partir de los grafos generados con las relaciones de 
conectividad funcional en cada tipo de estímulo estudiado se han obtenido el 
coeficiente de aglutinamiento promedio (mcc) y el camino mínimo promedio (mpl) 
(sub apartado 3.9 del segundo capítulo). 
 
4.2.5 Análisis estadístico 
  
Para el análisis de la precisión, definida como el número de respuestas 
válidas entre el número total de estímulos objetivo (P y R) se han empleado test de 
Mann – Whitney (sub apartado 5.2 del segundo capítulo) para comparar sus 
medianas en cada sesión (imágenes abstractas, imágenes realistas de baloncesto), 
ya que esta variable no superó las pruebas de normalidad. 
Para comparar los tiempos de reacción de los estímulos objetivo (P y R) 
entre grupos se ha realizado un ANOVA (sub apartado 5.1 del segundo capítulo) de 
medidas repetidas con los factores inter grupos condición (objetivos predichos, 
objetivos aleatorios) y sesión (estímulos abstractos, estímulos de baloncesto), y los 
grupos experimentales (BP, IA, VG) como factores entre grupos 
Los parámetros topológicos se han comparado empleando el método de 
binarización en 15 grados promedios descrito en el sub apartado 5.3 del segundo 
capítulo. Cabe destacar que, debido a que las distribuciones de las áreas bajo la 
curva no cumplieron los test de normalidad, se emplearon test no paramétricos 
equivalentes; comparando las medianas utilizando el test de Mann Whitney para 
evaluar las diferencias entre grupos en cada tipo de estímulo. 
El NBS fue empleado para comparar los componentes de conexiones 
significativamente diferentes en los grafos de conectividad entre los grupos, se han 
realizado dos test de una cola para cada pareja distinta de grupos (BP > VG, BP < 
VG; BP > IA, BP < IA, VG > IA; VG < IA). La descripción de este algoritmo se puede 
encontrar en el sub apartado 5.4 del segundo capítulo. 
Además se recuerda que, tal y como se explica en el apartado 5 para evitar 
falsos positivos los resultados que se reportan han resultado significativamente 
diferentes en al menos un parámetro topológico además de haber generado al 
menos una red significativamente distinta en el NBS. 
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4.3 RESULTADOS EXPERIMENTO Nº2 
 
 
4.3.1 Parámetros de comportamiento 
 
Los valores que se indican son valores promedio ± el error estándar de la 
media (SEM). 
No se ha encontrado ninguna diferencia significativa de precisión entre los 
grupos a través de las sesiones y condiciones (p ≥ .101). La precisión global 
promedio ha sido 99.2 ± .3 %, 99.3 ± .3% y 98 ± .3 % para los jugadores de 
baloncesto (BP), jugadores de videojuegos (VG), y jugadores de deportes 
individuales (IA), respectivamente. 
Para los tiempos de reacción (RT) se ha encontrado un efecto principal para 
la condición (F(1,34) = 146,24, p<.0001) y para la sesión (F(1,34) = 4.21, p = .048). 
Sin embargo no hubo efecto significativo entre grupos, ni tampoco de grupo 
(p=.601). En la sesión de triángulos, los RT para los objetivos predichos (RT 
promedio = 258 ± 21 ms, 228 ± 22 ms, 239 ± 22 ms, para BP, VG e IA, 
respectivamente) fueron inferiores a los RT para los objetivos aleatorios (RT 
promedio = 397 ± 23 ms, 384 ± 24 ms, 369 ± 23 ms, para BP, VG e IA, 
respectivamente). 
Para la sesión de imágenes de baloncesto los RT para los objetivos 
predichos (RT promedio = 271 ± 19 ms, 249 ± 19 ms, 281 ± 19 ms, para BP, VG e 
IA, respectivamente) fueron también inferiores a los RT para los objetivos aleatorios 
(RT promedio = 402 ± 18 ms, 370 ± 19 ms, 388 ± 19 ms, para BP, VG e IA 
respectivamente). El promedio global de los RT para la sesión de estímulos 
abstractos fue menor que el de la sesión de estímulos de baloncesto, consistente 
en imágenes más complejas. En la siguiente figura se pueden observar las 





Figura 40. Comparación tiempos de reacción entre los grupos de los estímulos objetivo 









4.3.2 Conectividad funcional 
 
Los valores que se muestran en las figuras son valores promedio ± el error 
estándar de la media (SEM), representado por las barras verticales. 
 
Ventana temporal 100 – 300 ms post estímulo 
En la ventana asociada con la identificación y clasificación del tipo de 
estímulo todos los resultados se han hallado en la sesión de imágenes abstractas 
(triángulos equiláteros). 
Se observaron valores significativamente más altos de mcc en la banda 
theta en los BP comparados con los VG para las redes binarias asociadas con los 
grados (K) de 8.5 a 15 (p <.05) (14 valores de 15, indicados en la figura con 
asteriscos), y también comparando los valores AUC (AUC promedio = 3.01 ± .07 y 
2.63 ± .09, para BP y VG, respectivamente, p = .003) durante la visualización de los 








Figura 41. Evolución del valor del mcc para jugadores de baloncesto y jugadores de 
videojuegos a lo largo de las 15 redes binarias asociadas con el procesamiento de los estímulos 
objetivo aleatorios (R) en la banda theta. Sesión de estímulos abstractos. Ventana 100 – 300 ms. 
Experimento Nº2. 
 
Además, el test NBS mostró que, en comparación con los VG, los BP 
presentaron conexiones más fuertes entre las regiones frontales, temporales y 
parietales. En la siguiente figura se muestran dichas conexiones. 
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Figura 42. Conexiones significativamente más fuertes en los jugadores de baloncesto que en 
los jugadores de videojuegos asociadas con el procesamiento de los estímulos objetivo aleatorios (R) 
según NBS en la banda theta. Sesión de estímulos abstractos. Ventana 100 – 300 ms. Experimento 
Nº2. 
 
Ventana temporal 300 – 600 ms post estímulo 
En la ventana asociada con la identificación y clasificación del tipo de 
estímulo todos los resultados se han hallado en la sesión de imágenes realistas 
relacionadas con el baloncesto. 
Se observaron valores significativamente más altos de mcc en la banda 
alpha en los BP comparados con los IA para las redes binarias asociadas con todos 
los grados (K) empleados (indicados en la figura con asteriscos) (p <  .05), y 
también comparando los valores AUC (AUC promedio = 2.72 ± .17 y 2.25 ± .06, 
para los VG e IA, respectivamente, p = .017) durante la visualización de los 
segundos estímulos de la secuencia predictiva (n-2). En la siguiente figura se 
pueden observar los resultados mencionados. 
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Figura 43. Evolución del valor del mcc para jugadores de baloncesto y jugadores de deportes 
individuales a lo largo de las 15 redes binarias asociadas con el procesamiento de los segundos 
estímulos de la secuencia predictiva (n-2) en la banda alpha. Sesión de estímulos reales relacionados 
con el baloncesto. Ventana 300 – 600 ms. Experimento Nº2. 
 
Además, el NBS mostró conexiones significativamente más fuertes entre las 
regiones frontales y parietales en los BP comparados con los IA. En la siguiente 
figura se pueden observar las conexiones mencionadas. 
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Figura 44. Conexiones significativamente más fuertes en los jugadores de baloncesto que en 
los jugadores de deportes individuales asociadas con el procesamiento de los segundos estímulos de 
la secuencia predictiva (n-2) según NBS en la banda alpha. Sesión de estímulos relacionados con el 
baloncesto. Ventana 300 – 600 ms. Experimento Nº2. 
 
Así mismo, para esta ventana temporal los VG han presentado valores de 
mcc significativamente superiores comparados con los IA en las bandas alpha y 
beta para las redes binarias asociadas a  todos los grados (K) (8 – 15), (p < .05), y 
también para los valores AUC (AUC promedio = 2.72 ± .17 y 2.25 ± .06 para los VG 
e IA, respectivamente, p = 0.17) y (AUC promedio = 2.7 ± .1 y 2.28 ± .05, para los 
VG e IA, respectivamente, p = .001) en las bandas alpha y beta respectivamente 
durante la visualización de los últimos estímulos de la secuencia predictiva (n-1). 
Además los VG obtuvieron valores significativamente más altos de mpl 
comparados con los jugadores de deportes individuales para las redes binarias 
asociadas a todos los grados (K) (8 – 15), (p < .05) en la banda beta, y también 
para los valores AUC (AUC promedio = 14.88 ± .19 y 14.25 ± .06, para VG e IA 
respectivamente) durante la visualización de los últimos estímulos de la secuencia 
predictiva (n-1). En las tres figuras siguientes se pueden observar los resultados 




Figura 45. Evolución del valor del mcc para jugadores de videojuegos y jugadores de 
deportes individuales a lo largo de las 15 redes binarias asociadas con el procesamiento de los últimos 
estímulos de la secuencia predictiva (n-1) en la banda alpha. Sesión de estímulos reales relacionados 




Figura 46. Evolución del valor del mcc para jugadores de videojuegos y jugadores de 
deportes individuales a lo largo de las 15 redes binarias asociadas con el procesamiento de los últimos 
estímulos de la secuencia predictiva (n-1) en la banda beta. Sesión de estímulos reales relacionados 






              
Figura 47. Evolución del valor del mpl para jugadores de videojuegos y jugadores de 
deportes individuales a lo largo de las 15 redes binarias asociadas con el procesamiento de los últimos 
estímulos de la secuencia predictiva (n-1) en la banda beta. Sesión de estímulos reales relacionados 
con el baloncesto. Ventana 300 – 600 ms. Experimento Nº2. 
 
Además, el NBS ha mostrado conexiones significativamente más fuertes 
entre las regiones frontales y parietales en ambos casos. En las dos figuras 






Figura 48. Conexiones significativamente más fuertes en los jugadores de videojuegos que 
en los jugadores de deportes individuales asociadas con el procesamiento de los últimos estímulos de 
la secuencia predictiva según NBS en la banda alpha. Sesión de estímulos relacionados con el 
baloncesto. Ventana 300 – 600 ms. Experimento Nº2. 
               
Figura 49. Conexiones significativamente más fuertes en los jugadores de videojuegos que 
en los jugadores de deportes individuales asociadas con el procesamiento de los últimos estímulos de 
la secuencia predictiva según NBS en la banda beta. Sesión de estímulos relacionados con el 
baloncesto. Ventana 300 – 600 ms. Experimento Nº2. 
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4.4 DISCUSIÓN EXPERIMENTO Nº2 
 
 
4.4.1 Hallazgos generales 
 
 Los hallazgos de este experimento sugieren que los jugadores de 
baloncesto, jugadores de deportes individuales y jugadores de videojuegos 
muestran una mejora comparable de tiempos de reacción en la detección de los 
estímulos predichos frente a los aleatorios. Sin embargo, se han encontrado 
diferencias significativas en la conectividad funcional entre los jugadores de 
baloncesto profesionales y los otros dos grupos durante el procesamiento de 
estímulos relevantes para la tarea. 
Se han hallado conexiones más fuertes en la región frontal de la corteza en 
los jugadores de baloncesto comparados con los jugadores de videojuegos y los 
deportistas de deportes individuales. Los jugadores de videojuegos también 
mostraron una conectividad funcional incrementada durante el procesamiento de la 
secuencia predictiva en comparación con los jugadores de deportes individuales. 
 
4.4.2 Diferencias específicas 100 – 300 ms post estímulo. Procesos de 
atención 
 
 En la ventana temporal relacionada con los procesos de atención a los 
estímulos visuales se han encontrado coeficientes de aglutinamiento  promedio más 
elevados en la red de conectividad funcional para los jugadores de baloncesto 
comparados con los jugadores de videojuegos durante la visualización de los 
estímulos aleatorios en la sesión abstracta en la banda theta, sugiriendo mayor 
integración local de la información soportada en las redes corticales relacionadas 
con dicho procesamiento en la banda mencionada (Bullmore y Sporns, 2009; Stam 
et al., 2007; Watts y Strogatz, 1998). Estos cambios fueron relacionados con 
conexiones funcionales más fuertes principalmente entre las regiones frontal y 
parietal para los jugadores de baloncesto frente a los jugadores de videojuegos. 
Esto podría relacionarse con una modificación de los recursos de atención en los 
jugadores de baloncesto frente a los jugadores de videojuegos relacionados con las 
redes asociadas con el procesamiento “top – down”. 
Los hallazgos de este experimento están en la línea de otros estudios que 
han mostrado una mayor conectividad funcional en deportistas de élite comparados 
con sujetos que no lo eran empleando fMRI (Raichlen et al., 2016; Tan et al., 2017) 
o EEG (Wolf et al., 2015). Se piensa que la sincronización en la banda theta está 
asociada con la atención y procesos cognitivos que involucran a las redes 
relacionadas con el control “top – down” (Buzsáki y Draguhn, 2004; Von Stein y 
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Sarnthein, 2000; Wang, 2010) y con la sincronización neuronal relacionada con 
eventos importantes de una tarea (Lakatos et al., 2008) También se ha relacionado 
con la organización de múltiples elementos en la memoria de trabajo. 
 
4.4.3 Diferencias específicas 300 – 600 ms post estímulo. Procesos de 
identificación e integración 
 
 En la ventana relacionada con los procesos de identificación del tipo de 
estímulo e integración de la información predictiva se ha encontrado para los 
jugadores de baloncesto valores del coeficiente de aglutinamiento promedio más 
elevados en comparación con los jugadores de deportes individuales durante el 
procesamiento del segundo estímulo de la secuencia predictiva (n – 2) en la sesión 
de estímulos reales relacionados con el baloncesto en la banda alpha, sugiriendo 
mayor integración local de la información soportada en las redes corticales 
relacionadas con dicho procesamiento en la banda mencionada (Bullmore y Sporns, 
2009; Stam et al., 2007; Watts y Strogatz, 1998). Estos cambios fueron 
relacionados con conexiones funcionales más fuertes entre las regiones frontal y 
parietal para los jugadores de baloncesto frente a los jugadores de deportes 
individuales, sugiriendo una  mayor asignación de recursos de atención para este 
tipo particular de estímulo en los jugadores de baloncesto. 
 Estudios previos han encontrado mayor conectividad funcional en 
deportistas de élite comparados con sujetos que no lo eran empleando fMRI 
(Raichlen et al., 2016; Tan et al., 2017) o EEG (Wolf et al., 2015). Sin embargo los 
resultados obtenidos sugieren que los cambios observados en la conectividad 
funcional se observan también entre diferentes tipos de deportistas, 
específicamente durante la realización de una tarea como la llevada a cabo en este 
experimento, la cual emplea redes de atención “top – down” sobre todo al utilizar 
como estímulos imágenes complejas basadas en la vida real relacionadas con el 
baloncesto. Los jugadores de baloncesto han mostrado cambios más extensos en 
la conectividad funcional comparados con los jugadores de deportes individuales 
durante la sesión de estímulos relacionados con el baloncesto.  
Los jugadores de videojuegos presentaron un coeficiente de aglutinamiento 
y un camino mínimo promedios más elevados que los jugadores de deportes 
individuales en la banda beta y un coeficiente de aglutinamiento promedio más 
elevado en la banda alpha durante el procesamiento del último estímulo y por tanto 
más informativo de la secuencia predictiva en la sesión de estímulos relacionados 
con el baloncesto, sugiriendo mayor integración tanto local como global de la 
información soportada en las redes corticales relacionadas con dicho 
procesamiento en las bandas mencionadas (Bullmore y Sporns, 2009; Stam et al., 
2007; Watts y Strogatz, 1998). Estos cambios fueron relacionados con conexiones 
funcionales más fuertes entre las regiones frontal y parietal para los jugadores de 
videojuegos frente a los jugadores de deportes individuales, sugiriendo un mayor 
reclutamiento de las redes frontales relacionadas con los procesos “top – down” 
durante el procesamiento de la secuencia predictiva. 
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 Estos hallazgos están en línea con otros análisis de conectividad funcional 
los cuales han mostrado coeficientes de aglutinamiento incrementados (Gong et al., 
2016) y un reclutamiento mejorado de las redes “top – down” (Moisala et al., 2017; 
Voss et al., 2012) en los jugadores de videojuegos comparados con no jugadores, 
además de una actividad fronto – parietal incrementada después de un período de 
entrenamiento con videojuegos (Martínez et al., 2013).  
 Los cambios en la conectividad funcional en la ventana 300 – 600 ms post 
estímulo fueron observados de manera principal en la banda beta, pero también en 
la banda alpha. Se piensa que la sincronización en la banda beta está asociada con 
procesos cognitivos que involucran redes relacionadas con procesos de control “top 
– down” que requieren una integración global y una interacción entre áreas 
distantes tales como las cortezas frontal y parietal (Fuster, 2009; Mesulam, 2012; 
Uhlhaas y Singer, 2006; Wang, 2010). El procesamiento contextual parece 
depender de tales redes de control “top – down” (Fogelson et al., 2009b; Fogelson, 
2015) y el rol de la corteza prefrontal dorsal es específicamente importante para 
esta función (Fogelson et al., 2009a). Además, la banda alpha ha sido también 
relacionada en algunos casos con la memoria de trabajo y la atención 
(Raghavachari et al., 2001; Sauseng et al., 2005; Von Stein y Sarnthein, 2000; Thut, 
2006).  
Es importante destacar el hecho de que los cambios en la conectividad 
funcional fueron hallados específicamente para el segundo y el último estímulo y 
por tanto más informativo de la secuencia predictiva, sugiriendo que la 
manipulación y utilización de la información contextual en la memoria de trabajo 
muestra distintos efectos en la conectividad a través de los grupos. 
 
4.3.4 Efecto combinado del ejercicio y de la toma dinámica de 
decisiones 
 
 La extracción de información de un entorno rápidamente cambiante es 
crucial para guiar el comportamiento de los jugadores de baloncesto durante el 
partido. En comparación, el rendimiento del grupo de deportistas que practica 
actividades tales como la natación o el skate no depende de la toma rápida y 
constante de decisiones en su entorno deportivo. Los jugadores de videojuegos, al 
igual que los jugadores de baloncesto también están inmersos en un entorno 
fuertemente dinámico en el que necesitan hacer predicciones de eventos futuros de 
manera constante aunque no realizan actividad física. 
 Se ha encontrado una conectividad más fuerte en la redes “top – down” 
asociadas con la asignación de la atención durante el procesamiento de los 
estímulos relevantes para la tarea, en los jugadores profesionales de baloncesto 




Los hallazgos de este experimento soportan la idea de que la práctica diaria 
de deportes desarrollados en entornos dinámicos como el baloncesto produce una 
reorganización de determinadas conexiones corticales (Nakata et al., 2010).  Esto 
podría aprovecharse en una terapia no farmacológica destinada a mejorar los 

































































































Se exponen a continuación las conclusiones finales de esta 
tesis, dando respuesta a las hipótesis planteadas en el sub apartado 
7.1 del primer capítulo. 
 
 
En este trabajo se ha estudiado la conectividad funcional del EEG durante la 
realización de una tarea orientada a estudiar el procesamiento contextual en cuatro 
grupos distintos: 
-Con una enfermedad neurodegenerativa: pacientes de Párkinson (PD). 
-Inmerso en actividades deportivas que requieren un uso intensivo del 
procesamiento contextual: jugadores de baloncesto (BP). 
-Inmerso en actividades deportivas que no requieren el uso del procesamiento 
contextual: jugadores de deportes individuales (IA). 
-Que realizan otras tareas sin actividad física requiriendo del procesamiento 
contextual: jugadores de videojuegos (VG). 
De este modo se ha realizado una investigación transversal con el 
procesamiento contextual como objetivo e hilo conductor. 
 
Experimento Nº1 
En el primer experimento de esta tesis se ha estudiado si los pacientes de 
PD son capaces de identificar una secuencia predictiva sin que ésta se les hubiese 
explicado con anterioridad. Por lo tanto se realizó una sesión implícita seguida de 
otra explícita analizando la conectividad funcional durante la visualización de 
estímulos estándar de ocurrencia aleatoria (S) y en los tres mostrados en el orden 
definitorio de la secuencia predictiva (n-3, n-2, n-1). No se ha analizado la 
conectividad asociada a la visualización de los estímulos objetivos (P, R) porque el 
foco de la investigación se ha fijado sobre la detección y uso de la secuencia. Estos 
estímulos ya habían sido estudiados anteriormente en pacientes de PD en una 
sesión explícita (Fogelson et al., 2013). No obstante se han analizado sus tiempos 
de reacción y precisión porque su diferencia entre los estímulos predichos (P) y 
aleatorios (R) constituye un indicador del aprovechamiento de la secuencia.  
Tanto los pacientes como los controles registraron tiempos de reacción más 
cortos para los objetivos predichos que para los aleatorios en ambas sesiones, 
sugiriendo que ambos son capaces de emplear la secuencia predictiva. Esto 
contrasta con un estudio previo (Fogelson et al., 2011) en el cual no se obtuvo esta 
diferencia de tiempos de reacción en una sesión explícita entre los objetivos 
predichos y aleatorios en pacientes de PD aunque se halla en consonancia con otro 
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(Fogelson et al., 2013) en el que sí se encontró. Factores como el tamaño de 
muestra pudieron haber propiciado esta diferencia. De todas maneras, la diferencia 
entre tiempos de reacción por sí sola podría no ser un indicador robusto para este 
tipo de procesos. 
La conectividad funcional ha revelado diferencias en la manera que tienen 
los pacientes de procesar determinados estímulos. A este respecto la banda theta 
ha sido la que ha soportado los cambios más significativos entre pacientes y 
controles en ambas sesiones. Esta banda ha sido relacionada con procesos de 
memoria a corto plazo (Buzsaki, 2006; Vertes, 2005; Klimesh et al., 1997), lo que 
concuerda con que el procesamiento contextual constituye un componente de la 
memoria de trabajo; mediante la cual se almacena y procesa información a corto 
plazo. 
Se han encontrado para las sesiones implícita y explícita un aumento del 
aglutinamiento promedio relativo (γ) en los pacientes de PD durante la visualización 
de los últimos y por tanto más informativos estímulos de la secuencia predictiva (n-
1) asociada con conexiones fronto-centro-parietales más débiles, esto replica los 
resultados del anterior experimento explícito (Fogelson et al., 2013). Esta debilidad 
de las conexiones de largo alcance y conexiones en general más aglutinadas 
podrían sugerir el empleo de más recursos de memoria por parte de los pacientes 
para utilizar la secuencia predictiva en comparación con los controles sanos. En un 
estudio anterior empleando la medida SL (Stoffers et al., 2008), aunque en MEG 
con pacientes de Parkinson en reposo comparados con controles sanos también se 
han encontrado conexiones locales más fuertes en la banda theta, lo que podría 
estar en consonancia con el aumento del aglutinamiento promedio obtenido 
salvando las diferencias metodológicas.  
Además, el hallazgo de mayor aglutinamiento promedio relativo (γ) asociado 
con conexiones fronto-centro-parietales más débiles en los pacientes durante la 
visualización de los estímulos estándares (S), sin significado predictivo en la sesión 
implícita, también en la banda theta apunta hacia esta posibilidad. En la sesión 
explícita esto no se ha encontrado ni en el presente estudio ni en el anterior 
(Fogelson et al., 2013), sugiriendo posiblemente que en esta sesión los sujetos 
reservan mayor atención para la secuencia predictiva y no para los estímulos 
estándares, no existiendo por tanto una diferencia significativa en el procesamiento 
de este tipo de estímulos. Posiblemente la alteración de los circuitos cortico 
estriados sea la causante de las diferencias en la conectividad funcional. 
Con respecto a la hipótesis planteada (apartado 7 del primer capítulo), y a 
modo de resumen de los hallazgos de este experimento: 
Los pacientes de PD presentarán alteraciones similares en la 
conectividad funcional de las redes fronto-parietales cuando la información 
predictiva local se procesa implícita y explícitamente (Fogelson et al., 2011, 
2013). 
En ambas sesiones se han encontrado diferencias en banda theta para el 
último estímulo de la secuencia predictiva, asociadas principalmente con una 




En el segundo experimento se han estudiado los mecanismos de 
procesamiento contextual desde el punto de vista de la conectividad funcional para 
evaluar los efectos de los entornos dinámicos y de la actividad física. Con respecto 
a los tiempos de reacción, todos los grupos en las dos sesiones de estímulos 
obtuvieron una mejora similar del tiempo de reacción entre los objetivos predichos y 
aleatorios. 
Las diferencias en la conectividad entre jugadores de baloncesto y 
jugadores de videojuegos en la ventana temporal asociada con la orientación de la 
atención hacia los estímulos y su clasificación sensorial (100 – 300 ms) sugieren un 
efecto significativo de la práctica deportiva, presentando los primeros un coeficiente 
de aglutinamiento mayor y conexiones centro parietales más fuertes en la sesión de 
estímulos abstractos. Estos cambios podrían estar asociados con una determinada 
plasticidad cortical consistente en la reorganización funcional de las diferentes 
áreas involucradas en la detección de estímulos. 
En otro experimento (Babiloni et al., 2009) un grupo de deportistas 
profesionales (gimnasia rítmica) observó y juzgó imágenes de su propio deporte. La 
tarea en sí no ha sido de la simplicidad y precisión de la que se ha empleado en 
estos experimentos pero tiene en común la visualización de imágenes reales de 
deportes por parte de deportistas profesionales. Se estudió mediante EEG la 
modificación de la potencia de las bandas alpha inferior y superior durante la 
visualización de los estímulos, en los deportistas y en controles que no practicaban 
deporte y en varias regiones de la corteza.  
Los deportistas presentaron una menor disminución de la potencia en 
ambas bandas alpha en las regiones parietales, área motora y premotora indicando 
mayor eficiencia neurológica con respecto a los controles, en los cuales no se 
observó este cambio. La eficiencia se ha definido en este estudio como el uso de 
menos procesos para realizar la misma acción, estando la disminución de potencia 
de la banda de reposo (alpha) directamente relacionada con esto. Además, para las 
decisiones “correctas” en relación a las de su entrenador, los deportistas 
presentaron una reducción aún mayor de la potencia de la banda alpha superior. 
Otro estudio (del Percio et al., 2009) ha analizado la eficiencia neurológica 
en tiradores profesionales comparados con controles durante la realización de 
disparos con pistolas de aire a una diana registrando a la vez el EEG. La potencia 
del ritmo alpha se redujo en menor medida en los profesionales frente a los 
controles en todos los electrodos empleados, además de haber encontrado una 
mayor reducción el ritmo alpha para los mejores tiros de los profesionales no 
habiendo encontrado esto en los controles. Esto está en línea con el aumento de 
eficiencia neurológica encontrado en el estudio anteriormente citado para los 
gimnastas. 
En relación a los resultados obtenidos en el segundo experimento de la tesis 
recalcar que en los estudios anteriormente citados no se mide la conectividad, sino 
el efecto sobre la potencia de la banda alpha en determinadas regiones de manera 
individual. En el estudio de del Percio et al., (2010) se ha analizado además la 
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conectividad funcional lineal en el dominio de la frecuencia mediante la coherencia 
del EEG en los datos de los tiradores encontrando que en estos últimos en 
contraposición a los controles una mayor estabilidad de las conexiones entre la 
región parietal y otras áreas corticales posteriores durante la transición del reposo a 
la preparación del tiro. Estos hallazgos en los circuitos visuo espaciales se han 
asociado con la mayor eficiencia descrita en el estudio anterior. 
La eficiencia neurológica, en el sentido de la conectividad se podría medir 
mediante parámetros de teoría de grafos, como la relación entre  el coeficiente de 
aglutinamiento y el camino mínimo buscando las características de mundo pequeño 
(Watts y Strogatz, 1998; Basset y Bullmore, 2017). En el presente trabajo se ha 
hallado un coeficiente de aglutinamiento superior en los jugadores de baloncesto en 
comparación con los jugadores de videojuegos (no practican deporte). El 
coeficiente de aglutinamiento se ha relacionado con la llamada eficiencia local de la 
red (Bullmore y Sporns, 2009). A mayor aglutinamiento mayor capacidad para 
distribuir la información entre nodos vecinos y menor sobrecarga de los mismos. 
A pesar de esto, no es posible probar que los resultados obtenidos en la 
comparación de la conectividad funcional entre jugadores de baloncesto y 
jugadores de videojuegos constituyan necesariamente una mejora en la eficiencia 
neurológica debida a la actividad física. Únicamente se ha podido concluir que los 
jugadores de baloncesto muestran un mayor aglutinamiento o eficiencia local de la 
conectividad y conexiones fronto-centro-parietales significativamente más fuertes 
durante la atención a objetivos aleatorios en la banda theta en la serie abstracta. 
Esto sugiere que los jugadores podrían estar prestando mayor atención a estos 
objetivos tal y como sugiere un estudio anterior empleando potenciales relativos a 
eventos (Fogelson et al., 2012), lo cual no refuerza la hipótesis de mejora de 
eficiencia neurológica en estos deportistas: mayor atención y rendimiento similar en 
la tarea. 
En la ventana temporal asociada con la identificación de los estímulos  (300 
– 600 ms) todos los hallazgos se han encontrado en la sesión de imágenes 
complejas relacionadas con la práctica del baloncesto. Se obtuvieron diferencias 
significativas en la conectividad funcional entre jugadores de baloncesto y 
jugadores de deportes individuales y entre jugadores de videojuegos y estos 
últimos. Probablemente las imágenes complejas sean las que requieran un mayor 
esfuerzo de identificación y saquen a la luz más diferencias, aunque un estudio 
previo empleando potenciales relativos a eventos sugirió que se procesan de 
manera similar (Fogelson et al., 2012). 
Los jugadores de baloncesto han presentado un mayor aglutinamiento 
promedio en la banda alpha asociado con conexiones fronto-centro-parietales más 
fuertes en comparación con los jugadores de deportes individuales durante la 
visualización del segundo estímulo de la secuencia predictiva. Esto podría estar 
relacionado con una activación de los mecanismos contextuales orientados hacia 
una preparación para identificar el último estímulo de la secuencia, entendido éste 
como un objetivo secundario. Esta diferencia podría ser debida a la sinergia entre 
actividad física y entorno dinámico, o al entorno dinámico únicamente. 
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Para el último estímulo de la secuencia predictiva (n-1) se ha encontrado un 
mayor aglutinamiento de la conectividad en la banda alpha asociado con 
conexiones fronto-centro-parietales más fuertes en los jugadores de videojuegos en 
comparación con los jugadores de deportes individuales. Tal y como se ha 
apuntado en la introducción, la banda alpha también se ha relacionado con 
procesos de memoria de trabajo (Jensen et al., 2002). Por lo tanto la inmersión en 
un entorno dinámico produce modificaciones en las redes frontales asociadas con 
la utilización de la información predictiva. 
En la banda beta, asociada tal y como se ha apuntado en el sub apartado 
2.3 del capítulo de introducción entre otros aspectos con la atención o actividad 
mental intensa (Diego et al., 2004) se ha hallado también para el último estímulo de 
la secuencia predictiva (n-1) un coeficiente de aglutinamiento mayor en los 
jugadores de videojuegos comparado con el de los jugadores de deportes 
individuales además de un camino mínimo a su vez mayor; asociado todo esto con 
conexiones fronto-parietales más fuertes en el primer grupo citado. Por lo tanto la 
inmersión en entornos dinámicos produce alteraciones de la conectividad en redes 
frontales relacionadas con el procesamiento de información predictiva. El 
incremento de mcc y mpl de manera conjunta sugiere que en general la 
conectividad cortical se vuelve más local al procesar la secuencia como posible 
efecto de la inmersión en entornos dinámicos. 
Con respecto a la hipótesis planteada (apartado 7 del primer capítulo), y a 
modo de resumen de los hallazgos de este experimento: 
El estudio de la conectividad funcional permitirá aislar las redes 
relacionadas con la práctica deportiva y los entornos dinámicos, involucrando 
a conexiones fronto-parietales relacionadas con el procesamiento endógeno 
o “top – down”, revelando diferencias en la gestión de la atención. 
La práctica deportiva y los entornos dinámicos producen cambios en la 
conectividad funcional durante una tarea de procesamiento contextual. Las 
diferencias significativas en la intensidad de las conexiones corticales entre los 
grupos se han hallado en regiones fronto-centro-parietales. Los resultados sugieren 














El efecto de la medicación debe ser abordado ya que los pacientes fueron 
registrados con su medicación habitual. Los efectos cognitivos de la levodopa son 
inconsistentes, habiendo mostrado en la literatura científica tanto mejorías como 
empeoramientos en tareas cognitivas dependiendo del tipo de tarea y el nivel de 
agotamiento de la dopamina en diferentes partes de los ganglios basales y la 
corteza prefrontal (Brown et al., 1984; Cools et al., 2001; Kulisevsky, 2000; Owen, 
2004). Además, la disfunción ejecutiva en los pacientes de PD parece no ser un 
efecto exclusivo de la falta de dopamina si no que también de la alteración de otros 
sistemas químicos (Kulisevsky, 2000; Owen, 2004).  
El hecho de que en el presente estudio los pacientes hayan mostrado 
cambios electro fisiológicos específicos en un determinado tipo de estímulo podría 
sugerir que estos cambios están relacionados con la enfermedad per se más que 
con los efectos de la medicación. Los parámetros de comportamiento de los 
pacientes de PD en las tareas fueron comparables a los de los sujetos sanos, 
indicando que los pacientes estuvieron alerta durante las pruebas.  
Aunque no es posible descartar totalmente el efecto de la medicación en los 
resultados, se propone que los cambios observados en la conectividad funcional 
fueron principalmente debidos a una disfunción fronto estriada más que a un efecto 
de la medicación habitual de los pacientes. Además, el registro de pacientes 
medicados es una manera de controlar posibles características de la enfermedad 




En el segundo estudio únicamente citar que los dos grupos de deportistas 
se han considerado como profesionales basándose únicamente en un nivel similar 
de entrenamiento y años de experiencia, pero no se ha medido su nivel de manera 
explícita, al igual que para el caso de los jugadores de videojuegos en los cuales no 
se ha verificado su capacidad más allá de la evaluación de los años que llevaban 
jugando y de las horas que dedicaban al día. 
 
Limitaciones generales 
Los hallazgos necesitarían ser replicados con muestras mayores, aunque 
otros estudios han empleado tamaños de muestra similares a los empleados en el 
primer experimento (Praamstra y Pope, 2007; te Woerd et al., 2014). 
162 
 
 Los efectos de la conducción volumétrica constituyen un problema 
importante al trabajar con señales de EEG. A pesar de haber trabajado con la 
densidad normal de corriente en los cálculos siempre puede existir un efecto 




5.3 ASPECTOS A CONSIDERAR EN PROYECTOS 
FUTUROS 
 
Debido a las habituales limitaciones temporales y al esquema de 
prioridades que en este trabajo han existido, algunos aspectos han 
quedado sin abordar así como otros tantos han surgido durante el 
desarrollo de los experimentos. Dichos aspectos acusan prioridad para 
su investigación a corto plazo y se resumen a continuación.  
 
 
5.3.1 Metodología del análisis 
 
Durante la fase de limpieza de señales del EEG en la que se generan 
componentes independientes para separar artefactos debidos por ejemplo a la 
actividad ocular o cardíaca los componentes se han identificado mediante 
inspección visual y se ha actuado desde un punto de vista conservador, sin eliminar 
componentes en los que no se podía determinar cuanta señal y cuanto ruido 
contenían. Existen en la literatura métodos que ayudan a la clasificación de los 
componentes y sugieren cuál rechazar (Chaumon et al., 2014), incurriendo en un 
posible ahorro de tiempo y brindando la posibilidad de obtener un mayor número de 
épocas libres de artefactos. 
La comparación de las medidas topológicas de los grafos de conectividad 
asociados a los distintos eventos entre grupos es un tema complejo tratado 
ampliamente en la literatura. Estas medidas además de variar por la distribución de 
las conexiones varían con el número de nodos y con el grado de los grafos (Stam et 
al., 2014; van Wick, 2010). La igualdad en el número de nodos se cumple porque se 
ha empleado el mismo número de electrodos en todos los registros. Binarizar la red 
manteniendo grados iguales en los grafos evita el sesgo, pero la elección de un 
grado determinado sin ningún criterio podría sub representar información en alguna 
de las redes (van Wick et al., 2010). En este estudio se ha optado por elegir un 
rango de grados oscilando entre el menor grado teórico que conservaría la 
integridad de la red (no la dividiría en componentes) y el mayor que pudiese 
generar una red excesivamente aglutinada.  
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El procedimiento es de los mejores que se proponen en la literatura, pero 
tiene la limitación de la relativa arbitrariedad de la selección del rango de umbrales 
a analizar. Se han propuesto otros métodos que emplean un algoritmo estándar que 
evita el uso de umbrales y la necesidad de buscar valores o límites para los mismos 
como puede ser el árbol de expansión mínima (Stam et al., 2014),, el mínimo 
componente conectado (Vijayalakshmi et al., 2015) y los árboles de expansión 
mínima ortogonales (Dimitriadis et al., 2017). 
El más antiguo y conocido es el árbol de expansión mínima o “minimum 
spanning tree”, introducido ya en el capítulo de introducción. Consiste en generar, a 
partir de los grafos de conectividad sub grafos que conecten todos los nodos 
minimizando la suma de pesos de las conexiones sin formar bucles (rutas cerradas 
entre nodos). Si el grafo es inicialmente conexo y las intensidades o pesos de las 
conexiones son únicas se podrá obtener un árbol único de expansión mínima 
(Mares, 2008). De este modo se tienen dos reglas fijas para obtener el árbol y no se 
necesita emplear umbrales escogidos casi de manera aleatoria que puedan afectar 
a la significación de los datos. 
Los nodos con un alto grado, es decir con numerosas conexiones con nodos 
vecinos juegan un papel importante y resultaría interesante localizarlos y 
compararlos entre las poblaciones. El grado es la medida más sencilla que puede 
señalar a los conocidos como “hubs” de la red. Existen para esto otras medidas 
como “betweenness centrality” (BC), definida como el porcentaje de rutas mínimas 
entre nodos que pasan por uno dado (Freeman, 1977) o “eigenvector centrality” 
(Bonacich, 2007) en la que se definen los nodos más relevantes de manera 
recursiva como los que se encuentran conectados a otros relevantes. De este modo 
se podría identificar qué regiones corticales son las más relevantes en cuanto a su 
conectividad durante la realización de la tarea. 
La medida de conectividad “syncrhonization likelihood” requiere, tal y como 
se ha apuntado realizar una transformación de las señales a fin de extraer más 
información acerca de su comportamiento. para esto se emplea el procedimiento de 
“delay embbeded” en las dos señales que se comparan. Deben utilizarse los 
mismos parámetros para ambas y su estimación debe ser suficiente para al menos 
una de ellas, siendo válidos en ambas. La dimensión embebida y el retraso se han 
seleccionado basándose en análisis de señales de EEG de otros estudios ya 
realizados, por lo que se podría haber optimizado esta selección dando lugar a 
menos comparaciones y a un tiempo de cómputo más reducido (Montez et al., 
2006). 
La conectividad efectiva, tal y como se ha apuntado en la introducción 
evalúa las relaciones entre las señales registradas teniendo en cuenta el concepto 
de causalidad o influencia direccional. Es decir, una señal A que tiene una 
influencia particular sobre otra señal B estando los valores de ésta última 
condicionados o explicados total o parcialmente por la actividad de la primera. 
Clive W.J. Granger (Granger, 1969) elaboró una definición de causalidad 
entre series temporales : “Se puede decir que X1(t) causa influencia en X2(t) si 
conociendo los valores de ambas señales se pueden predecir valores futuros de 
X2(t) mejor que si sólo se conociese X2(t)”. El mismo autor tradujo este enunciado a 
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una medida lineal basada en modelos auto regresivos, “Granger Causality” cuya 
aplicación fue extendida en economía y que posteriormente pasó a ser usada en 
neurociencia. 
Los modelos auto regresivos predicen un valor determinado empleando una 
combinación lineal de valores pasados, por lo que “Granger causality” sólo 
reacciona ante este tipo de causalidad lineal. La entropía de transferencia (Marrelec 
et al., 2006; Schreiber, 2000), también nombrada en la introducción mide la 
desviación de la condición en la que una señal se puede modelar como un proceso 
de Markov generalizado en el el conocimiento de la probabilidades no son 
afectadas por el conocimiento de la segunda señal, empleando la divergencia de 
Kullback-Leibler para cuantificar las diferencias en la entropía asociadas a las 
probabilidades condicionadas involucradas. 
Esta medida es capaz de detectar interacciones no lineales y se ha 
considerado como una extensión de la medida de Granger, ya que las condiciones 
que se plantean son similares e incluso son equivalentes para señales que se 
ajustan bien a una distribución normal. (Barnett et al., 2009). Como gran fortaleza 
de este método destaca que no asume ningún modelo o conocimiento previo de las 
señales. Como debilidad de esta medida cabe destacar la dificultad de estimar las 
probabilidades condicionadas involucradas en la condición que se plantea. 
La conectividad efectiva necesita medidas específicas de teoría de grafos 
que puedan tener en cuenta los sentidos de la interacción. Existen versiones de las 
medidas empleadas en estos trabajos (Cc, Mpl) adaptadas para trabajar con grafos 
direccionales. También es posible modificar algoritmos como el NBS para que 
realice los test en ambos sentidos y poder visualizar las conexiones distintas más 
relevantes con su orientación. 
 En ocasiones, debido a las particularidades de los métodos de conectividad, 
determinadas características de las señales os test de señales sustitutas 
(“surrogate test”) (Prichard y Theiler, 1994) realizan determinadas transformaciones 
en las series para detectar valores de conectividad no explicables por la actividad 
cortical. Una manera de obtener este tipo de señales para verificar medidas no 
lineales que se ha utilizado en la literatura (Le Van Quyen et al., 1998; Schiff et al., 
1996) ha sido transformar las señales al dominio de la frecuencia, añadir una 
cantidad aleatoria a la fase de cada frecuencia obtenida y volver a transformar al 
dominio del tiempo, de esta manera se preservan las correlaciones lineales 
alterando las interdependencias no lineales. Si la conectividad registrada disminuye 
en las señales sustitutas esto indica que su origen es cortical. Este tipo de test 
resulta muy atractivo para utilizar en los próximos trabajos. 
El método NBS se ha empleado para detectar las conexiones más fuertes o 
más débiles a nivel individual entre grupos. Este método emplea el concepto de 
componente conexo de la red para intentar reducir los falsos positivos (Zalesky et 
al., 2010). Recientemente se ha publicado un método llamado PARD 
(“parsimonious statistical method to detect groupwise differentially expresed 
functional connectivity networks”) (Chen et al., 2015). La diferencia entre este último 
y el NBS es que dentro de cada componente conexo detectado se realiza una 
parcelación en subredes con un número optimizado de nodos cada una, realizando 
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el test estadístico de permutación para cada una de estas subredes reduciendo el 
número de conexiones a comparar y por tanto el número de posibles falsos 
positivos.  
Además, este método incorpora un criterio para seleccionar el umbral 
previo, facilitando la reproductibilidad de los resultados. Otra alternativa a estos 
métodos basados en buscar agrupaciones de conexiones para abordar el problema 
de las comparaciones múltiples es el clásico y simple “false discovery rate” 
(Benjamini y Hochberg, 1995), el cual no requiere el ajuste de un umbral previo y no 
busca que las conexiones estén agrupadas de determinada manera si no que las 
evalúa de manera individual. Una primera exploración usando este método sería 
recomendable en próximos análisis. 
 
5.3.2 Parte experimental 
 
En relación al primer estudio sobre los pacientes de PD, una idea pudiera 
ser analizar pacientes sin medicar o comparar pacientes con diferentes estadíos de 
evolución de la enfermedad. En relación a lo primero, tal y como se ha indicado en 
el sub apartado 4.3 del tercer capítulo, realizar el paradigma con sujetos sin 
medicar conlleva el riesgo de que no presenten la suficiente atención como para 
obtener un número significativo de respuestas. De todas formas la existencia de 
controversias en la literatura acerca de las capacidades cognitivas y la medicación 
consitituye un aliciente de importancia para que este aspecto sea abordado desde 
la óptica del procesamiento contextual y su análisis de conectividad.  
Con respecto a los citados déficits de memoria de trabajo que estos 
pacientes presentan, la secuencia predictiva podría complicarse incluyendo un 
mayor número de estándares. En un grupo de control con sujetos sanos se podría 
determinar un número de estímulos tales que mayoría de ellos pudiesen detectarla. 
Esta misma secuencia se aplicaría entonces a dos grupos experimentales, de 
sujetos sanos y de pacientes de PD. Podría entonces buscar el estímulo en el cual 
los pacientes pierden la noción de la secuencia y estudiar qué ocurre a nivel de la 
conectividad. Ésta también podría estudiarse utilizando una tarea específica de 
memoria de tabajo como la n-back. 
En relación con el segundo estudio sería interesante comparar a los 
jugadores de videojuegos con un grupo de control que ni practicase deporte ni 
realizase actividad física, lo cual queda planteado para futuros proyectos.  
Además, al haberse encontrado las diferencias en la conectividad 
empleando la serie de estímulos de baloncesto el efecto también podría haber sido 
debido a la ventaja que poseen estos últimos en la observación de su propio 
deporte (Babiloni et al., 2009). A este respecto podría plantearse una comparación 
entre jugadores de baloncesto para ambos tipos de estímulo. De todas maneras no 
se ha obtenido un tiempo de reacción especialmente reducido para los jugadores 
de baloncesto utilizando las imágenes de su deporte en comparación al resto de los 
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casos y un estudio previo empleando potenciales relativos a eventos tampoco ha 
sugerido una ventaja (Fogelson et al., 2012). 
El empleo de otro tipo de imágenes reales no específicas del ámbito de uno 
de los grupos y la comparación de la conectividad de las dos sesiones de los 
jugadores de baloncesto entre sí, a pesar de que los resultados obtenidos no hayan 
apuntado a un efecto significativo del tipo de estímulo podría revelar la existencia 
de alguna diferencia entre las imágenes y la actividad de los sujetos, ya que desde 
el punto de vista de la conectividad ésto no se ha investigado todavía.  
Sería también interesante incluír otra serie con imágenes más 
representativas del baloncesto (Fogelson y Fernández del Olmo, 202), 
posiblemente en movimiento y buscar las diferencias entre los jugadores de 
baloncesto y jugadores de deportes individuales. 
El empleo de números como estímulos estándares permitiría generar 
información predictiva derivada de operaciones aritméticas con los mismos. Este 
paradigma haría en principio un uso más intensivo de la memoria de trabajo 
(calcular y memorizar resultados intermedios) lo cual podría emplearse para buscar 
diferencias más profundas entre los jugadores del segundo experimento. 
Empleando los parámetros adecuados de teoría de grafos podría existir entonces la 
posibilidad de concluír algo acerca de la eficiencia neurológica en los deportistas. 
La implementación auditiva del paradigma experimental y posterior análisis 
de la conectividad es algo no realizado hasta la fecha y podría ser interesante 
realizar estudios comparando ambas modalidades: visual y auditiva para descubir 
con esta nueva técnica circuitos comunes al procesamiento en ambas modalidades. 
Además en este sentido podrían incluirse también series basadas en la 
estimulación térmica o táctil de la piel. También se podrían incluír paradigmas en 
los cuales la información predicitiva se codificase de manera complementaria en 
otra modalidad sensorial ajena a la principal. 
Otra idea sería la incorporación de algunas secuencias predictivas 
relativamente infrecuentes que no concluyesen con un objetivo, si no que 
continuase la cadena de estándares. Podría introducirse de manera implícita y 
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