This work considers the development of a robust discontinuous Galerkin (DG) solver for turbulent aerodynamic flows using the turbulence model of Spalart and Allmaras (SA). Previous work on this subject has demonstrated that applying DG discretizations to turbulent flows can be difficult, due to robustness issues related to non-smooth behavior of the turbulence model variable (or variables). This work presents two options for enhancing solver robustness. The first consists of employing a finite volume discretization with a first-order accurate convection term for the turbulence model, which is a standard practice in the low-order methods context. Computational results show that despite the first-order accurate discretization of the turbulence model there is still benefit to using higher-order discretizations for the mean flow equations and at the very least, discontinuous Galerkin solutions to the Reynolds Averaged Navier-Stokes (RANS) equations are obtained robustly. The second method of robustness enhancement considers modifications to the turbulence model equation. Numerical experiments have shown that the modifications to the turbulence model equation employed in this work are particularly effective at increasing solver robustness. Both robustness enhancement methods are applied to realistic aerodynamic flows including a subsonic turbulent airfoil flow and high-lift configurations at high angles of attack.
I. Introduction
Discontinuous Galerkin (DG) methods are capable of generating high-order accurate solutions to the Euler and Navier-Stokes equations. [1] [2] [3] [4] [5] [6] However, high-order accuracy is usually only attained if the solution is smooth. Unfortunately, for aerodynamic applications solutions are rarely smooth. The most pressing source of non-smooth behavior for Reynolds-averaged Navier-Stokes (RANS) solutions is associated with the turbulence models used to close the mean flow equations. When employing high discretization orders the turbulence model of Spalart and Allmaras develops a discontinuity in its working variable at the interface between turbulent/non-turbulent regions of the flow. This phenomena is now well known and has been reported by various researchers [7] [8] [9] including previous work by the authors. 10 This discontinuity results in oscillatory high-order solutions, which can easily cause solver failure due to the appearance of unphysical negative working variable values. This is especially true for high-lift configurations where particularly large magnitude negative values may be generated. However, discretization error remains a dominant concern in the solution of turbulent aerodynamic flows, as demonstrated in the AIAA drag prediction workshop series. 11, 12 Furthermore, it is well known that one of the most effective methods for removing discretization error is to increase the order of accuracy of the spatial discretization. [13] [14] [15] [16] [17] [18] Therefore competing interests exist for the computation of turbulent flows. On one hand, additional accuracy is required, and on the other hand, high-order discretizations of the turbulence model equations are unstable. Hence the primary goal of this work is to examine robustness enhancement strategies for high-order accurate discretizations of turbulent flows using the Reynolds Averaged Navier-Stokes (RANS) equations. The robustness of the current solver will be demonstrated through challenging test cases that are relevant to aerodynamic applications.
Although the use of high-order accurate discretizations for RANS problems is not commonplace, there are several examples of successful high-order DG RANS solutions using standard turbulence models in the literature. 10, 15, [19] [20] [21] The current solver using a DG discretization of the unmodified Spalart-Allmaras (SA) turbulence model 22 has been able to replicate almost all the results of these references, however not as robustly as is required for production use. Many production level solvers such as, CFL3D, 23 FUN3D, 24 and NSU3D 25 use discretizations of the turbulence model equations with first-order accurate convection terms for the turbulence model. Moreover, Spalart and Allmaras use this discretization in their original formulation of the one-equation SA model. 22 Borrowing from this idea, the first approach taken in this work consists of coupling the current DG solver for the mean flow equations with a finite-volume discretization of the SA turbulence model. Furthermore, it has been determined that even with firstorder accurate convection terms in the turbulence model, sufficient levels of eddy viscosity are produced so that the model adequately captures turbulent flow physics. This is true provided that the appropriate convective numerical flux formulation is used. High-order methods are implemented for the mean flow equations in order to remove as much discretization error from the mean flow equations as possible. This combined discretization approach is denoted as the hybrid discretization approach. The hybrid discretization approach allows for some interesting investigations of the relationship between the discretization order of the mean flow and turbulence model equations.
There have been several attempts at stabilizing high-order solutions of the turbulence model equations. 7, 10, 20 These stabilization methods attempt to remove the non-smooth behavior from the discrete solution of the turbulence model equation in the same fashion that shock waves are stabilized using limiters or artificial diffusion. Unfortunately, all of these methods have proven unsatisfactory in some way, either the method allows for negative eddy viscosity values or compromises solution accuracy.
As an alternative approach to preventing solver failure due to turbulence model non-smooth behavior, reference 15 has introduced modifications to the SA turbulence model equation designed to alleviate the difficulties of solving this equation with high-order DG discretizations. Modifications are distinct from stabilization methods because modifications change the continuous SA turbulence model equation, whereas stabilization methods attempt to modify the non-smooth behavior of the discrete solution. Modifications to the turbulence model source term designed to prevent negative eddy viscosity values have been proposed in reference. 15 These have been implemented in the current work but have not been found to increase solver robustness sufficiently. An alternate approach is taken in the recent modifications proposed in reference. 9 Rather than attempting to prevent negative values, the approach of reference 9 defines an auxiliary variable that is always positive and forces the model into a convection only equation when negative values occur. This approach is particularly effective because the source and diffusion terms are the causes of instability when the turbulence model working variable becomes negative. In the current work, the modification proposed in reference 9 is combined with the production term modification of reference. 15 Additionally, a fully coupled convective flux function for the RANS-SA system of equations is implemented, and a fully coupled Newton solver is used to drive the complete system of RANS equations to convergence. These additional modifications from the standard approach to SA turbulence model definition, discretization and solution are the key components for a robust high-order SA turbulence model solution procedure.
In this work, both the finite-volume and DG discretizations of the SA turbulence model equation are implemented and used in conjunction with a high-order DG discretization of the mean flow equations. Both approaches are shown to be robust and the effect on the mean flow of discretizing the turbulence model to higher-order accuracy is examined in detail.
II. Governing Equations
The conservative form of the compressible Reynolds Averaged Navier-Stokes (RANS) equations describing the conservation of mass, momentum and total energy in two dimensions are given as:
subject to the appropriate boundary and initial conditions within a domain Ω. In this work the RANS equations are coupled to the one equation turbulence model of Spalart and Allmaras (SA model) 22 with the modifications given in reference. 15 The equation for this model is given by:
whereS is given according toS
where ω is the vorticity vector. The constants and functions f v 1 , f v 2 are the same as those in reference. 22 The additional constant c v 3 is given as c v 3 = .9. The above represents a conservative version of the turbulence model given in reference. 22 The state vector and flux vectors including those of the SA model equation for two-dimensional flow are explicitly given as:
where ρ is fluid density, ( u = (u, v)) are the Cartesian velocity components, P is the fluid pressure, E t is the total energy, c p is the specific heat at constant pressure, T is the fluid temperature, P r and P r T are the Prandtl and turbulent Prandtl numbers respectively and τ i j is the total viscous stress tensor including the Boussinesq approximated Reynolds stresses. Assuming a Newtonian fluid and using the Boussinesq approximation for the Reynolds stresses, the viscous stress tensor takes the form (with x i = x, y; i = 1, 2):
where µ is the fluid viscosity obtained via Sutherland's law and µ T is a turbulent eddy viscosity, which is given by:
The components of the viscous stress tensor for two dimensional flow are given explicitly as:
It should be understood that all quantities in the above equations are the Reynolds Averaged quantities (the usual() notation is omitted for simplicity). The pressure is obtained from the ideal gas equation of state given as:
where γ = 1.4 is the ratio of specific heats.
III. Spatial Discretization

III.A. Discontinuous Galerkin Discretization
In this work the spatial discretization of reference 16 is used for the mean flow equations. The turbulence model is either discretized using the same DG discretization or alternatively is discretized using a finite-volume approach as described in Section III.B.
Let the computational domain Ω be partitioned into a set of non-overlapping elements denoted T h,p , where h and p are the "size" and "order" of the elements of T h,p . Subsequently we will omit the subscript p in the notation for brevity and just let T h represent the discretized domain. The discontinuous Galerkin discretization is given by finding
where v h represents an element basis or test function and u h denotes the discretized form of the solution vector which is expanded in terms of the basis functions. The above equation can be written as
where the R h (u h , ∇u h , v h ) is the discrete spatial residual. The spatial residual is integrated by parts resulting in the following weak form
where H c (·, ·, ·, ·, n) is the convective numerical flux, H v (·, ·, ·, ·, ·, ·, n) is the viscous numerical flux and H ad (·, ·, ·, ·, ·, ·, ·, ·, n) is the artificial diffusion numerical flux on the interior faces
ad (·, ·, ·, ·, n) denote boundary numerical fluxes (which are different from the interior numerical fluxes) on a boundary edge Γ b . The interior convective numerical flux is the approximate Riemann solver due to Roe. 26 The numerical fluxes for the viscous terms are obtained via a modified version of the symmetric interior penalty method (SIP) presented in reference, 16 which seeks to penalize the solution for being discontinuous at the element interfaces. For full details of the discretization, including SIP method details, see references. 16, 27 III.B. Finite-Volume Discretization of the Spalart Allmaras Turbulence Model
The first approach investigated for formulating a robust solution strategy for high-order DG RANS problems consists of coupling the spatial discretization of reference 16 described above applied to the mean flow equations with a finitevolume discretization of the SA turbulence model equation using first-order accurate convection terms (denoted as: finite-volume discretization). Unfortunately, by discretizing the turbulence model in this fashion, there is now a resolution discrepancy between the mean flow equations and the turbulence model equation. This is inevitable for this type of hybrid methodology because DG methods couple the discretization order and number of degrees of freedom (DoFs) where finite-volume methods do not. In order to have a finite-volume representation and not reconstruct model variable gradients, the diffusive source term must be cast in a non-conservative form, as shown in reference. 22 The turbulence model is discretized on a mesh of elements T h,0 and the discrete solution is in the space of piecewise constant functions ρν h ∈ V 0 h . Substitution of the discrete solution into the model equation given in Eq. (2) and integration over the domain yields.
Integration by parts of Eq. (13) results in
where 
with
H ± v are simplified Laplacian viscous flux functions and are employed so that turbulence model gradients are not required. The same formulation of the turbulence model viscous flux is employed in 28 and is exact for orthogonal quadrilateral and equilateral triangle meshes. Similarly, the boundary viscous numerical flux is taken as:
H b v is the boundary simplified Laplacian viscous numerical flux. These flux formulations treat the SA turbulence model equation as decoupled from the mean flow RANS equations.
The source term discretization is straight forward since it does not depend on the gradient of the turbulence model variable. While the convective discretization can be used with any numerical method, the diffusion discretization is specifically tailored for a finite-volume method. Additionally, the form of the continuous diffusion term used in this work is only advantageous for finite-volume and similar discretizations. This form of the diffusion term is not advantageous for DG discretizations because the manipulation used to obtain the non-conservative form of the diffusion term is undone upon integrating by parts to obtain a weak form DG discretization.
When employing this turbulence model discretization method, the turbulence model and mean flow equation discretizations occupy different function spaces, and a method by which to obtain µ ± , u ± h etc. for use in the turbulence model discretization is required. Due to the finite-volume turbulence model discretization, an appropriate quadrature rule consisting of a single Gauss point is chosen for the integrations. For volume integrals the Gauss point is at the cell-center and for edge integrals the Gauss point is at the edge mid-point. Mean flow quantities are projected from their modal representations to these quadrature points directly. This amounts to a "reconstruction" of the mean flow variables but not the turbulence model variables since the turbulence model variables are constant over the cell in question. The combination of this finite-volume discretization for the turbulence model equation combined with a DG discretization of the mean flow equations is denoted as a hybrid discretization.
III.C. Convective Flux Discretization
Through numerical experimentation it has been found that the SA turbulence model is sensitive to the amount of artificial diffusion introduced by the convective flux discretization. The sensitivity is demonstrated by either the generation of negative values of the turbulence model working variable or low eddy viscosity production. On the one hand, high artificial diffusion values cause the eddy viscosity values to become inappropriately low so that the model does not adequately model turbulent physics. On the other hand, low artificial diffusion values result in the generation of negative turbulence model working variableν values, by allowing the presence of the aforementioned non-smooth behavior or discontinuity in the turbulence model working variable, which in turn causes negative values of the turbulence model working variable, resulting in solver failure.
For simplicity the discussion of these effects is restricted to a single numerical example, namely the turbulent flow over a flat-plate at M ∞ = .1 and Re = 10, 000, 000. This discussion is restricted to this simple test case in order to avoid unsteady flow solutions in the presence of low eddy viscosity values. Two basic discretizations are compared for this flow. The first discretization is a p = 1 DG discretization that employs the approximate Riemann solver of Roe 26 for the convection terms of the fully coupled system of the mean flow and turbulence model equations. The second discretization is a p = 1 DG discretization for the mean flow combined with a finite-volume discretization with firstorder accurate convection terms for the turbulence model, as described in Section III.B. Two convective numerical fluxes for the first-order discretization of the turbulence model are examined: an uncoupled upwind flux derived for the turbulence model alone, where the artificial diffusion has no acoustic component, and a Roe approximate Riemann solver which fully couples the artificial diffusion for the mean flow and turbulence model equations. Essentially the uncoupled upwind flux treats the turbulence model equation as through it is decoupled from the mean flow equations. However, the coupled Roe approximate Riemann solver treats the turbulence model equation by adding it as an additional governing PDE to the system of equations in Eq. (5) and re-derives the approximate Riemann solver for this new system of equations. 27 Figure 1 (a) and Figure 1 (b) depict the u-velocity and ρν profiles plotted versus y/c using all the turbulence model discretization options. These profiles are extracted at the mid-chord of the plate, x/c = .5 where c is the chord length of the plate.
One immediately notices that using a p = 1 DG discretization of the turbulence model equation results in oscillations at the boundary layer edge, which causes negative values ofν. Contrarily, employing a finite-volume turbulence model convection discretization using the fully coupled Roe approximate Riemann solver for the convective numerical flux results in under production of the eddy viscosity. Additionally, this approach results in a highly inaccurate mean flow velocity profile as shown in Figure 1 (a). The only presented turbulence model discretization option that provides sufficient eddy viscosity levels and remains positive throughout the domain is the first-order finite-volume discretization of the turbulence model convection term employing the uncoupled upwind flux Eq. (15) . One should ask why the uncoupled upwind flux is not used in combination with a p = 1 DG discretization of the turbulence model and the answer is that the solver is unable to converge the turbulence model equation with this combination. The artificial diffusion supplied by this combination is insufficient to generate a stable discretization i.e. the negative SA working variableν values have large magnitudes and cause solver failure. The finite-volume solver is capable of discretizing the mean flow equations using a second-order accurate finite-volume method based on a weighted least-square gradient reconstruction. 29 This discretization has also been implemented for the turbulence model equation in this finite-volume solver. In this case the second-order finite-volume discretization of the turbulence model convection term employs a min-mod limiter, the application of which was found to be necessary in order to obtain a converged solution. Additionally, the finite-volume solver is also able to discretize the turbulence model equation using the first-order convection term discretization described in Section III.B. Figure 2 (b) demonstrates that the second-order finite-volume turbulence model convection discretization produces a small oscillation at the edge of the boundary layer, despite the use of the min-mod limiter in these computations, and the oscillation results in negative values of the SA working variable locally. Furthermore, the presence of the limiter has affected the peak value of the eddy viscosity, which is 16% lower than the finite-volume discretization employing the upwind flux. Thus the second-order turbulence model convection discretization is just as unsatisfactory in the finite-volume context as in the DG context, even with the use of the min-mod limiter. The second-order finite-volume turbulence model discretization results show the same trend as the p = 1 DG turbulence model discretization results. Hence, these issues appear in both DG and finite-volume discretization methods on unstructured grids. Two conclusions can be drawn from this simple test. First of all, the SA turbulence model is sensitive to the amount of artificial diffusion that is applied through the convective flux discretization, which is affected both by the discretization order and the form of the discrete convective flux function. In particular, coupling the turbulence model and mean flow convective flux discretization at low-order results in a numerical scheme with excessive artificial diffusion and thus the model does not produce sufficient eddy viscosity. However, experiments for scalar convection problems with high-order DG discretizations have demonstrated that coupling the convective numerical flux between the equations controlling the mean flow and passive advecting scalar is necessary to achieve positive and smooth scalar values, for smooth initial conditions of the scalar. These two conclusions are at odds with one another, leaving few options for discretizing the turbulence model equation to high-order accuracy. Furthermore, the optimal combination of convective term discretization for the unmodified turbulence model has been found to be a first-order convection discretization employing an uncoupled upwind flux formulation (i.e a numerical flux where the sound speed does not appear in the artificial diffusion term for the turbulence model). Unfortunately it seems any second or higher-order convection discretization will not guarantee positive values ofν, regardless of the discretization employed.
IV. An Effective Modification of the SA Turbulence Model
The previous analysis of the discretization of the turbulence model equation has shown that eliminating negative values that result from the non-smooth behavior of the turbulence model equation is difficult at best. An alternative approach to robustly accommodate the negative values of the turbulence model working variable is to consider modifying the turbulence model equation, such that negative values do not cause instability. Reference 15 details modifications to the source and diffusion terms of the turbulence model, which are designed to alleviate the difficulties encountered when the turbulence model working variable becomes negative. However, these modifications were not found to enhance robustness sufficiently in this work.
Recently, a new development in the modification of the SA turbulence model equation has been put forth in reference. 9 This modification does not attempt to remove the negative values ofν, and as such high magnitude negative values may be present in the final solution of the turbulence model equation. However, the modified turbulence model becomes insensitive to the negative values through the introduction of an auxiliary variable that is constrained to remain positive. In the current work, we combine the turbulence model modifications developed in reference 9 with those of reference. 15 The modified turbulence model introduces the auxiliary variable ψ and is given as:
The production term components are given by: (23) and the destruction term coefficients are given by:
The constants c v ,c w , and κ have not been altered from their original values given in reference. 22 This form of the turbulence model is identical to the original form with the exception that the variable χ =ν ν has been replaced by ψ in most of the source term coefficients, as well as in the diffusion coefficient. The variable ψ is designed to remain positive regardless of the value ofν and is given by:
The use of the variable ψ proposed in reference 9 is simple to implement within an existing CFD solver and is also easy to differentiate for implicit solution techniques. The effect of the modification is to deactivate the production, destruction and diffusion terms of the turbulence model equation whenν becomes negative, effectively rendering it as a simple advection equation, which is unaffected by negative values ofν. While employing the variable ψ in the model source terms comes directly from reference, 9 this reference does not use the modified form ofS, which in the authors' experience provides addition robustness to the turbulence model equation in the positiveν regime. Furthermore, when discretizing the convection term, the current work considers the entire RANS-SA system and uses the approximate Riemann solver of Roe for the convective flux treatment of the fully coupled RANS-SA system. 27 While the modifications of reference 9 is an important part of the turbulence model robustness enhancement, the modified form ofS and the fully coupled convective flux treatment are equally important aspects of the robustness enhancement. Without all of these modifications the solver would not be able to achieve the results presented in this work.
V. Implicit Solution Techniques: Algebraic Coupling
In addition to stable discretizations, efficient and robust solution techniques are required for the development of a robust production level aerodynamic DG solver. In this work, the RANS-SA system is solved using a damped fully implicit Newton solver that treats the mean flow and turbulence model equations in a fully coupled fashion. 10, 27 The linear solver used at each Newton step is based on a line-implicit colored Gauss-Seidel (CGS) preconditioned GMRES solver. 27 The meshes employed for solving the RANS equations contain high aspect-ratio elements, which induce additional stiffness in the governing equations. An effective approach to alleviate this stiffness is to consider a line-implicit solver, which requires the construction of lines through an unstructured grid. The lines are constructed using a weighted graph approach. 10 A fully parallel Gauss-Seidel method requires that a coloring of the mesh be performed and lines are colored via a greedy algorithm that loops over all the lines formed for the line-implicit solver, assigning color integers to the lines. Once the lines have been colored, a block-tridiagonal solver is employed in a Gauss-Seidel fashion over the colors.
Constructing implicit solution techniques requires the determination of the flow Jacobian matrix. The flow Jacobian requires the differentiation of the residual R h with respect to the discrete solution u h , a process known as linearization. Turbulence models are often linearized in a decoupled fashion i.e. turbulence models are linearized only with respect to the variables that the model equation controls. This results in a loosely coupled implicit solver formulation, that in many cases cannot fully converge the discrete equations. However, if the linearization is performed in a fully coupled fashion, it is far more likely that full convergence of the discrete equations can be achieved, at least with the presented DG and finite-volume solvers. Full convergence of the discrete equations is especially important for high-order discretizations, since the magnitude of high-order modal coefficients can be very small.
A fully coupled linearization is obtained by differentiating the model equation with respect to every modal coefficient in the system of equations. For example, the turbulence model equation requires the molecular viscosity µ for the source and diffusion terms, which depends on all the mean flow quantities ρ, ρu, ρv, and E t . Therefore, when linearizing the turbulence model there are off-diagonal coupling entries in the flux Jacobian matrix corresponding to differentiation with respect to the modal coefficients of the mean flow quantities. The solution is obtained using the CGS preconditioned GMRES solver. The drag difference (right) is the difference between the fully converged flow solution computed drag value and the partially converged computed drag value, resulting from employing a decoupled Jacobian in the implicit solver. Figure 3 (a) depicts the iterative convergence using a colored Gauss-Seidel (CGS) preconditioned GMRES solver 27 for the turbulent flow over a flat-plate, employing a p = 1 DG discretization for the mean flow equations and the finitevolume discretization for the turbulence model equation, using both coupled and decoupled linearizations. Figure  3(a) shows that employing the decoupled flow Jacobian results in an implicit solver that cannot fully converge the discrete equation residuals to machine zero. However, employing the fully coupled flow Jacobian results in an implicit solver that fully converges both the turbulence model and mean flow equations without issue. Figure 3(b) depicts the difference between the drag value obtained by fully converging the discrete equations and the drag value computed using the partially converged decoupled flow Jacobian approach ∆C D = |C Dcoupled −C Ddecoupled |. Notice that the error in the computed drag value induced by partially converging the discrete equations i.e. |C Dcoupled − C Ddecoupled | is approximately ±5.0e − 7. Although the values of ∆C D are small, values of this magnitude will often be insufficient for use with high-order methods where discretization errors are small. Therefore, a fully coupled Jacobian matrix is employed for all test cases in this work. It should be noted that the use of a fully coupled solution approach obviates the possibility of using various positivity preserving techniques at the non-linear or sub-iteration level as discussed for example in reference. 22 Therefore, this approach places additional importance in the formulation of a stable and realizable spatial discretization.
VI. Numerical Results: Hybrid Discretization
A DG solver that is capable of solving the RANS equations with a finite-volume discretization of the turbulence model is applied to several practical aerodynamic flows. The combination of a high-order DG discretization with a finite-volume discretization of the turbulence model equation with a first-order convection discretization is denoted as a hybrid discretization. The discretization of the turbulence model employed for all test problems is described Section III.B. Furthermore, negative values of the turbulence model working variable do not exist in the final steadystate solutions when the turbulence model is discretized with the finite-volume method. These cases are presented to illustrate the robustness of this approach and demonstrate that using a high-order DG discretization for the mean flow equations alone can still be beneficial for overall solution accuracy. All test cases are solved using the fully coupled damped-Newton method with a line-implicit CGS preconditioned GMRES solver described above and detailed in reference. 27 For the mean flow equations the Riemann solver of Roe is employed as the convective flux function, whereas the convective flux function for the turbulence model is given in Eq. (15)
VI.A. Subsonic RAE2822 Airfoil
The first test case consists of the turbulent flow over an RAE2822 airfoil at M ∞ = .4, α = 2.79 o , and Re = 6, 500, 000. The computational mesh employed for this test case is a mixed-element unstructured mesh containing N = 5, 980 elements, with discretization orders ranging from p = 1 to p = 4. The computational mesh is depicted in Figure 4(a) . The solution is converged using a line-implicit CGS preconditioned GMRES solver and each solution of discretization order p is initialized with a fully converged solution of discretization order p − 1. Due to the finite-volume discretization of the turbulence model equation, increasing the discretization order p does not increase the number of unknowns of the turbulence model discretization i.e. turbulence model resolution remains fixed during p-enrichment. o , and Re = 6, 500, 000 using discretization orders p = 1 to p = 4 for the mean flow and a first-order discretization for the turbulence model. The convergence history for all discretization orders p is depicted in Figure 4 (b), which shows that a fully converged solution is obtained for all discretization orders. The convergence rate is slower compared to laminar flow problems such as those in reference. 16 The slower convergence rate is due to the Newton damping requirements imposed by the turbulence model source terms. However, once the turbulence model source term transient has passed, the solution proceeds rapidly to a fully converged state. Note that Figure 4(b) does not show the secondary transient that has been observed 10 whenν becomes negative. Figure 5 (a) through Figure 6 (b) depict the computed Mach number and normalized turbulence model working variable contours for a p = 1 and a p = 4 discretization respectively. Figure 7 (a) illustrates the surface pressure distribution for discretization orders p = 1 to p = 4 and Figure 7(b) shows the computed surface skin friction profiles also for discretization orders p = 1 to p = 4. Note that as the discretization order is increased these profiles become smoother indicating that increasing discretization order results in enhanced solution accuracy. Also note that the non-smooth behavior in the computed skin friction profile is restricted to sharp corners where the geometry is non differentiable. o , and Re = 6, 500, 000 using p = 1 to p = 4. Table 1 shows the discretization order p, N DoF , computed lift and computed drag coefficients across the discretization order range. Table 1 shows that the computed drag coefficient has been resolved to .01 counts and the computed lift coefficient has been resolved to approximately 8 counts. As stated in the introduction, studying grid convergence is a primary target of this work and the results show that the solver is able to obtain grid converged results with respect to polynomial order changes and a fixed turbulence model resolution.
VI.B. High-lift Multi-element Airfoil Configuration L1T2
The second test case consists of the turbulent flow over the AGARD L1T2 high-lift multi-element airfoil configuration. The geometry consists of a three-element airfoil configuration and the flow conditions are M = .197, α = 20.18 o , and Re = 3, 520, 000. The mesh employed for this test case is a mixed-element unstructured mesh with N = 80, 742 elements as shown Figure 8 . In this case, discretization orders ranging from p = 1 to p = 3 are employed. This case is presented in order to compare the DG results with experimental data provided by AGARD. o , and Re = 3, 520, 000. Figure 12 (b) depicts the computed skin friction coefficient using a p = 3 DG discretization for the mean flow equations and a smooth skin friction profile is obtained with the exception of the geometry slope discontinuities. Table 2 provides the numerical values of the computed lift and drag coefficients for each discretization order p. Table 2 shows that the computed drag coefficient is resolved to within 4 counts and the computed lift coefficient is resolved to within 11 counts. Figure 13 (a) depicts the streamlines around the L1T2 multi-element airfoil configuration, showing the high flow incidence angle and high overall streamline curvature over the configuration. Figure 13 (b) shows the streamlines near the slat for this case, illustrating the high streamline curvature in this region as the flow is accelerated around the leading edge of the slat and in the gap between the slat and main airfoil. Figure  13 (c) shows the streamlines near the flap and flap cove on the main element showing a strong re-circulation region in the flap-cove. The DG solver displays no adverse robustness implications as a result of these smooth high gradient phenomena. 
VI.C. High-lift Multi-element Airfoil Configuration 30P30N
The third test case consists of the turbulent flow over a high-lift multi-element airfoil configuration denoted as the 30P30N configuration. The flow conditions for this test case are M ∞ = .2, α = 16 o , and Re = 9, 000, 000. The geometry for this test case consists of: a leading edge slat, a center or main element and a trailing edge flap, which are configured for a so-called landing configuration. The computational mesh employed for this case is a mixed-element unstructured mesh consisting of N = 55, 964 elements shown in Figure 14 . o , and Re = 9, 000, 000 using discretization order p = 1 to p = 3 for the mean flow and a first-order discretization for the turbulence model. o , and Re = 9, 000, 000 using mean flow discretization orders p = 1 to p = 3 and a first-order discretization for the turbulence model. The Mach number and normalized turbulence model working variable contours for p = 1 and p = 3 solutions are depicted in Figure 15 (a) through Figure 16 (b) respectively. This flow is also computed using the NSU2D flow solver, which was previously used to compute this case in reference. 28 The NSU2D flow solver is based on a vertex-centered second-order accurate finite-volume discretization for the mean flow equations and the same first-order accurate finitevolume discretization of the SA turbulence model equation. The NSU2D solver is used to compute the same flow using a triangular unstructured mesh with 250,000 nodes, which is equivalent to 250,000 DoFs. The computed surface pressure and skin friction coefficients using both the present DG solver and the NSU2D solver are depicted in Figure  17 (b) show good agreement between the two solvers for both the computed surface pressure coefficient and skin fiction coefficient. There is however, a slight discrepancy in the computed skin friction coefficient on the flap upper surface. Table 3 . Computed lift and drag coefficients for the 30P30N multi-element airfoil configuration using mean flow discretization orders p = 1 to p = 3. Table 3 gives the discretization order p, N DoF , computed lift and computed drag coefficients for this case. One can see a regular decrease of the computed drag coefficient as the discretization order is increased. The computed drag coefficient is resolved to within 1 count. The computed lift coefficient varies non-monotonically as the discretization order p is increased and is resolved to approximately 8 counts.
This flow involves strong but smooth flow field gradients and is considered relatively challenging. As such, this case is a good test of the robustness of the proposed approach. The DG discretization of the mean flow equations causes no robustness problems for this case. Figure 18 depicts the iterative convergence of the flow solver and similarly to the previous test cases , once the turbulence model transient has passed the solution converges rapidly to steady-state. Also notice that for the higher-order DG discretizations of the mean equations, the turbulence model transient is far more benign due to the flow solution initialization from a lower-order solution and the fact that the turbulence model resolution remains unchanged during p-enrichment.
VI.D. High-lift Multi-element Airfoil Configuration 30P30N: hp-adaptation
Since the previous hybrid discretization results do not increase turbulence model resolution as the discretization order is increased, an hp-adaptation strategy is employed in order to study the effects of increasing turbulence model resolution in regions of the domain where the turbulence model discretization error is dominant. This test case consists of computing the flow over the 30P30N multi-element airfoil configuration using a lift-driven adjoint-based hp-adaptation strategy. 16, 27 This configuration is the same multi-element airfoil configuration considered in Section VI.C. The flow conditions are M ∞ = .2, α = 16 o , and Re = 9, 000, 000, as in Section VI.C. In this case the hp-adaptation algorithm is slightly modified to accommodate the finite-volume discretization of the turbulence model. The computable error estimate 16, 27 can be broken up into contributions from the different PDEs in the system by taking the inner product over the modal coefficients separately for each field in the system of equations. When the contribution to the total error from the turbulence model equation exceeds 50% of the total error for an element, the element is flagged for h-refinement regardless of smoothness. This is designed to target the contribution of the turbulence model discretization error to the functional error estimate with h-refinement, since the standard hp-adaptive approach might otherwise employ p-enrichment everywhere because the mean flow is smooth and the turbulence model smoothness is irrelevant due to the first-order accurate discretization. Figure 19 (a) depicts the initial mesh containing N = 55, 964 elements with a discretization order p = 1. . Unstructured mixed-element meshes used for computing flow around the 30P30N high-lift multi-element airfoil configuration at M ∞ = .2, α = 16 o , and Re = 9, 000, 000 using hp-adaptation.
19(b) depicts the final hp-adapted mesh, which is refined using h-refinement in regions where the turbulence model discretization error is the dominant source of the lift error estimate. Figure 20(a) shows the mesh and discretization order in the flap cove region on the final hp-adapted mesh. Aggressive mesh refinement is applied in this region due to the dominance of turbulence model error contribution to the lift error estimate. Unfortunately the mean flow would benefit from additional p-enrichment in this region due to the purely smooth reverse flow behavior as shown in Figure  20 In general the part of the flow that is external to the boundary layer and the wake is refined using p-enrichment, since in these regions the turbulence model influence on the solution is minimal. The hp-adaptive procedure is initialized with the p = 1 solution shown in Figure 15 (a) and Figure 16(a) . Figure 21(a) shows the computed Mach number contours on the final hp-adapted mesh and Figure 21(b) shows the eddy viscosity contours on the final mesh. Clearly hp-adaptation has added significant resolution to the discretizations of both the mean flow and turbulence model equations. As with the previous hybrid discretization results, this solution maintains positive values of the turbulence model working variable throughout the entire domain. As with the uniform p-enrichment case, the DG solver handles the high mean flow gradients without artificial viscosity or limitation. Figure 22 (a) shows the computed surface pressure distribution on the final hp-adapted mesh compared with the results obtained by the NSU2D flow solver. Figure 22(a) shows good agreement in the computed surface pressures obtained with both solvers. Furthermore, the computed surface pressure profile obtained using the DG solver is smooth. Figure 22(b) shows the computed surface skin friction profile compared with the NSU2D flow solver. In this case reasonable agreement of the computed skin friction profile between the two solvers is also obtained. However, the computed skin friction coefficient result obtained by the DG solver is significantly less smooth than the computed skin friction profile obtained by NSU2D. Furthermore, comparing Figure 22 (b) to Figure 17 (b) shows that the hp-adapted computed skin friction coefficient is significantly less smooth than the computed skin friction coefficient obtained using uniform p-enrichment. The noise in the computed skin friction profile is the result of the contribution of the turbulence model discretization error to the lift error estimate being sufficiently high in some regions that p-enrichment of the flow is prevented in an area where the mean flow would benefit from p-enrichment. One such region is the leading edge of the main element as shown in Figure 23 , where the elements next to the wall employ a discretization order of p = 1 for the mean flow.
The computed lift and drag coefficient histories over the hp-adaptation process are shown in Figure 24 (a) and Figure 24 (b) respectively. In addition to the hp-adaptation histories, the uniform p-enrichment computed lift and drag coefficient histories are also shown. Both the computed lift and drag coefficients approach fixed values. Unfortunately the number of unknowns employed for the hp-adapted computation is very high, over 2 million in this case. The high number of unknowns employed is due to the first-order accurate discretization of the turbulence model equation and as such true grid convergence is beyond the computational budget available. Furthermore, comparison between the hp-adapted and uniformly p-enriched results shows the computed lift and drag coefficients are approaching two different values for each refinement method respectively. The two refinement strategies converge to different computed lift and drag coefficients because while hp-adaptation increases the turbulence model resolution, p-enrichment fixes the turbulence model resolution at the number elements in the initial mesh. Clearly the turbulence model resolution has a significant impact on the computed lift and drag coefficient results for this case. 
VII. Numerical Results: DG Discretization of RANS and Modified SA Turbulence Model
In order to asses the robustness enhancement of the SA turbulence model equation modifications discussed in Section IV, three test cases are considered, two of which were also computed using the hybrid discretization approach. For these test cases the modified SA turbulence model equation is discretized using high-order DG discretizations to the same order as the mean flow. Furthermore, a fully coupled Roe approximate Riemann solver 26 is employed for the convective numerical flux of the RANS-SA system for all test cases in this section. All test cases are solved using the fully coupled damped-Newton method with a line-implicit CGS preconditioned GMRES solver as described above and detailed in reference. 27 
VII.A. Subsonic RAE2822 Airfoil
The first test case of the modified SA turbulence model considers the turbulent flow over an RAE2822 airfoil at M ∞ = .4, α = 2.79 o , and Re = 6, 500, 000. The computational mesh employed for this test case is depicted in Figure  4 (a) and is a mixed-element unstructured mesh containing N = 5, 980 elements, with discretization orders ranging from p = 1 to p = 4. The solution is converged using the line-implicit CGS preconditioned GMRES Newton solver and each solution of discretization order p is initialized with a fully converged solution of discretization order p − 1.
The convergence history for this test case is shown in Figure 25 (a), which is similar to the hybrid discretization result in Figure 4(b) . However, the initial solution takes about 25% more Newton steps to converge the p = 1 solution. Furthermore, this convergence history contains none of the secondary transients normally associated with the generation of negative values ofν(see references 10, 27 ). In fact, qualitatively the convergence behavior of the modified SA turbulence model is very similar to that of the finite-volume discretization of the turbulence model, which is an encouraging result.
(a) Convergence history o , and Re = 6, 500, 000 using discretization orders p = 1 to p = 4 for the mean flow and turbulence model. Table 4 . Computed lift and drag coefficients for the RAE2822 airfoil with M ∞ = .4, α = 2.79 o , and Re = 6, 500, 000 using p = 1 to p = 4. Figure 28(a) illustrates the computed surface pressure distribution for discretization orders p = 1 to p = 4 and Figure 28 (b) shows the computed surface skin friction profiles, also for discretization orders p = 1 to p = 4. Note that as the discretization order is increased these profiles become smoother indicating that increasing discretization order results in enhanced solution accuracy. Again note that the non-smooth behavior in the computed skin friction profile is located at sharp corners where the geometry is not differentiable. Table 4 shows the discretization order p, N DoF , computed lift and computed drag coefficients across the discretization order range. Table 4 shows that the computed drag coefficient has been resolved to < .01 counts and the computed lift coefficient has been resolved to approximately 1.3 counts. For this test case employing a high-order DG discretization has significantly improved the grid convergence of both the computed lift and drag coefficients. Comparison of Table 4 and Table 1 is another demonstration of the impact of turbulence model resolution on functional outputs. Furthermore, as with the hybrid discretization results in Section VI.A, the lift is not as grid converged as the drag. o , and Re = 6, 500, 000. 
VII.B. Transonic RAE2822 Airfoil
The second test case of the modified SA turbulence model considers the transonic turbulent flow over an RAE2822 airfoil at M ∞ = .734, α = 2.79 o , and Re = 6, 500, 000. The computational mesh employed for this test case is a mixedelement unstructured mesh containing N = 19, 607 elements, depicted in Figure 29 (a). The discretization orders range from p = 1 to p = 3. The solution is converged using a line-implicit CGS preconditioned GMRES solver and each solution of discretization order p is initialized with a fully converged solution of discretization order p − 1. The shock wave is captured using a piecewise constant artificial viscosity method 16, 27, 30 The convergence history for this test case is shown in Figure 29 o , and Re = 6, 500, 000 using discretization orders p = 1 to p = 3 for the mean flow and turbulence model. o , and Re = 6, 500, 000. o , and Re = 6, 500, 000 using p = 3. (b) show the computed pressure contours and as the discretization order is increased the shock wave width decreases significantly. Figure 33(a) shows the computed surface pressure distribution for p = 3 compared against experiment. Overall the numerical solution compares well with the experimental data. The pre-shock suction pressure as well as the shock wave location compare very well with the experimental results, however the leading edge suction peak is slightly too far forward on the airfoil surface. Figure 33(b) shows the computed surface skin friction profile also for a discretization order of p = 3, which is smooth and also depicts a crisply captured shock wave. Table 5 shows the discretization order p, N DoF , computed lift and computed drag coefficients across the discretization order range. Table 1 shows that for this flow grid convergence is not achieved. This flow is particularly challenging from a grid convergence point of view due to the stabilization requirements imposed by the shock wave. Previous work 16 has demonstrated that p-enrichment is not the optimal refinement method for a flow containing a shock wave and smooth flow features. Therefore, future work will focus on applying improved refinement methods for this test case. The main point of this test case is to demonstrate that the addition of a transonic shock wave does not adversely impact the robustness of the solver beyond requiring some artificial diffusion to stabilize the high-order solution in the presence of shock waves.
VII.C. High Lift Multi-element Airfoil: 30P30N
In the authors' experience some of the most challenging flow problems for high-order DG discretizations of the RANS and turbulence model equations are high-lift multi-element airfoil flows. These flows require a very robust solver for both the turbulence model and mean flow equations. To demonstrate the robustness of the DG solver using the modified SA turbulence model, the flow over the 30P30N high-lift multi-element airfoil configuration is considered. The flow conditions for this test case are M ∞ = .2, α = 16 o , and Re = 9, 000, 000. The geometry and mesh are described in Section VI.C, which considers the same flow problem using the aforementioned hybrid discretization approach. o , and Re = 9, 000, 000 using discretization order p = 1 and p = 4 for the mean flow and turbulence model. The convergence history for this test case is shown in Figure 34 , demonstrating that a fully converged solution is obtained for both the mean flow and SA turbulence model equations up to a discretization order of p = 3. The p = 4 results are converged approximately 7 orders of magnitude. We hypothesize that at p = 4 minor unsteady flow features are developing in the solution, due to the high resolution and low dissipation of the high-order solution, although further investigation is required validate this assumption. Figure 35 (a) through Figure 36(b) show the computed Mach number and turbulent eddy viscosity (µ T ) contours for discretization orders p = 1 and p = 4. The Mach number contours are qualitatively similar to the hybrid discretization results. However, the eddy viscosity contours illustrate that the DG and finite-volume discretizations of the SA turbulence model equation yield significantly different distributions of the eddy viscosity in the wake region, as seen in Figure 38 . The maximum value of the normalized eddy viscosity (µ T /µ ∞ ) for the finite-volume discretization is approximately 2800.0 while for the p = 4 DG discretization it is approximately 10,224.0. Furthermore, the maximum value of the eddy viscosity is located just downstream from the flap for the finite-volume discretization results, whereas for the DG discretization of the turbulence model the maximum value is located approximately 20 chord lengths downstream from the the flap. The computed eddy viscosity obtained using the NSU2D flow solver (Figure 38(a) ) resembles the finite-volume discretization results, which is expected considering that NSU2D uses the same turbulence model discretization.
The computed surface pressure and skin friction coefficients are compared with those obtained using the NSU2D solver as depicted in Figure 37 (b) demonstrate that good agreement between the two solvers is obtained using high-order DG discretizations of the turbulence model equation. As with the hybrid discretization results, there is a slight discrepancy in the computed skin friction coefficient on the flap upper surface. Table 6 . Computed lift and drag coefficients for the 30P30N multi-element airfoil configuration using discretization orders p = 1 to p = 4. Table 6 gives the discretization order p, N DoF , computed lift and computed drag coefficients for this case. Both the computed lift and drag coefficients vary non-monotonically as the discretization order p is increased. From these results it is difficult to judge the grid convergence of the computed lift and drag coefficients. However, the difference between the p = 3 and p = 4 results is 24 counts of lift and 14 counts of drag. The fact that there is more variation in the force coefficients between the p = 3 and p = 4 solutions compared to the p = 2 and p = 3 solutions leads to speculation that additional error may have been incurred due to the incomplete convergence of the p = 4 solution.
VIII. Concluding Remarks
Two methods of robustness enhancement have been investigated for a high-order discontinuous Galerkin solver for the Reynolds Averaged Navier-Stokes equations coupled to the turbulence model of Spalart and Allmaras. Each method has been applied to practical aerodynamic test cases, including high-lift multi-element airfoil flows.
The first robustness enhancement method considers discretizing the mean flow equations using high-order DG methods and the turbulence model equation with a low-order finite-volume method. This hybrid discretization method is not necessarily optimal due to the resolution discrepancy between the turbulence model and mean flow discretizations. However, this method has proven to be robust by virtue of the large variety of turbulent flow solutions that have been presented. The hybrid discretization approach mimics a common strategy used in finite-volume and finitedifference methods in order to ensure positivity of the turbulence model discretization. Furthermore, this hybrid discretization has been shown to be capable of obtaining grid converged outputs at fixed turbulence model resolution. However, when the turbulence model resolution is increased changes in functional convergence can be observed. This is indicative of the dependence of simulation outputs to turbulence model resolution and discretization error.
While the hybrid discretization approach is robust, the high-order DG discretization of the modified SA turbulence model in Section IV is equally robust. The modified SA model is advantageous because as the discretization order p is raised the resolution of the mean flow and turbulence model equations are increased simultaneously. Based on the results of Section VI.D, increasing the turbulence model resolution can have a significant impact on simulation outputs. Therefore, employing this modified SA turbulence model appears to be the best choice for solving the RANS equations using high-order DG methods without adverse robustness implications. While the modifications presented in reference 9 increased the robustness of DG discretizations of the SA turbulence model equation, this work has demonstrated that the additional modification to theS term, as well as a fully coupled convective numerical flux function for the RANS-SA system, and making use of a fully coupled Newton solver, are additional key components for a robust high-order DG solver for turbulent flows.
In spite of these successes, significant work remains in the area of high-order accurate RANS simulations. Firstly, it has been shown that the higher-order turbulence model simulations result in significantly higher eddy viscosity values in wake regions. Although for the test cases presented in this work, the eddy viscosity in wake regions has minimal influence on the results, this may not be the case in more complex three-dimensional problems. Most RANS turbulence models have been developed and calibrated using low-order (first or second-order) accurate discretizations and possible recalibration of the models may be required for use with high-order discretizations. Secondly, although the employed turbulence model modifications result in significantly improved robustness, non-smooth and negative turbulence working variable solutions remain. As pointed out in reference, 27 this non-smooth solution behavior can adversely impact error estimation and the grid convergence of functional outputs, and complicates the use of hp refinement strategies. Therefore, further turbulence model formulation development will be required to address these issues in a high-order methods framework. Although high-order methods are well suited for large-eddy simulations, most practical problems will require the use of hybrid RANS-LES models and the issues discussed herein will remain important for the near-wall RANS portion of these models.
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