Abstract. This paper provides yet another look at the mixed fractional Brownian motion (fBm), this time, from the spectral perspective. We derive exact asymptotic formula for the eigenvalues of its covariance operator, which separates contributions of the standard and fractional parts. This, in turn, allows to obtain exact asymptotics of the small L 2 -ball probabilities for the mixed fBm, which was previously known only on the logarithmic level. The obtained expressions show an interesting stratification of scales, which occurs at certain values, thresholds, of the Hurst parameter of the fractional component. Some of these values have been previously encountered in other problems involving such mixtures.
Introduction
Fractional Brownian motion B H is the centered Gaussian process with zero mean and covariance function K(s, t) = 1 2 t 2H + s 2H − |t − s| 2H , t, s ∈ R + , (
where H ∈ (0, 1] is the Hurst exponent. It has been studied extensively since introduction in [12] , [17] and nowadays the fBm takes a central place in the study of heavy tailed distributions, self-similarity and long range dependence phenomenon [8] , [21] . The fBm is known to change some of its properties abruptly at certain special values of H, referred to as thresholds in this paper. The most obvious example is H = . The mixed fBm (1.2) was first studied in [4] , where it was shown to be a semimartingale, measure equivalent to B, if and only if H > 3 4 . This can be deduced from Shepp's general criteria for equivalence of such mixtures, [24] , which requires that Plugging expression (1.1), we get 2(2H − 2) > −1 which implies H > also arises in other contexts, such as e.g. limit theorems of self-intersection local times [11] .
The counterpart threshold H = 1 4 was discovered in [27] , which considers the linear combination
of independent fBm's B H k with distinct Hurst exponents H 1 < ... < H k and constant mixture coefficients a k = 0. It is shown to be measure equivalent to a 1 B H 1 if and only if H 2 − H 1 > with the constant c H = H(2H − 1). The large sample limit accuracy of statistical procedures in models involving mixed fBm is governed by the asymptotic behaviour of g(s, t) : s ≤ t} as t → ∞, which can be approached by reduction to a singular perturbation problem, [5] . If we define small parameter ε := t 1−2H equation (1.4) becomes εg ε (x) + where g ε (x) := t 2H−1 g(xt, t). As ε → 0 its solution g ε (x) converges to the solution g 0 (x) of the limit equation obtained by setting ε := 0 in (1.5). How fast is this convergence? The following answer is given in [6] in terms of the L 2 -norm:
Canonical innovation and filtering: H =
3 ) This asymptotics reveals threshold H = 2 3 , at which the convergence rate begin to slow down.
The same threshold arises in the filtering problem of B H t given the observations
The following expression is found in [6] for the steady state filtering error: .
The worst, maximal error is attained at H = 
In this paper we discuss yet another context, namely the small L 2 -ball probabilities problem, in which these and many more thresholds make their appearance. We will show that as ε → 0
where f (ε) ∼ g(ε) stands for the equality f (ε) = Cg(ε)(1+ o(1)) for some positive constant C and γ and β k , k = 0, 1, 2, ... are explicitly defined functions of H (see Theorem 2.1 below). A close look at this formula reveals that additional terms join the sum in the exponent at the following values of H:
where we emphasized the already known thresholds, mentioned above. Note that the classical threshold H = 1 2 here is the accumulation point of all the others.
The main result
For a given process X = (X t , t ∈ [0, 1]) and a norm · , the problem of small ball probabilities is to find the asymptotics of
This problem has been studied extensively in the past and was found to have deep connections to various topics in probability theory, see [13] . The case of Gaussian processes and L 2 -norm is the simplest, in which asymptotics of (2.1) is determined by eigenvalues of the covariance operator of X through an explicit formula due to [25] . The principal difficulty with this formula is that it requires an accurate asymptotic approximation of the sequence of eigenvalues, which is typically hard to find in concrete cases. For the standard Brownian motion, the exact asymptotics is long known:
For the fBm, the rough logarithmic asymptotics was derived in [1, 2] and, by different methods, in [19] and [15] :
with the explicit constant
Asymptotics (2.2) was recently improved in [6] up to
with the exact power
This refinement follows from asymptotic formula for the eigenvalues of fBm derived in [6] :
where the sequence of "frequencies" ν n satisfies
The case of mixed fBm was considered in [19] (see also [20] , [16] ), where logarithmic asymptotics was shown to be governed either by the standard or fractional parts, depending on the value of H:
Our main result is the following theorem, which shows that the exact asymptotics of the mixed process is more intricate than could have been expected in view of (2.7):
Theorem 2.1.
, 1) let h k and g k be the real sequences, defined by formulas (3.20) evaluated at the constants in (3.16). Then for any r > 0 the equation
with y 0 = 2 √ 2 has unique positive root y(r), which admits expansion into series
convergent for all r small enough. Let ξ j and η k,j be coefficients of the power expansions
(2.10) and define
2 ) let h k and g k be the real sequences, defined by formulas (3.20) , evaluated at the constants (3.22) . Then for any r > 0 the equation
has unique positive root y(r), which admits expansion into series
convergent for all r small enough. Let ξ j and η k,j be coefficients of the power expansions y(r)
and y(r)
and define
where γ(H) and β 0 (H) are given by (2.4) and (2.3).
While general closed form formula for constants β ℓ in (2.11) and (2.12) would be cumbersome to derive, they can be easily computed for any given value of H, at least numerically. The following example, demonstrates the algorithm given by Theorem 2.1.
Example 2.2.
Case H ∈ [ 
Thus we need to calculate only
Since ⌊ . After simplification, formula (3.20) yields g 1 = −2 −H−1 Γ(2H + 1) and we obtain 3 4 ). In this case 1 2H−1 = 2 and the sum in (2.11) contains two terms:
with coefficients
(2.13)
To find ξ 1 and ξ 2 , note that 
which gives
Finally, (2.10) with k = 2 yields η 2,0 = y
. Plugging all these values into (2.13) we get
where g 1 and g 2 are found using (3.20) . It is left to find y 1 and y 2 . For H ∈ [ Plugging expansion (2.9) we get
where h 1 is defined in (3.20) . Comparing coefficients of powers r 2H−1 and r 4H−2 we obtain
and
Proof of Theorem 2.1 is based on the following result of independent interest: Theorem 2.3. The ordered sequence of eigenvalues of the mixed fBm covariance operator (1.2) is given by (cf. (2.5))
where (cf. (2.6))
(a) Eigenvalue formulas (2.14)-(2.15) for the mixed process separate contributions of the standard and fractional components. In particular, it follows that the first order asymptotics of the eigenvalues coincides with that of the Brownian component for H > . This is where the rough logarithmic result (2.7) comes from. However, the second order asymptotic term of λ n is determined by both components for all values of H, which causes the complicated stratification in the asymptotic formula of Theorem 2.1. Similar effect was observed recently in [23] for certain Gaussian random fields.
(b) The proof of Theorem 2.3 suggests that the order of the residual in (2.15) is sharp, being strictly slower than in (2.6).
(c) The method of [6] also allows to obtain asymptotic approximations for the eigenfunctions with respect to the uniform norm, similar to those derived in Theorem 2.1 [6] .
Proof of Theorem 2.1
Our starting point is the theory of small deviations developed in [7] . It addresses the problem of calculating exact asymptotics of the probabilities
where Z j 's are i.i.d. nonnegative random variables and φ(j) is a summable sequence of positive numbers. Squared L 2 -norm of a Gaussian process can be written as such series with Z j ∼ χ 2 1 and φ(j) := λ j , where λ j 's are the eigenvalues of its covariance operator. In what follows φ(t), t ∈ R + stands for the function, obtained by replacing the integer index in φ(j) with a real positive variable t.
The main ingredients in the asymptotic analysis of (3.1) are functions, defined in terms of the Laplace transform f (s) := Ee −sZ 1 = (1 − 2s)
We will apply Corollary 3.2 from [7] , which in our case takes the following form:
where u(r) is any function satisfying
3.1. Asymptotic expansion of I j (u)'s. A preliminary step towards application of Corollary 3.1 is to derive the exact asymptotics of the functions from (3.2) as u → ∞ for the weight function
In our case, k = 3 and c j and d 1 < d 2 < d 3 are positive constants, whose values depend on H. In particular, lim t→∞ d dt log φ(t) = 0 holds, as required in [7] . It will be convenient to use constants
and to define the new variable v by the formula
which converges to zero as u → ∞. Obviously a 1 = 1 and δ 1 = 0, and for the specific values of constants d j 's needed below, we also have δ 3 = 1.
3.1.1. Asymptotic expansion of I 0 (u). Integrating by parts we get
Changing the integration variable and using the above notations, this can be written as
where we defined
Let us find the exact asymptotics of each integral as v → 0. The first one gives
The latter term with δ 3 = 1 satisfies
and similarly
If 2δ 2 − 1 > 0 then the second term on the right is of order O(1), otherwise we can proceed similarly to obtain the expansion
where m is the largest integer such that mδ 2 − 1 < 0 and (formula 3.241.4 in [10] )
Plugging all the estimates back we obtain
Further, the second integral in the sum in (3.6) reads
where the second term is of order O(1), if 3δ 2 > 1 and so on. Thus we obtain asymptotics
Finally, since δ 3 = 1, the last summand in (3.6) contributes
where we used the estimates
Plugging (3.8), (3.9) and (3.11) into (3.6) we obtain
3.1.2. Asymptotic expansion of I 1 (u). Using the asymptotic formulas, already derived above, we have 13) where the logarithmic term vanishes since a 1 = 1.
3.1.3. Asymptotic expansion of I 2 (u). We will need only the leading asymptotic term of I 2 (u). To this end, we have
, 1). It will be convenient to work with parameter α := 2 − 2H ∈ (0, 2). By Theorem 2.3, eigenvalues of the covariance operator of B satisfy
where κ α is the constant from (2.14) expressed in terms of α (see (4.16) below):
and, for α ∈ (0, 1),
and consequently
which holds in our case. Hence the desired asymptotics coincides with
up to a multiplicative constant. Function φ(t) has the form (3.5) with k = 3 and
Plugging these values into the asymptotic expansions (3.12), (3.13) and (3.14) gives
where m α := 1 1−α and
with constants χ i,k defined in (3.7), (3.10) and (3.15) and
Application of Corollary 3.1 requires finding a function u(r) which satisfies condition (3.4). To this end consider the equation (c.f. (3.18))
with respect to u > 0. If we divide both sides by u, the left hand side becomes a monotonous function, which decreases to zero as u → ∞, and therefore this equation has unique positive solution u(r), which grows to +∞ as r → 0. By the choice of the upper limit in the sum in (3.21), the power of u(r) in the numerator of (3.4) is strictly less than 1 4 and hence (3.4) holds in view of (3.19) .
If we now let u = (ry) −2 equation (3.21) reads
The function r → y(r) is analytic in a vicinity of zero and can be expanded into series of the small parameter r 1−α
Let ξ j and η k,j be the coefficients of the expansions
Note that both are expressible in terms of y j 's. Plugging these expansions into (3.3) gives
The formula claimed in (i) of Theorem 2.1 is obtained after substitution of r := ε 2 and α = 2 − 2H. 
By the Taylor expansion
and therefore
As in the previous case, omitting the residual O(n −3 ) term alters the exact asymptotics of small ball probabilities only by a multiplicative constant. The weight function φ(t) has the form (3.5) with
and the asymptotic expansions (3.12), (3.13) and (3.14) read
where sequences h k and g k are defined by the same formulas as in (3.20) , evaluated at constants (3.22).
To find a suitable function u(r) satisfying condition (3.4), consider equation (cf. (3.24))
As in the previous case, it has the unique solution u(r) for any r > 0 and it increases to +∞ as r → 0. By the choice of upper limit in the sum in (3.26), the power of u(r) in the numerator of (3.4) does not exceed (ry)
and ξ j and η k,j are coefficients in the expansions
Replacing α with 2 − 2H and r := ε 2 , we obtain the formulas claimed in (ii) of Theorem 2.1 after simplification.
Proof of Theorem 2.3
In this section we derive the exact spectral asymptotics of the mixed fBm (1.2). The covariance function of B is given by
and the eigenproblem associated with its covariance operator consists of finding all pairs (λ, ϕ) solving the equation
where K stands for the integral operator with kernel (4.1). It is well known to have countably many solutions (λ n , ϕ n ), where the ordered sequence of eigenvalues λ n , n ∈ N converges to zero and the corresponding eigenfunctions ϕ n form a complete basis in
Derivation of the asymptotic formulas (2.14)-(2.15) is done using the approach of [26] , [6] . The main idea is to reduce the eigenproblem (4.2) to an equivalent integro-algebraic system of equations, using analytic properties of the Laplace transform
Based on the particular structure of the covariance kernel, it is possible to obtain an expression for ϕ(z), which exhibits two kind of singularities: a discontinuity along the real line and a number of simple poles. Since the Laplace transform is a priori an entire function, these singularities must be removable. Removing the discontinuity leads to a Riemann type boundary value problem, which in turn can be used to express ϕ(z) in terms of solutions of certain auxiliary integral equations on the positive real semi-axis. Removal of poles adds algebraic constraints on these solutions and thus produces a system of equations, which, quite remarkably, turns out to be more amenable to asymptotic analysis, than the original eigenproblem itself. The detailed description of this program can be found in Section 4 of [6] . Below we will omit calculations, which are similar to those in [6] , giving precise links to the analogous results therein. Our main reference for the boundary value problems is the text [9] , where the particular form of the Riemann problem encountered below is detailed in §43. Unless stated otherwise, standard principle branches of the multivalued complex functions will be used. We will frequently work with functions, sectionally holomorphic on the complex plane cut along the real line. For such a function Ψ, we denote by Ψ + (t) and Ψ − (t) the limits of Ψ(z) as z approaches the point t on the real line from above and below respectively:
One of our main tools in what follows is the Sokhotski-Plemelj formula, which states that the Cauchy-type integral
of a Hölder continuous function φ on R >0 , possibly with integrable singularities at the origin and infinity, defines a function, analytic on the cut plane C \ R ≥0 , whose limits across the real axis satisfy
where the dash integral stands for the Cauchy principle value. In particular, Φ(z) is a solution of the Riemann boundary value problem Φ + (t) − Φ − (t) = φ(t), t ∈ R >0 , which vanishes at infinity. This fact is the main building block in all boundary problems to be encountered in this paper.
4.1.
The case H > 
where the functions Φ 0 (z) and Φ 1 (z), defined in (4.14) below, are sectionally holomorphic on C \ R ≥0 and
Proof. Taking derivative of (4.5) gives
Integrating by parts and setting ψ(x) := 1 x ϕ(s)ds, we arrive at the following generalized eigenproblem:
Plugging the identity
where we defined u(x, t) := Differentiating u(x, t) twice with respect to x yields the equation
subject to the boundary conditions
The Laplace transform of the second derivative u ′′ (x, t) satisfies
where we integrated twice by parts and used the boundary conditions (4.12). Combining this with the expression for u ′′ (z, t) which follows from (4.11) we obtain
On the other hand by (4.10) and the boundary conditions in (4.8) ,
Combining these two expressions gives
with Λ(z) defined in (4.7) and
The claimed formula follows since ϕ(z) = ϕ(0) − z ψ(z).
The structure of the problem is largely defined by the function Λ(z), whose properties are summarized in the following lemma:
a) The function defined in (4.7) admits closed form expression
It vanishes only at simple zeros ±z 0 := ±iν with ν ∈ R >0 being the unique root of equation
where
is analytic on the cut plane C \ R and its limits across the real line 
c) The argument θ(t) := arg{Λ + (t)} ∈ (−π, π] satisfies θ(−t) = π − θ(t) and is given by θ(t) = arctan sin
It decreases continuously from θ(0+) := lim t→0 θ(t) = 1−α 2 π to zero as t → ∞. Proof. The explicit formula (4.15) follows from the identity
Since Λ(z) = Λ(z) all zeros of Λ(z), which are not purely real, appear in conjugate pairs.
Hence it suffices to find the zeros in the upper half plane. To this end, let z = νe iφ with ν > 0 and φ ∈ (0, π). Then equation Λ(z) = 0 is equivalent to
Equating the imaginary part to zero yields 
Removal of singularities.
Since the Laplace transform ϕ(z) is a priori an entire function, all singularities in (4.6) must be removable. Removing discontinuity amounts to equating limits from below and from above the real line of the right hand side of (4.6); a calculation as in Section 5.1.2. [6] yields the condition
Removal of poles in (4.6) gives
The expressions in (4.14) determine asymptotic growth of Φ 0 (z) and Φ 1 (z):
where we defined constants
These estimates hold since both tu(j, t) and u(j, t), j ∈ {0, 1} are uniformly bounded.
Equivalent formulation of the eigenproblem.
The preceding calculations show that any solution of eigenproblem (4.5) can be used to construct a pair of functions Φ 0 (z) and Φ 1 (z), which are sectionally holomorphic on C\R ≥0 and satisfy the growth estimates (4.24) and (4.23), the boundary conditions (4.21) and algebraic constraints (4.22). Now we show that all such pairs can be characterized uniquely as solutions to certain integro-algebraic system of equations.
The key element in construction of this system is the solution to the homogeneous Riemann problem related to (4.21): Lemma 4.3. Any sectionally holomorphic and nonvanishing function on C \ R ≥0 , satisfying the boundary condition
is given by X(z) = z m X c (z) for some integer m and
The canonical part X c (z) satisfies 
Since X(z) does not vanish on the cut plane, the functions
are sectionally holomorphic and by (4.21), satisfy decoupled boundary conditions
Clearly, function h(t) does not depend on the choice of the integer m. Applying the Sokhotski-Plemelj formula to the Cauchy integral in the definition of X c (z) and integrating by parts reveals that h(t) is real valued, bounded and admits the expression
Therefore, in view of estimates (4.23) and (4.28), the functions in the right hand side of (4.30) are integrable on R ≥0 for all m ≤ 0. Moreover, S(−t) and D(−t) are square integrable on R >0 . Hereafter we fix m = 0 for convenience, that is, set X(z) := X c (z). For this choice the unique functions satisfying (4.30) are found again by the SokhotskiPlemelj formula:
where P S (z) and P D (z) are polynomials, which must fit the a priori growth of S(z) and D(z) at infinity. In view of estimates (4.24) and (4.27)
If we now set z := −νt with t > 0 in (4.31) and change the integration variable, we obtain a pair of integral equations for S(−νt) and D(−νt):
To solve them, consider the auxiliary integral equations
Repeating the arguments from Lemma 5.6 in [6] , it can be shown that for all ν large enough, the integral operator on the right is a contraction on L 2 (0, ∞) and therefore equations (4.32) have unique solutions such that the functions p ± (t) − 1 and q ± (t) − t belong to L 2 (0, ∞).
We extend the definition of p ± (·) and q ± (·) to the cut plane by:
Then, by linearity, for z ∈ C \ R ≥0
and, plugging these expressions into definitions (4.29), we get
Consequently the algebraic constraint (4.22) takes the form To recap, we obtain the following result:
Lemma 4.4. Let (p ± , q ± , ν) with ν > 0 be a solution of the integro-algebraic system, which consists of equations (4.32) and (4.37) and let Φ 0 (z) and Φ 1 (z) be defined by (4.33). Then the pair (ϕ, ν) where ϕ(t) is defined by the Laplace transform (4.6) and λ is given by (4.16) solves the eigenproblem (4.5). Conversely, given a solution (ϕ, λ) of the eigenproblem (4.5), we can construct a solution to the above integro-algebraic system. 
Proof.
a) The bound is obtained using expression (4.18):
where the last inequality holds since min 0≤α≤1 κ −1 α > 0 and the integral is bounded uniformly over α ∈ [α 0 , 1] for all α 0 ∈ (0, 1).
and hence for all ν large enough, |X(νi)|−1 = e Re{Γ(iν)} −1 ≤ (1−α)C 0 ν α−1 as claimed.
c) The proof is similar to Lemma 5.6 and Lemma 5.7 in [6] .
The following lemma gives asymptotic approximation for the algebraic part of the integro-algebraic system from Lemma 4.4: Lemma 4.6. The integro-algebraic system (4.32) and (4.37) has countably many solutions, which can be enumerated so that
where the residual r n (α) is bounded uniformly over α ∈ [α 0 , 1] for any α 0 ∈ (0, 1) and
Proof. Plugging the estimates of Lemma 4.5 into expressions from (4.36) we obtain
where |R 1 (ν)| ≤ Cν −1 and |R 2 (ν)| ≤ Cν α−1 with a constant C which depends only on α 0 . Hence equation (4.37) with ν > 0 reads
A tedious but otherwise straightforward calculation reveals that |R ′ 2 (ν)| ≤ Cν α−1 as well. Hence for each n large enough, say greater than some integer n 0 , the unique solution to the integro-algberaic system is obtained by fixed-point iterations. The algebraic component ν n of this solution satisfies
which yields the claimed formula since |R 1 (ν)| ≤ Cν −1 .
4.1.5. Enumeration alignment. The particular enumeration ν n (α) fixed in Lemma 4.6 does not necessarily coincide with the enumeration ν n (α), which puts all the solutions in increasing order. Since ν n (α) is strictly increasing for all positive n large enough and ceases to be positive for all sufficiently negative n's, the two enumerations may differ only by a shift k(α) ∈ Z in the index, possibly dependent on α:
We will argue that this shift is constant with respect to α ∈ (0, 1] and therefore it can be identified using the exact formula for the eigenvalues, available in the case α = 1, corresponding to a multiple of the standard Brownian motion:
To this end, fix an α 0 ∈ (0, 1), then by (4.39)
By continuity of the spectrum (e.g. Theorem 3 in [22] ), the right hand side is continuous with respect to α and therefore bounded by a constant which depends only on α 0 . Subtracting again (4.40) from (4.38) we get 
where the functions Φ 0 (z) and Φ 1 (z), defined in (4.45) below, are sectionally holomorphic on C \ R ≥0 and
c) The argument θ(t) := arg{Λ + (t)} ∈ (−π, π] satisfies θ(−t) = −π − θ(t) and is given by θ(t) = arctan (t/ν) α−3 sin where we used the identity arctan x − arctan y = arctan(x − y)/(1 + xy). 
