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I. INTRODUCTION
The problems of the analysis and parameter estimation of nonlinear systems have been studied by several researchers in recent years. Their interests focus mainly on the application of orthogonal polynomials. Related literatures include Walsh functions [l] , block-pulse functions [2] , [3] , and shifted Legendre polynomials [4] . In this paper, we attempt to apply the Taylor series approach to deal with the nonlinear system. Hsia [5] pointed out that one of the difficulties in treating nonlinear systems is the lack of systematic mathematics for describing various nonlinear system characteristics. It is thus necessary to specify the representation for systems prior t o performing the analysis and estimation of nonlinear systems. This paper would aim at examining the problem of the Hammerstein model [6] which consists of a single-valued nonlinearity.
In the past years, Mouroutsos et al. [7] introduced Taylor operational matrix of integration to analyze the stationary linear systems, and then Spans et al. [8] extended it to nonstationary linear ones. Due to the fact that its application is still scarce, we would extend these results to the study of the nonlinear systems characterized by the Hammerstein model. Algorithms are first developed. Numerical examples are then given to particularize the use of this approach.
DEVELOPMENT OF TAYLOR OPERATIONAL MATRIX
A function y = y ( t ) which is analytic at the neighbourhood of the point to = 0 may be analyzed in power series using the Maclaurin formula: where
Suppose that we take m terms, the series (1) can be truncated up to ( m -1)th term. That is, where P is called the operational matrix of integration, thus:
if one retains only the elements of order t"'-'. Next, we proceed to the definition of the coefficient matrix C. The matrix is established in such a way that it fulfills the following equation: Thus the product of any analytic functions, d ( t ) and h ( t ) , can be expanded into the Taylor series as given by
where 
Invoking (loa), u 2 ( t ) could be denoted as
ANALYSIS OF NONLINEAR SYSTEM
Consider a nonlinear system characterized by a Hammerstein model given as P i ( t ) = A x ( t ) + b .,U'( t) (11) 1 = 0 x( 0) specified where x ( t ) E R" is the state vector, u ( t ) is the scalar control input, A and b are n x n and n x 1 matrices, respectively. The coefficient r, and the order p can be appropriately chosen to approximate a given memoryless nonlinear gain.
When u ( t ) is given, (11) can be rewritten as
i ( t ) = A x ( t ) + bz( t ) z ( t ) = c r , u ' ( t ) .
(12)
Let the Taylor series expansions of z ( t ) and x ( t ) be denoted as
[ zo 9 ~1 , . ' . , Z, -1 I f( t ) = z 'r( t )
Substituting (13) and (14) into (12) and then integrating from 0 to t yields
where X , = [ x(O), 0,. . . ,O] and (4) has been introduced.
Therefore, (15) reduces to a linear algebraic equation
where
By using the operation of the Kronecker product 8 [9] , (16) can be reformed as
--
where Z is an mn X mn unit matrix and k, is the ith column of matrix K . Equation (17) can be solved easily by a digital computer to yield the coefficients of the Taylor series expansion of the state vector.
Example 1 Consider a nonlinear system where ( 1 ) u ( t ) = 2 s i n t .
For m =12 and T/ =1, the results obtained are plotted in Fig. 1 
By applying (loa), U * ( ? ) can be represented as
. Multiplying (20) by u ( t ) and then using the relation of (loa), one The application of the least squares method to (24) gives the estimate q as ( 2 5 ) assuming that the matrix inversion exists. estimation, the estimated parameters are obtained in Table I V. CONCLUSION In this paper, the Taylor series approach has been extended to the problem of the analysis and parameter estimation of nonlinear systems with Hammerstein model. By employing the Taylor series expansions and the least squares mcthod as well as the operational property of Kronecker product, the algori thins have been developed for directly estimating the unknown paramctcrs of the systems. The main advantage of this approach is that the structure of operational matrix of integration is extremely simple In addition, it has high computational efficiency. Numerical examples have been used to demonstrate the accuracy of this approach.
