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Introduction Générale
Contexte
Aujourd’hui, l’agriculture est confrontée à plusieurs problèmes agronomiques, environ-
nementaux et socio-économiques, comme le changement climatique, l’utilisation massive
des ressources (eau, énergie) et la baisse de la productivité agricole. Pour résoudre ces
problèmes, de nombreuses études ont été menées proposant des modèles conceptuels de
gestion des systèmes de production agricole. Ces études visant à améliorer la productivité
favorisent souvent l’émergence des problèmes environnementaux. Par exemple, l’utilisa-
tion excessive de produits chimiques dans les systèmes de culture intensive contribue au
dérèglement des écosystèmes. Dans ce cadre, les systèmes de vergers-maraîchers associant
arbres fruitiers et cultures maraîchères sur la même parcelle est une pratique intéressante
qui répond positivement à ces enjeux. Ils combinent des productions à la fois diversifiées et
relativement intensifiées, leur permettant de s’insérer en périphérie urbaine. Les interac-
tions complexes entre arbres et cultures conduisent à utiliser moins d’engrais chimiques et
pesticides et à mieux gérer la ressource en eau. De plus, la présence d’arbres fruitiers favo-
rise la biodiversité. L’enjeu finalisé de la thèse est le passage à l’échelle de la parcelle avec
une discrétisation beaucoup plus fine du sol (de l’ordre du mètre carré). Les interactions
entre arbres et cultures vont évoluer dans le temps et dans l’espace (en se développant,
l’arbre touche une part plus grande de la parcelle et son impact en termes de production
et de moyens mis en œuvre n’intervient que tardivement) rendant le problème beaucoup
plus complexe.
Problématique de recherche
Le problème de conception d’un système de verger-maraîcher consiste à définir l’empla-
cement et le choix des arbres fruitiers ainsi que la rotation des cultures maraîchères sur
un horizon temporel de plusieurs années. Ces systèmes agroforestiers reposent sur un
ensemble complexe d’interactions modifiant l’utilisation de la lumière, de l’eau et des nu-
triments. La conception d’un tel système doit donc optimiser l’utilisation de ces ressources
en maximisant les interactions positives (facilitation) et en minimisant celles négatives
(compétition). Ce problème a été modélisé en un problème de satisfaction de contraintes
pondérées [Tchamitchian and Godin, 2014]. La grande taille de ce problème nécessite la
mise au point des méthodes d’optimisation efficaces.
Dans cette thèse, nous nous intéressons à une méthode approchée appelée Wedelin ou
in-the-middle développée par Dag Wedelin [Wedelin, 1995b] pour résoudre des problèmes
de programmation linéaire en nombres entiers. Cette heuristique, basée sur la relaxa-
tion lagrangienne, a l’avantage de pouvoir s’appliquer à des problèmes de très grande
taille (plusieurs millions de variables et des dizaines de milliers de contraintes pour le
problème de planification de rotations d’équipages par exemple) donnant des solutions ap-
prochées souvent de bonne qualité. Cette méthode est implémentée dans Carmen system
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[Wedelin, 1995b], un outil utilisé par la majorité des entreprises aériennes en Europe pour
planifier les rotations d’équipages. Le succès que connaît la méthode in-the-middle dans
l’aéronautique pour résoudre ce problème de rotation d’équipage nous motive à l’appliquer
dans l’agronomie pour résoudre le problème de planification des rotations de cultures dans
le cadre de la conception d’un système de verger maraîcher.
Les travaux de thèse consistent à étudier l’algorithme in-the-middle dans le cadre de
la programmation linéaire en nombres entiers, choisir une stratégie de réglage de ses pa-
ramètres, développer et évaluer la performance de l’algorithme et tester sa qualité sur la
résolution du problème de conception de vergers maraîchers. Il s’agit donc de développer
une méthode générique capable de fournir de bonnes solutions en temps limité pour la
résolution approchée de systèmes agronomiques complexes de grande taille.
Contributions majeures de la thèse
Les contributions majeures de cette thèse peuvent être divisées en deux catégories :
Développement d’une méthode générique basée sur l’algorithme de Wedelin et
réglage de ses paramètres. Nous avons développé un solveur open source, baryonyx,
qui est une version parallèle de l’heuristique de Wedelin (généralisée). Pour régler ses
paramètres, nous avons utilisé l’analyse de sensibilité pour identifier les paramètres les plus
influents. Une fois trouvés, nous avons fixé les autres et utilisé un algorithme génétique
pour régler les plus importants sur un ensemble d’instances d’entraînement. Le jeu de
paramètres optimisé peut alors se généraliser pour résoudre d’autres instances de plus
grande taille du même type de problème [Maqrot et al., 2018a].
Modélisation du problème de conception de verger-maraîcher et sa for-
mulation mathématique. Dans [Maqrot et al., 2016, Maqrot et al., 2017a], nous
avons modélisé le problème de verger-maraîcher comme un problème d’allocation des
arbres et des cultures dans les dimensions spatio-temporelles et proposé une formulation
quadratique en variables binaires (BQP). Pour améliorer la résolution, nous avons
reformulé le problème en un problème linéaire en variables mixtes [Maqrot et al., 2017b]
afin d’utiliser la méthode de Décomposition de Benders, qui consiste séparer les va-
riables du problème en deux niveaux de décision (faciles et contrariantes). Ensuite,
nous avons proposé une reformulation linéaire en variables binaires pour pouvoir ap-
pliquer notre méthode générique basée sur l’heuristique de Wedelin [Maqrot et al., 2018b].
Organisation du manuscrit
La suite du manuscrit est divisé en trois parties.
Partie I est un état de l’art qui se compose de trois chapitres :
• Chapitre 1 présente les notions de base et les concepts utiles d’optimisation combi-
natoire pour la compréhension de la thèse avec un panorama de méthodes d’opti-
misation adaptées à la résolution des problèmes d’optimisation discrète en variables
0-1.
• Chapitre 2 définit les problèmes classiques de partitionnement (comme le problème
de Set Partitioning) en discutant les méthodes utilisées dans la littérature pour leur
résolution.
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• Chapitre 3 définit le principe de base de l’analyse de sensibilité et présente une
grille de sélection d’une méthode d’analyse de sensibilité. Il présente également un
ensemble de méthodes de réglage automatique des paramètres pour un problème
d’optimisation.
Partie II sur l’algorithme de Wedelin se compose de deux chapitres :
• Chapitre 4 décrit le principe de base et le fonctionnement de l’algorithme de Wedelin
avec les différentes améliorations menées. Il présente les différents paramètres de
l’algorithme en discutant la difficulté de leur réglage.
• Chapitre 5 présente le réglage automatique des paramètres du solveur baryonyx
et ses extensions. Il présente également une comparaison de sa performance avec
celles des autres logiciels d’optimisation, sur un ensemble d’instances recueillies de
plusieurs collections de problèmes.
Partie III sur le problème de conception de verger-maraîcher :
• Chapitre 6 introduit certains concepts agronomiques indispensables à la compréhen-
sion du manuscrit.
• Chapitre 7 décrit les choix effectués pour la construction des modèles de conception
des systèmes de vergers-maraîchers. Il présente ensuite les modèles mathématiques
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L’optimisation combinatoire (ou discrète) est une branche très importante en re-
cherche opérationnelle, en mathématiques appliquées et en informatique. Elle
comprend un grand nombre de problèmes d’optimisation combinatoire difficiles
[Papadimitriou and Steiglitz, 1998] issus d’applications réelles dans différents domaines
tels que l’industrie, la finance ou l’armée [Paschos, 2013]. L’objectif de ces problèmes
combinatoires consiste à trouver une meilleure solution dans un espace fini et discret de
solutions réalisables, qui respectent un ensemble de conditions, dites aussi contraintes.
L’évaluation d’une solution est effectuée à l’aide d’une fonction dite fonction objectif.
Une meilleure alternative (solution optimale) est une solution réalisable qui minimise ou
maximise, selon le contexte, la fonction objectif.
Face à la résolution d’un problème d’optimisation, il est important d’identifier à quelle
classe de problèmes il appartient. Dans cette thèse, nous nous intéressons particulièrement
à la classe des problèmes d’optimisation discrète en variables 0-1. Les algorithmes conçus
pour résoudre ce type de problèmes sont nombreux. Ils s’organisent en deux catégories : les
algorithmes exactes qui permettent d’obtenir des solutions dont l’optimalité est garantie ;
et les algorithmes approchés qui cherchent des solutions de bonne qualité, sans garantie
d’optimalité, mais au profit d’un temps de calcul plus réduit.
Dans ce chapitre, nous présentons les notions de base et les concepts utiles d’optimi-
sation combinatoire pour la compréhension de la thèse. Nous illustrons également un en-
semble de méthodes d’optimisation adaptées à la résolution des problèmes d’optimisation
discrète en variables 0-1. Notons que nous allons considérer, pour les formules mathéma-
tiques, des notations matricielles et des notations générales (non matricielles).
1.2 Programmation linéaire en variables 0-1
Un problème de programmation linéaire (PL) en variables 0-1 est un problème d’optimi-
sation où les variables sont binaires et la fonction objectif et les contraintes sont toutes








akixi ≤ bk, k = 1, ...,m (1.2)
xi ∈ {0,1} i= 1, ...,n (1.3)
avec c ∈ Rn vecteur de coûts, b ∈ Zm vecteur des termes constants des contraintes et
A ∈ Zn×m matrice des coefficients des contraintes, où n est le nombre de variables et m
est le nombre de contraintes.
Les éléments de l’ensemble S = {x ∈ {0,1}n|Ax ≤ b} représentent les solutions réali-
sables du problème (un vecteur x qui respectent toutes les contraintes (1.2) et (1.3)). Les
éléments de l’ensemble S qui maximisent la fonction objectif (1.1) sont les solutions opti-
males du modèle.
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1.3 Programmation linéaire mixte
Un programme linéaire mixte en nombres entiers est un programme linéaire dans lequel














a′kjzj ≤ bk k = 1, ...,m (1.5)
xi ∈ {0,1} i= 1, ...,n (1.6)
zj ∈ R+ j = 1, ...,p (1.7)
avec c ∈ Rn, d ∈ Rp, b ∈ Zm, A ∈ Zn×m et A′ ∈ Zp×m, où n est le nombre de variables
discrètes, p est le nombre de variables continues et m est le nombre de contraintes. Les
deux vecteurs x ∈ {0,1}n et z ∈Rp+ représentent, respectivement, les variables discrètes et
les variables continues.
S = {x ∈ {0,1}n,z ∈ Rp+|Ax+A′z ≤ b} est l’ensemble des solutions réalisables.
1.4 Programmation quadratique en variables 0-1
Un problème de programmation quadratique (PQ) est un problème d’optimisation dans
lequel on minimise une fonction objectif quadratique, non nécessairement convexe, sur un
polyèdre convexe. La forme mathématique la plus générale pour un problème quadratique














akixi ≤ bk k = 1, ...,m (1.9)
xi ∈ {0,1} i= 1, ...,n (1.10)
où Qn×n est une matrice carrée symétrique (qij = qji).
Rappel : un domaine de solutions admissibles S d’un problème linéaire est dit convexe
lorsque, pour tous points x1 et x2 de S, le segment [x1,x2] est tout entier contenu dans S.
Cela se traduit pour un domaine S ∈ Rn par la formule suivante :
∀x1,x2 ∈ S, ∀λ ∈ [0,1] λx1 + (1−λ)x2 ∈ S (1.11)
1.5 Linéarisation en variables 0-1
Une panoplie de méthodes d’optimisation sont conçues pour résoudre des problèmes li-
néaires (PL). Les appliquer sur un problème quadratique (PQ) nécessite une reformulation
linéaire de la fonction objectif en introduisant des variables et des contraintes supplémen-
taires. Dans la majorité des cas, une reformulation linéaire est effectuée pour résoudre des
problèmes non linéaires par des méthodes exactes de programmation linéaire en variables
mixtes. Le but est d’améliorer la borne inférieure en renforçant les relaxations utilisées dans
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un schéma classique de séparation et d’évaluation (Branch-and-Bound). [Plateau, 2006].
Or, dans nos travaux de thèse nous nous intéressons à la résolution des problèmes
quadratiques en variables 0-1 par une heuristique de programmation linéaire en variables
0-1 (voir partie II) [Bastert et al., 2010]. Autrement dit, nous cherchons à reformuler la
fonction objectif d’un problème quadratique en un problème linéaire en introduisant des
variables 0-1.
La reformulation linéaire la plus utilisée est la linéarisation classique (ou standard)
[Fortet, 1959, Fortet, 1960]. Elle consiste à remplacer chaque produit xixj par une variables
additionnelle yij et d’ajouter les contraintes suivantes :
yij ≤ xi 1≤ i < j ≤ n (1.12)
yij ≤ xj 1≤ i < j ≤ n (1.13)
yij ≥ xi+xj−1 1< i≤ j ≤ n (1.14)
yij ≥ 0 1≤ i < j ≤ n (1.15)
Les contraintes (1.12)-(1.15) forcent la variable yij à la valeur zéro si et seulement si
l’une au moins des deux variables xi ou xj est égale à zéro (yij = 0 ⇐⇒ xi = 0∨xj = 0).
De la même façon, elles forcent la variable yij à la valeur un si et seulement si les deux
variables xi et xj sont égales à un (yij = 1 ⇐⇒ xi = 1∧xj = 1). La reformulation linéaire














akixi ≤ bk k = 1, ...,m (1.17)
(1.12),(1.13),(1.14),(1.15)
yij = yji 1≤ i < j ≤ n (1.18)
xi,xj ∈ {0,1} i= 1, ...,n;j = 1, ...,n (1.19)
Cela induit donc O(n2) variables et O(n2) contraintes.
À l’encontre de notre objectif, reformulation en variables 0-1, il existe d’autres mé-
thodes de linéarisation qui reformulent le problème quadratique en un problème linéaire
en variables mixtes (continues et discrètes). Nous citons la méthode RLT (Reformulation
Linearization Technique) [Glover, 1975] qui ajoute O(n×m) contraintes et la méthode
compacte de Glover [Sherali and Adams, 2013] qui introduit O(n) contraintes.
1.6 Dualité
A tout problème d’optimisation linéaire correspond un autre problème linéaire, impliquant
les mêmes données. Le premier problème est appelé problème primal et le second est ap-
pelé problème dual. Le passage du primal au dual est effectué de manière à ce que chaque
contrainte du primal devient une variable du dual et chaque variable du primal devient une
contrainte du dual. Nous inversons les coefficients de la fonction objectif et des contraintes,
et nous prenons la transposée de la matrice des contraintes. Ainsi, les contraintes d’inéga-
lité changent de sens. Le tableau 1.1 récapitule les différentes transformations du problème
primal au problème dual.
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Problème primal problème dual
Objectif : maximisation Objectif : minimisation
ke contrainte d’inégalité (≤) ke variable positive
ke contrainte d’égalité ke variable quelconque
ie variable positive ie contraintes d’inégalité (≥)
ie variable quelconque ie contrainte d’égalité
Coefficients de la fonction objectif : ci Termes constants des contraintes : bi
Termes constants des contraintes : bk Coefficients de la fonction objectif : ck
Matrice des coefficients de contraintes : A Matrice des coefficients de contraintes : AT
Table 1.1 – Transformation Primal-Dual
(avec les mêmes notations du problème (PL) à la section 1.4)
Pour illustrer cette reformulation, nous associons au problème linéaire primal (PL)







k=1akipik ≥ ci i= 1, ...,n (1.20)
pik ≥ 0 k = 1, ...,m
où pik sont les variables duales.
Selon les fondamentaux de la programmation linéaire, un problème linéaire est défi-
nit dans l’un (et seulement un) des trois cas : problème infaisable, problème non borné
ou problème optimal. Pour un problème primal et son dual, seulement quelques combi-
naisons sont possibles. En effet, le théorème de dualité faible (théorème 1) montre que si
le problème primal et son dual sont réalisables, alors ils sont bornés (chacun borne l’autre).
Théorème 1 (Dualité faible) Pour un problème linéaire de maximisation, toute
solution réalisable wD du dual est une borne supérieure de n’importe quelle solution
réalisable du problème primal wP
fP (wD)≥ fD(wP ),
où fP et fD sont respectivement les fonctions objectifs du primal et du dual.
Une version plus forte du théorème de dualité (théorème 2) exclut la possibilité que l’un
des problèmes soit infaisable et l’autre optimal (voir la démonstration des deux théorèmes
de dualité dans [Thie and Keough, 2011]).
Théorème 2 (Dualité forte) Si le problème primal admet une solution réalisable
optimale wP , alors le problème dual admet également une solution optimale wD et
nous avons
fP (wP ) = fD(wD).
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Primal/Dual optimal non-borné infaisable
optimal possible (DF) impossible (df) impossible (DF)
non-borné impossible (df) impossible (df) possible (df)
infaisable impossible (DF) possible (df) possible
Table 1.2 – Lien primal-dual
((DF) signifie une dualité forte et (df) une dualité faible)
Toutes les autres combinaisons sont possibles. Le tableau 1.2 résume les différentes
possibilités.
1.7 Relaxation Lagrangienne
La relaxation est une manipulation classique en optimisation combinatoire. Elle est ap-
pliquée pour fournir des bornes intéressantes (borne inférieure en minimisation et borne
supérieure en maximisation) pour la résolution des problèmes linéaires en nombres entiers.
Elle existe en deux types :
1. la relaxation des contraintes et en particulier la relaxation linéaire, permet d’élargir
l’ensemble des solutions sur un espace plus large et facile à optimiser, en relâchant
les contraintes d’intégrité.
x ∈ {0,1}n⇒ x ∈ [0,1]n
2. Une autre piste consiste à modifier la fonction objectif. Une des techniques les plus
utilisées est la Relaxation Lagrangienne. L’idée est de supprimer les contraintes dif-
ficiles en les intégrant dans la fonction objectif sous forme de combinaisons linéaires,
où les coefficients sont des multiplicateurs de Lagrange (ou multiplicateurs Lagran-
giens). Ces derniers pénalisent la fonction objectif si l’une des contraintes intégrées
est violée.








ajixi = bj , j = 1, ...,m (1.22)
n∑
i=1
hlixi ≤ el, l = 1, ...,k (1.23)
xi ∈ {0,1} i= 1, ...,n (1.24)
avec c ∈ Rn, b ∈ Zm, e ∈ Zk, A ∈ Zn×m et H ∈ Zn×k. Admettons que l’ensemble des
contraintes (1.22) est l’ensemble des contraintes difficiles. Soit λ ∈Rm un vecteur de mul-
tiplicateurs Lagrangiens. Nous définissons la Relaxation Lagrangienne (RL), du problème
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hlixi ≤ el, l = 1, ...,k (1.26)
xi ∈ {0,1} i= 1, ...,n (1.27)
Notons que, contrairement à la programmation linéaire, la programmation linéaire en
variables binaires n’a pas de dualité forte (voir théorème 2 section 1.6). Cela veut dire que




et le problème primal initial (P ) n’ont pas forcément la même valeur optimale. Selon le
théorème de dualité faible (voir théorème 1 section 1.6), au lieu de L(λ) = Z, nous avons















i − bj) = Z, j = 1, ...,m. (1.29)
L’égalité dans cette équation provient du fait que Z = ∑ni=1 cix∗i et ∑ni=1ajix∗i − bj = 0
pour tout j = 1, ...,m. Si les contraintes d’égalité (1.22) sont remplacées par des contraintes
d’inégalité inférieure ∑ni=1ajixi ≤ bj dans (P), le vecteur de multiplicateurs Lagrangiens














i − bj)≤ Z, j = 1, ...,m, (1.30)
où la seconde inégalité se justifie par Z =∑ni=1 cix∗i , λj ≥ 0 et ∑ni=1ajix∗i ≤ bj pour tout
j = 1, ...,m. Similairement, pour les contraintes d’inégalité supérieure ∑ni=1ajixi ≥ bj , le
vecteur de multiplicateurs Lagrangiens devient négatif λ ∈ Rm− pour avoir L(λ)≤ Z.
En général, trouver un vecteur λ pour L(λ) =Z n’est pas garanti. Le fait que L(λ)≤Z
nous permet d’utiliser la Relaxation Lagrangienne, au lieu de la relaxation linéaire, pour
fournir des bornes inférieures (supérieures en cas de maximisation) au problème primal
(P ) dans l’algorithme de Branch and Bound (voir section 1.8).
1.7.1 Résolution du problème dual Lagrangien
Pour simplifier, nous supposons que le problème primal est faisable et que l’ensemble
X = {x ∈ {0,1}n|
n∑
i=1
hlixi ≤ el, l = 1, ..,k} est un ensemble fini, X = {xt, t= 1, ...,T}. Cela














i− bj), t= 1, ...,T (1.31)
qui est une fonction concave et linéaire par morceaux. La figure 1.1 montre la forme de
L(λ) pour un exemple de m= 1 et T = 4.
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Figure 1.1 – La forme de la fonction L(λ) pour m=1 et T=4. (Exemple tiré de [Fisher, 2004])
la fonction L(λ) n’est pas différentiable partout. En conséquence, nous ne pouvons
pas appliquer directement la méthode du gradient (voir section 1.8) pour maximiser les
bornes inférieures obtenues, mais plutôt la méthode du sous-gradient (les gradients sont
remplacés par des sous-gradients).
Définition 1
Nous appelons y ∈ Rm+ un sous-gradient de L(λ) au λ s’il satisfait
L(λ)≤ L(λ) +y(λ−λ), ∀λ ∈ Rm+ (1.32)
Soit λ0 ∈ Rm+ une valeur initiale. La séquence {λk} est générée selon la règle
λk+1 = λk + tk(Axk− b) (1.33)
où (Axk − b) est un sous-gradient au λk pour lequel xk est une solution optimale au
problème Lagrangien relaxé (RL) (équations (1.21) -(1.24)) et la valeur tk représente la
taille du pas. D’après [Fisher, 2004], la solution optimale L(λk) est trouvée lorsque tk→ 0




||Axk− b||2 , (1.34)
où 0< λk ≤ 2 est un scalaire et Z∗ est la borne supérieure de Lλ (voir équation 1.28). La
démonstration de cette formule est donnée dans [Held et al., 1974].
Notons que la méthode du sous-gradient n’a aucun moyen pour prouver l’optimum,
l’algorithme s’arrête alors lorsqu’il atteint un nombre maximum d’itérations fixé préala-
blement.
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1.7.2 Exemple [Fisher, 1985]
Soit le problème linéaire en variables binaires suivant
Z = max 16x1 + 10x2 + 4x4 (1.35)
s.c. 8x1 + 2x2 +x3 + 4x4 ≤ 10 (1.36)
x1 +x2 ≤ 1 (1.37)
x3 +x4 ≤ 1 (1.38)
x ∈ {0,1}4 (1.39)
En relâchant la contrainte (1.36), nous obtenons le problème Lagrangien relaxé suivant
L(λ) = max (16−8λ)x1 + (10−2λ)x2 + (0−λ)x3 + (4−4λ)x4 + 10λ (1.40)
s.c. x1 +x2 ≤ 1
x3 +x4 ≤ 1
x ∈ {0,1}4
où λ ∈ R+ est un multiplicateur lagrangien. Trouver la meilleure valeur de λ revient à




Avant d’appliquer un algorithme de résolution à ce problème (1.41), nous allons tester
différentes valeurs de λ. Le tableau 1.3 liste sept valeurs de λ, avec la solution au problème
Lagrangien relaxé associé, la borne supérieure L(λ) et la valeur Z pour les solutions
faisables dans le problème primal.
λ x1 x2 x3 x4 L(λ) Z
0 1 0 0 1 20
6 0 0 0 0 60 0
3 0 1 0 0 34 10
2 0 1 0 0 26 10
1 1 0 0 0 18 16
1 1 0 0 1 18
1 0 1 0 0 18 10
1 0 1 0 1 18 14
1/2 1 0 0 1 19
3/4 1 0 0 1 18.5
Table 1.3 – Solutions obtenues par la Relaxation Lagrangienne pour différentes valeurs de λ
Selon le tableau 1.3, la meilleure borne supérieure (L(λ) = 18) est obtenue avec λ= 1.
Ce cas présente quatre alternatives de solutions au problème Lagrangien relaxé : trois so-
lutions faisables (Z = 10,14,16) pour le problème primal et une solution infaisable. Cette
borne (L(λ) = 18) représente la solution optimale au problème Lagrangien relaxé. Pour
le montrer, il suffit d’observer que quelque soit la valeur de x, nous obtenons toujours
une fonctions linéaire en λ. La figure 1.2 présente cette famille de fonctions linéaires pour
toutes les solutions optimales au problèmes Lagrangien relaxé. Comme l’objectif Lagran-
gien est une maximisation, la fonction L(λ) est alors définie sur l’enveloppe supérieur de
ces fonctions linéaires, sous forme d’une fonction linéaire par morceaux (voir Figure 1.2).
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Figure 1.2 – La fonction L(λ)
Comme mentionné auparavant, la fonction L(λ) est une fonction convexe et sous-
différentiable. Elle n’est pas différentiable aux points où le problème Lagrangien relaxé
a de multiples solutions (Par exemple, le point λ = 1, L(λ) = 18 sur la figure 1.2). A
ces points, la dérivée de L(λ) est définie comme suit 8x1 + 2x2 +x3 + 4x4− 10, où x est
une solution optimale au problème Lagrangien relaxé. Donc, pour minimiser L(λ), i.e.
résoudre le problème (1.41), nous appliquons la méthode du sous-gradient (voir la section
précédente 1.7.1). Pour résumer, la méthode consiste à trouver une séquence de valeurs de
λ en commençant avec une valeur initiale λ0 et en appliquant la formule suivante
λk+1 =max{0,λk− tk(b−Axk)}. (1.42)
λ0 = 0 λ0 = 0 λ0 = 0
λ1 = 0− (−2) = 2 λ1 = 0− (−2) = 2 λ1 = 2
λ2 =max{0,2−8}= 0 λ2 =max{0,2−1/2(8)}= 0 λ2 =max{0,2−1/3(8)}= 0
λ3 = 0− (−2) = 2 λ3 = 0−1/4(−2) = 1/2 λ3 = 0−1/9(−2) = 2/9
λ4 =max{0,2−8}= 0 λ4 = 1/2−1/8(−2) = 3/4 λ4 = 2/9−1/27(−2) = 0.296
λ5 = 3/4−1/16(−2) = 7/8 λ5 = 0.296−1/81(−2) = 0.321
λ6 = 7/8−1/32(−2) = 15/16 λ6 = 0.321−1−243(−2) = 0.329
λ7 = 0.329−1/729(−2) = 0.332
Table 1.4 – Les résultats de la méthode du sous-gradient, sur l’exemple, obtenus avec tk = 1
pour la première colonne, tk = 1,1/2,1/4,1/8, ... pour la deuxième colonne et tk =
1,1/3,1/9,1/27,1/81, ... pour la troisième colonne.
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où tk est la taille du pas et xk la solution optimale du problème Lagrangien relaxé.
Le tableau 1.4 présente les résultats de la méthode du sous-gradient sur l’exemple cor-
respondant à trois procédures de réglage de tk. Dans la première colonne, tk est fixé à 1
pour toutes les itérations et nous remarquons que les résultats oscillent entre deux valeurs
λ= 0 et λ= 2. Pour la deuxième colonne, tk converge vers 0 avec un pas égal à 1/2 et les
résultats convergent vers la solution optimale λ= 1. Dans la troisième colonne, tk converge
également vers 0 mais d’une manière rapide avec un pas égal à 1/3. Dans ce dernier cas,
nous remarquons que λ converge vers 1/3 au lieu de converger vers 1. Nous pouvons retenir
alors que si la taille du pas tk converge rapidement vers 0, la méthode du sous-gradient
pourra s’éloigner de l’optimum. Une condition nécessaire mais non suffisante pour que
L(λ) tend vers l’optimum est ∑ki=1 ti→∞. Cette condition est violée dans le troisième
cas (∑ki=1 ti→ 2) où le résultat s’éloigne de l’optimum (λ= 1).
Comme cité avant, la méthode du sous-gradient ne garantie pas d’avoir l’optimum.
Dans cet exemple, nous avons obtenu une solution égale à Z = 16 et une borne supérieure
égale à L(λ= 1) = 18. Pour prouver la meilleure solution entière (Z∗ = 16), il faut conti-
nuer la recherche en appliquant la méthode arborescente Branch and Bound (avec des
bornes fournies par la relaxation Lagrangienne), qui est coûteuse en terme de temps de
calcul pour les problèmes de grande taille.
1.7.3 Relaxation Lagrangienne vs. relaxation linéaire
Pour comparer les bornes obtenues par la relaxation Lagrangienne avec celles fournies par
la relaxation linéaire, nous considérons le problème linéaire ((1.35)-(1.39)) montré dans
l’exemple précédent. Son problème dual linéaire s’écrit de la manière suivante :
min 10λ+v1 +v2 +w1 +w2 +w3 +w4 (1.43)
s.c. 8λ+v1 +w1 ≥ 16
2λ+v1 +w2 ≥ 10
λ+v2 +w3 ≥ 0
4λ+v2 +w4 ≥ 4
λ,v1,v2,w1, ...,w4 ≥ 0
où λ, v1, v2 représentent respectivement les variables duales des contraintes (1.36), (1.37),
(1.38) et wj les variables duales des contraintes xj ≤ 1 (1.39).
La solution optimale au problème primal est x1 = 1, x2 = 0, x3 = 0, x4 = 1/2 (n’est pas
entière) et la solution optimale au problème dual est λ= 1, v1 = 8, v2 = w1 = ...= w4 = 0.
Les deux solutions donnent une valeur objectif égale à ZLP = 18.
Nous avons donc obtenu, avec la relaxation linéaire (ZLP = 18), la même borne su-
périeure trouvée par la relaxation Lagrangienne. De plus, la variable duale λ = 1 de la
contrainte (1.22) a exactement la même valeur trouvée par le problème dual Lagrangien.
Cela est justifié par un ensemble de relations entre les problèmes d’optimisation. Nous
avons :
Lλ = min{max{cx+λ(b−Ax) :Hx≤ e,x≥ 0 et entier}} (1.44)
≤min{max{cx+λ(b−Ax) :Hx≤ e,x≥ 0}}.
Soit v les variables duales associées aux contraintes Hx≤ e. En remplaçant (deux fois) le
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problème primal par son dual, nous obtenons :
Lλ ≤min{min{λb+ve : λA+vH ≥ c,λ,v ≥ 0}} (1.45)
= max{cx :Ax≤ b :Hx≤ e,x≥ 0}
= ZLP
Ces relations montrent que si le problème Lagrangien ne change pas après la suppres-
sion des contraintes d’intégrité, alors Lλ =ZLP . C’est le cas avec l’exemple de [Fisher, 1985],
la relaxation Lagrangienne donne toujours des valeurs entières aux variables que ce soit
avec ou sans contraintes d’intégrité. Ce qui implique le résultat Lλ = ZLP = 18.
Nous pouvons donc améliorer la valeur de la borne supérieure en utilisant la relaxation
Lagrangienne qui a l’avantage (par rapport à la relaxation linéaire) de donner directement
des solutions entières. Dans ce sens, nous présentons une méthode alternative de relaxation
Lagrangienne de l’exemple
L(v1,v2) = max (16−v1)x1 + (10−v1)x2 + (0−v2)x3 + (4−v2)x4 +v1 +v2 (1.46)
s.c. 8x1 + 2x2 +x3 + 4x4 ≤ 10
x ∈ {0,1}4
où nous relaxons les contraintes (1.37) et (1.38) à l’aide des variables duales v1 ≥ 0 et
v2 ≥ 0. Nous obtenons alors le problème classique du sac à dos. Selon les résultats montrés
dans [Fisher, 1985], l’application de la méthode du sous-gradient trouve une solution duale
(x1 = 1,x2 = x3 = x4 = 0) pour laquelle la borne supérieure (L(v1,v2) = 16) est égale à la
solution du problème primal (Z∗ = 16).
Cet exemple prouve que, avec un meilleur choix de contraintes à relaxer, la relaxa-
tion Lagrangienne peut fournir des bornes meilleures que celles données par la relaxation
linéaire. De plus, les solutions qu’elle trouve sont entières (binaires dans notre cas) à l’en-
contre de la relaxation linéaire qui donnent des solutions fractionnaires.
1.7.4 Applications de la relaxation Lagrangienne
De nombreux problèmes combinatoires ont été résolus de façon exacte ou approchée par
l’emploi de la relaxation Lagrangienne, à savoir le problème d’affectation généralisée
[Fisher, 2004], le problème du voyageur de commerce [Desrosiers et al., 1988] et le
problème de plus court chemin avec contrainte [Handler and Zang, 1980].
Dans la littérature, un grand nombre d’auteurs utilisent des heuristiques Lagran-
giennes vu que la relaxation Lagrangienne basique ne garantit pas d’avoir une solution
faisable au problème primal. Ces heuristiques sont en majorité utilisées dans une approche
de Branch and Bound qui permet de trouver des solutions optimales. Nous citons par
exemple [Holmberg and Yuan, 2000] qui proposent une heuristique Lagrangienne intégrée
dans un schéma de Branch and Bound pour la résolution du problème de conception
de réseau (network design). Or pour des problèmes de grandes tailles, ces méthodes
arborescentes deviennent coûteuses en terme de temps de calcul. La solution est donc
d’appliquer les heuristiques Lagrangiennes dans un outil de résolution pour fournir des
solutions approchées de bonnes qualités en temps raisonnable.
Dans ce sens, [Seki et al., 2010] proposent la méthode de recherche à voisinage
pour améliorer les solutions obtenues par la Relaxation Lagrangienne et l’appliquent
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sur le problème de planification d’unités de production électrique (Unit Commitment
Problem). [Klincewicz and Luss, 1986] décrivent une heuristique basée sur la relaxation
Lagrangienne qui utilise la méthode de descente avec une application sur le problème
de localisation d’entrepôts avec capacité (Capacitated Facility Location with Single-
Source Constraints). [Xie and Turnquist, 2011] proposent une méthode hybride pour les
problèmes d’optimisation des réseaux d’évacuation. La méthode combine la relaxation la-
grangienne avec la recherche Tabou, la première décompose le problème en sous-problèmes
Lagrangiens et la seconde résout ces derniers et adapte les multiplicateurs de Lagrange.
Dans cette thèse, nous nous intéressons particulièrement à la méthode de
[Wedelin, 1995b] (voir partie II), qui est une heuristique générale pour les problèmes
linéaires en variables bivalentes ayant une matrice de contraintes à coefficients 0/1.
L’algorithme est basé sur la relaxation Lagrangienne avec la méthode de descente par
coordonnée.
1.8 Méthodes de résolution
Un grand nombre de méthodes de résolution existe en recherche opérationnelle pour l’op-
timisation combinatoire. Nous distinguons deux grandes familles : les méthodes exactes qui
garantissent la complétude de la résolution (optimalité) à des temps de calcul parfois pro-
hibitifs ; et les méthodes approchées qui peuvent perdre la complétude de résolution mais
qui fournissent souvent des solutions approchées de bonne qualité en temps raisonnable.
Méthodes de résolution
Méthodes exactes Méthodes approchées
Heuristiques Métaheuristiques
Recherche locale Méthodes évolutionnaires
Figure 1.3 – Classification des méthodes d’optimisation
1.8.1 Méthodes exactes
Les méthodes exactes sont des méthodes de résolution qui permettent d’obtenir la solu-
tion optimale à un problème d’optimisation en parcourant, de manière implicite, toutes
les combinaisons possibles.
Dans cette famille, nous citons les méthodes de séparation et évaluation (Branch and
Bound) [Land and Doig, 1960]. Leur principe de base consiste à diviser le problème initial
en un certain nombre de sous-problèmes pour constituer l’arbre de recherche. A chaque
itération, un sous-problème est sélectionné 1) pour déterminer l’optimum de l’ensemble des
solutions réalisables associées au sous-problème en question, ou 2) pour prouver que cet
ensemble ne contient pas de solution optimale. La méthode la plus générale pour prouver
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l’optimum consiste à déterminer un minorant (majorant pour une maximisation) des so-
lutions contenues dans l’ensemble, en résolvant une relaxation du sous-problème courant.
Si le minorant est supérieur à la valeur de la meilleure solution trouvée, cela affirme que
le sous-ensemble ne contient pas l’optimum. Par contre, si les deux bornes supérieure et
inférieure sont égales, alors une solution optimale est trouvée.
Plusieurs améliorations de l’algorithme de Branch and Bound ont été proposées. Nous
citons la méthode de Branch and Cut [Mitchell, 2011] qui utilise, en plus de la méthode de
séparation et évaluation, la méthode des plans sécants. L’objectif de cette dernière consiste
à ajouter des contraintes au programme linéaire pour le raffiner et le rapprocher des so-
lutions intégrales. Elle est appliquée au niveau de chaque noeud de l’arbre de recherche
lorsque la résolution du problème relaxé donne une solution fractionnaire.
Comme inconvénient majeur, ces méthodes exactes d’énumération sont parfois
caractérisées par un temps de calcul prohibitif. Pour réduire le temps d’évaluation d’un
noeud et améliorer son efficacité, des méthodes de décomposition sont utilisées, comme
la décomposition de Benders [Benders, 1962] et la décomposition de Dantzig-Wolfe
[Dantzig and Wolfe, 1960]. Les problèmes décomposés avec ce dernier type utilisent
dans leurs résolutions la méthode de génération de colonnes, appelée Branch and Price
[Barnhart et al., 1998] lorsqu’elle est combinée avec la méthode de Branch and Bound.
L’idée centrale de la méthode de génération de colonnes est de commencer la résolution,
d’un problème linéaire de grande taille, avec un sous-ensemble de colonnes de petite taille.
Puis de générer, au sein d’un algorithme à plusieurs étapes, les variables (colonnes) qui
sont susceptibles d’améliorer la solution courante.
En général, le principe de décomposition est le même pour toutes les méthodes de dé-
composition : le problème initial est décomposé en un ou plusieurs sous-problèmes faciles,
généralement coordonnés par un problème maître.
Nous présentons la décomposition de Benders [Benders, 1962], qui est une méthode
itérative alternant entre la résolution d’un problème maître et la résolution d’un sous-
problème. Le problème maître est en général plus facile à résoudre que le problème original
car il s’agit d’une relaxation. Le sous-problème génère donc des coupes pour renforcer le
problème maître jusqu’à ce que ce dernier soit équivalent au problème initial.
Considérons le problème mixte suivant :
min cTx+dT z (1.47)
s.c. Ax+A′z ≤ b (1.48)
x ∈ {0,1}n (1.49)
z ∈ Rp+ (1.50)






{dT z :A′z ≤ b−Ax}} (1.51)
La minimisation à l’intérieur de l’équation (1.51) (le sous-problème) est un problème li-
néaire continu, que nous pouvons dualiser en introduisant un vecteur de variables duales
pi ∈ Rm associé à l’ensemble des contraintes A′z ≤ b−Ax
max
pi∈Rm
{piT (b−Ax) : piTA′ ≤ d} (1.52)
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{piT (b−Ax) : piTA′ ≤ d}} (1.53)
L’espace des solutions admissibles du sous-problème dual (1.52), i.e., F = {pi|piTA′ ≤ d} ne
dépend pas du choix de x. Donc, si F est un ensemble non vide, le sous-problème est donc
soit non borné ou réalisable quelle que soit la valeur de x. En effet, si le sous-problème
dual (1.52) est non borné, cela implique que le sous-problème primal (1.51) est infaisable
(voir section 1.6). Pour éviter les mouvements dans la direction non bornée, nous ajoutons
au problème maître une coupe de faisabilité
rTq (b−Ax)≤ 0, ∀q ∈Q (1.54)
où rq, q ∈Q, est un rayon extrême non borné, Q est l’ensemble des rayons extrêmes. Or, si
le sous-problème dual est réalisable, sa solution est donc un des points extrêmes pie,e ∈E,






s.c. rTq (b−Ax)≤ 0, ∀q ∈Q
Ainsi, en introduisant une variable continue η ∈R, la résolution du problème initial (1.47)-




s.c. η ≥ piTe (b−Ax), ∀e ∈ E (1.57)
0≥ rTq (b−Ax), ∀q ∈Q (1.58)
x ∈ {0,1}n (1.59)
L’algorithme de décomposition de Benders est une approche itérative, il n’énumère pas
toutes les coupes d’optimalité (1.57) et de faisabilité (1.58). Il résout le problème maître
avec un sous-ensemble de coupes afin d’obtenir une valeur pour la variable x, i.e., x, puis
il résout le sous-problème (1.52) avec cette valeur x. Si le sous-problème est faisable et
borné, l’algorithme produit une coupe de type (1.57). Si le sous-problème est non borné,
une coupe de type (1.58) est produite. Ensuite, si ces coupes sont violées par la solution
courante, l’algorithme les insère directement dans le problème maître (voir Figure 1.4). La
procédure se répète jusqu’à l’obtention d’une solution optimale (la solution du problème
maître et celle du sous-problème sont égales).
Cet algorithme de décomposition de Benders est implémenté dans le solveur IBM
ILOG cplex (voir la sous-section 1.8.3), à partir de sa version 12.7.0 [CPLEX, 2015].
Toutefois, malgré les progrès réalisés, les méthodes exactes deviennent inefficaces à
mesure que la taille des problèmes devient importante, d’où la nécessité d’appliquer des
méthodes approchées.
1.8.2 Méthodes approchées
Les méthodes approchées représentent une alternative pour résoudre les problèmes d’opti-
misation de grande taille lorsque les méthodes exactes échouent. Elles permettent d’obtenir
des solutions de bonne qualité en un temps de calcul réduit. Elles sont fondées principa-
lement sur des heuristiques, qui peuvent être spécifiques à un type de problème, telle
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Figure 1.4 – Illustration d’une itération de l’algorithme de décomposition de Benders.
que la méthode de Wedelin (voir partie II) ou générales. Cette dernière catégorie appelée
également métaheuristique est subdivisée en deux grandes familles : 1) les méthodes de
recherche locale [Aarts et al., 2003] à solution unique telle que la méthode de descente, le
Recuit Simulé et la recherche Tabou ; et 2) les méthodes évolutionnaires [Coello, 2005] à
base de population de solutions comme les algorithmes génétiques (voir figure 1.3).
Méthode de descente (Hill Climbing)
La méthode de descente est une méthode classique de la recherche locale. Son principe
général est le suivant : i) débuter avec une solution initiale x dont la valeur objectif est
f(x), ii) choisir une solution voisine x′ de x telle que f(x′)< f(x), puis remplacer x par x′
et répéter ii) jusqu’à ce que pour tout voisin x′ de x, f(x)≤ f(x′). x est alors un optimum
local. Pour trouver l’optimum global, une version améliorée de l’algorithme de descente
(Iterated Local Search, ILS) consiste à changer la direction de recherche lorsqu’un opti-
mum local est trouvé, en repartant d’une nouvelle solution générée aléatoirement.
Recuit simulé
Le recuit simulé est une métaheuristique inventée par les physiciens Kirkpatrick, Gellat et
Vecchi en 1983 [Kirkpatrick et al., 1983]. Elle est inspirée du recuit des métaux en métal-
lurgie dont le principe est d’alterner des cycles de refroidissement lent et de réchauffage.
A la base, le refroidissement naturel de certains métaux ne permet pas aux atomes de
se placer dans une configuration la plus solide. Lorsque le métal est réchauffé, l’énergie
disponible rend aux atomes leur mobilité. Si le métal est refroidi lentement, la mobilité
thermique diminue et les atomes cherchent à former de nouvelles liaisons. Physiquement,
le mécanisme de minimisation de l’énergie repose sur la distribution de probabilité de
Boltzmann p(E) = exp(−E/kT ) où T est la température à l’équilibre thermique, k est
une constante de Boltzmann et E représente l’état d’énergie. L’objectif final de ce proces-
sus est de parvenir, d’un état méta-stable correspondant à un minimum local d’énergie,
à l’état stable de plus basse énergie. La probabilité qu’un système physique passe d’un
niveau d’énergie E1 à un niveau E2 est donnée par la fonction p = exp[−(E1−E2)/kT ],
qui est toujours inférieure à 1 si E1 ≥ E2.
Pour résumer, la méthode du recuit simulé considère un processus d’exploitation du voi-
sinage, qui permet de se diriger vers une solution voisine de moins bonne qualité avec une
probabilité non nulle pour éviter les optima locaux. L’algorithme commence avec 1) une
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température initiale T = T0 qui décroît tout au long de l’algorithme pour tendre vers 0 et
2) une probabilité d’acceptation (des solutions moins bonnes) élevée. Plus la température
T décroît, plus la probabilité p diminue. La difficulté du recuit simulé réside dans le choix
de ses paramètres : la température initiale et la loi de décroissance de la température.
Cette méthode peut nécessiter un critère d’arrêt lorsque la probabilité d’acceptation de-
vient très faible ou lorsque la fonction d’évaluation cesse d’évoluer.
Recherche Tabou
La recherche Tabou est une méthode heuristique présentée par Glover [Glover, 1990]. Son
principe de base consiste à poursuivre la recherche, même lorsqu’un optimum local est
trouvé, en utilisant une notion de mémoire. Pour éviter les mouvements cycliques entre
un optimum local et son voisin, la méthode considère une liste taboue contenant des
mouvements ou des solutions qui sont temporairement interdits. La taille de cette liste,
généralement gérée en FIFO (First In First Out), est un paramètre ajustable de l’heuris-
tique. Également, cette stratégie nécessite de définir un critère d’arrêt (nombre d’itérations,
temps de calcul, solution prouvée optimale, ...).
Algorithmes génétiques
Les algorithmes génétiques [Coello, 2005] sont des algorithmes d’optimisation fondés sur
les mécanismes de la génétique. Ils simulent le processus d’évolution d’une population, où
chaque individu représente une solution x. Le degré d’adaptation d’un individu à l’envi-
ronnement est exprimé par une fonction de fitness f(x). Le fonctionnement est simple.
Nous partons d’une population de N individus créés aléatoirement. Chaque individu de
la population est évalué par la fonction objectif. Ensuite, une stratégie de sélection choisit
des individus pour former une population parent. Sur les individus de cette dernière, un
opérateur de croisement est appliqué pour obtenir une population enfant, puis un opé-
rateur de mutation est appliqué sur les individus de la population enfant. La nouvelle
population obtenue par le choix de N individus parmi les populations parent et enfant est
appelée génération suivante. De cette manière, nous produisons une population plus riche
en individus qui sont mieux adaptés aux contraintes du problème. La figure 1.5 illustre le
schéma général d’un algorithme génétique, où chaque itération représente une génération.
1.8.3 Logiciels d’optimisation
De nombreux solveurs ont été développés pour la résolution des problèmes combinatoires.
Ces logiciels peuvent être libres à la disposition de la communauté scientifique ou commer-
ciaux. Dans la première catégorie, nous présentons le solveur exact : toulbar2. Quant à
la seconde catégorie, nous présentons le solveur IBM ILOG cplex basé sur les méthodes
exactes et le solveur LocalSolver basé sur la recherche locale, qui sont disponibles gra-
tuitement pour l’usage académique.
toulbar21 est une plate-forme C++ d’optimisation combinatoire. Les contraintes et
la fonction objectif sont exprimées sous forme de fonctions locales avec des variables dis-
crètes et des coûts positifs dans [0,∞]. toulbar2 cherche une affectation de variables qui
minimise la somme de toutes les fonctions. Le logiciel repose sur l’algorithme de Branch
and bound en utilisant la consistance d’arc. Il intègre également une méthode de recherche
1http://www7.inra.fr/mia/T/toulbar2/
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Figure 1.5 – Schéma général d’un algorithme génétique.
à voisinage [Ouali et al., 2017] et une méthode de recherche locale de type random walk
[Neveu et al., 2004].
IBM ILOG cplex2 est l’un des solveurs les plus utilisés dans la résolution des pro-
blèmes d’optimisation en programmation linéaire, mixte et quadratique. Il est commercia-
lisé par la société ILOG depuis la version 6.0. Le logiciel repose sur des méthodes exactes
et plus particulièrement sur les méthodes arborescentes. Il permet, à partir de sa version
12.7, d’effectuer une décomposition de Benders de manière (semi-)automatique pour la
résolution des problèmes mixtes.
LocalSolver3 est un logiciel initialement développé pour la programmation 0-1 gé-
néralisée (non linéaire) [Benoist et al., 2011]. Il se base généralement sur des algorithmes
de recherche locale. Par défaut, le logiciel utilise la méthode de descente comme stratégie
de recherche. La méthode de recuit simulé est également disponible en spécifiant certaines
options dans la ligne de commande. Les mouvements dans l’espace de recherche sont choisis
d’une manière aléatoire avec une distribution non uniforme. Une version améliorée (version
4.0) permet d’attaquer des problèmes plus généraux avec des variables de décision mixtes,
c’est-à-dire combinatoires et/ou continues.
1.9 Conclusion du chapitre
Dans ce premier chapitre, nous avons présenté les notions de base et les concepts d’op-
timisation combinatoire nécessaires à la compréhension de la thèse. Nous avons limité la
description des concepts à la programmation en variables bivalentes. Nous avons com-
mencé par définir la programmation linéaire, mixte et quadratique en variables 0-1. Puis
nous avons montré comment linéariser une fonction objectif quadratique en variables 0-1,
afin de résoudre des problèmes non-linéaires avec des méthodes de programmation linéaire.
La définition des fondamentaux telle que la dualité et la relaxation des contraintes nous
a permis d’aborder les méthodes de résolution, que nous avons défini en deux grandes ca-
2https://www.ibm.com/fr-fr/products/ilog-cplex-optimization-studio
3http://www.localsolver.com
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tégories : les méthodes exactes et les méthodes approchées.
Dans cette thèse, nous nous intéressons particulièrement à une heuristique spécifique,
dite heuristique de Wedelin (voir partie II). Cette méthode résout des problèmes de pro-
grammation linéaire en variables 0-1 avec une forme mathématique spécifique, tel que le
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Dans la littérature, de nombreux problèmes sont reformulés sous forme des problèmes de
partitionnement : problème de Set Packing, de Set Covering et de Set Partioning. Les
problèmes de planification (e.g., tournées de véhicules, ordonnancement et localisation)
prennent souvent la structure d’un Set Covering lorsque l’objectif est de définir une cou-
verture d’ensemble. Par exemple, assurer que chaque client est desservi par un véhicule,
une personne ou un lieu. Toutefois, lorsque le client est desservi exactement une seule fois,
comme dans le problème de la planification des rotations d’équipages où chaque vol est
affecté à un seul équipage, le problème prend la forme d’un Set Partitioning. De même,
les problèmes de planification qui consistent à satisfaire au maximum les demandes tout
en évitant les conflits prennent souvent la forme d’un problème de Set Packing.
Dans ce chapitre, nous rappelons les définitions de ces trois problèmes (Set Packing,
Set Covering et Set Paritioning) avec leurs formulations mathématiques. Nous présentons
ensuite une version généralisée qui combine leurs objectifs, avec un cas particulier : pro-
blème des n reines pondérées. Puis nous discutons les méthodes de résolution qui sont
largement utilisées dans la littérature pour résoudre cette famille de problèmes.
2.2 Problèmes de partitionnement
L’objectif commun des problèmes de partitionnement est de trouver une famille optimale
des sous-ensembles d’éléments parmi un ensemble de base.
Considérons une matrice A= (aij)∈ {0,1}m×n. Soit I = {1, ...,m} l’ensemble des lignes
et J = {1, ...,n} l’ensemble des colonnes de la matrice A .
aij =
{
1, si la colonne j couvre la ligne i
0, sinon
Soit cj le coût (et pj le profit) de la colonne j ∈ J . Nous associons à chaque colonne j une
variable binaire xj telle que
xj =
{
1, si la colonne j est sélectionnée
0, sinon
2.2.1 Problème de Set Packing (SSP)
Le premier problème que nous présentons est le problème de Set Packing, qui est un
problème NP-difficile [Crescenzi and Kann, 1997, Cygan, 2013]. Son objectif est de dé-
terminer un couplage de sous-ensembles disjoints, de profit maximal, à partir d’un en-
semble donné. Un exemple d’application est celui de la mise en œuvre d’une planification
des visites de touristes dans une zone géographique avec un maximum de satisfaction
[Avella et al., 2006].
Le problème de Set Packing est formulé comme un programme linéaire en variables
binaires.







aijxj ≤ 1, ∀i ∈ I (2.2)
xj ∈ {0,1} ∀j ∈ J (2.3)
L’objectif (2.1) maximise le profit total des colonnes sélectionnées. Les contraintes (2.2)
imposent que les sous-ensembles soient disjoints et les contraintes (2.3) indiquent que les
variables xj soient binaires, i.e., une colonne j peut être sélectionnée (1) ou non (0).
2.2.2 Problème de Set Covering (SCP)
Le problème de Set Covering, aussi appelé problème de couverture d’ensemble est un
problème NP-difficile [Crescenzi and Kann, 1997]. Son objectif est de déterminer une cou-
verture de coût minimal. La littérature comprend un grand nombre de problèmes pratiques
qui sont formulés comme un problème de couverture d’ensemble. Nous citons par exemple
le problème de réaménagement de l’équipage ferroviaire qui a été reformulé comme un
problème de Set Covering de grande taille [Huisman, 2007].







aijxj ≥ 1, ∀i ∈ I (2.5)
xj ∈ {0,1} ∀j ∈ J (2.6)
Les contraintes (2.5) assurent que les sous-ensembles couvrent tous les éléments de l’en-
semble de base, i.e., chaque ligne i est couverte au moins une fois.
2.2.3 Problème de Set Partitioning (SPP)
Un problème lié au problèmes de Set Packing et de Set Covering est le problème de Set
Partitioning, appelé également problème de partitionnement d’ensemble. Il consiste à dé-
terminer un sous-ensemble, de coût minimal, qui couvre tous les éléments de l’ensemble de
base, à condition que chaque élément est exactement couvert une seule fois. La formulation
mathématique du problème de Set Partitioning sous forme d’un programme linéaire en







aijxj = 1, ∀i ∈ I (2.8)
xj ∈ {0,1} ∀j ∈ J (2.9)
Les contraintes (2.8) assurent que chaque ligne i soit couverte exactement par une seule
colonne j.
En dépit de la simplicité de ce modèle mathématique, le problème de Set Partitio-
ning est un problème NP-difficile [Rasmussen, 2011, Groiez, 2013]. Il représente l’un des
problèmes les plus étudiés dans la littérature avec différentes applications pratiques. Le
problème le plus connu par une reformulation en problème de Set Partitioning est celui
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de la planification d’horaires d’équipages. Son objectif est de déterminer les équipages né-
cessaires pour assurer un certain nombre de vols d’avions, nous mentionnons par exemple
[Hoffman and Padberg, 1993, Desaulniers et al., 1997].
2.2.4 Problème de Set Partitioning étendu
En examinant les trois ensembles de contraintes (2.2), (2.5) et (2.8), nous pou-
vons remarquer qu’un problème de Set Partitioning est aussi un problème de
Set Covering et de Set Packing, mais l’inverse n’est pas nécessairement vrai.
En effet, plusieurs auteurs ont démontré la transformation du problème de Set
partioning en un problème de Set Covering ou en un problème de Set Packing
[Balas and Padberg, 1976, Darby-Dowman and Mitra, 1983, Vemuganti, 1998]. Ces
équivalences, cependant, ne s’appliquent que lorsque le problème de partitionnement
possède une solution admissible, i.e. une couverture exacte. Malheureusement en pratique,
lorsqu’un problème est formulé sous forme d’un problème de Set Partitioning, ce dernier
est souvent sans solution. Une des raisons est la réduction du nombre de variables par les
heuristiques utilisées pour obtenir un problème réduit en termes de taille et de temps de
calcul. Face à cette situation du problème de Set Partitioning sans solution admissible (pas
de couverture exacte), [Darby-Dowman and Mitra, 1983] ont développé un modèle étendu
qui combine les trois problèmes : Set packing, Set Covering et Set Partitioning. L’idée de
base est de permettre une relaxation de couverture des contraintes de partitionnement
d’ensemble ; sous-couverture pour obtenir un Set Packing ou sur-couverture pour avoir
un Set Covering. Donc, lorsqu’une couverture exacte n’existe pas, nous pouvons essayer
de résoudre soit le problème de Set Packing ou le problème de Set Covering, selon ce qui
convient le mieux à l’application.
La formulation étendue du problème de Set Partitioning, montrée ci-dessous, définit
Set Packing, Set Partitioning et Set Covering comme des cas particuliers et englobe éga-
lement un quatrième modèle qui autorise, en même temps, une sous-couverture et une













aijxj +ui−oi = 1, ∀i ∈ I (2.11)
xj ∈ {0,1} ∀j ∈ J (2.12)
ui ∈ {0,1} ∀i ∈ I (2.13)
oi ≥ 0, oi ∈ N ∀i ∈ I (2.14)
avec wui ≥ 0 la pénalité associée à la sous-couverture de la ième ligne et woi ≥ 0 la pénalité
associée à la sur-couverture de la ième ligne, où au moins une valeur des deux pénalités
(wui ,woi ) est strictement positive. Les variables ui et oi sont définies comme suit :
ui =
{
1, si la ligne i n’est pas couverte
0, sinon
oi = le nombre de fois où la ligne i est sur-couverte
• Set Packing : Si la pénalité woi , i ∈ I est définie sur un nombre positif suffisamment
grand (supérieur à ∑j∈J cj) et la pénalité wui , i ∈ I est mise à zéro, alors le problème
de Set Partitioning étendu (avec cj =−pj , j ∈ J) et le problème de Set Packing ont
la même solution optimale.
2.2. PROBLÈMES DE PARTITIONNEMENT 47
• Set Covering : Si la pénalité wui , i∈ I est définie sur un nombre positif suffisamment
grand et la pénalité woi , i ∈ I est mise à zéro, alors le problème de Set Partitioning
étendu et le problème de Set Covering ont la même solution optimale.
• Set Partitioning : Si à la fois, les deux pénalités woi , i ∈ I et wui , i ∈ I sont définies
sur des nombres positifs suffisamment grands, alors le problème de Set Partitioning
et celui de Set Partitioning étendu ont la même solution optimale.
Un exemple d’application du modèle étendu de Set Partitioning est celui de
[Darby-Dowman and Mitra, 1983], appliqué sur le problème de planification des horaires
d’équipages. Son bjectif est de trouver l’ensemble des tâches les moins coûteuses de
manière à ce que chaque voyage soit exactement couvert par un seul équipage.
2.2.5 Cas particulier : problème des n-reines pondérées
Le problème des n-reines pondérées est un cas particulier du problème de Set Partitioning
étendu, où oi = 0 et ui = 0 dans les équations (2.10)- (2.11). C’est un problème classique
d’optimisation combinatoire. Son objectif est de placer n reines dans un échiquier de taille
n×n de manière à avoir une reine par rangée, colonne, et au plus une reine par diagonale
ascendante et diagonale descendante. La figure 2.1 illustre un exemple de 8 reines (n= 8)
non menacées. Chaque case dans l’échiquier est associée à un coût. Une solution optimale
est donc de trouver une combinaison de reines avec un coût minimal. Cela se traduit par










xij = 1, ∀j = 1..n (2.16)∑
j=1..n










xij ≤ 1, ∀k = 1−n..n−1 (2.19)
xij ∈ {0,1} ∀i, j = 1..n (2.20)
Dans la littérature, plusieurs méthodes ont été proposées pour résoudre le problème
des n reines (2.16)-(2.19), qui est un problème NP-complet [Gent et al., 2017]. Par
exemple, [Kosters, 2013] propose 336 références, dont les plus récentes datent de 2018
[Grigoryan, 2018, Jha et al., 2018]. La majorité des méthodes proposées reposent sur
la construction de solution, comme la méthode de backtracking (retour sur trace)
qui testent systématiquement l’ensemble des affectations potentielles du problème
[Bozinovski and Bozinovski, 2004]. L’inconvénient majeur de ces méthodes de construc-
tion est le temps de calcul vu que le nombre de solutions augmente de façon exponentielle
avec l’augmentation du nombre de reines [Sosic and Jun Gu, 1994]. Par conséquent,
trouver une affectation de reines (2.16)-(2.19) avec un coût minimal (2.15) devient un
problème plus difficile. Il s’agit du problème des n reines pondérées qui est moins étudié
dans littérature.
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Figure 2.1 – Illustration d’une combinaison de 8 reines non menacées.
2.3 Méthodes de résolution des problèmes de partitionne-
ment
Reformuler un problème sous forme d’un problème de Set Packing (SSP), de Set
Covering (SCP) ou de Set Partitioning (SPP) est une technique classique et popu-
laire, qui s’est avérée efficace pour résoudre beaucoup de problèmes combinatoires
tel que les problèmes de planification des tournées de véhicules (Vehicle Rou-
ting and Scheduling Problem) [Agarwal et al., 1989, Bramel and Simchi-Levi, 1997,
Kelly and Xu, 1999, Avella et al., 2004, Baldacci et al., 2008] et les pro-
blèmes de planification des horaires d’équipages (Crew Scheduling Problem)
[Rubin, 1973, Smith and Wren, 1988, Hoffman and Padberg, 1993, Wedelin, 1995a,
Mingozzi et al., 1999, Medard and Sawhney, 2007, Froger et al., 2015]. Ces reformula-
tions sont largement abordées dans la littérature.
En ce sens, de nombreux algorithmes ont été développés pour résoudre les pro-
blèmes SSP, SCP et SPP. Les méthodes exactes arborescentes sont les plus utilisées :
[Desaulniers et al., 1997] proposent de résoudre le problème de Crew Scheduling par la
décomposition de Dantzig-Wolfe intégrée dans le schéma de Branch and Bound, où le
problème maître est un SPP. [Borndörfer, 1998, Hoffman and Padberg, 1993] adoptent la
procédure exacte de Branch and Cut. [Avella et al., 2006] utilisent la même procédure
avec la méthode de génération de colonnes et de lignes pour réduire le nombre de
variables. Également, plusieurs approches basées sur la génération de colonnes ont été
suggérées. Par exemple, [Avella et al., 2004] pour un Set Packing, [Huisman, 2007] pour
un Set Covering et [Agarwal et al., 1989] pour un Set Partitioning. De plus, d’autres
méthodes ont été proposées pour améliorer la résolution de la génération de colonnes.
Nous mentionnons par exemple [Elhallaoui et al., 2005] qui proposent une méthode
d’agrégation dynamique de contraintes. Cette dernière permet de réduire le nombre de
contraintes de partitionnement (dans le problème maître) qui génèrent une dégénérescence
élevée. Pour le même objectif, traiter la dégénérescence, [Zaghrouti et al., 2014] propose
une méthode de Simplexe intégrale basée sur une décomposition, qui a été ensuite
appliquée au problème de la planification des horaires d’équipages [ROSAT, 2016].
Malheureusement, ces algorithmes exactes sont limités à des instances avec quelques
centaines de lignes et quelques milliers de colonnes. Traiter donc des instances de
grandes tailles nécessite d’appliquer une méthode approchée. En effet, plusieurs tra-
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vaux dans la littérature ont été proposés pour résoudre ces problèmes NP-difficile.
Une première piste consiste à appliquer des heuristiques à population de solutions :
[Beasley and Chu, 1996, Chu and Beasley, 1998] proposent une version améliorée de
l’algorithme génétique avec de nouveaux opérateurs de croisement et de mutation
pour des problèmes de Set Covering et de Set Partitioning, et [Gandibleux et al., 2004]
proposent l’algorithme de colonies de fourmis pour le problème de Set Packing. Ces
méthodes fournissent des solutions de bonnes qualités mais au détriment du temps de
calcul qui est très significatif [Chu and Beasley, 1998]. La seconde piste de résolution
consiste à utiliser des heuristiques à solution unique. Nous citons la recherche tabou
[Kelly and Xu, 1999, Yaghini et al., 2015], le recuit simulé [Brusco et al., 1999], la mé-
thode GRASP (Greedy Randomized Adaptive Search Procedure) [Delorme et al., 2004],
la recherche à voisinage [Umetani, 2017] et la méthode de descente par coordonnée
[Wedelin, 1995a, Bastert et al., 2010].
Dans cette thèse, nous nous intéressons particulièrement à l’heuristique de Wedelin
[Wedelin, 1995a], basée sur la relaxation Lagrangienne. A la différence de la méthode du
sous-gradient souvent utilisée avec la relaxation Lagrangienne, l’heuristique de Wedelin
utilise la méthode de descente par coordonnée pour résoudre le problème dual Lagrangien.
Elle a été appliquée avec succès par de grandes compagnies aériennes (via le système
Carmen) pour la planification des horaires d’équipages. Cette méthode est initialement
développé pour résoudre des problèmes de type Set Partitionning. Elle a été ensuite
réétudiée par [Bastert et al., 2010] qui ont proposé différentes extensions et généralisations
(voir Partie II du manuscrit).
2.4 Conclusion du chapitre
Dans ce chapitre introductif, nous avons discuté différentes méthodes appliquées pour la
résolution des problèmes de partitionnement. Cet état de l’art nous permet de choisir des
méthodes de différentes catégories qui servent de comparaison pour évaluer la performance
de notre version de l’algorithme de Wedelin. Par exemple, une heuristique à population de
solution (algorithme génétique) [Beasley, 1990b], une heuristique à solution unique (4-flip
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Une des principales difficultés de l’utilisation des méthodes d’optimisation est le réglage
des paramètres. Il est important, pour chaque problème posé, de trouver un jeu de pa-
ramètres qui conduit à des performances optimales. Choisir, manuellement, les meilleures
valeurs demande beaucoup d’expérimentations. Ce qui est compliqué et long à faire. En ef-
fet, plusieurs méthodes existent permettant une configuration automatique des valeurs des
paramètres. [Eiben et al., 1999] classe ces méthodes en deux catégories selon la manière
d’utilisation, avant l’exécution de l’algorithme d’optimisation (réglage des paramètres) et
pendant son exécution (contrôle des paramètres).
Les méthodes de contrôle consistent à auto-régler les valeurs des paramètres pen-
dant la résolution et à contrôler dynamiquement ces valeurs au fur et à mesure de
la recherche de solution. Ces techniques sont largement appliquées pour auto-régler
les paramètres des algorithmes évolutionnaires [Hamadi, 2013], tels que le taux de
croisement [Yang and Abbass, 2003], le taux de mutation [Smith and Fogarty, 1996]
et la taille de population [Eiben et al., 2004] pour les algorithmes génétiques. D’après
[Hinterding et al., 1997], ces méthodes peuvent encore être sous-divisées, selon le degré
d’autonomie des stratégies appliquées, en deux branches : déterministes et adaptatives.
Les méthodes déterministes se basent sur des règles déterministes, qui ne changent pas
durant l’exécution de l’algorithme. Leur objectif est de calculer des valeurs approximatives
des paramètres puis de les ajuster selon le problème traité [Barbulescu et al., 2000]. Les
méthodes adaptatives utilisent des informations sur l’état actuel de la recherche pour
modifier les valeurs des paramètres. L’adaptation est effectuée de manière à changer
la fonction objectif, en augmentant ou en diminuant les coefficients de pénalité pour
violation des contraintes, d’une génération à l’autre. Ces méthodes de contrôle sont
développées dans un cadre automatisé pour le réglage des paramètres d’un problème
(une instance) spécifique. Si l’objectif est de résoudre différentes instances, ces méthodes
peuvent être coûteuses en terme de temps de calcul, compte tenu du nombre de réglage
des paramètres (un réglage pour chaque instance).
Il serait donc intéressant d’utiliser les méthodes de réglage des paramètres. Leur prin-
cipe de base est plus simple, que celui des méthodes de contrôle, dans le sens que les
paramètres ne changent pas de valeurs au cours de la résolution. Ils sont ajustés avant
l’exécution de l’algorithme, et restent inchangés pendant son exécution. Le réglage obtenu
par un apprentissage sur un sous-ensemble d’instances pourrait être utile pour la résolu-
tion de la totalité des instances d’un problème posé. Différentes stratégies de réglage des
paramètres, pour une méthode d’optimisation, ont été examinées dans la littérature. Le
choix d’application d’une stratégie dépend du type des paramètres qui peuvent être dis-
crets, continus ou catégoriques. Il dépend également de la nature du problème à optimiser.
Un problème déterministe est un problème où les sorties sont liées aux entrées par une
fonction déterministe (en utilisant les mêmes entrées, nous obtenons toujours les mêmes
sorties). Dans un problème stochastique, certaines sorties sont liées aux entrées par une
fonction aléatoire (les sorties peuvent varier avec l’utilisation des mêmes entrées).
Une analyse de sensibilité peut faciliter le réglage des paramètres en se concentrant
sur les paramètres sensibles pour un problème traité. Cela a pour objectif de réduire le
temps et l’effort qui peuvent être gaspillés en réglant des paramètres peu sensibles. Dans
la littérature, il y a peu de travaux sur l’utilisation de ces deux techniques, l’analyse de
sensibilité pour réduire l’espace de recherche des paramètres et le réglage automatique
de leurs valeurs. Dans cette optique, [Kim et al., 2006] effectue une analyse de sensibilité
sur les paramètres dynamiques du modèle de glace de mer, en utilisant la différencia-
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tion automatique. Des informations sur le gradient fournies par cette dernière sont utili-
sées dans un algorithme d’optimisation de paramètres, basé sur la méthode quasi-Newton
[Zhu et al., 1997]. Un autre travail combinant l’analyse de sensibilité et le réglage automa-
tique des paramètres est celui de [Teodoro et al., 2016]. Il s’agit d’une étude de paramètres
pour le problème de segmentation d’images. Leur approche consiste à identifier les para-
mètres les moins influents et réduire l’espace de recherche des paramètres (100 points au
lieu des trillions de points). Une application sur l’analyse d’images du cancer de cerveau a
montré des résultats de segmentation de bonne qualité en comparaison avec des résultats
obtenus avec les paramètres par défaut.
Dans les deux travaux cités plus hauts, l’étude des paramètres est effectuée pour une
seule instance. L’originalité de notre travail consiste à définir un jeu de paramètres uni-
versel, d’un algorithme d’optimisation, pour un ensemble d’instances d’un problème posé.
L’idée de base est de i) choisir un sous-ensemble d’instances, ii) étudier la sensibilité des
paramètres pour fixer les valeurs des paramètres non sensibles, iii) régler automatiquement
les valeurs des paramètres sensibles, et iv) appliquer ce jeu de paramètres sur la totalité
d’instances du problème traité.
Dans ce chapitre, nous définissons le principe de base de l’analyse de sensibilité. En-
suite, nous présentons un ensemble de méthodes avec une grille de sélection d’une méthode
d’analyse de sensibilité. Puis nous présentons un panorama de méthodes de réglage auto-
matique des paramètres pour un problème d’optimisation.
3.2 Analyse de sensibilité
Soit un modèle mathématique, composé d’un ensemble de variables d’entréeX = (x1, ...,xp),
d’une fonction déterministe f et d’une variable de sortie Y .
f :Rp→ R (3.1)
X 7→ Y = f(X)
Une analyse de sensibilité permet d’étudier comment la variation des entrées X du
modèle engendre la variabilité de la sortie Y .
Chaque méthode d’analyse de sensibilité définit des indices de sensibilité mesurant la
sensibilité du modèle aux variables d’entrée. Une valeur élevée d’indice indique que la
variable d’entrée a une forte influence sur la sortie du modèle et, inversement, un indice
faible indique que la variable d’entrée a un effet faible sur la variable de sortie. Calculer
des indices de sensibilité pour toutes les variables d’entrée permet donc de hiérarchiser (et
de quantifier) leur influence sur la sortie du modèle.
Les méthodes d’analyse de sensibilité peuvent être classées de deux manières : 1) les
méthodes qui qualifient (hiérarchisent) ou quantifient (avec un ordre de grandeur des
écarts) l’influence des variables d’entrée, et 2) les méthodes dont le résultat de l’analyse de
sensibilité est locale (l’influence d’une variable d’entrée est obtenue en fixant les autres va-
riables) ou globale (l’espace de variation de toutes les variables est exploré conjointement).
La plupart de ces méthodes se basent sur quatre étapes :
1. La première étape consiste à identifier les variables d’entrée et leurs domaines de
définition.
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2. La deuxième étape a pour but de générer un plan d’expérience à partir des valeurs
définies à l’étape 1. Cela est effectué par planification expérimentale, tirage aléatoire
et/ou simulation numérique. L’échantillonnage se présente sous forme de N séries de
valeurs de variables d’entrée. Définir le nombre N est un choix crucial, une valeur
trop petite donnera une analyse imprécise alors que le choix d’une valeur trop grande
impliquera un temps de calcul long à l’étape 3.
3. La troisième étape consiste à calculer les N valeurs de la variable de sortie Y du
modèle. Chaque sortie correspond à une série de valeurs des variables d’entrée générée
à l’étape 2.
4. La quatrième et la dernière étape consiste à calculer les indices de sensibilité.
Nous présentons dans ce chapitre trois types de méthodes : la méthode One-At-a-Time
(OAT) qui est une méthode de sensibilité locale, la méthode de Morris qui est une mé-
thode de sensibilité globale qualitative et la méthode de Sobol qui est une méthode de
sensibilité globale quantitative. Nous présentons ensuite une grille proposant des critères
pour sélectionner une méthode d’analyse de sensibilité.
3.2.1 Méthode de sensibilité locale : méthode One-At-a-Time (OAT)
L’analyse de sensibilité locale étudie la variabilité de la sortie du modèle en ne faisant
varier qu’une seule variable d’entrée, les autres restant fixées à une valeur nominale. Son
but est d’étudier comment de petites perturbations autour d’une valeur des variables
d’entrées peuvent influer la sortie du modèle. La méthode d’analyse de sensibilité locale
la plus classique est l’approche One-At-a-Time (OAT). Elle consiste à calculer des indices





Si exprime l’effet, sur la valeur de la variable de sortie Y , de perturber la variable d’entrée
xi autour d’un point X0 = {x01, ...,x0p}. Cet indice ne représente pas une grandeur nor-
mée vu que les variables d’entrées ne sont pas toujours exprimées par les mêmes unités.
Par conséquent, la comparaison de plusieurs indices de sensibilité devient impossible. Il







où Y 0 est la valeur de la variable de sortie du modèle obtenue pour le vecteur X0 comme
variables d’entrée, Y 0 = f(X0).
Comme mentionné auparavant, l’analyse de sensibilité locale donne une information
locale autour du point nominal X0. Elle ne permet pas alors de réaliser une mesure de
sensibilité globale (l’influence des paramètres d’entrée sur l’ensemble de leurs domaines de
variabilité). Pour pallier à cette limite, une nouvelle catégorie de méthodes s’est dévelop-
pée. Il s’agit des méthodes globales, qui s’intéressent à l’ensemble du domaine de variation
des variables d’entrée.
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Figure 3.1 – Exemple de trajectoires de Morris pour deux variables d’entrée continues définies sur
[0,1]2, avec une discrétisation en Q= 8 niveaux. Un total de r= 6 trajectoires passant
par les noeuds d’une grille régulière superposée sur le carré. Le pas de déplacement est
δ= 1/7. La direction de la flèche indique le sens du déplacement [Faivre et al., 2013].
3.2.2 Méthode de sensibilité globale qualitative : méthode de Morris
La méthode de Morris [Morris, 1991] est une méthode d’analyse de sensibilité qualitative
qu’on appelle méthode de criblage (screening en anglais). Elle permet d’identifier les va-
riables d’entrée influentes et de les classer (sans quantifier) selon leurs effets sur la sortie
du modèle : i) effets négligeables, ii) effets linéaires et sans interactions avec les autres
variables d’entrée, et iii) effets non linéaires et/ou avec interactions. Elle fait partie des
méthodes d’analyse de sensibilité globale. Elle représente une généralisation de la méthode
d’analyse de sensibilité locale OAT sur l’ensemble du domaine de variabilité de chaque va-
riable d’entrée.
La méthode consiste à discrétiser la gamme de variation de chaque variable d’entrée
en Q niveaux {0, 1Q−1 , 2Q−1 , ...,1}. Le croisement de ces niveaux définit un ensemble de Qp
noeuds. L’échantillonnage de la méthode constitue une suite de r trajectoires aléatoires
passant chacune par p+ 1 noeuds, de manière à ce que chaque variable d’entrée ne varie
qu’une seule fois par trajectoire. Chaque trajectoire démarre avec un noeud de départ
choisi aléatoirement. La longueur du pas δ entre deux noeuds successifs de la trajectoire
est identique dans toutes les directions et proportionnelle à 1Q−1 . La figure 3.1 présente un
exemple de trajectoires pour deux variables d’entrée, x1 et x2.
Pour garantir l’uniformité de la distribution des points échantillonnés, Morris propose
de choisir un niveau de discrétisation Q pair et une longueur de pas δ égale à Q2(Q−1)
[Faivre et al., 2013]. Cela donne 4/7 et non pas 1/7 dans l’exemple de la figure 3.1.
Définition et calcul des indices
L’approche de Morris repose sur l’analyse des variations de la sortie du modèle entre deux
points des trajectoires. Soit di,j(Y ) la variation de la sortie Y sur la trajectoire i (i=1,...,r)
relative à la variation δ (avec =±1) de la variable d’entrée xj . Cette variation, appelée
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effet élémentaire de la variable d’entrée xj , est définie par
di,j(Y ) = 
Y (xi1, ...,(xij + δ), ...,xip)−Y (xi1, ...,xij , ...,xip)
δ
(3.4)
Les r trajectoires permettent de calculer r effets élémentaires pour chaque variable d’en-
trée. Au total, N = r(p+1) simulations ou expériences réalisées. Trois indices peuvent être
calculés pour chaque variable d’entrée xj , l’indice de sensibilité, µj mesurant la moyenne
des effets élémentaires, µ∗j mesurant la moyenne des valeurs absolues des effets élémen-
taires et l’indice des interactions et des effets non linéaires σj mesurant la variance des



















Les résultats de la méthode de Morris sont synthétisés dans un graphique, appelé gra-
phique de Morris, combinant les résultats de chaque variable d’entrée selon les coordonnées
(µ∗j ,σj). Une analyse du graphique permet alors d’interpréter les résultats de cette étude.
Ainsi,
• σj et µ∗j proches de l’origine (0,0) : l’entrée xj a des effets négligeables (les points
X2,X4,X9,X11 et X12 sur la figure 3.2),
• σj  µ∗j et µ∗j est élevé : l’entrée xj influe sut la sortie du modèle Y (les points
X3,X5,X6 et X10 sur la figure 3.2),
• σj et µ∗j sont du même ordre : xj est fortement influente avec des effets non linéaires
et/ou des interactions (les points X7,X8,X1 sur la figure 3.2).
Plus la variance σj est élevée par rapport à la moyenne µj , plus les effets de la valeur
d’entrée xj dépendent de l’entrée elle-même (effet non-linéaire) ou des autres entrées (in-
teractions). La méthode de Morris ne permet pas de distinguer ces deux cas (interactions
et non linéarité). De plus, le classement qu’elle fournit n’est pas quantifiable. Pour lever
ces limitations, la méthode de Sobol permet d’obtenir plus d’informations sur le modèle
étudié grâce à ses indices de sensibilité.
3.2.3 Méthode de sensibilité globale quantitative : méthode de Sobol
La méthode de Sobol [Sobol, 1993] est une méthode d’analyse de sensibilité globale quan-
titative. Elle permet de mesurer, de manière précise, l’effet d’une variable d’entrée d’un
modèle sur la variance de sa sortie. Cette variance est décomposée sur une somme de
termes :
Var(Y ) = V1 + ...+Vp+V{1,2}+ ...+V{p−1,p}+ ...+ ...+V{1,...,p} (3.8)
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Figure 3.2 – Exemple du graphique de Morris obtenu avec 130 simulations pour 12 variables
d’entrée [Campolongo et al., 2007].
où chaque terme Vi représente la variabilité de la sortie Y due à la variable d’entrée xi et
chaque terme V dont l’indice est un ensemble S désigne la variabilité de la sortie induite
par l’interaction de plusieurs variables xi, i ∈ S.




Cet indice Si mesure la variance de l’espérance de Y conditionnellement à la variable
d’entrée xi. La somme des p indices de sensibilité associés à chaque variable d’entrée xi
du modèle est égale à 1. Les indices de valeur proche de 1 correspondent aux variables
d’entrées les plus influentes sur la sortie.
Toutefois, lorsque le nombre total des variables d’entrée est élevé, le nombre des in-
teractions devient important. Donc, il est utile en pratique de regrouper les indices de
sensibilité pour faciliter leur analyse. Cela est effectué à l’aide de l’indice de sensibilité
total qui consiste à regrouper les indices qui sont associés à une même variable d’entrée.
L’indice de sensibilité total STi de la variable d’entrée xi est défini par
STi =
E[Var(Y |xj , j 6= i)]
Var(Y ) = 1−
Var(E(Y |xi))
Var(Y ) (3.10)
Cet indice permet de mesurer la variance moyenne de Y quand toutes les variables d’en-
trée, autres que xi, sont fixées. En d’autres termes, il mesure l’effet principal de xi plus
l’effet des interactions de xi avec les autres variables d’entrée. La figure 3.3 présente un
exemple de trois variables d’entrée avec sept indices de sensibilité : trois indices pour les
effets principaux, trois indices pour l’interaction entre deux entrées et un indice pour l’in-
teraction entre trois entrées. La figure 3.3 montre, comme exemple, les indices composant
l’indice de sensibilité total de la variable d’entrée A [Faivre et al., 2013].
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Figure 3.3 – Exemple illustratif de trois variables d’entrées (A, B et C), qui présente les indices
composant l’indice de sensibilité total de la variable d’entrée A. [Faivre et al., 2013]
Méthodes d’estimation des indices de Sobol
Pour estimer les indices de Sobol, différentes méthodes basées sur des échantillons Monte
Carlo ont été développées. La méthode classique la plus explorée dans la littérature est la
méthode de Sobol [Sobol, 1993, Sobol, 2001]. Son inconvénient majeur est le nombre élevé
de simulations pour réaliser une estimation précise des indices, de l’ordre typiquement
d’une dizaine de milliers par entrée [Faivre et al., 2013].
Pour réduire le nombre d’évaluations, une autre génération de méthodes a été dévelop-
pée comme la méthode FAST (Fourier Amplitude Sensitivity Test) [Cukier et al., 1975],
inspirée de la décomposition de Fourier en théorie du signal. Cette méthode permet de cal-
culer les indices principaux (indépendamment les uns des autres) d’un modèle à partir d’un
même échantillon de simulations. L’échantillonnage est défini sous forme de trajectoires
discrètes parcourant le domaine de variation des différentes entrées avec des fréquences
différentes. L’estimation des indices est moins coûteuse que celle de la méthode de Sobol,
mais cela concerne uniquement les indices principaux, vu que la méthode FAST ne per-
met pas de calculer l’indice de sensibilité total. Des améliorations ont été apportées pour
le calcul des indices totaux menant à la méthode FAST étendu [Saltelli et al., 1999] et
à la méthode FAST-RBD [Tarantola et al., 2006] qui restent coûteuses et moins robustes
lorsque le nombre des entrées augmente [Tissot and Prieur, 2012].
Une autre manière pour réduire le nombre de simulations élevé est la construction d’un
métamodèle, appelé également modèle de surface de réponse [Jones, 2001]. Son objectif
est de créer une inférence du modèle par un modèle simplifié en étudiant un nombre res-
treint d’entrées. Les indices de sensibilité sont calculés pour le métamodèle et non pour
le modèle d’origine. Pour connaître la part non estimé du modèle, [Storlie B. et al., 2009]
propose une méthode de bootstrap qui permet d’estimer l’erreur sur chaque indice de
sensibilité. Il existe une panoplie de méthodes de construction d’un métamodèle, dont les
plus utilisées sont les méthodes de régression [Storlie B. et al., 2009, Simpson et al., 2001,
Villa-Vialaneix et al., 2012]. Pour plus de détail, nous invitons le lecteur à lire le livre
[Faivre et al., 2013].
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3.2.4 Grille de sélection d’une méthode d’analyse de sensibilité
Mettre en oeuvre une analyse de sensibilité nécessite de spécifier clairement les objectifs de
l’analyse du modèle, de définir les variables de sortie sur lesquelles l’analyse va porter et de
sélectionner les variables d’entrée tout en définissant leurs natures (discrète ou continue)
et leurs domaines de variation. Cette définition est essentielle pour fixer le cadre de l’étude
et choisir la méthode adéquate qui répond aux mieux aux objectifs du modèle, qui peuvent
être : 1) identification et hiérarchisation des entrées les plus influentes, 2) détermination
des entrées non influentes (les rendre constantes), ou 3) calibration des entrées par rapport
à certaines informations disponibles [Iooss and Lemaître, 2015].
Toutefois, le nombre et la diversité des méthodes d’analyse de sensibilité existantes dans
la littérature rend parfois le choix difficile. Nous nous intéressons ici essentiellement aux
méthodes d’analyse de sensibilité globale qui prennent explicitement en compte l’ensemble
du domaine de variation des entrées. Pour choisir parmi ces méthodes, [Faivre et al., 2013]
propose un guide synthétique de sélection d’une méthode d’analyse de sensibilité globale.
Ce guide présente deux grilles de sélection selon le niveau de connaissance du modèle : une
utilisation boîte noire ou une utilisation boîte blanche . Un modèle est dit boîte noire s’il
vérifie les trois propriétés suivantes : le domaine est connu, il est possible de connaître la
valeur de sortie du modèle en tout point du domaine grâce à une simulation, et que cette
information est la seule disponible pour ce point choisi [Kargupta, 1995, Kleijnen, 2005].
Un modèle boîte noire est un modèle auquel nous n’avons pas accès à son processus in-
terne, contrairement au modèle boîte blanche où l’utilisateur a une connaissance interne
du modèle.
En général, le choix d’une méthode d’analyse de sensibilité est dicté par des contraintes
de temps qui limitent le nombre d’expériences réalisables. La nature des variables d’entrée
(discrète ou continue) du modèle, leur domaine de variation et l’intensité de variation de
ces domaines limitent également le nombre de simulations. En conséquence, choisir une
méthode d’analyse de sensibilité revient alors à trouver un meilleur compromis entre une
exploration intensive du domaine de variation des entrées et un temps de simulation rai-
sonnable.
A partir de ces critères, deux grilles de choix d’une méthode d’analyse de sensibilité
sont construites : une pour un modèle boîte noire (Figure 3.4) et l’autre pour un modèle
boîte blanche (Figure 3.5), toutes deux présentées ci-dessous.
Grille pour un modèle boîte noire
La première grille présente un ensemble de méthodes dont le choix dépend du nombre de
simulations, du nombre d’entrées et de leur nature (continues ou discrètes).
Si toutes les entrées du modèle sont discrètes, les méthodes utilisables sont les plans
d’expériences usuels couplés avec une analyse de variance. Un plan d’expériences factoriel
complet consiste à évaluer le modèle pour toutes les combinaisons des niveaux des entrées.
Ce plan devient impraticable au delà d’une dizaines d’entrées vu le nombre important des
simulations requises. Un plan fractionnaire, comme le plan One-At-a-Time (OAT) (voir
la sous-section 3.2.1), permet d’estimer d’une manière non biaisée les effets principaux de
chaque entrée en supposant que les effets des interactions sont nuls. Cela limite la préci-
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Figure 3.4 – Grille de sélection d’une méthode d’analyse de sensibilité. Les nombres des entrées
du modèle en ordonnées et les nombres de simulations en abscisses apparentent à
des choix pour un modèle dont le temps de calcul d’une simulation est de l’ordre de
10 minutes et la durée maximale de l’analyse est d’une journée [Faivre et al., 2013].
sion d’estimation de la sensibilité des entrées. Une manière plus raisonnable qu’un simple
plan d’expériences consiste à coupler ce dernier avec une analyse de variance (ou AOV
pour Analysis Of Variance), qui permet de distinguer et quantifier les effets principaux et
interactions d’ordre plus ou moins élevé. Pour plus de détail sur les plans d’expériences et
l’analyse de variance, nous invitons le lecteur à se référer à [Faivre et al., 2013].
Si toutes les entrées du modèle sont continues, une première approche à appliquer est
la méthode de Morris (voir la sous-section 3.2.2), qui permet d’explorer, d’une manière
régulière, le domaine de variation de chaque entrée pour estimer les indices de sensibilité
principaux et d’identifier les possibles interactions entre entrées sans les quantifier. La mé-
thode de Morris peut être appliquée dans toutes les configurations du nombre d’entrées,
en précisant le pas de découpage du domaine de variation des entrées, ce qui définit le
nombre de simulations. Pour plus de précision, nous pouvons appliquer des méthodes plus
gourmandes en nombre de simulations qui permettent une exploration fine des domaines
de variation. Il s’agit des méthodes basées sur la décomposition de variance comme les
méthodes de Sobol ou de FAST voire de surfaces de réponse (métamodèles), présentées
dans la sous-section 3.2.3. pour un modèle avec un grand nombre d’entrées (plus de 100
entrées), nous pouvons appliquer l’approche de criblage par groupe. Son objectif consiste
à regrouper les entrées qui ont une influence similaire sur la sortie du modèle. Chaque
groupe constitué est traité comme une entrée unique. L’analyse de sensibilité passe donc
d’une étude de p entrées à une étude de p′ entrées, p′  p. Cette stratégie repose sur
l’hypothèse que toutes les entrées d’un même groupe n’interagissent pas entre elles.
Si le modèle dispose d’un mélange d’entrées continues et d’entrées discrètes, il est
souvent nécessaire de considérer l’ensemble des entrées comme discrètes en discrétisant a
priori le domaine de variation des entrées continues, et en appliquant les méthodes pour
entrées discrètes [Faivre et al., 2013].
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Figure 3.5 – Cartographie des méthodes d’analyse de sensibilité classées selon la complexité du
modèle et le nombre d’évaluations (proportionnel aux nombre d’entrées) du modèle
[Iooss, 2011].
Grille pour un modèle boîte blanche
La seconde grille, illustrée sur la figure 3.5, présente une synthèse des principales méthodes
d’analyse de sensibilité classées en deux types : les méthodes de criblage (ou screening) per-
mettant d’identifier les entrées non influentes pour les rendre constantes, et les méthodes
de décomposition de la variance hiérarchisant les entrées du modèle tout en quantifiant
leur influence sur les sorties. Ces méthodes sont partitionnées, sur la figure, en régions en
fonction de leurs hypothèses sur la complexité et la régularité du modèle (fonction linéaire
avec ou sans interactions, ou non linéaire) et en fonction du nombre de simulations qui est
proportionnel au nombre d’entrées du modèle.
En effet, le choix d’une méthode est effectué de manière à ce que cette dernière soit la
plus simple adaptée au problème posé en fonction de l’objectif de l’analyse, du nombre de
simulations possibles et de la connaissance des propriétés internes du modèle. Or, plus le
modèle est complexe (nombreuses entrées et interactions), plus il est difficile d’appréhen-
der ses propriétés (linéarité, continuité, monotonie). Donc, la première grille (Figure 3.4)
est le support adapté pour choisir une première méthode d’analyse de sensibilité, sachant
que la complexité du modèle engendre souvent un temps de simulation long.
Pour résumer, une étude d’analyse de sensibilité permet de quantifier l’influence des
entrées d’un modèle sur sa sortie et de hiérarchiser ces entrées selon leur degré d’influence.
Elle permet également de définir les entrées qui n’ont pas d’influence sur la sortie pour les
rendre constantes. Nous avons présenté deux grilles de sélection d’une méthode d’analyse
de sensibilité selon la connaissance interne du modèle : une grille pour un modèle boîte
noire et une grille pour un modèle boîte blanche. Le choix d’une méthode dépend de l’ob-
jectif de l’étude et de différents critères. Néanmoins, l’analyse de sensibilité ne permet pas
de trouver de bonnes valeurs pour les entrées du modèle. D’où la nécessité d’appliquer
une méthode de réglage automatique des valeurs des entrées. Dans cette thèse, nous nous
intéressons particulièrement au réglage automatique des méthodes d’optimisation consi-
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Figure 3.6 – Un scénario de réglage comprend un algorithme d’optimisation et un ensemble d’ins-
tances d’un problème quelconque. Une procédure de réglage exécute l’algorithme à
régler sur une partie ou sur la totalité d’instances, reçoit des informations sur les
performances de ces exécutions pour définir le meilleur jeu de paramètres.
dérées comme des modèles boîtes noires, où les sorties (objectif de la méthode) sont liées
aux entrées (paramètres de la méthode) par une fonction objectif.
3.3 Réglage automatique des paramètres
Le réglage des paramètres d’un algorithme d’optimisation est généralement difficile, mais
nécessaire pour atteindre des performances optimales. Dans la littérature, plusieurs études
utilisent des valeurs de paramètres suite à des expérimentations. Mais cela demande beau-
coup de temps et ne garantit pas d’avoir un meilleur jeu de paramètres. De nombreuses
autres études choisissent des valeurs de paramètres rapportées, comme efficaces, dans
d’autres travaux. Cela se fait souvent sans confirmation expérimentale sur leur efficacité
dans le contexte actuel. Trouver un jeu de paramètres en maximisant la qualité de solution
et en minimisant le temps de réglage, a poussé les chercheurs à développer des méthodes
de réglage automatique. Nous nous intéressons aux méthodes dont le réglage se fait sur un
ensemble d’instances d’apprentissage. En général, leur principe de base consiste en quatre
étapes : 1) exécuter l’algorithme d’optimisation avec des jeux de paramètres candidats
sur un sous-ensemble d’instances, 2) recevoir des informations sur les performances de ces
exécutions, 3) utiliser ces informations pour définir le meilleur jeu de paramètres, et 4)
appliquer ce jeu de paramètres pour résoudre la totalité des instances (voir Figure 3.6,
inspirée de [Hutter, 2009]).
Une grande variété de stratégies de réglage des paramètres a été explorée dans la litté-
rature. Nous présentons dans cette section un ensemble de stratégies génériques que nous
divisons en deux catégories. La première concerne les stratégies basées sur des méthodes
statistiques comme l’optimisation séquentielle à base de modèles, les tests statistiques et
les plans d’expériences. La seconde catégorie comprend des stratégies basées sur des heuris-
tiques qui peuvent être des méthodes de recherche locale ou des méthodes évolutionnaires.
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3.3.1 Stratégies basées sur des méthodes statistiques
Optimisation séquentielle à base de modèles
L’optimisation séquentielle à base de modèles (SMBO, pour Sequential Model-Based Op-
timization), également appelée modèle de surface de réponse [Jones, 2001] que nous avons
cité dans la section de l’analyse de sensibilité, est un paradigme adapté aux situations où
le nombre de paramètres est grand. Pour éviter une évaluation coûteuse de la totalité des
paramètres, SMBO utilise des informations obtenues à partir des évaluations précédentes
pour construire un espace de configurations, qu’elle utilise pour définir une prochaine confi-
guration. Souvent les problèmes basés sur les SMBO sont considérés comme des problèmes
d’optimisation boîte noire, où la fonction objectif est inconnue. SPOT (Sequential Parame-
ter Optimization Toolbox) [Bartz-Beielstein, 2010] est l’un des outils basés sur les SMBO.
SPOT est un paquet R1 qui sert de boîte à outils pour le réglage des paramètres. Il se base
sur l’optimisation séquentielle de paramètres (Sequential Parameter Optimization (SPO))
[Bartz-Beielstein et al., 2005] qui regroupe différentes techniques classiques de régressions
et d’analyse de la variance. Les principaux inconvénients de SPO et ses variantes (comme
SPO+ [Hutter, 2009]) sont leur limitation aux paramètres continus et à l’optimisation de
performance des algorithmes stochastiques.
Tests statistiques : les algorithmes de Racing
Une autre approche de réglage automatique des paramètres est basée sur les al-
gorithmes de Racing (course), comme la technique Hoeffding Races introduite par
[Maron and Moore, 1994]. Son principe de base est simple. Chaque configuration de
paramètres est évaluée de manière itérative tout au long du processus de réglage. Une
configuration est éliminée si la solution fournie est moins bonne que la meilleure solution
trouvée à un stade donné de la recherche. La comparaison des configurations candidates
est effectuée à l’aide de tests statistiques. Le nombre des instances d’apprentissage varie au
long de la configuration afin de concentrer le temps d’évaluation sur les configurations les
plus prometteuses. Dans ce sens, [Birattari et al., 2002] proposent une procédure appelée
F-Race pour le réglage des paramètres des algorithmes stochastiques. Cette technique
utilise le test de Friedman [Friedman, 1937]. Un inconvénient majeur de cette technique
se présente à la première étape de la procédure de réglage, où toutes les configurations
doivent être évaluées. En conséquence, avec un grand nombre de paramètres, l’ensemble
des configurations initiales devient très large, ce qui entraîne souvent un temps de
réglage prohibitif. Pour remédier à cette situation, deux variantes de F-Race ont été
introduites : Sampling F-Race (F-Race d’échantillonnage) et I/F-Race (F-Race itérative)
[Balaprakash et al., 2007]. Sampling F-Race utilise un processus d’échantillonnage pour
déterminer la configuration de paramètres initiale. I/F-Race se base sur un processus
itératif où à chaque itération, des configurations sont échantillonnées à partir d’un modèle
probabiliste. Cette catégorie d’approches basées sur des tests statistiques est adaptée à la
configuration des algorithmes stochastiques. Nous avons employé le terme configuration
de paramètres au lieu du terme jeu de paramètres vu que ces techniques peuvent régler
non seulement des paramètres numériques, mais également des paramètres catégoriques
comme le choix d’une heuristique.
1Logiciel de statistiques gratuit et à code source ouvert (open source).
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Plans d’expériences
Un plan d’expériences (que nous avons cité dans la section précédente) est une méthode
d’expérimentation permettant d’organiser au mieux les essais qui accompagnent une re-
cherche scientifique. Dans notre cas, la recherche concerne un jeu de paramètres avec une
meilleure performance. Dans cette catégorie de méthodes, [Coy et al., 2001] présente une
approche qui emploie le plan factoriel fractionnaire2. La méthode fonctionne en quatre
étapes : 1) Choisir un sous-ensemble d’instances d’apprentissage, 2) Définir, selon des ex-
périmentations, le point de départ de chaque paramètre, ses bornes et le pas de variations,
3) Choisir le meilleur jeu de paramètres pour chaque instance en utilisant un plan factoriel
fractionnaire et la descente de gradient et 4) moyenner les valeurs trouvées pour chaque
paramètre pour obtenir le meilleur jeu de paramètres. Cette quatrième étape de calcul
de la moyenne limite l’utilisation de la méthode pour le réglage des algorithmes unique-
ment avec des paramètres numériques. Une approche similaire basée sur un plan factoriel
fractionnaire est implémenté dans le système calibra [Adenso-Diaz and Laguna, 2006].
calibra utilise le plan factoriel fractionnaire de Taguchi en combinaison avec de multiples
exécutions de la recherche locale pour affiner la zone de recherche. Malheureusement, ca-
libra est limité à cinq paramètres, qui doivent être tous numériques ou ordinaux.
3.3.2 Stratégies basées sur des heuristiques
Recherche locale : ParamILS
ParamILS est un algorithme de configuration automatique de paramètres
[Hutter et al., 2007, Hutter, 2009], basé sur la recherche locale itérative ou ILS pour
Iterated Local Search (voir chapitre 1). En pratique, ParamILS commence par une
configuration initiale (typiquement la configuration par défaut de l’algorithme cible)
ainsi que d’autres configurations qui sont choisies uniformément de manière aléatoire
dans l’espace de configuration donné. Ces configurations sont évaluées sur un ensemble
d’instances d’apprentissage. La meilleure configuration évaluée est sélectionnée comme
point de départ pour le processus de recherche locale itérée, où la relation de voisinage
consiste à modifier un seul paramètre à la fois. Pour sortir des minima locaux, ParamILS
utilise un mécanisme de diversification qui consiste à réinitialiser la recherche avec
une probabilité (donnée par défaut égale à 0.01 selon [Hutter et al., 2007]) à chaque
itération. La recherche continue jusqu’à ce que le changement de paramètres n’apporte
aucune amélioration à la solution obtenue. A la fin du réglage, la meilleure configura-
tion est renvoyée puis testée sur un ensemble séparé des instances du même problème posé.
La version de base de ParamILS, BasicILS, évalue chaque configuration de para-
mètres sur les mêmes instances d’apprentissage en utilisant les mêmes graines aléatoires.
Cette approche permet de trouver de bonnes configurations de paramètres lorsque l’en-
semble des instances d’apprentissage est petit ou très hétérogène [Hutter, 2009]. Un des
inconvénients de BasicILS est le choix du nombre d’instances. Configurer des paramètres
en utilisant un petit ensemble d’apprentissage peut conduire à de bonnes performances,
alors qu’avec un ensemble d’apprentissage énorme, la configuration devient très lente.
FocusedILS est une variante de ParamILS qui résout ce problème en utilisant un en-
semble d’instances de plus en plus grand pour concentrer le temps de configuration sur
les configurations les plus prometteuses. Notons que cette idée est la même utilisée dans
les algorithmes de Racing. La différence est que FocusedILS détermine les configura-
2Un plan factoriel fractionnaire utilise un sous-ensemble d’un plan factoriel complet qui mesure toutes
les combinaisons de niveaux de facteurs.
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tions prometteuses de manière heuristique plutôt que d’utiliser des tests statistiques. Il
existe d’autres variantes de ParamILs. Nous citons Adaptive Capping qui permet de ré-
duire, dans certaines conditions, le temps consacré à l’évaluation des configurations moins
prometteuses. Une autre variante,MOParamILS, étend ParamILS pour configurer auto-
matiquement des algorithmes d’optimisation multi-critères [Blot and Hoos, 2016]. Notons
que ParamILs, avec toutes ses variantes, est un logiciel de configuration de paramètres
de type catégoriques. Donc régler des paramètres numériques nécessite, a priori, une dis-
crétisation du domaine de paramétrage.
Méthode évolutionnaire : GENOUD
Nous décrivons une méthode de réglage des paramètres basée sur les algorithmes
génétiques (voir chapitre 1) et une méthode de quasi-Newton (méthode de Broyden-
Fletcher-Goldfarb-Shanno (BFGS) [Zhu et al., 1997]). Il s’agit de GENOUD (GENetic
Optimization Using Derivatives) [Sekhon and Mebane, 1998, Mebane Jr et al., 2011], un
paquet de R, logiciel de statistiques, qui permet de régler les paramètres des problèmes
d’optimisation difficiles, rgenoud. Ces difficultés surviennent souvent du fait que la
fonction objectif est non linéaire et par conséquent non globalement concave, ayant de
multiples optima locaux. Dans les problèmes d’optimisation, la fonction objectif est
souvent concave dans le voisinage d’un optimum local. Ce voisinage représente une zone
dans l’espace des paramètres. En dehors de cette zone, la fonction objectif est peut être
irrégulière. Dans ce cas, une méthode basée entièrement sur les dérivés est pratiquement
inutilisable.
Appliquer BFGS avec les algorithmes génétiques permet d’utiliser des informations
sur les dérivées dans le voisinage des optima locaux. Elle est appliquée sur la meilleure
solution produite par les opérateurs (e.g croisement) à chaque génération. Cela permet
de converger rapidement vers l’optimum global si cette solution est dans le voisinage
correcte. Or, une utilisation excessive de BFGS peut empêcher cette convergence. Avant
de passer à une prochaine génération ou s’arrêter, rgenoud calcule également le gradient
de cette meilleure solution afin de vérifier la convergence. De manière générale, le calcul
du gradient et l’optimisation BFGS ne sont utilisés que dans un contexte continu. Ils ne
sont pas applicables lorsque les paramètres de la fonction à optimiser sont discrets.
3.3.3 Récapitulatif des méthodes
Dans l’ensemble, les stratégies de configuration de paramètres telles que celles présentées
dans cette section, jouent un rôle crucial dans le développement, l’évaluation et l’utilisa-
tion des méthodes d’optimisation pour résoudre des problèmes difficiles. Le défi pourrait
provenir de la complexité du calcul (admissibilité, optimalité) ou des contraintes de res-
sources (temps de configuration, espace mémoire). En conséquence, une meilleure stratégie
de configuration est celle qui réalise un meilleur compromis entre la qualité de solution
et le temps de calcul. Le choix dépend également du type des paramètres à régler. Cer-
taines stratégies sont conçues pour régler uniquement des paramètres numériques, soit
discrets, continus ou les deux. D’autres peuvent également régler des paramètres catégo-
riques, comme le choix d’une heuristique, du pré-traitement ou de l’ordre d’exécution des
contraintes. Ainsi, la nature de l’algorithme cible, que se soit déterministe ou stochas-
tique, est également un critère essentiel de choix de la stratégie de réglage. Le tableau 3.1
ci-dessous récapitule, les stratégies discutées dans cette section, en précisant le type de
paramètres qu’elles peuvent régler, ainsi qu’un aperçu sur leurs performances et limites.
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SPO (et ses variantes) est une stratégie de ré-
glage des paramètres continus uniquement pour
les algorithmes stochastiques. Le temps d’exécu-
tion de SPO est à l’ordre de O(p3) en fonction du
nombre de configurations de paramètres. D’après








Avec un grand nombre de paramètres, l’ensemble
de configurations initiales dans la stratégie F-
Race devient très large. Ce qui entraîne un
temps de calcul très long. Cela a été traité par
les deux versions I/F-Race et Sampling F-Race
qui ont été appliquées pour le réglage de diffé-
rents algorithmes stochastiques de recherche lo-
cale [Balaprakash et al., 2007]. L’application la plus
complexe de ces stratégies concerne 12 paramètres
dont certains dépendent conditionnellement des va-







L’outil calibra s’applique sur un champ restreint
de méthodes, il est limité au réglage des algorithmes
avec cinq paramètres numériques. Cette limitation
provient de l’utilisation des plans d’expériences qui








Il existe dans la littérature de nombreuses applica-
tions de l’algorithme ParamILS et ses variantes.
[Hutter et al., 2010] étudie l’application d’une pro-
cédure de configuration de paramètres à différents
solveurs de la programation mixte en nombres en-
tiers (Mixed Integer Programming (MIP)). Dans le
cas du solveur cplex (version 12.1), FocusedILS
a été utilisé pour configurer 76 paramètres sur un
ensemble d’instances avec l’objectif de minimiser le
gap d’optimalité. Cette approche a accéléré l’exécu-
tion de cplex (par un facteur de 52) et a amélioré
sa performance par rapport à cplex avec les pa-
ramètres par défaut. La majorité des algorithmes
réglés par ParamILS ont des paramètres continus,
qui exige leur discrétisation. Toutefois, trouver des
discrétisassions raisonnables, dont l’utilisation n’en-
traîne pas de perte majeure de performance, peut
s’avérer difficile. Dans ce cas, plusieurs exécutions
de la procédure de configuration peuvent être utili-
sées de manière itérative, afin d’affiner les domaines
des paramètres continus.







La stratégie rgenoud a été utilisée par un
grand nombre d’utilisateurs et de développeurs.
Plus de douze paquets R se basent actuellement
sur rgenoud [Mebane Jr et al., 2011], comme
le paquet boolean (modèles booléens de ré-
ponse binaire) [Morgan, 2014] et le paquet jop
(optimisation simultanée de réponses multiples)
[Kuhnt and Rudak, 2011]. Parmi ses inconvénients,
rgenoud demande un grand espace mémoire et
passe beaucoup de temps au réglage lorsque le
nombre de paramètres est grand. Un autre incon-
vénient est qu’il ne mixe pas un réglage des para-
mètres discrets et continus. Si l’utilisateur veut uti-
liser les deux, il est suggéré de choisir le type discret
et de reformuler la fonction objectif pour avoir un
domaine de valeurs continues. Par exemple, pour un
paramètre continu définit sur [0,1.0], nous choisis-
sons un type discret définit sur [0,100] et nous le
divisons par 100 dans la fonction objectif pour ob-
tenir une grille de recherche de 0.0 à 1.0 avec un pas
de 0.1.
3.4 Conclusion du chapitre
Il existe de nombreuses méthodes d’analyse de sensibilité et de réglage automatique des
paramètres. Ce chapitre a exposé une liste de méthodes qui n’est pas exhaustive, mais qui
regroupe différentes classes de méthodes.
Pour l’analyse de sensibilité, nous avons présenté deux catégories de méthodes. Les
méthodes de sensibilité locale (comme la méthode One-at-a-Time) qui analysent le com-
portement d’un algorithme d’optimisation cible autour d’une valeur de référence (un jeu
de paramètres fixe). Les méthodes de sensibilité globale qui permettent d’analyser la varia-
bilité de l’algorithme induite par la variation de ses paramètres sur l’ensemble de leurs do-
maines de définition. Nous avons subdivisé cette dernière catégorie en deux sous-ensembles.
Le premier concerne les méthodes de sensibilité globale qualitative (comme la méthode
de Morris) dont l’objectif est d’identifier les paramètres les plus influents et de les classer
selon leurs effets sur les résultats de l’algorithme. Le second concerne les méthodes de
sensibilité globale quantitative (comme la méthode de Sobol) qui permettent de quantifier
l’effet du changement de la valeur d’un paramètre sur le résultat de l’algorithme. Ensuite,
nous avons illustré une démarche de sélection d’une méthode d’analyse de sensibilité glo-
bale adaptée à l’objectif de l’analyse, aux moyens disponibles et aux caractéristiques de
l’algorithme à analyser.
Pour le réglage automatique des paramètres, nous avons discuté deux catégories de
stratégies. Les stratégies basées sur des méthodes statistiques et celles basées sur des heu-
ristiques. Dans la première catégorie, l’optimisation séquentielle à base de modèles (SMBO)
construit, à partir de l’algorithme cible, un métamodèle qu’elle utilise pour identifier le
meilleur jeu de paramètres ; les algorithmes de Racing évaluent de manière itérative les
configurations de paramètres sur un ensemble d’instances d’apprentissage et utilisent des
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tests d’hypothèses statistiques pour éliminer les configurations les moins performantes ;
et les plans d’expériences organisent à l’avance une série de jeux de paramètres pour les
évaluer et définir le meilleur jeu. Dans la seconde catégorie, ParamILS utilise la recherche
locale itérative pour rechercher dans des espaces vastes de configurations de paramètres ;
et rgenoud utilise l’algorithme génétique pour diversifier la recherche (trouver un opti-
mum global) et une méthode de quasi-Newton pour intensifier la recherche au voisinage
d’un optimum.
Pour conclure, une meilleure méthode de réglage automatique de paramètres n’existe
pas. Selon les besoins du chercheur (temps d’exécution, qualité de solution, espace mé-
moire,...), une méthode pourrait être plus intéressante qu’une autre. L’essentiel c’est de
choisir une méthode qui respecte le type de paramètres (discret, continu ou catégorique),
la nature de l’algorithme cible (discret ou stochastique) et l’objectif de réglage (sur une
seule instance ou un ensemble d’instances d’apprentissage).
Deuxième partie
Algorithme de Wedelin et réglage
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Nous adoptons dans cette thèse une méthode approchée, nommée algorithme de Wede-
lin ou également algorithme In-the-middle. La méthode est conçue pour la résolution des
problèmes linéaires en variables 0-1 [Wedelin, 1995a]. Elle se base généralement sur la
relaxation Lagrangienne qui a l’avantage, par rapport à la relaxation linéaire, de fournir
directement des solutions entières (voir chapitre 1).
L’algorithme de Wedelin a été largement discuté par ses principaux auteurs.
[Wedelin, 1995b] décrit le principe de base de l’algorithme et son application dans le
système Carmen, pour la planification des rotations d’équipages pour les compagnies
aériennes. [Alefragis et al., 2000] présentent une parallélisation évolutive de l’algorithme
d’origine utilisé dans le système Carmen. [Grohe and Wedelin, 2008] introduisent à partir
de In-the-middle, un algorithme similaire pour les problèmes de somme de fonctions
de coûts qu’ils appellent propagation de coûts. Cette formulation a été examinée plus
en détail par [Wedelin, 2013]. D’autres chercheurs ont évalué et amélioré l’algorithme
de Wedelin. [Mason, 2001] décrit une variante de l’algorithme de Wedelin et l’applique
sur le problème de planification du personnel, en montrant des résultats meilleurs que
ceux fournis par le solveur commercial de programmation linéaire mixte cplex. De
manière similaire, [Ernst et al., 2006] utilise In-the-middle avec les mêmes modifications
rapportées par Mason pour la résolution du problème de répartition des tâches, avec des
résultats favorables par rapport à cplex. [Bastert et al., 2010] présentent de nombreuses
extensions et généralisations de l’algorithme de Wedelin avec différentes améliorations.
Ils ont évalué la performance de leur variante sur un ensemble d’instances de différentes
sources, où les résultats étaient favorables par rapport à FICO Xpress, un autre logiciel
d’optimisation commercial.
Dans ce chapitre, nous décrivons le principe de base et le fonctionnement de l’algo-
rithme de Wedelin avec les différentes améliorations menées par d’autres chercheurs, plus
particulièrement les versions de [Mason, 2001] et [Bastert et al., 2010]. Nous présentons
également les différents paramètres de l’algorithme en discutant la difficulté de leur
réglage. La description de notre version de l’algorithme de Wedelin et son implémentation
seront abordées dans le chapitre suivant.
4.2 Algorithme de Wedelin
4.2.1 Problème
La version basique de l’algorithme de Wedelin a été conçue pour résoudre des problèmes




où c∈Rn est un vecteur ligne de coûts, b∈Nm un vecteur colonne des termes constants des
contraintes et A ∈ {0,±1}m×n une matrice de coefficients des contraintes. Pour simplifier
la description de l’algorithme, nous considérons seulement des contraintes avec des coeffi-
cients 0 et 1. Soit "contrainte i" l’équation spécifiée par la ième ligne de Ax= b, et "colonne
j" la jème colonne de A associée à la variable xj . Soit J = {1,2, ...,n} l’ensemble des indices
de colonnes, et J(i) = {j : aij = 1} ⊆ J les indices de colonnes (variables) contribuant dans
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la contrainte i. De manière similaire, soit I = {1,2, ...,m} l’ensemble des indices de lignes,
et I(j) = {i : aij = 1} ⊆ I les indices des contraintes contenant la variable xj .
Avec ces restrictions sur la matrice A et le vecteur b, le problème (4.1) est NP-difficile.
Parmi les problèmes NP-difficiles ayant ces restrictions, nous citons le problème de Set
Partioning décrit dans le chapitre 2.
4.2.2 Idée de base : Relaxation Lagrangienne
La majorité des méthodes de programmation linéaires en variables 0-1 sont basées sur la re-
laxation linéaire qui consiste à relâcher les contraintes d’intégrité (x∈ {0,1}n⇒ x∈ [0,1]n),
et par conséquent de fournir des valeurs fractionnaires. Donc, pour produire des solutions
entières, elle est toujours associée à une stratégie de branchement comme la méthode de
Branch and Bound (voir chapitre 1). Toutefois, ces méthodes sont limitées par la taille
et le type des problèmes à résoudre. Elles deviennent inefficaces à mesure que la taille du
problème devient importante.
L’algorithme deWedelin se base sur une autre approche. Il ne considère pas les solutions
fournies par la relaxation linéaire, comme une étape intermédiaire, mais essaye de résoudre




s.c. x ∈ {0,1}n
où les éléments de pi = {pi1,pi2, ...,pim} ∈ Rm représentent les multiplicateurs de Lagrange,
également appelés les variables duales.




s.c. x ∈ {0,1}n
La solution xˆj est construite en se basant sur le signe du coût réduit (cj− pˆiaj), avec aj la
colonne associée dans la matrice A.
xˆj =

1 si (cj− pˆiaj)< 0,
0/1 si (cj− pˆiaj) = 0,
0 si (cj− pˆiaj)> 0.
(4.4)
Si le coût réduit (c− pˆiA) est non nul, la solution xˆ est entière et unique. Cependant, si
un ou quelques éléments de (c− pˆiA) sont nuls, il sera généralement difficile de trouver une
solution entière réalisable pour le problème non relaxé (4.1). Ainsi, le but de l’algorithme
est de trouver un pˆi pour lequel tous les éléments sont non nuls, et que la solution entière
unique du problème relaxé (4.2) soit réalisable pour le problème primal (4.1).
Nous remarquons que la modification de la valeur d’une seule composante pˆii de pˆi
modifie les valeurs (et les signes) des coûts réduits (c− pˆiA), et par conséquent affecte la
solution xˆ. L’idée de l’algorithme est donc de considérer itérativement une seule contrainte
i, en mettant à jour l’élément pˆii de manière à ce que la solution xˆ satisfait la contrainte
i du problème primal (4.1). Il existe toujours un intervalle de sélection de pˆii. L’algo-
rithme de Wedelin choisit la valeur de pˆii au milieu de cet intervalle, d’où sa nomination
74 CHAPITRE 4.
Figure 4.1 – f(pi) est une fonction concave et linéaire par morceaux
algorithme In-the-middle. Cela correspond à la recherche dual de descente par coordonnée.
Comme décrit dans le chapitre 1, un problème linéaire (4.1) et sa relaxation Lagran-








Sa solution est une borne duale au problème primal (4.1). Donc, la meilleure borne possible
à ce dernier est la solution optimale pˆi du problème dual Lagrangien (4.5).
pˆi = arg max
pi∈Rm
f(pi) (4.6)
Toutefois, pi est un vecteur réel. Trouver donc le maximum de f(pi) est un problème
d’optimisation continue. Or f(pi) n’est pas différentiable, elle est concave et linéaire par
morceaux (ensemble de fonctions linéaires) ; un morceau pour chaque instanciation de x.
En conséquence, trouver pˆi par un calcul de gradient n’est pas possible. La solution est
de calculer un sous-gradient pour chaque morceau de la fonction f(pi). Cela veut dire de




où xˆ est la solution du problème Lagrangien relaxé (4.2) pour ce vecteur pi. Rappe-
lons que la recherche par coordonnée, pii, est orientée de manière à satisfaire la contrainte
aixˆ = bi, ce qui implique ∂f∂pii = 0 pour ce point. Comme f(pi) est concave, nous pouvons
conclure que ce point est son maximum le long de pii. De plus, si tous les éléments de
(c−piA) sont non nuls, le maximum de f(pi) se produit sur un plateau, et en n dimensions
dans un polytope de volume positif. D’après [Wedelin, 1995a], l’algorithme de recherche
par coordonnée choisit la valeur de pˆii au milieu de ce plateau, selon l’axe considéré (voir
Figure 4.1).
Exemple [Wedelin, 1995a] : Soit (P) le problème primal suivant :
min 6x1 + 9x2 + 2x3 + 3x4 + 5x5 + 2x6 + 5x7
s.c. x1 +x2 +x3 +x4 +x5 = 2 (4.8)
x1 +x2 +x6 +x7 = 3 (4.9)
x= (x1, ...,x7)T ∈ {0,1}7
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Figure 4.2 – Représentation de la fonction f(pi1,pi2)
Nous avons deux contraintes dans le problème primal (P). Donc, sa relaxation Lagran-




[(6x1 +9x2 +2x3 +3x4 +5x5 +2x6 +5x7)+pi1(x1 +...+x5)+pi2(x1 +...+x7)]




Il consiste à calculer le maximum de la fonction f(pi1,pi2), permettant de satisfaire les
deux contraintes du problème (P). Cela correspond au plus haut plateau du polytope sur
la figure 4.2 représentant la fonction f(pi1,pi2).
La figure 4.3 illustre une vue aérienne de la fonction f(pi), pi = (pi1,pi2). Les lignes
représentent les coûts réduits nuls (c− piA) = 0 et les zones correspondent aux valeurs
Ax. Chaque zone est représentée par deux valeurs séparées par une virgule, une valeur
par contrainte. Pour satisfaire les deux contraintes du problème (P), l’algorithme procède
par des mouvements horizontaux et verticaux pour arriver à la zone 2,3, i.e, des mouve-
ments horizontaux vers les zones où le premier indice est égal à 2 (satisfaire la première
contrainte (4.8)), et des mouvements verticaux vers les zones où le second indice est égal
à 3 (satisfaire la seconde contrainte (4.9)).
Effectuer une recherche itérative répétée sur des directions fixes d’une fonction non
continue, peut amener la recherche sur une arête où aucune des directions de coordonnées
ne donne une augmentation de f(pi), alors qu’une autre direction peut le faire. Cela se
produit lorsque le vecteur (c−piA) est encombré de zéros. L’algorithme de Wedelin utilise
donc une heuristique itérative pour éviter les coûts réduits nuls c¯ et pour accélérer la
convergence vers une solution admissible.
4.2.3 Étapes de l’algorithme
L’algorithme de Wedelin comprend deux parties. La première est une recherche duale de
descente par coordonnée, son objectif est de trouver un meilleur vecteur de multiplicateurs
Lagrangiens. La seconde est une approche heuristique qui consiste à modifier les éléments
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Figure 4.3 – Vue aérienne de l’espace dual du problème (P). Les lignes représentent les coûts
réduits nuls c¯= (c−piA) = 0 et les zones correspondent aux valeurs Ax (deux valeurs
séparées par une virgule pour les deux contraintes 4.8 et 4.9).
du vecteur de coûts réduits (c− piA) afin de trouver une solution entière réalisable au
problème primal (4.1), i.e., qui satisfait l’ensemble des contraintes.
Recherche duale de descente par coordonnée
L’algorithme de Wedelin applique une recherche duale de descente par coordonnée. Il par-
court tous les éléments du vecteur pi de multiplicateurs Lagrangiens (variables duales).
L’algorithme choisit itérativement une valeur pˆii pour chaque élément pii, de manière à
trouver une solution xˆ au problème relaxé (4.3), qui satisfait la contrainte i de l’ensemble
Axˆ= b.
Comme le calcul est répété plusieurs fois pour chaque élément pˆii, il est nécessaire de
mettre à jour la valeur courante du vecteur des coûts réduits (c− pˆiA). En effet, pour





Nous trions les éléments du vecteur r (où chaque élément est exprimé par l’équation (4.10))
dans un ordre croissant : r[1], ..., r[|J(i)|]. Soit r[bi] le bième petit élément, et r[bi+1] le (bi+1)ème
petit élément. Les valeurs r[bi] et r[bi+1] représentent les valeurs critiques de la contrainte
i. La nouvelle valeur de la variable duale pˆii est choisie comme suit
pˆii = pˆii+
1
2(r[bi] + r[bi+1]) (4.11)
Notons que r[bi] ≤ pˆii ≤ r[bi+1] est l’intervalle de maximisation de la fonction f(pi) (voir
l’équation (4.5)) tout au long de la coordonnée pii. Nous choisissons donc la valeur de pˆii
au milieu de cet intervalle.
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La mise à jour de la valeur de pˆi engendre également une mise à jour de la solution
courante xˆ (voir l’équation (4.4)).
Exemple : Soit c un vecteur de coûts, b un vecteur de termes constants des contraintes












1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1

Pour la cinquième contrainte a5,j , j = 1, ...,n :
Les coefficients non nuls sont : a1,1, a1,5, a1,9 et a1,13.
Les coûts correspondants sont respectivement : c1 = 3, c5 = 8, c9 = 6 et c13 = 5.
En utilisant l’équation (4.10), nous avons :
r =
(
3 8 6 5
)
Nous trions les coûts réduits : r[1] = 3< r[2] = 5< r[3] = 6< r[4] = 8
Le 1er petit élément : r[1] = 3
Le 2ème petit élément : r[2] = 5
La valeur de la cinquième variable duale (multiplicateur Lagrangien) pˆi5 est :
pˆi5 = pˆi5 +
1
2(3 + 5) = 4
Le vecteur des coûts réduits est alors :
c− pˆiA=
(
−1 8 6 5 4 2 3 2 2 3 10 8 1 8 10 5
)
La solution courante (selon l’équation (4.4)),
xˆT =
(
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
)
,
Pour cet exemple, l’algorithme de Wedelin a trouvé une solution courante qui sa-
tisfait une contrainte. En suivant la même procédure, In-the-middle parcourt toutes les
contraintes jusqu’à ce qu’il trouve une solution admissible. Toutefois et dans la majorité
des cas, le vecteur des coûts réduits (c−piA) converge vers une solution non entière qui
contient des éléments de coûts nuls. Pour éviter cette situation, l’algorithme de Wedelin
adopte une approche heuristique qui permet de converger rapidement vers une solution
entière approchée.
78 CHAPITRE 4.
Figure 4.4 – Illustration du bruit ajouté aux coûts réduits.












Figure 4.5 – Fonction f(κ) = κ/(1−κ), utilisée dans l’expressions d’approximation des multipli-
cateurs Lagrangiens (équation (4.12)).
Heuristique de Wedelin
L’heuristique de Wedelin consiste à ajouter un bruit aux coûts réduits, afin d’aider l’al-
gorithme de descente par coordonnée à trouver une solution entière. La magnitude de
distorsion est déterminée par un paramètre κ, qui détermine le degré d’approximation.
Lorsque κ= 0, l’algorithme fonctionne sans approximation, et quand κ= 1, l’approxima-
tion est maximale. A cet égard, l’utilisation de ce paramètre 0 ≤ κ ≤ 1 est similaire à
l’utilisation du paramètre de température dans le recuit simulé (voir chapitre 1).
La recherche duale de descente par coordonnée est modifiée de la manière suivante. Au
lieu d’avoir une seule valeur pˆii par contrainte, l’algorithme associe pour chaque contrainte
i, deux valeurs différentes, (pˆii+ δ) et (pˆii− δ), avec
δ = κ1−κ(r[bi+1]− r[bi]) + l (4.12)
L’idée est de remplacer pˆii par (pˆii− δ) pour les variables qui obtiennent des coûts réduits
négatifs après une mise à jour de pˆii (en utilisant l’équation (4.11)). De manière similaire,
(pˆii+ δ) remplace pˆii pour les variables qui obtiennent des coûts réduits positifs.
L’expression κ/(1− κ) est un choix arbitraire effectué par Wedelin pour maintenir
l’amplitude de décalage dans l’intervalle [0,1] et pour permettre une convergence rapide
(Figure 4.5). Le paramètre l ≥ 0 est une perturbation aléatoire de petite valeur, ajoutée
aux coûts réduits pour assurer des valeurs non nulles tout au long du calcul (Figure 4.4).
L’algorithme 1 est un pseudo-code qui résume les étapes principales de l’heuristique
de Wedelin. En principe, il commence la résolution avec une solution initiale xˆ, qu’il
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Algorithm 1: Algorithme de base de Wedelin[Wedelin, 1995a]
Input : A ∈ {0,1}m×n, b ∈ Nm, c ∈ Rn
Output: xˆ ∈ {0,1} avec Axˆ= b et cxˆ minimisé ou message "Pas de solution"
1 Soit pˆi ∈ Rm, pˆi← 0, l ≥ 0, κ ∈ [0,1[
// Construire une solution initiale selon l’équation (4.4)
2 for j ∈ J do
3 if cj ≤ 0 then xˆj ← 1
4 else xˆj ← 0
5 while Les éléments de c ne changent plus de signe do
6 for i ∈ I do
// Calculer les coûts réduits (4.10)
7 for j ∈ J(i) do
8 rj ← cj−∑i∈I(j)aij pˆii
// Trier les coûts réduits dans un ordre croissant
9 r[1] < r[2] < ... < r[|J(i)|]
// Mettre à jour les multiplicateurs Lagrangiens (4.11), (4.12)
10 pˆii← pˆii+ 12(r[bi+1] + r[bi])
11 δ← κ1−κ(r[bi+1]− r[bi]) + l
12 for j ∈ J(i) do
13 if rj ≤ r[bi] then pˆi′i← pˆii− δ
14 else if rj ≥ r[bi+1] then pˆii← pˆi′i+ δ
15 cj ← rj +∑i∈I(j)aij pˆi′i
// Mettre à jour le vecteur de solution
16 for j ∈ J do
17 if cj ≤ 0 then xˆj ← 1
18 else xˆj ← 0
// Vérifier si la solution est admissible
19 if Axˆ= b then
20 return xˆ
21 Ajuster κ et l
22 return " Pas de solution"
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construit à partir du vecteur de coûts c (selon l’équation (4.4)). Il parcourt ensuite toutes
les contraintes du problème, en mettant à jour les multiplicateurs Lagrangiens, les coûts
réduits et le vecteur de solution. A la fin de chaque itération, l’algorithme met à jour le
paramètre d’approximation κ en augmentant sa valeur d’une itération à l’autre (la stra-
tégie de mise à jour de κ ainsi que celles des autres paramètres seront discutées dans la
section 4.4). Il s’arrête à la première solution admissible trouvée. Toutefois, si l’algorithme
ne trouve aucune solution et que le vecteur des coûts réduits ne change plus de signe, il
s’arrête pour afficher "Pas de solution".
4.3 Amélioration de l’algorithme de Wedelin
Une amélioration de l’heuristique de Wedelin a été présentée par [Mason, 2001]. Elle
consiste à utiliser, dans le calcul des coûts réduits, l’historique des modifications menées
lors des itérations précédentes.
Chaque variable xj est associée à un vecteur pj = (pij), i= 1, ...,m, où pij est la valeur
de préférence utilisée pour modifier le coût rj . Cette valeur pij spécifie le bonus ajoutée à
la fonction objectif par la colonne j lors de la satisfaction de la contrainte i. La matrice
P = (p1p2...pn) = (pij), i = 1, ...,m,j = 1, ...,n englobe toutes les valeurs de préférence. Le








La recherche duale est donc modifiée pour incorporer les valeurs de préférence P . Sup-
posons que nous avons des valeurs non nulles de préférences P et des variables duales
pˆi à l’itération courante. Pour mettre à jour une contrainte i, la première étape de l’al-
gorithme de Wedelin est de supprimer les préférences pij associées à cette contrainte.
[Mason, 2001] utilise une approche alternative qui préserve une fraction des préférences
en mettant pij ← θ.pij , j ∈ J(i), θ ∈ [0,1]. Utiliser θ > 0 encourage la nouvelle solution à
maintenir certaines similitudes avec la solution précédente. Autrement dit, l’algorithme
modifie les préférences de manière à préserver la satisfaction de la contrainte i lors du
traitement de la contrainte i+1. Il définit des préférences pij > 0 pour les variables xj = 1
de la contrainte i, diminuant ainsi les coûts correspondants à ces variables. De manière
similaire, il définit des préférences pij < 0 pour les variables xj = 0, ce qui augmente les
coûts correspondants à ces variables. Cela ce traduit par l’équation suivante :
pi[j] =
{
−δ si j ∈ [1], ..., [bi]
+δ si j ∈ [bi+ 1], ..., [|J(i)|] (4.14)
où [1], ..., [|J(i)|] est l’ordre des variables xj appartenant à la contrainte i, classées selon
l’ordre croissant des coûts réduits : r[1] < r[2] < ... < r[|J(i)|]. Dans cette équation (4.14), la
préférence pij est entièrement remplacée, et donc l’algorithme fait un seul pas en arrière
en considérant une seule itération. Une autre approche proposée par [Bastert et al., 2010]
consiste à ajouter les termes ±δ aux préférences pij au lieu de remplacer leurs valeurs.
pi[j] = pi[j]± δ (4.15)
Cela permet de maintenir l’historique complet dans la matrice P , avec des valeurs de pré-
férences à partir de la ième itération définie par θi. [Bastert et al., 2010] appelle la première
méthode de [Mason, 2001] "remplacement de préférences" et la seconde méthode "accumu-
lation de préférences".
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Comme la notion de préférence préserve l’historique de la satisfaction des contraintes,
[Mason, 2001] et [Bastert et al., 2010] proposent de traiter uniquement les contraintes vio-
lées au lieu de mettre à jour toutes les contraintes du problème. Ils proposent également de
fixer un nombre maximal d’itérations, car pour beaucoup de problèmes de programmation
linéaire, trouver une solution admissible est un problème NP-difficile. De plus, ils expriment
le vecteur de solution d’une manière différente. Au lieu d’utiliser directement l’équation
(4.4), ils utilisent le classement des coûts réduits, en mettant les variables x[1], ...,x[bk] à
1 et les variables x[bk+1], ...,x[|J(i)|] à 0, sachant que r[bk] et r[bk+1] sont respectivement le
premier et le deuxième petit élément du vecteur des coûts réduits. L’algorithme 2 résume
les étapes de la version améliorée de l’algorithme de Wedelin.
4.4 Difficulté du choix des paramètres
La performance de l’algorithme de Wedelin dépend du choix de ses principaux paramètres
κ ∈ [0,1[, l ≥ 0 et θ ∈ [0,1].
[Wedelin, 1995a] cite qu’il est difficile de connaître à l’avance la valeur du paramètre κ,
puisqu’elle dépend de l’instance à résoudre, i.e., chaque problème à un point de convergence
différent. Mais il confirme que la qualité de la solution est meilleure lorsque la valeur
de κ est faible à la convergence. Il interprète son algorithme de trois manières selon la
valeur de κ : comme une méthode exacte de la programmation linéaire pour κ = 0, un
algorithme de programmation dynamique non-sérial pour κ= 13 , et un algorithme glouton
pour κ= 1. En conséquence, il propose une stratégie de réglage qui consiste à commencer
avec une petite valeur de κ pour donner une indication sur le point de convergence puis de
l’augmenter lentement à chaque itération pour affiner la recherche dans cette zone critique.
Malheureusement, il n’a fourni aucun détail sur la manière de contrôler ce paramètre.
[Bastert et al., 2010] propose donc une fonction linéaire simple pour le contrôler,
κ= κmin+ max{0, i−w}∗κstep (4.16)
où i est le nombre des itérations effectuées et w le nombre des itérations où la valeur
de κ n’a pas changé. Généralement, nous mettons κmin à 0 et nous choisissons un pa-
ramètre additionnel κmax qui définit la valeur maximale permise de κ. Avec cette mé-
thode, nous avons la même taille du pas kstep jusqu’à la convergence. En effet, une
petite valeur de kstep entraînera un temps d’exécutions très long, alors qu’avec un pas
plus important, l’algorithme peut dépasser le point de convergence, et par conséquent
il ne trouvera aucune solution. Pour contourner ce problème en appliquant l’idée de
[Wedelin, 1995a], [Bastert et al., 2010] exprime le pas d’approximation en fonction du
nombre des contraintes violées, vu que ce dernier diminue de manière significative à la
convergence. Cela est effectué en utilisant, à chaque itération, la fonction suivante :
κnew←

κmin si i≤ w
κold+κstep( |R|m )α sinon (4.17)
où R est l’ensemble des contraintes violées et m est le nombre total de contraintes. α est
un nouveau paramètre nommé paramètre adaptatif, qui lie la taille du pas au nombre
actuel des contraintes violées. Utiliser α = 0 revient à utiliser la fonction linéaire (4.16)
ci-dessous où la taille du pas est fixe, alors qu’avec α > 0 la taille du pas diminue au fil de
la recherche. Toutefois, cette méthode dépend du problème à résoudre. Par exemple, soit
10−1 l’ordre de la fraction des contraintes violées pour certains problèmes et 10−3 pour
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Algorithm 2: Algorithme de Wedelin [Mason, 2001, Bastert et al., 2010]
Input : A ∈ {0,1}m×n, b ∈ Nm, c ∈ Rn
Output: xˆ ∈ {0,1} avec Axˆ= b et cxˆ minimisé ou message "Pas de solution"
1 Soit pˆi ∈ Rm, pˆi← 0, l ≥ 0, κ ∈ [0,1[
// Construire une solution initiale selon l’équation (4.4)
2 for j ∈ J do
3 if cj ≤ 0 then xˆj ← 1
4 else xˆj ← 0
5 while Nombre maximal d’itérations non atteint do
6 R←{i|∑j∈J aij xˆj 6= bi} // L’ensemble des contraintes violées
7 for i ∈R do
// Réduire l’influence des préférences locales
8 for j ∈ J(i) do
9 pij ← θ.pij
// Calculer les coûts réduits (4.13)
10 for j ∈ J(i) do
11 rj ← cj−∑i∈I(j)aij pˆii−∑i∈I(j)aijpij
// Trier les coûts réduits dans un ordre croissant
12 r[1] < r[2] < ... < r[|J(i)|]
// Mettre à jour les multiplicateurs Lagrangiens (4.11), (4.12)
13 pˆii← pˆii+ 12(r[bi+1] + r[bi])
14 δ← κ1−κ(r[bi+1]− r[bi]) + l
// Mettre à jour les variables et les préférences
15 for j = 1, ..., bi do
16 xˆ[j]← 1
17 pi[j]←+δ /* Alternativement: pi[j]← pi[j] + δ */
18 for j = (bi+ 1), ..., |J(i)| do
19 xˆ[j]← 0
20 pi[j]←−δ /* Alternativement: pi[j]← pi[j]− δ */
// Vérifier si la solution est admissible
21 if Axˆ= b then
22 return xˆ
23 Ajuster κ, l et θ
24 return "Pas de solution"
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d’autres problèmes. Mettant par exemple α = 1 pourrait être une bonne valeur pour le
premier cas. Mais pour le second cas, la taille du pas de κ serait trop petite pour obtenir
une solution dans un temps raisonnable. Choisir la valeur de α dépend donc du problème
à résoudre.
Pour le paramètre l, [Wedelin, 1995a] indique qu’une grande valeur de l accélère la
convergence, mais il n’a précisé aucune information sur l’existence d’une relation directe
avec la qualité de la solution. [Bastert et al., 2010] remarque qu’il existe une forte dépen-
dance entre ce paramètre et le vecteur de coûts c. Comme l est ajouté aux coûts réduits
r qui dépendent des coûts c, une valeur très grande de l (lmax(cj), j ∈ J) détruit com-
plètement les résultats alors qu’une valeur très petite (l  max(cj), j ∈ J) n’a presque
aucun impact sur l’heuristique. Pour éliminer cette dépendance, Bastert propose de nor-
maliser les coûts c à l’entrée de l’algorithme pour avoir des valeurs entre 0 et 1 (norme
l∞). Cela est effectué en divisant chaque élément cj par le plus grand élément du vecteur
des coûts max(|cj |), j ∈ J . De cette manière, la valeur choisie de l peut s’appliquer sur dif-
férentes fonctions objectif. Bastert cite également d’autres types de normalisation, comme
la norme l1 (diviser les coûts par∑j∈J |cj |) et la norme l2 (diviser les coûts par∑j∈J (cj)2 )
Concernant le paramètre θ qui contrôle l’historique de préférences, utiliser θ= 0 comme
dans la version de Wedelin élimine l’historique des itérations précédentes dans le calcul
courant. Alors que θ > 0 prend en considération les décisions antérieures. Généralement, il
est difficile de choisir le bon réglage puisque le choix du paramètre dépend de l’implémenta-
tion de l’algorithme et de l’instance à résoudre. Pour trouver le meilleur jeu de paramètres,
il semble intéressant d’appliquer une méthode de réglage automatique de paramètres (voir
chapitre 3). Nous présentons le réglage automatique des paramètres de l’algorithme de
Wedelin dans le chapitre suivant.
4.5 Généralisation de l’algorithme de Wedelin
La version de base de l’algorithme de Wedelin [Wedelin, 1995a] et la version améliorée
de [Mason, 2001] permettent de résoudre uniquement des problèmes linéaires avec des
contraintes d’égalité, des variables binaires et des coefficients en 0/1, comme le problème
de Set Partitiong (voir chapitre 2). Pour résoudre des problèmes avec des contraintes plus
générales, nous pouvons les transformer en cette forme basique, mais cela peut augmenter
la taille du problème d’une manière exponentielle. En conséquence, un traitement implicite
(dans l’algorithme) de la généralisation des contraintes peut améliorer la performance de
l’algorithme et la qualité des solutions. Dans cette optique, [Bastert et al., 2010] propose
une généralisation de l’algorithme de Wedelin pour traiter des contraintes d’inégalité avec
des variables entières et des coefficients entiers positifs ou négatifs.
4.5.1 Inégalités




xj ≤ bi, (4.18)
où bi et bi représentent, respectivement, les bornes inférieure et supérieure de la contrainte
i. Introduire une contrainte d’égalité est effectué en mettant bi = bi = bi.
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De manière générale, la transformation d’une contrainte d’inégalité en contrainte d’éga-
lité est effectuée en ajoutant des variables d’écart de coût nul. En effet, la contrainte
d’inégalité (4.18) est reformulée comme suit :∑
j∈J
xj +ei = bi, (4.19)
où 0 ≤ ei ≤ bi − bi est une variable d’écart de coût nul. Cependant, au lieu d’ajou-
ter ces variables d’écart explicitement au problème, comme dans [Wedelin, 1995a],
[Bastert et al., 2010] propose de traiter ces inégalités d’une manière implicite en modi-
fiant les étapes de mise à jour des contraintes.
Exemple : Soit la contrainte d’inégalité suivante :
2≤ x1 +x2 +x3 +x4 ≤ 4
Soit r le vecteur de coûts réduits rj correspondant aux variables xj , j = 1, ...,4 de cette
contrainte
r = (−1,2 −5,2 −3,1 2)
Après le classement des coûts réduits (ligne 12 de l’algorithme 2),
r2 =−5,2 < r3 =−3,1 < r1 =−1,2 < r4 = 2,
l’algorithme procède à la satisfaction de la borne inférieure en mettant les (bi = 2) premières
variables à 1, ici :
xˆ2 = 1, xˆ3 = 1
Ensuite, il procède à la satisfaction de la borne supérieure, en mettant
xˆj =
{
1 si rj < 0,
0 si rj > 0.
Cela correspond à
xˆ1 = 1, xˆ4 = 0
4.5.2 Coefficients en −1/0/1
Contrairement à [Wedelin, 2013] qui mentionne sans détail que l’algorithme In-the-
middle peut résoudre des problèmes avec des coefficient −1 en plus des coefficients 0
et 1, [Bastert et al., 2010] décrit sa méthode en détaillant toutes les étapes de l’algorithme.
Cela est résumé dans l’algorithme 3 qui décrit les différentes étapes de traitement
d’une contrainte d’inégalité avec des coefficients en −1/0/1. Après le calcul des coûts
réduits (lignes 1-11 de l’algorithme 2), l’algorithme repère les coefficients négatifs. Il inverse
ensuite leurs signes ainsi que ceux des préférences et des coûts réduits correspondants. Puis
il ajuste les bornes inférieure et supérieure de la contrainte traitée. Par exemple, pour une
contrainte i, nous avons :
bi ≤ x1 +x2−x3−x4 ≤ bi ⇒ bi+ 2≤ x1 +x2 +x′3 +x′4 ≤ bi+ 2 (i.e., x′3 = 1−x3
et x′4 = 1−x4)
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Avec ces étapes, le problème devient un problème avec des coefficients en 0/1. Nous pou-
vons donc le résoudre en utilisant l’algorithme 2 à partir de l’étape du calcul des coûts
réduits (ligne 13 de l’algorithme 2). A la fin du traitement de la contrainte, nous corrigeons
les bornes et le signe des coefficients, des préférences et des variables négatifs.
Algorithm 3: Traitement d’une contrainte d’inégalité avec des coefficients en
−1/0/1 [Bastert et al., 2010]. (Complément de l’algorithme 2)
// Exécuter l’algorithme 2 sur la contrainte i jusqu’au calcul des coûts réduits
1 Algorithm2 (lignes 1-11)
// Trouver les variables avec des coefficients négatifs
2 C←{j : aij < 0}
// Inverser le signe des coefficients négatifs, des préférences et des coûts
réduits correspondants
3 for j ∈ C do
4 aij ←−aij ; pij ←−pij ; rj ←−rj
// Ajuster les bornes supérieure et inférieure de la contrainte i
5 bi← bi+
∑
j∈C aij ; bi← bi+
∑
j∈C aij
// Exécuter l’algorithme 2 sur la contrainte i sans coefficients négatifs
6 Algorithm2 (lignes 12-20)
// Corriger les bornes
7 bi← bi−
∑
j∈C aij ; bi← bi−
∑
j∈C aij
// Corriger le signe des coefficients, des préférences et des variables à
coefficients négatifs
8 for j ∈ C do
9 aij ←−aij ; pij ←−pij ; xˆj ← 1− xˆj
Pour un cas général, [Bastert et al., 2010] aborde également le traitement des variables
entières et des coefficients dans N+. Son idée est de considérer chaque variable entière xj ,
avec une borne supérieure uj et un coût cj , comme un ensemble de uj variables binaires.
Il propose un traitement local de ces variables et des coefficients généraux lors de la mise
à jour des contraintes. Pour plus de détail, nous invitons le lecteur à se référer à l’article
[Bastert et al., 2010].
4.6 Conclusion du chapitre
Dans ce chapitre, nous avons présenté l’heuristique de base de Wedelin et son extension
pour traiter des problèmes avec une structure plus générale. Dans cette thèse, nous nous
intéressons aux problèmes avec des égalités ou des inégalités et des coefficients en −1/0/1
comme les problèmes de Set Packing, Set Covering et Set Partitioning (voir chapitre 2).
C’est pour cette raison que nous n’avons détaillé que ces deux extensions. Nous présentons
dans le chapitre suivant nos améliorations apportées sur l’algorithme de Wedelin et le
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Intéressés par la résolution des problèmes de partitionnement (voir chapitre 2), nous avons
implémenté en C++ la version généralisée de l’algorithme de Wedelin (voir algorithme 3,
chapitre 4). Le solveur s’appelle baryonyx1 [Maqrot et al., 2018a, Maqrot et al., 2018b].
Il a deux modes d’exécutions : un mode de résolution et un mode d’optimisation. Dans
le mode de résolution, baryonyx s’exécute une seule fois avec un objectif de satisfaire
toutes les contraintes du problème, il s’arrête à la première solution admissible trouvée.
Dans le mode d’optimisation, baryonyx fonctionne avec des exécutions répétées et simul-
tanées sur différents processeurs. Son objectif est d’améliorer la solution trouvée à chaque
exécution et d’indiquer la meilleure lorsqu’il atteint le temps limite.
Dans ce chapitre, nous présentons les extensions de l’algorithme de Wedelin implémen-
tées dans le solveur baryonyx, comme l’ordre de traitement des contraintes et le choix de
la solution initiale. Nous présentons également une synthèse de ses paramètres et leur ré-
glage automatique. A la fin de ce chapitre, nous évaluons la performance de baryonyx en
le comparant à d’autres solveurs de programmation linéaire, sur un ensemble d’instances
recueillies de plusieurs collections de problèmes.
5.2 Extensions de l’algorithme
5.2.1 Ordre des contraintes et des variables
Il est bien connu, en optimisation, que le choix de l’ordre des contraintes influe souvent
sur l’efficacité d’un algorithme. Inspirés du travail de [Bastert et al., 2010], nous avons
ajouté la possibilité de trier les contraintes à deux niveaux : au pré-traitement (avant la
résolution) et lors du traitement des contraintes violées (pendant la résolution).
Pré-traitement
L’objectif du pré-traitement est de simplifier l’ordre de traitement des contraintes, réduire
la taille du problème et éliminer les redondances (variables et contraintes par substitution).
En effet, baryonyx trie les variables selon leur ordre de déclaration dans la fonction
objectif puis dans la description des contraintes. Par exemple, pour un problème avec
quatre variables (x1, x2, x3 et x4),
min 3x4
s.c. x1 +x4 = 1
x1 +x2 +x3 +x4 = 1
x1,x2,x3,x4 ∈ {0,1},
baryonyx utilise l’ordre suivant : x4 <x1 <x2 <x3. Cet ordre est utilisé pour trier les va-
riables à l’intérieur des contraintes, permettant d’améliorer la mémoire cache en la rendant
plus rapide. Concernant les contraintes, l’utilisateur peut fixer l’ordre souhaité (égalité /
inégalité inférieure / inégalité supérieure) selon le type du problème à résoudre. En gé-
néral, les contraintes d’égalité sont les plus contraignantes (moins de possibilités pour les
satisfaire). Cela est montré par le tableau 5.1 qui présente un exemple sur le nombre de
solutions possibles pour satisfaire les trois types de contraintes. Le tableau montre que les
inégalités ont plus de possibilités de satisfaction par rapport aux égalités, avec un avantage
1https ://github.com/quesnel/baryonyx
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Contrainte Nombre de possibilités pour satisfaire la contrainte
x1 +x2 +x3 = 1 3 possibilités :
(x1 = 1,x2 = 0,x3 = 0)
(x1 = 0,x2 = 1,x3 = 0)
(x1 = 0,x2 = 0,x3 = 1)
x1 +x2 +x3 ≤ 1 4 possibilités :
(x1 = 0,x2 = 0,x3 = 0)
(x1 = 1,x2 = 0,x3 = 0)
(x1 = 0,x2 = 1,x3 = 0)
(x1 = 0,x2 = 0,x3 = 1)
x1 +x2 +x3 ≥ 1 7 possibilités :
(x1 = 1,x2 = 0,x3 = 0)
(x1 = 0,x2 = 1,x3 = 0)
(x1 = 0,x2 = 0,x3 = 1)
(x1 = 1,x2 = 1,x3 = 0)
(x1 = 0,x2 = 1,x3 = 1)
(x1 = 1,x2 = 0,x3 = 1)
(x1 = 1,x2 = 1,x3 = 1)
Table 5.1 – Nombre de possibilités pour satisfaire la contrainte x1 +x2 +x3 = (≤ ou≥)1.
pour les contraintes d’inégalité supérieure. De manière générale, nous avons n possibilités
pour satisfaire une contrainte x1 + ...+ xn = 1, (n+ 1) possibilités pour une contrainte
x1 + ...+xn ≤ 1 et (2n− 1) possibilités pour une contrainte x1 + ...+xn ≥ 1. En consé-
quence, classer les contraintes par catégories peut aider l’algorithme dans la résolution.
Pour résumer, les options implémentées dans baryonyx permettant un pré-traitement
de l’ordre de lecture des variables et des contraintes sont :
1. none : ordre des contraintes et des variables suivant le fichier d’entrée.
2. memory : ordre des contraintes suivant le fichier d’entrée, avec tri des variables dans
les contraintes.
3. lge : tri des contraintes selon leur type (≤ puis ≥ puis =), avec tri des variables.
4. leg : tri des contraintes selon leur type (≤ puis = puis ≥), avec tri des variables.
5. gle : tri des contraintes selon leur type (≥ puis ≤ puis =), avec tri des variables.
6. gel : tri des contraintes selon leur type (≥ puis = puis ≤), avec tri des variables.
7. elg : tri des contraintes selon leur type (= puis ≤ puis ≥), avec tri des variables.
8. egl : tri des contraintes selon leur type (= puis ≥ puis ≤), avec tri des variables.
Pour tenter de montrer l’utilité du pré-traitement, nous avons comparé les différentes
options. Nous avons choisi 30 instances du problème des 10-reines pondérées présenté dans
le chapitre 2, vu qu’il contient des égalités et des inégalités (uniquement inférieures). Le ta-
bleau 5.2 indique, pour chaque option du pré-traitement, la solution trouvée en exécutant
baryonyx en mode optimisation. En comparant l’option none (sans tri des variables) avec
l’option memory (avec tri des variables), nous remarquons que baryonyx avec memory
améliore 3 solutions sur 30 trouvées avec l’option none. Ce qui montre l’utilité du tri des
variables dans l’amélioration des solutions.
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Instances Optimum none memory le el
10-queens-problem-0 293 ∞ ∞ 300 ∞
10-queens-problem-1 222 ∞ ∞ ∞ ∞
10-queens-problem-2 308 343 343 309 343
10-queens-problem-3 187 222 214 245 214
10-queens-problem-4 246 246 246 246 246
10-queens-problem-5 206 206 206 206 206
10-queens-problem-6 261 ∞ ∞ ∞ ∞
10-queens-problem-7 278 ∞ ∞ 307 ∞
10-queens-problem-8 295 ∞ ∞ ∞ ∞
10-queens-problem-9 273 356 328 356 328
10-queens-problem-10 260 ∞ ∞ ∞ ∞
10-queens-problem-11 270 270 270 270 270
10-queens-problem-12 221 276 263 276 263
10-queens-problem-13 363 363 363 363 363
10-queens-problem-14 167 167 167 167 167
10-queens-problem-15 207 207 207 256 207
10-queens-problem-16 239 239 239 239 239
10-queens-problem-17 292 375 375 321 375
10-queens-problem-18 134 134 134 134 134
10-queens-problem-19 277 277 277 277 277
10-queens-problem-20 241 244 244 244 244
10-queens-problem-21 241 298 298 241 298
10-queens-problem-22 266 266 266 335 266
10-queens-problem-23 225 259 259 259 259
10-queens-problem-24 191 191 191 191 191
10-queens-problem-25 230 230 230 230 230
10-queens-problem-26 292 292 292 292 292
10-queens-problem-27 235 247 247 247 247
10-queens-problem-28 249 249 249 338 249
10-queens-problem-29 227 ∞ ∞ ∞ ∞
Meilleures solutions 16 19 18 19
Infaisabilités 7 7 5 7
Moyenne (µ) 245 259 257 266 257
Écart-type (σ) 45 61 59 57 59
Coef. (Cv = 100σµ ) 18% 24% 23% 21% 23%
Table 5.2 – Résultats de comparaison des différentes options du pré-traitement pour la résolution
de 30 instances du problème des 10-reines pondérées, générées avec des valeurs de
poids aléatoires.[baryonyx library, 2017]
Coût de la meilleure solution satisfaisant la totalité des contraintes, obtenu par ba-
ryonyx après 60 secondes d’exécution en mode optimisation en utilisant un seul
processeur.
∞ : problème infaisable (aucune solution trouvée en 60 secondes).
Optimum : solutions optimales obtenues par Cplex V12.8.
.
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Concernant les contraintes, nous n’avons que deux types : égalités (e) et inégalités
inférieures (l). Par conséquent, les options leg, lge et gle représentent le même ordre : l
puis e. Idem pour les options gel, egl et elg dont l’ordre est e puis l. De plus, pour chaque
instance, les contraintes sont classées par ordre d’égalité puis d’inégalité dans le fichier
d’entrée. Nous allons ainsi comparer deux classes d’options : (leg, lge et gle) noté ordre
le avec (memory, gel, egl et elg) noté ordre el. D’après les résultats du tableau 5.2, nous
avons 18 meilleures solutions et 5 cas d’infaisabilités pour les options d’ordre le, contre 19
meilleures solutions et 7 cas d’infaisabilités pour les options d’ordre el. Ce dernier ordre
a en moyenne la meilleure solution (257 contre 266 pour l’ordre le) mais avec une valeur
d’écart-type plus grande (59 contre 57). Pour classer les deux catégories d’options du
pré-traitement sur ce jeu d’instances, nous avons utilisé le coefficient de variation Cv, qui






où σ est l’écart-type et µ représente la moyenne. En se basant sur cette mesure, nous pou-
vons conclure que l’ordre le (inégalité inférieure puis égalité) est le meilleure pour résoudre
ce jeux d’instances du problème des 10-reines pondérées.
Suite à ces expérimentations, nous avons fixé, par défaut, l’option memory qui permet
de trier les variables sans modifier l’ordre de lecture des contraintes. Ce choix est éga-
lement basé sur l’existence d’une autre extension, permettant de classer les contraintes
violées lors de la résolution du problème (sous-section suivante). En conséquence, choisir
l’ordre de tri des contraintes violées doit prendre en considération l’ordre des contraintes
en pré-traitement. Par exemple, choisir un ordre aléatoire pour les contraintes violées an-
nule l’effet de classement des contraintes en pré-traitement.
Tri des contraintes violées
Trier les contraintes violées dans l’algorithme de Wedelin consiste à choisir un ordre de
traitement des éléments de l’ensemble R dans l’algorithme 2. Nous avons sept options :
1) garder l’ordre des contraintes comme spécifié dans le fichier d’entrée, 2) inverser leur
ordre, 3) utiliser un ordre aléatoire ou trier les contraintes selon un 4) ordre croissant ou




0 si li ≤∑j aij xˆj ≤ ui
lj−∑j aij xˆj si ∑j aij xˆj ≤ li∑




où li ≤∑j aijxj ≤ ui est la contrainte à satisfaire et xˆ la solution courante.
En plus de ces cinq options citées dans [Bastert et al., 2010], nous avons ajouté deux
options pour trier les contraintes violées selon leurs valeurs associées des multiplicateurs
Lagrangiens : 6) un ordre croissant ou 7) un ordre décroissant.
Les stratégies de tri des contraintes violées implémentées dans baryonyx sont ainsi :
1. none : ordre des contraintes dans le fichier d’entrée.
2. reversing : ordre inverse des contraintes dans le fichier d’entrée.
3. random : ordre aléatoire des contraintes
4. infeasibility-incr : ordre croissant selon la mesure de l’infaisabilité.
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5. infeasibility-decr : ordre décroissant selon la mesure de l’infaisabilité.
6. lagrangian-incr : ordre croissant selon les valeurs des multiplicateurs lagrangiens.
7. lagrangian-decr : ordre décroissant selon les valeurs des multiplicateurs lagrangiens.
Le tableau 5.3 présente les résultats expérimentaux de la résolution d’un ensemble
d’instances recueillies de plusieurs problèmes : problème des n-reines pondérées, problème
de Set Partioning et problème de Set Covering (voir chapitre 2). Dans ces expérimenta-
tions, nous avons exécuté baryonyx en mode optimisation en utilisant 20 processeurs et
un temps limite de 60 secondes.
Avec la stratégie lagrangian-decr, baryonyx trouve 8 meilleures solutions sur 16,
contre 7 avec lagrangian-incr, 6 avec infeasibility-decr ou random, et 5 avec none,
reversing ou infeasibility-incr. Pour analyser plus précisément ces résultats, nous avons
classé les stratégies pour chaque instance suivant les valeurs de solutions (de la meilleure
à la pire). Puis nous avons utilisé la moyenne des rangs pour faire un classement total
(dernière ligne du tableau 5.3). Les stratégies de classement par rapport aux valeurs de
multiplicateurs Lagrangiens (rang(lagrangian-decr)=1, rang(lagrangian-incr)=2) sont
en tête du classement, suivies des stratégies de classement par rapport à la mesure
d’infaisabilité (rang(lagrangian-decr)=2, rang(lagrangian-incr)=3), puis la stratégie de
tri aléatoire (rang(random)=4), et en dernier lieu les stratégies de tri suivant l’ordre
de lecture ou l’ordre inverse des contraintes dans le fichier d’entrée (rang(none)=5,
rang(reversing)=6).
Nous pouvons expliquer ce classement par le fait que chaque contrainte est liée à un
multiplicateur Lagrangien. Les valeurs de tous les multiplicateurs Lagrangiens permettent
de calculer une borne duale au problème primal. La meilleure borne possible est la so-
lution optimale au problème dual (maximum, si l’objectif du problème primal est une
minimisation) (voir chapitre 4). En conséquence, classer les contraintes selon les valeurs
des multiplicateurs Lagrangiens revient à les classer en fonction de leur contribution dans
le calcul de la borne duale. Le choix de l’ordre de tri des contraintes dépend de l’objectif
d’optimisation du problème primal. En d’autres termes, choisir un ordre décroissant en cas
de minimisation, oriente l’algorithme à satisfaire en premier, les contraintes contribuant
le plus dans la maximisation de la borne duale. Similairement, choisir un ordre croissant
en cas de maximisation revient à satisfaire en premier les contraintes contribuant le plus
dans la minimisation de la borne duale.
Pour les stratégies de tri des contraintes selon l’infaisabilité, nous constatons que mal-
gré leurs classements avantageux, elles ont presque le même nombre de meilleures solutions
(infeasibility-decr (6 solutions), infeasibility-incr (5 solutions)) que les stratégies random
(6 solutions), none (5 solutions) et reversing (5 solutions). Cela s’explique du fait que lors
du calcul de l’infaisabilité, nous pouvons avoir une même valeur pour plusieurs contraintes
et pour les classer, nous utilisons un tri aléatoire.
En se basant sur ces résultats, nous avons décidé de fixer la stratégie random (ordre
aléatoire) par défaut dans baryonyx. Ce choix vient du fait que cette stratégie ne dépend
pas de l’objectif du problème. De plus, elle garantit d’avoir un ordre différent à chaque
itération (changement de direction dans l’espace de recherche). Cela permet d’éviter les
cycles. En d’autres termes, éviter d’avoir le même ordre de traitement des contraintes (se
bloquer dans une même zone de recherche), ce qui n’aide pas à trouver une solution ou à
l’améliorer.

















































































































































































































































































































































































































































































































































































































































































































































































































Les autres stratégies restent comme options que l’utilisateur peut choisir pour résoudre
des instances avec un ordre de contraintes spécifiques.
5.2.2 (Ré)initialisation de solution
Comme l’algorithme de Wedelin s’exécute plusieurs fois dans baryonyx, nous avons dé-
cidé de changer à chaque itération la politique de (ré)initialisation de solution. Cela permet
de bien explorer les zones de recherche et d’éviter de se bloquer dans un optimum local
(principe des métaheuristiques). Nous avons trois manières pour construire une solution
initiale :
1. bastert : en fonction du vecteur des coûts (lignes 2-4 de l’algorithme 2, chapitre 4),
2. random : aléatoire, en utilisant un paramètre p ∈ [0,1] de la loi de Bernoulli. Ce
paramètre est une probabilité pour tirer la valeur 1 dans le vecteur solution (prendre
la valeur 1 avec une probabilité p et la valeur 0 avec une probabilité 1−p).
3. best : en utilisant la meilleure solution trouvée aux itérations précédentes. La pre-
mière exécution s’effectue avec la politique bastert.
De plus, nous avons ajouté trois politiques permettant d’alterner les trois stratégies
bastert, random et best pendant la résolution (une politique à chaque exécution de ba-
ryonyx) :
5. bastert-cycle : commencer par bastert puis alterner random > best > bastert,
6. random-cycle : commencer par random puis alterner best > bastert > random,
7. best-cycle : commencer par la politique bastert. Si l’algorithme ne trouve pas de so-
lution, il applique la politique random, sinon il utilise la meilleure solution trouvée
comme solution initiale à la prochaine itération. Ensuite, s’il améliore la solution
trouvée, il garde la politique Best, sinon il compte trois exécutions avant de basculer
vers la politique bastert. Puis il refait les mêmes étapes, en essayant d’améliorer la
meilleure solution trouvée. La figure 5.1 résume les différentes étapes de la politique
best-cycle.
Afin de diversifier plus la recherche de solution, nous avons utilisé le paramètre p
de la loi de Bernouli. L’objectif est de définir le pourcentage du vecteur solution sur
lequel s’applique une des politiques. Autrement dit, (ré)initialiser les valeurs de quelques
variables du vecteur solution. Ces variables sont choisies aléatoirement. Par exemple, pour
un vecteur de 10 variables,
xˆ=
(
xˆ1 xˆ2 xˆ3 xˆ4 xˆ5 xˆ6 xˆ7 xˆ8 xˆ9 xˆ10
)
,
fixer p= 0,5, (ré)initialise aléatoirement 5 variables du vecteur (xˆ1, xˆ2, xˆ4, xˆ7 et xˆ10 par
exemple) avec la politique choisie. Les valeurs des autres variables sont définies avec la
politique random.
Le tableau 5.4 présente les résultats de comparaison des six politiques de
(ré)initialisation (bastert, random, best, bastert-cycle, random-cycle et best-cycle)
appliquées sur 50% du vecteur solution (p = 0,5), plus la politique bastert sur la totalité
du vecteur solution (p = 1). Cette dernière représente la version basique de l’algorithme
de Wedelin (voir algorithme 2). Dans ces expérimentations, nous avons choisi le même en-
semble d’instances présenté dans la sous-section précédente 5.2.1 sur le tri des contraintes
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Figure 5.1 – L’algorithme best-cycle est conçu à la fois pour améliorer la diversification et pour
rechercher une meilleure solution lorsqu’une solution est trouvée. Chaque case repré-
sente une exécution complète de l’algorithme de Wedelin. Le solveur s’arrête lorsqu’il
atteint le temps limite.
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violées. Nous avons exécuté baryonyx en mode optimisation en utilisant 20 processeurs
et un temps limite de 60 secondes.
En comparant les solutions fournies par la version basique de bastert (p = 1) avec les
six politiques de (ré)initialisation sur 50% du vecteur solution, nous remarquons que la
politique best est la meilleure. Elle trouve 9 meilleures solutions sur 16, contre 7 pour la
politique best-cyle, 6 pour la version basique bastert (p = 1), 5 pour random et 3 pour
bastert (p= 0,5), bastert-cycle et random-cycle.
En regardant le classement par rapport à la moyenne des rangs de toutes les instances,
nous constatons que la politique best-cycle est en tête du classement, suivie de la politique
best, puis de bastert (p= 1) et bastert-cycle, et en dernier lieu de random et random-cycle.
En effet, construire une solution initiale en fonction de la meilleure solution trouvée aux
itérations précédentes (politique best) aide l’algorithme à intensifier et affiner la recherche
autour d’un optimum local (exploitation du voisinage). En outre, construite la solution
initiale d’une manière aléatoire (politique random) permet de diversifier les directions dans
l’espace de recherche. La politique bastert avec une probabilité p adopte également ce prin-
cipe de diversification, tout en gardant la politique de base de l’algorithme. Pour p= 0,5,
l’algorithme construit 50% de la solution en fonction du vecteur des coûts et 50% restante
d’une manière aléatoire. Idem pour la politique best (p= 0,5), 50% du vecteur solution est
construit avec la meilleure solution trouvée précédemment et 50% restante d’une manière
aléatoire. D’autre part, cycler les trois politiques bastert random et best permet d’alter-
ner entre la diversification, l’intensification et l’utilisation de la même solution. Cependant,
pour les deux politiques bastert-cycle et random-cycle, l’algorithme est incapable de choisir
la meilleure politique à chaque exécution vu que l’ordre est fixé par défaut. Au contraire, la
politique best-cycle effectue un choix en fonction de la solution trouvée, i.e., elle applique
best pour affiner la recherche autour d’une solution trouvée (optimum local), et change de
politique (random ou bastert) pour diversifier la recherche en cherchant un optimum global.
En somme, nous avons décidé de fixer la politique best-cycle par défaut avec une pro-
babilité de p = 0,5. Ce choix est effectué pour 1) diversifier la recherche de solution tout
en évitant d’aller dans la même direction de recherche (politique bastert avec p = 1), 2)
éviter de stagner dans un optimum local (politique best avec p = 1), 3) éviter de s’éloi-
gner de l’optimum en générant une solution entièrement aléatoire (politique random) et
4) éviter un mauvais choix de politique à chaque exécution (politiques bastert-cycle et
random-cycle).












































































































































































































































































































































































































































































































































































































































































































































































































































































5.2.3 Dépendance du paramètre l avec les coûts réduits
Comme présenté dans le chapitre 4, le paramètre l est une perturbation aléatoire de pe-
tite valeur, ajoutée aux coûts réduits pour assurer des valeurs non nulles tout au long du
calcul. Malheureusement, ce paramètre a une forte dépendance avec les valeurs des coûts
réduits. Une grande valeur de l détruit complètement les résultats alors qu’une petite va-
leur n’a presque aucun impact. Une des solutions est de normaliser les coûts à l’entrée de
l’algorithme pour n’avoir que des valeurs entre 0 et 1. Toutefois, choisir la bonne valeur
(proche de 0 ou de 1) dépend du problème à résoudre. Pour cela, nous avons adopté une
stratégie de réglage automatique qui privilégie l’effet mémoire.
Normalisation des coûts
Pour éviter la forte dépendance du paramètre l avec les valeurs des coûts, nous avons trois
types de normalisation, où nous divisons (une seule fois au début de l’algorithme ) chaque
élément cj , j ∈ J du vecteur des coûts par une valeur :
1. l1 : diviser par ∑j∈J |cj |
2. l2 : diviser par ∑j∈J (cj)2
3. l∞ : diviser par max(|cj |).
Dans la version améliorée de [Mason, 2001, Bastert et al., 2010], l’algorithme de We-
delin trie les éléments du vecteur des coûts réduits dans un ordre croissant (algorithme 2).
Or, ce vecteur peut avoir des valeurs similaires. Pour résoudre ce cas, nous avons ajouté
une quatrième option,
4. lrandom,
où nous modifions la normalisation l∞. L’idée est d’ajouter une petite valeur aléatoire aux




1 5 2 5 2 2 8
]
.
trier ses éléments tout en ayant des valeurs différentes revient à écrire :
rtrie =
[
1 2+ 2+ + 2+ ++ 5+ 5 + ++ 8
]
,
où le symbole + représente une petite valeur aléatoire qui tend vers zéro, avec +<++<
+ + +.
Réglage automatique du paramètre l
Comme présenté précédemment, la valeur du paramètre l dépend des valeurs des coûts
réduits. Choisir donc une valeur par défaut est très difficile, i.e., elle peut donner de bons
résultats ou les détruire complètement. En effet, nous avons réfléchi à un réglage automa-
tique en fonction des coûts réduits. Pour un vecteur de coûts réduits r, nous considérons




Ensuite, nous calculons la valeur de l en fonction de la valeur du paramètre θ, chargé de
contrôler l’historique de la satisfaction des contraintes :
l = v(1−θ). (5.4)
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Choix d’une stratégie de normalisation
Pour choisir une stratégie de normalisation par défaut, nous avons comparé les différentes
méthodes (none (sans normalisation), l1, l2, l∞ et lrandom) avec différents réglages du pa-
ramètre l : un réglage avec une valeur fixée (10−2 et 10−3) et le réglage automatique par
défaut. Le tableau 5.5 indique les résultats de comparaison sur le même ensemble d’ins-
tances utilisé dans les sous-sections précédentes. Nous avons exécuté baryonyx en mode
optimisation avec 20 processeurs et un temps limite de 60 secondes.
Nous avons considéré deux critères de comparaison. Pour chaque option de normali-
sation, nous avons calculé le nombre de meilleures solutions sur l’ensemble des instances.
Puis nous les avons classées en se basant sur la valeur de la moyenne des rangs de toutes
les instances.
En analysant les résultats, nous remarquons que les méthodes de normalisation l1 et
l2 sont généralement les moins bonnes quel que soit le réglage du paramètre l, i.e, elles
donnent moins de meilleures solutions et sont en dernier du classement par rapport aux
autres stratégies (none, l∞ et lrandom). Le classement de ces dernières varie selon le réglage
du paramètre l. Nous constatons que le réglage l = 10−2 donne des solutions de moins
bonne qualité en comparant au réglage automatique et au réglage l = 10−3. En outre,
la meilleure stratégie est l∞. Elle est en tête du classement avec le réglage automatique
et en deuxième lieu avec le réglage l = 10−3. La stratégie lrandom est également au pre-
mier rang du classement avec moins de meilleures solutions (3 face à 5) que la stratégie
l∞. Or, elle est moins bonne avec le réglage automatique (au 8ème rang face au 1er pour l∞).
D’après cette analyse, nous avons choisi de mettre la méthode de normalisation l∞
par défaut dans baryonyx, avec un réglage automatique du paramètre l. Pour avoir
plus de performance en terme de qualité de solutions, nous allons régler le paramètre l
en combinaison avec les autres paramètres du solveur. L’objectif est de définir un jeu de
paramètres optimisé pour une famille d’instances. Nous présentons dans la section suivante
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5.2.4 Traitement des cas particuliers
Nous avons décrit dans le chapitre 4 les étapes de l’algorithme de Wedelin (voir l’algo-
rithme 2) pour la résolution d’un problème linéaire en variable 0/1 (cas de minimisation).
Pour rappel, l’algorithme parcourt toutes les contraintes du problème en appliquant une re-
cherche duale de descente par coordonnées. Autrement dit, il parcourt tous les éléments du
vecteur pˆi de multiplicateurs Lagrangiens (variables duales). Pour satisfaire une contrainte
i : ∑j aijxj = bi, l’algorithme met à jour le multiplicateur Lagrangien pˆii. Pour le faire, il
trie les coûts réduits (calculés par l’équation 4.13) dans un ordre croissant. Puis, il calcule
pˆii en fonction du bième et (bi+ 1)ème petits éléments selon l’équation suivante :
pˆii = pˆii+
1
2(r[bi] + r[bi+1]). (5.5)
Par exemple, pour une contrainte
x1 +x2 +x3 +x4 = 2
avec un vecteur trié de coûts réduits
r =
(
−4 −3 1 4
)
,




Or, pour une contrainte d’égalité avec un second membre nul (bi = 0), comme
−x1−x2 +x3 +x4 = 0,
l’utilisation de l’équation (5.5) est impossible, car le (bi = 0)ème petit élément du vecteur
des coûts réduits n’existe pas. Idem pour une contrainte d’égalité où le nombre de variables
est égale à la valeur du second membre, comme
x1 +x2 +x3 +x4 = 4,
le (bi+ 1) = 5ème élément du vecteur des coûts réduits n’existe pas.
Nous avons donc modifié l’équation (5.5) pour traiter ces cas particuliers.
Contrainte d’égalité avec un second membre nul





Contrainte d’égalité avec un second membre égal au nombre de variables





5.3 Réglage automatique des paramètres
5.3.1 Synthèse des paramètres
Le tableau 5.6 récapitule les différents paramètres de baryonyx, classés en deux catégo-
ries : les paramètres numériques continus et les paramètres catégoriques de type chaîne
de caractères. Ce dernier type représente les extensions de l’algorithme décrites dans ce
chapitre (voir la sous-section 5.2). Suite à des expérimentations, nous avons fixé ces para-
mètres (choix par défaut dans baryonyx) :
• preprocessing = memory
• constraint-order = random
• init-policy = best-cycle
• norm = l∞
• p= 0,5
Concernant les paramètres numériques, nous avons remarqué, en pratique, que leurs va-
leurs dépendent du problème à résoudre. Les régler manuellement pour chaque problème
demande beaucoup de temps et ne garantit pas d’avoir la meilleure configuration. En
conséquence, une des solutions est d’utiliser une méthode de réglage automatique. De
plus, appliquer une méthode d’analyse de sensibilité avant le réglage permet de réduire le
temps de ce dernier en se focalisant sur les paramètres les plus importants.
5.3.2 Choix des méthodes de réglage
Dans le chapitre 3, nous avons présenté un panorama de méthodes d’analyse de sensibilité,
que nous avons classé en deux catégories :
• Des méthodes de sensibilité locale dont l’objectif est d’étudier la variabilité d’un seul
paramètre en fixant les autres.
• Des méthodes de sensibilité globale qui s’intéresse à l’ensemble des domaines de va-
riation des paramètres, qui qualifient (comme la méthode de Morris) ou quantifient
(comme la méthode de Sobol) l’influence des paramètres d’une méthode d’optimisa-
tion sur le résultat fourni.
Choisir une méthode adéquate nécessite de spécifier clairement les objectifs de l’analyse.
En effet, nous cherchons à trouver un jeu de paramètres qui conduit à des performances
optimales pour un ensemble d’instances donné d’un problème posé, avec un contrat de
temps fixe. Donc, nous nous intéressons nécessairement aux méthodes d’analyse de sensi-
bilité globale.
Dans cette optique, nous avons présenté dans le chapitre 3, deux grilles de sélection
d’une méthode d’analyse de sensibilité globale. La sélection dépend du niveau de connais-
sance du modèle (boîte noire (Figure 3.4, chapitre 3) ou boîte blanche (Figure 3.5)), la
nature de ses paramètres (discret ou continu) et leurs domaines de variation. Nous consi-
dérons baryonyx comme un modèle boîte noire déterministe.





































































































































































































































































































































































































































































































































































































































































De ce fait, nous considérons la première grille de sélection (Figure 3.4) dont le choix
d’une méthode dépend du nombre et de la nature des paramètres. Si tous les paramètres
sont discrets, les méthodes utilisables sont les plans d’expériences. Si ils sont continus, la
première approche à appliquer est la méthode de Morris. Pour plus de précision, la grille
propose des méthodes gourmandes en nombre de simulations comme la méthode de Sobol.
En cas d’un nombre important de paramètres, la méthode recommandée est l’approche de
criblage par groupes.
D’après le tableau 5.6, baryonyx a dix paramètres numériques à régler : huit continus
et deux discrets. Comme les paramètres sont majoritairement continus, nous avons choisi
la méthode de Morris en ne considérant que des valeurs continues (nous prenons l’arrondi
pour les deux paramètres discrets). Ce choix répond à notre objectif qui consiste à classer
les paramètres par rapport à leur influence sur le résultat afin de régler uniquement les
paramètres importants.
Concernant le réglage automatique, nous avons présenté dans le chapitre 3 différents
types de méthodes : 1) Optimisation séquentielle à base de modèles (SMBO) pour les
situations où le nombre de paramètres est grand, 2) les méthodes de Racing basées sur des
tests statistiques qui sont souvent utilisés pour choisir un algorithme de résolution pour
une application quelconque, 3) les plans d’expériences qui sont limités au réglage d’un
nombre restreint de paramètres (par exemple, 5 paramètres pour l’outil CALIBRA), 4) la
recherche locale comme la méthode paramILS qui est limitée au réglage des paramètres
catégoriques (elle nécessite de discrétiser à priori les domaines de variation dans le cas des
paramètres numériques), et 4) les méthodes évolutionnaires comme le paquet rgenoud
qui est plus adapté au réglage des paramètres continus. Ayant une dizaine de paramètres
numériques, nous avons choisi d’utiliser le paquet rgenoud dans un contexte continu.
5.3.3 Protocole de réglage des paramètres
Nous cherchons à définir un jeu de paramètres universel pour une famille d’instances d’un
problème donné. Le protocole consiste à :
1. Choisir un ensemble d’apprentissage
Nous sélectionnons 20% d’instances de l’ensemble total. Pour cela, nous choisissons
une instance sur cinq classées par ordre alphabétique. Ce choix est effectué pour
sélectionner un ensemble d’apprentissage qui représente, si possible toutes les sous-
familles d’instances.
2. Calculer la qualité d’un jeu de paramètre
La qualité d’un jeu de paramètre (x1, . . . ,xK) est calculée comme suit. Première-
ment, nous exécutons, d’une manière parallèle, notre solveur baryonyx sur chaque
ensemble d’apprentissage, en utilisant le réglage de paramètres de wedelin good
modifié2 (voir Table 5.9). Chaque exécution utilise Γ′ processeurs3 en parallèle pen-
dant un temps limite. Nous collectons les meilleures solutions linite et les pires solu-
tions uinite trouvées par Algorithm 1 à chaque instance e. Si aucune solution n’est
trouvée, nous supprimons cette instance de l’ensemble d’apprentissage. Dans cette
2nous fixons α = 1, p = 0.5 avec la politique de (ré)initialisation de solution best-cycle, et un ordre
aléatoire des contraintes violées à chaque itération.
3Dans nos expérimentations, nous utilisons un petit nombre de processeurs Γ′ = 3 dans la phase de
réglage de paramètres par rapport à la phase de résolution (Γ = 30).
5.3. RÉGLAGE AUTOMATIQUE DES PARAMÈTRES 105
Figure 5.2 – Protocole appliqué pour l’analyse de sensibilité des paramètres de baryonyx, en
utilisant la méthode de Morris.
phase d’apprentissage, la qualité normalisée d’un jeu de paramètres est obtenue en
calculant la moyenne (sur les V instances valides d’apprentissage) de la distance
relative par rapport aux meilleures solutions initiales :







Si aucune solution n’est trouvée pour une instance quelconque, nous supposons que
le = 10uinite . Lorsque y > 1, cela veut dire que nous avons trouvé un jeu de paramètres
meilleur que celui de wedelin good.
3. Appliquer une analyse de sensibilité
Nous avons choisi la méthode de Morris. Cette dernière génère un plan d’échan-
tillonnage, i.e., un ensemble de jeux de paramètres candidats. Ce plan est définit en
fonction du nombre de paramètres à régler N , du niveau de discrétisation de leurs
domaines de définition Q, du nombre de trajectoires r, et de la longueur du pas
de déplacement δ entre deux points d’une trajectoire (voir chapitre 3 pour plus de
détails). Le solveur à régler, baryonyx, s’exécute avec chaque jeu de paramètres
candidat pour l’ensemble des instances d’apprentissage. Les valeurs des solutions
obtenues sont normalisées (selon l’équation 5.8). Ensuite, leur moyenne est renvoyée
à Morris. Ce dernier analyse les résultats et élabore un graphique qui classe les pa-
ramètres selon leur impact sur la variation de la solution. La figure 5.2 résume les
différentes étapes du protocole appliqué.
4. Régler automatiquement les paramètres les plus importants
Pour régler les paramètres les plus importants définis par Morris, nous avons choisi
le paquet rgenoud, que nous avons appliqué sur le même ensemble d’apprentissage.
rgenoud se base sur les algorithmes génétiques. Au début, il construit une popula-
tion initiale, où chaque individu représente un jeu de paramètres. Ensuite, baryonyx
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Figure 5.3 – Protocole appliqué pour le réglage automatique des paramètres de baryonyx, en
utilisant le paquet rgenoud
évalue chaque jeu de paramètres candidat sur les instances d’apprentissage. Il nor-
malise les solutions trouvées (des valeurs entre 0 et 1) et calcule leur moyenne. Pour
créer une nouvelle génération, rgenoud sélectionne des individus de la population
initiale. Puis, il utilise des opérateurs de croisement et de mutation pour construire
une population enfant (voir les méthodes approchées, chapitre 1). À la fin de chaque
génération, une méthode de quasi-Newton BFGS (voir chapitre 3) est appliquée sur
la meilleure solution produite. Cette méthode utilise des informations sur les déri-
vées dans le voisinage des optima locaux. Elle permet une convergence rapide vers
l’optimum global si cette solution est dans le voisinage correct.
Pour arrêter la recherche du jeu de paramètre optimisé, nous avons choisi le nombre
de générations comme critère d’arrêt (fixé à 10 générations dans nos expérimenta-
tions). La figure 5.3 résume les étapes du protocole de réglage adopté.
5. Appliquer le jeu de paramètres optimisé sur l’ensemble des instances




Nous avons conduit nos expérimentations sur un ensemble d’instances, de différentes
tailles, recueillies de plusieurs problèmes d’optimisation combinatoire : problème des n-
reines pondérées, problème de Set Partioning, problème de Set Packing et problème de
Set Covering (voir chapitre 2).
Instances nqueens [CFLib, 2018]
Les instances nqueens représentent le problème des n-reines pondérées. Son objectif est
de placer les n reines dans un échiquier de taille n×n, de manière à avoir une reine par
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rangée, colonne, et au plus une reine par diagonale ascendante et diagonale descendante.
Chaque case est associée à un coût. Nous cherchons donc une combinaison avec un coût
minimal. Nous avons crées ces instances par un générateur automatique4 avec des coûts
choisis aléatoirement entre 1 et n. Nous avons 8 instances avec des tailles différentes : de
8 à 1000 reines.
Instances MIPLIB [MIPLIB, 2010]
MIPLIB est une bibliothèque électronique qui contient des instances de différents types de
problèmes, que se soit avec des variables entières ou mixtes. Intéressés par les problèmes
linéaires avec des variables bivalentes et des coefficients de contraintes en −1/0/1, nous
avons choisi uniquement des instances appartenant à cette catégorie de problèmes5. A sa-
voir les problèmes de Set Packing, de Set Covering et de Set Partitioning. Au total, nous
avons 29 instances : 19 instances faciles qui peuvent être résolues en une heure en utilisant
un solveur commercial, 2 instances de difficulté moyenne et 8 instances difficiles dont les
solutions optimales sont inconnues.
Instances SPP et SCP [Beasley, 1990a]
L’ensemble de test comprend 55 instances du problème de Set Partioning (SPP)6 et
30 instances du problème de Set Covering (SCP)7. Ces problèmes sont tirés de la bi-
bliothèque [Beasley, 1990a] et décrits dans l’article [Beasley, 1990b]. Les problèmes SPP,
inspirés de la planification des équipages aériens, ont été fournies par K.L. Hoffman
and D. Levine. Un sous-sous ensemble de ces problèmes a été résolu initialement dans
[Hoffman and Padberg, 1993]. Concernant les problèmes SCP, les instances utilisées dans
nos tests proviennent de [J.E.Beasley, 1987].
Instances Telebus [Borndörfer, 1998]
Le problème de Telebus8 consiste à programmer des tournées de véhicules pour des per-
sonnes handicapées. L’objectif est de fournir un service ponctuel avec un minimum de
coûts, en respectant un ensemble de contraintes, comme la capacité des véhicules et les
pauses obligatoires. Le problème a été modélisé en utilisant l’approche de partitionne-
ment, qui contient deux étapes. La première étape "clustering" identifie tous les circuits
de bus possibles permettant de transporter plusieurs personnes à la fois. L’objectif est de
sélectionner un ensemble de trajets de sorte que la distance de déplacement du véhicule
soit minimale. Dans la seconde étape "chaining", les trajets sélectionnés sont enchaînés
pour générer des circuits de bus respectant la totalité des contraintes avec l’objectif de
minimiser la distance totale parcourue par les véhicules. Ces deux étapes représentent
des problèmes de Set Partitioning. Pour tester la résolution de ce problème de Telebus,
[Borndörfer, 1998] proposent 14 problèmes de "clustering" pour deux périodes différentes :
(v0415-v0421) pour avril 15–22-1996 et (v1616-v1622) pour septembre 16–22-1999. Les 5








au vendredi, alors que les deux derniers correspondent au week-end. Les résultats de "clus-
terning" ont été utilisés pour construire les 14 instances de "chaining" correspondantes :
(t0415–t0421) pour le mois d’avril et (t1716–t1721) pour le mois de septembre.
Instances CSPLib022 [Suniel, 1999]
CSPLib est une bibliothèque électronique regroupant un ensembles de problèmes classés
par catégories. Nous avons choisi une famille d’instances de la catégorie des problèmes
d’ordonnancement. Il s’agit du problème prob0229 contenant 12 instances du problème de
planification des chauffeurs de Bus, modélisé sous forme du problème de Set Partitioning.
Les instances proviennent de trois compagnies de bus différentes : Reading (r1 à r5a),
CentreWest Ealing area (c1, c1a et c2) et the former London Transport (t1 et t2).
Instances UAI Eval [Hurley et al., 2016]
Nous avons 113 instances de modèles graphiques probabilistes ou déterministes convertis
en un problème de Set Partitioning. La plupart ont une formulation objectif non linéaire
(souvent quadratique). Ces modèles proviennent de plusieurs domaines de recherche, à
savoir la segmentation d’images et la conception de protéines. [Hurley et al., 2016] pré-
sentent ces instances en indiquant leurs sources de téléchargement. Elles sont regroupées
dans la librairie evalgm10. Ces 113 instances représentent une sélection d’instances diffi-
ciles, pour la plupart non résolues [Ouali et al., 2017].
Instances VCS [Zaghrouti et al., 2014]
Nous avons deux instances VCS du problème de planification générées aléatoirement.
VCS1200 est une instance de taille moyenne du problème de planification des chauffeurs
(∼1200 contraintes × 130000 variables), et VCS1600 une instance de grande taille du pro-
blème de la planification des tournées de véhicules (∼1600 contraintes × 500000 variables).
Les solutions optimales de ces problèmes sont connues, trouvées par gencol11. D’après
[Zaghrouti et al., 2014], CPLEX ne parvient pas à trouver une solution admissible pour
l’instance la plus large au bout de 10 heures d’exécution.
5.4.2 Protocole expérimental du réglage des paramètres
Pour résoudre la collection des problèmes (présentée ci-dessus) par notre solveur baryo-
nyx, nous procédons au réglage automatique de ses paramètres, en se basant sur le pro-
tocole décrit dans la sous-section 5.3.3. Le tableau 5.7 présente les paramètres à régler
(N = 9) avec leurs domaines de variation (voir tableau 5.6 pour une description complète).
Premièrement, nous avons constitué un ensemble d’apprentissage, en sélectionnant 20%
d’instances de chaque famille de problèmes. Ensuite, nous avons appliqué la méthode de
Morris pour étudier la sensibilité des paramètres à régler. En d’autres termes, analyser
l’effet de variation des valeurs des paramètres sur la variabilité du résultat.
9http://www.csplib.org/Problems/prob022
10http://genoweb.toulouse.inra.fr/~degivry/evalgm/
11gencol est un logiciel commercial développé par le centre de recherche GERAD. Il appartient à la
société AD OPT, une division de KRONOS.
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Paramètre Gamme de variation
i [ 102 , 105 ]
w [ 0 , 100 ]
θ [ 0 , 1 ]
l [ 10−3 , 10−1 ]
κmin [ 0 , 5×10−1 ]
κstep [ 10−4 , 10−2 ]
κmax [ 6×10−1 , 1 ]
α [ 0 , 2 ]
p [ 10−4 , 1−10−4 ]
Table 5.7 – Paramètres de baryonyx à régler, avec leurs domaines d’analyse.
Analyse de sensibilité : application de la méthode de Morris
L’analyse est réalisée avec une discrétisation de la gamme de variation de chaque paramètre
en Q= 10 niveaux, avec une longueur de pas égale à δ = 5. Le croisement de ces niveaux
définit un ensemble de (QN = 109) nœuds. Le plan d’échantillonnage est constitué d’une
suite de r = 50 trajectoires aléatoires, passant chacune par (N + 1 = 10) nœuds (chaque
paramètre ne varie qu’une seule fois par trajectoire). L’analyse est donc effectuée avec
50× (9+1) = 500 nœuds. Autrement dit, 500 jeux de paramètres candidats pour explorer
le comportement du solveur baryonyx.
La mise en œuvre est effectuée sous le logiciel R en utilisant le paquet Morris
[Pujol et al., 2012]. Pour chaque jeu de paramètre candidat (nœud d’une trajectoire),
baryonyx s’exécute pendant 60 secondes en mode optimisation en utilisant 3 processeurs
pour la résolution parallèle de l’ensemble d’apprentissage (3 processeurs pour chaque
instance). En conséquence, le temps écoulé pour effectuer l’analyse est de 500×60 = 30000
secondes.
En se basant sur les résultats induits par l’utilisation de l’ensemble des jeux de para-
mètres, Morris calcule les indices de sensibilité : la moyenne des valeurs absolues des effets
élémentaires µ∗ et leur variance σ sur les r trajectoires. Nous synthétisons ces résultats
dans le graphique de Morris, qui combine µ∗ et σ pour l’ensemble des paramètres.
Interprétation des résultats de l’analyse de sensibilité
Nous avons obtenu presque le même graphique des indices de Morris pour les familles
d’instances nqueens, MIPLIB, SPP, Telebus, CSPLib022 et UAI Eval, avec le même clas-
sement des paramètres. La figure 5.4 représente, comme exemple, le graphique des indices
de Morris pour la famille d’instances CSPLib022. La figure montre trois classes de para-
mètres :
1. i, p, w, α et κmax :
Des paramètres avec des valeurs (µ∗,σ) égales ou très proches de l’origine (0,0). Ces
paramètres ont un effet négligeable sur la résolution de ces familles d’instances. Par
exemple, choisir une valeur entre 6.10−1 et 1 pour le paramètre κmax ne modifierait
pas la résolution, car la solution est toujours trouvée avant d’atteindre κmax = 6.10−1.
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Figure 5.4 – Graphique des indices de Morris (la moyenne des valeurs absolues des effets élémen-
taires µ∗ et leur variance σ) pour la famille d’instances CSPLib022.
2. l, κmin et θ :
Des paramètres avec des valeurs (µ∗,σ) différentes de l’origine (0,0), mais qui ne sont
pas très élevées. Cela veut dire que dans les domaines de variation de ces paramètres,
il existe peu de valeurs qui peuvent modifier le résultat fourni par baryonyx. Par
exemple pour le paramètre κmin qui consiste à définir la valeur initiale d’approxi-
mation. Si nous commençons avec une petite valeur, l’algorithme met beaucoup de
temps pour trouver une première ou même une bonne solution. Si nous choisissons
une grande valeur, nous risquons de limiter notre espace de recherche en éliminant la
zone qui contient la solution. Avec deux valeurs de κmin entre ces deux dernières, le
résultat de résolution pourrait être le même. Également pour le paramètres l (bruit
aléatoire ajouté aux coûts réduits) et θ (chargé de contrôler l’historique de la satis-
faction des contraintes), à partir d’une valeur ou avant cette valeur, le résultat de
résolution de ces familles d’instances pourrait être le même.
3. κstep :
Un paramètre avec des valeurs très élevées de µ∗ et σ qui sont du même ordre. Ce
paramètre κstep joue un rôle très important dans la résolution de ces familles d’ins-
tances. Autrement dit, la performance de baryonyx est très sensible à la variation
de ce paramètre, varier sa valeur peut changer complètement le résultat de résolution.
La seule famille d’instances où nous avons obtenu un classement de paramètres différent
est celle de SCP [Beasley, 1990b]. La figure 5.5 présente le graphique des indices de Morris
correspondant. De manière similaire à l’exemple précédent, ce graphique montre trois
catégories de paramètres :
1. i, θ, w, α et κmax :
Des paramètres avec des valeurs nulles : (µ∗,σ) = (0,0), qui n’ont pas d’effet sur la
résolution de cette famille d’instances.
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Figure 5.5 – Graphique des indices de Morris (la moyenne des valeurs absolues des effets élémen-
taires µ∗ et leur variance σ) pour la famille d’instances SCP.
2. κmin, p et κstep :
Des paramètres avec des valeurs (µ∗,σ) différentes de l’origine (0,0), mais qui ne sont
pas très élevées.
3. l :
Un paramètre avec des valeurs très élevées de µ∗ et σ qui sont du même ordre.
Cette famille d’instances SCP représente le problème de Set Covering, où les contraintes
ont beaucoup plus de possibilités de satisfaction (inégalités supérieures) par rapport à
celles du problème de Set Partitioning (égalités) ou du problème des n-reines pondérées
(inégalités inférieures). Le tableau 5.1 présente un exemple sur le nombre de possibilités
pour satisfaire les trois types de contraintes.
En conséquence, le classement des paramètres par rapport à leurs sensibilités (Figure
5.5) n’est pas le même que pour les autres familles d’instances (Figure 5.4). En effet, comme
les problèmes SCP ont un nombre important de solutions admissibles, le paramètre κstep
qui définit le degré d’approximation n’a pas beaucoup d’importance, car quel que soit sa
valeur, nous trouvons souvent une solution admissible. En revanche, la variation du para-
mètre p (qui fixe le pourcentage de (ré)initialisation du vecteur solution) a un effet sur le
résultat de la résolution, vu qu’il permet de diversifier la direction de recherche et donc
de trouver une solution différente. Concernant le paramètre θ, nous remarquons qu’il n’a
pas d’effet sur ce jeu d’instances. Nous pouvons expliquer cela du fait que l’algorithme n’a
pas besoin de l’historique des itérations précédentes sur la satisfaction des contraintes, vu
le nombre important de possibilités de satisfaction.
Concernant les instances VCS qui sont de grandes tailles, trouver une solution admis-
sible est déjà un problème difficile. Par conséquent, 60 secondes d’exécution de baryonyx
est insuffisante pour résoudre ces problèmes. Au lieu de modifier les conditions, nous avons
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Table 5.8 – Résultat de l’analyse de sensibilité (méthode de Morris) : classement des paramètres
de baryonyx selon leur effet sur la variabilité des solutions.
considéré le même classement des paramètres trouvé pour les ensembles d’instances de type
SPP, vu que les VCS sont également des problèmes de Set Partitioning (SPP).
Pour résumer, le tableau 5.8 présente, pour toutes les familles d’instances, les para-
mètres jugés les plus importants par Morris, ainsi que les paramètres avec effet négligeable
sur la variabilité des solutions.
Choix des valeurs des paramètres avec effet négligeable
Pour fixer les valeurs des paramètres avec effet négligeable sur la variabilité de la résolution,
nous nous sommes basés sur les valeurs des paramètres fournis par [Bastert et al., 2010].
Ces derniers proposent deux jeux de paramètres selon l’objectif cherché (voir Tableau 5.9) :
• Réglage wedelin fast qui est un compromis entre la qualité et la rapidité de réso-
lution.
• Réglage wedelin good dont l’objectif est la qualité des solutions avec un temps de
résolution raisonnable.
Basés sur les deux réglages wedelin fast et wedelin good, nous avons fixé un
réglage par défaut des paramètres de baryonyx, que nous avons validé par des expéri-
mentations. La troisième colonne du tableau 5.9 présente les valeurs choisies : κmin = 0,
κstep = 1×10−3 et κmax = 6×10−1 pour éviter de dépasser le point de convergence (élimi-
ner, de la recherche, une zone contenant la solution), θ= 5.10−1 (valeur intermédiaire entre
les deux réglages fast et good) pour utiliser l’historique de la satisfaction des contraintes,
w = 20 pour tenter de résoudre le problème sans approximation, α = 1 pour exprimer la
taille du pas d’approximation κ en fonction du nombre des contraintes violées (affiner la
recherche lors de la convergence, voir section 4.4). Pour le paramètre l, nous avons choisi
le réglage automatique que nous avons présenté dans la sous-section 5.2.3. Concernant le
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Paramètre Réglage
wedelin fast wedelin good baryonyx par défaut
κmin 0 0
κstep 1×10−3 2×10−4 1×10−3
κmax 6×10−1 6×10−1
θ 4×10−1 6×10−1 5×10−1









Table 5.9 – Réglage des paramètres de l’algorithme de Wedelin : deux réglages wedelin fast et
wedelin good proposés par [Bastert et al., 2010], plus notre réglage par défaut de
baryonyx.
paramètre i qui définit le nombre des itérations, [Bastert et al., 2010] ne proposent aucune
valeur. En conséquence, nous l’avons fixé à une valeur par défaut égale à 100.000.
Raglage automatique : application de la méthode de GENOUD
Nous avons effectué le réglage automatique des paramètres importants pour chaque fa-
mille d’instances. Nous avons utilisé le paquet rgenoud [Mebane and Sekhon, 2012] sous
le logiciel R. Le réglage est réalisé avec un nombre maximal de générations égal à 10. A
chaque génération, nous avons une population de 100 individus. Donc, rgenoud propose
approximativement 1000 individus (1000 jeux de paramètres).
Pour chaque jeu de paramètres candidat, baryonyx résout en parallèle les instances
d’apprentissage (20%) d’une famille quelconque. Il s’exécute pendant 60 secondes en mode
optimisation en utilisant 3 processeurs. Par conséquent, le temps écoulé pour effectuer
l’analyse est de 1000×60 = 60000 secondes.
À la fin de chaque génération, rgenoud affiche pour tout paramètre réglé : la meilleure
valeur trouvée, la moyenne de toutes les valeurs et leur variance. Le tableau 5.10 résume
pour chaque famille d’instances, le meilleur réglage trouvé par genoud au bout de 10
générations.
Comparaison du réglage optimisé de rgenoud avec des réglages statiques
Pour évaluer l’utilité de notre approche de réglage automatique des paramètres, nous
avons comparé les résultats de résolution de plusieurs familles d’instances (queens, MI-
PLIB, SPP, Telebus, CSPLib022, UAI Eval et VCS), en utilisant baryonyx avec des
réglages statiques (baryonyx par défaut, baryonyx fast et baryonyx good) et avec
114 CHAPITRE 5.
Famille d’instances Réglage baryonyxrgn
κmin κstep l θ
nqueens 3,37×10−2 7,45×10−3 9,04×10−3 7,89×10−1
MIPLIB 0,00 1,99×10−4 1,35×10−3 5,53×10−1
SPP et VCS 0,00 1,88×10−4 3,19×10−3 2,85×10−1
Telebus 1,05×10−1 4,10×10−4 1,13×10−2 3,54×10−1
CSPLib022 0,00 2,00×10−4 1,00×10−2 6,00×10−1
UAI Eval 0,00 2,00×10−4 1,13×10−2 3,72×10−1
κmin κstep l p
SCP 6,49×10−2 1,98×10−1 2,23×10−3 2,69×10−3
Table 5.10 – Meilleurs jeux de paramètres trouvés par rgenoud pour les familles d’instances
nqueens, MIPLIB, SPP, VCS, Telebus, CSPLib022, UAI Eval et SCP.
un réglage optimisé par rgenoud sur chaque famille d’instances (baryonyxrgn). Nous
avons utilisé 30 processeurs pour la résolution de ces problèmes, avec un temps limite de
60 secondes pour tous les ensembles sauf pour l’ensemble VCS où nous avons fixé 1800
secondes (des instances de grande taille).
Pour analyser et comparer les résultats, nous avons calculé pour chaque instance la
distance relative à la meilleure solution connue
solution obtenue−meilleure solution connue
|meilleure solution connue| ×100% (5.9)
Ensuite, nous avons calculé la moyenne des distances relatives pour toutes les instances
d’une même famille (les non résolues ne sont pas considérées) (voir tableau 5.11).
D’après le tableau 5.11, le réglage baryonyxrgn trouvé par rgenoud est meilleur par
rapport aux réglages statiques (baryonyx par défaut, baryonyx fast et baryonyx
good) pour toutes les familles d’instances, à l’exception de l’ensemble MIPLIB. Rappe-
lons que ce réglage a été paramétré sur 20% des instances de chaque famille et a été utilisé
pour résoudre la totalité des instances. Les résultats présentés dans ce tableau montrent
que ce réglage optimisé se généralise bien aux instances qui ne sont pas dans son jeu d’ap-
prentissage (i.e. les instances de test). En revanche, il est moins bien pour l’ensemble des
instances MIPLIB. Cela s’explique du fait que cette famille regroupe différents problèmes
qui ne sont pas du même type (Set Packing, Set Covering, Set Partitioning et d’autres pro-
blèmes comme le problème de sac à dos). Or pour les autres familles, chacune représente
des instances du même type de problème. Pour l’ensemble UAI Eval, nous remarquons
que les solutions du réglage automatique sont relativement moins bien par rapport aux
réglages statiques. Cela est expliqué par le nombre des instances résolues. Pour illustrer, la
valeur 388,50% du réglage automatique est moyennée sur l’ensemble de 101/113 instances
alors que la valeur 15,63% du réglage par défaut est calculée sur 82/113 instances. En
comparant les résultats pour le même nombre d’instances (82/103), nous trouvons 8,03 %
pour baryonyx, 19,29 % pour wedelin fast, 18,24 % pour wedelin good et 17,08 %
pour baryonyxrgn. Donc, le réglage optimisé de rgenoud résout plus d’instances UAI




Type de réglage des paramètres
baryonyx wedelin fast wedelin good baryonyxrgn
nqueens (60s) 4,33 % 8,11 % 5,44 % 0,61 %
[6/8] [7/8] [8/8] [8/8]
MIPLIB (60s) 768,10 % 236,78 % 236,74 % 771,09 %
[21/29] [21/29] [21/29] [21/29]
SPP (60s) 0,06 % 2,26 % 3,41 % 0,01 %
[55/55] [55/55] [55/55] [55/55]
Telebus (60s) 4,16 % 7,89 % 2,72 % 0,44 %
[28/28] [28/28] [28/28] [28/28]
CSPLib022 (60s) 6,87 % 0,00 % 0,00 % 0,00 %
[12/12] [12/12] [12/12] [12/12]
UAI Eval (60s) 15,63 % 374,76 % 370,30 % 388,50 %
[82/113] [97/113] [98/113] [101/113]
VCS (1800s) 1,83 % - - 0,07 %
[2/2] [0/2] [0/2] [2/2]
SCP (60s) 5865,92 % 64,11 % 64,11 % 26,85 %





Table 5.11 – Résultats de résolution de 7 familles de problèmes par baryonyx en mode
optimisation (30 processeurs et un temps limite de 60 secondes), avec un réglage
statique (par défaut, fast et good) et un réglage optimisé sur chaque ensemble de
problèmes (baryonyxrgn).
Pour chaque famille d’instances :
- 1ère ligne : valeur moyennée de la distance relative à la meilleure solution connue,
calculée uniquement pour les instances résolues,
- 2ème ligne : nombre des solutions obtenues sur le nombre total des instances.
gras : les meilleurs résultats.
italique : une ou plusieurs instances ne sont pas résolues (leurs solutions ne sont pas
comptabilisées).
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Paramètre Réglage manuel des instances SCP (SCPfast)
κmin κmin = 0












Table 5.12 – Réglage manuel des paramètres de baryonyx pour l’ensemble des instances SCP.
Concernant les instances SCP de type Set Covering, nous remarquons que baryo-
nyxrgn est meilleur que les autres réglages (26% face à 64,11 % pour les réglages de
wedelin et 5865,92 % pour le réglage par défaut). La qualité moins bonne de ces ré-
sultats est expliquée par la nature du problème Set Covering qui se caractérise par des
contraintes d’inégalité supérieure, où le nombre de solutions admissibles est très grand
(voir tableau 5.1). Donc, l’algorithme a besoin de peu d’itérations par exécution pour
trouver une solution. Or, lors du réglage automatique par rgenoud, nous avons fixé une
gamme de variation de [102,105]. Pour confirmer cette remarque, nous avons testé un
réglage manuel de 10 itérations avec une stratégie de ré-initialisation presque complète
du vecteur de solution (voir tableau 5.12). Ce dernier (nommé SCPfast) a amélioré les
résultats de résolution (2,42 % au lieu de 26,85%), montrant une meilleure diversification.
En conclusion, le réglage automatique effectué par rgenoud sur un sous-ensemble
restreint d’apprentissage se généralise bien pour résoudre presque la totalité des instances
du même ensemble. Ce réglage fournit des solutions de bonne qualité en temps raison-
nable (dans notre cas, moins de 60 secondes), à condition qu’il soit paramétré (optimisé
en choisissant bien la gamme de variation des paramètres) et appliqué sur des instances
du même type de problème.
5.4.3 Comparaison de baryonyx avec d’autres logiciels d’optimisation
Pour évaluer la performance de baryonyx, nous l’avons comparé avec d’autres logiciels
d’optimisation, à savoir IBM ILOG Cplex V12.8, LocalSolver V8.0 et toulbar2
V1.0.1 (voir section 1.8.3, chapitre 1). Les premiers exécutent des fichiers de format lp, le
deuxième de format lsp et le dernier de format wcsp. Malheureusement, nous ne disposons
pas des fichiers de format lsp et wcsp pour toutes les instances de test. Dans le tableau
5.13, nous présentons les instances non disponibles par N/A (Not Available).
Le tableau 5.13 récapitule les résultats de résolution de sept familles d’instances en
utilisant les quatre logiciels d’optimisation mentionnés ci-dessus. Tous les calculs sont ef-





baryonyxrng cplex LocalSolver toulbar2
nqueens (60s) 0,61 % 453,26 % 36,34 % 9,87 %
[8/8] [8/8] [8/8] [6/8]
MIPLIB (60s) 771,09 % 1,70% N/A N/A
[21/29] [24/29]
SPP (60s) 0,01 % 0,00 % 8,75 % N/A
[55/55] [55/55] [51/55]
Telebus (60s) 0,44 % 2,95 % 35,82 % N/A
[28/28] [28/28] [18/28]
CSPLib022 (60s) 0,00 % 0,00 % 1,54 % N/A
[12/12] [12/12] [10/12]
UAI Eval (60s) 388,50 % 636,92 % 9,00 % 0,19 %
[101/113] [106/113] [108/113] [105/113]
VCS (1800s) 0,07 % 3,05 % - N/A
[2/2] [1/2] [0/2]
SCP (60s) 26,85 % 0,00 % 0,74 % N/A
[30/30] [30/30] [30/30]
Table 5.13 – Résultats de résolution parallèle (30 processeurs) de 7 familles d’instances en utili-
sant 4 logiciels d’optimisation (baryonyx, localsolver, cplex et toulbar2).
Pour chaque famille d’instances :
- 1ère ligne : valeur moyennée de la distance relative à la meilleure solution connue,
calculée uniquement pour les instances résolues,
- 2ème ligne : nombre des solutions obtenues sur le nombre total des instances.
gras : les meilleurs résultats.
italique : une ou plusieurs instances ne sont pas résolues (leurs solutions ne sont pas
comptabilisées).
N/A : instance (format lsp ou wcsp) non disponible.
processeur) et un temps limite de 60 secondes, sauf pour les instances volumineuses de
VCS où nous avons fixé un temps CPU de 1800 secondes. Pour chaque famille d’instances,
la première ligne représente les valeurs moyennées des distances relatives aux meilleures
solutions connues et la seconde ligne indique le nombre des instances résolues sur le nombre
total. Notons que les taux (valeurs moyennées) sont calculés uniquement pour les instances
résolues.
A partir de ces résultats (tableau 5.13), nous observons que pour les instances nqueens,
baryonyx trouve de meilleures solutions que les autres logiciels (cplex, LocalSolver
et toulbar2), qui trouvent des difficultés pour résoudre les instances de grande taille
(500 reines et 1000 reines). baryonyx est donc le mieux placé pour résoudre le problème
des N reines pondérées.
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Concernant la famille d’instances MIPLIB qui regroupe un ensemble de problèmes
(Set Partitioning, Set Packing, Set Covering et d’autres), nous remarquons que les deux
solveurs utilisés (baryonyx et cplex) n’ont pas pu résoudre la totalité des instances.
Rappelons que le choix des instances a été effectué de manière à respecter la forme des
problèmes traités par baryonyx. Dans cette sélection, nous avons des problèmes infai-
sables (optimum inconnu ou pas de solution). Malheureusement, le réglage automatique
des paramètres de baryonyx a été effectué sur un ensemble d’apprentissage contenant
ces instances infaisables. Ce qui explique les résultats moins bons de baryonyx.
Pour les instances SPP, Telebus et CSPLib022, nous observons que baryonyx atteint
de bonnes performances, qui sont meilleures que cplex pour Telebus, proches pour SPP
et égales pour CSPLib022. En revanche, LocalSolver ne résout pas la totalité des ins-
tances, il a besoin de plus de temps pour résoudre et améliorer les solutions trouvées. Avec
600 secondes, LocalSolver trouve des solutions optimales (0,00 %) pour toutes les ins-
tances CSPLib022, des solutions de bonne qualité (1,01 %) pour toutes les instances SPP,
mais il n’arrive toujours pas à résoudre la totalité des instances Telebus (7 problèmes non
résolus sur 28). Pour analyser davantage les résultats, nous avons comparé notre logiciel
baryonyx avec d’autres méthodes présentées dans la littérature et utilisées pour résoudre
ces instances, à savoir la méthode de Branch and Cut (voir chapitre 1) [Borndörfer, 1998]
et l’algorithme 4-flip neighborhood qui est une méthode de recherche locale cherchant
à réduire l’espace de recherche [Umetani, 2017]. Le tableau 5.14 présente, pour chaque
sous famille d’instances, les distances relatives aux meilleures solutions connues avec le
nombre des instances résolues par les six méthodes (baryonyx, cplex, LocalSolver,
Branch and Cut [Borndörfer, 1998] et 4-flip neighborhood [Umetani, 2017]). D’après le
tableau 5.14, baryonyx est généralement le meilleur pour résoudre les instances Tele-
bus, il fournit des solutions de bonne qualité surtout pour les instances t qui représentent
une difficulté pour les autres solveurs. Pour les instances SPP, baryonyx atteint des
performances proches de cplex et [Borndörfer, 1998] et meilleures que LocalSolver et
[Umetani, 2017]. Concernant les instances CSPLib022, nous avons également comparé avec
des résultats présentés dans la littérature. Il s’agit de [Curtis et al., 2000] où 8/12 instances
CSPLib022 sont résolues en utilisant le logiciel GENET de résolution des problèmes CSP
binaires. Le tableau 5.15 montre que ce dernier présente des solutions de qualité moins
bonne en comparant à LocalSolver et à baryonyx et cplex qui trouvent les optima.
Pour les instances UAI Eval, nous remarquons que toulbar2 trouve des solutions de
bonne qualité (0,19 % face à 9,00 % pour LocalSolver, 388,50 % pour baryonyx et
636,92 % pour cplex). Toutefois, le nombre des infaisabilité est légèrement plus grand
(8) par rapport à cplex (7) et LocalSolver (5). Notons que les performances de toul-
bar2 dans la résolution des problèmes de type UAI Eval ont été montrées dans le travail
de [Hurley et al., 2016], où toulbar2 a été comparé à plusieurs logiciels d’optimisation,
y compris cplex. Pour baryonyx, nous pouvons dire qu’il est moins bien pour cette ca-
tégorie d’instances (12 infaisabilités). Cependant, il fournit des solutions de bonne qualité
en comparant à cplex.
Pour les instances VCS, le tableau 5.13 montre que baryonyx résout les deux instances
(vcs1200 et la plus large vcs1600) au bout de 1800 secondes, LocalSolver ne parvient pas
à les résoudre et cplex ne trouve pas de solution pour la plus large instance (vcs1600). Cela
est confirmé par [Zaghrouti et al., 2014] qui mentionne que la résolution de cette instance
représente une difficulté pour cplex même au bout de 10 heures d’exécution avec un seul
CPU. Comme mentionné avant, Zaghrouti indique que les solutions optimales de ces deux
instances sont connues, mais sans préciser leurs valeurs.
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Instances baryonyx cplex LocalSolver Borndorfer1 Umetani2
(60s) (60s) (60s) (7200s) (600s)
Telebus
v0415-0421(7) 0,30 % (7) 0,00 % (7) 0,04 % (7) 0,00 % (7) 0,00 % (7)
v1616-1622(7) 1,43 % (7) 0,00 % (7) 6,21 % (7) 0,01 % (7) 0,09 % (7)
t0415-0421(7) 0,03 % (7) 0,61 % (7) − (0) 1,88 % (7) 0,95 % (6)
t1716-1722(7) 0,00 % (7) 11,19 % (7) 150,25 % (4) 9,70 % (7) 10,71 % (7)
Moy. (28) 0,44 % (28) 2,95 % (28) 35,82 % (18) 2,90 % (28) 3,01 % (27)
SPP
aa (6) 0,08 % (6) 0,00 % (6) 23,02 % (3) 0,00 % (6) 1,64 % (6)
us (4) 0,02 % (4) 0,00 % (4) 0,00 % (3) 0,00 % (4) 0,04 % (4)
nw (43) 0,00 % (43) 0,00 % (43) 8,53 % (43) 0,00 % (43) N/A
kl (2) 0,00 % (2) 0,00 % (2) 0,00 % (2) 0,00 % (2) N/A
Moy. (55) 0,01 % (55) 0,00 % (55) 8,54 % (51) 0,00 % (55)
Table 5.14 – Résultats de calcul des instances Telebus et SPP.
Les taux représentent la distance relative à la meilleure solution connue et les valeurs
entre parenthèses indiquent le nombre des instances résolues.
1 : [Borndörfer, 1998], 2 : [Umetani, 2017]
Instances baryonyx cplex LocalSolver [Curtis et al., 2000]
CSPLib022 (8/12) 0,00 % 0,00 % 2,20 % 26,74 %
Table 5.15 – Résultats de calcul (distance relative à la meilleure solution connue) des instances
CSPLib022 (temps CPU ≤ 60s).
Instances baryonyx cplex LocalSolver Beasley
1 Umetani2
SCPfast baryonyxrgn 1/ 2/
SCP
4.1-4.10 1,64 % 22,61 % 0,00 % 0,00 % 0,06 % 1,69 % 0,04 %
5.1-5.10 2,60 % 28,62 % 0,00 % 0,00 % 0,18 % 3,30 % 0,08 %
6.1-6.5 2,89 % 20,95 % 0,00 % 0,00 % 0,56 % 8,60 % 0,55 %
A.1-1.5 3,14 % 37,69 % 0,00 % 4,44 % 0,82 % 8,12 % 0,75 %
Moy. 2,42 % 26,85 % 0,00 % 0,74 % 0,31 % 5,43 % 0,35 %
Table 5.16 – Résultats de calcul (distance relative à la meilleure solution connue) des instances
SCP (temps CPU < 60s).
1 : [Beasley, 1990b], 2 : [Umetani and Yagiura, 2007]
1/ Algorithme glouton, 2/ heuristique basée sur la relaxation Lagrangienne
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Concernant les résultats de calcul des instances SCP (tableau 5.13), nous observons
que baryonyx résout la totalité des instances avec une qualité moins bonne (26,85 % de
la meilleure solution connue) que LocalSolver (0,76 %) et cplex (0,00 %) qui résout
à l’optimalité. Pour une analyse plus globale, nous avons comparé ces résultats avec ceux
présentés dans [Beasley, 1990b] utilisant une heuristique basée sur la relaxation Lagran-
gienne, et avec les résultats de [Umetani and Yagiura, 2007] qui compare plusieurs algo-
rithmes. Nous avons donc choisi de comparer avec deux algorithmes (1/ un algorithme de
construction glouton et 2/ une heuristique basée sur la relaxation Lagrangienne) donnant
les meilleurs résultats dans son article. Notons que ces algorithmes sont spécialisés dans
la résolution du problème de Set Covering. Le tableau 5.16 présente les résultats de com-
paraison de ces méthodes avec les résultats des deux versions de baryonyx : SCPFast
(jeu de paramètres trouvés manuellement) et baryonyxrng (jeu de paramètre optimisé
par rgenoud). Ce tableau montre que les résultats de baryonyx (avec les paramètres de
SCPfast) sont meilleurs que ceux fournis par les algorithmes gloutons mais moins bien
en comparant aux autres solveurs.
5.5 Conclusion du chapitre
Dans ce chapitre, nous avons présenté les extensions de l’algorithme de Wedelin implé-
menté dans notre solveur baryonyx, à savoir l’ordre de traitement des contraintes et des
variables, les politiques de (ré)initialisation de solution, les méthodes de normalisation des
coûts et le traitement des cas particuliers. Basés sur des expérimentations, nous avons fixé
des stratégies (considérées comme des paramètres catégoriques) pour une implémentation
de baryonyx par défaut. Concernant les paramètres numériques, nous avons procédé à
une analyse de sensibilité pour choisir les paramètres les plus importants, que nous avons
réglé automatiquement en utilisant la méthode de genoud. Ce réglage automatique a
été effectué par familles de problèmes, optimisé sur un sous-ensemble d’apprentissage et
généralisé sur la totalité des problèmes. Pour évaluer son utilité, nous l’avons comparé à
des réglages statiques. D’après les résultats, ce réglage automatique fournit des solutions
de bonne qualité en temps raisonnable pour le même type de problème, à condition de
bien choisir la gamme de variation des paramètres.
Pour évaluer la performance de baryonyx, nous l’avons comparé à d’autres logiciels
d’optimisation (cplex, LocalSolver et toulbar2) et à des méthodes présentées dans
la littérature. Les résultats montrent qu’aucune méthode ne domine systématiquement les
résultats. La meilleure méthode dépend de chaque famille de problèmes. De façon générale,
baryonyx atteint en moyenne des performances meilleures que les autres solveurs pour
la résolution du problème des n reines pondérées et pour le problème de Set Partitioning.
Malheureusement, il trouve des difficultés pour réaliser des solutions de bonne qualité
pour les autres types de problèmes, à savoir le problème de Set Covering. Nous proposons
donc de refaire le réglage automatique des paramètres de baryonyx en adaptant leurs
gammes de variation pour le problème Set Covering. Par exemple, nous proposons de
réduire le nombre des itérations par exécution, vu que ce problème possède une multitude
de solutions admissibles et donc il a besoin de peu d’itérations par exécution, ce qui permet
d’explorer plus de solutions dans l’espace de recherche.
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Aujourd’hui, l’agriculture est confrontée à plusieurs problèmes agronomiques, environne-
mentaux et socio-économiques, comme le changement climatique, l’utilisation massive des
ressources (eau, énergie) et la nécessité de nourrir une population grandissante. Malheu-
reusement, beaucoup de stratégies visant à améliorer la productivité favorisent l’émergence
des problèmes environnementaux. Pour illustrer, l’utilisation massive d’intrants chimiques
dans les systèmes de culture intensifs contribue au dérèglement des écosystèmes. L’agroé-
cologie se présente aujourd’hui comme voie de transformation possible pour l’agriculture,
en s’appuyant sur des fonctions écologiques pour remplacer les intrants de synthèse. Dans
ce cadre, l’agroforesterie et les systèmes de vergers-maraîchers associant arbres fruitiers et
cultures maraîchères sur la même parcelle semble une pratique intéressante pour répondre
à ces enjeux. En effet, Cette association permet de produire d’une manière intensive et
écologique avec une meilleure exploitation des ressources naturelles disponibles. De plus,
elle offre une biodiversité permettant les régulations naturelles des maladies et des rava-
geurs.
Le verger-maraîcher était une pratique courante traditionnelle en zone méditerra-
néenne en Europe jusqu’au milieu du XXème siècle [HERZOG, 1998, Coulon et al., 2000,
Eichhorn et al., 2006a]. Elle a été délaissée progressivement en raison de la spécialisation,
de l’intensification et de la mécanisation (coûts de main d’oeuvre) des parcelles agricoles
pour répondre à de forts besoins productifs [Dupraz and Liagre, 2006]. Aujourd’hui, la
rentabilité économique n’est plus le seul critère d’évaluation des systèmes agricoles, les
impacts environnementaux liés à l’utilisation massive d’engrais chimiques et de pesticides
de synthèse ont conduit à la recherche de nouvelles voies menant à une agriculture plus
durable, tant dans les régions tempérées que tropicales [Malézieux, 2012]. Dans cette op-
tique, le concept de verger-maraîcher est remis à l’étude pour optimiser les bienfaits des
interactions naturelles entre arbres et cultures (voir Figure 6.1).
Pour dynamiser cette pratique d’agroforesterie en Europe et notamment en France,
des projets de recherche expérimentale sur les systèmes innovants de verger-maraîcher ont
été mis en place. Nous citons le projet CASDAR SMART1 2014-2016 (prolongé jusqu’à
2017) qui vise à développer des connaissances autour des associations agroforestières entre
arbres fruitiers et cultures maraîchères pour répondre à une forte demande technique de
jeunes agriculteurs, proposer des modèles agricoles, optimiser les interactions bénéfiques
entre espèces cultivées et améliorer la performance globale de l’agriculture. Nous citons
également le projet de la Durette2, une ferme pilote à l’initiative du GRAB (Groupe de
Recherche en Agriculture Biologique) en ceinture verte d’Avignon dans le sud-est de la
France, où des systèmes innovants de verger-maraîcher ont été implantés.
Un projet de système innovant de verger-maraîcher débute généralement par une phase
de conception préliminaire à son implémentation. Cette phase est à la fois complexe et
déterminante : complexe car il faut prendre en compte de nombreuses interactions biolo-
giques, pas toujours très connues, mais avec des objectifs et des contraintes économiques
ou sociales (charge de travail par exemple), déterminante car certains choix, notamment
d’implantation des arbres, verront leurs conséquences se développer tout au long de la
durée de vie de ce système. L’objectif de cette thèse est donc de proposer des modèles de
conception des systèmes de verger-maraîcher qui tirent bénéfice des associations d’arbres




Figure 6.1 – Apports de l’arbre en milieu agricole.
Source : http://www.agroforesterie.fr/definition-agroforesterie.php
Figure 6.2 – Ferme pilote de la Durette (Photo prise lors de notre visite en novembre 2015).
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compte de leurs évolutions dans l’espace et dans le temps.
Dans ce chapitre, nous présentons les concepts généraux nécessaires pour la conception
d’un système de verger-maraîcher. Dans un premier temps, nous présentons les propriétés
des systèmes agroforestiers, à savoir les interactions aériennes et souterraines entre arbres
et cultures, la biodiversité, l’organisation du travail, la rotation des cultures et le rende-
ment de production. Dans un second temps, nous discutons les méthodes de recherche
opérationnelle utilisées pour la conception des systèmes agricoles.
6.2 Propriétés des systèmes agroforestiers
Comme cité auparavant, l’agroforesterie est une pratique agricole associant arbres, cultures
et/ou animaux sur une même parcelle agricole3. Les cultures peuvent être pérennes ou
annuelles. Comme nous nous intéressons particulièrement aux vergers-maraîchers, nous
réservons le terme d’agroforesterie à l’agrosylviculture qui est une pratique associant sur
la même parcelle des arbres (pérennes) et des cultures (annuelles dans notre cas).
6.2.1 Interactions écologiques entre arbres et cultures
L’objectif de l’agroforesterie est d’exploiter des processus de facilitation (au sens éco-
logique) entre les deux types de productions (arbres et cultures). Cela se réalise par
une meilleure utilisation des ressources disponibles (e.g. eau et nutriments). En effet,
deux espèces voisines peuvent s’influencer mutuellement soit positivement (facilitation,
mutualisme), soit négativement (compétition, inhibition) ou les deux simultanément
[Bruno et al., 2003] (Figure 6.3). Ces interactions écologiques peuvent avoir des impacts
majeurs sur le comportement global du système, mais il est souvent difficile de déterminer
les influences relatives à chaque interaction [Hunter and Aarssen, 1988]. Donc, pour tirer
le maximum d’avantages (durabilité écologique) de cette association agroforestière, il
est nécessaire d’optimiser ces interactions de manière à ce que les interactions positives
l’emportent sur les interactions négatives.
Une interaction écologique fait référence à l’impact majeur d’une espèce sur une autre
ou sur le même type d’espèce [Batish et al., 2007]. En général, il existe trois types d’inter-
actions : neutre (0), positive (+) et négative (-). Le tableau 6.1 résume les différents types
d’interactions selon le signe caractérisant l’effet d’une espèce sur le taux de croissance
d’une autre. Si l’interaction est positive, il s’agit d’une complémentarité entre espèces.
Par contre, si l’interaction est négative, elle devient compétitive. Ces interactions peuvent
évoluer au cours du temps, en passant d’un système complémentaire à un système com-
pétitif ou l’inverse. Généralement, en agroforesterie, les arbres ont une influence majeure
sur les cultures. Ils déterminent l’ampleur des interactions grâce à l’évolution continue
de leurs systèmes racinaires et à la variation de leur potentiel d’interception du rayonne-
ment solaire. Dans cette optique, les interactions entre arbres et cultures dans un système
agroforestier peuvent être classées à deux échelles : des interactions aériennes et des inter-
actions souterraines (Figure 6.4).
3Définition de l’Association Française de l’Agroforesterie (AFAF)
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Interaction Effet
1
Description Exemple en agroforesterieEspèce 1 Espèce 2
Inhibition - 0 Une des espèces a un ef-
fet inhibiteur sur l’autre,
sans être affectée par
l’association.
Allélopathie (e.g. la tomate
émet des substances volatiles
qui inhibe la croissance de la
vigne [Bruno et al., 2001]).
Facilitation + 0 Une des espèces associées
tire bénéfice de l’associa-
tion.
Certaines plantes peuvent bé-
néficier de la proximité d’es-
pèces attirant les pollinisa-
teurs (e.g. Épervière oran-
gée attire les pollinisateurs
au profit de l’espèce jaune)
[Tjomson, 1978].
Compétition - - Les deux espèces ont
une influence négative
réciproque sur l’utilisa-
tion commune d’une res-
source.
Compétition pour l’eau en
période estivale dans les zones
tempérées [Jose et al., 2004].
Mutualisme + + Les deux espèces tirent
bénéfice de l’association.





[Hunter and Aarssen, 1988].
Nous citons l’exemple des
espèces Mycorhizes et Rhizo-
bium dans les légumineuses
[Jose et al., 2004].
Neutralisme 0 0 Aucune espèce n’affecte
l’autre.
Les interactions neutres sont
très rares et ne se produisent
que si les niches sont très éloi-
gnées [Batish et al., 2007].
Prédation et
parasitisme
+ - Une espèce tire bénéfice
de l’association au détri-
ment de l’autre.
Les cultures associées
peuvent attirer plus de
prédateurs et de parasites
que les monocultures, ré-
duisant ainsi la densité des
organismes nuisibles par la
prédation et le parasitisme.
Table 6.1 – Interactions écologiques entre deux espèces (de cultures) associées dans le même en-
droit et en même temps, présentées par le signe caractérisant l’effet d’une espèce sur
le taux de croissance d’une autre.
1 : (-) effet négatif, (0) effet neutre et (+) effet positif.
Source : [Jose et al., 2004] modifiée.
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Figure 6.3 – Les interactions entre plantes peuvent être simultanément positives et négatives
[Hunter and Aarssen, 1988].
Interactions aériennes
Microclimat (ombre, lumière, température et effet brise-vent) et biodiversité.
La présence des arbres dans les systèmes agroforesteries contribue à la modification des
conditions microclimatiques. Par exemple, la diminution du rayonnement solaire sous les
arbres protège les cultures sciaphiles (qui aiment l’ombre) et aide à réduire le stress ther-
mique [Dupraz and Liagre, 2011], en particulier pendant les saisons chaudes. Une étude
menée au nord de la Floride a montré que l’ombre a un effet réducteur (limite le rende-
ment) sur certaines cultures de légumes au printemps, mais offre de meilleurs rendements
en été [Valli et al., 1965]. Cet auteur a montré que le haricot d’Espagne cultivé dans des
parcelles ombragées (au printemps) présente un rendement plus faible que dans les par-
celles ensoleillées, mais observe un résultat inverse en été. Au contraire, une culture de
concombre présente une réponse homogène et positive à l’ombrage (amélioration de la
qualité et du rendement) dans les deux saisons de printemps et d’été.
Toutefois, un niveau d’ombre élevé des arbres peut réduire la photosynthèse des cultures
associées. Autrement dit, l’ombre modifie la composition et surtout l’intensité du rayonne-
ment photosynthétiquement actif (RPA) reçu par les cultures et par conséquent modifie la
production de biomasse [Ong et al., 1991]. Une étude sur la culture de poivron a montré
que les niveaux d’ombre modérés (30% et 47%) sont les plus favorables à la croissance
des poivrons, un niveau élevé peut réduire le nombre et le poids des feuilles de la plante
[Diaz-Perez, 2013]. Ce niveau varie au cours de l’année et de chaque journée. Les jours
ensoleillés de l’été présentent une variation journalière marquée de l’interception de la lu-
mière par les arbres. Cette variation est considérablement réduite dans les autres saisons
d’une part car les arbres perdent leurs feuilles [Palmer, 1997].
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Figure 6.4 – Influences positives et négatives des arbres sur les cultures. Les impacts négatifs sont
écrits en italique. [Kaeser et al., 2010]
Les arbres servent également de brise-vent, ils permettent de ralentir le mouvement de
l’air et de réduire le stress d’évaporation [Davis and Norman, 1988]. Cependant, à cause
d’une humidité et d’une hygrométrie accrues, ils peuvent favoriser le développement des
maladies et des ravageurs (notamment mollusques) [Griffiths et al., 1998]. Inversement,
ils peuvent abriter une faune (oiseaux, insectes) capable de freiner la propagation de cer-
taines épidémies et l’invasion de parasites [Dupraz and Liagre, 2011]. Dans leur revue,
[Simon et al., 2010] présentent un ensemble d’études sur le rôle de la diversité des cultures
dans l’amélioration de la biodiversité et la lutte contre les ravageurs. Ces associations
peuvent être principalement positives, nulles mais aussi négatives dans certains cas. Cela
révèle la difficulté d’identifier les associations de cultures bénéfiques de celle nuisibles.
Interactions souterraines
Eau et éléments nutritifs : compétition ou facilitation ?
Dans les systèmes agroforestiers, les arbres jouent un rôle primordial dans la struc-
ture du sol. Ils ont globalement des systèmes racinaires profonds qui impactent les
conditions subies par les racines des cultures associées, notamment l’exploitation
des ressources en eau et en nutriments. Généralement, la compétition pour ces res-
sources se produit lorsque les systèmes racinaires des espèces associées occupent
les mêmes couches du sol [van Noordwijk et al., 1996]. D’après les observations de
[Lehmann et al., 1998, Jose et al., 2000a] dans les zones tempérées et les régions tro-
picales, la concentration de la densité des racines d’arbres se trouve dans les couches
superficielles du sol, qui représentent la zone de compétition avec les cultures.
Dans leur revue, [Jose et al., 2004] expliquent que malgré la difficulté de déterminer
quel genre de compétition souterraine (l’eau ou nutriments) limite la production, la com-
pétition la plus fréquente dans la zone tempérée est celle pour l’eau en période estivale.
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Cette compétition prépondérante peut engendrer une concurrence pour les éléments nutri-
tifs. Suite à leur expérimentations sur l’association noyer noir - maïs, [Jose et al., 2000b]
trouvent que la disponibilité de l’eau était un facteur de compétition pour les éléments
nutritifs. Car la concurrence pour l’eau due aux racines des arbres était responsable de la
réduction de la biomasse racinaire du maïs, entraînant ainsi une diminution de l’efficacité
d’utilisation des nutriments.
L’effet positif des arbres dans les interactions souterraines est aussi important. Grâce
à leur durée de vie plus longue, les systèmes racinaires des arbres se développent laté-
ralement et verticalement d’une manière hétérogène en cherchant les zones riches en eau
et en nutriments [van Noordwijk et al., 1996]. Cela est confirmé par [Atkinson, 1983] qui
a observé une grande proportion de racines longues des fruitiers dans les zones non ir-
riguées par rapport aux zones irriguées. En effet, une association arbres-cultures peut
favoriser l’utilisation des ressources. Par exemple, grâce à la redistribution hydraulique
dans les racines des arbres, l’eau dans les sols profonds et humides est transportée vers
les sols secs de surface, fournissant ainsi plus d’humidité à la végétation pendant les pé-
riodes sèches [Burgess et al., 1998]. De plus, l’eau résiduelle dans le sol après la récolte
peut être récupérée par les arbres [Rao et al., 1993], réduisant ainsi leurs besoins en ir-
rigation. Dans leur livre, [Dupraz and Liagre, 2011] expliquent que les cultures d’hiver
ont un rôle très important dans l’exploration des racines. Elles obligent les arbres à pas-
ser leurs racines sous la zone racinée par les cultures (voir Figure 6.5). Cela permet une
exploitation plus complète est optimale des ressources. De manière similaire à l’eau, les
arbres peuvent améliorer l’efficacité de la fertilisation, en récupérant le surplus dans le sol
avant son érosion [Nissen et al., 1999] et en acquérant les ressources non utilisables par
les cultures [Cannell et al., 1996]. Dans les premières années de leur plantation, les arbres
fruitiers ont besoin de plus de nutriments pour s’établir, contrairement aux arbres de
bois d’oeuvre qui sont plus résilients et qui peuvent décaler leur absorption de nutriments
[Eichhorn et al., 2006b]. Il s’agit donc d’une période où les arbres sont plus en compétition
avec les cultures associées ayant les mêmes besoins en ressources.
6.2.2 Productivité des systèmes agroforestiers
Les principaux avantages productifs des systèmes agroforestiers sont liés à une meilleure
utilisation de l’espace et des ressources naturelles. La productivité d’un tel système dépend
du type des arbres (voir Figure 6.6) et de leurs rythmes de croissances qui sont différents
de ceux des cultures. Généralement, l’espace associé aux cultures dans la parcelle est dimi-
nué avec la croissance des arbres, ce qui engendre une diminution de leur rendement. Les
systèmes agroforestiers sont donc conçus pour optimiser l’utilisation des ressources dans
le temps (rythmes de croissance des arbres et cultures) et dans l’espace (e.g. évolution
des racines et de l’ombre) en maximisant les interactions positives et en minimisant celles
négatives.
Il est possible d’obtenir des rendements plus élevés dans les systèmes agroforestiers
(association) que dans les assolements agriculture-forêt (séparation). La comparaison se
fait en calculant la surface équivalente assolée (SEA), ou LER (Land Equivalent Ratio),
illustrée en Figure 6.7. Un LER supérieur à 1 indique que l’association agroforestière est
plus productive que l’assolement [Dupraz and Liagre, 2011]. Suite à des expérimentations
sur l’association de poiriers et des radis en Angleterre, [Newman, 1986] a mesuré des LER
variant de 1,50 à 2,01. Cela signifie qu’avec un LER de 1,50, une parcelle de 100 hectares en
agroforesterie produira autant de produits qu’une parcelle de 150 hectares en assolement.
En d’autres termes, les parcelles agroforestières peuvent être beaucoup plus productives
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Figure 6.5 – Dynamique de l’eau du sol et de la colonisation racinaire dans une parcelle agrofo-
restière associant une culture d’hiver et des arbres [Dupraz and Liagre, 2011].
132 CHAPITRE 6.
Figure 6.6 – Illustration schématique des différentes tailles et formes des arbres
a : arbre brise-vent
b : arbre taillé pour produire un bois de haute qualité
c : arbre avec une tige courte pour produire des fruits et du bois de chauffage
d : arbre avec une cime élargie pour fournir de l’ombre aux animaux (mais a un
impact négatif sur le rendement des cultures)
Source : [Nerlich et al., 2013]
que les assolements séparés.
Toutefois, le rendement d’un système agroforestier peut être réduit avec le temps
en fonction de la croissance des arbres et de leur densité. Dans cette optique,
[Dupraz and Liagre, 2011] distingue trois types de stratégies agroforestières :
• Agroforesterie stable : des parcelles avec une densité d’arbres faible (entre 20 et 50
arbres par hectare). Les cultures peuvent coexister en permanence avec les arbres et
sur toute la surface.
• Agroforesterie évolutive : des parcelles avec une plus forte densité (entre 50 et 200
arbres par hectare). La surface cultivée diminue au cours du temps avec la croissance
des arbres.
• Agroforesterie éphémère : des parcelles de très forte densité (au delà de 200 arbres
par hectare), où les cultures ne sont possibles que pendant les premières années.
Pour garantir une bonne productivité des cultures, Il faut bien choisir une des stratégies
de densité mentionnées ci-dessous et décider de positionner les arbres d’une manière dis-
persée ou en alignement. Il faut également choisir de planter les cultures sous les arbres
ou de laisser des distances non cultivées autour de leurs troncs. Ces choix se font en fonc-
tion de la nature de production (e.g. maraîchage, cultures annuelles, production du bois,
protection des animaux,...), des espèces choisies et de la mécanisation adoptée.
6.2.3 Organisation du travail
Dans le cas d’une production de bois d’oeuvre, les arbres ne doivent être ébranchés (inter-
ventions de taille) que durant les quinze premières années, les travaux d’entretien dimi-
nuent considérablement par la suite. En revanche, la charge de travail des arbres fruitiers
ne diminue pas au fil du temps, vu que les arbres devant être en permanence entretenus et
les fruits récoltés [Kaeser et al., 2010]. Les temps de travaux et leur répartition sur l’année
varient d’une espèce fruitière à l’autre, voire des variétés choisies d’une même espèce. Par
exemple pour les pommes, la variété Gala se récolte en août, alors que les variétés Golden
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Figure 6.7 – La surface équivalente assolée est la surface nécessaire pour obtenir un assole-
ment agriculture-forêt la même production qu’un hectare de système agroforestier
[Dupraz and Liagre, 2011]
.
ou Granny se récoltent en octobre [Chambre d’agriculture, 2016].
De la même manière, les durées d’interventions des cultures annuelles ou saisonnières
sont très variables d’une exploitation et d’une culture à l’autre. Ces durées varient en
fonction de l’organisation de la parcelle (regroupement ou dispersion des cultures) et des
ressources disponibles (la mécanisation adoptée, la main d’oeuvre et le rythme de chacun).
Pour aider les agriculteurs, les chambres régionales d’agriculture4 publient des références
des temps de travaux, données à titre indicatif, en plus des fiches proposées par les centre
agricoles. Nous citons par exemple la fiche [Argouarc’H, 2005] pour les cultures maraî-
chères de plein champ et sous abri (ces références sont toutefois acquises sur des cultures,
pas dans des systèmes mixtes).
Dans les systèmes agroforestiers, associer des arbres et des cultures avec des rythmes
de croissance différents impacte l’organisation des travaux, en augmentant les temps de
travaux et en diminuant les possibilités de mécanisation. Pour concevoir un système agrofo-
restier, il faut réorganiser la répartition des travaux (préparation de la parcelle, plantation,
entretien des cultures, récolte, etc) sur l’année en fonction des cultures choisies et de leur
arrangement spatial.
6.2.4 Rotation des cultures
Après le positionnement des arbres (discuté dans la sous-section précédente) lors de la
conception d’un système agroforestier, il convient de gérer la disposition des cultures di-
versifiées, qui ont des besoins différents en éléments nutritifs. Ainsi, laisser une culture
au même endroit plusieurs années peut favoriser les adventices [Doucet et al., 1999], ap-
pauvrir le sol et par conséquent affaiblir les rendements. Par exemple, une production
fréquente des pommes de terre peut accroître l’érosion des sols [Edwards et al., 1998].
4https ://occitanie.chambre-agriculture.fr/
134 CHAPITRE 6.
Une solution consiste à pratiquer une succession ou rotation de cultures avec des pé-
riodes de jachère, où le sol repose après la production. Selon [Leteinturier et al., 2006],
les deux termes font référence à l’ordre de succession des cultures sur la même parcelle.
La rotation se caractérise par un cycle, défini par une liste de cultures ordonnée qui se
reproduit identiquement au cours du temps. Tandis que la séquence de culture se limite à
l’ordre d’apparition des cultures dans la séquence durant une période déterminée. Ainsi,
cette dernière peut être le développement partiel ou total d’un cycle de rotation. Cet in-
térêt pour le concept de rotation des cultures peut s’expliquer par différents avantages :
maintenir la fertilité du sol, assurer une production de qualité et diminuer l’utilisation des
résidus de pesticides, en donnant la priorité à l’utilisation des mécanismes de régulation
naturels [Boller et al., 1997, Leteinturier et al., 2006].
Pour atteindre ces objectifs, il faut remplir certaines exigences. Dans ce sens,
[Castellazzi et al., 2008] définissent quatre grands types de contraintes ou de règles
déterminant la rotation des cultures. La première règle consiste à définir le délai de retour
d’une même culture sur une même parcelle. Cela permet d’empêcher l’accumulation des
organismes nuisibles comme les nématodes (vers parasites) [Jones and Perry, 1978]. Par
exemple, les pois secs doit être cultivés un an sur sept, les pommes de terre un an sur
quatre et le maïs un an sur deux [Boller et al., 1997]. La deuxième règle concerne les
avantages ou risques de succession d’une culture après l’autre. Par exemple, l’apport en
azote, la disponibilité de matière organique ou de l’eau dans le sol, et la présence des
parasites, des maladies ou des mauvaises herbes [Berzsenyi et al., 2000]. La troisième
règle concerne les cycles intra-annuels liés aux variations climatiques. Généralement,
une culture doit être récoltée avant de semer la culture suivante. Or, les variations
climatiques peuvent retarder la récolte d’une culture, ce qui représente une contrainte
à la plantation d’une autre. [Castellazzi et al., 2008] cite un exemple sur la contrainte
de plantation, au Royaume-Uni, d’une culture céréalière semée à l’automne après une
culture de betterave sucrière semée au printemps, car cette dernière est récoltée entre
octobre et janvier. La quatrième et dernière règle consiste à définir les proportions
globales des cultures sur une parcelle. Cela permet d’organiser la répartition du tra-
vail en tenant compte de la capacité disponible en termes de machines et de main d’oeuvre.
Basé sur ces règles, [Castellazzi et al., 2008] présentent quatre classes de rotations,
illustrées dans la Figure 6.8. La rotation (a) est définie par une séquence de cultures
caractérisée par une taille fixe et un ordre prédéfini répétitif. La rotation (b) est également
cyclique de taille fixe mais représente une flexibilité sur le choix de cultures. La rotation
(c) est aussi flexible, elle se distingue des autres classes par la variation de la taille des
séquences répétées. La rotation (d) est moins structurée avec une grande flexibilité, i.e.,
une culture peut être suivie par tout autre type sauf par elle-même. En général, ces trois
classes de rotation flexible représentent une combinaison de plusieurs rotations.
La durée des cycles de séquences dépend de la nature des cultures. Les cultures ma-
raîchères ont des temps de rotation courts de quelques mois. Par exemple, la durée d’oc-
cupation de l’oignon est limitée à deux saisons maximum : printemps - été. Le semis de
l’oignon se fait généralement au printemps et la récolte à n’importe quel stade de sa crois-
sance. Le melon se sème au printemps mais se récolte uniquement en été. La laitue est
une culture qui se produit toute l’année. Selon les variétés et la saison, elle sera récoltée
30 à 45 jours après la transplantation [Fortier, 2016]. Cela donne la possibilité de faire se
succéder plusieurs cycles sur la même parcelle au cours d’une même année.
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Figure 6.8 – Exemple de classes de rotations, extrait de [Castellazzi et al., 2008] et traduit par
[Akplogan, 2013]
6.3 Méthodes de recherche opérationnelle pour la planifica-
tion des cultures
La planification des cultures est un exercice crucial pour la conception d’un système agri-
cole rentable. Toutefois, il n’est pas facile de savoir quelles cultures planter, en quelle quan-
tité et à quel moment, tout en respectant les propriétés physiques (utilisation de l’eau)
et chimiques (utilisation des engrais et pesticides) du sol. Dans ce sens, de nombreuses
études sur la planification des cultures ont été menées pour aider les agriculteurs dans
leurs décisions. Nous citons la revue de [Dury et al., 2012] qui fait référence à plus de 120
études sur les modèles de planification et de rotation des cultures. Ces modèles sont basés
sur des objectifs différents. Le critère économique est le plus étudié dans la littérature,
i.e., la planification des cultures est souvent effectuée de manière à maximiser les rende-
ments de productions [Heady, 1948, Itoh et al., 2003, Galán-Martín et al., 2015]. De plus,
les préoccupations d’aujourd’hui sur la durabilité des systèmes de cultures ont conduit les
chercheurs à cibler explicitement des objectifs autres que la rentabilité, des objectifs envi-
ronnementaux ou écologiques. Par exemple, minimiser l’utilisation des pesticides, réduire
l’érosion du sol et améliorer la fertilité physique et biologique du sol [Dogliotti et al., 2005].
Outre les objectifs qui déterminent la sélection d’un plan de cultures, les modèles dif-
fèrent également par le type de contraintes, qui limitent les décisions relatives aux plans
de cultures. Ces contraintes sont souvent liées à la gestion des ressources limitées. Par
exemple, la gestion des ressources disponibles en eau d’irrigation avec un objectif de maxi-
miser les revenus [Gupta et al., 2000, Tsakiris and Spiliotis, 2006, Niu et al., 2016]. Autres
ressources sont également incorporées dans les modèles de planification de cultures, comme
la main d’oeuvre et le niveau de mécanisation [Dogliotti et al., 2005].
Un certain nombre de techniques explorées dans la littérature, pour la planification
des cultures, se distinguent selon les objectif visés et les contraintes considérées. La pro-
grammation mathématique est la plus utilisée [Glen, 1987]. En particulier la programma-
tion linéaire (PL) depuis le modèle simplifié de [Heady, 1954], qui vise à maximiser les
rendements de production en tenant compte de la disponibilité des ressources en main
d’oeuvre. Ensuite, des modèles plus réalistes que ce dernier ont été considérés comme une
base des systèmes de planification des cultures. Nous citons le modèle “Purdue Top Far-
mer Cropping Model ‘B’”, destiné à être utilisé directement par les agriculteurs pour la
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planification de la production des exploitations agricoles [McCarl et al., 1977]. Nous men-
tionnons également le modèle ROTAT de [Dogliotti et al., 2005]. Pour les fermes urbaines,
nous citons l’outil de [Brulard et al., 2016] à base de programmes mathématiques d’aide
à la conception de fermes maraîchères diversifiées. Toutefois, l’application de la program-
mation linéaire n’est pas toujours simple, certains problèmes rencontrent des difficultés
de formulation mathématique (objectif et contraintes) ou d’interprétation des résultats
[Nevo et al., 1994]. Pour réduire ces limites, la programmation linéaire a été progressive-
ment étendue à d’autres techniques. Par exemple, plusieurs chercheurs ont suggéré d’in-
tégrer l’incertitude dans leurs modèles. Nous citons [Itoh et al., 2003] qui ont proposé un
modèle de programmation linéaire avec des valeurs incertaines (coefficients stochastiques)
pour étudier l’influence du climat sur la planification des cultures. Nous mentionnons éga-
lement [Sethi et al., 2006] qui ont développé un modèle de programmation linéaire pour
optimiser l’allocation des cultures, tout en considérant les besoins en eau d’irrigation mo-
délisés comme des variables stochastiques.
Motivés par plusieurs facteurs économiques, environnementaux ou organisationnels, les
chercheurs ont développé des modèles d’optimisation multi-critères afin de regrouper divers
objectifs lors de la planification des cultures [Gupta et al., 2000, Sarker and Quaddus, 2002,
Tsakiris and Spiliotis, 2006]. Cette approche a été utilisée dans d’autres cadres autres que
la programmation linéaire. [Sarker and Ray, 2009], par exemple, proposent deux formu-
lations multi-critères du problème de planification des cultures (version linéaire et non
linéaire), qu’ils ont résolues par une version améliorée de l’algorithme évolutionnaire.
L’utilisation des métaheuristiques, telles que l’algorithme évolutionnaire, vient du
fait que le problème de planification des cultures est un problème NP-difficile (i.e.,
difficulté de vérifier la solution en temps polynomial) [Chetty and Adewumi, 2014].
L’objectif donc des méthodes approchées est de trouver des solutions de bonne qualité en
temps raisonnable. Dans ce sens, [Chetty and Adewumi, 2014] examinent l’efficacité de
l’utilisation des métaheuristiques à populations. Il s’agit des algorithmes d’intelligence en
essaim comparés à un algorithme génétique sur une étude de cas à l’Afrique du Sud, où
les premiers ont fourni les meilleurs résultats.
Les chercheurs ont suggéré d’autres approches pour résoudre le problème de planifica-
tion de cultures, formalisé comme un problème de rotation ou de succession de cultures.
Par exemple, [Haneveld and Stegeman, 2005] utilisent les réseaux de flots pour modéliser
les séquences de cultures non permises, afin de les utiliser comme des contraintes dans
un modèle standard de programmation linéaire. De même, [Detlefsen and Jensen, 2007]
proposent une modélisation par les réseaux de flots, en tirant parti de leur structure
claire et visuelle, pour utiliser des algorithmes spéciaux pour la résolution des problèmes
de réseaux. Face à ces approches, [Filippi et al., 2017] développent un modèle de pro-
grammation linéaire mixte pour l’allocation de cultures, avec un objectif de maximiser
le profit total, tout en tenant compte de la variabilité des prix et des rendements.
[Alfandari et al., 2011] proposent également un modèle de programmation mixte, qui vise
à minimiser la surface nécessaire pour couvrir les besoins des agriculteurs, plutôt que
de maximiser les revenus. L’aspect combinatoire du modèle provient du fait de cultiver
une parcelle ou de la laisser en jachère, alors que les variables réelles concernent les
contraintes de demande. Ce problème a été prouvé NP-dfficile suite à une réduction au
problème de Set Covering (voir chapitre 2). Après l’avoir démontré, [Alfandari et al., 2015]
présentent une amélioration du modèle en proposant une formulation compact binaire
de la programmation linéaire basée sur les graphes de séquences de cultures, puis
une formulation étendue en utilisant la décomposition de Dantzig-Wolfe (voir chapitre
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1). Ils présentent ensuite une résolution par l’algorithme de Branch-and-Price-and-
Cut qui a montré son efficacité pour la formulation étendue. Dans la même optique,
[Santos et al., 2015] proposent la même approche de Branch-and-Price-and-Cut pour
résoudre le problème de rotation de cultures maraîchères avec l’objectif de minimiser la
surface totale utilisée. Les résultats obtenus ont montré l’efficacité de la méthode suite à
des expérimentations de calcul sur un ensembles d’instances basées sur des données réelles.
Des méthodes d’intelligence artificielle sont également utilisées dans ce cadre. Nous ci-
tons par exemple [Akplogan et al., 2013] qui proposent une résolution du problème d’allo-
cation de cultures par satisfaction de contraintes pondérées. Les simulations à base d’agents
sont également utilisées. Nous mentionnons [Taillandier et al., 2012] qui présente une ap-
plication d’une architecture multi-agents basée sur le modèle de la rationalité d’un agent
intelligent (Belief-Desire-Intention).
A notre connaissance, aucune des nombreuses études menées sur la planification de
cultures n’a examiné l’allocation des cultures annuelles et des cultures pérennes dans une
même approche de modélisation. Nous citons par exemple [Brulard, 2018] qui a proposé
un outil à base de programmes mathématiques d’aide à la conception de systèmes de pro-
duction maraîchers urbains. L’originalité donc de notre étude consiste à la modélisation
de conception d’un système agroforestier urbain (verger-maraîcher), qui associe des arbres
fruitiers (cultures pérennes) et des cultures maraîchères (cultures annuelles) sur une même
parcelle.
6.4 Conclusion du chapitre
Dans ce chapitre, nous avons présenté les concepts généraux sur les systèmes agrofores-
tiers, notamment les systèmes de verger-maraîcher où nous associons des arbres fruitiers
et des cultures maraîchères sur la même parcelle. En premier lieu, nous avons défini les
interactions écologiques entre les cultures pérennes et les cultures annuelles, à savoir les in-
teractions aériennes et les interactions souterraines. En deuxième lieu, nous avons présenté
la productivité dans les systèmes agroforestiers, qui dépend de plusieurs critères comme la
densité des arbres et l’emplacement des cultures selon les espèces choisies. Ensuite, nous
avons parlé de l’organisation du travail qui est impactée par les rythmes de croissance
différents des arbres et des cultures et qui doit être considérée lors de la conception d’un
système agroforestier. Puis, nous avons défini la rotation ou la succession des cultures sur
la même parcelle et leur rôle important dans la préservation de la qualité du sol. En dernier
lieu, nous avons présenté un panorama de méthodes de recherche opérationnelle, utilisées
pour modéliser et résoudre des problèmes de planification et de rotation de cultures, en
citant d’autres méthodes de l’intelligence artificielle et de la simulation à base d’agents.
Comme évoqué précédemment, aucune de ces nombreuses études menées sur la plani-
fication des cultures n’a présenté un modèle de conception spatio-temporelle d’un système
agroforestier. La majorité des études cherche à démonter l’intérêt de l’agroforesterie sans
présenter une approche de modélisation. D’où l’originalité de notre modèle de conception
des systèmes de verger-maraîcher, que nous présentons dans le chapitre suivant.
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Chapitre 7
Modélisation et résolution du
problème de verger-maraîcher
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Comme nous l’avons présenté au chapitre précédent, les systèmes agroforestiers reposent
sur un ensemble complexe d’interactions arbres - cultures modifiant l’utilisation de la lu-
mière, de l’eau et des nutriments. Donc, concevoir un tel système nécessite d’optimiser
l’utilisation de ces ressources, en maximisant les interactions positives (facilitation) et en
minimisant celles négatives (compétition). En effet, de nombreuses études ont été menées
pour montrer l’intérêt de l’agroforesterie ou pour proposer des modèles de planification
et de rotation de cultures. Mais à notre connaissance, aucune étude n’a modélisé l’alloca-
tion spatio-temporelle des arbres fruitiers et des cultures maraîchères dans les systèmes
agroforestiers (vergers-maraîchers). En conséquence, nous avons construit un premier pro-
totype d’un système de verger-maraîcher basé sur la satisfaction de contraintes pondérées
(WCSP Weighted Constraint Satisfaction Problem). Mais la résolution a été limitée à des
systèmes de petite taille [Tchamitchian and Godin, 2014]. Dans ce chapitre, nous présen-
tons des modèles plus larges basés sur la programmation mathématique.
Ce chapitre est divisé en trois sections. Dans la section 7.2, nous décrivons les choix ef-
fectués pour la construction des modèles de conception des systèmes de vergers-maraîchers.
A savoir, les cultures choisies et leurs caractéristiques, les interactions aériennes et sou-
terraines considérées, les rendements attendus et les règles d’organisations adoptées. Nous
présentons ensuite dans la section 7.3 quatre formulations mathématiques du problème :
quadratique, décomposée, mixte et linéaire. Puis dans la section 7.4 nous discutons les
résultats obtenus.
7.2 Modélisation du problème
Nous définissons le problème de conception d’un système de verger-maraîcher comme un
problème d’allocation de cultures. Son objectif est de positionner, sur la même parcelle,
des arbres fruitiers et des cultures maraîchères sur un horizon temporel fini. Nous avons
représenté la parcelle sous forme d’un carré découpé en l× l cellules, toutes de même taille
(1m2 à 4m2) Chaque cellule représente une unité spatiale attribuée à une espèce cultivée
(un arbre fruitier, une culture maraîchère ou de l’engrais vert), ou au sol nu lorsque l’unité
spatiale ne porte aucune espèce cultivée.
Concernant le temps, nous avons considéré un horizon temporel de trois périodes, se-
lon les phases de croissance d’un arbre : période P1 correspond à très jeune arbre, juste
après la plantation, P2 à un jeune arbre qui développe rapidement son système racinaire
et sa structure aérienne et P3 à un arbre mature. Chaque période représente un an de
rotation (quatre saisons), sauf pour P1 que nous représentons par une seule saison, vu que
nous considérons la terre en jachère à cette période. Donc, nous avons neuf pas de temps
et par conséquent neuf grilles de l× l unités spatiales, comme schématisé dans la figure 7.1.
7.2.1 Choix et caractéristiques des arbres fruitiers
Pour rappel, notre modèle consiste à étudier l’impact des arbres sur les cultures maraî-
chères et d’optimiser les interactions aériennes et souterraines entre eux. Choisir plusieurs
espèces fruitières ne fait que compliquer le modèle, en multipliant le nombre de variables
et de contraintes. Pour simplifier le modèle, nous avons donc choisi un seul type d’arbre
fruitier, un pommier, que nous considérons comme un arbre générique dans le modèle.
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Figure 7.1 – Représentation spatiale et temporelle d’une parcelle de taille 5× 5 dans le modèle
de conception.
Espacement minimal entre arbres
Le choix d’espacement entre les arbres au moment de la plantation influe sur leur évolution.
De ce fait, il faut définir un espacement permettant, aux arbres, une croissance sans conflit
et une meilleure répartition lumineuse. Cet espacement minimal est plus faible que celui
recommandés dans les systèmes de vergers purs, afin d’assurer un bon fonctionnement des
cultures maraîchères associées, qui peuvent être impactées positivement ou négativement
par la présence des arbres. La figure 7.2 illustre l’espacement minimal considéré dans notre
modèle.
Figure 7.2 – Représentation de l’espacement minimal entre arbres. La cellule grise représente un
arbre et les cellules croisées représentent les zones interdites à la plantation des autres
arbres.
Interception du rayonnement solaire
Naturellement, le feuillage des arbres se développe au printemps, se stabilise en été, puis
tombe en automne et recommence le printemps suivant. Ainsi, lors des saisons printemps
et été, où les arbres ont des feuilles, les cultures plantées à proximité peuvent subir une
réduction du rayonnement solaire disponible. Cette zone impactée est généralement liée
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Figure 7.3 – Morphologie générique choisie pour la modélisation d’un pommier à maturité.
Source : outil de simulation développé par l’unité PSH (Plantes et Systèmes de
cultures Horticoles) INRA Avignon
à la morphologie de l’arbre, à savoir la hauteur, la largeur et la densité foliaire de houp-
pier. Elle est également liée à la période de l’année où l’inclinaison des rayons solaires varie.
La figure 7.3 présente la morphologie générique choisie pour la modélisation d’un pom-
mier à maturité. Pour définir le périmètre d’interception du rayonnement solaire autour
de ce fruitier, nous nous sommes basés sur les résultats d’un logiciel de simulation qui
prend en considération tous les critères cités ci-dessus comme la saison, la morphologie de
l’arbre, et sa densité foliaire. Les résultats de cette simulation sont illustrés dans la figure
7.4 qui représente les niveaux d’interception par des couleurs différentes, durant les sai-
sons de printemps et d’été. La couleur rouge est utilisée pour une interception supérieure à
50%, où ne nous pouvons pas planter des cultures. La couleur jaune pour une interception
inférieure à 20% qui n’a pas d’effet sur les cultures. Enfin, la couleur orange pour une
interception entre 20% et 50% qui représente l’ombre potentielle. Nous avons traduit ces
résultats de simulation pour représenter les niveaux d’interception du rayonnement solaire
sous les arbres sur la parcelle carrée de notre modèle de conception (Figure 7.5). Cela nous
a permis de modéliser l’ombre potentielle autour d’un arbre par une zone fixe orientée vers
le nord (Figure 7.4).
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Figure 7.4 – Résultats de simulation d’interception du rayonnement solaire par les arbres, avec
une densité foliaire de 2,5. Les couleurs indiquent les niveaux d’interception autour
de l’arbre : plus la couleur est foncée, plus le rayonnement intercepté est important.
Source : outil de simulation PSH - INRA Avignon
Figure 7.5 – Modélisation des niveaux d’interception du rayonnement solaire par les arbres.
Figure 7.6 – Unités spatiales affectées par la perte de rayonnement solaire (cellules croisées) par
un arbre (cellule grise), durant les trois périodes P1, P2 et P3.
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Systèmes racinaires des fruitiers
Les systèmes racinaires des arbres se différencient des cultures annuelles par leur péren-
nité. Le développement des racines varie d’une année à l’autre avec une production plus
élevée les premières année de l’arbre [Atkinson, 1983]. Malheureusement, il existe très peu
d’informations sur le développement des racines des fruitiers lors des premières années
après la plantation. Pour modéliser donc le système racinaire des arbres fruitiers, nous
nous sommes basés sur une simulation 3D d’architecture racinaire d’un pêcher greffé sur
un prunier [Vercambre et al., 2003]. Le modèle est réalisé, à l’INRA d’Avignon, sur la base
de quatre ans d’observation dans un verger expérimental avec une irrigation minimale et
une densité de plantation faible (70 arbres/ha). De sorte que les arbres soient largement
espacés pour éviter les interactions souterraines entre eux. En regardant la figure 7.7, qui
présente les résultats de simulation, nous remarquons que le système racinaire des arbres
colonise un grand volume du sol. Certaines racines descendent en profondeur, progressi-
vement, d’environ 1m par an. Tandis que d’autres s’étendent latéralement à toutes les
profondeurs atteintes avec un maximum de 3m. Cette observation nous a conduit à éla-
borer le modèle schématisé dans la figure 7.8.
Figure 7.7 – Simulation 3D du système racinaire d’un pêcher greffé sur prunier, à 2, 3 et 4 ans
après la plantation.
Figure 7.8 – Croissance des racines (cellule croisées) d’un arbre fruitier (cellule grise) en périodes
P1, P2 et P3.
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7.2.2 Choix et caractéristiques des cultures maraîchères
Quant aux cultures maraîchères, nous avons sélectionné un ensemble de cultures avec des
dates et des durées de plantation différentes, illustrées sur le tableau 7.1. Nous avons choisi
des cultures de cycle court (une saison), à savoir le melon planté en été et trois variétés
de salade, chacune sur une saison (printemps, automne et été). De plus, nous avons choisi
des cultures avec des cycles longs qui s’étalent sur deux saisons : tomate et oignon au
printemps-été et carotte en été-automne. De plus, nous avons ajouté deux types d’engrais
verts à intercaler avec ces cultures maraîchères pour préserver la qualité du sol.









Engrais vert 2 Engrais vert 2
Table 7.1 – Dates et durées de plantation des cultures maraîchères en nombre de saisons.
Sensibilité des cultures à l’ombre
Pour analyser l’impact de l’ombre des arbres sur les cultures maraîchères, nous nous
sommes basés sur les connaissances des agriculteurs locaux. Basé sur ces informations
collectées, le tableau 7.2 présente le degré de sensibilité des espèces choisies à l’intercep-
tion du rayonnement solaire. Cela est présenté par une évaluation qualitative en fonction
de l’espèce et la saison pendant laquelle elle est cultivée. Le symbole (0) indique un effet
neutre, (-) un effet négatif et (+) un effet positif. Le nombre des symboles utilisés (++ ou







Table 7.2 – Sensibilité des cultures maraîchères choisies à la perte de rayonnement solaire
Systèmes racinaires des cultures maraîchères
Le développement des systèmes racinaires varie d’une espèce à l’autre, vu qu’elles ont des
besoins différents en eau et en nutriments. Tiréé de [Weaver and Bruner, 1927], la figure
7.9 illustre les systèmes racinaires des espèces choisies. Nous constatons que l’oignon a
des racines peu ramifiées qui se développent dans les couches superficielles autour de la
plante (1 pied = 30cm). De même, le melon a des racines de faible profondeur (2 pieds)
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Figure 7.9 – Systèmes racinaires d’espèces maraîchères
mais qui s’étendent bien horizontalement. La salade a des racines latérales bien ramifiées
avec une racine pivotante profonde (4 pieds) peu ramifiée. La carotte a des racines qui
s’étendent verticalement (5 pieds) avec des branches courtes. Tandis que la tomate a des
racines qui remplissent le sol autour de la plante, en s’étendant en profondeur vers de
nouveaux territoires.
Pour définir le niveau de compétition pour l’eau entre arbres et cultures, nous avons
classé les systèmes racinaires des cultures en fonction de la surface occupée en profondeur.
Ce niveau, qui commence à deux pieds du sol, correspond au niveau où les racines des
arbres fruitiers commencent à s’étendre en profondeur avec plus de branchement (Figure
7.8). De ce fait, l’ordre de classement est comme suit : (oignon = melon) < salade <
carotte < tomate.
Contrairement à cette compétition, associer des arbres et des cultures sur la même par-
celle favorise une meilleure utilisation de l’eau grâce aux systèmes racinaires des arbres,
qui transfèrent l’eau des couches profondes du sol vers les surfaces superficielles et récu-
pèrent l’excès d’eau qui pourrait nuire aux cultures maraîchères (voir chapitre 6). Dans
notre modèle, le surplus d’eau existe à toutes les saisons sauf l’été. A ces périodes, le
partage de l’eau se produit automatiquement par la présence d’une culture auprès d’un
arbre. Cependant, si la culture est plantée loin d’un arbre, elle pourrait être altérée par
un excès d’eau.
Mixité des cultures maraîchères
Une fois que les cultures sont choisies, il faut déterminer combien produire de manière
à diversifier la production à chaque saison. Pour répondre à cette question, nous avons
ajouté des contraintes de mixité des cultures maraîchères dans le modèle, représentées
par des fourchettes de production (Figure 7.10). Les valeurs minimales sont choisies de
sorte qu’à chaque saison il y ait une mixité minimale de cultures dans la parcelle, en
laissant suffisamment d’unités spatiales pour positionner des arbres. Tandis que les valeurs
maximales correspondent au cas où toutes les unités spatiales sont attribuées à des cultures
maraîchères sans arbres.
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Figure 7.10 – Pourcentages min-max de la parcelle à attribuer à chaque culture sur une saison
donnée
Règles d’organisation
Comme évoqué dans le chapitre 6, les délais de retour minimal des cultures sont de plu-
sieurs années. Pour modéliser la rotation des cultures en respectant les délais de retour,
il faut disposer de plusieurs cultures par saison. Or, nous n’avons sélectionné qu’un petit
nombre d’espèces, six espèces sur toutes saisons confondues. Ce qui n’aide pas à modéliser
correctement les délais de retour. En conséquence et pour prendre en considération, dans
notre modèle, l’effet précédent des cultures, nous avons ajouté des contraintes qui inter-
dissent de planter la même culture au même endroit deux années successives.
Un autre critère souhaité concerne le regroupement spatial des cultures maraîchères.
Cela a un impact positif sur le temps de travail nécessaire pour cultiver ces cultures. Nous
avons modélisé cette règle par une pénalisation des cultures dispersées sur la parcelle, éva-
luées en comparant la culture plantée sur une unité spatiale avec son adjacente horizontale
ou verticale (Figure 7.11).
Figure 7.11 – Modélisation de la dispersion horizontale/verticale des cultures maraîchères
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7.3 Formulation mathématique
Pour résoudre le problème de verger-maraîcher, nous avons reformulé le modèle concep-
tuel, décrit dans la section précédente, en un modèle mathématique. D’abord, nous avons
élaboré un modèle basé sur la programmation quadratique en variables binaires sous
contraintes linéaires [Maqrot et al., 2016, Maqrot et al., 2017a], que nous avons ensuite re-
formulé en un modèle de programmation linéaire mixte [Maqrot et al., 2017b]. Puis en un
modèle un modèle de programmation linéaire en variables binaires [Maqrot et al., 2018b].
7.3.1 Modèle quadratique en variables binaires (BQP)
Comme définit dans le chapitre 1, un problème de programmation quadratique en variables
binaires est un problème d’optimisation, qui consiste à trouver un vecteur x qui minimise
une fonction objectif quadratique. La forme mathématique la plus générale sous contraintes














akixi ≤ bk k = 1, ...,m (7.2)
xi,xj ∈ {0,1} i= 1, ...,n;j = 1, ...,n (7.3)
où Qn×n est une matrice de coefficients carrée symétrique (qij = qji), et c un vecteur de
coefficients linéaire.
Variables
Pour reformuler le problème de verger-maraîcher sous cette forme quadratique, nous consi-
dérons quatre variables binaires :
• cropt,cx,y = 1 ssi l’unité spatiale de coordonnées x,y a une culture c au temps t
• treex,y = 1 ssi l’unité spatiale de coordonnées x,y a un arbre
• shadex,y = 1 ssi l’unité spatiale de coordonnées x,y a de l’ombre d’un arbre
• rootpx,y = 1 ssi l’unité spatiale de coordonnées x,y a des racines d’un arbre à la pé-
riode p
Paramètres
Soit L= {1, ..., l} l’ensemble des positions horizontales/verticales des unités spatiales d’une
parcelle de forme carrée, représentée sous forme d’une grille de taille l× l. La numérotation
des positions commence en haut à gauche (i.e, nord ouest) avec les coordonnées (x =
1,y = 1). Soit ζ l’ensemble des cultures, T l’ensemble des pas de temps (chaque pas de
temps représente une saison, commençant en automne), et P l’ensemble des périodes de
croissances des arbres, avec Tp l’ensemble des pas de temps de chaque période p∈ P . Dans
nos expériences, nous faisons varier la taille de la parcelle l× l en utilisant un ensemble
fixe de ζ, T , P et Tp :
• ζ = {oignon,melon,salade,carotte, tomate,engrais,sol nu}
• T = {1, ...,9}
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• P = {1,2,3}
• T1 = {1}∼ {automne}, T2 = {2,3,4,5}, T3 = {6,7,8,9}∼ {hiver,printemps,été,automne}.
Fonction objectif : optimisation des interactions arbres-cultures
Rappelons que l’objectif de notre problème est de concevoir un système de verger-maraîcher,
qui permet d’optimiser les interactions aériennes et souterraines entre arbres et cultures.
Basés sur les interactions décrites à la section précédente, nous distinguons trois situations
possibles pour chaque unité spatiale :
• SR : où l’ombre et racines sont présentes,
• S¯R : où les racines sont présentes sans ombre,
• S¯R¯ : où l’ombre et racines sont absentes.
Chaque situation s est liée à une valeur vs qui peut être négative ou positive selon le






[vSR×shadex,y× rootpx,y +vS¯R× (1−shadex,y)× rootpx,y (7.4)
+vS¯R¯× (1−shadex,y)× (1− rootpx,y)]× cropt,cx,y
Notons que, durant les périodes P2 et P3, la présence de l’ombre (Figure 7.6) à une
unité spatiale implique la présence des racines (Figure 7.8) :
shadex,y⇒ rootspx,y (7.5)





[At,c×shadex,y +Bt,c× rootpx,y +Ct,c]× cropt,cx,y (7.6)
Avec :
• At,c = vSR− vS¯R : valeurs liées au degré de sensibilité des cultures à l’ombre à une
saison quelconque (pas d’ombre à la période 1, i.e., A1,c = 0). Selon le tableau 7.2,
nous affectons un coût de 10 à un négatif (-), un coût de 0 à un effet neutre (0) et
un coût de -10 à un effet positif (+).
• Bt,c = vS¯R−vS¯R¯ : valeurs liées aux interactions générées par les systèmes racinaires
des arbres fruitiers et des cultures maraîchères (compétition ou partage pour l’eau).
Basés sur la figure 7.9, nous avons déjà défini le niveau de compétition pour l’eau
en classant les cultures maraîchères dans un ordre croissant selon leurs systèmes
racinaires : (oignon = melon) < salade < carotte < tomate. Ainsi, basés sur ce
classement, nous attribuons respectivement (en été) les coûts suivants : 0, 10, 20 et
30. Ensuite, nous réduisons les coûts pour les cultures permettant de partager les
ressources en eau avec des arbres en toutes saisons sauf en été (tableau 7.3) : -10
pour les cultures maraîchères et -20 pour l’engrais vert.
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Compétition Partage
Salade printemps 0 -10
Salade été 10 0






Sol nu 0 10
Table 7.3 – Valeurs liées aux interactions souterraines (compétition et partage pour l’eau).
• Ct,c = vS¯R¯ : valeurs liées à l’absence de l’ombre et des racines des arbres. Nous
évaluons cette situation par un coût de 10 quand le partage n’est pas en place
(valeurs opposées de la colonne partage du tableau 7.3). Plus un coût dû à l’absence
de l’ombre en été : 20 pour la salade et 10 pour la tomate.
Le tableau 7.4 résume les valeurs At,c, Bt,c et Ct,c associées à chaque culture maraî-
chère dans une saison quelconque. Ces coûts sont déterminant pour la quantité à planter
et le placement des cultures sur les unités spatiales. Pour réduire le nombre des unités
spatiales affectées au sol nu, nous ajoutons respectivement aux coefficients associés (At,c,
Bt,c et Ct,c) des valeurs égales à max(At,c) + 10, max(Bt,c) + 10 et max(Ct,c) + 10.
Hiver Printemps Été Automne
A B C A B C A B C A B C
Salade printemps 0 -10 10
Salade été -30 -10 20
Salade automne -10 10
Tomate 0 -10 10 -20 30 10
Melon 10 0 0
Carotte 0 20 0 -10 10
Oignon 10 -10 10 0 0 0
Engrais vert 1 -10 10
Engrais vert 2 -10 10 -10 10
Sol nu 40 30 20 40 30 20 40 30 40 30
Table 7.4 – Coefficients de la fonction objectif (7.6), représentés par des couleurs selon les espèces
et les durées de plantation. Les coefficients At,c en hiver (t ∈ {2,6}) et en automne
(t ∈ {1,5,9}) sont en gris pour indiquer l’absence de l’ombre à ces deux saisons.
Fonction objectif : optimisation de la dispersion des cultures
En plus de l’objectif principal qui consiste à optimiser les interactions arbres-cultures, nous
modélisons le regroupement spatial des cultures maraîchères comme un objectif secondaire
de notre problème. Selon Figure 7.11, l’équation (7.7) traduit la pénalisation de la dis-
persion spatiale des cultures, évaluée en comparant (deux à deux) les cultures présentes
dans les unités spatiales adjacentes horizontales et verticales. Nous accordons à chaque
dispersion un coefficient de pénalisation, Cdisp > 0. Pour avoir la dispersion comme critère
secondaire par rapport aux interactions, nous mettons 12×L2+1 , avec L la dimension de la
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grille, pour que dans le pire cas la somme des dispersions soit inférieure à 1 , en supposant








((1− cropt,cx,y)× cropt,cx,y+1 + (1− cropt,cx,y+1)× cropt,cx,y)]
Contraintes
Afin de compléter le modèle mathématique, nous avons défini les contraintes linéaires
suivantes :




cropt,cx,y = 1 (∀t ∈ T,∀x,y ∈ L2) (7.8)
2. Espacement minimal entre arbres (Figure 7.2)
treex,y + treex+1,y ≤ 1 (∀x ∈ L−{l},∀y ∈ L) (7.9)
treex,y + treex,y+1 ≤ 1 (∀x ∈ L,∀y ∈ L−{l}) (7.10)
3. Aucun arbre sur les bordures Est et Ouest de la parcelle
treex,l = 0 (∀x ∈ L) (7.11)
tree1,y = 0 (∀y ∈ L) (7.12)










treex+i,y+j ≤ 0 (∀x,y ∈ L2)(7.14)
5. Évolution des racines d’un arbre (Figure 7.8)








rootp−1x+i,y+j ≤ 0 (∀x,y ∈ L2,∀p ∈ {2,3}) (7.17)
où I = {max(1−x,−1), . . . ,min(l−x,1)} et J = {max(1−y,−1), . . . ,min(l−y,1)}





treex,y ≤ 0 (7.18)
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cropt,cx,y ≤maxBalance(t,c) (∀t ∈ T,∀c ∈ ζ) (7.19)
8. Rotation de cultures
cropt2,cx,y + cropt3,cx,y ≤ 1 ∀t2 ∈ T 2,∀t3 ∈ T 3, (7.20)
∀c ∈ {oignon,tomate,carotte,melon}
9. Cultures sur deux saisons consécutives (Tableau 7.1)
cropt,cx,y− cropt+1,cx,y = 0 (∀p∈P,t=fc(T
p),∀x,y∈L2,∀c∈{oignon,
tomate,carotte,engrais}) (7.21)
Pour cette dernière contrainte (7.21), fc(T p) représente le pas de temps qui correspond à
une culture c plantée à la saison T p de la période p et dure deux saisons. Pour illustrer, l’en-
grais vert est planté en automne, i.e., fengrais(T 1) = 1, l’oignon et la tomate sont plantées
au printemps, i.e., foignon∨tomate(T 2) = 3, et carotte est plantée en été, fcarotte(T 3) = 8).
7.3.2 Modèle linéaire en variables mixtes (MIP)
Pour reformuler le problème de conception de verger-maraîcher sous forme d’un programme
linéaire mixte, nous avons simplifié le modèle précédent, en supprimant les contraintes sur
la rotation de cultures (7.20) et l’objectif secondaire sur leur regroupement spatial (7.7).
Ensuite, nous avons appliqué l’approche de décomposition de Benders (voir chapitre 1) qui
consiste à séparer les variables en deux ensembles (deux niveaux de décisions) : variables
appartenant au problème maître et variables contrariantes appartenant au sous-problème
primal. Généralement, le problème maître est plus facile à résoudre que le problème d’ori-
gine car il s’agit d’une relaxation i.e., il considère les variables contrariantes comme des
valeurs constantes fournies par la résolution du sous-problème dual. En d’autres termes,
le sous-problème dual alimente le problème maître restreint par des contraintes (coupes)
qui renforcent le problème maître jusqu’à obtenir un problème équivalent au problème de
départ.
En appliquant ce principe, nous séparons le problème principal de verger-maraîcher
en deux sous-problèmes : (i) positionnement des arbres et (ii) optimisation des interac-
tions arbres-cultures au fil du temps. Le problème (i) correspond au problème maître res-
treint (PMR) dans l’approche de Benders et le problème (ii) correspond au sous-problème
(SP). Le problème maître garde les variables binaires treex,y, shadex,y et rootpx,y, et les
contraintes associées (7.9)-(7.18). Les contraintes restantes (7.19)-(7.21) appartiennent au
sous-problème (Figure 7.12).
Le problème maître communique avec le sous-problème en introduisant de nouvelles


















(Optimisation des interactions ⇒ quantités de production)




Figure 7.12 – Objectifs et variables du problème maître et du sous-problème.





Ces variables supplémentaires trees,shades,rootsp sont considérées comme des constantes
dans le sous-problème, i.e., des informations sur le positionnement des arbres nécessaires
pour optimiser les interactions arbres-cultures.
Concernant les variables du sous-problème, Au lieu d’avoir cropt,cx,y variables binaires
qui définissent exactement l’emplacement (x,y) de toute culture c à toute saison t, nous
les remplaçons par des quantités de production pour chaque type d’unités spatiales. Nous
distinguons trois configurations possibles : unités spatiales ayant ombre et racines (sr),
unités spatiales avec seulement des racines (s¯r), et unités spatiales sans ombre ni racines
(s¯r¯). Rappelons que la présence d’ombre aux périodes P2 et P3 implique la présence
des racines (7.5). Les variables continues correspondantes sont respectivement : qcropt,csr ,
qcropt,cs¯r
, et qcropt,cs¯r¯ . Elles représentent des partitions de l’ensemble des unités spatiales de
la parcelle (sauf celles attribuées aux arbres), leur somme est égale à qcropt,c (7.23)-(7.24).
Nous ajoutons les contraintes (7.25)-(7.26) pour assurer une allocation faisable sur des
unités spatiales ayant ombre ou racines sans présence d’arbre. Avec cette reformulation,








qcropt,csr + qcropt,cs¯r + qcropt,cs¯r¯ − qcropt,c = 0 (∀t ∈ T,∀c ∈ ζ) (7.23)∑
c∈ζ
qcropt,c− l2 + trees = 0 (∀t ∈ T ) (7.24)∑
c∈ζ
qcropt,csr −shades = 0 (∀t ∈ T \{1}) (7.25)∑
c∈ζ
(qcropt,csr + qcropt,cs¯r )− rootsp = 0 (∀p ∈ P,∀t ∈ T
p) (7.26)
minBalance(t,c)≤ qcropt,c ≤ maxBalance(t,c) (∀t ∈ T,∀c ∈ ζ) (7.27)
qcropt,c− qcropt+1,c = 0 (∀p∈P,t=fc(T
p),
∀c∈{oignon,tomate,carotte,engrais}) (7.28)













≤ 0 (∀p∈P,t=fengrais(T p)) (7.31)
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La variable qcropt,cs¯r¯ apparaît uniquement dans la contrainte (7.23) en tant que variable
d’écart. Nous pouvons la supprimer en remplaçant cette (7.23) par la contrainte suivante :
qcropt,csr + qcropt,cs¯r − qcropt,c ≤ 0 (∀t ∈ T,∀c ∈ ζ) (7.32)
Notons que les unités spatiales de présence d’ombre ou de racines ne changent pas du-
rant les périodes de production P2 et P3. En conséquence, les cultures plantées sur deux
saisons consécutives de la même période doivent garder les mêmes quantités de production
(le même nombre des unités spatiales à l’ombre et aux racines) (7.29)-(7.30). En revanche,
des cultures sur deux saisons, comme l’engrais, qui chevauchent deux périodes peuvent
être affectées à plus d’unités spatiales de racines à la seconde période qu’à la première
(7.31). Cela crée une configuration supplémentaire : des unités spatiales sans racines à la
période P2 et avec racines à la période P3.
En conclusion, l’objectif du sous-problème est de définir les quantités de production
dans le temps sans spécifier l’emplacement des cultures sur la parcelle. Ce qui rend la
fonction objectif (initialement quadratique) linéaire. Il est facile de vérifier que l’équation
(7.22) est équivalente à l’équation (7.6).
Sans les contraintes (7.28)-(7.31) traitant les cultures sur deux saisons, le sous-problème
peut facilement être transformé en un ensemble de problèmes indépendants de flot maxi-
mal à coût minimal. Un problème pour chaque saison t, avec un flot maximal égal à à
l2− trees en respectant des informations sur les demandes (minBalance) et les capa-
cités (maxBalance, l2− trees, shades, rootsp). La figure 7.13 présente un exemple de
production pendant la saison d’été de la période P2 pour une parcelle de taille 10× 10.
Malheureusement, le problème est beaucoup plus difficile. Les cultures sur deux saisons
ajoutent un ensemble de contraintes d’égalité/inégalité (7.28)-(7.31) pour préserver les
mêmes quantités de production sur deux saisons de deux périodes différentes, tout en
considérant l’évolution des racines des arbres (Figure 7.8).
Pour assurer la faisabilité du sous-problème, le positionnement des arbres (dans le
problème maître) doit se faire de manière à laisser suffisamment d’unités spatiales pour
l’allocation de cultures (dans le sous-problème) permettant de satisfaire les demandes de





minBalancet,c (∀t ∈ T ) (7.33)
∑
c∈ζ
minBalancet,c ≤ l2 ≤
∑
c∈ζ
maxBalancet,c (∀t ∈ T ) (7.34)
Pour résumer, nous avons décomposé le problème initial en un problème maître
restreint (PMR) et un sous-problème (SP) en ajoutant des variables supplémentaires
(trees,shades,rootsp), entraînant une fonction objectif linéaire. Ces variables se pré-
sentent comme des termes linéaires dans le PMR et le SP (7.24)-(7.26). Nous pouvons
donc reformuler le problème initial en combinant le PMR et le SP, i.e., (7.9)-(7.18) ;(7.24)-
(7.33) avec la fonction objectif linéaire (7.22). Il s’agit donc d’un seul problème linéaire
mixte en nombres entiers (Mixed Integer Programming (MIP)). Avec cette reformulation,
nous pouvons résoudre le problème directement (séparation automatique du PMR et du
SP) en utilisant l’approche de décomposition de Benders implémentée dans IBM ILOG
cplex à partir de la version v12.7. Nous avons opté pour l’utilisation de cplex avec
















































Figure 7.13 – Production en été à la période P2 pour une parcelle (grille) de taille 10x10, re-
présentée comme un problème de flot maximal à coût-minimal. Les arcs au mileu
représentent les coûts et celles entre parenthèses les demandes et capacités. Soit
rt2 = roots2−shades and nt2 = 100− trees− roots2.
l’approche de décomposition de Benders plutôt que d’utiliser notre version implémentée
de la décomposition de Benders qui est moins performante que cplex.
Construction d’un plan d’allocation complet pour compléter le MIP (Algo-
rithm 4)
Par rapport au modèle quadratique qui permet de définir les positions exactes des arbres
treex,y et des cultures cropt,cx,y, le modèle mixte permet de positionner uniquement les
arbres treex,y et par conséquent positionne l’ombre shadex,y et les racines rootx,y . Il per-
met également de définir les quantités des cultures selon les configurations possibles des





Pour construire un pan d’allocation complet, nous pouvons attribuer aléatoirement, à
une culture c, qcropt,csr (respectivement qcropt,cs¯r , qcropt,cs¯r¯ ) unités spatiales parmi celles libres
ayant ombre et racines (resp. racines seulement, ni ombre ni racines) à chaque pas de
temps t. Par contre, attribuer une culture c qui dure deux saisons successives n’est pas si
simple, car elle doit être attribuée à la même unité spatiale (x,y) au temps t et t+1, i.e.,
cropt,cx,y = cropt+1,cx,y .
Concernant l’engrais vert qui chevauche deux saisons t et t+ 1 sur deux périodes dif-





s¯r , nous devons alors trouver qcrop
t+1,engrais
s¯r − qcropt,engraiss¯r uni-




s¯r¯ . Cela a pour objectif de conserver une quantité totale constante de l’engrais,
qui sera affectée aux mêmes unités spatiales au temps t et t+ 1. Les unités spatiales res-
tantes qcropt,engraiss¯r¯ − (qcropt+1,engraiss¯r − qcropt,engraiss¯r ) sont choisies arbitrairement parmi les
unités spatiales sans racines.
Algorithm 4: Construction d’un plan d’allocation de cultures






1 Procedure Allouer(qcropt,ctype, t, c,p, type,p′, type′)
2 if (t <max(T )∧ twoseason(c)∧fc(Tp) = t) then return ;
4 for y← 1 to l do
6 for x← 1 to l do
7 if (qcropt,ctype = 0) then return ;
8 if (freetx,y ∧Type(p,x,y) = type∧Type(p′,x,y) = type′) then




11 cropt,cx,y← 1,∀c′ ∈ ζ \{c}, cropt,c
′
x,y ← 0 ;
12 if (twoseason(c)∧fc(Tp)< t) then
13 freet−1x,y ← false ;
14 cropt−1,cx,y ← 1,∀c′ ∈ ζ \{c}, cropt−1,c
′





19 Tableau booléen freetx,y pour identifier les unités spatiales disponibles pour les
cultures;
20 ∀x ∈ L,y ∈ L,t ∈ T, if (treex,y = 1) then freetx,y← false else freetx,y← true;
22 for t←max(T ) to 2 do
23 Ordre inverse des cultures entre les périodes P2 et P3;
25 if (t≥min(T3)) then ζ← ζ3 ; p← 3 else ζ← ζ2 ; p← 2;
26 foreach (c ∈ ζ) do
27 Allouer(qcropt,csr , t, c,p,sr,p,sr) ;
29 if (c= engrais∧ t <max(T )) then
30 Allouer(qcropt−1,cs¯r , t, c,p, s¯r,p−1, s¯r) ;
31 Allouer(qcropt,cs¯r − qcropt−1,cs¯r , t, c,p, s¯r,p−1, s¯r¯) ;
32 end
33 else Allouer(qcropt,cs¯r , t, c,p, s¯r,p, s¯r);
34 Allouer(qcropt,cs¯r¯ , t, c,p, s¯r¯,p, s¯r¯) ;
35 end
36 end
Pour satisfaire ces contraintes complexes d’engrais entre deux périodes (7.31) puis les
contraintes des cultures maraîchères sur deux saisons de la même période (7.28)-(7.30),
nous avons choisi de construire un plan d’allocation avec un ordre de pas de temps décrois-
sant, commençant en automne de la période P3 (voir Figure 7.14 et Algorithm 4, ligne 22).
Concernant les dimensions spatiales, nous commençons l’attribution par le côté en haut
à gauche puis nous cherchons les unités spatiales les plus proches (distance minimum par
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Figure 7.14 – Règles de construction d’un plan d’allocation complet. Ordre inverse des pas de
temps à partir de la saison automne de la période P3 pour satisfaire les contraintes
d’égalité / d’inégalité des cultures qui durent deux saisons. Ordre inverse des
cultures entre les périodes P2 et P3 pour favoriser la rotation des cultures.
rapport à l’axe des y puis à l’axe des x. Ce qui permet de réduire la dispersion horizontale
des cultures. De plus, nous attribuons les cultures selon un ordre inverse entre les périodes
P2 et P3 afin de favoriser la rotation des cultures (voir Figure 7.14 et Algorithm 4, ligne 25).
7.3.3 Modèle linéaire en variables binaires
L’objectif de cette thèse est de concevoir des systèmes de verger-maraîcher de grande taille,
une parcelle de surface de 1ha à 2ha que nous pouvons traduire par une grille de 100×100
unité spatiales. Comme évoqué dans le chapitre 1, les méthodes exactes deviennent ineffi-
caces à mesure que la taille du problème devient importante. Une alternative est d’utiliser
des méthodes approchées, permettant de trouver des solutions de bonne qualité en temps
raisonnable. Pour cela, nous avons choisi l’heuristique de Wedelin (voir Partie II), une mé-
thode conçue initialement pour résoudre des problèmes linéaires en variables 0-1 avec des
contraintes d’égalité ayant des coefficients 0/1. Néanmoins, notre version implémentée de
la méthode de Wedelin, solveur baryonyx [Maqrot et al., 2018a], permet de résoudre des
problèmes avec une structure plus générale : fonction objectif linéaire avec des variables
binaires et des contraintes d’égalité/inégalité ayant des coefficients en −1/0/1 (voir cha-
pitre 5).
Dans ce sens, nous proposons de reformuler le modèle quadratique du problème de
verger-maraîcher en un modèle linéaire selon la structure imposée par notre version de
l’algorithme de Wedelin. Pour cela, nous devons linéariser la fonction objectif quadratique
(7.6) et reformuler les contraintes ayant des coefficients dans l’ensemble N : les contraintes
sur la définition de l’ombre d’un arbre (7.13)-(7.14) et les contraintes sur l’évolution de
ses racines (7.16)-(7.17).
Linéarisation de la fonction objectif
Concernant la linéarisation de la fonction objectif, nous avons choisi la méthode clas-
sique [Fortet, 1959] (voir chapitre 1), qui consiste à remplacer chaque produit quadratique
(xi×xj) par une variable additionnelle yij en introduisant de nouvelles contraintes (1.12)-
(1.15). En appliquant cette méthode sur la fonction (7.6), nous remplaçons respectivement
les produits (shadex,y× cropt,cx,y) et (rootpx,y× cropt,cx,y) par deux variables binaires supplé-
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At,c×St,cx,y +Bt,c×Rt,cx,y +Ct,c× cropt,cx,y (7.35)
De plus, pour rester dans le cadre linéaire, nous introduisons les contraintes linéaires sui-
vantes :
(∀t ∈ T,∀c ∈ ζ,x,y ∈ L2,∀p ∈ P )
St,cx,y−shadex,y ≤ 0 (7.36)
St,cx,y− cropt,cx,y ≤ 0 (7.37)
shadex,y + cropt,cx,y−St,cx,y ≤ 1 (7.38)
Rt,cx,y− rootpx,y ≤ 0 (7.39)
Rt,cx,y− cropt,cx,y ≤ 0 (7.40)
rootpx,y + cropt,cx,y−Rt,cx,y ≤ 1 (7.41)
Reformulation des contraintes ayant des coefficients dans N en {−1,0,1}
Pour définir l’ombre au nord, est et ouest d’un arbre avec des contraintes ayant des coeffi-
cients en −1/0/1, nous proposons une reformulation explicite des contraintes (7.13)-(7.14)
décrites dans le modèle quadratique.
treex,y+1−shadex,y ≤ 0 (∀x ∈ L,∀y ∈ {1, ..., l−1}) (7.42)
treex+1,y+1−shadex,y ≤ 0 (∀x ∈ {1, ..., l−1},∀y ∈ {1, ..., l−1}) (7.43)
treex−1,y+1−shadex,y ≤ 0 (∀x ∈ {2, ..., l},∀y ∈ {1, ..., l−1}) (7.44)
treex−1,y−shadex,y ≤ 0 (∀x ∈ {2, ..., l},∀y ∈ L) (7.45)
treex+1,y−shadex,y ≤ 0 (∀x ∈ {1, ..., l−1},∀y ∈ L) (7.46)
shadex,y− treex+1,y + treex+1,y+1 + treex−1,y + treex−1,y+1 + treex,y+1 ≤ 0 (7.47)
(∀x ∈ {2...l−1},y ∈ {1...l−1})
shade1,y− tree2,y + tree2,y+1 + tree1,y+1 ≤ 0 (∀y ∈ {1...l−1}) (7.48)
shadel,y− treel−1,y + treel1,y+1 + treel,y+1 ≤ 0 (∀y ∈ {1...l−1}) (7.49)
shadex,l− treex−1,l+ treex+1,l ≤ 0 (∀x ∈ {2...l−1}) (7.50)
shade1,l− tree2,l ≤ 0 (7.51)
shadel,l− treel−1,l ≤ 0 (7.52)
Idem pour les contraintes (7.16)-(7.17) sur l’évolution des racines des arbres, nous pré-
sentons une reformulation explicite avec des coefficients en −1/0/1.
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(∀p ∈ {2,3}) :
rootp−1x,y − rootpx,y ≤ 0 (∀x,y ∈ L2) (7.53)
rootp−1x+1,y−1− rootpx,y ≤ 0 (∀x ∈ {1, ..., l−1},∀y ∈ {2, ..., l}) (7.54)
rootp−1x+1,y− rootpx,y ≤ 0 (∀x ∈ {1, ..., l−1},∀y ∈ L) (7.55)
rootp−1x+1,y+1− rootpx,y ≤ 0 (∀x,y ∈ {1, ..., l−1}2) (7.56)
rootp−1x,y+1− rootpx,y ≤ 0 (∀x ∈ L,∀y ∈ {1, ..., l−1}) (7.57)
rootp−1x−1,y+1− rootpx,y ≤ 0 (∀x ∈ {2, ..., l},∀y ∈ {1, ..., l−1} (7.58)
rootp−1x−1,y− rootpx,y ≤ 0 (∀x ∈ {2, ..., l},∀y ∈ L) (7.59)
rootp−1x−1,y−1− rootpx,y ≤ 0 (∀x,y ∈ {2, ..., l}) (7.60)




































rootp−11+i,l+j ≤ 0 (7.70)
En guise de comparaison, nous avons reformulé ce modèle linéaire en variables 0-1 pour
se rapprocher au maximum du problème de Set Partitioning étendu (voir chapitre 2). Pour
cela, nous avons reformulé les contraintes de manière à avoir que des coefficients en 0/1.
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7.4 Résultats et discussions
7.4.1 Choix des instances du problème de conception de verger-maraîcher
Pour évaluer l’impact des interactions aériennes et souterraines, nous considérons trois
scénarios :
• Above qui donne une grande importance aux interactions aériennes, à savoir le po-
sitionnement des cultures à l’ombre ou au soleil. Dans ce scénario, nous multiplions
les coûts associés aux interactions aériennes (valeurs A, tableau 7.4) par 10.
• Below qui accorde une importance significative aux interactions souterraines, no-
tamment la compétition ou le partage des ressources en eau. Dans ce scénario, nous
multiplions les coûts associés aux interactions souterraines (valeurs B, tableau 7.4)
par 10.
• Equilibrate est un intermédiaire entre les deux scénarios Above et Below, il corres-
pond à un compromis entre les différentes interactions sans en privilégier aucun type
(valeurs du tableau 7.4).
Chaque scénario est étudié dans quatre modèles mathématiques :
• Quadratique en variables binaires (BQP)
• Linéaire en variables mixtes (MIP)
• Linéaire en variables binaires (01LP)
• Linéaire en variables binaires sous forme du problème de Set Partitioning étendu
(01LP-SPP)
Pour fixer le choix des objectifs et des contraintes à modéliser, nous avons considéré
dans un premier temps trois modèles relâchés de la reformulation quadratique : 1) modèle
Basic où nous optimisons l’objectif principal (7.6) sur les interactions sans les contraintes
(7.20) sur la rotation des cultures, 2) modèle Rotate qui est équivalent au modèle Basic
avec les contraintes sur la rotation des cultures, et 3) modèle Dispersion où nous optimi-
sons l’objectif principal sur les interactions et l’objectif secondaire (7.7) sur la dispersion
des cultures.
Nous avons présenté les résultats de ces modèles dans [Maqrot et al., 2016], que nous
avons calculé par le solveur IBM ILOG cplex V12.6.32 avec les options par défaut.
Le calcul a été effectué en utilisant 32 processeurs d’un CPU AMD OPTERON 6176 à
2,3 GHz, avec 378 Go de RAM, sous Linux 2.6.32. Mais malgré ce nombre important de
processeurs, la résolution était lente. Le tableau 7.5 présente le temps (ecoulé) effectué
par cplex pour trouver les optima des différents modèles : représentation optimisée d’un
système de verger-maraîcher discrétisé en une grille de taille 10×10.
Equilibrate Above Below
Basic Rotation Dispersion Basic Rotation Dispersion Basic Rotation Dispersion
31 :57 71 :40 238 :55* 00 :10 00 :23 46 :03 00 :32 04 :32 71 :40
Table 7.5 – Temps hh :mm (écoulé) de résolution effectué par IBM ILOG cplex V12.6.32 pour
trouver les optima d’un problème de conception d’un verger-maraîcher de taille 10×10
(* : gap de 3%).
7.4. RÉSULTATS ET DISCUSSIONS 161
D’après le tableau 7.5, la résolution du scénario Equilibrate est beaucoup plus lente
que celle des scanérios Above et Below, vu que le premier doit équilibrer l’optimisation
des interactions aériennes et souterraines, contrairement aux deux derniers qui donnent de
l’importance à seul type d’interactions. Concernant les modèles, nous observons une dif-
férence significative (plusieurs heures de calcul) entre le modèle Dispersion et les modèles
Basic et Rotate. Par exemple, le modèle Dispersion du scénario Equilibrate ne parvient
pas à trouver une solution optimale après 238 heures de calcul (%3 à l’optimum).
Pour cela, nous avons décidé de garder que le modèle Basic (Optimisation des inter-
actions sans optimiser la dispersion et sans considérer les contraintes sur la rotation des
cultures) pour les différentes formulations mathématiques. De plus, nous avons choisi des
modèles avec des tailles différentes : des parcelles de tailles (10×10), (15×15), (20×20),
(30×30) et (50×50). Au total nous avons 15 instances avec 4 formulations mathématiques
différentes, comme montré dans la figure 7.15.
Problème de conception de verger-maraîcher
15 instances (3 scénarios × 5 tailles) avec 4 formulations mathématiques différentes :
• 3 scénarios : Equilibate, Above et Below.
• 5 tailles différentes de parcelles : (10×10), (15×15), (20×20), (30×30) et (50×50).
• 4 modèles matématiques : BQP, MIP, 01LP et 01LP-SPP.
Figure 7.15 – Instances étudiées pour la résolution du problème de conception de verger-
maraîcher.
7.4.2 Protocole expérimental
Pour la résolution du problème de conception de verger-maraîcher, nous utilisons trois
logiciels d’optimisation : un logiciel open source, baryonyx V0.4 (voir chapitre 5) et
deux logiciels commerciaux, Cplex V12.8 et LocalSolver V8.5 (voir chapitre 1). Le
paramétrage utilisé est celui par défaut pour les deux derniers. Or, pour baryonyx, nous
appliquons le protocole de réglage automatique des paramètres décrit dans le chapitre 5.
Ce dernier consiste à faire une analyse de sensibilité (méthode de Morris) pour classer
les paramètres selon leur influence sur les résultats, fixer les paramètres avec effet négli-
geable, et régler les paramètres les plus importants en utilisant la méthode de genoud.
Nous avons effectué l’ensemble des expérimentations (réglage des paramètres et résolution)
sur un cluster de 32 processeurs Intel Xeon CPU E5-2683 v4 de 2,1 GHz et de 4 Go de
RAM par processeur.
Réglage des paramètres de BARYONYX pour les formulations 01LP
Rappelons que le solveur baryonyx ne permet de résoudre que des problèmes linéaires
en variables 0-1. Il s’agit donc des deux formulations mathématiques (PL01) et (PL01-
SPP). Pour résoudre les 15 instances (voir Figure 7.15) de chaque formulation, nous
avons choisi de régler les paramètres de baryonyx sur deux instances de taille 10× 10,
01LP_Equilibrate_10 et 01LP-SPP_Equilibrate_10. Un réglage pour chaque instance.
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Figure 7.16 – Graphique des indices de Morris de l’instance 01LP_Equilibrate_10 .
Figure 7.17 – Graphique des indices de Morris de l’instance 01LP-SPP_Equilibrate_10.
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Instances Paramètres
κmin θ α
01LP_Equilibrate_10 1,92 ×10−1 9,34 ×10−1 1,37
01LP-SPP_Equilibrate_10 4,84 ×10−2 1,87 ×10−1 1,67
Table 7.6 – Meilleurs jeux de paramètres trouvés par genoud pour les deux instances
01LP_Equilibrate_10 et 01LP-SPP_Equilibrate_10.
Nous avons effectué une analyse de sensibilité en utilisant la méthode de Morris avec
les mêmes paramètres décrits dans le chapitre 5. Une discrétisation de la gamme de varia-
tion de (N=9) paramètres de baryonyx (voir Table 5.7, chapitre 5) en Q = 10 niveaux,
avec une longueur de pas égale à δ = 5. Un plan d’échantillonnage de r = 50 trajectoires
aléatoires, passant chacun par (N + 1 = 10) noeuds. L’analyse est donc effectuée avec
50× (9 + 1) = 500 jeux de paramètres candidats pour explorer le comportement du sol-
veur. Pour chaque jeu de paramètre, baryonyx est exécuté pendant 60 secondes en mode
optimisation en utilisant 30 processeurs. A la fin de l’analyse, Morris calcule les indices
de sensibilité : la moyenne des effets élémentaires µ∗ et leur variance σ sur les r trajectoires.
D’apès les figures 7.16 et 7.17 qui synthétisent respectivement les résultats de Morris
pour les deux instances 01LP_Equilibrate_10 et 01LP-SPP_Equilibrate_10, nous re-
marquons que les trois paramètres κmin, θ et α ont des valeurs très élevées de (µ∗,σ) en
comparaison avec les autres paramètres. Donc, la performance de baryonyx dans la ré-
solution de ces instances est sensible à la variation de ces paramètres, changer donc leurs
valeurs peut modifier complètement les résultats. Pour régler les paramètres avec effet
négligeable, nous avons utilisé le réglage de paramètres de wedelin good (voir Table 5.9,
chapitre 5).
Nous avons effectué le réglage automatique des paramètres importants (κmin, θ et α) en
utilisant la méthode de geoud (voir chapitre 5) avec un nombre maximal de générations
égal à 10 et des populations de 100 individus. Nous avons donc approximativement 1000
individus et par conséquent 1000 jeux de paramètres. genoud appelle baryonyx pour
chaque jeu de paramètre pour une résolution qui dure 60 secondes en utilisant 30 proces-
seurs. Au bout de 10 générations, genoud affiche le jeu de paramètres optimisé. Le tableau
7.6 présente les meilleurs valeurs trouvées pour les deux instances 01LP_Equilibrate_10
et 01LP-SPP_Equilibrate_10. Le résultat de ce réglage automatique sera généralisé pour
résoudre la totalité des instances (01LP) et (01LP-SPP).
Analyse des résultats
Le tableau 7.7 récapitule les résultats de résolution des 15 instances du problème de concep-
tion de verger-maraîcher. Chaque instance est reformulée sous forme de quatre modèles
mathématiques (BQP, MIP, 01LP et 01LP-SPP), qui représentent le même objectif de
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Instance Modèles mathématiques
Equilibrate_50 BQP MIP 01LP 01LP-SPP
Nb. variables binaires 582.147 12.500 687.500 2.047.500
Nb. variables réelles 0 276 0 0
Nb. contraintes 244.396 22.826 976.125 1.976.073
Table 7.8 – Taille de l’instance Equilibrate_50 dans les différents modèles mathématiques.
Instance LocalSolver V7.0 cplex V12.7
BQP BQP MIP
Equilibrate_50 118.850 349.050 112.490
Table 7.9 – Résultats de résolution de l’instance Equilibrate_50 pendant 3600 secondes en utili-
sant 10 processeurs [Maqrot et al., 2018b] (gras : meilleure solution trouvée).
Rappelons que le modèle MIP permet de définir l’emplacement des arbres dans la
parcelle et la quantité des cultures à planter dans les zones de présence ou d’absence de
l’ombre et des racines des arbres, sans préciser l’emplacement de plantation des cultures
maraîchères comme dans les modèles BQP, 01LP et 01LP-SPP. Ce qui explique la diffé-
rence significative en nombre de variables et de contraintes entre MIP et les autres modèles
mathématiques (voir Table 7.8). Cela joue un rôle important lors de la résolution. Avec
le modèle MIP, cplex trouve (en utilisant la décomposition de Benders) les meilleures
solutions puisqu’il s’agit d’un modèle simplifié.
Concernant le modèle quadratique BQP résolu par LocalSolver et cplex, nous
constatons que le premier ne trouve aucune solution pour la totalité des instances. Tandis
que le second résout toutes les instances, avec de meilleures solutions pour les instances
de grande taille comme l’instance Equilibrate_50 (solution de 207.280). Nous expliquons
cela par le fait que LocalSOlver a besoin de plus de temps (plus que 600 secondes) pour
résoudre ces instances. Dans [Maqrot et al., 2018b], nous avons présenté les résultats de ré-
solution (pendant 3600 secondes en utilisant 10 processeurs) de l’instance Equilibrate_50
avec la version V7.0 de LocalSolver et V12.7 de cplex. Les résultats présentés dans le
tableau 7.9 montre que LocalSolver fournit une meilleure solution (118.850) que celle trou-
vée par cplex pour le modèle BQP (349.050) et proche de celle du modèle MIP(112.490).
Les modèles linéaires 01LP et 01LP-SPP sont les plus volumineux en termes du nombre
de variables et de contraintes. Avec le modèle 01LP, baryonyx et cplex résolvent toutes
les instances avec une qualité moins bonne pour baryonyx. Toutefois avec le modèle
01LP-SPP, les deux solveurs ne parviennent pas à résoudre toutes les instances. baryo-
nyx résout 12/15 instances contre 9/12 par cplex. De plus, baryonyx trouve la meilleure
solution pour l’instance Below_50.
Ces résultats montrent que baryonyx est compétitif avec les autres solveurs (cplex
et LocalSolver) dans la résolution des problèmes de type Set Partitioning, notamment
les problèmes avec de grande taille. Cependant, il est moins performant pour fournir des
solutions de bonne qualité pour des problèmes avec des formes plus générales que le Set
Partitioning.
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Instance baryonyx V0.4 cplex V12.8
01LP-SPP BQP MIP
Equilibrate_50 104.890 207.280 84.960
Table 7.10 – Résultats de résolution de l’instance Equilibrate_50 pendant 3600 secondes en uti-
lisant 30 processeurs (gras : meilleure solution trouvée).
7.4.3 Discussion et visualisation des solutions
Pour évaluer la capacité du modèle à prendre en compte les différentes interactions, nous
avons considéré trois scénarios : Above, Below et Equilibrate. Pour chaque scénario testé,
nous analysons les solutions obtenues en termes du 1) nombre d’arbres, 2) mixité des
cultures maraîchères, et 3) leur positionnement par rapport aux zones d’interaction dé-
limitées autour des arbres. Pour cette analyse, nous considérons les meilleures solutions
trouvées pour une parcelle de taille 10×10. Il s’agit des solutions obtenues par cplex pour
le modèle BQP (voir Table 7.7). La figure 7.18 représente, pour chaque scénario, la posi-
tion des arbres et la répartitions des cultures aux périodes P2 et P3. Pour la période P1,
nous considérons que les arbres n’ont pas d’influence hors de leurs propres unités spatiales.
En regardant la figure 7.18, nous remarquons que les trois représentations respectent
les contraintes modélisées, comme l’espace minimal entre les arbres (selon Figure 7.2) et
les dates et durées de plantation des cultures maraîchères (selon Table 7.1). La grande dif-
férence entre les trois scénarios consiste dans le nombre et la position des arbres (18 arbres
pour Above, 21 pour Below et 24 pour Equilibrate). Dans le scénario Above, les interactions
liées à l’ombre sont plus coûteuses que les autres. Pour avoir donc moins d’unités spatiales
à l’ombre, la solution retenue comporte moins d’arbres (18 contre 24 pour Equilibrate).
Cela permet de réduire le coût lié aux interactions aériennes de coût négatif (valeurs A,
Table 7.4). Nous remarquons la présence de quatre arbres espacées. Cela a pour objectif
d’assurer un nombre suffisant d’unités spatiales à l’ombre pour les cultures qui en bénéfi-
cient comme la salade. De manière similaire, dans le scénario Below, les interactions liées
à la présence de racines sont les plus coûteuses. Les arbres sont donc regroupés pour avoir
moins d’unités spatiales liées aux interactions souterraines de coût négatif. Par exemple,
les cultures qui sont en compétition pour l’eau avec les racines des arbres sont attribuées
avec des quantités minimales (selon Figure 7.10). Par exemple, 12 unités pour la tomate
(contre 24 dans le scénario Above). Concernant le scénario Equilibrate qui correspond à un
compromis entre les interactions aériennes et souterraines, la topologie des unités spatiales
est équilibrée entre à l’ombre, au soleil avec ou sans racines. Il s’agit d’un intermédiaire
entre les solutions des deux autres scénarios, des arbres tassés regroupés et d’autres espacés.
Pour comparer la représentation de différentes solutions (approchées) d’une même
instance de grande taille. Nous avons relancé la résolution de l’instance Equilibrate_50
(modèle 01LP-SPP) par baryonyx V0.4 1 et cplex V12.8 (modèles BQP et MIP) pen-
dant 3600 secondes en utilisant 30 processeurs. Table 7.10, qui présente les résultats de
résolution, montre que baryonyx (qui n’avait pas de solution à 600 secondes d’exécution)
trouve une solution meilleure (104.890) que celle obtenue par cplex pour le modèle BQP
(207.280), mais de moins bonne qualité par rapport à celle du modèle MIP (84.960). Figure
7.19 présente une visualisation spatiale et temporelle de ces trois solutions.
D’après la figure 7.19, nous constatons une grande différence entre les trois représenta-
tions. baryonyx trouve une solution avec 307 arbres qui occupent 307 unités spatiales sur
1avec le même jeu de paramètres utilisé avant (calcul des résultats du tableau 7.7)




Figure 7.18 – Représentations d’une parcelle de taille 10×10 (solution de cplex, modèle BQP)
aux périodes P2 et P3 pour les trois scénarios Above, Below et Equilibrate.
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Résultat de baryonyx, modèle 01LP-SPP (Solution : 104.890)
Résultat de cplex, modèle BQP (Solution : 207.280)
Résultat de cplex, modèle MIP (Solution : 84.960)
Figure 7.19 – Représentations des solutions trouvées par baryonyx et cplex pour la conception
d’une parcelle de verger-maraîcher de taille 50×50 pour le scénario Equilibrate aux
périodes P2 et P3.
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2500, i.e., 12% de la parcelle. Cela génère un nombre important d’interactions entre ces
arbres et les cultures maraichères de proximité. La solution représentée respecte la totalité
des contraintes, comme l’espace minimale entre les arbres, la mixité des cultures (quantité
minimale de chaque espèce) et la date et durée de plantation notamment les cultures sur
deux saisons qui doivent occuper les mêmes unités spatiales). Nous remarquons que le sol
nu est beaucoup présent dans cette solution. Sa présence a un coût très pénalisant par
rapport aux autres cultures. Cela justifie la valeur de cette solution approchée (coût élevé
des interactions).
Concernant les résultats de cplex, la solution du modèle BQP est une solution appro-
chée qui respecte la totalité des contraintes mais avec un coût des interactions très élevé.
Dans cette solution, nous avons uniquement 23 arbres qui représente 0,9% de l’exploita-
tion agricole. Cela correspond à une première solution où le solveur cherche à respecter
les contraintes avant d’optimiser les interactions entre arbres et cultures. Pour le modèle
MIP, la solution comprend 800 arbres qui représente 32% de la parcelle, i.e, 68% de la
parcelle est attribué aux cultures maraîchères. Nous remarquons que l’exploitation agricole
est couverte des cultures maraîchères sur toutes les saisons sauf en hiver de la période P2
où la présence du sol nu est obligatoire, car aucune culture n’est plantée en hiver après la
salade d’automne et la carotte.
Contrairement aux deux premières représentations 01LP-SPP et BQP où les cultures
sont dispersées sur la parcelle, la solution du modèle MIP regroupe les cultures par espèce,
en essayant d’appliquer la rotation de cultures pour préserver les propriétés du sol, i.e., ne
pas planter la même culture au même endroit pendant deux périodes successives. Cette
différence vient du fait que les modèles 01LP et BQP ont pour objectif de définir les posi-
tions des arbres et des cultures (présentées dans la figure 7.19). Tandis que le modèle MIP
permet de définir uniquement les positions des arbres et les quantités de cultures à planter
dans chaque type d’unité spatiale. En utilisant ces informations, nous avons appliqué une
méthode gloutonne (Algorithm 4) pour représenter l’allocation des cultures du modèle
MIP (Figure 7.19).
7.5 Conclusion du chapitre
Contrairement aux approches existantes sur l’allocation de cultures annuelles dans les sys-
tèmes agroforestiers, nous avons proposé différents modèles de conception d’un système de
verger-maraîcher, associant des cultures saisonnières et des cultures pérennes. Nous avons
explicitement décrit les modèles conceptuels et mathématiques, en détaillant l’optimisa-
tion des effets positifs et négatifs des interactions potentielles générées par la combinaison
des arbres et des cultures.
Malgré la taille importante (nombre de variables et de contraintes) du problème de
conception de verger-maraîcher notamment pour des parcelle de grande taille (50× 50),
nous avons obtenu des solutions approchées de bonne qualité en temps raisonnable. Les
solutions de cplex avec la méthode de Décomposition de Benders appliquée sur le mo-
dèle mixte MIP sont meilleures que celles trouvées pour le modèle quadratique BQP et
celles obtenues par baryonyx pour le modèle linéaire 01LP. Les résultats de ce dernier
sont sensibles aux choix des valeurs de ses paramètres. Un réglage automatique semble




Cette thèse s’inscrit dans le domaine de la recherche opérationnelle avec une application
en agronomie. L’objectif est de développer une méthode approchée générique capable de
résoudre des problèmes de grandes tailles, en fournissant des solutions de bonne qualité en
temps raisonnable. Des problèmes comme le problème de conception d’un système agro-
forestier associant des arbres fruitiers et des cultures maraîchères.
Bilan
Dans cette thèse, nous avons adopté une méthode approchée nommée algorithme de We-
delin ou In-the-middle. Cette méthode basée sur la relaxation Lagrangienne est conçue
pour résoudre des problèmes linéaires en variables 0-1 de type problème Set Partitioning.
Nous avons étudié une version généralisée pour résoudre des problèmes linéaires avec des
formes plus générales, que nous avons implémenté en C++. Le solveur nommé baryonyx
a deux types de paramètres : catégoriques et numériques. Nous avons fixé les premiers
suite à des expérimentations. Quant aux seconds, nous avons procédé à une analyse de
sensibilité pour classer les paramètres selon leur influence sur la variabilité du résultat de
résolution. Ceci a pour objectif de réduire le temps de réglage automatique en se focalisant
uniquement sur les paramètres les plus importants. Ce réglage automatique a été effectué
par familles de problèmes, optimisé sur un sous-ensemble d’apprentissage et généralisé sur
la totalité des problèmes. Pour évaluer la performance de baryonyx, nous l’avons com-
paré à d’autres logiciels d’optimisation, à savoir Cplex, LocalSolver et toulbar2.
Les résultats montrent que baryonyx atteint des performances meilleures que les autres
solveurs pour la résolution du problème des N reines pondérées et le problème de Set Par-
titioning. Cependant, il trouve des difficultés pour fournir des solutions de bonne qualité
pour d’autres types de problèmes comme le problème de Set Covering.
Comme application de la thèse, nous nous sommes intéressés à la modélisation et la réso-
lution du problème de conception des systèmes de verger-maraîcher, que nous avons défini
comme un problème d’allocation des arbres et des cultures dans les dimensions spatiales et
temporelles. Ce système repose sur un ensemble complexe des interactions arbres-cultures
modifiant l’utilisation des ressources en lumière, eau et nutriments. Concevoir donc un tel
système nécessite d’optimiser l’utilisation de ces ressources en maximisant les interactions
positives et en minimisant celles négatives. Nous avons proposé différentes formulations
mathématiques de ce problème pour comparer les résultats de résolution de différentes mé-
thodes : 1) un modèle quadratique en variables 0-1 résolu par Cplex et LocalSolver, 2)
un modèle linéaire avec des variables mixtes résolu par Cplex (Méthode de Décomposition
de Benders) et un modèle linéaire en variables 0-1 résolu par baryonyx (Heuristique de
Wedelin). Ces modèles représentent des problèmes de grande taille qui peuvent atteindre 2
millions de variables et 2 millions de contraintes pour la conception d’un verger-maraîcher
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discrétisé en 50×50 unités spatiales. Les résultats des expérimentations ont montré que la
méthode de décomposition de Benders appliquée via Cplex est la meilleure pour résoudre
le problème de verger-maraîcher. baryonyx fournit des solutions approchées en temps
raisonnable, dont la qualité dépend fortement du choix de ses paramètres.
Perspectives
Ce travail de thèse offre des perspectives variées :
• Le comportement de baryonyx pourrait être davantage généralisé dans un plus
grand nombre de situations en particulier avec l’extension à une fonction objectif qua-
dratique, en s’inspirant des problèmes de somme de fonctions de coûts [Werner, 2005,
Wedelin, 2013]. De plus, comme la méthode se base sur la relaxation Lagrangienne,
les valeurs des multiplicateurs Lagrangiens peuvent être exploitées pour calculer la
borne duale. Cela permet d’estimer la qualité des solutions obtenues (distance à
l’optimum), une fonctionnalité disponible dans différents solveurs, comme Cplex et
LocalSolver.
• Concernant le réglage des paramètres de baryonyx, il serait intéressant d’auto-
régler les valeurs de ses paramètres pendant la résolution et à les contrôler dyna-
miquement au fur et à mesure de la recherche de solution. Cela permet d’avoir un
réglage adapté au problème à résoudre, permettant de fournir des solutions de bonne
qualité en temps raisonnable.
• Il serait également intéressant de combiner plusieurs solveurs, notamment baryo-
nyx avec Cplex et toulbar2, outil d’optimisation développé dans le laboratoire.
Une piste de travail serait d’étendre les techniques de reformulation développées dans
les réseaux de fonctions de coûts pour prendre en compte les contraintes linéaires
à l’instar de [Wedelin, 2013]. Par ailleurs d’autres méta-heuristiques pour sortir des
minima locaux, tel que l’algorithme Guided Local Search [Hutter et al., 2005], pour-
raient venir renforcer l’approche actuellement développée.
• Concernant le modèle de conception de verger-maraîcher, nous pouvons améliorer
le côté écologique en optimisant les interactions entre les cultures et les insectes
nuisibles [Batish et al., 2007]. Concernant le côté économique, nous pouvons intégrer
dans le modèle la répartition du temps de travail (récolte, plantation, etc.) qui sera
considérée lors de l’allocation des cultures. Nous pouvons également améliorer le
critère d’optimisation pour prendre en considération le rendement de production
(critère économique). L’idée est de faire le positionnement en fonction des rendements
attendus des arbres et des cultures maraîchères, où les interactions arbres-cultures
contribuant positivement ou négativement dans la production. Nous quantifions cette
contribution en terme de pourcentage, par exemple +10% de rendement si la salade
est positionnée à l’ombre pendant la saison d’été.
• Pour soutenir les agronomes dans leurs stratégies de conception, nous proposons
de simplifier la procédure de modélisation et de résolution du problème de verger-
maraîcher, en automatisant le déroulement des étapes de cette procédure. Une ap-
plication avec une interface où l’agriculteur pourrait remplir les informations néces-
saires (comme le choix des cultures et le rendement de production attendu) sans avoir
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Titre Méthodes exactes et approchées d’optimisation combinatoire en programmation mathématique.
Application à la conception des systèmes de verger-maraîcher.
Résumé Dans le cadre du développement durable et des innovations dans les systèmes agroalimentaires,
les systèmes mixtes horticoles (vergers et maraîchage) visent à répondre aux enjeux actuels auxquels l’agri-
culture est confrontée, à savoir une diminution de la pollution des sols, une meilleure gestion des ressources
(eau, énergies) et un enrichissement de la biodiversité, tout en continuant d’assurer des fonctions alimen-
taires. Ils combinent des productions à la fois diversifiées et relativement intensifiées, leur permettant de
s’insérer en périphérie urbaine. Ces systèmes agroforestiers reposent sur un ensemble complexe d’interac-
tions modifiant l’utilisation de la lumière, de l’eau et des nutriments. La conception d’un tel système doit
donc optimiser l’utilisation de ces ressources en maximisant les interactions positives (facilitations) et en
minimisant celles négatives (compétitions). Nous définissons le problème de verger-maraîcher comme un
problème d’allocation des arbres et des cultures dans les dimensions spatio-temporelles. Nous proposons
trois formulations mathématiques : modèle quadratique en variables binaires (BQP), modèle linéaire en
variables mixtes (MILP) et modèle linéaire en variables binaires (01LP). Les limites des méthodes exactes
pour résoudre ce problème sont présentées, montrant la nécessité d’appliquer des méthodes approchées,
capables de résoudre des systèmes à grande échelle avec des solutions de bonne qualité en temps raison-
nable. Pour cela, nous avons développé un solveur open source, baryonyx, qui est une version parallèle
de l’heuristique de Wedelin (généralisée). Nous avons utilisé l’analyse de sensibilité pour identifier les pa-
ramètres les plus influents. Une fois trouvés, nous avons fixé les autres et utilisé un algorithme génétique
pour régler les plus importants sur un ensemble d’instances d’entraînement. Le jeu de paramètres optimisé
peut alors être utilisé pour résoudre d’autres instances de plus grande taille du même type de problème.
baryonyx avec son réglage automatique obtient des résultats améliorant l’état-de-l’art sur des problèmes
de partitionnement. Les résultats sont plus mitigés sur le problème de verger-maraîchage, bien que capable
de passer à l’échelle.
Mots-clés optimisation combinatoire, heuristiques, analyse de sensibilité, réglage de paramètres, pro-
blème d’allocation spatio-temporelle des cultures, agroécologie.
Title Exact and Approximate methods for combinatorial optimization in mathematical programming.
Application to agroforestry system design.
Abstract Mixed fruit-vegetable cropping systems (MFVCS) are a promising way of ensuring environ-
mentally sustainable agricultural production systems in response to the challenge of being able to fulfill
local market requirements. They combine productions and make a better use of biodiversity. These agro-
forestry systems are based on a complex set of interactions modifying the utilization of light, water and
nutrients. Thus, designing such systems requires to optimize the use of these resources : by maximizing
positive interactions (facilitations) and minimizing negative ones (competitions). To reach these objectives,
the system’s design has to include the spatial and temporal dimensions, taking into account the evolution
of above- and belowground interactions over a time horizon. For that, we define the MFVCAP using a
discrete representation of the land and the interactions between vegetable crops and fruit trees. We formu-
late the problem as three models : binary quadratic program (BQP), mixed integer linear programming
(MILP) and binary linear programming (01LP). We explore large models using exact solvers. The limits
of exact methods in solving the MFVCS problem show the need for approximate methods, able to solve
a large-scale system with solutions of good quality in reasonable time, which could be used in interactive
design with farmers and advisers. We have implemented a C++ open-source solver, called baryonyx,
which is a parallel version of a (generalized) Wedelin heuristic. We used a sensitivity analysis method to
find useful continuous parameters. Once found, we fixed other parameters and let a genetic optimization
algorithm using derivatives adjust the useful ones in order to get the best solutions for a given time limit.
The optimized configuration could be used to solve larger instances of the same problem type. baryonyx
got competitive results compared to state-of-the-art exact and approximate solvers on crew and bus driver
scheduling problems expressed as set partitioning problems. The results are less convincing on MFVCS
but still able to produce valid solutions on large instances.
Keywords discrete optimization, heuristics, sensitivity analysis, parameter tuning, spatial and tem-
poral crop allocation problem, agroecology.
