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We study the impact of inter-pulse phase fluctuation in free-electron X-ray laser on the signal in
the photon echo spectroscopy, which is one of the simplest non-linear spectroscopic methods. A two-
pulse echo model is considered with two-level atoms as the sample. The effect of both fluctuation
amplitude and correlation strength of the random phase fluctuation is studied both numerically
and analytically. We show that the random phase effect only affects the amplitude of the photon
echo, yet not change the recovering time. Such random phase induces the fluctuation of recovering
amplitude in the photon echo signals among different measurements. We show the normal method
of measuring coherence time retains by averaging across the signals in different repeats in current
paper.
I. INTRODUCTION
The recent development of x-ray source, especially the
large facility x-ray free-electron laser(XFEL), has at-
tracted vast amount of attentions [1–3] towards detecting
properties beyond the scope of traditional instruments.
The unique features of the high brightness, short pulse
duration, and frequency range of XFEL light source open
new era in the scientific investigations in atomic, molec-
ular physics and biology [3–5]. One potential application
is the implementation of nonlinear spectroscopy [6–11]
to investigate the dynamics of matter in extreme con-
ditions. The non-linear spectroscopy typically requires
high degree of temporal coherence [12, 13], i.e. inter-
pulse phase stability as well as intra-pulse stability [13].
However, pulses generated from many current facilities,
may not fulfill such requirement due to its inter-pulse
phase fluctuation [3, 14–17]. A direct question is how
such phase fluctuation affects on the actually signal, es-
pecially on methods of extracting key parameters, e.g
coherence time.
We will investigate the impact of inter-pulse phase fluc-
tuation of x-ray pulses on photon echo, which is one of the
simplest nonlinear spectroscopy methods, yet fundamen-
tal to many advanced spectroscopic methods, e.g. two-
dimensional electronic spectroscopy and two-dimensional
vibrational spectroscopy [12, 13]. Photon echo [18–20] is
an optical analogy to spin echo, and is designed to re-
move ensemble average for measuring properties of indi-
vidual spins while maintaining signal amplitude by avoid-
ing measuring individuals directly [12]. Taking a sim-
ple two-level system as an example, an excitation pulse
creates an initial state |ψ (0)〉 = α |g〉 + β |e〉, where |g〉
and |e〉 are the ground and excited state with energies
0 and e respectively. The free evolution brings the sys-
tem to the state |ψ (t)〉 = α |g〉 + β exp(−iet) |e〉. A
subsequent pi/2 pulse reverses the population |ψ′ (t)〉 =
α |e〉 + β exp(−iet) |g〉. The later evolution compen-
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sates the phase accumulated during the evolution of
ensemble between the two pulses, namely, |ψ (T, t)〉 =
α exp(−ieT ) |e〉 + β exp(−iet) |g〉 . At a revival time
T = t , the impact of disorder (inhomogenerity) over
the signal is essentially removed. However, it is usually
not easy to achieve the pi/2 pulse due to the weak pulse
intensity in the optical region. One solution is to use non-
colinear incident pulses in order to separate the echo sig-
nal from other signal via phase matching method, which
is frequently adopted in non-linear spectroscopy studies
[12].
This paper is organized as follows. In Sec. II, we show
the general model of measuring the signal of two-pulse
photon echo on the ensemble of two-level atoms with im-
perfect x-ray pulse. In Sec. III, we show the analytical
result of photon echo under the influence of phase insta-
bility along with exact numerical results.
II. PHOTON ECHO WITH IMPERFECT X-RAY
PULSE
In the current paper, we consider an ensemble of two-
level atoms with the ground state |g〉 and the excited
state |e〉. The free Hamiltonian for the two-level atom is
H0 = e |e〉 〈e| , (1)
where we have set the energy of the ground state as
g = 0. The energy levels here are inner-shell electronic
states [9], accessible with the frequency of XFEL. The
interaction Hamiltonian between pulses and the atom is
given by the dipole interaction HI = −~µ · ~E (t) , where
~µ is the transition dipole and ~E (t) is the electric field
of the incident X-ray pulse. Under the rotation wave
approximation, the interaction Hamiltonian for a pulse
with central frequency ν0 and wave vector ~k is simplified
as
HI = −Ω (t) e−iν0t−iφ(t)+i~k·~r |e〉 〈g|+ h.c., (2)
where φ (t) characterizes the random phase of the X-ray
pulse, ~r is the spatial location of the atom, and Ω(t)
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Figure 1. The model and pulse sequence. (a) The two incident
pulses are directed to the sample in a non-colinear geometry
along two directions ~k1 and ~k2. The emission of the two-pulse
photon echo is along the direction 2~k2 − ~k1. The sample is
an ensemble of two-level atoms with the ground state |g〉 and
excited state |e〉. (b) The blue line shows the two pulses, and
the red line show the signal. The duration of the two pulse are
δτ1 and δτ2, and the delay time is τ . And the measurement
of the echo signal acts at T time after the end of the second
pulse.
is the Rabi frequency. We simplify the model with the
square pulse approximation: the strength of the pulse is
a constant Ω in the duration for the pulse and diminishes
when the pulse ends.
Here, we consider the two-pulse photon echo, and the
two pulses are set to be resonated to the atom ν0 = e.
The first pulse interacts with the atoms with the duration
δτ1, while the second pulse interacts with the atoms with
the duration time δτ2 after delay time τ of the end of
the first pulse. The evolution matrices for each pulse are
Ui(~ki, δτi) (i = 1, 2), and the free evolution of the atom is
U0(tf , ti) = U0(tf−ti) = exp[−iH0(tf−ti)], where ti(tf )
is the initial (final) time of the free evolution. The final
wave function of the atom at delay time T is obtained as
|ψ (T, τ)〉 = U0 (T )U2(~k2, δτ2)U0 (τ)U1(~k1, δτ1) |ψ0〉 ,
(3)
where the initial state |ψ0〉 is usually considered as the
ground state |ψ0〉 = |g〉. To derive the evolution matrices
Ui(ki, δτi) for each pulse, we rewrite the Hamiltonian in
the interacting picture as
HˆI(t) = −
(
0 ~Ωaeiφ(t)−i
~k·~r
~Ωae−iφ(t)+i
~k·~r 0
)
. (4)
The time dependence of Eq. (4) only comes from the
random phase factor φ (t). With the following definitions
H1
(
~k
)
=
(
0 ~Ωe−i~k·~r
~Ωei~k·~r 0
)
, (5)
H2
(
~k
)
=
(
0 −i~Ωe−i~k·~r
i~Ωei~k·~r 0
)
, (6)
H3
(
~k
)
=
(
~Ω 0
0 −~Ω
)
, (7)
HˆI(t) is rewritten in a compact form
HˆI(t) = − cos [φ(t)]H1 + sin [φ(t)]H2. (8)
The three operators Hl (l = 1, 2, 3) satisfy the com-
mutation relation of angular momentum operators
[Hi(~k), Hj(~k)] = 2i~
∑3
l=1 ΩHl(
~k)ijl. Following the Wei-
Norman algebra method [21, 22], the evolution matrix for
a pulse is written as
Uˆ~k,φ (t, 0) = e
−iχ3(t)H3e−iχ2(t)H2e−iχ1(t)H1 , (9)
where ~k is the wave vector and φ is a certain realization
of the random phase. With the commutation relation of
Hl (l = 1, 2, 3), we have derived the differential equations
for the time-dependent parameters {χl (t)}, (l = 1, 2, 3)
in Appendix A
 χ˙3 = − cos(φ+ 2χ3Ω) tan 2χ2Ωχ˙2 = sin(φ+ 2χ3Ω)χ˙1 = − cos(φ+ 2χ3Ω) sec 2χ2Ω. (10)
The initial condition is χl (0) = 0, l = 1, 2, 3. The non-
linear time-dependent differential equations (10) are ac-
cessible to be solved numerically with a given φ(t).
Next, we change the evolution matrices de-
rived by Eq.(9) from the interacting picture to
Schrodinger picture, which is linked by a free evo-
lution U1(~k1, δτ1) = U0 (δτ1) Uˆ~k1,φ1 (δτ1, 0) and
U2(~k2, δτ2) = U0 (δτ2) Uˆ ~k2,φ2 (δτ2, 0) . U0(δτi) is ab-
sorbed to the free evolution part or neglected when
δτi is small compared to the interval time τ and the
measurement time T . Combined with Eq. (3), the echo
term is derived by sorting terms with the phase factor
matching exp[i(2~k2 − ~k1) · ~r] as follows,
〈ψ (T, τ)|µt |ψ (T, τ)〉
∼ iµ∗e−i(T−τ)eei(2~k2−~k1)·~r
× e2iΩ(ζ3−χ3)8 [sin((ζ2 + ζ1)Ω) + i sin((ζ2 − ζ1)Ω)] 2× [sin(2(χ2 − χ1)Ω) + 2i sin(2χ1Ω) + sin(2(χ2 + χ1)Ω)] .
(11)
For the ensemble of atoms, their energy e between
the ground state and the excited state has fluctuations,
assumed as Gaussian distribution with mean value 0 and
variance σ20 with the following form,
p (e) =
1√
2piσ0
exp
[
− (e − 0)
2
2σ20
]
. (12)
The summation over transition energies of different
molecules contributes a Gaussian decay with (T − τ),
namely,
3∑
e
e−i(T−τ)e → e− 12σ20(T−τ)2−i(T−τ)0 . (13)
At the revival time T = τ , the average over different
molecules vanishes so that decoherence time can be di-
rectly detected. The amplitude A of the photon echo
signal is the square of the absolute value of Eq. (11)
A = |µ|2e−σ
2
0(T−τ)2
64
[
sin2((ζ2 + ζ1)Ω) + sin
2(ζ2 − ζ1)Ω
]2[
(sin(2(χ2 − χ1)Ω) + sin(2(χ2 + χ1)Ω))2 + 4 sin2(2χ1Ω)
]
(14)
For the ideal case with no random phase (φ (t) =
constant), we obtain the amplitude
Aideal = |µ|
2
e−σ
2
0(T−τ)2
4
sin4(Ωδτ2) sin
2(2Ωδτ1). (15)
with χ(0)2 = χ
(0)
3 = ζ
(0)
2 = ζ
(0)
3 = 0, χ
(0)
1 = −δτ1, ζ(0)1 =
−δτ2. It is clear that the random phase only affects the
amplitude of the photon echo. A factor F is defined to
represent the value of the amplitude
F = {sin2[(ζ2 + ζ1)Ω] + sin2[(ζ2 − ζ1)Ω]}2
× [[sin[2(χ2 − χ1)Ω] + sin[2(χ2 + χ1)Ω]]2 + 4 sin(2χ1Ω)2] .
(16)
In the following discussion, we consider the two pulses is
the same except different direction, namely, δτ1 = δτ2 =
δτ , and χi = ζi (i = 1, 2, 3) . For the case without phase
fluctuation (φ (t) = constant), the factor F is simply
Fideal = 16 sin4(Ωδτ) sin2 (2Ωδτ) . (17)
In Fig 2(a), we show the distribution of the signal in-
tensity A as a function of T . The random phase elicits
fluctuation to the signal and enlarges the average value.
In the simulation, we generate the random function φ(t)
with the Ornstein-Uhlenbeck process. The average of
φ(t) is zero 〈φ (t)〉 = 0, and its two-point correlation
function satisfies
〈φ (t1)φ (t2)〉 = Φ2e−γ|t1−t2|, (18)
where Φ is the fluctuation amplitude of the random phase
and γ is the correlation strength. The amplitude of sig-
nal is evaluated via Eq. (11) with χi and ζi, which is
numerically solved the differential equation (10). The
statistics is calculated with 10000 repeats of the current
process by generating different random function φ(t). In
the simulation, we have chosen parameters as follows,
τ = 5, σ = 1, Ω = 1, δτ = 4.75, γ = 1/4.587, and
Φ = 0.08. In Fig. 2(a), we show the average signal
with green dashed line, the most probable signal with or-
ange dashed line, and the signal without random phase
with red dotted line. We further show the randomness of
the factor F in Fig 2(b), whose distribution p(F) is not
average signal
probable signal
ideal signal
0.1 0.2 0.3 0.4 0.5
0
500
1000
1500
2000
2500
ℱ
N
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Figure 2. The photon echo signal and the distribution of
strength factor F . The parameters are chosen as τ = 5,
σ0 = 1,Ω = 1, δτ = 4.75 ,γ = 1/4.587, Φ = 0.08. (a) the
distribution of the signal at time T . The color shows the
probability at given time T with the amplitude A. The green
curve and the orange curve shows the average signal and the
most probable signal respectively, while the red curve shows
the ideal echo signal without any phase randomness. (b) the
distribution of the strength factor F with 10000 repeats for
echo signal at T = τ . The arrows show the average, most
probable, and ideal signal with the same color scheme as in
subfigure (a).
Gaussian. The mean value of F is larger than the most
probable case and the ideal case (the case without ran-
dom phase). It is clear that the random phase induces
fluctuation on the strength of the signal of the photon
echo.
With the observation of the randomness of the echo
amplitude, it is meaningful to calculate the average signal
with different repeats. Here, we try to derive perturba-
tion results for the average amplitude 〈A〉 with random
phase. We consider the random phase is small and apply
the approximation cosφ(t) ≈ 1, sinφ(t) ≈ φ(t) to obtain
the linear differential equation of Eq.(10) for χ2 and χ3
as follows. The differential equation for χ1 is kept for sec-
ond order to obtain the signal amplitude to the second
4order

χ˙3 = −2Ωχ2
χ˙2 = φ+ 2Ωχ3
χ˙1 = −1 + 12 (φ+ 2χ3Ω)2 − 12 (2χ2Ω)2 .
(19)
Now, the current equation (19) has an integral solution
χ3 (t) = −
∫ t
0
sin 2Ω (t− t1)φ (t1) dt1
χ2 (t) =
∫ t
0
cos 2Ω (t− t1)φ (t1) dt1
χ1 (t) = −t+
∫ t
0
1
2φ
2 + 2Ωχ3φ+ 2Ω
2χ23 − 2Ω2χ22dt1.
(20)
For small random phase φ(t), we expand the factors
χi, i = 1, 2, 3 to their first order χi = χ
(0)
i + χ
(1)
i , where
χ
(0)
i is the average value, i.e., χ
(0)
1 = 0, χ
(0)
2 = 0, χ
(0)
3 =
−δτ and χ(1)i gives the fluctuation due to the random
phase. We obtain the explicit form of the factor F under
the perturbation formalism
F = Fideal − 128χ(1)1 Ω sin5(δτΩ)(2 cos(δτΩ) + cos(3δτΩ))
+64
(
χ
(1)
2
)2
Ω2 sin4(δτΩ) cos(2δτΩ)(2 cos(2δτΩ) + 1).
(21)
Eq. (21) contains χ(1)2 to the second order and χ
(1)
1 to
the first order. It is verified numerically that χ(1)1 is as
the same order as (χ(1)2 )
2 in Appendix B. And they are
both the lowest order contributing to F .
The factor F is a random variable due to the random
phase φ(t). We derive the average value
〈
(χ
(1)
2 )
2
〉
and〈
χ
(1)
1
〉
by the two-point correlation function. The de-
tailed calculation is attached in the Appendix B. The
analytical result for the mean value of F becomes
〈F〉 = Fideal
+64Ω2 sin4(δτΩ) cos(2δτΩ)(2 cos(2δτΩ) + 1)
〈
(χ
(1)
2 )
2
〉
−128Ω sin5(δτΩ)(2 cos(δτΩ) + cos(3δτΩ))
〈
χ
(1)
1
〉
.
(22)
In Fig 3 (a), we plot the average signal 〈F〉−Fideal as
a function of the fluctuation amplitude Φ with the corre-
lation strength γ fixed. In the figure, red dots show the
exact result by numerical calculation, and lines represent
the analytical result in Eq. (22). For small fluctuation
amplitude Φ, the analytical result matches numerical cal-
culation well, as illustrated in subset of Fig 3 (a). How-
ever, the analytical result deviates from exact numerical
result for large Φ, e.g. Φ > 0.3. In Fig 3 (b), we plot the
average signal 〈F〉 − Fideal as a function of the correla-
tion strength γ with the fluctuation amplitude Φ fixed.
The analytical result matches numerical calculation well
whether for large or small γ.
In above discussion, we have shown the random phase
effect on the signal amplitude of an ensemble of two-
level atoms without any decoherence. The key function
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Figure 3. The relation between 〈F〉 − Fideal and the fluc-
tuation amplitude Φ and the correlation strength γ . The
parameters are chosen as Ω = 1, δτ = 4.75 ,γ = 1/4.587 for
the figure 3 (a), (c), Φ = 0.05 for figure 3 (b). The red points
shows the numerical calculation and the solid curve shows the
analytical result.
of photon echo is to measure the decoherence time τc.
In open systems, the environment induces a decoherence
to the atoms, which contributes to the decreasing of the
non-diagonal term ρeg(t) = exp[−iet − t/τc]. With the
decoherence effect, the signal derived in Eq. (16) becomes
Aopen = |µ|
2e−σ
2
0(T−τ)2−(T+τ)/τc
64 F . (23)
At the revival time T = τ , the average signal is
〈Aopen〉 = |µ|2 exp(−2τ/τc)〈F〉. (24)
With fixed δτ and given random phase, the average for
the factor F is invariant. To measure the coherence time
τc, we still follow the normal way of changing the delay
time τ and obtain the signal amplitude at T = τ . By
taking average over different repeats, the coherence time
is recovered via Eq. (24).
Currently, the experimental setup of x-ray photon echo
is achievable with the split-delay approach [23, 24], where
the x-ray pulse is split by a silicon beam splitter[24]. The
change to the setup in Ref [23] is to direct the splitted two
pulses to the sample along two directions. With the split-
delay approach, the phase difference between pulses is
fixed with delay time. And the phase fluctuation of each
pulses is theoretically considered in the current paper.
5III. CONCLUSSION
We have theoretically calculated the impact of phase
randomness on the photon echo experiment, which is fun-
damental to many other non-linear spectroscopy, such as
two-dimensional spectroscopy. We found that the phase
randomness will induce fluctuation in the photon echo
signal, yet not affect the rephasing time. By averaging
the signal from different repeats, the normal way of pho-
ton echo is still effective for measuring the decoherence
time.
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Appendix A: Wei Norman Method
In this appendix, we show the detailed derivation of the differential equation (10). The derivation is based on the
Wei-Norman algebra method[21, 22]. The differential of Eq. (9) is calculated
d
dtUp,φ(t, 0) = −iχ˙3H3Up,φ(t, 0)−iχ˙2e−iχ3H3H2e−iχ2H2e−iχ1H1
−iχ˙1Up,φ(t, 0)H1
(A1)
With the commutations
e−iχ3H3H2eiχ3H3 = H2 cos 2Ωχ3 −H1 sin 2Ωχ3, (A2)
6e−iχ3H3e−iχ2H2H1eiχ2H2eiχ3H3 = −H3 sin 2Ωχ2
+H2 sin 2Ωχ3 cos 2Ωχ2
+H1 cos 2~Ωχ3 cos 2Ωχ2
, (A3)
Eq. (A1) is rewritten as
i ∂∂tUp,φ (t, 0) = [(χ˙3 − χ˙1 sin 2Ωχ2)H3
+ (χ˙1 sin 2Ωχ3 cos 2Ωχ2 + χ˙2 cos 2Ωχ3)H2
+ (χ˙1 cos 2Ωχ3 cos 2Ωχ2 − χ˙2 sin 2Ωχ3)H1]Up,φ (t, 0) .
(A4)
The coefficients must match the Schrodinger equation (8) 0 − sin 2Ωχ3 cos 2Ωχ3 cos 2Ωχ20 cos 2Ωχ3 sin 2Ωχ3 cos 2Ωχ2
1 0 − sin 2Ωχ2
 χ˙3χ˙2
χ˙1
 =
 − cosφsinφ
0
 . (A5)
The differential equations are obtained by taking the inverse matrix χ˙3 = − cosφ cos 2χ3Ω tan 2χ2Ω + sinφ sin 2χ3Ω tan 2χ2Ωχ˙2 = cos 2χ3Ω sinφ+ cosφ sin 2χ3Ωχ˙1 = − cosφ cos 2χ3Ω sec 2χ2Ω + sinφ sec 2χ2Ω sin 2χ3Ω (A6)
With further simplification we obtain Eq. (10).
Appendix B: The Calculation of
〈(
χ
(1)
2
)2〉
and
〈
χ
(1)
1
〉
Here, we give the detailed calculation for
〈
(χ
(1)
2 )
2
〉
and
〈
χ
(1)
1
〉
. With Eq. (20), we can calculate the average value
of (χ(1)2 )
2
〈
(χ
(1)
2 )
2
〉
=
∫ δτ
0
∫ δτ
0
cos 2Ω (t− t1) cos 2Ω (t− t2) 〈φ (t1)φ (t2)〉 dt2dt1. (B1)
The result of the integral gives
〈
(χ
(1)
2 )
2
〉
= Φ2
(
γδτ
γ2 + 4Ω2
+
2γe−γδτ (γ cos (2δτΩ)− 2Ω sin (2δτΩ))
(γ2 + 4Ω2)
2 +
γ sin (4δτΩ)− 2Ω cos (4δτΩ)
4Ω (γ2 + 4Ω2)
+
8Ω2 − 6γ2
4 (γ2 + 4Ω2)
2
)
.
(B2)
It is similar to calculate the average value of χ(1)1〈
χ
(1)
1
〉
=
〈∫ δτ
0
(
1
2
φ2 + 2Ωχ3φ+ 2Ω
2χ23 − 2Ω2χ22
)
dt1
〉
. (B3)
The result is〈
χ
(1)
1
〉
= Φ2
(
γ2δτ
2γ2 + 8Ω2
− 2γΩe
−γδτ (γ sin(2δτΩ) + 2Ω cos(2δτΩ))
(γ2 + 4Ω2)
2 +
Ω sin(4δτΩ)− γ sin2(2δτΩ)
2 (γ2 + 4Ω2)
+
4γΩ2
(γ2 + 4Ω2)
2
)
.
(B4)
And we show the numerical calculation matches the analytical result in Figure 5, which shows that
〈
(χ
(1)
2 )
2
〉
and〈
χ
(1)
1
〉
are the same order and should be kept for the perturbation.
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Figure 4. The numerical and analytical result of
〈
χ
(1)
1
〉
and
〈
(χ
(1)
2 )
2
〉
, the point shows the numerical calculation of the average
value, and the line shows the analytical result.
