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 RÉSUMÉ 
 
Les véhicules intelligents sont des véhicules dotés de systèmes permettant d’alerter le 
conducteur ou de prendre une décision en cas de danger imminent. Une condition sine qua non 
pour garantir un bon fonctionnement de ces systèmes est d’avoir une localisation précise du 
véhicule. En tirant profit des capteurs embarqués dans un véhicule, on peut exploiter la 
redondance de l’information afin d’obtenir un positionnement fiable. Cette information de 
localisation peut être alors utilisée dans un système d’aide à la conduite. 
Cette étude va se focaliser sur deux aspects. Dans un premier temps, un effort sera porté sur 
l'aspect localisation précise du véhicule lors de son déplacement. Il s’agit d’utiliser des 
approches bayésiennes pour fusionner les informations provenant de systèmes hétérogènes de 
navigation telle que le GPS et une centrale inertielle (INS) auxquels sera rajoutée ensuite 
l'odométrie. L'accent sera mis sur la précision des résultats. Ensuite, nous allons nous mettre en 
œuvre un régulateur de vitesse intelligent pour couvrir l’aspect navigation d’un véhicule.  
 
 
Mots-clés : filtre de Kalman, fusion de capteurs, GPS, navigation véhiculaire, régulateur de 
vitesse intelligent, systèmes d’aide à la conduite.   
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CHAPITRE 1 : Introduction  
 
1.1 Contexte 
Les véhicules (automobiles ou autres véhicules terrestres) ont été l’une des plus grandes inventions 
dans l’histoire moderne, car ils ont révolutionné notre mode de vie et ont énormément contribué au 
développement de nos sociétés. Depuis plusieurs décennies, des chercheurs ont fait et continuent 
de faire des efforts pour incorporer divers types d’intelligence dans les véhicules traditionnels ce 
qui conduit au terme de véhicules intelligents. Grâce à des systèmes de navigation autonome et des 
systèmes dédiés à la sécurisation de la conduite, ces véhicules ont pour mission d’aider le 
conducteur à une meilleure compréhension et interprétation de l’environnement tout en l’assistant 
dans la prise de décision sans toutefois le déresponsabiliser [35]. 
La navigation d’un véhicule nécessite :   
 Une localisation,  
 Une planification du parcours,  
 Une exécution des manœuvres et un évitement des obstacles.  
Le premier point, à savoir la localisation, constitue l’enjeu primordial. En effet, avant de se déplacer 
un véhicule doit connaitre sa position initiale et ses différentes positions lors de son mouvement. 
Le but d’un système de positionnement est de fournir à un utilisateur des informations précises de 
position, d’orientation, de vitesse et de temps à tout instant et en tout point du globe. Le système 
de localisation est devenu un outil indispensable pour repérer et guider un mobile, il est utile dans 
différents domaines (aéronautique, militaire et civil, spatial et sous-marins). Localiser un véhicule 
revient ainsi à estimer sa pose ainsi que l’incertitude qui y est associée. La pose d’un véhicule inclut 
la position, l’orientation (cap) et la vitesse. A partir de la réception des données GPS  (Global 
Positioning System) d’un véhicule, on peut estimer ces grandeurs. Cependant il arrive souvent que 
la réception GPS soit faible et de ce fait l’estimé du positionnement n’est pas fiable. Pour cela on 
utilise d’autres capteurs tels que des accéléromètres, des gyromètres (montés sur une centrale 
inertielle), des odomètres, des compas,…pour pallier aux déficiences du GPS (Figure. 1.1). La 
planification du parcours se résume à l’interrogation suivante : « Comment je vais du point A (ma 
position) à un point B (destination)?».  Le troisième point peut être encapsulé par la question « 
Comment se présente l’environnement?» et est généralement connu sous le nom de Mapping. 
Le système positionnement est le maillon le plus important de tout système de navigation. En effet, 
avant de se déplacer un véhicule devrait connaitre sa position exacte. Plusieurs applications  
utilisent les informations de position pour améliorer la sécurité routière : freinage d’urgence,  les 
systèmes de contrôle de la dynamique des véhicules, l’aide au changement de voie, …Avec 
l’émergence de réseaux sans fil, des architectures collaboratives deviennent une alternative 
intéressante pour résoudre les problèmes de localisation.  
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1.2 Motivation et Objectifs 
De nombreux travaux de recherches sont menés depuis quelques années dans le but de fournir une 
solution précise et intègre au problème de la localisation des véhicules. Et la plupart de ces 
recherches sont basées sur des techniques probabilistes de l’estimation. Elles utilisent la fusion 
multi-capteurs. Toutefois, certaines interrogations demeurent quant à la précision et la robustesse 
de ces systèmes hybrides. 
La motivation de développer un système de localisation hybride ou coopératif réside dans le fait 
que cette information de position se veut fiable et précise dans des applications liées à la sécurité 
routière (ACC, LKA, CMS…) surtout dans les récentes applications développées grâce aux 
communications inter-véhiculaires (LTA, IMA,…).  
Le présent mémoire vise à étudier les améliorations potentielles de la localisation véhiculaire en 
exploitant la redondance et la complémentarité de l’information des capteurs embarqués à partir 
d’une fusion de données et d’aider le conducteur lors d’un déplacement longue distance (sur 
autoroute) avec un régulateur de vitesse intelligent. Cet objectif principal est décomposé en sous-
objectifs secondaires tels que l’exploration des différents capteurs embarqués dans un véhicule, la 
mise en œuvre d’un système de positionnement basé sur la fusion de ces capteurs afin d’observer 
la réduction de l’incertitude des mesures GPS. La mise en œuvre d’un ADAS (Advanced Driver 
Assistance System) en l’occurrence l’ACC (Adaptive Cruise Control) permet d’étudier la 
dynamique longitudinale d’un véhicule. 
 
Positionnement par 
satellites 
Capteurs de de 
positionnement 
relatifs 
Carte des routes 
Camera/Laser/Radar 
Dynamique du 
véhicule 
FUSION 
D’INFORMATION 
État du véhicule 
Guidance 
ADAS ÉTAT DU 
TRAFFIC 
Figure 1.1 : Description conceptuelle des informations disponibles dans un système de navigation [45] 
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1.3 Méthodologie 
Ce travail se positionne autour du problème de localisation et notamment sur l’élaboration d’un 
système de localisation susceptible de fournir des informations précises et fiables en vue du 
contrôle d’un véhicule dans un environnement routier. Les modèles de fusion présentés sont 
simples et ajustables afin de pouvoir ajouter plus tard d’autres états ou fonctions 
Pour cela un vecteur d’état assez simple a été pris pour modéliser l’état du véhicule. De plus les 
algorithmes développés permettent une facilité de mise en œuvre avec des capteurs à faible coût. 
Pour atteindre les objectifs précédemment cités, il sera alors question de caractériser les sources 
d’erreur sur les mesures provenant des capteurs dits proprioceptifs et d’étudier les différentes 
combinaisons possibles pour une fusion optimale (GPS/INS, GPS/INS/Odomètre) et d’évaluer 
leurs performances. Afin d’atteindre ces objectifs, il faut recueillir des données et mesures des 
capteurs. Le logiciel français PRO SIVIC est utilisé pour simuler la dynamique des véhicules. Ce 
simulateur est constitué d’une diversité de capteurs et d’environnements. Les données des capteurs 
seront traitées pour reconstruire la trajectoire des véhicules afin d’observer les performances des 
différents algorithmes.  
Pour la mise en œuvre du régulateur de vitesse intelligent, un système de contrôle conventionnel 
de vitesse (Cruise Control) sera d’abord étudié puis les modifications appropriées seront ajoutées.  
La principale limite de ce projet est liée au fait que les modèles de fusion présentés ne fonctionnent 
pas en  temps réel, mais sert de base pour tester et évaluer les performances d’un système avant 
l’implémentation temps réel dans un véhicule. Également l’accent est mis sur le positionnement 
absolu tout au long du mémoire et un déplacement 2D du véhicule a été considéré.  
 
1.4 Organisation du mémoire 
Ce document est constitué de 5 chapitres. Dans le premier chapitre, une mise en contexte et les 
objectifs y sont présentés.  
Le second aborde une revue de la littérature sur les différents systèmes de positionnement utilisés 
dans le domaine véhiculaire à savoir les méthodes de positionnement absolu, les méthodes de 
positionnement relatif, les techniques de fusion de données existantes, et les systèmes d’aide à la 
conduite. 
 Le chapitre 3 traite de l’approche proposée. Le filtre de Kalman basé sur le filtrage bayésien est 
présenté en détail. 
 Le quatrième chapitre est dédié à la plate-forme de simulation Pro SiVIC et aux expérimentations 
effectuées. Les résultats des simulations sont aussi présentés  
Dans le chapitre 5 on traite un exemple de système intelligent : l’ACC (Adaptive Cruise Control). 
Ce chapitre présente les équations utilisées pour mettre en œuvre le système et ses performances. 
Enfin dans le chapitre 6 on finira par une conclusion et des perspectives de futures recherches. 
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CHAPITRE 2 : Revue de la littérature 
 
Dans ce chapitre, nous allons décrire les différents systèmes de positionnement, les techniques de 
fusion et les systèmes d’aide à la conduite.  
Nous commencerons par présenter les bases du positionnement par GPS avant de présenter les 
équations nécessaires pour la navigation inertielle et odométrique. Les capteurs de navigation 
permettent de déterminer la configuration courante du véhicule à tout instant et en tout point du 
globe : la position, l’orientation, la vitesse et le temps. Généralement, on distingue selon les 
capteurs mis œuvre deux types de localisation : la localisation absolue et la localisation relative (ou 
à l’estime). Les capteurs absolus, appelés aussi capteurs extéroceptifs, permettent de déterminer la 
position du mobile dans un repère lié à l’environnement. Les capteurs relatifs, nommés aussi 
capteurs proprioceptifs, permettent de déterminer la position et l’orientation du mobile en intégrant 
ses déplacements orientés successivement depuis sa configuration initiale. Ils sont utilisés pour la 
navigation à l’estime. En général, les capteurs absolus, dans leur fonctionnement normal, ont une 
précision suffisante pour les systèmes de navigation. 
 
2.1 Les systèmes de positionnement par satellites 
Les systèmes de positionnement et de navigation par satellite encore appelés GNSS (Global 
Navigation Satellite System) sont fondés sur la détermination de la position à partir de la méthode 
par trilatération (ou triangulation dans certains documents). Celle-ci nécessite de connaitre la 
position d’au moins quatre satellites et la mesure de la pseudo-distance entre la position du 
récepteur (inconnue) et celle de chaque satellite (connue). Parmi les systèmes de positionnement 
par satellites existant ou en construction, on peut en présenter trois [47]. Il s’agit du système 
américain GPS, du système russe GLONASS (GLObal NAvigation Satellite System) et du système 
européen GALILEO (en cours de construction). Une fois GALILEO opérationnel, le GNSS 
reposera essentiellement sur les deux systèmes GPS et GALILEO [1]. L’intérêt du GNSS est 
d’associer à l’interopérabilité, l’indépendance des systèmes, ce qui accroit la continuité de service 
en cas de défaillance de l’un et une plus grande intégrité du système de navigation. 
 
2.1.1 Le GPS 
Déjà commercialisé, le GPS a été conçu par le département de la défense des États-Unis au début 
des années 1970. Il est de ce fait entièrement sous le contrôle américain et leur permet une 
disponibilité sélective du signal en cryptant certaines informations. Ce système est composé de 24 
satellites NAVSTAR (Navigation System by Timing And Ranging) répartis sur 6 orbites inclinées 
de 55° et situées à une altitude de 20184km (Figure 2.1); de 5 stations au sol (qui ont pour principale 
fonction de calculer la trajectoire des satellites GPS) dont la principale se trouve aux États-Unis et 
enfin de la composante utilisateur qui comprend les récepteurs utilisés pour se positionner. 
 5 
 
 
Figure 2.1: Constellation de satellites NAVSTAR du système GPS [35] 
 
  
2.1.2 GLONASS 
Il s’agit de l’équivalent russe du GPS. Ce système a été développé à partir de 1982 par les militaires 
russes et est opérationnel depuis 1987. GLONASS est composé de 24 satellites repartis sur 3 orbites 
inclinées de 64, 8° et situées à 19130km d’altitude. La particularité de ce système est que chaque 
satellite possède sa propre fréquence d’émission, ce qui augmente la résistance au brouillage. Avec 
5 stations au sol, GLONASS ne compte à l’heure actuelle que 7 satellites opérationnels [35]. 
 
 
2.1.3 GALILEO 
GALILEO est le système de positionnement par satellites initié par l’Union européenne et l’Agence 
Spatiale européenne. La nécessite d’un système de positionnement européen répond au besoin 
d’indépendance face au système GPS américain. Ce système novateur et performant, actuellement 
en phase de déploiement, supprime les restrictions (précision et fiabilité) du GPS tout en restant 
entièrement sous contrôle civil. Il est donc à la fois concurrent et complémentaire du GPS. Le 
système GALILEO sera composé de 27 satellites actifs et trois de secours, placé sur 3 orbites 
situées à 23616km d’altitude. La composante terrestre comprend 2 centres de contrôles 
coordonnant un minimum de 20 autres stations au sol. 
 
Avant de passer à prochaine section, il est important de noter que la Chine est en train de se doter 
de son propre système de navigation et de positionnement par satellite. Cette nouvelle constellation 
appelée Beidou (ou Beidou Navigation System: la Grande Ourse en Chinois), devrait devenir 
complètement opérationnel en 2020, et il ne s’agirait dans un premier temps que d’une composante 
régionale. 
 
2.1.4 Principe du positionnement par satellite 
 
Afin de décrire au mieux cette partie, on s’inspirera du positionnement par GPS, car il est le plus 
utilisé et déjà commercialisé. Initialement développé dans un but militaire par le département de la 
défense des États-Unis, le GPS est accessible désormais aux civils et fournit un positionnement 
continu et des informations de synchronisation, n'importe où dans le monde dans toutes les 
conditions météorologiques. Parce qu'il sert un nombre illimité d'utilisateurs, ainsi que d'être utilisé 
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pour des raisons de sécurité, le GPS est un système à sens unique [46] c’est-à-dire que les utilisateurs 
ne peuvent que recevoir les signaux satellitaires. 
Il s’agit d’un réseau de 24 satellites évoluant à 20184km d’altitude en orbite de la terre. Lorsqu'un 
récepteur GPS est mobile, sa vitesse et la direction de son mouvement peuvent être également 
déterminées. 
Toute la technologie de géolocalisation par GPS repose sur le principe suivant : un récepteur situé 
au sol reçoit des signaux émis par au moins 3 satellites. La position des satellites étant connue, on 
détermine les coordonnées du récepteur en calculant une pseudo-distance entre chaque satellite et 
le récepteur. La position du récepteur est obtenue comme une intersection de trois sphères. Chaque 
sphère a pour centre un des trois satellites et pour rayon la pseudo distance séparant ce satellite du 
récepteur. (Figure 2.2) 
 
 
 
Figure 2.2 : Positionnement tridimensionnel à partir de trois satellites   [1]   
 
𝜌𝑖 = √(𝑥𝑠𝑖 − 𝑥𝑅)2 + (𝑦𝑠𝑖 − 𝑦𝑅)2 + (𝑧𝑠𝑖 − 𝑧𝑅)2                     (2.1) 
 
Avec : 
  𝜌𝑖 La pseudo-distance 
 {𝑥𝑠𝑖 , 𝑦𝑠𝑖 , 𝑧𝑠𝑖} Les coordonnées connues du satellite i   
 {𝑥𝑅 , 𝑦𝑅 , 𝑧𝑅} Les coordonnées du récepteur  
 
La précision des récepteurs GPS commercialisé est de l’ordre de 5 mètres dans des conditions 
optimales avec un taux de rafraîchissement de 1 Hz.  
Le positionnement par GPS présente plusieurs avantages qui font de lui un outil très prisé dans les 
systèmes de navigation. En effet, le GPS offre un positionnement absolu, une précision à long 
terme (il n’y a pas de dérive.), une couverture mondiale et un prix abordable. 
 
 
2.1.5 Le positionnement relatif par satellite 
Il s’agit de certaines variantes du GPS : le DGPS (Differential GPS)  et le RTK (Real Time 
kinematic ou cinématique temps réel). Le fonctionnement est le même que le système de 
positionnement GPS, mais il offre une meilleure performance.  
Dans le cas du DGPS,  le récepteur est équipé d’un boitier supplémentaire permettant de recevoir 
des corrections fournies par des stations DGPS fixes dont les positions sont connues avec une 
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précision centimétrique. Ces corrections sont intégrées soit directement dans le calcul de la 
position, ou dans la mesure des pseudo-distances (Figure 2.3). La technologie DGPS augmente 
considérablement la précision du positionnement, permettant de passer à une erreur de l’ordre de 
1m. 
Certains récepteurs exploitent directement la phase sur les ondes porteuses à travers le déphasage 
entre le satellite et le récepteur. Ce déphasage est obtenu en comparant la phase du signal reçu par 
le récepteur et la phase du signal généré par l’oscillateur interne au récepteur et qui est une 
réplique du signal satellite. Cette mesure de phase permet d’obtenir une distance satellite-
récepteur à partir d’un produit avec la longueur d’onde. Lorsque ces données sont traités en 
temps réel, on parle de RTK (Real Time kinematic ou cinématique temps réel). 
 
Figure 2.3. GPS Différentiel 
 
2.1.6 Erreurs du système GPS 
Le positionnement par satellite peut être altéré par de nombreuses sources d’erreurs. Celles-ci 
peuvent être aléatoires ou systématiques. Ces erreurs peuvent être classées suivant qu’elles soient 
dues soient aux satellites, soient aux récepteurs ou soit à la propagation du signal. 
 
2.1.6.1 Les erreurs dues aux satellites 
Les erreurs provenant de satellites comprennent : 
 les éphémérides ou erreurs orbitales (informations sur les orbites des satellites) causent 
une mauvaise estimation des pseudo-distances et induisent une erreur de l’ordre de 2 à 5 
m [31].  
 les erreurs d’horloge des satellites : bien que très précises, ces horloges qui permettent la 
synchronisation lors de la génération de signaux GPS  ne sont pas parfaites et causent une 
erreur de l’ordre de 2.59 à 5.18 m [31].  
 l’effet de la disponibilité sélective : il s’agit d’une dégradation intentionnelle du signal 
imposée par le département de défense des États-Unis; lorsqu’elle est activée elle engendre 
une erreur allant de 100 à 150m. Le gouvernement américain a arrêté la disponibilité 
sélective en Mai 2000, ce qui a amélioré de manière significative l'exactitude des récepteurs 
civils du GPS. 
En plus de ces erreurs, l'exactitude (précision) de la position GPS calculée est également affectée 
par la géométrie des satellites. La qualité du positionnement dépend fortement de l’élévation des 
satellites et de leurs positions relatives par rapport au récepteur. Cette qualité peut être caractérisée 
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par le calcul des facteurs de dégradation géométriques appelés DOP (Dilution Of Precision) et 
donnant ainsi une idée de la confiance à apporter à une mesure [24]. 
 
2.1.6.2 Les erreurs provenant des récepteurs 
Les erreurs provenant des récepteurs comportent des erreurs d'horloge du récepteur, les multitrajets 
et le bruit du récepteur.  
Les multitrajets sont les sources d’erreurs les plus prépondérantes. Le signal GPS arrive au récepteur 
après plusieurs réflexions sur des immeubles et autres objets proches du récepteur; dans certains cas 
le signal GPS est même perdu. Les multi trajets causent des erreurs d’une dizaine de mètres sur le 
positionnement ce pendant de nos jours avec l’avance technologique, on arrive à minimiser ce type 
d’erreurs. 
Le bruit du récepteur résulte des limitations de l’électronique du récepteur. Un bon récepteur 
performant sera moins sujet à ce type d’erreur. Le bruit cause une erreur de l’ordre de 0.6 m [31].  
 
2.1.6.3 Les erreurs de propagation de signaux 
Les erreurs de propagation de signaux comprennent les retards du signal GPS lors de son passage à 
travers l’ionosphère et des couches troposphériques de l'atmosphère. En fait, c'est seulement dans le 
vide (espace libre) que les signaux GPS se propagent à la vitesse de la lumière. L’effet de 
l’ionosphère sur la mesure des distances aux satellites peut varier de 0 à 50 m tandis que le retard 
troposphérique qui dépend de la température, de la pression et de l’humidité est d’environ 2 m pour 
un satellite au zénith jusqu’à 30 m pour une élévation de 5◦. 
 
2.2 Les capteurs proprioceptifs 
 
Ce sont des capteurs qui nous informent sur l’état du véhicule. Ces informations peuvent être 
combinées à un système de positionnement absolu tel que le GPS pour augmenter la fiabilité d’un 
système de navigation. 
 
2.2.1 L’odomètre 
 
Il s’agit d’un capteur qui se place généralement sur les roues du véhicule. L’odomètre calcule la 
distance parcourue par un véhicule en mesurant les rotations élémentaires de ses roues. Grâce à 
l’incrément de temps, on déduit aussi la vitesse du véhicule. 
En partant d'une position initiale connue et en intégrant les déplacements mesurés, on peut ainsi 
calculer à chaque instant la position courante du véhicule. De plus à partir de la différence de 
distance parcourue par la roue droite et la roue gauche, l’odométrie différentielle permet d’obtenir 
en plus, une information d’orientation du véhicule. L’information de déplacement nécessitera la 
connaissance du diamètre des roues et de l’entraxe des roues.  
D’une manière générale le déplacement du véhicule d’un instant 𝑘 à un instant 𝑘 + 1 pendant un 
temps ∆𝑡 est donnée par: 
{
𝑥𝑘+1 = 𝑥𝑘 + ∆𝐷 cos(𝜃𝑘) ∆𝑡
𝑦𝑘+1 = 𝑦𝑘 + ∆𝐷 sin(𝜃𝑘) ∆𝑡
𝜃𝑘+1 = 𝜃𝑘 + ∆𝜃                 
     (2.2) 
 
Avec :     𝑥𝑘+1, 𝑦𝑘+1 les positions en x et y et 𝜃𝑘+1  l’orientation du véhicule 
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      ∆𝐷 =
∆𝐷𝑑+∆𝐷𝑔
2
 et ∆𝜃 =
∆𝐷𝑑−∆𝐷𝑔
𝐸
  respectivement le déplacement et la rotation élémentaire où 
∆𝐷𝑑 et ∆𝐷𝑔 représentent les déplacements élémentaires des roues droite et gauche et E est la 
distance séparant les points de contact avec le sol des roues droite et gauche. 
Le principe de positionnement par odométrie (Dead reckoning en anglais) présente plusieurs 
avantages tels qu’une: 
 facilité et faible coût de mise en œuvre; 
 cadence d’acquisition de mesure (échantillonnage) élevée (de l’ordre de 100Hz); 
 bonne précision à court terme; 
 disponibilité : les odomètres sont autonomes et très fiables. 
 
2.2.1.1 Erreurs de l’odométrie  
Le principal défaut de cette technique est une dérive de la position proportionnellement à la 
distance parcourue par le véhicule; cependant les erreurs sont classées suivant qu’elles soient 
systématiques ou non-systématiques. 
 
2.2.1.1.1 Erreurs liées à la dynamique du véhicule (les erreurs aléatoires) 
Elles sont liées aux contacts roues/chaussée et aux différentes inerties de mouvement et présentent 
un caractère aléatoire et dépendent de la qualité de la chaussée (irrégularités, présence verglas…) 
mais aussi de l’adhérence des pneumatiques (pression des pneus, usure…), du poids du véhicule… 
 Patinage des roues 
L’odomètre va mesurer une distance alors que le véhicule est immobile ce qui conduit à une 
surestimation de la distance parcourue. Cette erreur peut aussi apparaitre lors de virage, ou l’on 
voit la roue extérieure tourner plus rapidement que la vitesse réelle du véhicule. Cette source 
d’erreur a déjà été étudiée dans le passé, on peut notamment voir des éléments de solution dans [3] 
et [48]. 
 Dérapage 
Le véhicule continu de glisser pourtant les roues sont bloquées (en cas de freinage brusque); le 
capteur ne détectera pas la distance parcourue lors de ce laps de temps.  
 Route accidentée 
Elle conduit aussi à une mauvaise estimation (sous-estimation) de la distance parcourue, car 
certaines rotations des roues ne seront pas prises en compte par les codeurs. 
Ces sources d’erreur sont plus difficiles à prédire et à évaluer car liées à la dynamique du véhicule. 
La précision sur la distance parcourue est alors affectée. Cette erreur est toutefois négligeable car 
très inférieure aux 2 erreurs présentées précédemment. 
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2.2.1.1.2 Erreurs systématiques ou liées à un dysfonctionnement du capteur 
Les erreurs systématiques sont dues à un mauvais paramétrage mécanique du véhicule ou des capteurs. 
Par exemple l’estimation de la distance parcourue peut être grandement affectée lorsque les 2 roues 
n’ont pas le même diamètre ou lorsque le diamètre d’une roue change à cause de l’usure du pneu, de la 
variation de température, de pression… Des procédures de calibration ont été imaginées pour étalonner 
les capteurs dans ce cas de figure [20, 53] . 
Cette fois-ci, les erreurs n’entrent pas dans le bon fonctionnement de l’odomètre. On peut noter ici 
2 types d’erreurs, les erreurs critiques, et les erreurs quantifiables. En ce qui concerne les erreurs 
critiques, elles sont liées à la perte totale de l’information délivrée par l’odomètre. Il s’agit en fait, 
d’un bris du capteur. Cette erreur est facilement identifiable, et la seule solution consiste à 
remplacer le capteur. D’autres erreurs peuvent tout de même être quantifiées et compensées par la 
suite. Par exemple, la perte d’un des repères peut être observée, ce qui va entrainer une sous-
estimation de la distance parcourue.  
 
2.2.2 Les capteurs inertiels 
La localisation inertielle est une technique utilisant des mesures fournies par des accéléromètres et 
des gyroscopes.  
Ces données sont employées pour estimer la position et l’orientation d’un objet relativement à un 
point de départ, à une orientation et à une vitesse connus. 
Les accéléromètres et les gyroscopes sont montés dans un dispositif appelé centrale inertielle CI 
ou IMU Inertial Measurement Unit (Figure 2.4). 
 
 L’accéléromètre est un capteur  qui mesure l’accélération linéaire en un point donné. Le 
calcul du déplacement élémentaire du véhicule est obtenu par double intégration de ces 
informations. Cette double intégration conduit généralement à des accumulations 
importantes d’erreurs. 
 Le gyroscope permet de mesurer une variation angulaire. Il mesure la vitesse de rotation ω 
suivant l’axe où il est monté dans le repère. Ils sont intéressants en robotique mobile parce 
qu'ils peuvent compenser les défauts des odomètres. Une erreur d'orientation odométrique 
peut entraîner une erreur de position cumulative qui peut être diminuée, voire compensée 
par l’utilisation conjointe de gyroscopes [4]. 
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Figure 2.4 : Plate-forme inertielle[50] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Le système inertiel présente plusieurs avantages à savoir qu’il n’est pas sujet à des perturbations 
extérieures, qu’il n’interfère pas avec des équipements radio-fréquence, il est indépendant et fourni 
des informations avec une cadence de l’ordre de 100Hz, il fournit des informations pouvant servir 
à une fusion de donnée; cependant son plus gros désavantage est qu’il dérive. La figure 2.5 présente 
le fonctionnement d’une centrale inertielle. 
 
2.2.2.1 Erreurs du système Inertiel 
 
2.2.2.1.1 Le biais 
Le biais est l’erreur la plus évidente. Il s’agit tout simplement d’une valeur additionnelle (moment 
du premier ordre non nul). Pour l’accéléromètre, un biais constant 𝜀 lorsqu’il est doublement 
∫ 
 
Projection des 
Acc sur les 
axes globaux  
Correction 
de la gravité ∫ ∫ 
 
Orientation 
Position 
Signaux gyroscopiques 
Vitesse initiale Position initiale 
Signaux d’accéléromètres 
Figure 2.5 : Principe d’une centrale inertielle [50] 
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intégré conduit à une erreur dans le calcul de la position 𝑠(𝑡) qui augmente d’une manière 
quadratique avec le temps. 
     𝑠(𝑡) = 𝜀
𝑡2
2
             (2.3) 
 
Où 𝑡 est le temps d’intégration. Il est possible d’estimer le biais en mesurant une moyenne 
d’ensemble de la sortie de l’accéléromètre lorsque le système ne subit aucun mouvement.  
Pour le gyroscope, le biais qui cause une erreur angulaire croît linéairement avec le temps. 
  
                                                                   𝜃(𝑡) = 𝜀. 𝑡              (2.4) 
Il est également possible de l’estimer comme dans le cas de l’accéléromètre et une fois trouvé, il est 
facile de le compenser par une simple soustraction. 
 Cette évolution du biais dans les deux cas, nommée dérive, est entre autres due aux variations de la 
température. Par conséquent la dérive est particulièrement forte pendant les premières minutes après 
la mise sous tension quand les composants électroniques s’échauffent. Les variations possibles à 
chaque mise sous tension sont souvent données sous le nom de « stabilité de biais » dans les 
spécifications techniques d’une centrale inertielle. 
 
2.2.2.1.2 Bruit 
Toutes les mesures seront certainement bruitées. Il s’agit du bruit dans les composants électroniques 
(thermomécanique), le bruit de quantification, etc. Il se modélise par une séquence aléatoire blanche 
de moyenne nulle non corrélée; dans ce cas chaque variable aléatoire est identiquement distribuée 
avec une variance 𝜎2  [50]. 
Pour le gyroscope,  l’effet de ce bruit se traduit par une marche aléatoire dont l’écart-type croît 
proportionnellement à la racine carrée du temps dans la valeur obtenue après intégration.  
𝜎𝜃(𝑡) = 𝜎. √∆𝑡. 𝑡                            (2.5) 
De la même manière, pour l’accéléromètre on remarque que le bruit blanc crée une marche aléatoire 
de second ordre de moyenne nulle et d’écart-type qui croît proportionnellement à 𝑡
3
2⁄  dans l’estimé 
de la position ; soit : 
𝜎𝑠(𝑡) ≈ 𝜎. 𝑡
3
2⁄ . √
∆𝑡
3
                         (2.6) 
2.2.2.1.3 Facteurs d’échelle (erreur de calibration) 
Ils sont surtout dus aux erreurs de fabrication ou d’alignement, au vieillissement du capteur, aux 
non-linéarités et n’évoluent pas considérablement. En conséquence, il peut être calibré une fois pour 
toutes dans la plupart des cas. 
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Tableau 2.1  Résumé des erreurs des capteurs inertiels [50] 
 
Type d’erreurs Description Résultats de l’intégration 
 
Acc Gyro 
 
 
Biais 
 
 
Biais constant   
Une erreur de 
position qui croit 
quadratiquement 
2
( ) .
2
t
s t   
Une erreur 
angulaire en 
constante 
croissance 
( ) . tt   
 
 
 
Bruit blanc 
 
 
 
Variance   
L’écart-type de 
l’erreur de position 
est 
3
2( ) . .
3
s
t
t t

   
(marche aléatoire) 
Un angle avec une 
marche aléatoire 
d’écart-type 
( ) . .t t t    
 
 
 
Effet de la température 
 
 
 
 
Biais résiduelle 
Ce biais cause une 
erreur dans la 
position qui évolue 
de manière 
quadratique avec le 
temps 
Ce biais est intégré 
dans le calcul de 
l’angle, ce qui 
provoque une 
erreur 
d'orientation qui 
croit linéairement 
avec le temps 
 
 
Calibration 
 
Erreurs déterministes 
telles que le facteur 
d’échelle, les non-
linéarités… 
Dérive de la 
position 
proportionnelle au 
carré de la durée de 
l'accélération 
Dérive de 
l’orientation 
proportionnelle à 
la vitesse et la 
durée du 
mouvement 
 
2.3 Les capteurs extéroceptifs 
Pour assurer la sécurité de la navigation, d’autres capteurs mesurent les caractéristiques (très 
aléatoires) de l’environnement (proche) extérieur du véhicule : ce sont des capteurs de perception 
dits extéroceptifs. Il est à noter que le GPS est un capteur extéroceptif. La perception de 
l’environnement est une condition nécessaire à l’autonomie d’un véhicule. 
 
2.3.1 Le radar 
 
Le radar consiste en un émetteur d’ondes électromagnétiques hautes fréquence et d’un récepteur qui 
détecte l’écho renvoyé par une éventuelle cible (obstacle). La distance entre l’obstacle et le capteur 
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est  évaluée à partir du temps de parcours de l'onde électromagnétique. La direction de la cible est 
déterminée par l'angle d'arrivée de l'onde écho; de plus si la cible est mobile sa vitesse relative est 
déterminée à partir du décalage de Doppler du signal réfléchi. Les radars fonctionnent autour de 
24Ghz ou de 77Ghz dans le domaine automobile et utilisent deux méthodes pour estimer la distance 
entre un véhicule et une éventuelle cible (obstacle ou autre véhicule).  
Si l’on considère la forme d’onde, les radars peuvent être de deux types : à ondes continues (CW 
pour Continuous Wave) ou à ondes pulsées (PR pour Pulsed Radars). L’équation de la puissance 
reçue du radar se résume à :  
    𝑃𝑟 = 𝑃𝑡
𝐺𝑡𝐺𝑟𝜆
2𝜎0
(4𝜋)3𝑅4
              (2.7) 
 
Où  Pr = Puissance reçue 
Pt = Puissance transmise 
Gt = gain de l'antenne émettrice 
Gr = gain de l'antenne réceptrice 
λ = longueur d'onde du radar 
𝜎0 = section efficace ou surface équivalente radar (coefficient de réflexion de la cible) 
R = distance cible-radar.  
 
Les radars se révèlent bien moins sensibles aux conditions environnementales extrêmes et ont 
l’avantage de fonctionner par tout temps, de nuit avec une longue portée. Cependant ils sont très 
sensibles aux réflexions parasites dues aux structures métalliques dans l’environnement Aussi, pour 
un unique faisceau de vue, du fait de l’ouverture d’antenne, l’ensemble des obstacles de la zone 
éclairée réfléchit des échos qui se combinent à la réception, ce qui empêche de distinguer leurs 
azimuts respectifs (imperfection du radar), et une autre source d’incertitude est liée à la détection : 
comment le radar peut différencier un objet d’un bruit? Le bruit étant ici une réflexion due au sol, à 
un écho réfléchi par un cours d’eau…. 
 
 
Figure 2.6 Radar prototype utilisé au GEGI de l'université de Sherbrooke 
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Les images sur la figure 2.7 illustrent les résultats obtenus lors d’une partie de mes travaux sur un 
radar (figure 2.6) conçu  au MIT [6] et utilisé à des fins pédagogiques à l’université de Sherbrooke. Ce 
radar est capable de détecter la portée de cibles présentes dans son champ de vision, et de mesurer la 
vitesse de véhicules. Il utilise des boites de café en guise de guide d’onde. Sur la figure 2.7 en haut on 
remarque une trace bleue commençant à 140m à la 10ème s et qui tend à une couleur rouge jusqu’à une 
distance inférieure à 20m à la 28ème s. Il s’agit là d’une expérimentation effectué sur les passages des 
autobus derrière la faculté de génie de l’Université de Sherbrooke. L’autobus est détecté à 140m et 
s’approche jusqu’à 30m du radar, s’arrête pour descendre des étudiants puis s’éloigne du radar. La 
deuxième trace en dessous représente un autre autobus qui se rapproche pendant le premier était à l’arrêt. 
Du fait de la dimension des autobus, le deuxième n’a été détecté qu’à 60m à la 28ème s et s’approche du 
radar puis s’en éloigne sans s’y arrêter. L’image de bas quant à elle illustre la mesure de vitesse grâce à 
l’effet doppler. Les trois traces représentent trois (3) profils de vitesse à des instants différents de trois 
véhicules qui passent devant le radar. 
 
Figure 2.7 Résultats obtenus avec le radar 
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2.3.2 Le Lidar 
 
C’est un capteur laser à balayage utilisé pour la détection d’obstacles. Un faisceau de lumière 
provenant généralement d’une diode laser est réfléchi par un miroir tournant. Tout objet ou surface 
non absorbants réfléchira une partie de cette lumière au Lidar qui mesurera le temps de propagation 
du signal pour calculer la distance sous plusieurs angles. 
Avec une fréquence fixe 𝑓 et lorsqu’un objet est situé à une distance 𝑑 un décalage en phase  
∆𝜑 = 2𝜋𝑓 (
2𝑑
𝑐
)            (2.8) 
sera observé entre le signal émis et le signal reçu. 𝑐 exprime la vitesse de la lumière. La distance 
entre l’objet et le Lidar s’exprime par: 
𝑑 =
∆𝜑.𝑐
4𝜋𝑓
                       (2.9) 
Le Lidar fournit des mesures de distances très précises dans de bonnes conditions météorologiques, 
il peut détecter des obstacles à 200 m avec une précision de quelques centimètres. 
Cependant, en présence de surfaces noires ou d’objets métalliques l’onde lumineuse est soit absorbée 
soit réfléchie dans une autre direction ce qui se traduit par une erreur dans le calcul de la distance 
(figure 2.8). 
 
Figure 2.8 Erreur de calcul du LIDAR [42] 
 
2.3.3 Les capteurs à ultrasons 
Encore Appelés SONAR (Sound Navigation And Ranging), il s’agit d’un capteur qui utilise des 
ondes (impulsions) acoustiques et leurs échos afin de mesurer la distance d’un objet. 
Connaissant la vitesse de propagation de l’onde acoustique dans un milieu donné, la mesure du temps 
de vol de l’onde permet d’obtenir la distance d’un objet par rapport au capteur. Les capteurs 
ultrasonores les plus couramment utilisés émettent une onde ultrasonore à 44 kHz et qui permettent 
de mesurer des distances comprises entre trente centimètres et trois mètres. 
 
Les erreurs pouvant affectées les mesures d’un capteur à ultrasons sont liées : 
 à la configuration du capteur : un faisceau large entraîne une mauvaise résolution 
directionnelle  
 à l’environnement (réverbération) : la plupart des capteurs à ultrasons émettent chaque 
50ms et calculent la distance avec le dernier écho avant la prochaine émission. En 
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présence de réverbération sonore  (phénomène de résonance du son), le calcul de la 
distance peut être corrompu. 
 à la disposition de l’obstacle : lorsque l’objet a une surface lisse et un angle d’incidence 
oblique, aucun écho n’est renvoyé, ce qui donne une mauvaise interprétation de 
l’environnement. 
 l’inhomogénéité de la vitesse du son : des fluctuations thermiques peuvent causer des 
variations d’amplitude et de temps de parcours dans l’écho reçu; on peut également 
observer une gigue (écart indésirable de la périodicité) dans le calcul de la distance.  
 
Tout comme les autres capteurs de perception, les ultrasons sont utilisés pour évaluer les 
caractéristiques de l’environnement proche du véhicule : la détection de collisions, et surtout à 
l’aide au parking…. Ils peuvent également être utilisés pour l'estimation de la position angulaire. 
  
Il est à noter que d’autres capteurs de perception tels que les caméras infrarouges [7] sont également 
utilisés pour améliorer la perception. 
 
2.4 Techniques de fusion de données  
 
La fusion d’information est bien adaptée à la gestion des données dans un système multi sensoriel 
pour la navigation. En effet, elle permet de combiner les informations fournies par plusieurs 
capteurs pour obtenir un résultat plus précis et des traitements robustes. Elle peut être utilisée dans 
le cadre de l’estimation, de la détection ou la classification.  
La raison de cette intégration (fusion) est d'exploiter les avantages de chacun des capteurs utilisés. 
En effet les mesures provenant des capteurs sont sujettes à : 
 une panne du capteur causant une perte d’information 
 une limitation de l’information obtenue sur un environnement (attributs locaux) 
 un manque de précision suivant l’application 
 une incertitude causée par le bruit présent dans l’environnement  
 
En fusionnant les informations provenant des capteurs on s’attend à un ou plusieurs de ces 
avantages: 
 une redondance de l’information ce qui rend le système robuste en cas de panne sur l’un 
des capteurs  
 une couverture spatiale grâce à la complémentarité des mesures  
 une couverture temporelle continue  
 une réduction de l’incertitude grâce à une interprétation jointe des mesures. 
 
En mettant en œuvre un système de fusion de données, certains aspects doivent être pris en compte 
tels que l’utilisation d’algorithmes d’estimation de prédiction optimaux, stables et précis. En effet 
de nombreuses techniques de fusion pour la localisation hybride existent dans la littérature. Une 
très bonne étude bibliographique en est présentée dans [34]. On peut regrouper les plus utilisées en 
trois catégories :  
 La théorie la plus répandue utilise une représentation probabiliste des informations définie 
dans un cadre bayésien [18]. 
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 La théorie des croyances introduite par [9] et [40] est une généralisation de la théorie 
bayésienne. Dans cette approche, l’information est modélisée sous la forme de masses et 
combinée par des opérateurs de fusion ensemblistes. 
 La théorie des possibilités [11, 52] , quant à elle, définit l’information par des ensembles 
flous [51] qui sont ensuite combinés par des opérateurs appelés normes. 
Les deux dernières approches, concurrentes à la théorie bayésienne, semblent plus adaptées aux 
problèmes de classification qui nécessitent le plus souvent d’intégrer de l’information a priori, issue 
d’une expertise. Notamment, ces théories permettent de manipuler des degrés de confiance qu’un 
observateur attribue à la validité de certaines hypothèses [22]. 
 
Parmi les méthodes citées ci-dessus de fusion pour la localisation connues, les plus utilisées sont 
fondées sur une approche Bayésienne [34]. En effet, l’idée de base de l’approche bayésienne est 
d’avoir une information à priori sur la valeur du paramètre que l’on cherche à estimer et de prendre 
en compte les informations fournies par les observations. La connaissance à priori est modélisée 
par une distribution de probabilité (la loi a priori) qui permet de donner une idée de la valeur 
possible de ce paramètre. La loi à priori 𝑝(𝑋) résume les informations disponibles sur l’objet avant 
d’obtenir la mesure. L’information disponible sur le paramètre à estimer, obtenue à partir des 
observations, est modélisée par une distribution 𝑝(𝑋/𝑍) appelée la distribution à posteriori. La 
distribution des observations associée à un état donné 𝑝(𝑍/𝑋) est appelée distribution de 
vraisemblance. La règle de Bayes permet d’évaluer la probabilité à posteriori connaissant les 
observations (mesures), à partir de la loi de vraisemblance et de la probabilité à priori [22]. 
L’axiome régissant la règle de Bayes est présenté comme suit : 
 
 
 
 
( / ) ( )
( / )
( )
p Z X P X
p X Z
p Z
          (2.10) 
  
Dans le cas où l’état présent dépend d’une ou plusieurs observations passées, la forme récursive de 
la règle de Bayes devient: 
1
1
( / ) ( / )
( / )
( / )
k k
k
k
p z X P X Z
p X Z
p z Z


          (2.11) 
Dans le cas linéaire gaussien, le filtre de Kalman est un estimateur récursif qui fournit une 
estimation optimale du vecteur d’état, dans le sens où la trace de la matrice de covariance est 
minimale. Dans le cas non linéaire, les équations d’état et d’observation sont linéarisées autour de 
la dernière estimation, pour pouvoir appliquer le principe du filtre de Kalman linéaire. On parle 
alors du Filtre de Kalman Étendu (EKF). Enfin, dans le cas général les méthodes de Monte Carlo 
[10] ou du filtrage particulaire [16] permettent de traiter des problèmes d’estimation d’état dans le 
cas de fortes non linéarités (dans les modèles de véhicules routiers) et des cas de densités de 
probabilité non gaussiennes.  
Probabilité à  
Postériori 
Vraisemblance Probabilité 
à priori 
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Il est assez fréquent de trouver dans la littérature une fusion GPS/INS utilisant un filtrage de 
Kalman et de valider avec un GPS/RTK. En effet, une précision d'estimation de position absolue 
de 3 à 4 mètres et une précision d'estimation d'angle de lacet de 3,5 degrés a été réalisée avec un 
sigma intervalle confiance en utilisant cette méthode [15] . En utilisant également une caméra pour 
suivre les caractéristiques du terrain tel que les courbes de l'horizon, et les faire correspondre sur 
une cartographie numérique d'élévation, une précision d'orientation a été réalisée [15] . Il est à noter 
que les performances de la fusion sont généralement comparées à celle d’un système haute 
précision et couteux tel que  le RTK/GPS. Toutefois la fusion des capteurs n’est pas à considérer 
comme une méthode universelle; elle produit de bons résultats lorsque les données sont de qualité 
raisonnable.   
Une façon de réduire la dérive dans les capteurs inertielle est de les fusionner avec des mesures 
magnétométriques qui permettent une réduction de l’erreur de position de 150 mètres à 5 mètres 
obtenus après une minute [13]. 
Dans [36] le GPS a été fusionné avec un gyroscope, un odomètre et une carte numérique pour 
obtenir une meilleure estimation de la position absolue; cette solution a été mise en œuvre dans les 
voitures Audi, et Alfa Romeo. Mais les résultats montrent que la disponibilité du GPS est la 
principale limitation. 
Une méthode proposée dans [4] appelée gyrodométrie repose sur le constat expérimental qu’en 
présence de sources d’erreurs non-systématiques, les mesures de cap fournies par l’odométrie et la 
gyrométrie diffèrent considérablement alors qu’en absence de ces sources d’erreurs elles restent 
très similaires. Les auteurs proposent de déduire le cap du véhicule en utilisant seulement les 
informations odométrique sauf lorsqu’elles sont trop différentes des données gyrométriques. Ce 
système permet de minimiser les dérives dans l’estimation de la position du véhicule liées à 
l’utilisation de gyromètre de bas de gamme [29]. 
Certains travaux de recherche tels ceux présentés dans [7] utilisent des méthodes non-couplées de 
fusion des données de capteurs entre GPS et INS, mais indique qu’une méthode de couplage 
pourrait aboutir à une meilleure estimation de position. En effet, l’intégration des systèmes GPS et 
INS peut être réalisée à différents niveaux, allant de l’utilisation dissociée des deux systèmes sans 
réelle interaction entre eux jusqu’à une intégration profonde fusionnant ces systèmes à l’intérieur 
d’un même filtre adaptatif.  
  
2.5 Les systèmes d’aides à la conduite. 
Connus sous l’acronyme ADAS pour Advanced Driver Assistance System, il s’agit de systèmes 
permettant d’améliorer la sécurité routière tout en pourvoyant confort au conducteur. Ils sont 
développés pour sécuriser le trafic routier en assistant le conducteur pour une meilleure 
interprétation de son environnement. Grace aux informations issues des différents capteurs sur le 
véhicule, les ADAS permettent : 
• D’alarmer le conducteur lors de l'apparition d'une situation dangereuse risquant d'aboutir à 
l'accident ; 
• De libérer le conducteur d'un certain nombre de taches qui pourraient atténuer sa vigilance ; 
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• D’assister le conducteur dans sa perception de l’environnement (détecteur de dépassement, 
détecteur de risque de gel, etc.). 
Un système ADAS intègre trois éléments primordiaux: la perception, la décision et l'action. Cela 
se traduit par un système ayant la faculté de : 
 Percevoir et connaître l'environnement de conduite : cette connaissance comprend à la fois 
la détermination de la position précise du véhicule sur l'infrastructure routière et la 
perception de l'environnement de navigation et des objets fixes et mobiles qui l'entourent. 
 Traiter les informations hétérogènes recueillies afin d'y extraire des paramètres aidant la 
prise décision : par exemple, pour un système estimant un risque de collision, la 
connaissance de l'environnement est utilisée pour calculer le risque de collision. 
 Agir en fonction d'un critère (par exemple, pour diminuer le risque d'accident) : une fois le 
risque déterminé, une action est à prendre pour réduire au minimum ce risque ou pour 
limiter les dégâts qui en résultent si le choc est inévitable.  
Quelques exemples de systèmes d’aide à la conduite: 
 Direction assistée 
 Changement de rapport automatique 
 Le système de navigation (GPS) 
 L’assistance au changement de voie 
 Les systèmes d’évitement des collisions (Precrash system) 
 Le régulateur intelligent de vitesse 
 La vision nocturne 
 Le contrôle adaptatif de lumière 
 Système d'alerte de sortie de voie 
 Détection de piétons 
 Assistance au parking 
 Reconnaissance des panneaux de signalisation 
 Détection des angles morts 
 Etc…. 
La figure 2.9 illustre différents ADAS pouvant être développés grâce au radar. 
 
Figure 2.9 Applications développées grâce au radar [54] 
De nouvelles applications sont en cours de développement telles que: le contrôle de l’état du 
conducteur (fatigue, inattention, distraction, influence d’une drogue ou d’alcool, glycémie...).  
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Un régulateur de vitesse intelligent sera exposé dans le chapitre 4. Communément appelé ACC 
pour Adaptive Cruise Control, le régulateur adapté de vitesse a pour but de contrôler la dynamique 
longitudinale du véhicule.  
Dans la littérature, les contrôleurs vont des conventionnels PID  [12, 37, 43], à ceux basés sur la 
logique floues [37] en passant par les modèles de contrôle prédictifs [28, 30, 41].  
L’ACC est principalement commercialisé comme système de confort et non comme système de 
sécurité car sa capacité de freinage est généralement limitée à environ -3m/s2.   Les nouveaux ACCs 
mis sur le marché peuvent effectuer des freinages d’urgence. 
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CHAPITRE 3 : Réalisation de la fusion multi-capteurs 
Dans les sections précédentes, on a décrit les différents capteurs utiles pour un système de 
positionnement. En pratique, l’imperfection des capteurs est une forte contrainte pour leur usage. 
Ceci est particulièrement vrai pour les applications dans le secteur automobile où les coûts du 
système représentent un enjeu important et primordial. Dans cette partie, on se focalisera sur 
l'aspect "localisation précise et permanente" du véhicule en mouvement. Pour cela, il est nécessaire 
de se pencher sur l'intégration et le traitement de l'information issue de systèmes hétérogènes de 
navigation, GPS, système de navigation inertielle (INS) auxquels sera rajoutée ensuite l'odométrie. 
Le filtre de Kalman (ou ses variantes) sera utilisé pour réaliser cette fusion. Un petit retour sur la 
dynamique des véhicules sera aussi exposé. 
 
3.1 Dynamique du véhicule 
Dans le plan de la route, le déplacement d’un véhicule est la combinaison de deux mouvements 
élémentaires du type angulaire et linéaire.  
Pour le mouvement linéaire on définit : 
 Un déplacement longitudinal du centre de gravité 
 Un déplacement latéral 
 Un déplacement vertical. 
Et pour le mouvement angulaire: 
 Un angle de cap (lacet) 
 Un angle de roulis 
 Un angle de tangage  
On définit de ce fait six (6) degrés de liberté (possibilités de mouvement dans l'espace) pour un 
véhicule à 4 roues (figure 3.1). 
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Figure 3.1 Les six degrés de liberté du mouvement d’un véhicule 
Pour un véhicule en déplacement on peut définir 6 modes de fonctionnement: 
 Accélération constante (CA: Constant Acceleration) 
 Vitesse constante (CV: Constant Velocity) 
 Arrêt (Stop) 
 Marche arrière (BW: Backward) 
 Tourner à gauche ou à droite (TL ou TR). 
Ces différents modes peuvent être modélisés par une chaîne de Markov afin de représenter un 
parcours quelconque. Afin de simplifier l’étude de la dynamique d’un véhicule et de ce fait réduire 
le nombre de degrés de liberté du système, on simplifie le véhicule soit à un modèle bicyclette (2 
roues) soit à un modèle tricycle (3 roues) de degré de liberté respectifs 2 et 3. 
 
3.2 Le filtre de Kalman 
Cette partie est inspirée de [49], [44], [32] et [31]. L’algorithme de fusion fréquemment utilisé est 
le filtre de Kalman, qui est une méthode de  filtrage récursif qui a été développé par Rudolph 
Kalman publié en 1960 [23]. Il permet d'estimer les états passés, présents et futurs d’un système 
linéaire en utilisant des mesures de manière à minimiser l'erreur quadratique moyenne (LMSE) 
[49]. Plusieurs systèmes sont non-linéaires et pour ces cas, on utilise un filtre de Kalman étendu 
(EKF), ou le système est linéarisé. 
Le terme état du véhicule fait référence aux propriétés du véhicule dans son environnement. Il 
s’agit entre autre de sa position, sa vitesse, son accélération, son orientation… Ainsi, estimer l’état 
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d’un véhicule c’est estimer ces grandeurs via des capteurs. Dans ce qui suit l’état du véhicule sera 
noté 𝑋. 
Le filtre de Kalman suppose que l’évolution de l’état du système est linéaire (discret ou continue)  
ayant n variables d’état (vecteur d’état) qui ne sont pas observables. Ce modèle est décrit par 
l’équation suivante. 
                                                   𝑋𝑘 = 𝐴𝑋𝑘−1 + 𝐵𝑢𝑘−1 + 𝑤𝑘−1                                                   (3.1) 
Où : 
La matrice 𝐴 (de dimension 𝑛) relie l’état de l’instant 𝑘 − 1 à 𝑘 et peut etre constante ou 
variable dans le temps. La matrice 𝐴 est souvent appelée matrice de transition d’état. 
La matrice 𝐵 (de dimension × 𝑙 ) relie les signaux de contrôle 𝑢 (Signaux de commande 
qui affecte la dynamique du véhicule ) aux états entre les instants   𝑘 − 1 et 𝑘 et qui peut 
être également constante ou variable. 
Le vecteur 𝑢 (de dimension 𝑙) représente les signaux de commande et est optionnel. 
Le vecteur 𝑤 (de dimension 𝑛) est un vecteur aléatoire à n variables aléatoires  qui 
représente le bruit du processus qui est supposé être blanc et normalement distribué, 
𝑤~𝑁(0, 𝑄), avec 𝑄 la covariance du bruit de processus, aussi une matrice pouvant être  
constante ou variable. 
De plus le filtre de Kalman suppose que les mesures provenant des capteurs sont liées au vecteur 
d’état du système par l’équation linéaire suivante.  
            𝑧𝑘 = 𝐻𝑋𝑘 + 𝑣𝑘                                                                (3.2) 
 Où: 
La matrice 𝐻 (de dimension × 𝑛 ) relie l’état 𝑋 à l’instant 𝑘 aux mesures 𝑧 à l’instant 𝑘. 
Cette matrice appelé matrice de transition des états aux mesures est constante ou variable 
dans le temps. 
Le vecteur 𝑣 (de dimension 𝑛) est une variable aléatoire qui représente le bruit de mesure 
du système est également blanc et normalement distribué, 𝑣~𝑁(0, 𝑅), avec 𝑅 la covariance 
du bruit de mesure, aussi une matrice pouvant être  constante ou variable. 
Le filtre de Kalman calcule d’abord une prédiction  du vecteur d’état  (?̂?𝑘−) à l’aide du modèle du 
système et de l’estimé du vecteur d’état à l’instant précédant. puis un estimé à postériori (?̂?𝑘) 
suivant les mesures 𝑧𝑘 à l’instant 𝑘. En appliquant le théorème de Bayes étant donné les mesures 𝑧, 
on obtient : 
          𝑝(𝑋𝑘|𝑧𝑘)~𝑁(𝐸[𝑋𝑘], 𝐸[(𝑋𝑘 − ?̂?𝑘)(𝑋𝑘 − ?̂?𝑘)′]) = 𝑁(?̂?𝑘, 𝑃𝑘)          (3.3) 
Où : 
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𝐸[𝑋] est le premier moment ou encore la moyenne du vecteur d’état à l’instant 𝑘 
𝐸[(𝑋𝑘 − ?̂?𝑘)(𝑋𝑘 − ?̂?𝑘)′] est le moment de second ordre ou encore la covariance de l’erreur 
de l’estimation 𝑒𝑘 = 𝑋𝑘 − ?̂?𝑘. 
Pour calculer la prédiction du vecteur d’état, les mesures provenant des capteurs ainsi que la 
prédiction fournie par le modèle sont utilisés pour effectuer l’estimation à l’instant k. est utilisée 
d’où la relation : 
?̂?𝑘 = ?̂?𝑘− + 𝐾𝑘(𝑧𝑘 − 𝐻?̂?𝑘−)                       (3.4) 
Notez que le filtre de Kalman suppose que le système est markovien. 
Où : 
Le terme (𝑧𝑘 − 𝐻?̂?𝑘−) est appelé résidus et reflète la différence entre la prédiction et les mesures. 
La matrice 𝐾𝑘 (de dimension 𝑛 × 𝑚) est appelée gain de Kalman et agit comme une pondération 
du résidu. Le gain de Kalman est calculé à chaque instant 𝑘 en utilisant la matrice de covariance 
de l’erreur de l’estimé à priori 𝑃𝑘− 
La matrice de covariance de l’erreur de la prédiction du vecteur d’état est définie par : 
𝑃𝑘− = 𝐸[(𝑒𝑘−)(𝑒𝑘−)′] = 𝐸[(𝑋𝑘 − ?̂?𝑘)(𝑋𝑘 − ?̂?𝑘)′]                    (3.5) 
Étant donné que l’erreur de l’estimé à postériori est supposée diminuer et dépend de la matrice de 
covariance de l’erreur de l’estimé à priori  𝑃𝑘−, le gain de Kalman 𝐾𝑘  devrait être choisi en 
conséquence. Le gain de Kalman s’exprime : 
𝐾𝑘 = 𝑃𝑘−𝐻
′(𝐻𝑃𝑘−𝐻
′ + 𝑅)-1            (3.6) 
Lorsque l’erreur de mesure 𝑅 diminue, le gain de Kalman augmente, et ainsi le filtre de Kalman ‘’ 
croira’’ plus les mesures. De la même manière si l’erreur de la prédiction décroit, le gain de Kalman 
décroit également et le filtre se basera plus sur la prédiction (les prédictions).  
L’implémentation discrète d’un filtre de Kalman standard est illustrée sur la figure 3.2.  
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Les estimés initiaux de 𝑋𝑘−1 𝑒𝑡 𝑃𝑘−1 doivent être définis avant de commencer la procédure 
itérative. Il est à noter que les matrices de covariances du processus et des mesures Q et R sont 
mutuellement indépendants. 
 
3.3 Le filtre de Kalman Étendu  
Appelé communément EKF pour Extended Kalman Filter, il s’agit d’une version du filtre de 
Kalman qui prend en compte les non-linéarités d’un système. Dans ce mémoire on utilisera cette 
version du filtre. L’EKF utilise un développement de Taylor d’ordre 1 des fonctions d’évolution, 
de mesure et ainsi que la commande du système. L'EKF est devenu une approche standard pour un 
certain nombre d'applications d'estimation non linéaire. On a les équations suivantes pour l’EKF : 
𝑋𝒌 = 𝑓𝑘−1𝑋𝑘−1 + 𝑤𝑘−1           (3.7) 
𝑧𝑘 = ℎ𝑘𝑋𝒌 + 𝑣𝑘                        (3.8) 
Tout comme dans le cas du filtre de Kalman linéaire, 𝑣𝑘 et 𝑤𝑘−1 sont des bruits gaussiens de 
moyenne nulle avec des matrices de covariances respectives Q et R qui sont mutuellement 
indépendant. Mais 𝑓𝑘−1 et ℎ𝑘 sont des fonctions non-linéaires qui seront approximées avec un 
1. ?̂?𝑘− = 𝐴?̂?𝑘−1 + 𝐵𝑢𝑘−1                      
 
2. 𝑃𝑘− = 𝐴𝑃𝑘−1𝐴
′ + 𝑄                        
3. 𝐾𝑘 = 𝑃𝑘−𝐻
′(𝐻𝑃𝑘−𝐻
′ + 𝑅)-1 
 
4. ?̂?𝑘 = ?̂?𝑘− + 𝐾𝑘(𝑧𝑘 − 𝐻?̂?𝑘−) 
  
5. 𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘−                       
Prédiction 
Correction 
Initialisation
?̂?𝑘−1, 𝑃𝑘−1   
Figure 3.2 Operations du filtre de Kalman linéaire 
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développement de second ordre de Taylor. La figure 3.3 résume les étapes de l’implémentation de 
l’EKF.  
 
 
 
 
 
 
 
 
 
 
 
 
  
Où : F et H représentent respectivement les linéarisations de 𝑓𝑘−1 et ℎ𝑘  autour de 𝑋𝑘−1 et 
𝑋𝑘 respectivement. (I représente la matrice identité) 
 
3.4 Méthode de fusion proposée 
D’après ce qui précède, et grâce aux capteurs disponibles dans le simulateur(Pro SiVIC), on a mis 
au point un modèle de fusion de données basé sur un filtre de Kalman étendu et des mesures 
provenant du GPS et des odomètres placés sur les roues arrières afin d’améliorer l’estimation de la 
position d’un véhicule.  
Le vecteur d’état sera constitué de cinq éléments à savoir : la position suivant les axes , 𝑦 , les 
vitesses suivant ces mêmes axes et l’orientation du véhicule. 
   𝑋 = [𝑥 𝑦 𝑣𝑥 𝑣𝑦 𝜃]′                       (3.9) 
Les signaux d’entrés à savoir le vecteur 𝑢 est composé des informations provenant de la centrale 
inertielle; il s’agit des signaux d’accélérations suivant les axes 𝑥, 𝑦 et les rotations angulaires 
suivant l’axe 𝑧 afin d’observer l’orientation du véhicule. 
𝑢 = [𝑎𝑥 𝑎𝑦 𝜔]′                            (3.10) 
1. ?̂?𝑘− = 𝑓(?̂?𝑘−1, 𝑢𝑘−1, 𝑤𝑘−1) 
 
2.            𝑃𝑘− = 𝐹𝑃𝑘−1𝐹
′ + 𝑄    
3. 𝐾𝑘 = 𝑃𝑘−𝐻
′(𝐻𝑃𝑘−𝐻
′ + 𝑅)-1 
 
4. ?̂?𝑘 = ?̂?𝑘− + 𝐾𝑘(𝑧𝑘 − 𝐻?̂?𝑘−) 
  
5. 𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘−                       
Prédiction 
Correction 
Initialisation
?̂?𝑘−1, 𝑃𝑘−1   
Figure 3.3 Opérations de l’EKF 
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3.4.1 Équations de prédiction 
Ces équations (3.11-3.15) décrivent la cinématique du véhicule. Elles nous donnent l’évolution du 
véhicule d’un instant 𝑘 − 1 à un instant 𝑘. Dans ce mémoire on choisira un mouvement rectiligne 
uniformément varié qui suppose l’accélération constante.  La position et la vitesse sont obtenues à 
partir de l’accélération et l’orientation grâce à la vitesse angulaire.  
f1: 𝑥𝑘 = 𝑥𝑘−1 + 𝑉 cos(𝜃) ∆𝑡         (3.11) 
f2: 𝑦𝑘 = 𝑦𝑘−1 + 𝑉 sin(𝜃) ∆𝑡          (3.12) 
f3: 𝑣𝑥𝑘 = 𝑣𝑥𝑘−1 + 𝑎𝑥𝑘−1∆𝑡          (3.13) 
f4: 𝑣𝑦𝑘 = 𝑣𝑦𝑘−1 + 𝑎𝑦𝑘−1∆𝑡          (3.14) 
f5:  𝜃𝑘 = 𝜃𝑘−1 + 𝜔𝑘−1∆𝑡          (3.15) 
Avec ∆𝑡 la période d’échantillonnage et  𝑉 = √𝑣𝑥2 + 𝑣𝑦2 représente la vitesse du véhicule. Les 
non-linéarités présentent dans les équations 3.11 et 3.12 sont la raison du choix de l’EKF. On doit 
alors linéariser les fonctions contenues dans les équations 3.11-3.15 (en calculant les jacobiennes) 
afin de trouver la matrice 𝐹 qui sera utiliser dans l’équation 2 de la figure 3.3.  
𝐹 =
[
 
 
 
 
1 0 𝐹(1,3) 𝐹(1,4) 𝐹(1,5)
0
0
0
0
1
0
0
0
𝐹(2,3)
1
0
0
𝐹(2,4)
0
1
0
𝐹(2,5)
0
0
1 ]
 
 
 
 
                               (3.16) 
Les détails de ces fonctions sont donnés en annexe.  
3.4.2 Équations de mesures 
Avant de définir ces équations il faudrait définir les capteurs qui seront utilisés. Nous disposons de 
capteurs GPS fournissant une information de position, une centrale inertielle (INS) qui délivre les 
signaux d’accélérations et de rotations et un odomètre qui fournit la vitesse du véhicule. On mettra 
en œuvre les fusions INS/GPS et  INS/GPS/Odo. On définira alors 2 vecteurs de mesures, chacune 
correspondant à une expérimentation. 
 Pour la fusion INS/GPS le vecteur de mesures 𝑍1est constitué des positions GPS mesurées 
𝑍1 = [
𝑥
𝑦] = 𝐻1𝑋             (3.17) 
Avec 𝐻1 = [
1 0 0 0 0
0 1 0 0 0
] 
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 Pour la fusion INS/GPS/Odo le vecteur de mesures 𝑍2 est constitué en plus des positions 
GPS mesurées de la vitesse odométrique. 
𝑍2 = [
𝑥
𝑦
𝑉
] = 𝐻2𝑋          (3.18) 
Avec 𝐻2 = [
1 0 0 0 0
0
0
1 0 0 0
0
?̇?
𝑉
?̇?
𝑉
0
] où  𝑉 = √?̇?2 + ?̇?2 
3.4.3 Prétraitement des données. 
Étant donné que les signaux d’entrés proviennent de l’INS et donc dans le repère du véhicule, il 
faudrait alors ramener ces signaux dans le repère de navigation (Figure 3.4).   
 
 
 
 
 
 
 
 
 
 
Sur la figure 3.4 la couleur orange représente le repère inertiel (body frame) et la noire le repère de 
navigation. On trouve alors les accélérations fournies par la centrale inertielle par simple projection 
dans le repère de navigation : 
𝑎𝑥𝑁𝑎𝑣 = 𝑎𝑥𝐼𝑁𝑆 cos(𝜃) − 𝑎𝑦𝐼𝑁𝑆sin (𝜃)                   (3.20) 
𝑎𝑦𝑁𝑎𝑣 = 𝑎𝑥𝐼𝑁𝑆 sin(𝜃) + 𝑎𝑦𝐼𝑁𝑆cos (𝜃)                   (3.21) 
La matrice d’erreur sur les mesures R est obtenue en calculant l’écart type sur plusieurs données 
enregistrées. 
Quant à la matrice Q, ses valeurs dépendent en majorité sur l’incertitude liée aux signaux d’entrés 
sur le modèle et aux approximations /simplifications liées au modèle du véhicule utilisé. 
L’état initial du vecteur d’état sera fourni par les premières mesures des capteurs, cependant 
d’autres valeurs seront choisies dans certaines expérimentations afin d’évaluer les performances 
du système lorsque les conditions initiales sont précises ou pas. La matrice P initiale sera dès lors 
variable suivant les expériences. 
XINS 
YNav 
YINS 
XNav 
𝜃 
Figure 3.4 Changement de repère 
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Il est nécessaire de préciser que les informations issues de la centrale inertielle et celle des 
odomètres seront enregistrées dix (10) fois plus vite que celle du GPS. En d’autres termes, pour 
une information GPS, on a 10 informations de positionnement relatif.   
 
3.5 Simulation 
Du fait que le modèle présenté plus haut ne sera pas réalisé dans un véhicule réel, les performances 
du système ont été évaluées via plusieurs simulations. Le logiciel Matlab a été utilisé pour la mise 
en œuvre du filtre de Kalman. La figure 3.5 résume les étapes de la fusion. Les performances du 
système sont en grande partie fournies par la matrice de covariance de l’erreur du système 𝑃. Pour 
ce qui est de la position, on peut extraire certains éléments de la matrice P et on obtient la matrice 
C suivante : 
𝐶 = [
𝑉𝑎𝑟(𝑥) 𝑐𝑜𝑣(𝑥, 𝑦)
𝑐𝑜𝑣(𝑦, 𝑥) 𝑉𝑎𝑟(𝑦)
]         (3.23) 
Où les éléments de la diagonale correspondent à la variance des positions suivant les axes 𝑥, 𝑦. Les 
autres éléments représentent les covariances. Grâce à cette matrice, on trace également  l’ellipse 
permettant de voir la distribution de l’incertitude suivant les 2 axes. Cette ellipse est tracée avec un 
intervalle de confiance de 99% soit 3-sigma.On peut aussi extraire et tracer l’erreur de tous les 
autres éléments du vecteur d’état. 
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Récepteur 
GPS 
Centrale 
inertielle 
Accélération
s 
Vitesses 
angulaires 
Équations du 
mouvement du 
véhicule 
Odomètres 
Prédiction du 
vecteur d’état 
 (Positionnement à 
priori) 
Changement de 
repère 
Position Vitesse des roues 
Mise à jour du 
vecteur d’état 
 (Positionnement à 
postériori) 
Figure 3.5 Résumé des informations et capteurs utilisés pour la fusion 
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CHAPITRE 4 : Simulateur, et résultats des 
simulations 
 
Les différents scénarios mis en place sont effectués grâce au simulateur Pro-SiVIC. Ce logiciel qui 
est un produit de la firme Civitec, permet la modélisation et la simulation des capteurs et de leurs 
environnements. On testera principalement la reconstruction de deux (2) trajectoires et le régulateur 
de vitesse qui sera présenté plus loin sera testé sur une portion de ligne droite de l’un des parcours. 
Grâce aux techniques présentées dans le chapitre précédent, on tracera les résultats obtenus suivi 
de leurs interprétations.  
 
4.1 Pro-SiVIC 
Cette partie est en majorité tirée du guide de l’utilisateur du logiciel. Plus de détails peuvent être 
trouvés sur le site web du simulateur. La plateforme Pro SiVIC permet de simuler un 
environnement routier dans lequel évoluent des véhicules instrumentés. Les données produites par 
les capteurs virtuels embarqués sur les véhicules ou attachés à l’infrastructure peuvent être 
enregistrées sur disque ou envoyées en temps réel à un autre logiciel tels que RT Maps. 
La plateforme RT Maps est très utilisée dans le domaine de la recherche sur les transports et leur 
sécurité afin de prototyper des systèmes d’aide à la conduite. Dans le cas où les données produites 
par Pro SiVIC sont transmises à RT Maps, elles peuvent venir alimenter directement un système 
d’aide à la conduite exactement comme le feraient des données réelles, les consignes 
éventuellement produites par le système pouvant être réinjectées dans le simulateur. Pro SiVIC 
intervient donc dans la validation de systèmes d’aide à la conduite pour des situations dangereuses 
ou pouvant difficilement être reproduites en réel. Du fait qu’on n’avait pas accès à cette tierce 
partie, on va se contenter d’enregistrer les données sur le disque. Toutefois il est à noter que des 
travaux sont en cours de réalisation afin que d’autres plateformes temps-réel soient jumelées avec 
Pro-SiVIC.  La figure 4.1 montrent l’interface de Pro SiVIC. Il est facile de charger un véhicule et 
d’y mettre les capteurs. Pour générer les trajectoires, on utilise une application appelée Path edit 
(Figure 4.2). Une autre application (Projet SiVIC) développée par un nos stagiaires (Caiset Pierre-
Etienne) permet assez facilement de créer un scénario pour Pro SiVIC. Nous utiliserons cette 
application pour définir l’environnement, le véhicule et les capteurs. 
Pro-SiVIC nous renvoie hormis les informations des capteurs, un tableau de 39 éléments qui 
reflètent l’état réel du véhicule : il s’agit de l’observer. Ce dernier fournit alors la position, la 
vitesse, l’accélération, les couples appliqués aux roues du véhicule, les forces appliquées aux 
pneumatiques, le rayon des roues…. Il s’agit du capteur de référence du véhicule. 
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Figure 4.1 scénarios Pro-SiVIC 
 (Source civitec.com) 
 
Figure 4.2 Interface de Path Edit 
 (Source guide utilisateur Pro-SiVIC) 
 
 4.2 Réalisation des simulations 
Dans les différents scénarios qui seront étudiés, il y aura un seul véhicule doté d’une centrale 
inertielle, de deux odomètres placés sur les roues arrière et bien entendu un capteur de référence 
« observer ».  Nous utiliserons dans un premier temps la piste HorseRing qui est constituée de deux 
arcs de cercles et 2 lignes droites puis la piste Satory qui a une morphologie un peu plus complexe 
(Figure 4.3). Ces deux pistes sont sans obstacles et les conditions météorologiques sont adéquates.  
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Le but de ces simulations est d’estimer la position du véhicule par une technique de fusion de 
données basé sur le filtre de Kalman Étendu (EKF) grâce aux capteurs embarqués afin de 
reconstruire la trajectoire du véhicule. La fréquence d’acquisition est fixée à 100Hz pour la centrale 
inertielle et l’odomètre et le GPS  est à 10Hz. Ces valeurs peuvent être modifiées dans le simulateur. 
La vitesse n’étant pas un facteur dans cette partie, elle est ajustée à 10m/s soit 36km/h. 
 
Figure 4.3 Pistes utilisées pour simulations. À gauche HorseRing et à droite piste Satory 
 
Figure 4.4 Reconstruction à partir des capteurs proprioceptifs de la piste HorseRing 
 
premier virage 
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4.2.1 Reconstruction de la trajectoire avec les capteurs embarqués 
Ce scénario assez simple illustre une piste sans dénivelé et dont les virages sont simples. La figure 
4.4 montre les différentes reconstructions à partir des capteurs proprioceptifs. Comme on le voit, 
au début il n’y a pas de différence entre les capteurs et la trajectoire réelle. Cependant au niveau 
du premier virage, on observe une dérive des capteurs qui se propage sur le reste du parcours. On 
remarque que l’inertiel est le premier à diverger puis l’odomètre suit. Ceci est dû au fait que la 
position de l’inertiel est obtenue après une double intégration des accélérations.  
À la fin du parcours, on observe une déviation de 306.4259 m pour l’inertiel et de 295.2666m pour 
l’odomètre. Dans ce cas précis on remarque que les deux capteurs donnent des résultats presque 
identiques du point de vue de la déviation; cependant les deux divergent totalement de la trajectoire 
réelle. Sur la piste Satory on obtient le résultat suivant (Figure 4.5) : 
 
Figure 4.5 Reconstruction à partir des capteurs proprioceptifs de la piste Satory 
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Les résultats ci-dessus paraissent plus cohérents que ceux de la piste HorseRing car la piste Satory 
est plus réaliste et correspond à une piste réelle qui a été modélisé sous Pro-SiVIC. On remarque 
quand même une dérive de la centrale inertielle tandis que l’odomètre montre des résultats 
acceptables. Les déviations en fin de parcours sont de 22.961 m pour l’inertiel et de 1.8030m pour 
l’odomètre. Pour la suite on utilisera la piste Satory pour reconstruire les trajectoires. 
4.2.2 Reconstruction avec la fusion des capteurs 
Avant de développer cette partie, on va d’abord tracer les données GPS en bruitant les données de 
position « observer » (équation 4.1). On assumera que les incertitudes des donnés GPS suivent une 
loi normale de moyenne nulle et un écart type 𝜎 = 5. On remarque une dispersion des points autour 
de la trajectoire réelle. Cependant on note qu’il n’y a pas de dérive comme dans le cas des capteurs 
proprioceptifs.  
      
 
Figure 4.6 Données GPS (σ=5)  sur la piste Satory 
 
 4.2.3 GPS/INS 
Pour la fusion à l’aide du filtre EKFavec GPS/INS, il s’agit de prédire la position avec le capteur 
inertiel et de faire les corrections sur cette prédiction avec les mesures GPS afin d’obtenir l’estimé 
final sur la position. Les paramètres du filtre sont définis ci-après :  
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 La matrice de covariance des mesures 𝑅 = [
25 0
0 25
] signifie que les positions GPS dont 
on a défini l’écart-type à 5m auront une variance de 25𝑚2  
 La matrice de covariance du bruit du processus 𝑄 = [
0.0092 0 0
0 0.0108 0
0 0 0.0065
] est en 
relation avec les entrées du modèle à savoir les accélérations linéaires fournies par les 
accéléromètres de l’INS suivant les 2 axes et la vitesse angulaire fournie par le gyromètre 
de l’INS. Les valeurs sont obtenues en calculant la variance des mesures de la centrale 
inertielle.  
  L’initialisation du vecteur d’état est effectuée par les premières mesures des capteurs. 
 La matrice de covariance du système est initialisée à une valeur très faible (cela suppose 
une bonne initialisation) mais pas égale à zéro afin d’assurer le bon fonctionnement du 
filtre. En effet, cette matrice d’erreur qui est supposée tendre vers 0 grâce à la structure 
récurente du filtre doit etre symétrique et définie positive (valeurs propres positives) .  
 
Figure 4.7 Trajectoire reconstruite avec le filtre de Kalman 
Sur la figure ci-dessus, on remarque aisément que le filtre de Kalman donne une meilleure 
estimation de la trajectoire. Sur la figure 4.8 on représente l’incertitude du point estimé par une 
ellipse.  Cette ellipse nous informe sur les possibles positions du point estimé. L’ellipse noire 
représente l’incertitude du point estimée (étoile rouge) et la verte représente celle du GPS (cercle 
vert). 
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Figure 4.8 Erreur d’estimation 
 
4.2.4 GPS/INS/Odomètre 
Dans cette partie on combine les 3 capteurs embarqués. L’avantage d’utiliser l’odomètre c’est 
l’obtention de la précision sur la vitesse. Ainsi donc, les mesures seront constituées des positions 
GPS et de la vitesse du véhicule. 
Le résultat de la fusion est présenté à la figure 4.9. Tout comme dans le cas précédent, on remarque 
que la fusion produit un meilleur estimé par rapport aux capteurs utilisés séparément. Les erreurs 
d’estimations représentées par les ellipses sont représentées sur la figure 4.10.  
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Figure 4.9 Trajectoire obtenue avec la fusion GPS/INS/Odomètre 
 
 
Figure 4.10 Ellipse représentant les erreurs d’estimation 
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L’information d’orientation du véhicule est une grandeur dont la précision est importante. Bien 
qu’en entrée de la prédiction on utilise la vitesse angulaire provenant de la centrale inertielle, grâce 
au filtre de Kalman on obtient une erreur moyenne de 0.0028 rad soit environ 0.17°. 
 
4.3 Performances du système  
Les sections précédentes démontrent clairement l’amélioration du système de positionnement par 
la fusion des capteurs. La réduction de l’incertitude est visible sur les graphiques représentant les 
ellipses. Pour donner un meilleur aperçu des performances du système, on peut tracer les erreurs 
sur les deux axes (figures 4.10 et 4.11). Sur la première figure correspondant au système à 2 
capteurs (GPS\INS), l’erreur en X oscille autour de 0.5m tandis que l’erreur sur l’axe Y se situe 
autour de 0.4m.  La figure 4.11 présente de meilleurs résultats pour la fusion GPS\INS\Odo. 
 
Figure 4.11 𝜎𝑥𝑥
2  (en haut) et 𝜎𝑦𝑦
2  (en bas) pour la fusion GPS\INS 
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Figure 4.12 𝜎𝑥𝑥
2  (en haut) et 𝜎𝑦𝑦
2  (en bas) pour la fusion GPS\INS\Odo 
 
Pour évaluer les performances entre les 2 techniques de fusion on calculera l’erreur moyenne sur 
la position (MPE). Cette grandeur exprime l’erreur sur l’estimation totale du parcours. On évaluera 
aussi sa variance afin de voir sa disparité. Le tableau suivant présente le MPE (Mean Position 
Error). 
 
Tableau 4.1  L’erreur moyenne de position et sa variance 
 GPS\INS GPS\INS\Odo 
MPE 0.9272 0.7808 
Variance 0.2939 0.2758 
On remarque que le système avec les 3 capteurs donne un meilleur résultat (erreur de 80cm sur la 
position). Cependant ces valeurs peuvent ne pas être assez suffisantes dans des applications qui 
utiliseront ce système de positionnement comme information de base. Nous acceptons ces résultats 
car l'objectif est de réduire l’incertitude du GPS. 
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CHAPITRE 5 : Exemple de système d’aide à la 
conduite : l’ACC  
 
Durant ces deux dernières décennies, plusieurs études ont été menées sur les véhicules intelligents 
afin de résoudre des problèmes tels que  la réduction de la charge du conducteur [33], la prévention 
des accidents [17], la diminution des congestions sur les routes [26], la consommation de carburant 
[39],…Cependant les recherches sur la sécurité ont eu plus d’ampleur en mettant l’accent sur les 
limites de la perception de l’environnement par les conducteurs et leurs réaction quant à 
l’apparition d’évènements soudains. Le contrôle de la distance inter-véhiculaire lors d’un 
déplacement sur autoroute afin d’éviter une collision en est un cas précis. Les systèmes de 
régulateurs de vitesse communément appelés Cruise Control (CC), ont été développés afin de 
soulager le conducteur lors de longs déplacements. Le Cruise Control régule uniquement la vitesse 
et devient obsolète dans une situation où d’autres véhicules sont présents devant le véhicule hôte 
ou dans une situation de congestion [33]. Le régulateur de vitesse intelligent ACC (Adaptive Cruise 
Control) quant à lui a été développé pour palier à ces situations. Il s’agit alors d’un système qui 
contrôle aussi bien la vitesse relative et la distance relative entre véhicules.  Afin de clarifier la 
lecture, on appellera véhicule test ou véhicule hôte le véhicule équipé d’un système ACC. Le 
véhicule qui le précède (celui en avant du véhicule test) est la cible ou encore obstacle.  
 
5.1 Description du système  
L’ACC est une amélioration du conventionnel régulateur de vitesse (Cruise Control). Le Cruise 
Control (CC) est un système qui maintient une vitesse prédéfinie par le conducteur. Contrairement 
à l’ACC, le Cruise control n’utilise pas de capteur de perception et ne prend pas de décision. 
Comme énoncé dans la revue de littérature, plusieurs systèmes de contrôle sont mis en œuvre pour 
l’ACC (PID, logique floue, MPC). D’autres techniques telles que les régulateurs linéaires 
quadratiques (LQR) [21], et les modes de contrôle glissant sont également utilisées. 
L’ACC fonctionne sous 2 modes d’opérations dépendamment du trafic : le mode de régulation de 
vitesse (CC) et le mode régulateur de distance. Sans obstacle, le système fonctionne en maintenant 
la vitesse spécifiée par le conducteur et lorsqu’il se rapproche des autres véhicules, il commute en 
régulateur de distance afin de garder une distance de sécurité (désirée par le conducteur).   
Avec l’avènement des communications inter véhiculaires, les véhicules peuvent échanger des leurs 
vitesses, accélérations, positions… Ces informations peuvent être utilisées par des systèmes tels 
que l’ACC. On parle dès lors de CACC pour Cooperative ACC.  
Dans ce qui suit, on mettra en œuvre un ACC basé sur les techniques classiques et on évaluera ses 
performances sous différentes conditions. Toutefois, on présentera brièvement le CC avant de 
s’attaquer à l’ACC plus en détail.  
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 (d représente la distance entre les véhicules,𝑣𝑟 la vitesse relative, 𝑣𝑓, 𝑎𝑓 sont respectivement la vitesse et 
l’accélération du véhicule hôte et  𝑣𝑙est la vitesse du véhicule cible) 
 
On distingue principalement 2 types d’ACC tous basé sur le contrôle longitudinal du véhicule. Pour 
des vitesses inférieures ou égales à 40km/h, on parle de Stop & Go. Il s’agit d’un régulateur de 
vitesse conçu pour des basses vitesses, utile en  cas de congestion tandis que l’autre est plus adapté 
à de plus grandes vitesses. Cependant il existe des systèmes appelés « Full-range ACC » qui 
fonctionnent dans toutes les plages de vitesse. Dans ce projet on traitera le cas des vitesses 
supérieures à 50km/h.   
 
5.2 Le régulateur de vitesse conventionnel 
Le régulateur de vitesse a pour but de maintenir une vitesse prédéfinie par le conducteur en 
accélérant jusqu’à la vitesse désirée dans un court laps de temps et sans dépassement. En outre, il 
doit maintenir la vitesse avec peu de déviation, lorsque la voiture roule sur une pente qu’elle soit 
descendante ou montante. On peut résumer le schéma fonctionnel de tout système de contrôle sur  
la figure 5.2.  
 
 
 
 
Où :  
𝑦𝑟(𝑡)  représente le signal de référence ou de consigne  
𝜀(𝑡)   représente l’erreur ou signal de l’écart 
𝑢(𝑡)  représente le signal de commande 
𝑦𝑟(𝑡) 𝜀(𝑡) 𝑢(𝑡) 𝑦(𝑡) Loi de 
commande 
Système  
− 
+ 
 
Figure 5.1 Exemple de scénario d’utilisation d’un régulateur de vitesse intelligent et les 
informations qui y sont utilisées [41] 
Figure 5.2 Schéma fonctionnel d’un système de contrôle 
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𝑦(𝑡)  représente le signal de sortie mesuré 
Dans le cas du Cruise Control le schéma se résume à : 
 
 
 
 
 
Où :  
𝑣𝑑𝑒𝑠 est la vitesse désirée (entrée par le conducteur) 
𝑣  est la vitesse en sortie mesurée par les capteurs du véhicule. 
Avant de détailler le bloc Cruise Control, on va modéliser le véhicule. Afin de simplifier cette étape 
(puisque ce n’est pas le but du chapitre, cependant plus de détails sur la modélisation d’un véhicule 
est disponible dans la documentation de Matlab et [19]), on négligera l’inertie des roues du véhicule 
et on assumera que les forces de frottements sont dues au mouvement du véhicule sur la route.  
 
 
 
 
On assimilera le véhicule au modèle défini par l’équation 5.1 où  𝑚 représente la masse du véhicule, 
𝑣 sa vitesse, 𝑏 la friction et 𝑢 la force de traction. En utilisant la deuxième loi du mouvement de 
Newton et la transformée de Laplace, on obtient : 
𝑃(𝑠) =
1
𝑚.𝑠+𝑏
            (5.1) 
Ainsi donc, grâce à un simple contrôleur proportionnel et intégrateur (PI), on peut réguler la vitesse 
du véhicule grâce à l’erreur entre la vitesse désirée et celle mesurée. Le signal de commande qui 
est en fait une accélération est égale à : 
𝑢(𝑡) = 𝑘𝑃(𝑣𝑑𝑒𝑠 − 𝑣) + 𝑘𝐼 ∫ (𝑣𝑑𝑒𝑠 − 𝑣)𝑑𝑡
𝑡
0
                     (5.2) 
Un contrôleur PI de premier ordre s’exprime par : 
𝐶(𝑠) = 𝑘𝑃 +
𝑘𝐼
𝑠
                                            (5.3) 
Et la fonction de transfert en boucle fermée du Cruise Control avec un contrôleur PI est : 
- 
𝑣 
𝑣𝑑𝑒𝑠 + 
 
𝑚 
𝑢 𝑏 ∗ 𝑣 
 
Cruise 
Control 
𝜀(𝑡) 𝑢(𝑡) 
Figure 5.3 Diagramme d’un système Cruise Control 
Figure 5.4 Modèle simplifié du véhicule 
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𝑉(𝑠)
𝑉𝑑𝑒𝑠(𝑠)
=
(𝑘𝑃.𝑠+𝑘𝑖)
𝑚.𝑠2+(𝑏+𝑘𝑃).𝑠+𝑘𝑖
           (5.4) 
Avec :  
𝐾𝑃 le gain du contrôleur proportionnel  
𝐾𝑖 le gain de l’intégrateur  
Pour obtenir un système adéquat, il doit répondre à des spécifications telles qu’une erreur en régime 
permanent très petite voire nulle. En d’autres termes, la vitesse actuelle du véhicule et celle désirée 
doivent converger. Aussi, une absence de dépassement et un temps de montée assez rapide seraient 
désirables. Il est important de souligner le fait que d’autres types de contrôleurs peuvent être utilisés 
pour réguler la vitesse du véhicule par exemple un contrôleur basé sur la logique floue. 
 Pour un véhicule de masse 𝑚 = 1000 𝑘𝑔 et un coefficient de friction 𝑏 = 50, les valeurs de 𝑘𝑃 =
800 et 𝑘𝐼 = 40  permettent d’obtenir la réponse désirée Figure 5.5. Le schéma Simulink est 
présenté en annexe 3.  
 
Figure 5.5 Réponse du système à une vitesse de référence de 50 km/h 
Il est à noter que ce système ne prend pas aucune décision et que la responsabilité incombe au 
conducteur lorsqu’il se rapproche d’un autre véhicule ou lors de l’apparition d’un obstacle.   
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5.3 L’Adaptive Cruise Control 
Il s’agit d’une extension du système présenté dans le paragraphe précédent.  Mais contrairement 
au Cruise Control, la présence ou non d’un autre véhicule aura une influence sur la vitesse du 
véhicule test (Figure 5.6). Ce système apporte confort et commodité aux passagers du véhicule en 
plus de diminuer les risques de collision. 
L’ACC contrôle la position et la vitesse du véhicule hôte, l’objectif étant de minimiser voire 
annuler l’erreur sur la vitesse et la position. Le signal de référence correspond à la vitesse et/ou 
position du véhicule précédent et dans le cas échéant à celui prédéfinit par le conducteur. 
 
Figure 5.6 Adaptive Cruise control [27] 
 
Dans le cas où la vitesse du véhicule précédent est supérieure à la vitesse prédéfinie par le 
conducteur, alors la vitesse de référence est celle fixée. La position désirée quant à elle dépend de 
la distance inter véhiculaire qui sera spécifiée par le conducteur. Lorsqu’il n’y a pas de véhicule en 
avant, il n’y a pas de contrôle de la distance.  
La dynamique inter-véhiculaire est définie par le vecteur d’état suivant : 
𝑋𝑖𝑣 = [
𝑥𝑟
𝑣𝑟
𝑣
]            (5.5) 
Où : 𝑥𝑟 est la distance relative entre les deux véhicules; 𝑣𝑟 la vitesse relative; et 𝑣 la vitesse du 
véhicule hôte.  
Le choix de ce vecteur d’état est justifié par le fait que toutes ces grandeurs sont mesurables. En 
effet 𝑥𝑟 est mesurée par le radar ou le lidar, 𝑣𝑟 est sa dérivée et 𝑣 est fournie par l’odomètre. Les 
informations minimales nécessaires sont visibles sur la figure 5.1. Le conducteur devra introduire 
la distance de sécurité qu’il voudrait laisser entre son véhicule et celui qui le précède. Cette distance 
désirée appelée Time Headway est basée sur une valeur en secondes. En effet le time headway 
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exprime la durée qui s’écoulera avant que l’avant du véhicule hôte heurte l’arrière du véhicule qui 
le précède à une vitesse constante. La distance qui sera prédéfinie par le conducteur s’exprime par : 
𝑑𝑑𝑒𝑠 = 𝑑0 + 𝑡ℎ𝑤 ∗ 𝑣           (5.6) 
Où : 𝑑𝑑𝑒𝑠 représente la distance inter véhiculaire désirée 
         𝑡ℎ𝑤 est le Time Headway 
          𝑣  est la vitesse du véhicule  
          𝑑0 une distance de sécurité (marge). 
Le conducteur a le choix entre  plusieurs valeurs de time headway, généralement entre 1 sec et 2.5 
secs [38]. Il a été constaté que l'utilisation d'un time headway variable au lieu d'une constante 
résulte en des erreurs  de moins grande ampleur dans la stabilité d’une chaine de véhicule (convoi 
par exemple) [25]. Une petite valeur 𝑑0 est ajoutée comme distance de sécurité. Le tableau 5.1 
résume l’évolution de la distance pour différentes valeurs du time headway.  
 
Tableau 5.1 Évolution de la distance de sécurité pour différentes valeurs du time headway 
Time headway 
(en seconde) 
1.5 1.6 1.8 2 
Distance de 
sécurité (en 
mètres) 
46 49 55 60 
Dans le tableau 5.1, la vitesse du véhicule est fixée à 100km/h et on choisit 𝑑0 =5m). Certaines 
contraintes générales doivent être imposées afin d’assurer le bon fonctionnement du système 
(tableau 5.2).   
 
Tableau 5.2 Quelques contraintes générales [27] 
  
 
 
La première contrainte, 𝑣 ≥ 0𝑚/𝑠 s’assure que le véhicule ne reculera pas. Sans cette contrainte, 
lorsque la vitesse désirée est proche de zéro, alors que la vitesse du véhicule est bien plus 
supérieure, le contrôleur pourrait obtenir cette vitesse désirée avec des risques de dépassement  ce 
qui signifie en théorie avoir des vitesses inférieure à zéro. La deuxième contrainte limite la vitesse 
du véhicule au maximum autorisé sur la route. La contrainte 𝑑 ≥ 𝑑𝑚𝑖𝑛 prévient le risque de 
collision. Les contraintes sur l’accélération sont ajoutées pour améliorer le confort et éviter que le 
système envoie une commande qui excéderait les limites physiques des actuateurs du véhicule [27].  
𝑣 ≥ 0𝑚/𝑠 𝑣 ≤ 𝑣𝑚𝑎𝑥 𝑑 ≥ 𝑑𝑚𝑖𝑛 𝑎 ≥ 𝑎𝑚𝑖𝑛 𝑎 ≤ 𝑎𝑚𝑎𝑥 
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5.3.1 Mise en œuvre du contrôleur 
Comme mentionné dans l’introduction, il existe plusieurs techniques pour réguler la vitesse et la 
distance inter-véhiculaire. Dans ce qui suit, on présentera un contrôleur basé sur les techniques 
classiques (PID) comme dans le cas du régulateur de vitesse. Sachant que  𝑥𝑟 est la distance réelle 
(mesurée) entre les véhicules et 𝑑𝑑𝑒𝑠 la distance désirée (tenant compte du time headway et de la 
vitesse du véhicule), l’erreur à compenser est : 
𝑒 = 𝑑𝑑𝑒𝑠 − 𝑥𝑟            (5.7) 
L’erreur en vitesse est la différence de vitesse entre les 2 véhicules :  
𝑣𝑟 = 𝑣2 − 𝑣1                      (5.8) 
D’une manière générale la sortie dépend des valeurs des équations 5.7-5.8. Le tableau 5.3 présente 
la sortie en fonction des erreurs. 
 
Tableau 5.3 Résumé de la commande suivant les erreurs 
𝑒 (m) 𝑣𝑟(m/s ou km/h) Sortie (commande) 
− + ∀ ?⃗? 
− − ?⃗? ≤ 0 
+ + −𝑎⃗⃗⃗⃗ ⃗⃗   (‖?⃗?‖ > 0) 
+ − −𝑎⃗⃗⃗⃗ ⃗⃗   (‖?⃗?‖ ≫ 0) 
Lorsque l’erreur en position est négative, la distance désirée est alors obtenue avec une marge et 
quand la vitesse relative est positive cela dénote que le véhicule cible (précédent) a une vitesse 
supérieure à celle prédéfinie par le véhicule hôte. Dans ce cas, aucune action n’est entreprise par 
le système car la distance de sécurité est respectée et le véhicule en avant s’éloignera de plus en 
plus. Dans le second cas, la distance désirée est obtenue mais le véhicule hôte est plus rapide que 
la cible, donc une régulation de la vitesse s’impose par une décélération. Le troisième cas dénote 
une distance désirée non satisfaite mais la vitesse de la cible est supérieure à celle du véhicule hôte; 
le système devra décélérer légèrement (‖?⃗?‖ > 0) afin de garder la distance de sécurité désirée. Le 
dernier cas présente une situation ou la distance n’est pas satisfaite et le véhicule hôte roule plus 
vite que celui qui le précède; une décélération assez forte doit être appliquée par le système afin de 
réguler la vitesse. 
Il est nécessaire de minimiser l’incertitude sur le vecteur d’état de la dynamique inter-véhiculaire. 
Pour cela on utilisera un filtre de Kalman pour l’estimation de ces paramètres. Les équations de 
prédiction (du modèle dynamique du système ACC) se présentent comme suit : 
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{
𝑥𝑟𝑘 = 𝑥𝑟𝑘−1 + ∆𝑡. 𝑣𝑟𝑘−1 −
1
2
∆𝑡2𝑎𝑟
𝑣𝑟𝑘 = 𝑣𝑟𝑘−1 − ∆𝑡. 𝑎𝑟                          
𝑣1𝑘 = 𝑣1𝑘−1 + ∆𝑡. 𝑎1                           
                     (5.9) 
Ou 𝑎𝑟 représente l’accélération relative soit 𝑎𝑟 = 𝑎2 − 𝑎1. Cependant dans ce travail on supposera 
un cas nominal où le véhicule cible roule à une vitesse constante ce qui implique une accélération 
nulle. Dans ce cas, 𝑎𝑟 = −𝑎1 et on peut réécrire le système d’équation 5.9 sous la forme : 
[
𝑥𝑟
𝑣𝑟
𝑣1
]
𝒌
= [
1 ∆𝑡 0
0
0
1
0
0
1
] [
𝑥𝑟
𝑣𝑟
𝑣1
]
𝑘−1
+ [
−
1
2
∆𝑡2
−∆𝑡
∆𝑡
] 𝑎1       (5.10) 
Étant donné que les éléments du vecteur d’état sont mesurables, la sortie (équations de mesure) 
s’écrit : 
𝑦𝑟 = [
1 0 0
0
0
1
0
0
1
] [
𝑥𝑟
𝑣𝑟
𝑣1
]         (5.11) 
Où  𝑥𝑟 est obtenue par le lidar ou le radar 
𝑣𝑟 est la dérivée de 𝑥𝑟 (𝑣𝑟 =
𝑑𝑥𝑟
𝑑𝑡
) 
𝑣1 mesurée par l’odomètre du véhicule 
Notre contrôleur est basé sur ceux développés dans la littérature. Dans [2] [5] [8], l’action 
proportionnelle est utilisée sur les erreurs de position vitesse et accélération. Étant donné que dans 
notre cas on n’utilise pas l’erreur sur l’accélération, on exprime l’équation de commande par : 
𝑢(𝑡) = 𝑘1(𝑑𝑑𝑒𝑠 − 𝑥𝑟) + 𝑘2(𝑣2 − 𝑣1)       (5.12) 
                    𝑢(𝑡) = 𝑘1𝑒 + 𝑘2𝑣𝑟                                                 (5.13)  
Ou 𝑘1𝑒𝑡 𝑘2 sont des constantes. Ceci peut être vu comme un contrôleur PID sur la vitesse car la 
vitesse est l’intégrale de l’accélération et la dérivée de la position. 
Les conditions pour les transitions entre l’ACC et le CC sont définies dans le tableau 5.4.  
 
Tableau 5.4 Règles de transition entre le Cruise Control et l’ACC [40] 
 𝑣1 < 𝑣𝑑𝑒𝑠 𝑣1 ≥ 𝑣𝑑𝑒𝑠 
𝑑 < 𝑑𝑑𝑒𝑠 ACC CC 
𝑑 ≥ 𝑑𝑑𝑒𝑠 CC CC 
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Le schéma simplifié du contrôleur est présenté comme suit : 
 
  
 
 
 
 
 Les flèches rouges représentent les signaux d’entrés provenant du véhicule précèdent. La bleue et la verte 
respectivement le signal de commande envoyé au véhicule et le signal de sortie (vitesse) qui est réinjecté 
dans le bloc ACC 
Dans le bloc ACC se déroule toutes les opérations précédemment décrites pour aboutir au signal 
de commande 𝑢(𝑡).  
 
5.4 Résultats des simulations et évaluation des performances 
En plus des capteurs proprioceptifs et de référence, le véhicule test est doté d’un lidar.  Sous Pro-
SiVIC, deux types de lidar ont été modélisés. Un lidar par lancer de rayon qui utilise beaucoup de 
ressources pour les calculs et un lidar à balayage de profondeur moins gourmand et de ce fait plus 
rapide [14]. Nous utiliserons le deuxième type pour la simulation. Les paramètres utilisés sont 
résumés dans le tableau 5.5. Ces valeurs peuvent être facilement modifiées pour d’autres cas de 
tests. En réalité les lidars ont des portées entre 100 et 250 mètres. 
 
Tableau 5.5 Paramètres du lidar utilisé 
Portée (m) 
Ouverture angulaire 
horizontale (degré) 
Ouverture angulaire 
verticale (degré) 
Position 
50 30 1 
Sur le pare-chocs 
avant 
Les simulations ont été effectuées sous Simulink et les résultats sont présentés suivant trois 
(scénarios) définies. Pour les deux (2) premiers scénarios on utilisera des données parfaites (sans 
bruits) et pour le dernier scénario on prendra les données provenant de Pro SiVIC. Il est à noter 
que plusieurs types de scénarios peuvent être mis en œuvre pour tester l’efficacité du système.  
Les performances d’un régulateur de vitesse intelligent, peuvent se quantifier suivant plusieurs 
critères : 
 Le confort 
 La consommation de carburant, 
 Les dépassements des vitesses lors de la régulation 
ACC 
 
𝑣2(𝑡) 
𝑥𝑟(𝑡) 
𝑢(𝑡) 𝑣1(𝑡) 
Véhicule 
précédent 
Figure 5.7  Système ACC avec les principaux signaux 
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 La stabilité lorsqu’il s’agit d’un convoi, 
 Le temps de réponse du système, 
 …… 
Dans ce projet on se focalise essentiellement sur la sécurité des occupants du véhicule. Il se pourrait 
que certaines réponses soient assez brusques et de ce fait un compromis devra être fait entre confort 
et sécurité. 
Scénario 1 : Véhicule test roulant à 70km/h et détecte un véhicule roulant moins vite.  
Dans ce premier scenario, le véhicule test devra maintenir sa vitesse de croisière spécifiée et tant 
que la distance de sécurité est respectée, c’est-à-dire l’erreur (en position) négative, et dans le cas 
échéant il doit adopter la vitesse de la cible. Aussi pour la simulation on utilisera un générateur de 
signal pour modéliser la distance lidar. 
 
Figure 5.8 Réponse du système pour le scénario 1 
À la figure 5.8 le véhicule test roule environ à 70km/h (±1 km/h) et après 1minute et 20 seconde, 
le lidar détecte un véhicule qui roule plus lentement. Comme on s’y attendait, le véhicule répond 
en adaptant la vitesse du véhicule cible soit 48 km/h. À 70km/h la distance de sécurité exigée est 
d’environ 34 m  avec un time headway (délai temporel) de 1.6 secondes, le changement de vitesse 
s’effectue lorsque cette distance n’est plus respectée. Pour des valeurs de time headway de 1.4 et 
1.8 secondes les distances de sécurité sont respectivement de 30m et de 42m. Dans ces cas le 
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système tardera avant de réagir (30m) ou réagira un peu plus tôt (42m). Pour une meilleure fluidité 
de la circulation routière, une petite valeur de headway sera idéale mais un compromis sur la 
sécurité devra être fait. Par la suite nous garderons une valeur de 1.6sec. 
La figure 5.9 présente le résultat dans un cas où une décélération brusque survient au niveau du 
véhicule cible. Le système devra répondre assez rapidement afin de garder la distance de sécurité 
qui aurait aussi diminué. 
 
Figure 5.9  Réponse du système à une décélération brusque 
Pendant les 2 premières minutes, le système suit la vitesse du véhicule cible (58km/h) et lorsque 
survient un freinage brusque, la vitesse du véhicule hôte s’adapte. Le dépassement observé dans 
les 20 premières secondes est dû au fait que le véhicule hôte essayait d’atteindre sa vitesse 
prédéfinie (70km/h) lorsque qu’il détecte une cible et de ce fait adapte sa vitesse.  
 Scénario 2 : Véhicule test roulant à 70km/h et détecte un véhicule roulant plus vite 
Dans cette partie, on traite le cas où un la cible apparait soudainement devant le véhicule test lors 
d’un changement de voie par exemple ou dans le cas où elle s’éloigne. La cible est supposée rouler 
plus vite que l’hôte après la détection.  
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Figure 5.10 Réponse du système pour le scénario 2 
Après détection à la 20e seconde, le véhicule test conserve la distance de sécurité en diminuant sa 
vitesse jusqu’à celle de la cible. Cette dernière accélère ensuite jusqu’à une vitesse supérieure à 
celle prédéfinie par le véhicule cible et de ce fait s’en éloigne. La réponse du système est telle celle 
qu’on observe sur la figure 5.10 : le véhicule hôte reprend sa vitesse de croisière (spécifiée par le 
conducteur). Le même comportement s’observe sur la figure 5.11 où le véhicule cible, bien que 
légèrement détecté (à la 62e seconde exactement), est plus rapide que le véhicule hôte qui maintient 
sa vitesse telle que prédéfinie. 
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Figure 5.11 Réponse du système à une cible plus rapide 
Scénario 3 : utilisation des informations d’une simulation sur Pro SIVIC 
Dans ce scénario on utilise les données provenant de Pro SiVIC. On pourra assimiler ce cas comme 
«réaliste» par rapport aux précédents. Les vitesses et les données lidar seront un peu plus  (adaptées) 
afin de mieux quantifier les performances du système mis en œuvre. Aussi, le scenario englobera 
les précédents.  
Sur la figure 5.12 on remarque sur la partie du haut l’évolution des vitesses des deux véhicules. 
L’autre partie représente l’évolution de l’erreur de distance. Cette erreur, lorsqu’elle est négative, 
cela signifie que la distance de sécurité est respectée. Aussitôt qu’elle devient positive le système 
devra réguler la vitesse du véhicule test afin de conserver cette distance de sécurité. Comme on le 
voit sur la figure 5.12 lors du passage brusque du négatif au positif, on remarque que la vitesse 
s’adapte.  
Au début de la simulation, le véhicule cible roule aux environs de 54 km/h tandis que le véhicule 
test a une vitesse de 72 km/h. Vers le milieu de la simulation les deux véhicules tendent à avoir une 
même vitesse et on remarque une erreur aux alentours de 30m  puis le véhicule cible accélère pour 
une vitesse de 80km/h et plus; le véhicule hôte maintient alors sa vitesse prédéfinie de 72 km/h et 
l’erreur tend à diminuer. 
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Figure 5.12a Réponse du système au scénario 3 et erreur en distance 
 
Figure 5.132b  Réponse du système au scénario 3 
La figure 5.12b montre avec plus de détail le temps de changement de vitesse du véhicule test qui 
est de l’ordre de 7s ce qui est relativement réaliste pour le changement brusque observé. 
Il est à noter que cette erreur en distance n’est pas celle observée en temps réel. Elle représente 
l’erreur pour une distance lidar fixe qui ne change pas lorsque le système répond (figure 5.13).     
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Figure 5.143 Évolution de la distance lidar lors de la simulation 
Le maintien d’une vitesse relative (𝑣2 − 𝑣1) supérieure ou égale à zéro est un objectif de l’ACC. 
En effet lorsque le véhicule en avant roule plus vite que le véhicule hôte cet objectif est atteint par 
la même occasion la distance entre les véhicule croît. Lorsque les deux véhicules ont la même 
allure, alors la vitesse relative est nulle et une distance constante est maintenue entre les véhicules. 
Après simulation on obtient la vitesse relative représentée sur la figure 5.14. Après l’instant de 
détection, du fait de la décélération du véhicule test, la vitesse relative devient nulle; lorsque le 
véhicule cible accélère pour avoir la même vitesse du véhicule test, on remarque que la vitesse 
relative devient positive puis tend à s’annuler; finalement lorsque le véhicule cible accélère une 
seconde fois, la vitesse relative devient positive. Cela démontre la fonctionnalité nominale du 
système. 
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Figure 5.154 Vitesse relative entre les deux véhicules 
 
5.5 L’ACC coopératif ou le Cooperative ACC (CACC) 
Grace à l’émergence des communications inter-véhiculaire, les véhicules peuvent échanger 
plusieurs informations sur leurs états telles que leur position, leur vitesse, leur accélération, leurs 
futurs actions…. Ces informations peuvent être utilisées pour améliorer l’ACC. On parle alors de 
CACC pour Coopérative ACC. En échangeant l’information de position, il est possible d’obtenir 
la distance inter véhiculaire ce qui rend plus fiable l’information de distance même en cas de 
défaillance du capteur de perception. D’autre part nous avons supposé un cas nominal pour 
l’accélération du véhicule cible, mais grâce au CACC on peut y avoir accès et de ce fait rendre 
l’algorithme plus robuste. Des valeurs plus petites de distances de sécurité (time headway) peuvent 
être également  utilisées. Un exemple d’application du CACC est son utilisation dans un convoi. 
Dans ce cas, l’état du véhicule précédent est utilisé mais aussi l’état du véhicule en tête du convoi.  
Il faut s’assurer alors d’une bonne synchronisation des données. 
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CHAPITRE 6 : Conclusion et travaux futurs 
 
Un système de navigation intégré est un système embarqué installé dans un véhicule, qui fournit 
des fonctionnalités utiles au conducteur, comme la planification de chemin, un système de guidage, 
une  carte numérique et des points d'intérêt répertoriés. Le module de guidage utilise une 
planification pour indiquer au conducteur le chemin à emprunter. Pour éviter de fournir de fausses 
informations et de ce fait nuire à la sécurité routière, le système de navigation  doit reposer sur un 
module de positionnement précis et continu du véhicule. La performance du module de 
positionnement provient d’un ensemble de capteurs hétérogènes dont les mesures sont fusionnées. 
Les capteurs couramment utilisés dans ces systèmes sont des odomètres différentiels, un système 
de positionnement (GPS) et une centrale inertielle. Pour améliorer les estimés de position, et en 
même temps maintenir un faible coût, il est important de combiner les informations provenant de 
ces différents capteurs à faible coût au lieu d'utiliser des récepteurs de haute précision mais coûteux.  
L’objectif de ce projet de recherche était d’étudier les différents capteurs utilisés dans un système 
de positionnement afin de mettre en place un module de fusion qui permettra de réduire 
l’incertitude sur la localisation d’un véhicule. Deux approches ont été mises en œuvre : la fusion 
du GPS et de la centrale inertielle et celle du GPS de la centrale inertielle et des odomètres. Il en 
découle que ces deux méthodes améliorent grandement l’estimation de la position. En effet la 
reconstruction de trajectoire obtenue par la fusion est plus optimale que celle obtenue par les 
capteurs individuellement. Aussi une étude assez exhaustive a été faite sur les capteurs et leurs 
incertitudes. Après avoir présenté les différentes méthodes de fusion existantes, on  a utilisé le filtre 
de Kalman étendu (EKF) qui découle d’une optimisation bayésienne (Minimisation de l’Erreur 
Quadratique Moyenne)  pour faire la fusion. Le filtre de Kalman repose sur deux étapes : une étape 
de prédiction grâce aux proprioceptifs et une étape de mise à jour grâce aux mesures de position 
GPS et /ou de vitesse odométrique.  
Dans le chapitre 5 un système d’aide à la conduite a été présenté. Il s’agit d’un régulateur de vitesse 
intelligent aussi appelé ACC pour Adaptive Cruise Control dont l’utilité sur une autoroute est 
indéniable. En effet, l’ACC maintient une distance de sécurité prédéfinie par le conducteur lorsqu’ 
un véhicule (obstacle) se trouve en avant. En l’absence d’obstacle, le véhicule roule à la vitesse 
spécifiée par le conducteur. L’ACC est un système autonome c’est-à-dire qu’il ne dépend pas d’une 
communication sans fil ou d’une coopération entre véhicules sur l’autoroute. Les performances du 
régulateur obtenu dans ce projet sont orientées sur la sécurité des passages. Les transitions entre 
accélérations et freinage pourraient être brusques et pas assez confortable pour les occupants. 
D’autres métriques telles que le confort, la consommation en carburant, ou la rapidité de la réponse 
du système pourraient être utilisées  
Cependant il est à noter qu’avec l’avènement des réseaux VANET (Vehicular Ad hoc Network), 
l’ACC fait place au CACC (Cooperative ACC). Les véhicules communiquent entre eux et de ce 
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fait échangent des informations telles que vitesses, positions, accélérations,….Le régulateur de 
vitesse devient plus robuste et fiable car une autre source d’information est disponible. 
D’autres travaux ont été menés durant ce projet et ont abouti à deux publications présentées en 
annexe 4. Il s’agit d’augmenter la robustesse de la distance inter-véhiculaire grâce aux 
communications entre véhicules et d’une technique pour améliorer les systèmes anticollision.  
Comme travaux futurs, il serait intéressant d’explorer les performances du système de 
positionnement lors de la perte de l’information GPS par exemple lors d’un passage dans un tunnel 
ou au milieu de grands immeubles où le signal pourrai être perdu temporairement. On pourrait 
aussi exploiter les communications inter-véhiculaires pour améliorer le système de localisation.   
D’autre part la combinaison de l’ACC et d’un système anticollision basé sur la fusion des capteurs 
radar et vidéo serait envisageable afin d’améliorer la sécurité routière. La suite de ces travaux 
pourrait porter aussi sur la mise en œuvre d’un CACC et tester ces performances dans un convoi 
où une perturbation sur le véhicule en tête pourrait engendrer un carambolage.  
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 ANNEXES 
Annexe 1 : Linéarisation des fonctions 
𝐹(1,1) =
𝜕𝐹1
𝜕𝑥
= 1       𝐹(3,2) =
𝜕𝐹3
𝜕𝑦
= 0 
𝐹(1,2) =
𝜕𝐹1
𝜕𝑦
= 0       𝐹(3,3) =
𝜕𝐹3
𝜕?̇?
= 1 
𝐹(1,3) =
𝜕𝐹1
𝜕?̇?
=
?̇?
√?̇?2+?̇?2
cos (𝜃)∆𝑡     𝐹(3,4) =
𝜕𝐹3
𝜕?̇?
= 0 
𝐹(1,4) =
𝜕𝐹1
𝜕?̇?
=
?̇?
√?̇?2+?̇?2
cos (𝜃)∆𝑡     𝐹(3,5) =
𝜕𝐹3
𝜕𝜃
= 0 
𝐹(1,5) =
𝜕𝐹1
𝜕𝜃
= −𝑉sin (𝜃)∆𝑡     𝐹(4,1) =
𝜕𝐹4
𝜕𝑥
= 0 
𝐹(2,1) =
𝜕𝐹2
𝜕𝑥
= 0       𝐹(4,2) =
𝜕𝐹4
𝜕𝑦
= 0 
𝐹(2,2) =
𝜕𝐹2
𝜕𝑦
= 1       𝐹(4,3) =
𝜕𝐹4
𝜕?̇?
= 0 
𝐹(2,3) =
𝜕𝐹2
𝜕?̇?
=
?̇?
√?̇?2+?̇?2
sin (𝜃)∆𝑡     𝐹(4,4) =
𝜕𝐹4
𝜕?̇?
= 1 
𝐹(2,4) =
𝜕𝐹2
𝜕?̇?
=
?̇?
√?̇?2+?̇?2
sin (𝜃)∆𝑡     𝐹(4,5) =
𝜕𝐹4
𝜕𝜃
= 0 
𝐹(2,5) =
𝜕𝐹2
𝜕𝜃
= 𝑉cos (𝜃)∆𝑡      𝐹(5,1) =
𝜕𝐹5
𝜕𝑥
= 0 
𝐹(3,1) =
𝜕𝐹3
𝜕𝑥
= 0       𝐹(5,2) =
𝜕𝐹5
𝜕𝑦
= 0 
𝐹(5,3) =
𝜕𝐹5
𝜕?̇?
= 0       𝐹(5,4) =
𝜕𝐹5
𝜕?̇?
= 0 
𝐹(5,5) =
𝜕𝐹5
𝜕𝜃
= 1 
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Annexe 2 : Codes Matlab 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%########################################################################## 
%  Use this program to read the saved sensors' data files generated by Pro-Sivic in 
MATLAB. 
% 
%  Help: 
%  sen(i).d is the name of the sensor (object in SIVIC) (also the file and folder) 
that you want to read. example: if the file name is OdoRL.cap write 
%  sen(1).d ='OdoRL';  
%  precission should be the same as what you put in Pro-SIVIC and must be 
%  equal for all the files if you want to read all the files at once. 
% 
%  How to Run: 
%  Simply run the program and choose the folder that all the sensor's 
%  folders are in it and click ok. 
% 
%  The imported data will be saved as a ".mat" file in data folder with the 
%  same names as the imported files. 
% 
###################################################################################
############# 
% This program is wrote by Mohsen Rohani at June 2013. 
%mohsen.rohani@usherbrooke.ca 
########################################################################### 
%% 
clc 
% clear all; 
clear 'sen' 
  
sen(1).d ='Voiture1Observer'; 
sen(2).d ='Voiture1CentraleInertielle'; 
sen(3).d ='Voiture1Odometre1RoueArriereGauche'; 
sen(4).d ='Voiture1Odometre2RoueArriereDroite'; 
sen(5).d ='Voiture2Observer';  
sen(6).d ='Voiture1Telemetre1';  
  
% sen(4).d ='ins'; 
% sen(5).d ='imu'; 
% sen(3).d ='Observerwhite';  
precission = 2; 
  
folder_name = uigetdir('C:\Users\amaa1902\Documents\abdoul'); 
path = [folder_name '\'] 
FlagS = 1; 
for mn=1:size(sen,2) 
%     precission = 2; 
%     path2 = [path sen(mn).d '\' sen(mn).d '.cap'] 
    path2 = [path sen(mn).d '.cap'] 
    fid = fopen(path2, 'r'); 
    if fid==-1 
        FlagS=0; 
        ErMsg = ['Can not read the file : ',path2]; 
        h = msgbox(ErMsg,'Error') 
        continue; 
    end 
    ch='1'; 
    while ch~='[' 
        ch = fread(fid, 1); 
    end 
 
         
     
 
%########################################################################## 
%  Use this program to read the saved sensors' data files generated by Pro-Sivic in 
MATLAB. 
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Ces lignes de codes sont utilisées pour convertir les données produites par Pro-SiVIC dans un 
format adapté pour la lecture sous Matlab. 
 
 
if size(ch)== [0 0] 
        frewind(fid) 
        tline = fgetl(fid); 
    end 
    dotc=0; 
    tline = fgetl(fid); 
    sscanf(tline, '%c',1) 
    for cnt=1:size(tline,2) 
        ch = sscanf(tline(cnt:end), '%c',1) 
        if ch=='.' 
            dotc=dotc+1; 
        end 
    end 
    dotc 
    format = sprintf('%%d %%f '); 
    for cnt=1:dotc 
%         form2 = sprintf('%%.%dn',precission); 
        form2 = '%n '; 
         
        format = [format form2] 
         
    end 
    format = [format ' %*n'] 
    frewind(fid) 
    ch='1'; 
    while ch~='[' 
        ch = fread(fid, 1); 
    end 
    if size(ch)== [0 0] 
        frewind(fid) 
        tline = fgetl(fid); 
    end 
     dataread= textscan(fid, format) 
     save([path sen(mn).d '.mat'],'dataread'); 
     save(['radar\' sen(mn).d '.mat'],'dataread'); 
  
     clear 'dataread' 
     fclose(fid) 
end 
if FlagS==1 
    Message = 'Files were readed successfully' 
    h = msgbox(Message,'Done') 
else 
    Message = 'There was at least one error in reading the files' 
    h = msgbox(Message,'Error') 
end 
 
  
 
if size(ch)== [0 0] 
        frewind(fid) 
        tline = fgetl(fid); 
    end 
    dotc=0; 
    tline = fgetl(fid); 
    sscanf(tline, '%c',1) 
    for cnt=1:size(tline,2) 
        ch = sscanf(tline(cnt:end), '%c',1)
        if ch=='.' 
            dotc=dotc+1; 
        end 
    end 
    dotc 
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%%%%%%%% Data Loading  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
load('Voiture1Observer.mat') 
obs=dataread; 
  
load('Voiture1CentraleInertielle.mat') 
ins=dataread; 
  
load('Voiture1Odometre2RoueArriereDroite') 
od=dataread; 
  
load('Voiture1Odometre1RoueArriereGauche.mat') 
og=dataread;  
 
load('Voiture2Observer.mat') 
obs2=dataread; 
  
load('Voiture1Telemetre1.mat') 
tel=dataread;  
  
clear dataread; 
  
%%% setup %%% 
t=10e-4*obs{1}(:); 
N=length(t); 
dt=0.01; 
%%%%%%% preprocessing du telemetre %%%%%%%%%%%%% 
d=zeros(31,length(t)); 
for k=3:33     
    d(k,:)=double(tel{k}(1:length(t))); 
 end 
e=d(3:33,:); 
tet=-15:15;%angle d'ouverture du télemetre 
 
%  figure(1);plot(tet,e,'b');title('données Lidar'); 
%  axis tight;xlabel('angle [degré]');ylabel('portée [m]') 
 Lid=mean(e(14:17,:)); 
%Lid=e(15,:); 
%nn=find(Lid==30); 
%Lid(1,nn)=200; 
  
figure (1); 
plot(t,Lid) 
title('Mesures du Lidar') 
xlabel('temps (s)') 
ylabel('distance (m)') 
xlim([0 60])  
 
%%%%% vehicle2 information extraction %%%%%%%  
N2=length(obs2{1}(:)); 
gap=N-N2; 
%position 
x2=obs2{18}(:); 
y2=obs2{19}(:); 
%speed 
vit2x=obs2{3}(:); 
vit2x=[vit2x;(zeros(1,gap))']; 
vit2y=obs2{4}(:); 
vit2y=[vit2y;(zeros(1,gap))']; 
vit2=sqrt(vit2x.^2+vit2y.^2); 
 
 
%%%%%%%% Data Loading  %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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V2=timeseries(vit2); 
Lidar=timeseries(Lid); 
%%%%% Trajectories %%%%%%  
%%% real %%%  
x=obs{18}(:); 
y=obs{19}(:);  
figure(n); 
plot(x,y, 'linewidth',2) 
%axis([-350 350 -650 650])  
%%% Inertial %%%  
axins=ins{2}(:); 
ayins=ins{3}(:); 
wzins=ins{7}(:);  
% initialisation 
tetains(1)=obs{42}(1); 
vx(1)=obs{3}(1); 
vy(1)=obs{4}(1); 
xins(1)=x(1); 
yins(1)=y(1); 
  
for i=2:N-1 
     
 %conversion to navigation frame    
tetains(i)=tetains(i-1) + dt*wzins(i-1); 
  
teta2(i)=tetains(i-1)+(wzins(i-1)*dt)/2; 
  
ax(i-1)=axins(i-1)*cos(teta2(i-1))-ayins(i-1)*sin(teta2(i-1)); 
ay(i-1)=axins(i-1)*sin(teta2(i-1))+ayins(i-1)*cos(teta2(i-1)); 
  
 %speed calculation 
  
 vins=sqrt(vx(i-1).*vx(i-1)+vy(i-1).*vy(i-1)); 
 vx(i)=vins*cos(teta2(i-1))+ ax(i-1)*dt; 
 vy(i)=vins*sin(teta2(i-1))+ ay(i-1)*dt; 
%  vx(i)=vx(i-1) + ax(i-1)*dt; 
%  vy(i)=vy(i-1) + ay(i-1)*dt; 
  
xins(i)=0.5*dt*dt*ax(i-1) + vx(i-1)*dt + xins(i-1); 
yins(i)=0.5*dt*dt*ay(i-1) + vy(i-1)*dt + yins(i-1); 
  
end 
hold on 
plot(xins,yins,'g--','linewidth',1.5) 
axis equal 
 
%%% Odometer %%% 
d=od{2}(:); 
g=og{2}(:); 
vodo=0.5*(od{3}(:)+ og{3}(:));   
tetaodo(1)=obs{42}(1); 
xodo(1)=x(1); 
yodo(1)=y(1); 
  
 
 
 
V2=timeseries(vit2); 
Lidar=timeseries(Lid); 
%%%%% Trajectories %%%%%%  
%%% real %%%  
x=obs{18}(:); 
y=obs{19}(:);  
figure(n); 
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for i=2:N 
  
 dtetaodo(i)= (d(i)-d(i-1)-(g(i)-g(i-1)))/1.5; 
 tetaodo(i)= tetaodo(i-1) + dtetaodo(i);  
 xodo(i) = xodo(i-1) + vodo(i)*cos(tetaodo(i-1))*dt; 
 yodo(i) = yodo(i-1) + vodo(i)*sin(tetaodo(i-1))*dt;  
 vitodo=(d(i)-d(i-1)+(g(i)-g(i-1)))/0.01;    
end 
  
plot(xodo,yodo,'m:','linewidth',1.5) 
title('Trajectoires'); 
xlabel('X') 
ylabel('Y') 
  
%deviation_ins=sqrt((x(end)-xins(end))^2+(y(end)-yins(end))^2); 
%deviation_odo=sqrt((x(end)-xodo(end))^2+(y(end)-yodo(end))^2); 
 
% % odo + angle ins %%  
% tetains(1)=0; 
% teta2(1)=obs{42}(1); 
% xoi(1)=x(1); 
% yoi(1)=y(1); 
%  
% for i=2:N 
%    
%    tetains(i)=tetains(i-1) + dt*wzins(i-1); 
%  
%     teta2(i)=tetains(i-1)+(wzins(i-1)*dt)/2; 
%  
%     xoi(i)=xoi(i-1)+ vodo(i)*cos(teta2(i-1))*dt; 
%     yoi(i)=yoi(i-1)+ vodo(i)*sin(teta2(i-1))*dt; 
%      
% end 
%  
% plot(yoi,xoi,'m--') 
  
legend('réelle','INS','Odo') 
hold off 
  
xGPS=x+5*randn(size(x)); 
yGPS=y+5*randn(size(y)); 
%sous-echantillonnage du GPS (1 mesure sur 10 ) 
for i=1:N-2 
     
    if mod(i,10)==0 
        mesureX(i)=xGPS(i); 
        mesureY(i)=yGPS(i); 
    else 
        mesureX(i)=nan; 
        mesureY(i)=nan; 
    end 
end 
mesures=[mesureX;mesureY]'; 
gap2=N-length(mesures); 
figure 
plot (x,y,'Linewidth',2) 
hold on  
plot(mesureX,mesureY,'g.') 
title('Trajectoires') 
xlabel('X') 
ylabel('Y') 
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%------------------------------------------------------------------ 
%%% Data fusion : INS+GPS 
  
X=[x(1) vx(1) y(1) vy(1) tetaodo(1)]'; % initialisation 
V(1)=sqrt(vx(1)^2+vy(1)^2); 
A=zeros(5); 
B=zeros(5,3); 
B(1,1)= 5.0000e-05;B(2,2)=dt;B(3,1)= 5.0000e-05;B(4,2)=dt;B(5,3)=dt; 
U=[ax ; ay; wzins(1:end-1)']; 
% uncertainty matrix 
P=3*eye(5); 
variance_ax=var(ax);  
variance_ay=var(ay);  
variance_wzins=var(wzins);  
Q=B*diag([variance_ax;variance_ay;variance_wzins])*B';  
elips=32000; 
Pxx=[]; 
Pyy=[]; 
 
for k=2:N-gap2 
     
    X(1,k)=X(1,k-1) + V(k-1)*dt*cos(X(5,k-1)) + 0.5*dt*dt*ax(k-1); 
     
    X(2,k)=X(2,k-1) + dt*ax(k-1); 
     
    X(3,k)=X(3,k-1) + V(k-1)*dt*sin(X(5,k-1)) + 0.5*dt*dt*ay(k-1); 
     
    X(4,k)=X(4,k-1) + dt*ay(k-1); 
         
    X(5,k)=X(5,k-1) + dt*wzins(k-1); 
     
    V(k)= sqrt(X(2,k)*X(2,k) + X(4,k)*X(4,k)); 
     
    A(1,1)=1; 
    A(1,2)=(X(2,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k))))*(dt*cos(X(5,k))); 
    A(1,4)=(X(4,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k))))*(dt*cos(X(5,k))); 
    A(1,5)=-V(k)*dt*sin(X(5,k)); 
     
    A(2,2)=1; 
    
    A(3,2)=(X(2,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k))))*(dt*sin(X(5,k))); 
    A(3,3)=1; 
    A(3,4)=(X(4,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k))))*(dt*sin(X(5,k))); 
    A(3,5)=V(k)*dt*cos(X(5,k)); 
     
    A(4,4)=1; 
     
    A(5,5)=1; 
    
    P=A*P*A'+Q;  
    
 
 
%------------------------------------------------------------------ 
%%% Data fusion : INS+GPS 
  
X=[x(1) vx(1) y(1) vy(1) tetaodo(1)]'; % initialisation 
V(1)=sqrt(vx(1)^2+vy(1)^2); 
A=zeros(5); 
B=zeros(5,3); 
B(1,1)= 5.0000e-05;B(2,2)=dt;B(3,1)= 5.0000e-05;B(4,2)=dt;B(5,3)=dt; 
U=[ax ; ay; wzins(1:end-1)']; 
% uncertainty matrix 
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Ces lignes de codes tracent les trajectoires suivantes : réelle, INS, Odomètre, GPS, GPS/INS ainsi 
que les ellipses d’erreur. Le télémètre y est aussi représenté. 
 
%measurements    
    if ~isnan(mesureX(k)) 
           
       H=zeros(3,5); 
       R=[25 0 0;0 25 0; 0 0 0.25]; 
       H(1,1)=1; 
       H(2,3)=1;     
       H(3,2)=(X(2,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k)))); 
       H(3,4)=(X(4,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k)))); 
       Z(:,k)=[mesures(k,1);mesures(k,2);vodo(k)]; 
  
       % Kalman Gain 
       K=P*H'*inv(H*P*H'+R); 
    
       %computing the estimate 
        X(:,k)=X(:,k)+K*(Z(:,k) -H*X(:,k-1)); 
  
      %computing the error covariance 
        P=P-K*H*P;     
    end      
     
    if k==elips 
        Pcov=P; 
    end 
    Pxx=[Pxx P(1,1)];  
   Pyy=[Pyy P(3,3)];  
end 
hold on 
plot(X(1,:),X(3,:),'r') 
legend('réel','Kalman') 
 
%Tracé des ellipses % 
% xx=X(1,elips); 
% yy=X(3,elips); 
% point=[xx yy]; 
% point_GPS=[xGPS(elips),yGPS(elips)]; 
% p=[Pcov(1,1) Pcov(1,3);Pcov(3,1),Pcov(3,3)]; 
% sortie=ellipsoid(point,p); 
% R1=[5 0; 0 5]; 
% sortie_GPS=ellipsoid(point_GPS,R1); 
% 
plot(xx,yy,'rp',x(elips),y(elips),'bs',sortie(1,:),sortie(2,:),'k','linewidth',1.5) 
% 
plot(xGPS(elips),yGPS(elips),'go',sortie_GPS(1,:),sortie_GPS(2,:),'g','linewidth',1
.5) 
  
% Calcul des MPE 
 mse=mean(sqrt( (x(1:N-gap2)-X(1,:)').^2 + (y(1:N-gap2)-X(3,:)').^2  ) ); 
 
 
%measurements    
    if ~isnan(mesureX(k)) 
         
       H=zeros(3,5); 
       R=[25 0 0;0 25 0; 0 0 0.25]; 
       H(1,1)=1; 
       H(2,3)=1;     
       H(3,2)=(X(2,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k)))); 
       H(3,4)=(X(4,k)/(sqrt(X(2,k)*X(2,k)+X(4,k)*X(4,k)))); 
       Z(:,k)=[mesures(k,1);mesures(k,2);vodo(k)]; 
  
       % Kalman Gain 
       K=P*H'*inv(H*P*H'+R); 
    
       %computing the estimate 
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La fonction ci-dessus est utilisée pour tracer les ellipses 
 
 
 
 
 
 
 
 
 
 
 
function ellipse=ellipsoid(x,S) 
%-------------------------------------------------------------------- 
% calculation of the elipse correponding to a covariance matrix S and 
% according to the gating probability Pg 
%-------------------------------------------------------------------- 
% x: state [x y ] 
% S: associated covariance 
% Pg: gating probability 
%--------------------------------------------------------------------- 
% ellipse: list of point describing the covariance ellipse 
%--------------------------------------------------------------------- 
Pg=0.99; 
seuil=chi2inv(Pg,2); 
nc=length([0:0.1:2*pi]); 
if Pg==1 
    ellipse=zeros(2,nc); 
else  
    %%%%%%% Semi-axes %%%%%%%%%%% 
     
    [U,D]=eig(seuil*S); 
    [val,ord]=sort([D(1,1);D(2,2)]); 
    a=(val(1))^(1/2); 
    b=(val(2))^(1/2); 
     
    %%%%%%%% elipse %%%%%%%%%%%% 
     
    ellipse=[U(:,ord(1)) U(:,ord(2))]*[a*cos([0:0.1:2*pi]);b*sin([0:0.1:2*pi])]+ 
[repmat(x(1),1,nc);repmat(x(2),1,nc)]; 
    ellipse=[ellipse ellipse(:,1)];%to close the loop 
end 
 
 
function ellipse=ellipsoid(x,S) 
%-------------------------------------------------------------------- 
% calculation of the elipse correponding to a covariance matrix S and 
% according to the gating probability Pg 
%-------------------------------------------------------------------- 
% x: state [x y ] 
% S: associated covariance 
% Pg: gating probability 
%--------------------------------------------------------------------- 
% ellipse: list of point describing the covariance ellipse 
%--------------------------------------------------------------------- 
Pg=0.99; 
seuil=chi2inv(Pg,2); 
nc=length([0:0.1:2*pi]); 
if Pg==1 
    ellipse=zeros(2,nc); 
else  
    %%%%%%% Semi-axes %%%%%%%%%%% 
     
    [U,D]=eig(seuil*S); 
    [val,ord]=sort([D(1,1);D(2,2)]); 
    a=(val(1))^(1/2); 
    b=(val(2))^(1/2); 
     
    %%%%%%%% elipse %%%%%%%%%%%% 
     
    ellipse=[U(:,ord(1)) U(:,ord(2))]*[a*cos([0:0.1:2*pi]);b*sin([0:0.1:2*pi])]+ 
[repmat(x(1),1,nc);repmat(x(2),1,nc)]; 
    ellipse=[ellipse ellipse(:,1)];%to close the loop 
end 
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Annexe 3 : Schéma Simulink de l’ACC mis en œuvre 
 
 
 
 75 
 
 76 
 
 77 
 
 78 
 
 
 
 79 
 
 
 
 80 
 
 81 
 
 82 
 
 
