Abstract-In this paper, we investigate constrained semi-autonomous networked robotic systems. The control goal of the intended scenario is that a group of robots with limited communication capability follow a reference position, which is set by a human operator to a subgroup of the robots. For this purpose, the robots are required to share information on the reference among robots in a distributed fashion. In addition, it is assumed in this paper that each robot has local constraints. In this case, directly applying the human reference may violate some of such constraints, and hence the reference has to be modified so as to ensure constraint fulfillment. However, the constraints, possibly given in real time, to be satisfied by all robots are distributed over the network and gathering them at a central computer is demanding. It is thus desired to compute the modified reference via distributed computing. To this end, we present a novel distributed dynamic reference governor based on passivity-based distributed optimization techniques.
Introduction
In practical operations of robotic missions on highly complex and uncertain environment, the human highlevel decision-making, flexibility, and dexterity are required to be combined with robotic precision, which poses both theoretical and practical challenges on how to coordinate a robotic swarm and a human. Indeed, a large number of works has been devoted to the issue in recent years 1, 2, 3) . While many existing works handle communication constraints, most of them do not explicitly take into account the physical constraints usually required to satisfy in practice.
In order to address the above issue, we consider a scenario such that robots with communication capability with neighboring robots are required to follow a reference provided by a human while satisfying the physical constraints. It is also assumed that the human reference is received by a subgroup of the robots and the constraints to be satisfied are distributed over the network. It is then desired to present a distributed solution without gathering such local information at a central computer in order to enhance scalability. To this end, we present a novel distributed dynamic reference governor (RG) based on passivity-based distributed optimization techniques 4) , where reference governor is an add-on control scheme managing constraints to a pre-stabilized system by suitably modifying the reference 5) . This paper is an extended work of the authors' antecessor 7) . In 7) , each robot's local controller is designed based on a distributed controller which is the proportional-integral (PI) consensus estimator controller 6) . Accordingly, both of the optimization process and local controller require information exchanges with neighboring robots, and accordingly increases the system complexity and the amount of communication messages. We thus replace the distributed controller by a simple decentralized controller which would simplify implementation.
This paper is organized as follows. First, the robot motion, the constraints, and the conditions for constraint fulfillment are described. Then, we formulate the reference governor problem in its global form and local form. Afterwards, we propose a passivitybased distributed RG to enforce constraints satisfaction. Numerical examples are provided to demonstrate the effectiveness of the proposed solution.
Problem Setup

Robot Motion
Consider a system which consists of n mobile robots V = {1, 2, ..., n} located in a 2D-plane, where the position of robot i is denoted by q i ∈ R 2 . The dynamics of the i-th robot is then assumed to be expressed bẏ
where u i ∈ R 2 is the velocity input of the i-th robot. At this point, we design a local controller
to control the position of the robot, where κ ∈ R + 0 is the input gain and s i ∈ R 2 is a signal to be tracked by robot i tracks, which will be designed later.
Furthermore, we introduce collections of the above variables as q := [q
T ∈ R 2n , and u := [u
. We then derive the collective system as follows.
A human operator provides a position reference h ∈ R 2 that the robots should follow to some members of the robotic group. We also add constraints on interrobot communication, and each robot is assumed to communicate with only neighboring robots denoted by N i ⊆ V . When the communication network is described by a graph, it is assumed to be undirected and connected throughout this paper. The objective here is to synchronize the robot positions q i to h for all i ∈ V under the communication constraints and physical constraints which will be introduced in the next Subsection.
Constraints
Suppose that there is an obstacle, to be avoided by all robots, on the environment and a robot measures a part of the boundary. For simplicity, we assume that the boundary sensed by each robot i is a collection of lines. Then, robot i knows that all robots should lie in the intersection of half-spaces corresponding to the lines. The condition can be described as follows using some
If the robot i does not detect any obstacle, we set
On the other hand, we suppose that the control input has linear constraints. Since the input is already determined as (2), the input constraint is formulated as a state constraint
with some
and
Combining (4) and (5), we have the following constraint
where the set C i (s) is the local information of robot i.
Conditions for Constraint Fulfillment
In this subsection, we derive a condition for ensuring q ∈ C i (s) ∀i when s ≡s for a constants ∈ R 2n . Regarding the issue, we first introduce the following lemma, which is immediately proved. Lemma 1. Consider the system (3) with s ≡s. Then, for everys, the sublevel set L c (s) := {q ∈ R 2n | q −s 2 ≤ c} is positively invariant for any c > 0.
From positively invariance of L c (s), ifs and c are selected so that q(t) ∈ L c (s) and L c (s) ⊂ C i (s) ∀i ∈ V , the constraint q ∈ C i (s) ∀i cannot be violated for the subsequent time as long as the constant signals is inputed as s. The reference governor in general determines, at each discrete-time k, the modified ref-
is the state at the discrete-time k. Then, the constraint is never violated for all times.
Following the same procedure in 7) ,
Problem Decomposition
Let us define an optimization problem solved by the reference governor to determine m[k] as follows.
subject to:
Now, recalling that the objective here is that the robot positions are synchronized to the human reference h, we add a constraint m i = m j ∀i, j ∈ V . Then, (7) is immediately shown to be equivalent to:
T . The notation ⊗ describes the Kronecker product and 1 is the n-dimensional vector whose elements are all 1.
Since the problem (9) contains global information q[k] andg i for all i ∈ V , this would not be solved without gathering these information. To decompose the problem, we equivalently transform the problem as
by introducing an additional variable
T with z qi ∈ R 2 . For a technical reason, we further equivalently transform the problem to
Then, the cost function of (14) is given by i∈V f i (z). It is also emphasized that the function f i for any i / ∈ V h , who does not receive h, does not depend on h. We also define h i (z) = z qi − q i [k]. It is then confirmed that f i ,g i and h i rely only on the local information q i [k] and C i of robot i.
In this section, we present a dynamic distributed reference governor by identifying the reference governor with the dynamic process for solving distributed optimization presented in 4) and 7) . The dynamic reference governor is then formulated bẏ
where α > 0, x i is an estimate of the optimal solution to (14) in the context of distributed optimization, and ξ i , λ i and µ i are additional variables. The notation
+ λi is set to 0 if the j-th element of λ i is equal to 0 and j-th element of g i (x i ) is negative, and set to j-th element of g i (x i ) otherwise. It should be emphasized that the above process for robot i relies only on the local cost and constraints f i ,g i and h i , namely local information q i [k] and C i of robot i.
Following the same procedure as 7) , we immediately have the following theorem. We see from this theorem that if we wait convergence of x i and set the resulting x i to m i [k], then the entire process is identified with the centralized reference governor. It is thus ensured that all the constraints are satisfied for all time and is fully expected that the robot positions q i (t) approach the human reference h.
It should be finally noted that the process (17) is a dynamical system and it is trivial to insert the measurement of q i (t) to the process in real time. This would allow one to avoid waiting for convergence of the optimization process but rigorous proofs of q i → h ∀i together with the constraint fulfillment are left as a future work.
Simulations
Consider the case where the number of agents is five and each agent can communicate with its neighbors in a network which is described by an adjacency matrix 
The initial positions of the robots are q = [0, −2, 2, −3, −1, −3, −0.9, −0.3, −0.5, 0.5] T and the estimates x, λ, and µ are set to zero. The gains are κ = 0.4 and α = 10. For simplicity, the input constraints are neglected. The only constraint detected is x + y = 3(m). The human reference h is only given to the agent 1 which is the only member of V h . For the first simulation, the human reference is chosen to be located in the admissible area h = [1, 1] T . The first simulation result can be seen in Fig. 1 T modifies s so that all robots converge to the desired position h. In the next simulation, we apply an inadmissible human reference h = [3, 3] T . The simulation result can be seen in Fig. 2 .
The RG modifies s so that the robots converge to the optimal position without violating the constraint.
Conclusion
In this paper, we present a novel distributed reference governor for a semi-autonomous robotic swarm T to ensure both constraint fulfillment and position synchronization to a reference provided by a human operator. Future works will aim at rigorously proving the convergence of the physical states to the desired reference using passivity arguments. Moreover, other relevant passive elements will be added to the scheme (e.g. time delays) and more extensive results will be applied to more general systems (e.g. high-order LTI swarm systems, nonlinear systems, systems using directed communication topologies, etc.).
