ABSTRACT This paper gives an across-the-board comprehensive review and survey of the most prominent studies in the field of Urdu optical character recognition (OCR). This paper introduces the OCR technology and presents a historical review of the OCR systems, providing comparisons between the English, Arabic, and Urdu systems. Detailed background and literature have also been provided for Urdu script, discussing the script's past, OCR categories, and phases. This paper further reports all state-of-the-art studies for different phases, namely, image acquisition, pre-processing, segmentation, feature extraction, classification/recognition, and post-processing for an Urdu OCR system. In the segmentation section, the analytical and holistic approaches for Urdu text have been emphasized. In the feature extraction section, a comparison has been provided between the feature learning and feature engineering approaches. Deep learning and traditional machine learning approaches have been discussed. The Urdu numeral recognition systems have also been deliberated concisely. The research paper concludes by identifying some open problems and suggesting some future directions.
I. INTRODUCTION
The OCR (Optical Character Recognition) technology has a rich history, standard procedures and types, it also presents numerous benefits as well as challenges [1] . The recognition for Urdu text has been approached recently as compared to the script recognition systems for other cursive and non-cursive scripts [2] . The Urdu language has worldwide appeal, it is written and understood in numerous countries around the world, however, little to no progress or achievements have been reported for recognition of its script. This huge lag of research is mainly due to the inefficiencies in different fields, such as dictionaries, research funding's, equipment's, benchmark datasets and other necessary utilities.
Our goal with this review paper is threefold: (1) For computer vision, pattern recognition and artificial intelligence readers, we expect this paper to serve as an introduction to the OCR technology and its related concepts and believe that our work will be a substantial contribution to all of these three domains. (2) For Urdu OCR researchers, we believe this review paper will provide an in-depth study of all the previous, existing and future technologies, methods and algorithms that can be used in different scenarios for recognition of Urdu text. (3) For general readers, we hope this review to contribute and extend the significance of optical character recognition technologies. We also hope it will provide a means of identifying knowledge gaps and the possibilities of carrying out future research and development in this field.
The paper is structured as follows: Section 2 gives an indepth insight into the general history of OCR systems, comparing various scripts, such as Latin, Arabic and Urdu. Then, in Section 3, Urdu script and its history are discussed. Next, Section 4 discusses some of the prominent Urdu datasets that are frequently used by the research community. In Section 5, a comprehensive review is given for the existing studies using different modes and categories of Urdu optical character recognition. Following, in Section 6 notable contributions in the field of Urdu OCR are mentioned covering the different phases such as image acquisition, pre-processing, image segmentation, feature extraction, classification and post-processing. There haven't been any remarkable procedures or results reported by the research community for post-processing phase, hence, no related work has been being provided. Section 7 briefly deliberate the Urdu numeral recognition systems. In Section 8, the research paper concludes by summarizing the entire research article, identifying some open problems and suggesting some future directions in the field of Urdu OCR.
II. HISTORY OF OCR
The early optical character recognition ideas date back to the technologies that were developed to help the visually impaired people. Two famous devices the Tauschek's reading machine and Fournier Optophone were developed during 1870 to 1931 to help the blind read [3] . In the 1950s, the invention of Gismo, a machine that was capable of translating printed text messages into machine codes was used for computer processing. These devices were also capable of reading text aloud. The device was developed by the efforts of David. H. Shepard, a cryptanalyst and Harvey Cook. Intelligent Machines Research Corporation was the first company to sell out these OCR devices. Following the success, the world's first OCR system was developed by David H. Shepard. Standard Oil Company of California used the OCR system for making credit card imprint. Other consumers for the OCR system included the Readers Digest and the Telephone Company. During the era of 1954 and 1974, first, portable OCR devices hit the market such as Optacon. These devices were used to scan and digitize postal addresses. Initially, the postal number recognition was very weak but with the advancement of technology it succeeded. The OCR technology progressed immensely by developing passport scanners and price tag scanners during the 1980's. In late years of 1980's and early years 1990's, some of the most famous companies today in the field of OCR were developed, such as Caere Corporation, Kurzweil Computer Products Inc and ABBYY. During the period 2000 to 2017, the OCR technology has developed immensely. Technologies have been introduced that allows online services through the web OCR, as well as certain applications enabling real-time translation of foreign languages on smartphones are developed. Tesseract a famous OCR engine was also published by Hewlett Packard and the University of Nevada, Las Vegas. Different OCR software's have also been made available online for free by Adobe and Google Drive. Over the past decade's most of OCR research has been directed toward non-cursive scripts such as Latin. The research for cursive scripts such as Arabic and Urdu started decades later than that for Latin script (see Figure 1 ).
FIGURE 1. History of OCR.
Some of the earliest research towards Arabic OCR can be dated back to 1970, where an OCR was patented to read the basic printed Arabic numerals from a sheet [4] . Nowadays, the technologies and research for Arabic OCR have progressed to more intelligent character recognition systems that support handwritten and cursive scripts [5] . Currently, much commercial software's such as ABBYY provides support for Arabic script. However, the accuracy rates in comparison to the Latin text are low.
Similarly, OCR for Urdu scripts is far behind than that of Latin script as well as Arabic script. The early systems for Urdu OCR can be traced back to 2003, where a system was developed to recognize the basic isolated printed Urdu characters [6] . Over the past decade, research interest towards the Urdu OCR has increased immensely. However, due to the cursive and context-sensitive nature of its script, it's still lagging behind in printed OCR and very few developments have been reported for handwritten OCR. Some of the most famous software's such as OmniPage, Adobe Acrobat, ABBYY FineReader, Readiris, Power PDF Advanced, Soda PDF and other commercial OCR's have none or extremely little support for Urdu script. Most of these software's are multilanguage, but they provide higher accuracies for English, some of the Asian languages such as Urdu are mostly not well supported because their fonts are missing.
III. URDU SCRIPT, ITS HISTORY AND RELATION TO OTHER CURSIVE SCRIPTS
The Arabic alphabet has influenced several languages including Persian, Urdu and Pashto [7] , [8] . Each of the mentioned languages has some dissimilarity in the characters, but they share the same underlying foundation. Urdu has similarities to Arabic alphabet, due to the history it shares with it [9] .
Urdu is basically derived from a Turkish word ''Ordu'' meaning ''army'' or ''camp.'' The history of Urdu language is vibrant and vivid. It is believed that Urdu can into existence during the Mughal Empire. After the 11th century, the Persian and Turkish invasions of the subcontinent cause the development of Urdu as a source of communication. During the Mughal Empire, Persian was the official language, whereas, Arabic was the language of religion, Turkish was spoken mostly by the high profile or the Sultans. Therefore, Urdu was highly under influence of these three languages. During the early years, it was just used for communication and was known as ''Hindvi.'' As years progressed its vocabulary expanded and several names were associated with it during this period, like Dehalvi and Zaban-e-Urdu. After independence Urdu was declared the national language of Pakistan.
Arabic and Urdu both are written in Perso-Arabic script; therefore, they share similarities at the written level. Arabic and Persian writing styles have great influence on Urdu script. Hence, Urdu uses a modified and extended set of Arabic alphabets and Persian alphabets. Urdu uses Nastalique calligraphic style of the Perso-Arabic script for writing. The history of Nastalique dates back to the Islamic conquest of Persia. The Persian art of calligraphy was adopted by the Iranians. Mir-Ali Heravi Tabrizi famous Iranian calligrapher developed the Nastalique calligraphic style during the 14th century. Nastalique was formed by the combination of two scripts ''Nash'' and ''Taliq.'' In the early years, it was called ''Nashtaliq'' but later on, it was more formally known as Nastalique. In South Asia, Persian was the official language of the Mughal Empire. Nastalique emerged during these days and left a great influence on South Asia including Bangladesh, India and Pakistan. In Bangladesh, Nastalique was greatly used before 1971. In India, Nastalique is still observed widely. Nastalique is found to be the standard calligraphic style for writing in Pakistan. Nastalique is extremely beautiful and more artistic as compared to the Naskh writing style of Arabic. There are several calligraphic styles for writing Arabic script such as Naskh, Nastalique, Koufi, Thuluthi, Diwani and Rouq'i style (see Figure 2) . Naskh is the most common writing style that is used for Arabic, Persian as well as Pashto script [2] . Arabic, Persian, Urdu and Pashto, all four alphabet systems are more or less the same, the only difference is the total number of characters (see Table 1 ). Arabic has the smallest number of characters in its alphabet. Persian uses the Arabic characters along with more number of characters. Urdu and Pashto both extend further from the Persian alphabet.
The Arabic alphabet is also known as an abjad. It is written from right to left and has a total of 28 characters [2] , as given in Table 2 . Arabic alphabet does not possess any distinct upper-case and lower-case forms. There are several characters that may have a similar appearance but they are given their own distinction by the use of dots that are placed above or below their central part. For example, the Arabic letters , , have the same base shape, however, they have one dot below, no dot and one dot above.
The Persian alphabet and script share many similarities to that of the Arabic script. It is also written right-to-left and is an abjad, meaning the vowels are under-represented in the writing system. The Persian alphabet consisting of 32 characters is given in Table 2 . The Persian script is cursive in nature, hence, the characters change their shape depending on its position: isolated, initial, middle and final of a word.
Pashto is the official language of Afghanistan and is also widely spoken in the Khyber Pakhtunkhwa province of Pakistan. It's used by 50 million people as a source for oral and written communication [11] . There is a total of 45 characters in Pashto alphabet (see Table 2 ). The characters in the alphabet may have 0 to 4 diacritic marks. There have been no significant efforts devoted to the recognition of the Pashto script.
There is a total of 38 characters in Urdu alphabet [12] . In Urdu, the text lines are read from top to bottom, whereas, the characters are read from right to left. The characters can be grouped into similar classes based on the similarities of their base forms; the characters in the same class differ only by their dots or retroflex mark. In Table 2 , the character shape for basic isolated Urdu characters has been given.
A. JOINER AND NON-JOINER CHARACTERS
There are two types of characters in Urdu; joiners and nonjoiners [13] . Joiner characters are written cursively. The shape of character changes depending on its neighboring character to which its connected, as well as its position within the word. Hence, all connectors in principle have four basic shape forms i.e. the ''isolated,'' ''start,'' ''middle'' and ''end.'' There are 27 joiner characters in the Urdu alphabet as shown in Figure 3 . Alternatively, non-joiner characters are those characters that have no special start or middle forms, because they don't connect to other characters. Hence, the non-joiner characters only take two basic shape forms i.e. the ''isolated'' and ''end.'' There is a total of 10 characters in Urdu alphabet that are non-joiner as shown in Figure 4 .
If a word ends with a joiner character then space must be inserted after the word, else it will result in merging the current word to the following word, resulting in a visually incorrect and meaningless word. For example, two words '' '' without space will become '' ,'' making it incorrect. Another example considers two words 
''
,'' without space separation between the joiner words will become '' ,'' completely making it visually meaningless. However, words ending with non-joiner usually don't have space from its next word, and therefore are ligatures within the same word. For example, the text '' '' seems like two words but there is no space between them. However, these are actually two ligatures '' '' and '' '' belonging to the same word. Segmentation of ligatures is extremely complex since there is no separation or space between the ligatures.
B. DOTS AND DIACRITICS
Urdu characters are surrounded by a special type of marks known as diacritics. The diacritics surrounds the characters main body and lie above or below it [14] . There are three types of diacritics i.e. Nuqta (Dot), Aerab and ' ' superscript. The dots(s) placement and the number is used to distinguish several characters in the Urdu alphabet. The dots(s) can be placed below or above the associated character. The dots(s) can range from one to maximum three in number. Total 17 characters in the Urdu alphabet are accompanied by the dots(s) as shown in Figure 5 . The consonants are represented by characters. Diacritics which serve as vowel marks are also sometimes known as aerab. Aerab helps in the pronunciation of the Urdu characters. Aerab are optional and written with the Urdu script when there is need to remove any confusion in the pronunciation. The aerab helps in changing the sound of the letter. Some of the common aerab are shown in Figure 6 . There are three characters in Urdu that are known as retroflex consonants, see Figure 7 . A retroflex consonant is spoken when the tongue has a curled, flat or concave shape. These were not present in the Persian or Arabic alphabet. The retroflex consonants are created by placing the superscript on three Urdu characters. These Urdu characters are known as dental consonants. A dental consonant is spoken when the tongue is pressed against the upper teeth.
IV. DATASETS FOR URDU OCR
There has been relatively little research in Urdu OCR because of the paucity of corpora and image datasets. A benchmark dataset is an essential part for the efficient and robust development of a character recognition system. However, there are not enough datasets available to do the basic research and development tasks in Urdu NLP applications such as Urdu OCR [15] . The commonly used datasets for various Urdu NLP tasks have been mentioned below and shown in Figure 8 . EMILLE (Enabling Minority Language Engineering) project [16] that was initiated by Lancaster University in 2003, is the first ever initiative for making Urdu corpus available. The main objective of the project was to develop a dataset for South Asian languages. Over the years, now the dataset has been extended to include more than 96 million words. It encompasses three types of data i.e. monolingual, parallel and annotated data. The dataset consists of a total of 512,000 spoken Urdu words and 1,640,000 words of Urdu text. Besides Urdu, the EMILLE project also includes thirteen other South Asian languages.
Corpora and associated tools for Urdu text processing have also been developed by the Centre for Language Engineering (CLE) in Pakistan. It has been conducting research and development for computational aspects of Pakistan's various languages. The main aim of the center is to enable the public to access information and communicate in their local languages using information and communication technology. They have provided 19.3 million ligature corpus that has been collected from a wide range of domain, namely, sports/games, news, finance, culture/entertainment, consumer information and personal communication. CLE also provided A high-frequency ligature corpus [17] .
Another small dataset for Urdu was given by Shafait et al. [18] . The dataset is publicly available and consists of only 25 documents and had Ground-truth for both OCR and layout analysis.
A huge word dictionary was developed by Ijaz and Hussain [19] , in 2007. A total of 50,000 distinct words were collected from documents of different domains, namely, finance, sports, culture, entertainment, news, personal communication and consumer information.
A dataset was provided to the public by Urooj et al. [20] . It consists of Urdu Nastalique font of various font sizes. There are more than 100, 000 words in the developed dataset. The data for the dataset has been collected from various domains, namely, interviews, press, novels, letters, translations, religion, short stories, sports, science, culture, health care and book reviews.
A synthetic dataset named 'Urdu-Jang Dataset', containing a total of 26,925 UTF encoded text lines was generated by Ahmed, et al. [12] . The synthetic dataset was generated from renowned Urdu newspaper named Jang, that is printed in Alvi Nastalique script. The dataset covers various social, political and religious issues.
A synthetic dataset was proposed by Sabbour and Shafait [14] , called UPTI (Urdu Printed Text Image Database) dataset, it consists of 10,063 synthetically generated text lines and ligature images. It was developed as an analogy to the dataset, APTI (Arabic Printed Text Image), proposed by Slimane et al. [21] . The size of the dataset was increased by applying different degradation procedures. The UPTI dataset consists of both of text-line version and ligature version to measure the accuracy of the recognition system. It consists of 12 sets of by varying four parameters for the images, namely jitter, elastic elongation, threshold and sensitivity. The synthetic dataset comprises different political, social and religious issues, and was collected from the Jang newspaper. The dataset also contains groundtruth information for both text-line version and ligature version.
An offline handwritten dataset for Urdu Nastalique text named 'Urdu Nastalique Handwritten Dataset (UNHD)' was provided by Ahmed, et al. [22] . The generated UNHD dataset covers some of the most commonly used Urdu characters, ligatures and numerals with different variations that were collected from 500 writers (both male and female) on an A4 size paper. The dataset is provided publicly on the website 'https://sites.google.com/site/researchonurdulanguage'. Overall the dataset consists of 312,000 words written by 500 candidates with a total of 10,000 text lines.
V. CATEGORIES OF OCR SYSTEM
Typically, Optical Character Recognition Systems can be divided into different types based on its characteristics i.e. input acquisition mode (online or offline), writing mode (printed or handwritten), character connectivity (isolated or cursive) and lastly font constraints (single font or omni font) [23] . The categorization of OCR system is shown in Figure 9 . 
A. INPUT ACQUISITION MODES
The mode in which input is given to an Optical Character Recognition system can be divided into two types i.e. online recognition and offline recognition [2] , [24] , [25] . Online recognition deals with real-time recognition of characters, characters are recognized as the movements of the pen are received when writing something (see Figure 10 (a)). Online recognition requires specialized hardware such as pen and tablet to obtain the text input [9] , [26] . A concept of digital ink is used, in which a sensor is used to analyze pen tip movements like pen up/down. In comparison to offline recognition, its less complex since the temporal information such as writing order, pen lifts, velocity, speed are readily available. Online OCR systems for Latin font are available in PDA's, Handheld PC's, and also available in some latest touchscreen mobile phones.
Offline recognition deals with recognition of text that has already been converted into a digital image (see Figure 10 (b) ). The input image is usually a product of scanning through some digital device such as a scanner or a digital camera [2] , [24] , [25] , [27] . Offline character recognition is also sometimes referred to as static recognition. Offline character recognition is a complex process in comparison to the online recognition, since, in offline, the characters first needs to be located. Offline recognition can be associated with both handwritten and printed scripts. While the online recognition can only be associated with the handwritten text [24] .
B. WRITING MODES
A major categorization for OCR system is based on the mode of text the OCR system will be handling. The form of text i.e. printed or handwritten is known as the mode of text when developing an optical character recognition system [23] . The resources available for OCR can be in different formats such as typewritten text containing tables, headers, footers, borders, page numbers etc. or handwritten format having variations of writing styles for different people. Text recognition may seem a minor task for human beings, however, for computational machines, it tends to be extremely challenging for both handwritten and printed script. It poses to be challenging for printed text due to the availability of a large number of fonts, while, for handwritten text, there are numerous variations possible.
An optical character recognition that deals with printed text is sometimes known as printed character recognition system. In case of printed text, its uses different font styles such as for the English language, Times New Roman, Arial, Calibri, Courier etc. are used. Similarly, for Urdu, the most famous style of writing is the Nastalique. Printed character recognition systems are simpler as compared to the handwritten character recognition systems. However, printed text may pose to be complex for recognition based upon the quality of font, document, and writing rules of the language under consideration. Printed text can only be offline [28] .
An OCR system that deals with handwritten text is sometimes known as handwritten character recognition system. Handwritten Character Recognition is extremely challenging research area in the field of image processing and pattern recognition. Recognition of handwritten text is exceptionally difficult as compared to printed/typewritten text. Handwritten text possesses a lot of variations not only due to the different writing styles of different people but also due to the varying pen movements of the same writer. Even with the latest recognition methods and systems, the recognition of handwritten text still remains an extremely challenging task even for Latin script. Similarly, for the recognition of Urdu handwritten text, there is still room for a lot of improvement and progress. Few researchers have focused on using handwritten text for Urdu optical character recognition. Handwritten character recognition systems can be further divided into two types, i.e., offline handwritten character recognition and online handwritten character recognition [28] .
C. FONT CONSTRAINTS
The geometric features of the characters written in one font style may vary to a great extent from character written in another font. Therefore, the OCR process is highly dependent on font style. An OCR system that has been developed for one font style may completely fail to process or may partially succeed to recognize same text written in another font style. If an OCR system is capable of processing only a single font 46024 VOLUME 6, 2018 style it is known as a single font recognition system. Systems capable of processing and recognizing multiple fonts are called Omni-font character recognition systems [29] . Usually, generalized algorithms are used with Omni-font systems. To use a different font style, only the training process is required to be performed out again. Most of the OCR systems available for Urdu only uses the Nastalique calligraphic font.
Nastalique is basically a fusion of Naskh and Taliq writing styles. Mirza Ahmed Jameel, in 1980, computerized 20,000 Nastalique ligatures for the first time, ready to be used in computers. The font was named Noori Nastalique. Over the years many researchers have created their own version of the Nastalique calligraphic style such as Alvi Nastalique, Jameel Noori Nastalique and Faiz Lahori Nastalique. All the Nastalique fonts fulfill the basic characteristics of Nastalique writing style. However, Nastalique is far more complex than the fonts given for Arabic script [13] , [30] .
D. SCRIPT CONNECTIVITY
Another categorization for an OCR system is based on the use of the isolated or cursive script. Isolated scripts have characters that do not join with each other when they are written, contrarily, in cursive, the neighboring characters in words may join each other and may also affect the character to change its shape based on the characteristics and position of the character within the word. An optical character recognition using the cursive script is sometimes known as intelligent character recognition. If the system operates at word level its known as intelligent word recognition.
Recognition of cursive text is an active area of research [2] . A new level of complexity is introduced when using cursive scripts with optical character recognition systems. This complexity adds an extra level of segmentation in the recognition process in order to isolate the characters within each word. Due to this added complexity, some of the languages are introducing segmentation free approaches. Segmentation free approach is more commonly known as the holistic approach and attempts to recognize the whole word or sub-word (ligature) without breaking it into subsequent characters [14] , [31] . Currently, the OCR systems for cursive scripts are suffering due to segmentation complexities. To achieve higher recognition for general cursive scripts like Urdu, the use of contextual and grammatical information is required. For example, recognizing whole words or subwords (ligatures) from a dictionary is easier than segmenting individual characters from the text. Words, ligatures and isolated characters for Urdu script are shown in Figure 11 . 
E. RELATED WORK FOR DIFFERENT CATEGORIES OF URDU OCR
As mentioned earlier, the modes for an OCR system can be divided into different categories based on input acquisition that can be online or offline, writing mode that can be handwritten or printed, font constraints that may include the font variations handled by a recognition system and finally the script connectivity that may include the segmentation process for character or ligature or may completely avoid the segmentation when developing a recognition system.
Compared to online, most of the research has been conducted towards offline isolated and cursive analytical segmentation based character recognition systems. Several authors opted to use offline recognition for development of Urdu OCR systems for isolated characters [32] - [38] . Shamsher et al. [32] developed a system for printed Urdu script used for recognizing individual Urdu characters using their proposed algorithm. Similarly, a font size independent technique was proposed for Noori Nastalique font of Urdu, the technique was tested on single Urdu character ligatures [33] . The system proposed by Nawaz et al. [34] , also aimed for recognition of isolated Urdu characters. The overall system provided the basic pre-recognition techniques such as image pre-processing, segmentation (line and character), and finally the creation of XML files for the training purpose. Similarly, [37] recommended an offline recognition system but for both handwritten and printed Urdu text, and also highlighted the pre-processing, features extraction and classification of Urdu language text. An OCR named ''soft converter,'' was presented by [35] , that could recognize the isolated characters of Urdu language utilizing a database. Khan et al. [36] developed two databases of images, namely, a 'TrainDatabase' and a 'TestDatabase' for offline recognition of Urdu text. Likewise, [38] also proposed the representation and recognition for offline printed isolated Urdu characters.
Cursive texts are extremely complex to deal with. However, several authors also focused towards developing cursive analytical Urdu text OCR systems [6] , [30] , [39] - [44] . Ahmad, et al. [39] developed an OCR system that comprised of two main components, i.e. segmentation and classification. Both, segmentation and classification of the compound characters were studied. In another study, Ahmad et al. [40] discussed different characteristics of Urdu script and presented a novel and robust method to recognize printed Urdu script without a lexicon. Likewise, [42] proposed an offline recognition system for Naskh script, it operated on segmented characters and classified it into 33 groups for recognition purposes. In a study done by [30] , the differences between Naskh and Nastalique fonts were discussed, an analytical segmentation-based model was proposed for pre-processing and recognition of Urdu script. Pal and Sarkar [6] proposed an OCR system for printed Urdu script. Characters were segmented and recognized on basis of multiple features and achieved promising accuracy. Similarly, [41] and [43] trained an OCR system for on offline printed segmented characters, however, the font utilized has not been mentioned. Relatedly, Iqbal, et al. [44] , proposed a system that dealt with recognition of Urdu Nastalique font for character based segmentation of printed Urdu names. The recognized characters were converted into Roman Urdu, handling various complexities during the conversion. Likewise, Khan and Nagar [45] proposed a study for printed and handwritten cursive Urdu text written in Nastalique and Naskh font style. Ul-Hasan et al. [9] used deep learning for recognition of printed Urdu text in the Nastalique script. Whereas, Patel and Thakkar [46] also used a deep learning approach but for recognition of cursive handwritten documents, both in Arabic and English scripts. The studies in [47] and [48] proposed an implicit segmentation based recognition system for Urdu text lines in the Nastalique script and a hybrid approach combining the convolution and deep learning for classification of cursive Urdu Nastalique script respectively. In another similar study, Naz et al. [49] achieved high accuracy for sentence based implicit recognition of Urdu Nastalique font using human extracted features and deep learning.
Due to the added complexity of cursive script specifically for analytical systems, segmenting text at the character level, several authors are shifting towards recognition of words and ligatures [12] , [14] , [17] , [50] - [60] . Working with ligature based systems seems more feasible since an extra level of character segmentation is omitted that is usually prone to errors. Ahmed et al. [12] developed an offline ligature based Urdu recognition system. Another offline OCR system was proposed by Sabbour and Shafait [14] called Nabocr. The system was trained to recognize both the Urdu Nastalique and the Arabic Naskh font. An alternative multi-script OCR system was proposed by Chanda and Pal [50] for word level recognition of multiple scripts i.e. English, Devanagari and Urdu from a single document. The characteristics of different scripts are taken into consideration for development of the final recognition system. Sattar et al. [51] presented a novel offline segmentation-free approach for Nastalique based Optical Character Recognition called NOCR. In [61] , Khan and Khan developed a technique which was capable of extracting the Urdu font ''Jameel Noori Nastalique'' from images and converted it into editable textual Unicode's. The approach comprised of pre-processing techniques, label connected components, feature extraction, and image comparison. Javed and Hussain [57] , focused on the development of a ligature based OCR system that input the main body without the diacritics and recognizes the related ligatures. Similarly, [58] proposed a technique for recognizing font invariant cursive Urdu Nastalique ligatures. Rana and Lehal [59] , presented a ligature based OCR system for Urdu Nastalique script, describing its various challenges and using k-NN and SVM classifiers. In [60] , a new method was presented for offline recognition of cursive Urdu text written in Noori Nastalique style, the system aimed at ligature based identification. Khattak et al. [17] used a segmentation-free and scale-invariant technique for recognition of printed Urdu ligatures in Nastalique font.
A system was presented to recognize printed Nastalique pre-segmented ligatures in [31] and [55] . Similarly, Hussain, et al. [52] analyzed and modified the Tesseract engine to be used for the recognition of offline printed Nastalique calligraphic style of Urdu language. Similarly, Khan and Khan [53] , also developed a technique for recognizing Jameel Noori Nastalique font from Urdu newspaper clippings. The clippings were converted into editable textual Unicode's. Mukhtar et al. [54] , claims to be the first study reported for handwritten Urdu words. The system proposed was an offline OCR system for Urdu. Similarly, two strategies were investigated for improving the classification of Urdu printed ligatures using nearest neighbor by [56] .
Online character recognition systems are less complex compared to that of offline recognition systems. Few authors have opted to use online Urdu character recognition systems, using handwritten writing mode by default. Shahzad et al. [62] proposed an online Urdu character recognition system capable of recognizing isolated, hand-sketched characters. Similarly, an online segmentation-free character recognition system was suggested by Razzak et al. [63] . Khan [64] studied the online recognition of Urdu characters considering only their initial half forms, whereas, Jan et al. [65] proposed a system to recognize both the Urdu characters and words. In studies implemented by Husain et al. [66] and Sardar and Wahab [67] , both online and offline recognition system were combined that could operate independently of fonts and scripts.
The summary of several notable contributions for different categories of Urdu OCR systems is given in Table 3 .
VI. OCR PROCESS
A typical offline character recognition system consists of some or all of the six phases, namely the: image acquisition, pre-processing, segmentation, feature extraction, and recognition or classification and post-processing. Figure 12 shows the block diagram of a typical character recognition system. The different phases of an OCR system have been explained in the sections below. 
A. IMAGE ACQUISITION
Image acquisition is commonly the first stage of any computer vision system. Image acquisition is the process of acquiring an image into the digital form for manipulation by the digital computers [24] , [42] . There are numerous resources for acquiring images into the computer. The text may also be entered into the computer using a tablet and a pen using online recognition input mode. In offline recognition, the source images can be obtained by scanning printed documents, typewritten documents, handwritten documents and by capturing a photograph through an attached camera, digital camera or image scanner. Further for offline recognition, the source images might also be synthetic i.e. generated without the scanning process. The image can be stored in any of the specific formats for example jpeg, bmp, png etc.
Regardless of the source, the quality of the input image plays a vital role in the recognition accuracy [68] . If an image has not been acquired properly then all the later tasks may be affected and the final goal of the recognition system might not be achievable. There are numerous reasons that may affect the overall quality of the input image such as having multiple subsequent copies generated for an original document. Poor printing quality may also make the scanned VOLUME 6, 2018 document to be noisy. Another major reason that might affect the image quality is the font style and its size. Extremely small fonts are more likely to be considered noise and go unrecognized by the OCR system. Punctuation marks, subscripts and superscripts may also introduce complexities in recognition and may be treated as noise in the image, if its size is extremely small. The recognition quality may also be affected by the quality of paper that was used for printing. Heavyweight and smooth papers are relatively easier to process than lightweight and transparent papers. High quality, smooth and noise-free images are more likely to result in better recognition rates. On the other hand, noise affected images are more prone to errors during the recognition process.
1) RELATED WORK FOR IMAGE ACQUISITION
Image acquisition is the first phase of any recognition system. Over the years, researchers have used numerous sources to input text, either directly by scanning text images, by generating synthetic images or by using a digitizing tablet. Usually, the input method proposed by authors is mostly dependent on the input acquisition mode i.e. offline or online.
Computer generated images i.e. synthetic images have been used by several authors for optical character recognition systems [34] , [35] , [39] , [41] , [61] . Different text images, that contained isolated printed Urdu characters was used for training by [34] . Likewise, [35] presented a soft converter that read images in form of a matrix. Haque and Pathan [41] performed a number of experiments on a subset of word images, the font size was kept consistent for all words in the acquired images. In [39] , Urdu text line images were given as input and segmentation process was carried out next. Likewise, [61] read images having file extensions tiff, jpeg or png.
Real world images are far more complex to deal with, since the images are scanned. During the scanning process, the images might be affected by noise, skew, slant and other degradations. Several authors opted to develop Urdu recognition systems using the scanned images as input [6] , [30] , [31] , [43] , [50] , [53] , [57] , [58] . Hussain and Ali [30] scanned a total of 25 pages from 22 different number of books having varying paper variety, print and page transparencies. Similarly, Pal and Sarkar [6] tested the proposed OCR system on a variety of printed documents that were scanned. Some of the documents had good-quality and were printed on clean paper, while others had inferior printing and paper quality such as children's alphabet books. Javed [43] used scanned images containing Urdu text as input and it was assumed that the images were kept proper during the scanning process to avoid skewness, noise and other distortions in the image. Khan and Khan [53] considered newspaper clippings as input images, that were converted into an editable form to be used on the notepad application. Chanda and Pal [50] digitized the images by an HP scanner at 300 DPI, whereas, Nazir and Javed [58] scanned Urdu document pages at a resolution of 200 dpi. In [58] , the pages were set to have fixed size text and had all the letter as well as diacritics were distributed among a variety of context. The document images were composed of single as well as multiple lines. Javed et al. [31] extracted three or more samples of each ligature from the text for the analysis purpose. 36 font sizes and Noori Nastalique font was used for printing the pages. After printing these pages were scanned at 150 dpi, and later segmented back into ligatures. Similarly, in another study, Javed and Hussain [57] used printed scanned document images at 36 font sizes.
Some authors used a combination of synthetic and real-world images with the OCR system. Shamsher et al. [32] and Ahmad et al. [40] collected a corpus of two set of images the computer-generated (synthetic) images and real-world images consisting of scanned Urdu documents. The documents did not contain any other language other than Urdu. Likewise, [33] used manually generated data and data scanned from different books and magazines. Rana and Lehal [59] , generated synthetic images of different font sizes i.e. 35, 38, 40, 50 and 55 for the primary components of the ligatures, having being formatted as bold or regular. A total of 1200 primary components were also scanned from books and the rest of primary components were generated synthetically. Khan and Nagar [45] proposed a system that was trained on samples that contained different sized documents having text from different writers. All the input data was resized to 250 × 250 and contained a single character or a single word. The overall scanning process was expected to be of high quality to avoid any skew correction.
When developing online character recognition systems, the input source is directly shifted towards usage of such equipment that can take input in real time such as a digitizing tablet. Similarly, for Urdu such digitizing tablets have been used for input strokes acquisition [62] , [64] - [67] . Shahzad et al. [62] extracted hand-sketched Urdu characters drawn on a Tablet PC. Correspondingly, [64] also used a combination of pen-tablet to collect the data. The data signal was stored as a binary file containing the coordinates information and the pressure point values, reducing the complexity of the recognition system. Jan, et al. [65] applied several pre-processing techniques before taking an input of the stroke trajectory to avoid noise due to the input device i.e. pen-tablet and hand movements. Similarly, Husain et al. [66] used a digitizing tablet for ligature acquisition. Each of the input strokes represents a ligature in its full form. The ligature is not broken into characters to avoid the errors associated with segmentation. Sardar and Wahab [67] proposed a methodology that works on both online and offline recognition, hence the input could be an image or given through an input device such as digitizing tablet. The different acquisition methods used by researchers is summarized in Table 4 .
B. PRE-PROCESSING
Pre-processing involves a series of operations that are carried out on the input image to make it more effective for later stages of the recognition and to improve the overall performance [2] , [69] . Pre-processing is used to remove any kind of distortions, quality breakdown, orientation issues that are introduced during the image acquisition phase. The decline in image quality introduces several problems in the text analysis. Therefore, the pre-processing phase is extremely significant and plays a huge role in the development of a successful recognition system. There are number techniques, such as, image thresholding, noise removal, smoothing, de-skewing, skeletonization, image dilation, normalization etc. that can be used for pre-processing [2] . The selection of the techniques depends on the nature and source of the images. The final outcome of the pre-processing phase is a quality image that is suitable for the segmentation phase. Some of the pre-processing techniques that are frequently used in an OCR system are discussed in the sub-sections below.
1) THRESHOLDING
The process of converting an RGB or Grey image to a bi-level image is known as thresholding [67] (see Figure 13 ). It is one of the simplest forms of image segmentation, that separates the foreground (actual text) from the background [70] . Thresholding makes the acquired image small, fast and easy to analyze by removing all the unnecessary color information. The acquired image may be in an RGB or indexed format, where each pixel holds certain color information. However, for an OCR system, this color information is not needed and therefore must be removed. If the image is converted into a grey scale image, some color information is removed but still, the image has unnecessary information. The grey scale image is therefore converted into a bi-level image, where each pixel can hold a value of 1 or 0 [43] . The thresholding algorithms can be further divided into two main groups i.e. global thresholding and local adaptive thresholding.
In global thresholding, a single threshold is generated for the entire image [71] . The global thresholding is computed by exploiting the grey level intensity of the image histogram. Images that have non-varying backgrounds are considered more feasible for global thresholding. The implementation of global thresholding is easier than the local adaptive thresholding. On the other hand, local adaptive thresholding is a far more complex but an intelligent technique as compared to the global image thresholding. Instead of selecting a single threshold for the entire image, it classifies every single pixel into the foreground and the background. It works well for images having a varying background. The classification for each pixel is performed by taking into consideration several properties such as the pixel neighborhood [71] . If the pixel in question is darker than its adjacent neighbors, the pixel is converted into black and vice-versa. The results for local adaptive thresholding are far more accurate as compared to the global thresholding algorithm.
2) NOISE REMOVAL
The acquired images are usually distorted with unwanted elements. The external disturbance that leads to the degradation of an image signal is known as noise. There are many sources of noise such as bad photocopying or scanning etc. One of the most popular types of noise is the salt and pepper noise.
3) SMOOTHING
Smoothing is a procedure in which unwanted noise is removed from the edges of the image. Mostly, morphological operations are used for the purpose of smoothing [24] . The morphological operation of dilation and erosion can be used for the purpose of smoothing. Other than erosion, opening and closing can also be applied for smoothing. The opening morphological operation opens small gaps between an object in an image. The closing morphological operation, on the other hand, works by filling all the small gaps between an object's edges in an image.
4) DE-SKEWING
Skewness of the document is when the lines of text become tilted. Skewness can be introduced a result of bad photocopying or scanning. Skewness leads to numerous problems in segmentation. Hence, the de-skewing process is applied to remove the skewness from an image [24] .
5) THINNING
Thinning, also known as skeletonization is a process of deleting the dark points along the edges of an object in an image. VOLUME 6, 2018 Thinning is performed till the object in an image is reduced to a thin line. The final thinned object is 1 pixel wide and henceforth known as the skeleton [27] . Thinning is a very important step of a recognition system and has many advantages. The skeleton of the text can be used to extract features like loops, holes, branch points etc. Thinning also reduces the amount of data to be handled.
6) RELATED WORK FOR PRE-PROCESSING
There are a number of techniques that can be used for pre-processing, such as, image thresholding, noise removal, smoothing, de-skewing, skeletonization, image dilation, normalization etc. Megherbi et al. [38] applied filtering, smoothing and thinning algorithms to remove noise from the input images and to reduce the overall variation in the thickness and slanginess of the different Urdu characters. Nawaz et al. [34] performed the conversion of a grayscale image into a binary image as well as removing noise i.e. salt and pepper noise from the images. The noise must be removed in order to avoid erroneous system classification and recognition. In [66] , smoothing process was used to remove hooks from the data. Usually, the data obtained contained irregularity such as hooks and erratic handwriting. These hooks occurred due to the pen up/down inaccuracies by inexperienced users when using the tablet. 2 to 3-pixel smoothing was applied to remove these issues. Khan et al. [36] removed noise from the images of 'TrainDatabase' and 'TestDatabase'. Usually, the salt and pepper or speckle noise were present in the scanned images. Jan et al. [65] , used different filters to remove unwanted data and to extract the data of interest. The proposed OCR system also used Ramer Douglas Peucker algorithm to reduce the total number of data points. Khan et al. [37] used a filtering technique for noise removal. Whereas, Global image thresholding was used for the binarization. The acquired images were also normalized, edges detected, skew was detected and corrected. For normalization, thinning process was applied and correlation approach was used for skew detection and correction.
Skew detection and correction were also used by [6] , for skew angle detection Hough transform algorithm was used. The image was rotated according to the detected skew angle. It was observed that the skew estimation method was font style and size invariant. The proposed skew estimation method could handle documents with angles between +45 • to −45 • and could compute skew angles with a tolerance of ± 0.5 degrees. Haque and Pathan [41] observed the input bitmap image to analyze skew or slant and remove it. Several other pre-processing processes were applied to the text images such as image binarization, noise removal, blur removal, thinning, skeletonization and edge detection. Likewise, [60] used smoothing, skew detection and correction, document decomposition, slant normalization etc. Tariq, et al. [35] performed skew detection and correction on the acquired image. This operation ensured that the image came into its original position when the user rotated the image. As a pre-processing, the soft converter also performs image binarization operation. In a study by Javed and Hussain [57] , document images were considered to be un-skewed and had less to no noise or distortion. First, the main bodies were extracted from the text lines within the image, next the baseline was detected. Once the main bodies were extracted, the skeletonization process was performed using the Jang Chin Algorithm. In Ahmed et al. [12] , primarily the pre-processing was performed by skew correction, slant correction, de-noising and finally the text normalization.
Chanda and Pal [50] used a histogram based method for thresholding and converting the input images into two tones binary image. The digitized image was further pre-processed to remove noise pixels and irregularities on the boundary of the characters. The images were smoothed out to remove the noise, since it may lead to undesired effects for the OCR system. Similarly, [42] performed image binarization, de-hooking and image smoothing operations. The input image obtained was converted into a binary image appropriate for the feature extraction phase. The input image in RGB format was first converted to a grey level image having pixel values between '0' to '255'. This grey level image was later converted to a binary image containing only two-pixel values i.e. '0' and '1'. Thinning or skeletonization was also applied to the binary image to make it one pixel wide and appropriate for feature extraction. Mukhtar et al. [54] and Sardar and Wahab [67] used a thresholding algorithm to perform binarization procedure, [54] also used a moment based algorithm was used for slant normalization whereas [67] used smoothing and noise removal. Iqbal et al. [44] , the pre-processing was divided into two phases: Binarization and Target Image Detection (TID). The first phase converted the image into binary form, while the second phase removed the unnecessary white pixels that surrounded the image.
Javed [43] proposed skeletonization and another preprocessing technique to detect the baseline for Urdu script that can be used to differentiate between the main bodies and the diacritics. The horizontal projection profile was used for baseline estimation, rows having the maximum number of pixels was set as baseline initially. However, it was observed that this may lead to problems such as the baseline was sometimes set towards the top of the line. To avoid this issue the maximum number of pixels were just computed from the lower half of the line. Also, instead of using a single row, 5 to 10 lines of the row were used as a band of baseline. Likewise, [63] proposed a unique baseline detection rule for handwritten input for Urdu script written in both Naskh and Nastalique writing styles. Different preprocessing steps are required to minimize the unnecessary components in handwritten strokes, and to work with a vast variety of writing styles. Locally Minimum Enclosing Rectangle (MER) was used for baseline detection, using three primary strokes. Ul-Hasan et al. [9] , each text line image was resized to a fixed height to extract the baseline information. In a study by Nazir and Javed [58] , document image binarization was performed as well as baseline detection. The row containing the maximum number of pixels was marked as the baseline after line segmentation phases. Patel and Thakkar [46] rescaled each text line image to a fixed height to obtain baseline information. This baseline information is used for distinguishing characters.
To eliminate the possibility of overlapping, characters in words and sub-words, [40] stretched the words images horizontally to make space between two connected characters (see Figure 14) . Khan [64] used downsampling and discarding to remove the repeated sample records for each character. Due to the wide variations in the writing speeds of the uses, the sample rate is not constant. However, a tablet has a constant temporal data rate. This leads a large number of samples to be processed at specific locations that may have already been used to process multiple samples, leading to erroneous values for feature extraction. The different pre-processing techniques used by researchers is summarized in Table 5 .
C. SEGMENTATION
Dividing a source image into sub-components is known as segmentation [25] . Segmentation is used to segment and locate the text when used in Optical Character Recognition system [27] . Segmentation process for a page image can be divided into three levels as shown in Figure 15 . The page decomposition is known as level 1 segmentation. Page decomposition refers to the separation of text components from other elements within the source image. A source image may contain different types of elements such as tables, figures, header, footers etc. The initial step in page decomposition is identifying the different elements within the source image and dividing it into rectangular blocks. Next, each block is given a label such as a table, text, figure etc.
Once the text has been extracted, further processing can be carried out only on the text portions [24] .
The next process after page decomposition is the line level 2 segmentation. One of the most common methods for line segmentation is horizontal projection profile. For horizontal projection profile, the pixel values along the horizontal direction of text image are summed up. Each value of the horizontal projection profile corresponds to the total number of foreground images in that row of the text image. One of the most natural choice for line segmentation is the horizontal projection profile, however, there are some other methods too such as grouping, stochastic, smearing and Hough transform. Zero height valleys in the horizontal projection profile correspond to the whitespaces between the text lines.
Once a text document is segmented into lines, next, text segmentation is carried out into subsequent characters, ligatures or words, known as level 3 segmentation. Text segmentation for an OCR system can be divided into two main types i.e. the holistic approach and the analytical approach [2] (see Figure 16 ). 
1) ANALYTICAL APPROACH
Analytical approach refers to the recognition of text by splitting it into characters. Further, the analytical approach can be divided into two main types i.e. explicit segmentation and implicit segmentation.
Explicit segmentation explicitly divides handwritten or printed text into characters. Great success has been achieved when using explicit approach for character segmentation [6] , [39] - [41] , [43] , [72] . However, this method is prone to errors and requires extensive knowledge of a characters start and end points. Using this start and end information the characters are recognized and isolated, following the segmentation procedure is carried out. Detection of the start and end points is prone to error due to size variation, complexity and placement of characters. There are also numerous techniques to perform implicit segmentation, this may lead to oversegmentation and under-segmentation.
Text is segmented into a very small number of segments that are based on the component classes of the alphabet in implicit segmentation. Hence, the implicit approach uses a concept of over-segmentation. Implicit segmentation is also referred to as recognition based segmentation and has been used successfully in several studies [12] , [46] - [49] . Segmentation and recognition, both processes of OCR are done in parallel in implicit segmentation. Implicit segmentation may pose challenging when deciding the total number of segments. Fewer segments leads to efficient computation but widely written words will not be covered.
More segments means more computationally expensive, increasing the junk segments that may also be modelled by the OCR recognizer [73] .
2) HOLISTIC APPROACH
When an OCR system recognizes text at word or ligaturelevel it is known to be using the holistic approach [17] . Over the years the holistic approach has gained immense popularity due to its upfront solution by avoiding any character-level segmentation [14] , [17] , [74] - [76] . Document image segmentation is one of the most significant task in document recognition (printed and handwritten). The overall accuracy of an OCR system is immensely dependent on the correct segmentation of the recognition units (character, ligature or word). As stated earlier, Urdu Nastalique script is highly cursive and context-sensitive in nature, having a lot of overlapping issues. Therefore, a proper segmentation algorithm is required that is robust enough to handle the complexities associated with Urdu script. Two of the most popular methods among researchers for ligature segmentation is the projection profile based method and connected component analysis.
3) RELATED WORK FOR SEGMENTATION
Segmentation is one of the most crucial stages in the optical character recognition process. Though considerable research has been carried out using both the holistic and analytical approaches, it's still not mature enough. Limited datasets have been used for holistic approaches. To evaluate and compare the existing algorithms and techniques, benchmarks and large datasets should be used. The segmentation based approach including the implicit [9] , [12] , [46] - [49] , as well as explicit [6] , [39] - [41] , [43] segmentation, have been proposed by many researchers. However, over the years the researchers are shifting towards a more realist option of using a holistic approach for segmentation. Some of the popular studies for both explicit and implicit segmentation strategies are given in Table 6 . Numerous researchers focused on using connected component approach for holistic recognition of Urdu text [14] , [17] , [43] , [58] , [60] , [67] , [75] - [78] . Husain [60] presented a method for recognition of cursive Urdu Nastalique script using connected component analysis. The overall, connected component labeling was divided into two steps. First, the secondary components (Dots, Tay, Hamza and Mad) were separated from the base ligatures. Several features; solidity, number of holes, axis ratio, moments, eccentricity, curvature, normalized segment length, ratio of height and width of bounding box were analyzed to separate the special ligatures from the base ligatures. Second, the special ligatures were associated to the most feasible neighbouring base ligatures. No segmentation accuracy was reported for the proposed segmentation. Identically, [43] , acknowledged those connected components that lie on the baseline as main bodies of the ligature and the rest were considered as dots or diacritics. Sardar and Wahab [67] suggested an algorithm that extracted the connected components by reading text from right to left. Moreover, all connected components were analyzed and certain rules were applied to form the final ligature. The proposed algorithm achieved an accuracy of 98.86% for extraction and association. In [14] , first extracted the baseline position using the maximum horizontal projection row. Following, all connected components were extracted and separated into primary and secondary. All those components that didn't touch the baseline were considered as dots or diacritics. Dots and diacritics were then associated to their respective ligature using horizontal span of each secondary component on the baseline. Nazir and Javed [58] used horizontal projection profile for baseline identification. All components that lie on the baseline are considered as ligatures. A size threshold was set to separate the ligatures from the diacritics. Vertical projection of start and end point of diacritics was studied for ligature association. Whereas, [75] proposed a line and ligature segmentation algorithm for Urdu printed Nastalique text. For ligature segmentation, connected components were analyzed, extracted and associated. The proposed ligature segmentation algorithm examined height, width, coordinates, centroids and baseline information, leading to 99.80% accuracy. Similarly, [76] , segmented text line into ligatures using primary (main body) and secondary (dots and diacritics) ligatures. Ali et al. [77] , proposed segmentation phase for an OCR system that had two main steps, dividing the text into lines and further lines into ligatures. The first step was achieved using horizontal projection profile and for second step connected component analysis was used. The system was trained on 23204 ligatures. In [78] , a ligature based OCR system was suggested by first separating the text into primary ligatures and diacritics. Once segmented, right-to-left HMMs were used for recognition purposes. The system was tested on 2017 high frequency ligatures. Similarly, [17] , separated the secondary components from the main body and used HMM for training and recognition. The system achieved an accuracy of 97.93% for a total of 2000 ligatures.
Projection profile based textual image segmentation is also one of the most famous methods among researchers. In 2016, [79] presented a novel segmentation approach for Urdu Nastalique ligature recognition using projection profile. The proposed method was tested on a total of 300 ligature samples achieving segmentation accuracy of 91.3% and diacritic association accuracy of 78%. Similarly, [50] also used vertical projection profile for word segmentation followed by feature extraction.
Husain et al. [66] identified a total of 250 base ligatures and 6 secondary stroke ligatures used a novel algorithm for online ligature segmentation. Whereas in [63] , a segmentation free hybrid approach was proposed for online Urdu handwritten script using HMM and fuzzy logic. Javed and Hussain [57] used the baseline to separate the diacritics from the main bodies and later extracted the main bodies. Some of the notable contributions used for holistic text segmentation are given in Table 7 . 
D. FEATURE EXTRACTION
When the input to an algorithm is extremely large and redundant for processing, then it can be transformed into a reduced set of parameters known as features. The features collectively are known as a feature vector. After pre-processing and segmentation, a feature extraction technique is required to extract distinct features, followed by classification and an optional post-processing phase. The primary goal of feature extraction phase is to capture the necessary characteristics of all the text VOLUME 6, 2018 elements i.e. characters or words [27] . Features hold great significance, since, it may directly affect the efficiency and recognition rate of an OCR system [80] . The total number of features, quality of features, dataset along with the classification method are said to contribute towards an effective OCR system (see Figure 17 ) [80] . Feature extraction is broadly divided into two main categories i.e. the feature learning as used by [48] and feature engineering approach as used by [81] . If features are automatically identified and extracted by it is known as feature learning approach. When hand-crafted features are identified and extracted it is known as feature engineering approach. Following feature extraction, sometimes we may need to get a reduced or subset of the initial features, a task achieved through feature selection process.
1) FEATURE LEARNING APPROACH
Feature learning enables generation of a large number of features from the data itself [82] , it may improve the overall performance of the classification algorithms. Such systems are particularly valuable when such specialized features are needed that cannot be created by hand. Mostly with feature learning, unsupervised machine learning algorithms are used that trains on several layers of features to learn multilevel representations [83] . Feature learning can be supervised or unsupervised. Supervised feature learning deals with labeled input data, for e.g. supervised dictionary learning and neural networks. The labeled data allows the system to learn when the system fails to produce the correct label. Whereas, unsupervised feature learning deals with unlabeled input data, for e.g. matrix factorization [84] , clustering [82] and auto-encoders [85] .
2) FEATURE ENGINEERING APPROACH
When using hand-crafted features, some parameters need to be considered such as its quality, quantity, usefulness, distinctiveness and effectiveness. There are numerous features associated with each character in an Urdu alphabet. For optical character recognition system, it is necessary to observe techniques that achieve maximum recognition using simplest and minimum features. The hand-crafted features can be classified into three types [24] , [86] .
3) STRUCTURAL FEATURES
Structural features are based on topological and/or geometric properties of characters such as loops, wedges, start point, end point, branches, crossing points, horizontal lines, vertical lines, number of endpoints., horizontal curves at top or bottom etc. [24] , [25] , [40] , [87] . The structural feature requires knowledge about the structure of character or the knowledge about the strokes and the associated dots that make up the character. In case of Urdu character recognition, structural feature extraction is extremely difficult since the shape of characters varies according to its neighborhood.
4) STATISTICAL FEATURES
Statistical features are related to the distribution of pixels in an image [69] . Few popular methods to extract statistical features are zoning, projection profiles and crossing and distances. Statistical features are easy to detect and are not affected by noise or distortions as compared to structural features. Statistical features provide low complexity and high speed to some extent, they also provide some level of font invariance. Statistical features may also be used for dimension reduction of the feature set.
There are different methods to extract statistical features such as zoning, crossing and distances, and projections [87] . The statistical feature can be further classified into first-order, second-order and higher order statistical features. First-order features compute properties of only individual features such as average and variance. Second-order and higher-order statistical features compute interactions between two or more pixel values that are occurring at specific locations relative to each other.
Zoning feature extraction is a popular statistical feature extraction method. The character image is divided into a pre-defined number of zones and from each zone, a feature is selected [69] . The zones might be overlapping or nonoverlapping, the character strokes in different zones are analyzed. The image is usually divided into 2 × 2, 3 × 3, 4 × 4 etc. zones.
Counting the number of transitions from the background to the foreground pixels in a character image is known as crossing. In crossing the transitions are computed along the vertical and the horizontal lines. Along the horizontal lines of an image, the distance calculated the distance of the first pixel detected from the lower and upper boundaries in an image.
For each character image, vertical and horizontal vectors are generated for each pixel in the background. The total number of times a character stroke is intersected by any of the vectors is used as a feature.
5) GLOBAL TRANSFORMATION AND SERIES EXPANSION
These features present the image as continuous signals that contain more information and its features can be used for classification. Some of the famous features extracted are Fourier transforms, Gabor filter and transform, wavelets, Zernike moments and Karhunen-Loeve (KL) Expansion [69] , [87] . Global transformation first transforms the image representation into such a form i.e. a signal so that relevant features can easily be extracted. There are numerous ways to represent a signal, such as a linear combination of a series of simpler smaller signals, known as series expansion. Some of the most common global transform and series expansion are discussed below.
Fourier transform feature uses a magnitude spectrum of measurement vector in an n-dimensional Euclidean space as a feature vector. Fourier transform holds great significance due to its ability to recognize characters that have shifted its position by observing the magnitude spectrum. On the other hand, Hough transform is used to find parameter curve of characters. It is also used as a technique for baseline detection in text documents. Gabor transform is a special form of Fourier Transform. In Gabor transform a windowed Fourier transform is applied to a character image. The window size is not discrete and is stated by a Gaussian function [69] . Wavelets allow the representation of a signal at different levels of resolutions, hence, a series expansion technique. Finally, an Eigenvector analysis technique also known as Karhunen Loeve Expansion is used to reduce feature dimension by created new features from linear combinations of the original features. Moment features such as Zernike moments are image size, rotation and translation independent. Zernike moments are invariant descriptors for an image. The overall shape of an object is described in a compact way using only a small subset of value.
6) RELATED WORK FOR FEATURE EXTRACTION
Over the years researchers have experimented vastly with the feature engineering approach, suggesting handcrafted features for text recognition. The recent feature learning approaches have also been utilized by several researchers, and are usually used with datasets that are extremely large and complex.
Ahmad et al. [40] extracted simple topological features from characters. These topological features included the width, number of holes, height of the holes and the direction of holes. In [41] , a unique set of features were extracted from the Nastalique characters and named it as the Nastalique feature set FS = Height, Thickness, Angle, Rotation. Hussain, et al. [42] extracted more than twenty-five different features such as height, width, loops, curves, cross, endpoints, and joints during the extraction phase. These features were processed to be used for the final character recognition. Contrarily, [35] calculated three different features from each character i.e. the height, width and the checksum. The width of the character was calculated by counting the total number of black pixels in the image from left to right direction. Similarly, the height of character was calculated by counting the black pixels from top to bottom. Finally, the X checksum calculated the total number of black pixels making up the character body. Mukhtar et al. [54] extracted structural features, concavity features and GSC features from normalized character images. Structural features were computed from the image, examining the gradient direction. The concavity features extracted captured the image density and the stroke information. GSC feature was represented by a 512-bit binary vector.
The feature detection methods of contour and topological are claimed to be robust but simple. Chanda and Pal [50] proposed contour and water reservoir based features. For identification of English characters, it was observed that the upper portion of the top reservoir was not open, however, for Urdu characters it was open. Similarly, the reservoir was also computed from the right direction and the water flow levels were noted. Also, the normal distance was computed between the water flow line and the right side of the bounding box. It was observed that for Urdu character this distance was three times greater than the stroke width, however, for English, it was not true. Likewise, [6] extracted topological, contour and water reservoir based features from individual characters. The topological features used were holes, total number and position of holes, the ratio of hole height to the character height, number of different components in the character. Contour features included the different profiles obtained from a portion of a character's contour. There was numerous water reservoir based features extracted such as numbers, position, height, water flow and direction of water low, and the ratio of reservoir height to the component height. Similarly, [14] extracted contour from each ligature sample. Further, each ligature shape was described using a descriptor that was termed as the 'shape context'. To extract the contour a logical grid was applied to the ligature image. Next, the transition points from black to white and/or from white to black were considered as the contour points. El-Korashy and Shafait [56] used the shape features as given by [14] as shown in Figure 18 . However, some more features were added to the feature vector, such as size and the location of the dots, size features like width, height and aspect ratio were also used. Naz et al. [47] extracted 12 statistical handcrafted features from the text lines by sliding a window over it. These features were not language or script dependent and were extremely simple to compute and work with. The features extracted were vertical and horizontal edges, foreground pixels, intensity features, projection features and GLCM Features. In [49] statistical features extracted were vertical edges intensities, horizontal edges intensities, foreground distribution, density function, intensity features, mean and variance of horizontal projections, mean and variance of vertical projections, GLCM features and center of gravity X and Y. The features VOLUME 6, 2018 were extracted by sliding a window of size 4 × 48 from rightto-left on the text line. The results showed that the proposed features significantly reduced the labeling errors. In [63] , a total of twenty-six time-variant structural and statistical features were extracted such as cusps, lines and loops based on the fuzzy logic from the base strokes.
Shamsher et al. [32] extracted simple features from all the characters. Once the characters were detected their pixels were copied to a simple matrix and 4 extreme points were detected. In the first pass the top, right and left extreme points were detected. In second pass, only the bottom extreme point was detected. While, Nawaz et al. [34] extracted chain code from each input image. The chain code was calculated by scanning the input image and calculating the string of on and off pixels. This chain code is used in the recognition phase to match column by column with every character calculated chain code for class identification. Khan, et al. [36] proposed to extract a matrix L (MxM) for each image of the 'TrainDatabase' as well as the 'TestDatabase'. Eigenvectors and Eigenvalues were calculated for each image of these databases. M' Eigenvector was selected such that it had the highest Eigenvalues. Khan et al. [37] used three different feature extraction techniques, namely, the Hu moments, Zernike moments and the principal component analysis. Hu moments of order 2 to 9 were used. Whereas, Zernike moments were used to calculate the Euclidean distance between the character to be recognized and the training image. Megherbi et al. [38] proposed and defined a unique set of seven fuzzy features to recognize the Urdu characters. Javed [43] Proposed an OCR system that first applied the process of skeletonization on the main bodies of the objects and then extracted region-based features from the objects.
Handcrafting features can be an extensive task for an extremely diverse dataset. In such situation, the entire image pixels can be taken as features. In studies [9] , [12] , and [46] raw pixel values were extracted as used as features, no other sophisticated features were tested. Similarly, in another study Naz et al. [48] employed a five-layered CNN model for extracting abstract and generic features from 60,000 handwritten digit images from the MNIST database. The first layer of the CNN extracted information from the raw pixels of the image such as the edges, lines and corner information. Features were selected from the first convolution layer in form of convolution kernels (K1-K6).
There are numerous features that can be extracted from the text images. Such as, a cross-correlation was used by Sattar et al. [51] for recognition of the character shapes. The character codes were written in a sequence into a text file as characters were found during the recognition phase. In [52] , simple height and width features were extracted from the main bodies of the ligatures. C 4.5 algorithm was used to evaluate the significance of both the height and width. It was found that the width was more significant, it was used for dividing the training data into four subclasses. Khan and Khan [53] proposed a novel technique that utilized the point feature matching, SURF features. Point feature matching uses point correspondence between the target and the reference image for detecting objects. A total of 100 strongest SURF feature points were found in the reference image and 300 strongest points were found in the target image. However, Lehal and Rana [55] experimented with different feature extraction techniques. They used a combination of DCT, Gabor filters and zoning features. For Gabor filter, the word image was normalized to 32 × 32 pixels and partitioned into 16 sub-regions of 8 × 8 size. The images were convolved with symmetric and odd-symmetric Gabor filters. Higher value DCT coefficients were extracted in a zigzag fashion and stored a feature vector of size 100. For zoning features, the image was divided into 3 × 3, 4 × 4 and 7 × 7 zones. For each zone, the percentage of black pixels were calculated and various experiments were done. Nazir and Javed [58] extracted a feature vector that contained the code of the mark, base and the diacritics associated with them. Whereas, [59] used DCT, Gabor, gradient and directional features for the classification of the primary components. Husain [60] extracted features in two stages, first features were extracted only from the special ligatures i.e. solidity, number of holes, axis ratio, eccentricity, moments, normalized segment length, curvature, the ratio of bounding box width and height. In the second stage, twenty new features were added to the feature vector of the base ligature, which was done to associated special ligatures to the base ligatures. In [17] , a model was proposed that used features capturing projection, concavity and curvature information. Right-toleft sliding windows were used to extract this information from the ligatures and feed it for training. Javed et al. [31] extracted diacritic dependent feature vector. If a diacritic was detected then the vector was '0', else if there was no vector present then after detecting it the vector was set to '1' Whereas, [62] extracted a feature vector after careful analysis of the Urdu characters. They extracted a set of Rubine features i.e. length of the bounding box diagonal, angle of the bounding box diagonal, distance between the first and last point, cosine of the angle between the first and last point, sine of the angle between the first and last point, total length of the primary stroke, total angle traversed, sum of absolute value of angle at each point, sum of the squared value of those angles from the primary components. Also, separate features were extracted from the secondary strokes that included the number, length, positioning and Number of dots in secondary strokes. Khan [64] used a multilevel one-dimensional wavelet analysis with Daubechies wavelet (db2) at level 2 to form the feature vector. In [65] geometric invariant features that were font, scale, rotation and shift invariant were extracted i.e. cosine angles of trajectory, discrete Fourier transform of trajectory, inflection points, self-intersections, convex hull, radial feature, grid (orthogonal and perspective), and retina feature. A feature vector was extracted by [66] , the stroke (x, y) coordinates, chain codes and unique features for every stroke were detected. Total 20 features were extracted from the base strokes that included start vertical, end vertical, Horizontal R2L, Horizontal L2R, Hedge, Curve L2R, CurveR2L, loop flag etc. 6 features were extracted from the secondary strokes. Sardar and Wahab [67] extracted five features from single ligature and characters. Four features were extracted using 3 types of sliding windows. These sliding windows computed the ratio between the white and black pixels. One feature was extracted using the Hu Invariant Moment. While [45] extracted and created vectors from the binary images, SOM model was used to captures the invariant features of Urdu script. Some of the notable contributions using different features are given in Table 8 .
E. CLASSIFICATION AND RECOGNITION
Classification can be defined as a computational process that sorts images into groups/classes according to their similarities. Classification is a significant application of image retrieval. Classification simplifies searching through an image dataset to retrieve those images with particular visual content. All classification algorithms assume that the image in question depicts one or more features (e.g., geometric) and that each of these features belongs to one of several distinct and exclusive classes.
Classification algorithms typically employ two phases of processing: training and testing [88] . In the training phase, the characteristics of typical image features are isolated. Based on the image features a unique description of each classification category, i.e. training class, is created. In the subsequent testing phase, these feature-space partitions are used to classify image features.
Two similar concepts i.e. machine learning and deep learning have been on the rage in the research communities during the past several years. Deep learning is not new, but recently have gained hype from the research community and is getting more attention. Below both, the concepts have been explained, along with the related studies in Urdu Optical character recognition systems.
1) TRADITIONAL MACHINE LEARNING
Machine learning is a field of artificial intelligence that aims to mimic intelligent abilities of the humans by machines [89] . Machine learning involves the important queries and procedures needed to make the machines capable of learning. It is difficult to define learning precisely since it covers a broad range of processes. In most dictionaries, the phrases used for its definition are ''to gain knowledge,'' ''understanding of'' and ''to gain some skill by study, instruction, or experience". Some of the famous traditional machine learning techniques used with the character recognition systems are Neural Network, Support Vector Machine, K-Nearest Neighbors, Bayesian Classification, and Decision Tree Classification. Machine learning can be divided into two major types. However, there are some other types of machine learning techniques also available, such as, reinforcement learning, semi-supervised learning and learning to learn.
Supervised machine learning involves inferring a function from labeled training data [90] . In supervised learning, we work with a pair of input and its desired output. Supervised learning algorithms analyze the training data and produce a function. If the function has been inferred correctly it can then be used to correctly determine the future unseen input instances. Supervised learning is concerned with classification or regression. The primary goal is to enable the computer to learn a classification system that has been created by users. Character and digit recognition systems are famous examples of classification based learning.
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Classification based learning is applied to any problem where classification is useful and easier to determine. However, classification is not always supervised, unsupervised learning may also be used for classification problems. Some of the renowned supervised learning algorithms are Neural Networks, Naive Bayes, Nearest Neighbor, Regression models, Support Vector Machines (SVMs) and Decision Trees [91] .
Comparatively, in unsupervised machine learning, the major goal is to enable the computer to learn how to do something, without telling it how to do it. Unsupervised learning is much harder than the supervised learning. Unsupervised learning involves finding structures in unlabeled data [90] . There are two approaches to unsupervised learning, first, clustering which includes k-means, mixture models and hierarchical clustering. Second, feature extraction techniques for e.g. independent component analysis, non-negative matrix factorization, and singular value decomposition. Some of the unsupervised learning algorithms are Neural network based approaches for meeting a threshold, Partial based clustering, Hierarchical clustering, Probabilistic based clustering, and Gaussian Mixture Models (GMM).
2) DEEP LEARNING
Widely accepted, the deep learning is taken as a recently developed but important part of a broader family of machine learning methods [92] . Deep learning architecture are also used for performing classification tasks. Some differences between the deep learning approach and the traditional machine learning approach are discussed in the subparagraphs given below in this section.
The performance of a classification algorithm highly depends on the features that have been identified and extracted. Traditional machine learning methods use the feature engineering approach to extract features for classification [93] . Whereas, deep learning automatically finds out and extracts the raw pixels as features for classification. When hand-crafted features are used for classification, it is known as feature engineering. In feature engineering, the domain knowledge is put into use for feature creation and extraction [93] . Feature engineering may pose to be difficult, expensive and time-consuming in terms of knowledge. Once the features have been identified they are hand-coded as per data type and domain. Hand-engineered features can be of different types, such as shape, pixel values, position, textures and orientation. Deep learning on the other hand automatically extracts high-level features from the data [94] . Hence, the task of finding and extracting unique features for each problem are subsided. For example, the famous, Convolution Neural Network learns different low-level features such as lines and edges from an object in its early layers, it then learns medium-level features and later the final high-level representation is learned.
The performance of deep learning increases as the scale of data increases [94] . For smaller datasets, deep learning algorithms don't perform that well. A large amount of data is required by deep learning algorithms to understand the data perfectly. Contrarily, traditional machine learning methods perform well for smaller datasets, its performance is not affected by larger datasets.
The traditional machine learning algorithms can work well on low-end machines. On the other hand, deep learning algorithm requires high-end-machines to process and classify the data. GPU (Graphical Processing Unit) is capable of carrying out a large amount of matrix multiplication operations, it is an essential requirement for the working of deep learning [95] .
The traditional machine learning algorithms usually break down a problem into sub-parts before solving it. There are usually two steps involved, object detection and recognition. Deep learning, on the other hand, solves the problem without sub-dividing it into sub-parts. It provides an end-to-end solution for problems.
The traditional machine learning algorithms take less time to train, probably, from few seconds to maybe few hours. Whereas, deep learning algorithms comparatively take a long time to train due to its large number of parameters. However, the traditional machine learning algorithms such as K-NN may take more test time.
Deep learning architectures give excellent results, having near human perfection. But with deep learning, it's not possible to understand why has it given this much accuracy. The information about the nodes that were activated is known and can be mathematically found but the work of neurons and their modeling strategy is unrevealed. Hence, the results can't be interpreted. Traditional machine learning algorithms, however, allows you to easily interpret the results and also gives clear rules, suggesting what was chosen and why did it choose it.
3) RELATED WORK FOR CLASSIFICATION AND RECOGNITION
Machine learning and deep learning both are very similar, but more recently, deep learning has gained immense hype among the research community. Traditional machine learning methods like SVM, k-NN, Template matching, Decision Tree etc. is being overtaken by the not so traditional high computation deep learning, such as the LSTM, Auto-encoders, Deep Belief Networks, Deep Neural Networks etc. Here, different classifiers are discussed in perspective of the script connectivity used by the recognition system i.e. isolated or cursive (analytical/holistic).
Neural Networks are extremely complex structures but performance and recognition wise they are remarkable. Several authors opted to develop recognition systems for isolated Urdu handwritten or printed characters using the neural network. Shamsher et al. [32] used supervised learning and Feed Forward Neural Network for training and testing. The prototype of the system was tested on printed Urdu characters and achieved an accuracy of 98.3% on an average. Likewise, Tariq et al. [35] used Neural Network for constructing an OCR, named Soft converter. The prototype of the system had an accuracy rate of 97.43%. In [38] a two-stage neural network was used to classify 36 Urdu characters and reported a high recognition accuracy. The classifier consisted of a multi-hidden-layers Back Propagation Neural Network architecture for classification of Urdu characters within a subclass. Khan [64] used a Back Propagation Neural Network classifier was used for single stroke Urdu characters written in their initial half form. It was tested on 3600 instances of Urdu letters written in their initial half forms, achieving an overall accuracy of 91.3%.
Contrary to the complex neural network architectures, other traditional machine learners like HMM, k-NN, SVM, principal component analysis, decision tree, K-SOM, linear classifiers and template matching has also been reported to give good results. Akram et al. [33] presented an HMM technique to be tested on single Urdu character ligatures, the system achieved a recognition rate of 96% for scanned data and 98% for manually generated data. Khan et al. [36] proposed an OCR system for Urdu script using the Principal Component Analysis. The recognition accuracy reported for noise-free images was superior, while for noisy images the recognition rate dropped. Overall 96.2% accuracy was reported for character recognition, the system was implemented using the MATLAB tool. Khan, et al. [37] used decision tree from classification, specifically the decision tree J-48 algorithm. The system was tested on 441 handwritten and machine written Urdu characters and accomplished a recognition rate of 92.06%. Hussain, et al. [42] recognized the segmented characters in two steps, first by categorizing the different shapes for the same character into 33 classes using the auto-clustering technique, Kohonen SelfOrganizing Map. Next, in feature extraction, the 25 extracted features were once again processed for the final recognition. The system was tested for 104 segmented characters and was fully capable to recognize it. In [54] OCR system was evaluated on a dataset of about 1300 handwritten words. For classification k-NN and SVM was used, achieving an accuracy on an average of 70% for top choice and 82% for top three choices. Likewise, Lehal and Rana [55] used SVM, k-NN and HMM classifiers for training. The proposed system was capable of recognizing 9262 Urdu ligatures with more than 98% recognition accuracy. In [65] linear support vector machine was used for training and testing, giving a 97% classification accuracy and a very low false rejection rate on the test data. Nawaz, et al. [34] implemented a system and tested it for different types of fonts using pattern matching and it achieved an accuracy of 89% for the isolated character with 15 char/sec recognition rate. Similarly, [61] applied template matching technique to different sentences of Urdu script having 72 font sizes. All identified objects were saved as templates on basis of comparison to other templates already available in the dataset. Whereas, [53] used a point feature matching technique i.e. SURF for feature extraction, classification and recognition. The system was tested on 20 newspaper clippings that had 177 objects and achieved a recognition accuracy of 93%. Hussain et al. [52] analyzed the tesseract engine for the recognition of Nastalique Urdu language. The original tesseract system was reported to have 65.59% accuracy for 14 font sizes and 65.84% accuracy for 16 font sizes. While the modified system outperformed the original system and improved the recognition from an average of 170 milliseconds to 84 milliseconds. The system was trained using 14,750 main body images for 14 and 16 font sizes separately achieving an accuracy of 97.87% for 14 font sizes and 97.71% for 16 font sizes. Some of the notable contributions for isolated character Urdu OCR are given in Table 9 .
Analytical recognition system for Urdu printed text has using Neural Networks has obtained phenomenal results on standard Urdu datasets like UPTI. Ahmad et al. [40] used Neural Networks for training different forms of a character. The system was tested on synthetic images as well as real-world images obtaining an accuracy of 93.4%. In [39] a Feed Forward Neural Network was used to train 56 different classes of the 41 characters, each having a total of 100 samples. The prototype of the system was implemented in MATLAB, having 70% reported accuracy on the average. Whereas, [12] investigated the performance of recurrent neural network (RNN) for cursive and non-cursive scripts. Bidirectional Long Short-Term Memory (BLSTM), a variant of RNN was used for evaluation on Latin as well as Urdu script. A special layer Connectionist Temporal Classification (CTC) was used for sequence alignment. The character recognition accuracy for non-cursive Latin script was 99.17% for the UNLV-ISRI dataset. For cursive Urdu, without position information, the accuracy reported was 88.94% and for the position, accuracy was 88.79%, evaluated on unconstrained datasets. Similarly, in [9] a variant of LSTM, i.e. a Bi-directional LSTM was evaluated online images from the UPTI dataset. The system was evaluated for characters by ignoring its shape and by considering the shape. An error rate of 5.15% for the first case and 13.6% for the second case was evaluated. Patel and Thakkar [46] used multidimensional BLSTM and ANFIS method. The ANFIS method learned different membership functions and rules from the data. This adaptive network was composed of nodes and directional links, providing a relationship between the inputs and the outputs. It was evaluated on the UPTI dataset, achieving recognition error rate of 5.4%. Likewise, [47] proposed a system that extracted statistical features and fed it to multi-dimensional long short-term memory recurrent neural network (MDLSTM RNN) with a connectionist temporal classification (CTC) output layer. The CTC layer was used to label the character sequences. The system was evaluated on the standard UPTI dataset having 10,000 lines written in Nastalique font. Overall the system gave promising recognition rate of 96.40%. Naz et al. [48] extracted invariant features using the Convolution Neural Network and then fed these features to the Multi-dimensional LSTM (Long Short-Term Memory) for learning. Experiments were carried out of UPTI dataset and achieved an accuracy of 98.12%. In [49] high accuracy was achieved for Urdu Nastalique using statistical features and multi-dimensional long shortterm memory. The system was evaluated on the Urdu Printed Text Images dataset and achieved a good recognition accuracy of 94.97%. In another study by Naz et al. [96] , zoning features were used in combination with a 2-Dimensional LSTM, achieving an accuracy of 93.39%.
Several other methods have also been used for character level recognition system. Haque and Pathan [41] proposed a finite state Nastalique text recognizer had the following two components: Character Shape Recognizer and Next-State Function. When the recognition process is carried out the character codes were stored in a text file. These text files were later concatenated in the sequence as the ligatures were found. In [30] , a segmentation based technique was used for recognition of Urdu Nastalique text using the HMM classifier. The OCR system was tested on 79093 instances of 5249 main body classes and achieved an overall recognition accuracy of 97.11%. The system was also tested on document images extracted from different books and achieved main body accuracy of 87.44%. Whereas, [6] implemented a feature based tree classifier. The system was tested on 3050 printed Urdu characters and numerals, it was reported to achieve an accuracy of 97.8%. Javed [43] used HMM technique to make ligature independent OCR system for Urdu Nastalique script using the HMM technique. For testing and analyzing different words were extracted from the Nokia dictionary. Three or more samples of each word were taken, that was written in Noori Nastalique font with the font size of 36. For each letter accuracy was calculated separately, overall on average an accuracy of 95.76% was attained for a total of 2898 characters. Similarly, the system was also analyzed for a total of 1692 ligatures achieving an accuracy of 92.73%. In [44] template matching was used for identification of character within the image. After identification, the Roman Urdu character corresponding to the Urdu Nastalique character in the image was selected. Khan and Nagar [45] proposed an algorithm based on the Kohonen SOM algorithm for recognition of Urdu characters. The training set was composed of 200 samples while the testing set was composed of 800 samples. The recognition rate of 79.9% was reported for the first choice and about 98.5% for the top three choices. Some of the notable contributions for cursive character Urdu OCR are given in Table 10 .
Ligature based OCR systems have gained immense popularity recently. Javed and Hussain [57] proposed a Hidden Markov Model and a rule-based post-processor system that achieved an accuracy of 92.73% for printed and then scanned Urdu document images having 36 font sizes. In [17] , Hidden Markov Model (HMM) was used to train the system. It was evaluated on 2000 frequently occurring Urdu ligatures and got a recognition rate of 97.93%. Equally, [31] used HMM for recognition of Urdu ligatures. A total of 3655 ligatures were tested and 3375 ligatures were accurately identified, giving an overall accuracy of 92%. Razzak et al. [63] used a hybrid HMM and fuzzy logic classification technique for large and complex data recognition. The proposed OCR system was evaluated on 1800 ligatures and obtained an accuracy of 87.6% and 74.1% for Nastalique and Naskh, respectively. Whereas, [76] presented an OCR system that relied heavily on the statistical features and employed Hidden Markov Models for classification. A total of 1525 unique high-frequency Urdu ligatures from the standard Urdu Printed Text Images (UPTI) database were considered in the study. Hidden Markov Models were trained separately for each ligature. The system gave an overall ligature recognition rate of 92%.
Tree-based classifiers have also been tested for word and ligature based recognition systems. Chanda and Pal [50] applied a binary tree classifier on 8011 words, out of which Urdu words were 3210, English 2738 and Devanagari were 2063. Overall the accuracy of the system was 97.51%. The highest accuracy was reported for Urdu script of 98.09%. The confusion rate for the proposed system was 0.78%. In [56] Nearest Neighbour and Random Forrest classifier were used to evaluate the system. First, spectral hashing was carried out and the accuracy of the system was measured and accuracy of 81.5% was achieved. Second, Random forest classifier was used for identification of different ligatures, such as onecharacter, two-character, and three-or-more character ligatures. An accuracy of 98% was achieved using the Random forest for single character ligatures. Likewise, [62] used a weighted linear classifier for training and classification. The proposed concept was integrated into an application used for aiding people in learning the Urdu language. Five Samples Of 38 Urdu characters were used for training the system. An accuracy of 92% was obtained for Urdu native writers. While an accuracy of 73% was reported for non-native Urdu writers.
K-NN, SVM and correlation methods have also given high accuracies for text recognition. In [59] SVM and k-NN classifier were used to train and recognize 11,000 Urdu ligatures. An overall accuracy of 90.29% was reported for Urdu text images. Sabbour and Shafait [14] evaluated the performance of the system for both Urdu and Arabic script. After segmentation, the unknown ligatures from the dataset were classified in the training phase using the k-NN, k-Nearest Neighbor. The performance of the system for Urdu clean text was 91% and for Arabic text was 86%. However, [67] used K-Nearest Neighbors (k-NN) algorithm for features matching and applied Euclidean distance with 10 nearest neighbors. A total of five features were extracted independently by the k-NN. Overall the system gave a recognition accuracy of 97.12% different printed and handwritten documents of different fonts and script. Whereas, [51] proposed an algorithm based on correlation for printed Nastalique text. Experiments were carried out on a small subset of text and overall the recognition results obtained were very encouraging. Nazir and Javed [58] proposed a methodology for the processing and recognition of diacritics based Nastalique Urdu script. The system was capable of recognizing invariant cursive texts of 48 font size. Overall an accuracy of 97.40% was reported for the proposed new technique, correlation method, based recognition of 6728 main Urdu ligatures.
Husain [60] used 200 carefully selected ligatures for training a back propagation neural network and got an accuracy of 100%. A total of 34 features were fed into the neural network, having 34 inputs, 65 hidden neurons and 45 output neurons. Correspondingly, [66] presented the design of an online Urdu VOLUME 6, 2018 handwriting recognition system that used a BPNN for the classification of every stroke to its respective class. A total of 850 single characters, 2 characters and 3 character ligatures were fed to the BPNN for classification. All these ligatures formed approximately 50000 words. A recognition rate of 93% was reported for base ligatures and a recognition rate of 98% was reported for secondary strokes. A stacked denoising autoencoder for automatic feature extraction from raw pixel values of ligature images [97] . Different stacked denoising autoencoders were trained on 178573 ligatures having a total of 3732 classes. For training and testing the un-degraded (noise free) UPTI (Urdu Printed Text Image), data set was used. Overall the recognition accuracy for the system was in the range of 93% to 96%. Ahmad et al. [98] proposed a Bidirectional long short-term memory (BLSTM) architecture for recognition of Urdu Nastalique sentence images. A gated BLSTM (GBLSTM) model for recognition of printed Urdu Nastalique that incorporated raw pixel values as input was used. The model was trained and tested on the un-degraded version of UPTI dataset achieving an accuracy of 96.71%. Some of the notable contributions for ligature based Urdu OCR are given in Table 11 .
F. POST-PROCESSING
Post-processing is the final stage of an OCR process, it includes tasks which aims towards the improvement or correctness of classification and recognition of the system [99] , [100] . The chosen classifier might not produce accurate results for an image. Hence post-processing might be required. It may include different processes such as grammar correction, spell-checking, text-to-speech conversion and improving the overall recognition rate and output.
VII. URDU DIGIT RECOGNITION SYSTEMS
A lot of research work has been done for recognition of numerals from different languages like English and Chinese [101] . However, very limited research has been carried out for the recognition of numerals for alphabets of Farsi, Arabic and Urdu. Urdu numerals are composed of different curves and line segments and written using old Arabic script. The numerals for Urdu are similar to that of the Farsi script, however, commonly old Arabic numeral form is used for writing it instead of Urdu numeral form. Ansari and Borse [102] proposed a research for OCR of handwritten Urdu Digits. In the pre-processing stage, different processes were applied to the Urdu digit images, such as gray level image conversion, image thresholding, median filtering, and image normalization (64 × 64). For feature extraction, different types of Daubechies Wavelet transform and zonal densities from different zones of images were used. Back Propagation Neural Network was used for classification of the digits. The proposed system was tested on 200 samples of each digit, a total of 2150 samples, and achieved recognition accuracy of 92.07% on average. A digit training and testing sample is given in Figure 19 . In [103] a handwritten Urdu Character recognition technique was presented based on Zernike invariants and SVM as the classifier. Zernike moment invariants were used for feature extraction, overall 22 features were extracted from each numeral. Support Vector Machine (SVM) was used for classification and got a success rate of 96.29%. The problem of handwritten offline numerals was addressed by Uddin et al. [104] . A novel approach of Non-Negative Matrix Factorization (NMF) was proposed in the research. A twopage form was developed to get the input of Urdu numerals from a variety of people. Numerals from the first page of the form were used for training. Numerals the second page were used for testing. The pre-processing stage involved various steps, noise removal, locating the rectangular boxes, and numeral isolation from the form images, padding the numerals with appropriate margins to preserve its orientation and resizing the numeral images to 175 × 175. Overall the system achieved an accuracy of 86% for nearly 1600 pages. Some of the notable contributions for Urdu numeral recognition systems are given in Table 12 .
VIII. CONCLUSION AND FUTURE DIRECTIONS
In this extensive literature study, it has been found that this research area is relatively new and wide open for research and development. Its effective implementations can lead to numerous applications in the future. The literature for Urdu optical character recognition is reviewed thoroughly to conclude by identifying the knowledge gaps and figuring out the future research and development in the field. Overall the literature reviewed is based on different categories and phases of the OCR system i.e. image acquisition, pre-processing, segmentation, feature extraction, classification and recognition. Significant conclusions are drawn from the addressed literature. The image acquisition phase is highly related to the type of OCR system being used. Since there are very few online recognition systems for Urdu script, very few digitizing tablets have been used for input in image acquisition phase. Pre-processing step of thresholding is most frequently used when developing OCR systems for Urdu script. Offline Urdu character recognition systems are extremely complex, most of which have been used for recognizing isolated non-cursive Urdu text. Comparatively, the segmentation-free systems i.e. holistic systems are very scarce. If the recognition system deals with ligatures, it's more appropriate to extract features that are not concerned with the structure of the text, since, there are a lot of variations. Due to large number ligatures in Urdu text, it's more appropriate to do clustering to identify the appropriate number of textual classes.
Looking in depth into the literature several suggestions can be drawn for the future research. The extensive review of the literature has led to identifying several open problems. The possible solutions and future directions to tackle each problem for Urdu optical character recognition have also been given in this section. Some of the open problems are given below.
• Test Datasets: The existing studies for Urdu Nastalique have been trained and tested on small datasets.
• Labeling: How to label characters when it possesses different shapes at different positions and due to neighboring characters?
• Segmentation: Urdu script is highly cursive in nature, how to make sure the text recognition system is capable of performing segmentation without affecting the original text?
• Feature Extraction: What type of features can be used for effective ligature recognition?
• Classification: How to decide which algorithm works best for ligature based recognition systems? Most of the existing Urdu Nastalique based recognition systems have been trained and tested on small datasets. Standard datasets need to be created, maintained and followed to evaluate the all the research studies in future. Labeling of data is an important pre-requisite for supervised learning.
It's extremely intensive job to manually label characters for large dataset due to the variations of character's shape within the ligature or word. As a solution, labeling any dataset with ligatures is more accurate and easier. Another problem is that of text segmentation, Urdu text written in Nastalique is extremely cursive, this gives rise to several issues during the development of Urdu recognition system dealing with analytical segmentation. This problem can be tackled by shifting the focus towards segmentation-free/holistic ligature based recognition systems. Automated Feature learning is an extremely time-consuming process, instead, hand-crafted manual features can be used since it delivers the same results but with less processing. Many of the prevalent studies for character-based recognition systems also heavily rely on hand-engineered feature extraction methods. In hand engineered features, the structural features deal with the overall structure of the character and may seem inappropriate for ligature based recognition system due to being large in number and huge variations in its character shapes. In its place, statistical features can be easily extracted easy without having to know the structural information of characters within the ligature. In future, experiments should be carried out using traditional machine learning and the recent deep learning methods to improve the overall recognition rate for Urdu Nastalique calligraphic style. He has also been a Trainer at HRDC where he gives training on computer packages and data analysis tools to professionals from various government and public-sector organizations. Major areas of his research are multimedia, digital image processing, and network-on-chip.
