In this paper we consider a tandem queueing model for a sequence of multiplexers at the edge of an ATM network. All queues of the tandem queueing model have unit service times. Each successive queue receives the output of the previous queue plus some external arrivals. For the case of two queues in series, we study the end-ta-end delay of a cell (customer) arriving at the first queue, and the covariance of its delays at bOI.h queues. The joint queue length process at all queues is studied in detail for the 2-queue and 3-queue cases, and we outline an approach to the case of an arbitrary number of queues in series.
Introduction
In this paper we consider a queueing model for a sequence of multiplexers at the edge of an ATM network, Our main goal is to study the influence of the interference of traffic streams on the cell delay in tile multiplexers. In particular, the end-to-end delay of a cell and the covariance between the delays of a cell in successive queues are derived.
The basic model is a discrete-time model and consists of two queues in tandem, both with unit (deterministic) service time. The output of the first queue enters the second queue. In bOI.h queues t here are external batch arrivals. So the input process of the second queue consists of the interference of an internal sequence of cells and an external sequence of cells (see Fig. 1 ).
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External arrivals at the two queues in successive time slots are assumed to be independent and identicaJly distributed in each time slot. However. within a time slot the arrivals at the two queues may be correlated. Cells are served in first come first served order. Furthermore we assume that, when cells arrive simultaneously at the second queue. external arrivals are served before the cell coming from the first queue.
We look at the system at discrete time points 11. n =U. 1. 2, .... Cells arriving in the time slot (n -1. n) are taken into account only at. time n. The cell which is served in the time slot (11 -1. J7) is 1I0t. t akell into account at time n.
We are interested in the following three quantities:
• The joint queue length process in the two queues.
• The end-to-end delay of a cell arriving at the first queue.
• The covariance between the delay in the first queue and the delay in the second queue of a cell arriving at the first queue.
In section 2 we derive an expression for the generat.ing function ¢(81' 82) of the stationary distribution of the joint queue length process. The expression for ¢(81, 82) is in terms of 1/;(81,82), the genera ting function of the joint arrival process, and u, the solution for fixed 82 of the equation 81 = 11'(81,82)'
In section 3 we study the end-to-end delay of an arbitrary cell arriving at the first queue. In section 4 we use the results of section 3 to calculate the covariance between the delay in queue 1 and the delay in queue 2 of a cell arriving at the first queue. A numerical example which provides some insight into the covariance between the delays in successive queues is given. In the example, the input of the first queue consists of two independent Bernoulli streams and in the second queue there is interference of another independent Bernoulli stream, see Fig. 2 .
In section 5 we compare the mean delay in the model with two queues in series with the mean delay in a corresponding model with only one queue.
Because of the bursty arrival processes occu:-ring in ATM networks, we drop the assumption of independence of arrivals in sllccessive slots in section 6. The dependence is modelled by Markov modulation.
Finally, in section 7 we extend the analysis of section 2 to a model with more than two queues in series.
We finish the introduction by giving a short review of related literature. In Morrison [4] the joint queue length process of the basic model mentioned before is analysed. In section 2 we briefly give Morrisons analysis. In [4] only the model with two queues in tandem and independent arrivals in successive time slots is considered. In I\10rrison [3] so-called concentrating rooted tree networks of discrete-time single server queues with unit service time are considered. It is shown that the network of queues may be replaced by a single queue, which has the same output as the queue at the root of the tree. The result is applied to the case of several queues in tandem. This leads to an expression for the generating function of the queue length distribution in individual queues (not of the joint queue length distribution) in the case that arrivals to different queues are independent.
In Kaplan [1] and Shalmon and Kaplan [5] a related queueing system in continuous time is considered. In [1] only two queues in tandem are considered, whereas in [5] more than two queues in series are considered. The external arrivals to the different queues are given by independent Poisson processes. An expression is given for the steady-state joint Laplace Stieltjes transform of delays in the successive queues that a certain cell stream passes. As a special case this result contains the steady-state Laplace Stieltjes transform of the end-to-end delay of a cell arriving at a certain queue.
The joint queue length process
Let (Y1(n), y 2 (n)) be the number of external arrivals to the two queues in the n-th time slot with, for all n, generating function
Let furthermore (Xi n ), X~n)) denote the contents of the two queues at time n, with generating function (2) If the mean total input rate is less than one, i.e. E(Y1(n) + yin)) < 1, then one can show (see Morrison [4] ) that a stationary distribution of the joint queue length process exists. Let 1[.J denote the indicator function. From the equations 
where the subscript i denotes differentiation with respect to the i-th variable.
Because the term between square brackets in (6) does not depend on 81, we have
Rewriting (5) gives
Now we use that, by Rouche's theorem, the equation S1 -'ljJ(Sl, S2) = 0, for fixed IS21 < 1, has a unique root within the unit circle, say a = a(s2)' Since the function ¢(S1,S2) for IS21 < 1 is analytic, also the righthandside of (8) must be zero for Sl =u. Hence we have
It remains to determine the constant ¢(O,O). Letting S2 -> 1 in (9) and using
Furthermore, by letting S2 -1 in (8) we get the well-known result for the generating function of the stationary queue length distribution of a single queue
Combination of (7),(8),(9),(10) and (12) gives liS an explicit expression for the generating function ¢( Sl , S2), i.e. we have
In particular, for the generating function of the stationary queue length distribution in the second queue we have
For the mean content EX1 in queue 1 we find
For the mean content EX 2 of queue 2 we find the following expression:
Differentiation of (1' = .,p((1',82) yields and hence
So far we followed the analysis by I\'Iorrison [4] . In the rest of this paper we shall concentrate on the following four questions:
• What is the end-to-end delay of a cell arriving at the first queue?
• What is the covariance between the delay in queue 1 and the delay in queue 2 of this cell?
• Can one extend the result t.o syst.ems where t.he arrivals in successive time slots are dependent?
• Can one extend the result.s to systems wit.h more than two queues in series?
End-to-end delay
Let J{ be an arbitrary cell arriving at the first. queue. In this section we shall concentrate on the end-to-end delay of J(. As preparation, we first study the joint distribution of VI, the number of cells arriving before J{ in the same time slot as J{ at the first queue, and V 2 , the number of ext.ernal cells arriving in the same time slot as J{ at the second queue. Let. ,(81,82) = E(8fl 8~2) be the generating function of the joint distribution of (Ul, V 2 ). 
The lemma follows by a straightforward calculation from (20) and (21).
In particular, for the first moment of [11 and U 2 we find 
Proof: We have
and
Now the results follows analogous to formula (5) . (Remark the resemblance between (3), (4) and (25), (26) 
where yJi), i = 1,2, ... , are i.i.d. random variables with generating function ?jJ (1, s) . Equation (28) follows by changing the order of service in the second queue. In the first time slot after the time slot in which K arrives, one of the cells present in the second queue, if any, is served. In subsequent time slots cells arriving from queue 1 at queue 2 are immediately served in queue 2. Hence the only cells present in queue 2 at the arrival moment of K at queue 2, are those already present at the end of the time slot in which K arrived at queue 1, possibly -1, plus the external arrivals to queue 2 during the stay of K in queue 1. (Remember that we assume that, when cells arrive simultaneously at the second queue, external arrivals are served before t.he cell coming from queue 1.)
From (28) we have 00 00
Combination of the Lemma's 1,2 and 3 gives an expression for X(SI' S2) in terms of 4>(SI, S2) and ?jJ(SI' S2)' Furthermore, for the end-to-end delay Z =
ZI + Z2 with generating function T(S) := E(sz), we have 7(S) = X(s, s).

Covariance between delays
The result in the previous section enables us to find an expression for the covariance between the delay in queue 1 and the delay in queue 2. We have
Of course £(1'2) = t'J2(1. 1) is a known quamity. for the other three quantities we find after tedious calculations and
+~t' J2(1.1)llJ,lld1.,:) +~1:'2(1.1)11-'11(1.1)2
Remark that the formulas become much simpler in t.he ca"e that the arrival processes to the two queues are independent.
Next we use a simple example to provide some insight into the correlation between delays in successive lj,ueues, We assume that a Bernoulli stream with parameter p passes two queues, In bot.h queues t here is interference of one other stream. These interfering streams are also Bernoulli streams with parameter ql and q2 respectively, see We are interested in the correlation of the delavs in the two queues of an arbitrary cell arriving at the first queue. For COV(Zl,Z2) and Var(Zl) (= VarXd expressions were found before. Similarly we can find an expression for Var(Z2)' For this example some results are shown in Fig. 3 and Fig. 4, see page 19 . In both figures p, i.e. the load of the main stream, equals 0.25. In Fig. 3 we vary the load of the interfering stream in queue 1 for some fixed values of the load of the interfering stream in queue 2. In Fig. 4 we vary the load of the interfering stream in queue 2 for some fixed values of the load of the interfering stream in queue 1. Remark that in the figures the range over which the parameters ql (in Fig. 3 ) and q2 (in Fig. 4 ) vary, is not fixed. For example in Fig. 4 if ql =0 .25, .
q2 varies from 0 to 0.5, whereas if ql = 0.74, q2 varies from 0 to 0.01. From the figures we conclude the following:
• As expected the correlation between the delays is always positive.
• Both when q2 is varied and when qj is varied the correlation first increases, then reaches a maximum and finally decreases again.
• In moderate traffic the correlation is not very large (:5 0.25).
• When the load in queue 1 is high and the load of the interfering stream in queue 2 is small the correlation can be large (> 0.4).
• When the load in queue 2 tends to 1 the correlation tends to O. This can be explained by the fact that the load in queue 1 stays away from 1. Therefore the delay in queue 1 remains finite, whereas the delay in queue 2 tends to infinity. Hence the deJay in queue 1 has hardly any influence on the delay in queue 2.
• When the load of the interfering stream in queue 1 (resp. queue 2) equals othere is no delay at all in the first (resp. second) queue and hence the correlation equals O.
Comparison of mean delays
In this section we compare the mean delays in the following two models. In the first model a certain stream (called a-stream) passes two queues in tandem, with an interfering stream (called b-stream) in the second queue. In the second model both the a-stream and the b-stream are input streams of a single queue. Let EZ denote the mean delay of an arbitrary cell of the a-stream in the single queueing model and let EZ 1 , resp. EZ 2 , denot.e t.he mean delay of an arbitrary cell of the a-stream in the first, resp. second, queue of the tandem queueing model. To make the comparison fair, we assume in both models that in the case of simultaneous arrivals, cells of the b-stream have priority above cells of the a-stream. 
Lemma 4 For the quantities EZ, EZ 1 and EZ 2 , we have
EZ _ E[(Yl + Y2)(Yl + Y2 -1)] E[Yl(Yi -1)] E[Yl Y2J - 2(1 -E1\ -EY 2 ) + 2EY l + EY l ' E[Y l (Y l -1)J EZ l = 2EY l (1 -EYd' EZ = 1-EY 2 [E[Y IY = 0] _ EY] + E[Y 2 (Y 2 -1)] 2 EY l 1 2 1 2(1 -EY 1 -EY 2 ) E[YI Y 2 J 1 -EY 2 E[Y 1 0' 1 -1)] EY 2 (1 -EY2 ) + 1-EY l -EY 2 EY 1 + 2(1-EY 1 -EY2) EY 1 (I -EY 1 )(30)EZ -EZ = 1 -EY 2 [E[Y IY, = 0] _ EY _ E[Y 1 (Y l -I)J]
2(1-EY 1 )
We conclude that in the case of independent arrivals (i. 
<1>(1)(SI,S2) ) <1>(SI,S2)= ,0..(2)(
) .
'¥
SI, S2
Then we can prove the following analogon of (5) in the case of Markov modulated arrivals: In order to determine the boundary vector <1>( 0, S2) we need the following lemma (see Khamisy and Sidi [2] ). In [2] a single server queue with two priority classes is considered. The analysis of this model leads to a similar equation as (41) and hence several lemmas proved in [2] are also useful for the analysis of our model.
1
\I1(SI, S2){ -[<1>(SI'
82
\I1(SI, 0)[\11(0, O)t l <1>(O, 0).
Lemma 5 For a given
has exactly two solutions Uk = Uk(S2), k = 1,2, in the unit circle lSI I < 1.
\Ve can rewrite (41) in the form where
Since <1>(1)(81,82) is analytic in the disk Is;! < 1, i = 1,2, and J{(Uk, 82) = 0 for k = 1,2, we have
from which the boundary functions <1>(j)(0,8:d, j = 1,2 can be expressed as functions of <1>(j)(0, 0), j = 1,2. We could also use the equation for <1>(2)(SI' S2) instead of <1> (1)(SI' S2) to obtain the boundary [unctions <1>(j)(0, 82), j = 1,2, but this leads to the same results (i.e. the equations are linear dependent).
Finally we have to determine the constants <1>(j)(0, 0), j = 1,2. Let 7rj be the limiting probability of the underlying Markov chain in state j, j = 1,2, i.e.
Then we have the normalization condition
Furthermore we need the following lemma (see Khamisy and Sidi [2] ) 
1lJ(2)(s, s)]+(1-I'1 -1'2)1lJ(1)(S, s)IlJ(2)(S, s) =°(
48)
has exactly two solutions 1, a =a(s), in the unit circle lsi~1.
Since <1> (1)(s, s) is analytic in the disk 181~1 we have 
The model with nl0re than two queues
In this section we show that the analysis of section 2 can be generalized to models with more than two queues in series. We mainly restrict our attention to a model with three queues. The analogon of formula (5) 
and differentiation of (52) and (53) For four or more queues, a similar approach should be followed. The analogon of (5) and (50) does not yield the joint queue length distribution that has been derived in the present paper, it does contribute to one's understanding of the tractability of the analysis of this tandem model. 
