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Recent advances in automatic speech recognition are accom-
plished by designing a plug-in maximum a posteriori decision rule
such that the forms of the acoustic and language model distribu-
tions are specified and the parameters of the assumed distributions
are estimated from a collection of speech and language training
corpora. Maximum-likelihood point estimation is by far the most
prevailing training method. However, due to the problems of
unknown speech distributions, sparse training data, high spectral
and temporal variabilities in speech, and possible mismatch be-
tween training and testing conditions, a dynamic training strategy
is needed. To cope with the changing speakers and speaking
conditions in real operational conditions for high-performance
speech recognition, such paradigms incorporate a small amount of
speaker and environment specific adaptation data into the training
process. Bayesian adaptive learning is an optimal way to combine
prior knowledge in an existing collection of general models with
a new set of condition-specific adaptation data. In this paper,
the mathematical framework for Bayesian adaptation of acoustic
and language model parameters is first described. Maximum a
posteriori point estimation is then developed for hidden Markov
models and a number of useful parametric densities commonly
used in automatic speech recognition and natural language pro-
cessing. Other methods can be combined with Bayesian learning
to enhance adaptation efficiency and effectiveness and, therefore,
improve speech recognition performance. The same methodology
and the set of Bayesian learning techniques can also be extended
to other real-world pattern recognition problems.
Keywords—Acoustic modeling, adaptive decision rule, auto-
matic speech recognition, Bayes’ predictive classification rule,
Bayes’ risk consistency, Bayesian learning, conjugate density,
expectation maximization, hidden Markov model, incomplete data
problem, language modeling, maximum a posterior, maximum
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I. INTRODUCTION
Modern automatic speech recognition (ASR) technology
(e.g., [12], [13], [78], [7], [134], [104], [81], and [36]) is
based on an information theoretical view of the generation,
acquisition, transmission, and perception of speech (e.g.,
[7]). Fig. 1 (adopted from B.-H. Juang’s keynote speech
in NNSP’96 [88]) shows a conceptual model for speech
generation and signal capturing. Starting with a message
from a message source, a sequence of words is formed
through a linguistic channel. Different word sequences will
sometimes convey the same message. It is then followed by
an articulatory channel, which converts the discrete word
sequence into a continuous speech signal . Speaker effect,
which accounts for a major portion of the speech variabili-
ties including speech production difference, accent, dialect,
speaking rate, etc., is added at this point. Additional speech
distortion is introduced when the speech signal passes
through the acoustic channel, which includes the speaking
environment, interfering noise, and transducers used to
capture the speech signal. This acoustic realization is then
passed through some transmission channel before it reaches
a speech recognition system as an observed signal .
For speech understanding, we are interested in recovering
the underlying message from a given signal . On the
other hand, for speech recognition, which is the focus of
this paper, our goal is to “recognize” the word sequence
from the signal . This can also be considered as a decision
problem, i.e., based on the information in and the other
relevant aspects of the problem, we attempt to make the best
inference, in some sense, about that is embedded in .
To simplify our discussion, we view each possible word
0018–9219/00$10.00 © 2000 IEEE
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Fig. 1. Communication theoretic view of ASR.
sequence as a class. Let us assume there are in total
unique classes. Therefore, speech recognition amounts to
finding some optimal decision rules for classification of the
observation into one of fixed classes. Depending on
the evaluation criterion, there exist many decision rules. Not
all of them are of equal value in practice. Because of the
different sources of variability, as shown in Fig. 1, the speech
signal is usually featured by uncertainty, variability, lack
of determinism, and stochasticity. This makes the statistical
pattern-matching paradigm a natural choice for formulating
and solving the ASR problem. If the joint distribution
is specified exactly, the Bayes’ decision rule (e.g.,
[42], [142], and [95]) is implemented as follows:
(1)
with being the recognized sentence. This decision rule is
known to be optimal for minimizing the decision risks. Due
to the complex channel interactions in Fig. 1, it is unlikely
that we have complete knowledge to specify the joint distri-
bution of and .
For real-world practical ASR problems, it is also difficult
to characterize the individual channels in Fig. 1. A simplified
source-channel model, as shown in Fig. 2 is usually adopted
as follows.
1) The joint distribution is decomposed into
two components, and , known as an
acoustic model and a language model, respectively.
The former evaluates the likelihood of the observation
assuming the word sequence is given, and the
latter computes the language probability of .
2) The forms of and are assumed
parametric probability density functions (pdfs), i.e.,
and , respectively.
3) The parameters and of the above distributions are
to be estimated from some training data by using some
particular point estimation techniques.
Therefore, all the contributions of the intermediate channels,
such as articulatory, acoustic, and transmission channels, are
lumped together as a noisy channel. Speech recognition is
now solved as a channel decoding problem in which channel
Fig. 2. Source-channel model of ASR.
modeling, which includes acoustic and language modeling
from some training data, becomes a critical issue. With
these simplifications, the most popular way to solve the
ASR problem is to use the well-known plug-in maximum a
posteriori (MAP) decision rule (e.g., [42], [142], and [95]):
(2)
where and are the estimated parameters obtained during
training and is the recognized sentence during testing.
This decision rule, derived from the optimal Bayes’ decision
rule, is also widely used in many other pattern-recognition
applications.
To implement the plug-in MAP decision rule, there are
three major research areas: 1) search procedures that find the
optimal solution from the large class space; dynamic pro-
gramming (DP) and delayed decision approaches are com-
monly employed; 2) speech feature representation, which
extracts relevant speech parameters that are easy to model,
less susceptible to measurement noise and distortion in ad-
verse conditions, and give high discrimination power; and 3)
acoustic and language modeling that choose the set of units
to model and the algorithms to estimate the parameters and
. In this paper, we concentrate our discussion on the third
issue of density parameter estimation.
Currently, the most widely adopted and the most suc-
cessful modeling approach to ASR is to use a set of hidden
Markov models (HMMs) as the acoustic models of subword
or whole-word units, and to use the statistical -gram
model or its variants as language models for words and/or
word classes. The readers are referred to good tutorials in
[133] and [79] for an introduction to the above approaches
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and their applications. By using the above-mentioned
plug-in MAP decision rule, it has been repetitively shown
by experiments in the past three decades that given a large
amount of representative training speech and text data, good
statistical models of speech and language can be constructed
to achieve a high performance for a wide range of ASR
tasks. This has given the speech research community a cer-
tain level of confidence in believing that the discrete HMM
(DHMM, e.g., [107]), the tied mixture or semicontinuous
HMM (TMHMM or SCHMM, e.g., [16] and [67]), and the
mixture Gaussian continuous density HMM (CDHMM, e.g.,
[85] and [132]), together with -gram models (e.g., [60]
and [93]), provide a good approximate parametric forms
for and , respectively. Although these
models are apparently imperfect, they are mathematically
well defined and capable of simultaneously modeling both
the spectral and temporal variation in speech. They are also
well thought of because they both fit into the framework
of finite-state representations [111] of knowledge sources
so that the speech-recognition problem can be solved as a
network search problem over a complex network represen-
tation of speech and language. In addition, new models are
constantly being explored (e.g., [38], [61], and [129]). Based
on the belief that these acoustic and language models are
good approximates, the maximum-likelihood (ML) estimate
for the HMM parameters [14], [112], [85] and -gram
model parameters (e.g., [79]) has been the most popular
parameter-estimation method.
However, due to many problems, caused by incorrect
model specification and the curse of dimension in estimating
a large number of parameters with only a limited amount
of training data, there is often an observed performance
degradation when using ML estimators in cross-condition
testing. One major reason lies in the possible mismatch
between the underlying acoustic characteristics associated
with the training and testing conditions. This mismatch may
arise from inter- and intraspeaker variabilities, transducer,
channel, and other environmental variabilities, and many
other phonetic and linguistic effects due to task mismatch.
To bridge this performance gap, one possible solution is
to design a speech-recognition system that is robust to
the above types of acoustic mismatch, and this has been a
long-standing objective of many researchers over the past 20
years. Another way to reduce the possible acoustic mismatch
is to adopt the so-called adaptive learning approach. The
scenario is like this: starting from a pretrained (e.g., speaker
and/or task independent [66], [105]) speech-recognition
system, for a new user (or a group of users) to use the system
for a specific task, a small amount of adaptation data is
collected from the user. These data are used to construct an
adaptive system for the speaker in the particular environment
for that specific application. By doing so, the mismatch
between training and testing can generally be reduced and
the speech-recognition performance is greatly enhanced.
The topic of HMM parameter estimation and adaptation
is one of the most fruitful areas in the field of automatic
speech recognition in recent years. Key technical advances
are summarized in the roadmap shown in Fig. 3. We will
come back to discuss this roadmap in more detail later.
Roughly speaking, there are two major classes of adaptation
techniques, namely, 1) direct classifier parameter adapta-
tion, which adapts the HMM parameters through Bayesian
learning, such as MAP estimation (e.g., [102], [55], [56],
and [69]); and 2) indirect classifier parameter adaptation
through estimation of some transformation or structure
parameters (e.g., [49]), using ML or MAP estimation. These
two types of adaptation techniques for HMMs are illustrated
in Fig. 4.
Bayesian adaptive learning is an optimal way to combine
prior knowledge in an existing collection of general models
with a new set of condition-specific adaptation data. How-
ever, when too many parameters need to be adapted at the
same time while too little adaptation data is available, one
often relies on an auxiliary structure with less parameters
to be adapted. The most often used structure is through an
affine transformation such as finding linear regression trans-
formation of the mean vectors of the original HMMs. Both
maximum-likelihood linear regression (MLLR [109], [39])
and maximum a posteriori linear regression (MAPLR [154])
have been adopted with good success. Joint Bayesian adap-
tation of both HMM and transformation parameters has also
been developed [155]. It is believed that further advances will
be made in the area of adaptation and compensation in order
to improve the robustness and performance of speech-recog-
nition system.
In this paper, we attempt to explain, from a statistical
decision point of view, why the pattern-recognition ap-
proach to ASR works so well in certain conditions, and
more important, why it does not work as well in many other
situations. The rest of this paper is organized as follows. In
Section II, the rationale for using the decision theoretic ap-
proach to designing plug-in MAP decision rules for the ASR
problem is presented. In Section III, general issues regarding
estimation of acoustic and language model parameters are
addressed. Adaptive point estimation will be justified. In
Section IV, MAP estimation, which is a prevailing Bayesian
learning paradigm in speech recognition, is formulated
for some popular acoustic and language models. The key
issues of prior density specification and hyperparameter
estimation will also be discussed. Besides batch adaptation,
on-line incremental adaptation is of practical importance
and requires a new recursive Bayesian learning and prior
evolution formulation, which is developed in Section V. In
Section VI, some ML and Bayesian learning algorithms
for structure parameters are presented. Through a small set
of structure parameters, these techniques are designed to
enhance learning efficiency and effectiveness, especially for
cases with only sparse adaptation data but a large number
of classifier parameters needs to be adapted. In Section VII,
we briefly discuss the dual issue of unsupervised adaptation
and decision rule compensation. Many algorithms originally
developed for adaptation can be extended to compensation
and vice versa. It is important to know how adaptation
techniques can be used to improve robustness and compen-
sate for performance degradation in real-world, operational
ASR systems. In Section VIII, we present some recent
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Fig. 3. Advances in estimation and adaptation of HMMs.
advances in extending plug-in MAP decision rules to new
classification rules, such as minimax classification [122] and
Bayesian predictive classification [74], [83]. Adaptation and
compensation techniques can also be incorporated into this
new class of recognition algorithms. Finally, we summarize
our findings in Section IX.
II. STATISTICAL DECISION THEORY
In its simplest form, let us assume that pattern recog-
nition problem of interest is to classify a given observed
signal into one of classes, , where
denotes the set of classes.
In the case of speech recognition, a class may
be of any linguistic unit, e.g., a phoneme, syllable, word,
phrase, semantic concept or attribute, sentence, etc. The
signal is usually a feature vector sequence extracted
from a speech utterance. Let us assume that belongs to a
suitable signal space . The pattern-recognition problem
is, in principle, equivalent to finding a decision rule in
a set of possible decision rules , such that ,
or simply
for and (3)
with being one of the possible class labels in . In
this case, the decision space of the deci-
sion rule is the same as the . A decision rule
implies a mapping from the sample space to the class label
space. This mapping is known as a nonrandomized decision
rule [48]. Define to
be a subset of corresponding to the region of being
mapped as class with the decision rule . Then the
1244 PROCEEDINGS OF THE IEEE, VOL. 88, NO. 8, AUGUST 2000
Fig. 4. Direct and indirect adaptation of HMMs.
construction of a decision rule amounts to finding a parti-
tion of the
observation space under the following constraints:
for (4)
There may exist an infinite set of decision rules for the same
given classification problem. Not all of them are of equal
value in practice though. To determine whether a decision
rule is “good,” one has to agree on a reasonable set of cri-
teria for assessing the “goodness.” Let us show one possible
formulation by using the classical statistical decision theory
pioneered by Wald [171] and developed by many others (e.g.,
[48] and [42]).
A. Optimal Bayes’ Decision Rule for Known Distributions
Let us view and an observation as a jointly dis-
tributed random pair , whose joint pdf is denoted
by . In the so-called sampling paradigm, we
can decompose into a product of the class prior
probability and the class conditional pdf ,
i.e., . One way of formalizing a
goodness criterion is to use the knowledge of the possible
consequences of the decisions. Often this knowledge can
be quantified by assigning a loss that would be incurred for
each possible decision. Let be the loss function
associated with making a decision if the true class is
. One would like the loss function to have the following
property:
(5)
If we assume the true distribution is known, then
the conditional and marginal distributions, namely, ,
, , and , can be calculated. Now we can
define the total risk for a decision rule as an




where denotes mathematical expectation with re-
spect to the distribution of . The above total risk can
be used as a measure of the quality of decision rules. Usually
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the less the total risk, the better is the decision rule. In this
framework, the issue of constructing an optimal decision rule
becomes the following risk minimization problem:
(9)
This optimization can be solved by minimizing the expres-
sion in the square brackets in the above equation. It is clear
that the solution leads to the following optimal decision rule:
(10)
which is also known as the Bayes’ decision rule. The re-
sulting minimum total risk
(11)
is called the Bayes’ risk. This risk value is the best that can
be achieved if the distribution is known.
In speech recognition, a reasonable option is to assume
that every misclassification of is equally serious, thereby








Therefore, in the case of the 0–1 loss function, the total risk
is the unconditional error probability, which is apparently a
good measure of the quality of decision rules for the ASR
task. The optimal decision rule under the minimum
classification error (MCE) criterion with the 0–1 loss func-
tion is then solved as such that
(15)
which is also known as the MAP decision rule.
In summary, in constructing these optimal decision rules,
it was assumed that complete prior information about the
classes is known, i.e.:
1) the observation space is given;
2) the loss function is given;
3) the true pdf or and are
known.
Under these assumptions, the optimality criterion is the min-
imization of the risk functional , and the optimal de-
cision rule is the Bayes’ decision rule.
B. Plug-In Decision Rule for Unknown Distributions
In practice, we know neither the true parametric form of
the joint distribution nor its true parameters. We
shall say that we have prior uncertainty [95] in this case.
If we have some labeled independent training sample set,
, we can reduce the prior
uncertainty by constructing a decision rule from . The deci-
sion rule based on the training set and used
to classify a random observation that is independent of ,
is called an adaptive decision rule [95]. There are several
principles that can be used for the construction of such rules.
The most popular family of adaptive decision rules might be
the so-called plug-in decision rules.
For this approach, let be any statis-
tical estimators of the true distributions
based on the training set . The plug-in decision rule [58]
is the adaptive decision rule, , derived from the
Bayes’ decision rule in (10) by substitution of the estima-




By varying the loss function and by using different kinds of
estimators , a fairly rich family of plug-in
decision rules can be obtained. For example, adopting the
0–1 loss function will lead to the following plug-in decision
rule, , such that
(18)
which is also known as the plug-in MAP decision rule.
It can be shown [58] that the plug-in decision rule
in (16) minimizes the plug-in risk , which is an es-





The minimum plug-in risk is then .
C. Bayes’ Risk Consistency
As noted in [58], the plug-in risk of the plug-in
Bayes’ decision rule in (16), is often less than its total risk
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and is even optimistically biased as an estimator of
the Bayes’ risk .
Property: If the estimators are point-
wise unbiased, then
(21)
However, the usefulness of the plug-in Bayes’ decision rule
in (16) can be justified by the following theorem of Bayes’
risk consistency [58].
Theorem: (Bayes’ Risk Consistency): If the estimators
are strongly consistent, i.e., converge to
the true distributions almost surely as the training sample
size increases ( )
for and (22)
then the plug-in risk for the plug-in decision rule in (16) is a
strongly consistent estimator of the Bayes’ risk, i.e.,
(23)
D. Violation of Modeling Assumptions
The principles of the construction of the above-mentioned
optimal decision rule and plug-in decision rules are based
on some assumptions that may be violated in practice. From
the computational modeling point of view, there are three
main distortion types that produce violations of assumptions
summarized as follows [95]:
1) distortions caused by small-sample effects;
2) distortions of models for training samples;
3) distortions of models for observations to be classified.
The distortions caused by small-sample effects are
typical for all statistical plug-in procedures. They arise
from the noncoincidence of the statistical estimates
of probability characteristics and their
true values . We want to emphasize again
that the plug-in decision rules described in the previous
section are asymptotically optimal only when:
1) the training samples
are collected by a series of independent experiments
such that , or more intuitively
speaking, should be representative enough with re-
spect to the true distribution of the testing data ;
2) training sample size , i.e., there is sufficient
amount of training data available.
In practice, the training sample set always has a finite size
(i.e., ), and in many cases, is possibly also not rep-
resentative enough. The random deviations of statistical es-
timators, , can then
produce significant increases of the decision risk. So, the de-
sign and/or collection of the training samples become very
critical. The key is to make the samples in follow the
intended distribution as closely as possible. Oth-
erwise, some more intelligent ways of using the available
training data must be developed.
As for the distortions of the models for the training sam-
ples, they can be caused by the wrong assumptions and/or
inflexible parametric forms of the model, the mislabeling of
training samples, outliers in training samples, etc. To cope
with these problems, better models and techniques need to
be developed for robust learning from data.
The biggest problem for ASR might be caused by the third
type of distortion, the distortions of the models for the obser-
vations to be classified. In most real applications, there al-
ways exists some form of mismatch, which causes a distor-
tion between the trained models and the test data. These mis-
matches, some of them identified in Fig. 1, may arise from
inter- and intraspeaker variabilities; transducer, channel, and
other environmental variabilities; and many other phonetic
and linguistic effects due to the problem of task mismatch.
How to achieve the performance robustness in this context
has become one of the most active research areas in ASR in
the past decade.
III. PARAMETRIC MODELS AND PARAMETER ESTIMATION
As we mentioned above, because of the constraints of the
limited computational resources and training data in prac-
tical ASR applications, we always have to assume some para-
metric form for , e.g., via and .
The parameter set has to be estimated from a given
training set by using certain parameter estimation tech-
niques. The above Bayes’ risk consistency theorem tells us
that it is often possible to construct plug-in procedures that
are Bayes’ risk consistent in the sense that the sequence of
plug-in risks converges to the Bayes’ risk as the training
sets increase in size. However, there is an important assump-
tion behind this argument, that is, the assumed distributions
and obey the parametric structure in ques-
tion. In order to achieve a good approximation to reality,
some flexible parametric models should be adopted.
A. Point Estimation of Decision Rule Parameters
As we pointed out in the introduction section, so far, the
most successful modeling approach to ASR is to use a set
of HMMs as the acoustic models of subword or whole-word
units and to use the statistical -gram model or its variants
as language models for words and/or word classes. Based on
the belief that these acoustic and language models are good
approximates, the widespread use of the plug-in MAP deci-
sion rule with the ML estimators can be justified by using the
above Bayes’ risk consistency theorem due to the following
facts:
1) the ML estimator of is strongly consistent, un-
biased, and efficient;
2) this can then be translated into strong distribution con-
sistency if the chosen parametric forms of
and are indeed correct.
According to our knowledge, it was Nadas [125] who first
provided such an insight for the speech recognition commu-
nity.
The topic of ML estimation of HMM parameters have
been developed extensively in the last two decades (e.g., [14],
LEE AND HUO: ADAPTIVE DECISION RULES FOR AUTOMATIC SPEECH RECOGNITION 1247
[112], and [85]). The readers are referred to some excel-
lent tutorials (e.g., [133]) and textbooks (e.g., [47], [134],
and [81]) for the formulation. An HMM tool kit (HTK) with
source codes and software routines is also available (e.g.,
[174] and [179]). Of course, one can always argue that al-
though the ML estimators and may be excellent esti-
mators of and , there is no guarantee that and
are good guesses for and . Nor
is necessarily a good approximation to . The per-
formance of the plug-in rules and other procedures should
really be tied to the classification accuracy instead of the be-
havior of as a point estimator for . This has
motivated many studies in the past two decades aiming at a
good alternative to ML training. One method is minimum dis-
crimination information (MDI) training [43], which adjusts
the HMM parameters to minimize the discrimination infor-
mation, or directed divergence, between the assumed HMM
distribution and the best possible distribution derived from
the training data under certain constraints embedded in the
training data. Unfortunately, no significant experimental re-
sults have been reported to show how MDI works in a speech-
recognition task. Another class of approaches is the so-called
discriminative training method. Some of them, such as max-
imum mutual information (MMI) training [8], conditional
maximum-likelihood estimate (CMLE) [127], and H-criteria
[62], aim indirectly at reducing the error rate of the speech
recognizer on the training data. Other methods, such as cor-
rective training [11], minimum empirical error rate training
[44], [115], and (MCE) training [4], [91], [87], [28], [89],
[92], try to reduce the recognition error rate on training data
in a more direct way. Among these approaches, MCE formu-
lation has been the most successful, which we will examine
briefly in the following.
For the MCE approach, we view a decision rule as a
discriminant function. The discriminant classifies ob-
servation into one of the classes. When MCE training
is formulated as minimizing an approximate empirical clas-
sification error [59], [87] or expected classification error [4],
it can be solved by using generalized probabilistic descend
(GPD) and segmental GPD algorithms (e.g., [92], [27], and
[113]). It have been extensively studied and successfully ap-
plied to speaker recognition (e.g., [113]), speech recognition
(e.g., [28], [29], [138], [105], and [136]), utterance verifica-
tion (e.g., [161] and [137], optical character recognition (e.g.,
[177]), and many other applications referred to in [92].
So far we have considered the following two design princi-
ples, namely, 1) plug-in MAP decision rule with ML density
estimators and 2) discriminant classifier with minimum em-
pirical/expected classification error training. The following
conclusions may be made concerning these two strategies:
1) the asymptotic behavior of the first approach will de-
pend on the appropriateness (in the sense of estimator
consistency) of the parametric forms of the assumed
distributions;
2) while the asymptotic behavior of the second approach
will depend on the choice of the discriminant function.
Theoretically speaking, it is not clear yet which strategy is
better for a moderately sized training set.
There are already many studies on the second issue of
discriminative training, as we have described above. In
this paper, we focus our discussion on the plug-in decision
strategy with a chosen form of parametric densities and the
corresponding estimation techniques for designing plug-in
decision rules.
B. Challenges in Speech and Language Model Estimation
In the past, most ASR systems rely on a static design
strategy in that all the knowledge sources needed in a system,
including acoustic models of speech units, lexical models of
words and phrases, and language models of word sequences,
are acquired at the design phase and remain the same during
the testing phase. Many good studies on acoustic modeling
are available in literature (e.g., [107], [101], [66], [10], [77],
[178], and [174]). Equally as many papers are concerned with
language modeling (e.g., [93], [9], [79], [100], [131], and
[18]). The performance of the ASR systems usually depends
on how close the training data cover the statistical variation of
the signal and language from the training to the testing con-
ditions and on how well the feature representation and the
trained models capture the relevant information for discrim-
inating among different speech and linguistic units. Since it
is not practical to collect a large set of speech and text exam-
ples, spoken and written by a large population over all pos-
sible combinations of signal conditions, it is likely that the
conditions in testing are different from those in training. Such
a mismatch is a major source of error for conventional pat-
tern-matching systems. A state-of-the-art system may per-
form poorly when the test data are collected under a totally
different signal condition.
Regarding to the possible mismatches, both linguistic and
acoustic mismatches might occur. A linguistic mismatch is
mainly caused by incomplete task specifications, inadequate
knowledge representations, and insufficient training data,
etc. On the other hand, an acoustic mismatch between
training and testing conditions arises from various sources,
including difference in desired speaking formats, task spec-
ifications, and signal realizations. For example, task model
and vocabulary usage heavily influence the efficacy of the
training process. For a given task, speech models trained
based on task-dependent data usually outperform models
trained with task-independent data. Similarly, speech models
trained based on isolated word data usually have problems
capturing the coarticulation effect between words and,
therefore, often perform not as well for continuous speech
recognition. Another major source of acoustic mismatch de-
rives from changing signal conditions. For example, changes
in transducers, channels, speaking environments, speaker
population, speaking rates, speaking styles, echoes, and
reverberations, and the combination of them all contribute
to performance degradation. In addition to the previously
discussed linguistic and acoustic mismatches, model incor-
rectness and estimation error also cause robustness problems
for a recognizer. Since the distortion mechanism and the
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exact signal models are often unknown or only partially
known, it makes such robustness problems more difficult to
manage.
C. Adaptive Speech and Language Modeling
An alternative to relying the performance solely on an
appropriate training set is to use a dynamic design strategy.
Starting from an initial set of models, new information
is constantly collected during the use of the system and
incorporated into the system using adaptive learning al-
gorithms. In this way, the set of models can be adapted
over time (with new training material, possibly derived
from actual test utterances) to the task, the language, the
speaker, and/or the environment (e.g., [160], [102], [148],
[68], [103], and [165]). Such methods of adaptive training
are usable for new speakers, tasks, and environments, and
will be shown later to be an effective way of creating
a good set of problem-specific models (adaptive models)
from a more general set of models (which are speaker,
environment, task, and probably context independent). This
can be accomplished, among many possibilities, by MAP
estimation of HMM parameters (e.g., [102], [55], [56],
[69], and [139]) or ML/MAP estimation of a small number
of transformation or structure parameters (e.g., [109], [39],
[147], [24], and [154]).
For adaptation of language model parameters, it involves
simultaneous estimation of many probability parameters
under constraints. This is still a growing area of inten-
sive research. Such adaptive techniques include Bayesian
methods (e.g., [46]), MDI-based algorithms (e.g., [34], [94],
and [140]), maximum entropy approaches (e.g., [100] and
[145]), and adaptive learning mechanisms using a history
or cache (e.g., [79], [80], and [98]), or a trigger (e.g.,
[100]). In the following, we limit our discussion on adaptive
acoustic modeling. It is noted that many of the principles and
techniques presented here are equally applicable to adaptive
language modeling (e.g., MAP in [46]). The readers are also
referred to two papers discussing state-of-the-art language
modeling techniques [146], [19] in this issue.
A list of recent advances of acoustic parameter estimation
and adaptation is summarized in the roadmap in Fig. 3.
Starting from the classical ML estimation approaches to
estimating HMM parameters shown in the upper right block
of the roadmap, there are a number of important developments
aiming at accommodating adaptive learning of a huge number
of HMM parameters, typically on the order of a few million
for large-vocabulary continuous speech recognition. The
first major area of work is direct MAP estimation of HMM
parameters,whichissummarizedinthelowerrightblockofthe
roadmap. The second major area is indirect ML estimation of
structure parameters, which in turn provide HMM parameter
estimation through some form of transformations. This is
summarized in the upper left block of the roadmap. Once the
framework of these two major areas is established, one could
apply the MAP estimation approaches to structure parameter
adaptation as shown in the left branch of the bottom left
blocks of the roadmap. One could also combine direct and
indirect estimation and perform hybrid ML/MAP estimation
as shown in the right branch of the bottom left block of
the roadmap. Finally, a formal development of joint MAP
estimation of transformation and HMM parameters is recently
established [155]. It serves as a unified framework to combine
direct and indirect classifier parameter estimation/adaptation
in designing adaptive decision rules for automatic speech
recognition. It is noted that batch and on-line joint estimation
of the above two sets of parameters shown in the bottom of
Fig. 3 provides a natural extension for adapting classifier
parameters. Many other technology convergence paradigms
can also be worked out.
Although the theoretical discussion in Section II offers
some directions for designing adaptive decision rules,
there are some practical difficulties dealing with real-world
pattern-recognition problems, such as speech recognition. In
this paper, we focus our discussion on adaptation techniques
that have been developed to address some of the concerns.
We first formulate MAP estimation algorithms for a number
of parametric densities commonly used in ASR in Section IV.
Detailed development is given to illustrate the procedure
for deriving MAP estimates in missing data problems such
as the case of adaptive learning of HMM parameters. The
key issue of prior specification, which is critical in many
Bayesian learning problems, is also presented. We then
establish the theory of recursive Bayesian learning through
prior evolution, which is important for on-line Bayesian
adaptation. These three sets of fundamentals, i.e., MAP
estimation, prior evolution, and recursive adaptation, form
the basis for many recent advances in Bayesian adaptive
learning for ASR. We will also briefly discuss the important
topics of parameter reduction, correlation interpolation,
tying, and structure. They serve as useful side information
to improve the efficiency and effectiveness of adaptive
learning for large systems. Since there are too many HMM
parameters to be estimated, adaptation through structures
and constraints of the parameters is of important concern
and will be discussed in Section VI. Adaptive learning
techniques can also be used to improve robustness of an
ASR system by adapting the system according to the testing
data. This is known as compensation or adaptation without
supervision. We will address this family of problems and
point the relationship between adaptation and compensation
in Section VII.
IV. MAP-BASED BAYESIAN ADAPTATION
In the following discussion, we focus our attention on
techniques specifically developed for direct adaptation of
HMM parameters. Since point estimates are required to
implement the plug-in MAP decoder in (2), we used the
Bayesian learning principle to derive MAP estimates of the
parameters of some useful acoustic and speech models. The
prior density needed in the MAP formulation is specified
based on prior knowledge embedded in a large collection of
data or in a set of speech and language models. The Bayesian
learning framework offers a way to incorporate newly ac-
quired application-specific data into existing models and
combine them in an optimal manner. It is, therefore, an
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efficient technique for handling the sparse training data
problem, which is typical in adaptive learning of model
parameters. It is also noted that techniques and issues
discussed here can be used to derived MAP estimates of
other decision rule parameters, such as structure parameter
estimation to be addressed in Section VI.
Three key issues arise in the MAP formulation, namely:
1) the definition of prior densities for the model parame-
ters of interest;
2) the estimation of the prior density parameters, some-
times referred to as hyperparameters;
3) the solution to MAP estimation.
All three issues are related, and a good definition of the prior
densities is crucial in resolving these issues. For acoustic
modeling of speech units and language modeling of linguistic
units, continuous-variable observations are often character-
ized by multivariate Gaussian densities and gamma densi-
ties; and discrete-variable observations are often modeled by
multinomial distributions. For example, in hidden Markov
modeling, all the above three densities from the exponential
family have been combined to characterize the initial prob-
abilities, the transition probabilities, the histogram of dis-
crete state output probabilities for discrete HMMs, the mix-
ture gains for tied-mixture HMMs and continuous density
HMMs with mixture Gaussian state densities, the duration
probability, the -gram probabilities in language modeling,
etc. In most cases, the use of the conjugate prior formulation,
such as a Dirichlet density for the estimation of the param-
eters of multinomial pdfs and a normal-Wishart density for
the estimation of the parameters of Gaussian pdfs, has been
found effective [102], [55], [56], [69].
The MAP-based adaptive learning algorithms have been
applied to a number of applications, including speaker and
task adaptation [102], [55], [103], [69], context adaptation
[55], corrective training [55], parameter smoothing [102],
[55], speaker group modeling [55], on-line incremental adap-
tation with stored history data [120], and -gram and his-
togram probability smoothing and adaptation [55]. The same
approach can also be extended to the problems of speaker
normalization, nonnative speaker adaptation, rapid speaker
enrollment, transducer and channel adaptation, speaking en-
vironment adaptation, etc.
For a given set of training/adaptation data , the conven-
tional ML estimation assumes that the HMM parameter is
fixed but unknown and solves
(24)
where is the likelihood of . On the other hand, the
MAP formulation assumes the parameter to be a random
vector with a certain distribution. Furthermore, there is an
assumed correlation between the observation vectors and the
parameters so that a statistical inference of can be made
using a small set of adaptation data . Before making any
new observations, the parameter vector is assumed to have a
prior density . When new data are incorporated, the
parameter vector is characterized by a posterior density
. The MAP estimate maximizes the posterior density
(25)
Since the parameters of a prior density can, among many
possibilities, also be estimated from an existing HMM ,
this framework provides a way to combine with newly ac-
quired data in an optimal manner.
The prior density characterizes statistics of the pa-
rameters of interest before any measurement was made. It
can be used to impose constraints on the values of the param-
eters. If the parameter is fixed but unknown and is to be esti-
mated from the data, then there is no preference to what the
value of the parameter should be. In such a case, the prior dis-
tribution is often called a noninformative prior,, which
is a constant for the entire parameter region of interest. The
MAP estimate obtained by solving (25) is, therefore, equiv-
alent to the ML estimate obtained by solving (24). When the
prior of the HMM parameters is assumed to be the product
of the conjugate priors for all HMM parameters, the MAP
estimates can be solved with the expectation–maximization
(EM) algorithm [56]. A theoretical framework of MAP esti-
mation of HMM was first proposed by Lee et al. [102] for
estimating the mean and the covariance matrix parameters
of a CDHMM with a multivariate Gaussian state observation
density. It was then extended to handle all the HMM param-
eters, including the initial state probabilities, the transition
probabilities, the duration density probabilities, the energy
histogram probabilities, and the state observation probabili-
ties, of a CDHMM with mixture Gaussian state density [55],
[56]. The same Bayesian formulation has also been applied
to the estimation of the parameters of discrete HMMs and of
tied-mixture (or semicontinuous) HMMs [69].
In analogy to the two well-known ML estimation
approaches, the forward–backward MAP [56] and the
segmental MAP [102], [55], [56] algorithms have been
developed to solve for the MAP estimates. When conjugate
priors for the complete-data densities are assumed, the
MAP estimates can be expressed as a weighted sum of two
components: one depends on the information in the prior
density (e.g., ) and the other depends on the new set of
adaptation data [56]. It can further be shown that the MAP
and the ML estimates are asymptotically equivalent [56]. We
now describe MAP adaptation algorithms for some useful
parametric densities commonly used in speech recognition.
A. MAP Estimation of Multinomial Densities
Let be the probability of observing the th dis-
crete event among a set of possible outcomes
and . Then, the
probability of observing a sequence of independently
and identically distributed (i.i.d.) discrete observations
follows a multinomial distribution
(26)
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where is the number of occurrence
of observing the th event in the sequence with being
the indicator function defined on the logical variable .
Here, we use “ ” to denote proportionality. Many useful
random variables used in speech recognition and language
processing, including -grams, histograms, mixture gains,
and discrete HMM probabilities, can be modeled this way.
The prior density of can be assumed as a
Dirichlet density (e.g., [33]), which is a conjugate prior for
the parameters of a multinomial density, i.e.,
(27)
where is the set of hyperparame-
ters. The MAP estimate can be easily solved as (e.g., [33])
(28)
B. MAP Estimation of Multivariate Gaussian Mixtures
Let be a sample of i.i.d. vector ob-





is the parameter vector and denotes the mixture gain
for the th mixture component subject to the constraint
. is the th normal density
function denoted by
(31)
where is the -dimensional mean vector and is the
precision matrix, which is defined as the inverse of
the covariance matrix , i.e., . Here, we use
to denote the determinant of a matrix and to denote the
transpose of the matrix or vector . In the following, we will
also use to denote the trace of the matrix .
Given , its joint pdf (or the likelihood
function of ) is specified by the equation1
(32)
It is well known that no sufficient statistics of a fixed
dimension exists for the parameter vector in (30) (e.g.,
[141], [159], [64], and [56]), therefore, no joint conjugate
prior densities can be specified. However, a finite mixture
1In this study, the same term f() is used to denote both the joint and the
marginal pdfs since it is not likely to cause confusion.
density can be interpreted as a density associated with a
statistical population, which is a mixture of component
populations with mixing proportions . In
other words, can be viewed as a marginal pdf with
the parameter of a joint pdf expressed as the product
of a multinomial density (for the sizes of the component
populations) and multivariate Gaussian densities (for the
component densities). If we view as the
parameter vector of a multinomial density, then the joint
conjugate prior density for is a Dirichlet
density as shown before. Similarly, for the vector parameter
of the individual Gaussian mixture component,
the joint conjugate prior density is a normal-Wishart density
[33] of the form
(33)
where is the hyperparameter vector
such that , , is a vector of dimension
and is a positive definite matrix. Assuming inde-
pendence between the parameters of the individual mixture
components and the set of the mixture weights, the joint prior
density is the product of the prior pdfs of the form
(34)
The EM algorithm is an iterative procedure for approx-
imating ML estimates in the context of incomplete-data
cases such as mixture density and hidden Markov model
estimation problems [15], [37]. This procedure consists of
maximizing, at each iteration the auxiliary function,
defined as the expectation of the complete-data log-like-
lihood given the incomplete data and
the current fit . For a mixture density, the complete-data
likelihood is the joint likelihood of and the unobserved la-
bels referring to the mixture components, ,
i.e., . By defining the auxiliary function as
. The EM procedure derives
from the facts that where
and ,
and, therefore, whenever a value satisfies
then . It follows that the same iterative
procedure can be used to estimate the mode of the pos-
terior density by maximizing the auxiliary function,
, at each iteration instead of
the maximization of in conventional ML procedures
[37].
Let be the function to be max-
imized. Define the following membership function for the
mixture Gaussian density
(35)
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Using the equality
(36)
it follows from the definition of and that
(37)
where , , and
are weighted count, weighted
sample mean vector, and weighted sample covariance matrix
for the th mixture component.
It can easily be verified from (37) and (34) that be-
longs to the same distribution family as , and they form
a conjugate pdf family for the complete-data density. The
mode of , denoted by , may be obtained
from the modes of the Dirichlet and normal-Wishart densities
based on well-known formulation of these pdfs in statistics





It can be seen that the new parameter estimates are simply
a weighted sum of the prior parameters and the observed data
(a form applicable to both parameter smoothing and adapta-
tion). If it is assumed that , then the EM reestimation
formulas for the MAP and ML approaches are asymptoti-
cally equivalent [55], a desirable property in many applica-
tions. According to our knowledge, it was Hamilton who first
developed the MAP estimation of parameters for mixtures of
normal distributions, under the name of the quasi-Bayesian
approach [64]. We want to warn the readers here that the
quasi-Bayesian algorithm to be developed later in this paper
is a completely different approach.
C. MAP Estimation of HMM Parameters
The development in the previous section for a mixture of
multivariate Gaussian densities can be extended to the case
of HMM with Gaussian mixture state observation densities.
For notational convenience, it is assumed that the observa-
tion pdfs of all the states have the same number of mixture
components.
Consider an -state CDHMM with parameter vector
, where is the initial probability vector,
is the transition probability matrix, and is the pdf
parameter vector composed of the mixture parameters
for each state .
For a sample , the complete data is
, where is the unobserved
state sequence, and is the sequence of the
unobserved mixture component labels,




initial probability of state ;
transition probability from state to
state ;
parameter vector of the th normal pdf
associated with state , and the first
summation in (41) is over all possible
state sequences.
If no prior knowledge is assumed about and , or alter-
natively if these parameters are assumed fixed and known,
the prior density can be chosen to have the following
form , where is defined by (34). In the
general case where MAP estimation is applied not only to
the observation density parameters but also to the initial and
transition probabilities, the prior density for all the HMM pa-
rameters can be assumed as
(42)
where is the set of parameters for the prior density of the
initial probabilities and is the set of parameters for
the prior density of transition probabilities , all defined
the same way as a Dirichlet density.
In Section IV-C2, we examine two ways of approxi-
mating by local maximization of or
. These two solutions are the MAP versions
of the forward–backward algorithm [15] and of the seg-
mental -means algorithm [132], [86], algorithms that were
developed for ML estimation.
1) Forward–Backward MAP Estimation: In the ML
formulation, the auxiliary function of the EM algorithm
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can be decomposed into a sum of three auxiliary functions
, , and such that they can be





where is the probability
of making a transition from state to state at time given
that the model generates , and , defined as
(46)
is the probability of being in state with the mixture com-
ponent label at time given that the model generates ,
with . Both probabilities can be com-
puted at each EM iteration using the forward–backward algo-
rithm [15]. We can recognize from (46) that the membership
function has a similar form as was seen for in (35)
for the mixture Gaussian case.
Similar to the mixture Gaussian case, estimating the mode
of the posterior density requires the maximization of the aux-
iliary function, . The form
chosen for the prior density in (42) permits independent
maximization of each of the following HMM pa-
rameter sets: , , and
. The MAP auxiliary function
(47)
where each term represents the MAP auxiliary function asso-
ciated with the respectively indexed parameter sets. Equation
(38) can be used to derive the reestimation formulas for and
by applying the same derivations as were used for the mix-
ture weights. The reestimation formulas (38)–(40) can also
be used to maximize [56], [69].
So far we have only discussed MAP estimation for a single
observation sequence. For multiple independent observation
sequences, which is a more realistic situation in our applica-
tions, we can modify the auxiliary equation to include a sum-
mation over all data instances; the same reestimation equa-
tions can easily be extended [56].
2) Segmental MAP Estimation: By analogy with the seg-
mental -means algorithm [132], [86], a similar optimization
criterion can be adopted. Instead of maximizing , the
joint posterior density of parameter and state sequence ,
, is maximized. The estimation procedure becomes
(48)
is referred to as the segmental MAP estimate [102], [55],
[56] of . Similar to the case for the segmental -means algo-
rithm, it is straightforward to prove that starting with any es-
timate , alternate maximization over and gives a se-




The most likely state sequence is decoded with
the Viterbi algorithm. Maximization over can also
be replaced by any hill climbing procedure over
with the constraint,
. The EM algorithm is once again
a good candidate to perform this maximization using
as an initial estimate. It is straightforward to show that the
forward–backward reestimation equations still holds if we
set and ,
where denotes the Kronecker delta function.
D. Initial Prior Specification
In MAP-based HMM adaptation and other Bayesian
learning scenarios, it critically depends on the choice of a
prior pdf , which is often assumed to be a member
of a preassigned family of prior distributions. In a strict
Bayesian approach, the hyperparameter vector is also
assumed known based on some subjective knowledge about
. In reality, it is difficult to possess a complete knowledge
of the prior distribution. An attractive compromise between
the classical non-Bayesian approach, which uses no prior
information and the strict Bayesian one is to adopt the
empirical Bayes’ (EB) approach [143], [117], [21]. By this
we mean the hyperparameters are derived somehow from
data. When replacing by any estimate derived from the
already observed data, the previous and current data are
linked in the form of a two-stage sampling scheme by a
common prior pdf of the unknown parameters .
Generally speaking, prior density estimation and the
choice of density parameters depend on the particular appli-
cation of interest. They also depend on the physical meaning
of the variability or uncertainty we want to model and repre-
sent by using the prior pdf . For example, in speaker
adaptation application, prior density is used to model
and represent the information of the variability of HMM
parameters among a set of different speakers. In another
application, for example, to build the context-dependent
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models from context-independent models, the prior density
will be used to represent the variability of caused
by different contexts. In the following, we highlight three
approaches that we have used in the past several years and
work quite well in a number of applications such as speaker
adaptation, task adaptation, environment adaptation, etc.
If the training data set for estimating hyperparameters
is rich enough to cover the interested variability of
speech signal, we can then divide into different subsets
according to the variability
factors of interest. One can then estimate a set of HMMs,
from the above sets of training data.
One then pretend to view as the random observations
with the density . The method of moment detailed in
[69], [72] can then be used to estimate . This provides a
theoretically sound solution.
If the training data set is not big enough, then we
can use another method called prior-weight initialization.
This method requires a set of seed models. Using these
seed models and the conventional batch-mode ML training
method, a set of statistics can be collected from a single pass
through the training data . Using the collected statistics
and a prior weight , the hyperparameters for CDHMMs can
be specified as detailed in [71]. The prior weight controls
the broadness of the prior pdf . One such example
has been recently developed [76].
The third method is called -initialization [102], [55],
[103]. For this method, with the assistance of a user-defined
control parameter , the hyperparameter vector is spec-
ified directly from the parameters of existing seed models
such that the mode of the derived prior pdf is taken
at the value of seed model parameters. Similar to the role
of in prior-weight initialization, is used to control the
broadness of . This method is attractive for those
applications where only pretrained seed models are available
and the training data is not accessible during the prior
specification.
V. PRIOR EVOLUTION AND ON-LINE ADAPTATION
The previously discussed MAP estimation methods imply
batch algorithms that require processing the available data
as a whole. In a variety of speech-recognition applications, it
is desirable to process the data sequentially. The advantage
of a sequential algorithm over a batch algorithm is not nec-
essarily in the final result, but in computational efficiency,
reduced storage requirements, and the fact that an outcome
may be provided without having to wait for all the data
to be processed. Moreover, the parameters of interest are
sometimes subject to changes, e.g., they are time varying
just like above-mentioned acoustic mismatch problem fre-
quently encountered in real speech-recognition applications.
In such cases, different data segments often correspond to
different parameter values. Processing of all the available
data jointly is no longer desirable, even if we can afford
the computational load of the batch algorithm. To alleviate
such problems, a sequential algorithm can be designed to
adaptively track the varying parameters. This leads to an
attractive adaptation scenario, which is known as the on-line
(or incremental, sequential) adaptation. This scheme makes
the recognition system capable of continuously adjusting to
a new operational environment without the requirement of
storing a large set of previously used training data. Among
many possibilities (e.g., [110], [166], [70]–[73], [84], [41],
[26], and [172]), Bayesian inference theory again provides
a good vehicle to formulate and solve this problem. In
this section, we will discuss one type of on-line adaptation
approach, which is based on a key concept called prior
evolution.
A. General Concept and Methodology
Suppose there are speech units in a speech recognizer,
each being modeled by a Gaussian mixture CDHMM. Con-
sider a collection of such CDHMMs
, where denotes the set
of parameters of the th -state CDHMM used to charac-
terize the th speech unit. In a Bayesian framework, we in-
tend to consider the uncertainty of the HMM parameters
by treating them as if they were random. Our prior knowl-
edge about is assumed to be summarized in a known joint
a priori pdf with hyperparameters , where
, denotes an admissible region of the HMM param-
eter space. Such prior information may come from subject
matter considerations. It can also be derived from previous
experiences, e.g., training data , as we discussed in the pre-
vious section. Let be indepen-
dent sets of observation samples which are incrementally ob-
tained and used to update our knowledge about . Depending
on different assumptions to make, constraints to apply, and
knowledge sources to use, there are many ways to evolve
. The central idea is that the intended evolving prior pdf
summarizes, in a way specified by each spe-
cific prior evolution scheme, the information inherited from
the prior knowledge and learned from the observation data
. From the evolving prior distribution, the intended in-
ference and/or decision can be made. For example, we can
derive a point estimate from (e.g., taking a
mode) and then use the conventional plug-in MAP decision
rule for recognition to achieve a better performance. This
type of updating and use of is known as on-line Bayesian
adaptation in the speech community [70]–[73]. A block dia-
gram of such an on-line adaptation scheme based on the con-
cept of prior evolution is shown in Fig. 5.
Given a new block of input speech, feature extraction is
first performed to derive the feature vector sequences used to
characterize the speech input. It is followed by some kind of
acoustic normalization to reduce the possible mismatch in the
feature vector space. The processed feature vector sequences
are then recognized based on the current set of HMMs. After
the recognition of the current block of utterances, the prior
pdfs for the relevant speech units, which are the results of
the previous prior evolution step, are evolved to derive a set
of intended posterior distributions, which will be served as
the prior for the next round of prior evolution. By taking a
point estimate from the evolved prior distributions, the re-
lated HMM parameters are adapted, and the updated models
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Fig. 5. On-line Bayesian adaptation based on prior evolution.
are used to recognize future input utterance(s). The prior evo-
lution algorithm usually requires some form of supervision in
terms of the word (or phone) transcription of the speech utter-
ances. Such a transcription can be provided either by a human
transcriber or by the correction made by the user on the rec-
ognized output during actual usage. This adaptation scheme
is often called supervised adaptation. On the other hand, the
supervision information can also be derived directly from the
recognition results, and this is often referred to as unsuper-
vised adaptation. For real-world applications, the unsuper-
vised mode is usually more realistic and desirable.
In the following, we discuss the theoretical and practical
issues related to several prior evolution schemes and explain
how to use them for on-line adaptation of HMM parameters.
B. Prior Evolution Based on Recursive Bayesian Learning
One way to evolve is to adopt the recursive Bayesian
learning framework [159]
(51)
Starting the calculation of posterior pdf from , a re-
peated use of (51) produces a sequence of densities ,
, and so forth. It can be easily verified [159] that the
above recursive way of computation for will give
the same result as the one by using the following batch-mode
computation:
(52)
If the computation in (51) can be carried out, this will give
us an attractive sequential Bayesian estimation method.
Unfortunately, the implementation of this learning proce-
dure for HMM raises some serious computational difficulties
because of the nature of the missing-data problem caused by
the underlying hidden processes, i.e., the state mixture com-
ponent label sequence and the state sequence of the Markov
chain for an HMM. It is well known that there exist no re-
producing (natural conjugate) densities [159] for HMM. To
illustrate this problem more clearly, let us consider the prior
evolution for a single HMM . Let us begin with and
consider what happens after a single adaptation utterance
(sample) is observed. For an observation se-
quence , let
be the unobserved state sequence and
be the associated sequence of the unobserved mixture com-
ponent labels. The posterior pdf of after observing is
(53)
where the summations are taken over all possible state and
mixture component label sequences. So the exact posterior
pdf is a weighted sum of the prior pdf , which
includes terms. Successive computation of (51) in-
troduces an ever-expanding combination of the previous pos-
terior pdfs and thus quickly leads to the combinatorial explo-
sion of terms. As a result, formal recursive Bayes’ learning
procedures of this kind are not feasible and some approxima-
tions are needed in practice. A general approximation proce-
dure is proposed in [71], which is to apply the Bayes’ re-
cursion of (51) incrementally, with one or more observation
samples considered at a time. It is followed by a suitable ap-
proximation to the resulting posterior pdf so as to obtain re-
cursive estimates of the hyperparameters of the approximate
posterior pdf. This is typically accomplished by restricting
the approximated pdf to be in the class of conjugate pdfs
of the complete-data distributions. One such approach called
quasi-Bayes’ (QB) learning for HMM has been developed in
[69], [71], and [72].
C. Prior Evolution Based on Quasi-Bayes’ Learning
The quasi-Bayes’ procedure is an approximate solution
motivated by aiming at achieving computational simplicity
while still maintaining the flavor of the formal Bayes’ proce-
dure. In the context of finite mixture distribution identifica-
tion, the quasi-Bayes’ approach was originally proposed by
Makov and Smith [116], [157] to conduct recursive Bayes’
estimation of the mixture coefficients while the mixture com-
ponents are assumed fixed. In the sense that the approximate
posterior distribution has a mean identical to that of the true
posterior distribution, the convergence properties were estab-
lished. We first adopted this approach to on-line adaptation of
the mixture coefficients in the tied-mixture HMM case [70].
It was then extended to incremental adaptive learning of all of
the CDHMM parameters in [71], [72]. In the following, we
will explain our quasi-Bayes’ learning framework in detail.
Depending on different assumptions to make and con-
straints to apply, we have studied several ways of defining
. The simplest case is to assume ’s are indepen-
dent, i.e.,
(54)
where takes the same form as (42) , and
. This class of prior distributions
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actually constitutes a conjugate family of the com-
plete-data density and is denoted as .
Under the above independence assumption, each model
can only be adapted if the corresponding speech unit has been
observed in the current adaptation data. Consequently, only
after all units have been observed enough times can all of the
HMM parameters be effectively adapted. To enhance the ef-
ficiency and the effectiveness of Bayes’ adaptive learning, it
is desirable to introduce some constraints on the HMM pa-
rameters. By this means, all the model parameters can be ad-
justed at the same time in a consistent and systematic way,
even though some units are not seen in the adaptation data.
One way to achieve the above objective is to explicitly con-
sider the correlation of HMM parameters corresponding to
different speech units (e.g., [99], [160], [180], [149], and
[72]). For example, we can assume that the covariance ma-
trices of HMMs, , are known. The initial prior pdf of




is the product of a series of Dirichlet pdf (sometimes called
multivariate beta pdf), and thus takes the special form of a
matrix beta pdf [119] with sets of positive hyperparameters
of , and
(57)
has a joint normal pdf with mean vector
and covariance matrix [99]. Here, we denote
and define
to be the collection of the mean vectors of all the Gaussian
mixture components of CDHMMs and denoted simply by
an operator “ .” This class of prior distributions, ,
constitutes another conjugate family of the complete-data
density and is denoted as . In the following discussion, we
will use to refer to either or , and its true meaning
can easily be inferred from the context.
Consider at time instant an adaptation set
and prior knowledge about approximated by
. Here, denotes the th adap-
tation observation sequence of length associated with
the th speech unit, and each unit has such observa-
tion sequences. Let denote the associated
complete-data and be corresponding
missing data, where denotes the unobserved state
sequence and is the sequence of the unobserved
mixture component labels corresponding to the observation
sequence . Given the set of observation sequences
Fig. 6. Schematic illustration of quasi-Bayes’ procedure.
and the above prior pdf , the QB procedure is,
at each step of the recursive Bayes’ learning, to approximate
the true posterior distribution
(58)
by the “closest” tractable distribution within the
given class , under the criterion of both distributions having
the same (local) mode [71], [72]. Here denotes the up-
dated hyperparameters after observing the samples . This
idea is schematically illustrated in Fig. 6. More specifically,
for any given estimate let us define the auxiliary function
(59)
where is a forgetting factor to be explained later
and means that there is no forgetting. By choosing
the initial prior pdf to be the conjugate family of the com-
plete-data density, it can be verified that with an appropriate
normalization factor , such that
belongs to the same distribution family as , and
thus is denoted as with the hyperparameters de-
tailed in [71] and [72]. By repeating the following EM steps,
we can get a series of approximate pdf with the form
whose mode is approaching the mode2 of the true posterior
pdf .
E-step: Compute as in (59);
M-step: Choose
(60)
where is the iteration index, is
the total number of EM iterations performed, and
is the estimated parameter at iteration
, with being the
initial estimate at the beginning of the next EM
iteration.
2Strictly speaking, EM algorithm [37] can only guarantee the mode of the
approximate pdf to approach a local maximum of the true posterior pdf in
(58).
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Thus, the hyperparameters are obtained at the last (ac-
tually th) EM iteration to satisfy
(61)
In this way, the old prior is evolved to the new
prior via the adaptation data . The CDHMM
parameters are then updated accordingly
as in (60) by taking the mode of as detailed in [71]
and [72]. The updated HMMs are used in plug-in MAP rule
to recognize future input utterance and this completes one
step of on-line QB adaptation.
It isclear fromtheabovediscussion thatusingtheconceptof
density approximation the QB algorithm is designed to incre-
mentally update the hyperparameters on the approximate pos-
terior distribution. Actually, the posterior distribution can fur-
therbemanipulated, forexample, if the initialpriorknowledge
is too strong or after a lot of adaptation data have been incre-
mentally processed, the new adaptation data usually have only
a small impact on parameter updating in incremental learning.
To continuously track the variations of the model parameters
corresponding to the new data, some forgetting mechanisms
are needed to reduce the effect of past observations relative to
the new input data. In the above prior evolution procedure, we
actually introducedan exponential forgetting scheme by using
a forgetting coefficient as shown in (59). This is analogous
to that proposed in [173] and [96].
The exponential forgetting is expected to be helpful for
handling the slow changes of acoustic conditions between
consecutive utterances by deemphasizing the contribution of
the history data. For the abrupt (or fast) changes of condition,
a fast forgetting mechanism is more helpful. Such a forget-
ting mechanism called hyperparameter refreshing was pro-
posed in [71]. It can be roughly viewed as inflating the vari-
ance of while maintaining the mode unchanged.
It can also be viewed as an additional evolution step: from
to via the variance inflation or hyper-
parameter refreshing. Consequently, we obtain essentially a
posterior distribution , which is different from
the true posterior distribution but includes the
information needed for adaptation from the observation data
. The difference between the algorithms in [71] and [72]
lies mainly in the fact that different constraints on HMM pa-
rameters are applied.
Recently, inspired by the above general QB framework
and the general approximate recursive Bayesian learning
framework in [20], a sequential learning method of mean
vectors of CDHMM based on a finite mixture approximation
of their prior/posterior densities has also been investigated
[84]. More recently, by adopting a simple transformation (i.e.,
bias for mean vector and scaling for variance of CDHMM)
and assuming a specific prior pdf for these transformation
parameters, such a simple “transformation-based” QB adap-
tation algorithm has been developed in [26] by using the
general QB framework in [71]. This algorithm can be viewed
as another way of prior evolution with the above-mentioned
linear constraints imposed. As a final remark, the above QB
framework is also flexible enough to include the batch-mode
MAP estimation as a special case, which can be viewed as a
one-step prior evolutionwith QB, followed by a point estimate
(taking a mode) from the evolved prior.
D. Multiple-Stream Prior Evolution and Posterior Pooling
In addition to the above method of prior evolution, we can
also, for example, assume to evolve in a more constrained
way as , where represents a mapping
from to and can be incrementally learned from the
observation data . Then from , we can derive
a new posterior distribution as
the result of prior evolution. Of course, there are other ways
to evolve . Each leads to a different on-line adaptive
learning algorithm. Moreover, the prior evolution can start
from either a single prior pdf, or more generally, different
prior pdfs for different schemes. Depending on the specific
meaning of the prior pdf and the way of prior evolution, dif-
ferent schemes might reflect different aspects of the learning.
A natural way of obtaining an enhanced learning algorithm
is to simultaneously maintain multiple streams of prior evo-
lution. During the process of the prior evolution, we can de-
sign a posterior pooling scheme, which combines different
streams of evolved pdfs to derive an intended pdf for fur-
ther inference or decision-making. Such a framework called
multiple-stream prior evolution and posterior pooling has
been recently developed in [73] and is briefly described in
the following.
The use of multiple stream prior evolution is well moti-
vated. This is because the speech signal is very rich, which
includes the desirable linguistic information for recognition
as well as many other undesirable variation. A multifacet
learning algorithm can thus be designed to elicit from
a rich set of training data a set of prior distributions,
. Each reflects
how HMM parameters varies according to one type of
variability factors (e.g., speakers, speaking styles, data
capturing and transmission conditions, etc.). We can treat
each as a knowledge source, which reflects one
aspect of the speech signal.
After we have prepared the set of from
training data , we can then use them to compose and
derive a condition-dependent distribution
guided by task specifications and a small amount of condi-
tion-dependent adaptation data (possibly derived from test
data) . To achieve this goal, we can first compose an
intended distribution
(62)
where ( and ) is the fusion weight to
control the relative importance of the different knowledge
sources . The ’s can either be automatically
trained from the adaptation data or just be specified ac-
cording to task specifications and modeling intention. Then
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we can use a manageable distribution to approxi-
mate by minimizing the Kullback–Leibler
directed divergence [97] as follows:
(63)
With , we can derive a point estimate (e.g., taking a
mode) of and then to use the plug-in MAP decision rule
to construct a speech recognizer. In [73], we have shown
an implementation of the above information fusion method
when we only consider the uncertainty of the mean vectors
of CDHMMs.
Alternatively, we can first evolve by using
the adaptation data and an appropriate prior evo-
lution method to obtain a set of intended distributions
. Then the above information fusion
technique can be used to derive and to construct the
speech recognizer accordingly. If the application involves
many utterances during the real use of the ASR system, the
above scheme can be operated in an incremental mode. This
technique of multiple-stream prior evolution and posterior
pooling can thus be used to continuously improve the ASR
performance with the increasing amount of condition-de-
pendent speech data. In [73], we have proposed several
architectures for multiple-stream prior evolution. In a case
study where two-stream prior evolution is used and only
the uncertainty of the mean vectors of the CDHMMs are
considered, good results are obtained for efficient speaker
adaptation application.
The above approach of prior evolution and posterior
pooling opens up many new research opportunities. The
key to the success of these approaches depends on whether
the imposed constraints really exist in the entities under
investigation. By using multiple-stream framework, we can
always exploit multiple sources of knowledge and/or apply
different kinds of constraints to facilitate learning. It is
believed that the best setup will depend on the purpose of
modeling and learning as well as the nature of the specific
applications. Intelligent use of the previously discussed
flexible tools for different purposes in different applications
will be an important part of the future research.
VI. ML/MAP ESTIMATION OF STRUCTURAL PARAMETERS
The Bayesian adaptation approach we discussed so far
provides an optimal mathematical framework for combining
information in a general set of stochastic models and a spe-
cific set of adaptation data. However, in order to improve ef-
ficiency and effectiveness when dealing with adaptation of
many parameters with a very limited set of data, new tech-
niques have been proposed recently in exploring structures
embedded in the feature and model spaces. Successful usage
of these structures allows us to incorporate this newly avail-
able set of structural parameters into many of the parameter
estimation and adaptation algorithms. In the following, we
discuss a number of such techniques, including model pa-
rameter transformation, interpolation, correlation, and nor-
malization. We will also briefly discuss a way to align prior
information in a hierarchical tree of the models for struc-
tural Bayesian adaptation. The combination of structure and
model parameter estimation opens up brand new ways to de-
sign plug-in MAP decision rules. Some of them are shown
in the left half of the roadmap in Fig. 3. This new set of aux-
iliary structures also provides a mathematical framework to
approximate some of the missing channel information, such
as speakers and microphones, illustrated in Fig. 1 but ignored
in the simplified source-channel model shown in Fig. 2.
A. Model Transformation and Interpolation
The most studied structures are those defined through con-
straints on the model parameters. Such methods bind the
models in ways that all the parameters are adjusted simul-
taneously according to the predetermined set of constraints,
e.g., multiple regression analysis as suggested in the classical
paper by Furui [49]. Instead of local estimation or adaptation
for HMM parameters, the transformation-based approaches
capture some global behavior of the parameter space. There-
fore, it works better for small-size adaptation data or no data
at all in the case of unsupervised adaptation (or compensa-
tion). This rich family of techniques are highlighted in the left
half of the roadmap in Fig. 3. In the upper part, ML estima-
tion and interpolation are illustrated. A MAP version of the
chart is summarized in the bottom left part and a hybrid ver-
sion, in which ML estimation and MAP adaptation of HMM
parameters are combined, is shown in the bottom right.
In general, the above constraint set is introduced through
some form of parameter transformation, , in
which and denote the original and the transformed
parameter vectors, respectively, is a transformation of
interest, and is a small set of transformation parameters
characterizing the model transformation. Then given a set of
training/adaptation data , we obtain an ML estimate of
and hence by solving
(64)
where is the observation pdf with
the transformed parameter . Alternatively, one can as-
sume the transformation parameter to be a random variable
and specify a prior density to capture some prior knowl-
edge about . Then the MAP estimate of can be solved as
(65)
One popular way is to directly impose a regression constraint
on the model mean vectors and estimate the linear regres-
sion parameters, as in MLLR, using an EM algorithm (e.g.,
[109]). Just like MAP, MLLR has been adopted by many
recent ASR systems for its simplicity and effectiveness. The
readers are referred to a recent review [176] covering this
rich family of techniques. In the MLLR framework, variance
can also be estimated similarly [53]. Constrained estimation
of Gaussian mixture parameters can be considered as a
constrained MLLR approach and has been studied in [39].
When more adaptation data are available, more transfor-
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mations are needed. These transformations are made class
specific so that different units can be adapted differently
depending on their corresponding acoustic or linguistic
classes (e.g., [110]). As we mentioned above, MAP, instead
of ML, can be used for estimating the regression parameters
as shown in [154]. To obtain a closed-form MAP solution,
a family of elliptically symmetricmatrix variate priors was
adopted [30], [63] to specify the prior of the parameters in
the linear regression matrix. The above MLLR and MAPLR
approaches work well, especially in the case of adaptation
with a small amount of data as well as in unsupervised
adaptation (e.g., [175] and [154]).
Another way to accomplish speaker adaptation is through
a simple affine transformation between reference and adap-
tive speaker feature vectors. It is then translated into a bias
vector and a scale matrix, which can be estimated with an EM
algorithm in the adaptation process [39], [147], [182], [144].
Model-based bias adaptation has been a well-studied topic
for robust speech recognition. Some applications to compen-
sation will be discussed in the next section.
As expected, when combined with Bayesian adaptation,
simple transformations show a good adaptation efficiency
(for short adaptation data) and a good asymptotic property
(converging to speaker-dependent models). When modeling
channel as a bias transformation (e.g., [147]), MAP adapta-
tion can also be used to improve recognition performance
(e.g., [23] and [169]). Stochastic matching has been com-
bined with MAP adaptation in [24].
Yet, another alternative to accomplish the above is to de-
fine a vector field for the set of mean parameters and as-
sume that the adaptation data vectors are used to transfer
the vector field of the reference model to that of the new
speaker in a consistent manner so that the mean vectors of
unseen units can be interpolated from the estimated mean
vectors of observed units. It can be considered as a constraint
to preserve the structure of the vector fields before and after
the vector transfer and smoothing operation. For the mean
vector of each unseen unit model, such an interpolation is
usually confined to a neighborhood in the vector field of
the reference model so as to improve the robustness of the
transfer [65], [128]. When combined with Bayesian adapta-
tion, vector field smoothing (VFS) has been shown effective
for both batch [168] and incremental adaptation [166]. SM
and VFS have also been compared and combined with MAP
adaptation to improve speech recognition, as shown in [25].
Before we close this important subject, it is noted that
formal joint MAP estimation of the transformation and
HMM parameters can also be obtained via
(66)
with being the joint prior of the two parameter
sets. Care is needed when solving through an iterative EM
procedure [155] that finds given , then given . It
was found that the results obtained with the joint estimation
procedure are better than those obtained with MAPLR of
or with MAP of alone in all adaptation sizes tested [155].
It also retains the nice asymptotic properties of MAP esti-
mation. Other possibilities of combining existing techniques,
such as on-line recursive Bayesian learning of tree-structured
transformation [172], have been recently studied. More are
expected as implied in the bottom block of Fig. 3.
B. Parameter Correlation
In a conventional HMM-based Bayesian adaptation frame-
work, the parameters between different HMMs are usually
assumed independent. Therefore, each HMM can only be
adapted if the corresponding unit has been observed in the
adaptation data. Since it is unlikely to have observed all the
units enough times in a small adaptation set, only a small
number of parameters can be effectively adapted. It is, there-
fore, desirable to introduce some parameter correlation or
tying so that all the model parameters can be adjusted at the
same time in a consistent manner, even though some units
are not seen in adaptation data.
Because defining a joint distribution, having an HMM
marginal for each unit, is a difficult job, two alternatives
have been used. First, instead of assigning a single label to
each adaptation data segment, multiple labels can be used.
For example, a speech segment can be associated with both
context-dependent and context-independent labels so that it
can be used to adapt both types of HMMs (Type II training
in [55]). Second, a correlation structure between parameters
can be established and the correlation parameters can be
estimated when training the general models or constructing
tying structures [167]. Parameters of unseen units can then
be adapted accordingly (e.g., [99], [32], [180], [167], [149],
[22], and [72]). Regression-based model prediction (RMP)
[49], [31] combined with a Bayesian approach has also been
studied [2]. This area of work is summarized in the bottom
right block of the technology roadmap shown in Fig. 3. An-
other way is to introduce correlation through a hierarchical
structure as in the extended MAP [180] and the structural
MAP [151], [26] approaches. The MAP algorithm is in spirit
similar to an ML version, the so-called autonomous model
complexity control [150], to determine the complexity of the
models based on the size of the training data.
C. Structural Bayesian Adaptation
The definition of a structure to aid MAP estimation is a
key procedure in the structural Bayes’ approach [151]. Con-
sider for the set of all the Gaussian mixture components
in a set of CDHMMs a tree structure where is the total
number of layers or the depth of the tree. Each node in the
th layer (leaf node) corresponds to one Gaussian mixture
component. The root node (the first layer) corresponds the
whole set of the mixture components. Each intermediate
node corresponds to a subset of , and each of its subordi-
nate leaf nodes corresponds to an element of a subset.
By assuming that the prior knowledge in a tree node can be
used to construct prior density needed for MAP estimation of
all the parameters in the successive child nodes, a new struc-
tural maximum a posteriori (SMAP) algorithm [151], [152]
has been developed for speaker and environment adaptation.
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It allows simultaneous adaptation of all the mixture Gaussian
parameters, even with only one adaptation utterance.
Three key steps are required in formulating the proposed
SMAP approach. First, a tree is used to characterize the
acoustic space represented by the HMM parameters. In
[151], an information theoretical criterion is used to cluster
all the Gaussian mixture component densities typically used
to model state observation densities in HMM. Next, given
all the density clusters used to characterize nodes in a tree,
we need to find a Gaussian density to summarize all the
Gaussian components in the cluster so that the likelihood of a
sequence of observation vectors representing the adaptation
data can be evaluated at the node level and, therefore, the
MAP estimate at any node in the tree can be computed. For
the third step, the prior density at each tree node needs to be
defined. In order to use every observation sample to estimate
all the HMM parameters, we use a hierarchical prior evo-
lution approximation by assuming that the hyperparameters
characterizing the prior density at each node are evaluated
based on the knowledge embedded in the prior density of its
parent node. Once the three key steps are established, the
SMAP estimation algorithm is then derived.
The SMAP procedure was shown to be effective for su-
pervised batch adaptation [151], unsupervised incremental
adaptation [152], and combined supervised rapid adaptation
and unsupervised incremental adaptation [152] in order to
reduce the amount of adaptation data needed to achieve a
reasonable level of performance and to improve performance
degradation in mismatch conditions. Some recent work in
extending SMAP to handle structural parameters such as
MLLR, called SMAPLR [156], has also demonstrated the
effectiveness of structural Bayesian adaptation approaches.
D. Adaptation and Normalization
Structural parameters, such as those in affine transfor-
mations, can also be used for normalizing the influence
of speakers, channels, and environments as suggested in
Fig. 5 so that the heterogeneity embedded in a large set of
acoustic training data can be reduced and a compact set
of acoustic models can be estimated. The normalization
process can be carried out both in the feature, and model
spaces (e.g., [181]). For example, the popular cepstral mean
normalization (CMN) algorithm [6] can be applied to every
training utterance to reduce some channel and speaker
effect. Codeword-dependent cepstralnormalization (CDCN)
[1] and its variations [114] can be considered as extensions
of CMN. Speaker normalization through vocal tract length
normalization (VTLN) using frequency warping has also
been proposed (e.g., [108]). ML-based feature normaliza-
tion, such as signal bias removal (SBR) [135] and stochastic
matching (SM) [147], which was originally developed for
compensation, can also be performed before model training
or adaptation (e.g., [181]). A frame-synchronous stochastic
matching algorithm has also been proposed for real-time
processing [35]. Both piecewise linear transformation
(the so-called metamorphicnormalization [17]) and linear
regression transformation [130] have been applied to map
training data of certain selected training speakers based on a
small amount of adaptation data to obtain an artificial bigger
size training set for speaker adaptation. Instead of mapping
training data, linear regression transformations have also
been used to map the selected speaker cluster models
based on small-size adaptation data and then compose a
speaker-adaptive model [54]. Furthermore, these transfor-
mations have been used to normalize the so-called irrelevant
variabilities in an integrated ML speaker adaptive training
(SAT) scheme [5] to obtain a set of generic speech models.
Since the variations contributed by speakers is reduced first,
the resulted speaker independent models are in principle
more compact, i.e., requiring less parameters. However, in
this case, an MLLR or MAP speaker adaptation routine
usually has to be performed to achieve a good performance
for a new speaker. Such procedures can also be carried
out on speaker clusters, such as female and male groups,
and on other channel factor classes shown in Fig. 1. It is
important to know the interactions among normalization,
compensation, and adaptation procedures to maximize the
utility for designing plug-in decision rules for ASR.
VII. ADAPTATION, COMPENSATION, AND ROBUSTNESS
We have discussed a number of parameter adaptation tech-
niques to estimate the acoustic and language models for de-
signing a plug-in MAP decoder for ASR. However, in many
situations, such adaptive decision rules are still not capable
of coping with the changing conditions and, therefore, mis-
match from training to testing. The most effective way to
handle mismatch seems to be finding invariant features so as
to minimize the effect of acoustic mismatch between training
and testing environments. Even though some features have
been shown less affected by a certain type of distortion, such
as linear microphone or channel effect, no feature has been
discovered that is invariant across all adverse acoustic con-
ditions. To circumvent this difficulty, a straightforward so-
lution is to collect additional adaptation data in a specific
testing condition and then to adapt the recognizer parameters
accordingly to work in the prescribed scenario. A more real-
istic approach is to again perform adaptive learning during
testing assuming no knowledge about the new acoustic con-
ditions or the actual sentence (or transcription) spoken. This
process is often referred to as compensation, as opposed to
adaptation. Compensation can be considered as a form of un-
supervised adaptation in which only the testing utterances
are used. Many other names have also been adopted, e.g.,
self adaptation, auto adaptation, instantaneous adaptation,
or stochastic matching (e.g., [180], [182], [147], [53], [164],
and [123]). For robust speech recognition, compensation can
be accomplished in the signal, feature and model spaces in
order to reduce the distortions shown in Fig. 7 (adopted from
[147]). The readers are referred to a recent review on the
topic of feature and model compensation (e.g., [106]). In
this section, we focus our discussion on the relationship be-
tween adaptation and compensation and on how to apply
some of the adaptation techniques discussed in previous sec-
tions to improve robustness of speech recognizers. It is noted
that algorithms originally developed for adaptation, such as
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Fig. 7. Conceptual diagram of mismatch between training and
testing.
MLLR, can also be applied directly to compensation. Sim-
ilarly, techniques designed to handle compensation, such as
model-based stochastic matching, can also be used for adap-
tation and normalization. For more general discussions on
robust speech recognition, the readers are referred to a few
recent publications (e.g., [90] and [158]).
One of the earliest studies on feature compensation is
cepstral mean normalization [6], which removes the cepstral
mean of each utterance before training and testing. CMN
was shown to be robust to microphone and channel distor-
tion in many systems. By making CMN more effective for
different sounds in different speaking conditions, CDCN
and its derived techniques [1], [114] were then developed.
A simplified version known as signal bias removal or signal
conditioning was shown to be effective for several applica-
tions (e.g., [182] and [135]). Hierarchical spectral clustering
in designing vector quantization codebook for normalization
has also been proposed [50]. Typically, a codebook is used
to represent the reference acoustic space and then a set of
biases can be derived to compensate cepstral difference
between testing feature vectors and reference codebook.
When no training data are available to create the codebook,
a natural extension is to use the information embedded in
the acoustic HMMs to aid the feature compensation process
(e.g., [182] and [147]). In stochastic matching [147], which
is in essence a model-based equalization algorithm, the
entire set of HMMs is used to perform feature compensation
and solved for the recognized sentence.
A. Self-Adaptation or Compensation
In the previous sections, we have discussed techniques that
require a set of data to perform rapid batch or incremental
adaptation. However, adaptation can also be performed at
runtime on the testing data in an unsupervised manner. This
process is often referred to as self-adaptation. The idea is to
introduce additional parameters or structures to account for
some models of mismatch in testing, and such parameters are
to be estimated along with the recognized sentence during
actual testing. This is an important way to enhance robust-
ness toward varying environments, microphones, channels,
and speakers. One way to do self-adaptation is through the
Type III Bayesian adaptation [55] where the same testing ut-
terance is used to obtain MAP estimator of all unit parame-
ters without using the recognized unit labels. A second ap-
proach is through stochastic matching in which nuisance pa-
rameters for distortion, and the recognized sentences are es-
timated with an EM algorithm [147], [182]. The extended
MAP approach [180] and MLLR/MAPLR have also been
shown applicable to self-adaptation (e.g., [175] and [154]).
Because the amount of adaptation data is limited to the
testing utterance itself in self-adaptation, constraints are
needed to reduce the number of parameters to be adapted.
For example, in stochastic matching, such a constraint is
introduced through some form of parameter transformation
, in which and denote the orig-
inal and the transformed parameter vectors, respectively,
is a transformation of interest and is a small set
of transformation parameters characterizing the model
transformation. Then self-adaptation amounts to solving the
following optimization problem:
(67)
where the nuisance parameter is solved together with
performing plug-in MAP decoding by iterative algorithms
[147], [53], [164].
B. Model Compensation
Although model-based feature compensation is effective in
some situations, there are many types of distortion that cannot
easily be realized by a simple feature transformation. Some-
times the exact distribution of the transformed feature vectors
can not be derived in a useful form for decoding, i.e., a nu-
merical procedure might be required. Model compensation
provides an attractive alternative. For example, if the feature
bias is time varying, i.e., with being a sto-
chastic bias [147], then the feature compensation vector can
not be computed exactly. If is a random vector with mean
vector and covariance matrix and is independent from
the speech features , then it is equivalent to solving the bias
density parameters by the following model transformations:
and . The nuisance parameters
and are solved either with a ML-based EM [147] or by a
MAP-based EM algorithm [24]. Other structures can also be
employedtoreducethenumberofparameterswhileimproving
compensation efficiency and effectiveness (e.g., [106]).
Other transformations, such as hierarchical VQ [50],
probabilistic spectrum fitting [31], context modulation
[181], spectral equalization [165], affine transformation
[39], and the widely used MLLR [109], although originally
developed for speaker adaptation, can also be used for
model compensation. Care is needed when applying such
adaptation algorithms for compensation. First, compensa-
tion is equivalent to adaptation without transcription for
supervision, as shown in Fig. 5. Therefore, only reliable
unsupervised adaptation algorithms can directly be used for
compensation. Another concern is that the number of the
parameters to be compensated should be limited because
typically, only a small amount of testing utterances is used
for compensation. Tying of transformation parameters (e.g.,
[40] and [110]) needs to be considered in order to have an
effective compensation.
If the additive bias is an HMM, then is also an HMM.
However, the topology and the state observation densities of
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can be very different from those of , the original speech
HMM. Therefore, new models of need to be estimated and
implemented during decoding. This family of algorithms is
known as model decomposition [170], parallel model com-
bination (PMC) [52], or model composition [118]. The orig-
inal algorithms [170], [53] were designed to handle additive
noise only. It was later extended to cope with both additive
and convolutional noises [51]. Other algorithms that estimate
the joint densities of speech and noise have also been sug-
gested (e.g., [45] and [144]). We believe compensation to-
gether with adaptation and normalization are some keys to
future technology advances in robust speech recognition.
VIII. ROBUST DECISION RULES
As we discussed in Section II, the plug-in MAP decoder
minimizes the recognition error only if the form of the dis-
tributions of the data to be recognized and the corresponding
parameters are known exactly. The above adaptation and
compensation strategies improve the robustness of speech
recognition systems by making the distribution
reflect more faithfully the true distribution of for
utterance to be recognized, while keeping the plug-in
MAP classification and decision rules intact. Another
possibility to improve the robustness of an ASR system is
to modify the plug-in MAP decoder. This area has not at-
tracted much research attention, partly because the dynamic
programming-based search strategies for implementing the
plug-in MAP decoder are by far the most efficient imple-
mentation for solving speech recognition solutions. Any
modification of the prevailing DP search algorithm requires
a considerable amount of work. However, there exist robust
decision rules that can be implemented without changing
too much of the existing DP-based algorithms.
Intuitively speaking, a decision strategy (rule) is called ro-
bust if it is not very sensitive to the previously discussed prior
uncertainty (or distortions). The readers are referred to [95]
for a formal definition of decision rule robustness. In the
following two sections, we show two examples of such ro-
bust decision rules, namely, minimax classification rule and
Bayesian predictive classification (BPC) rule, respectively.
Both of them assume the following:
1) the distributions and are known up to
some specifiable parameters in the forms of
and ;
2) the true parameters of these distributions, , and , lie
in a neighborhood of the estimated (or hypothetical)
ones;
3) the, therefore, prior uncertainty can be modeled by
defining an uncertainty neighborhood of the model
parameters and and/or possibly a distribution of
model parameters on this uncertainty neigh-
borhood.
With these assumptions, the specific minimax decision rule
and predictive decision rule can be constructed accordingly
to satisfy some desired robustness properties. To simplify
our discussion, we further assume that we do not consider
the uncertainty of and use as the language
model, with being the set of language model parameters
estimated from the training text data.
A. Minimax Classification
Let denote the uncertainty neighborhood of the
true model parameters , i.e., , where is the
set of model parameters estimated from the training data
and can be viewed as a generic parameter to characterize
the degree of the distortion. Then, we have
(68)
where is the set of distorted models. With , a func-
tional, namely, an upper bound of the worst case probability
of classification error, can be defined [122]. A decision rule
that minimizes this functional is as follows:
(69)
This is the so-called minimax classification rule, which was
first studied by Merhav and Lee [122]. It can be solved in two
steps. First, we estimate the underlying parameters using the
ML approach within each neighborhood , i.e.,
(70)
where denotes pretrained model parameters for word
. Then we apply the plug-in MAP decision rule, with
replacing the original . Therefore, conceptually, the
minimax decision rule described in (69) can be viewed as a
procedure that modifies the (plug-in) MAP decoder shown
in (2) with an extra step as in (70) to find a modified point
estimate in the neighborhood of the
original classifier parameters .
The above robust minimax classification rule makes no as-
sumption about the form of the distortion. However, its effi-
cacy does depend on an appropriate specification of the pa-
rameter uncertainty neighborhood . In
the past several years, some other specific techniques have
also been developed to implement the above minimax deci-
sion rule in HMM-based ASR systems (e.g., [124] and [82]).
They are shown to be effective in dealing with noisy speech
recognition and the mismatch caused by different recording
conditions.
There are also other possibilities to model the admissible
distortions . For example, if we use
(71)
where denotes a specific transformation of with
parameters . In this way, the uncertainty of can be char-
acterized by the uncertainty of . Then the minimax decision
rule with respect to the above will be
(72)
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The so-called model-space stochastic matching method de-
scribed in [147] and [164] can be theoretically justified in
this way.
B. Bayesian Predictive Classification
As we discussed before, minimax classification tries to
handle the worst case mismatch by assuming a uniform dis-
tribution in the uncertainty neighborhood for all possible de-
viation from the nominal parameters . Instead of assigning
another point estimate as done in the minimax classifica-
tion rule discussed above, one can also average out the effect
of the possible modeling and estimation errors by assuming
a general prior pdf for to characterize the parameter vari-
ability while making classification decisions. In this way, a
new robust decision strategy can be derived and is often re-
ferred to as a Bayesian predictive classification rule (e.g.,
[126] and [74]).
The principle behind the BPC approach is quite straight-
forward. Because we assume no knowledge about the pos-
sible distortions, we thus rely on a quite general prior pdf to
characterize the variability of the HMM parameters caused
by the possible mismatches and errors in modeling and esti-
mation. Let us consider the uncertainty of the model param-
eters by treating them as if they were random. Our prior
uncertainty about is then assumed to be summarized in a
known joint a priori density , with , where
denotes an admissible region of and is the set of pa-
rameters of the prior pdf. In this way, we are essentially con-
sidering the following admissible distorted set of data model
(73)
where we can view as a parameter to characterize the broad-
ness of the distribution or, equivalently, the degree
of the distortion. If we want to account for model parame-
ters’ uncertainty in recognition, an optimal Bayes’ solution ,
namely, BPC, exists. It selects a speech recognizer to mini-
mize the overall recognition error (this is when the average
is taken both with respect to the sampling variation in the ex-
pected testing data and the uncertainty described by the prior




is called the predictive pdf (e.g., [3], [57], and [142]) of the
observation given the word . The crucial difference be-
tween the plug-in and predictive classifiers is that the former
acts as if the estimated model parameters were the true ones,
whereas the predictive methods average over the uncertainty
in parameters. Three key issues thus arise in BPC:
1) the definition of the prior density for modeling
the uncertainty of the HMM parameters;
2) the specification of the hyperparameters, ;
3) the evaluation of the predictive density.
Readers are referred to [74], [75], [83], and [84] for details
on how the above issues are addressed in a series of prelimi-
nary studies and how the BPC approach enhances robustness
when mismatches exist between training and testing condi-
tions.
C. Related Robust Decision Approaches
If training data can be incorporated into designing deci-
sion rules, some new possibility opens. One such example
is the approximate Bayesian (AB) decision rule for speech
recognition, which was based on the generalized likelihood
ratios computed from the available training and testing data.
Such an AB rule operates as follows [121]:
(76)
As discussed previously, the minimax classification rule
can be viewed as a two-step procedure and implemented in
(69). First, each testing utterance is treated as possibly be-
longing to any word sequence, and a constrained ML esti-
mate of the related HMM parameters is obtained. Then, a
plug-in MAP rule is used for speech recognition by using
the updated HMM parameters. We can use another estima-
tion technique in the first step and end up with a modified
minimax decision rule, e.g.,
(77)
where is an MAP estimate,
. For the convenience of
reference, we call this modified minimax decision rule a
Bayesian minimax rule to emphasize its difference from
the original minimax approach in [122]. The readers are
referred to [82] for a performance comparison of different
implementations of the minimax rule.
We have previously discussed BPC approach as a new
decision rule that averages out the sampling error in HMM
parameter estimation. A related but simpler approach can
also be used for model compensation and adaptation. By
assuming the CDHMM and/or transformation parameters to
be uncertain, Bayesian predictive densities can be computed
for a subset of the parameters. In [149], such an idea is
explored in the context of Bayesian speaker adaptation
where a Gaussian prior pdf for the mean vector is adopted
and the Bayesian predictive density of each Gaussian mix-
ture component is calculated to serve as the compensated
distribution of that component which is used in the plug-in
MAP decision rule in (2). In [83], a similar idea is applied
to noisy speech recognition where a uniform prior pdf on a
prespecified uncertainty neighborhood for the mean vector
is adopted. The Bayesian predictive compensation [162] and
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Bayesian predictive adaptation [163] are designed to handle
a small number of transformation parameters instead of the
entire set of CDHMM parameters. Both techniques were
found to be robust to speaker and channel distortions when
a small size adaptation set was used.
IX. DISCUSSION AND CONCLUSION
We have revisited the classical Bayes’ decision theory and
discussed how it has been used to design pattern-recogni-
tion decision rules such as an automatic speech-recognition
algorithm. Due to the lack of a complete knowledge of the
joint distribution of patterns and classes in practical pattern-
recognition problems, a designer usually assumes a partic-
ular form of a parametric distribution and estimates the pa-
rameters needed to evaluate the joint distribution from a col-
lection of labeled training data. An adaptive decision rule,
such as the plug-in maximum a posteriori decision rule, is
then adopted to perform the desired pattern-recognition op-
eration. We have explained several key concepts about the
optimal decision rule, plug-in decision rule, and robust de-
cision rule. We have shown how these decision rules can be
derived under different assumptions and optimality criteria.
A clear understanding of these aspects will guide us to ap-
preciate why the current ASR technology is so successful
in certain applications, and more important, why it fails in
many other situations. Although ASR is chosen as the ap-
plication discussed in this article, we deliberately make our
discussions as general as possible so that most of them can
be applied to other pattern-recognition problems employing
the same decisiontheoretic formulation.
After a careful review of the theoretic foundations of the
modern ASR technology, it is quite clear that in order to de-
sign an automatic speech recognizer that works well for dif-
ferent tasks and speakers over unexpected and possibly ad-
verse conditions, all of the three distortion types, namely,
the small sample effect, the training model and estimation
errors, and the mismatched testing conditions, discussed in
Section II-D, need to be appropriately treated to deal with
these violations of modeling assumptions. Not all of them
has been seriously addressed in the past. In this paper, we
have mainly addressed issues related to adaptive modeling of
speech and linguistic units. We have also briefly discussed a
recent research trend in designing some new robust decision
rules. These rules will be especially attractive for the class of
robust speech-recognition problem in which:
1) mismatches between training and testing conditions
exist;
2) an accurate knowledge of the mismatch mechanism is
unknown;
3) the only available information is the test data along
with a set of pretrained speech models and the decision
parameters.
More fundamental work and research innovations are needed
in this area.
Before we close this paper, we want to emphasize again
that in order to derive an optimal decision rule, it is important
to have correct knowledge of three key factors, namely, the
observation space , the loss function , and the
joint pdf . Based on the previous discussion, it is
quite clear to us now that the performance of the currently
popular ASR systems, which adopt a plug-in MAP decision
rule with ML/MAP-estimated densities, will depend on the
following conditions:
1) whether the assumed parametric models are accurate
and flexible enough to appropriately model the highly
complex and variable speech signals or the extracted
feature vectors;
2) whether the training data set is sufficient and represen-
tative enough to guarantee good parameter estimation
and generalizability;
3) whether the assumed models and the related parameter
estimation methods are computationally efficient and
robust enough to take care of the possible distortions
between models and training samples;
4) whether the distortions between the trained models and
the actual testing data are small enough to avoid the
breakdown of the whole approach.
We can always try to improve the ASR performance by:
1) finding invariant or robust speech features (i.e., a better
);
2) developing better modeling and learning techniques
[i.e., a better ];
3) applying adaptation techniques [i.e., a better
];
4) using robust decision strategies (i.e., try to make the
best decision based on all of the available information).
Among many research issues, we want to emphasize the im-
portance of the following issues:
1) how to collect/find useful real speech data;
2) how to efficiently and intelligently use these training
data to discover useful knowledge sources;
3) how to use the above derived knowledge sources in
designing a robust ASR system;
4) how to incorporate confidence measures into recog-
nized words and phrases to improve intelligence of
speech-recognition systems.
Technical advances are needed in discovering new structures
in signal, feature, and model representations and their inter-
actions with the speaker and speaking environment in which
the speech signal is generated. This will allow us to incorpo-
rate more knowledge sources in the source-channel models
shown in Fig. 2 to more faithfully reflect the actual channel
information illustrated in Fig. 1. Our discussion in this paper
about model estimation, adaptation, compensation, and nor-
malization coupled with these new advances will guide us
in designing high-performance and robust decision rules in
the future. It is our hope that the above in-depth discussions
may inspire further innovations that will lead to better solu-
tions for automatic speech recognition and many other pat-
tern-recognition problems.
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