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Abstract
Hilbert space representations of the cross product ∗-algebras of the Hopf
∗-algebra Uq(su2) and its module ∗-algebras O(S2qr) of Podles´ spheres are
investigated and classified by describing the action of generators. The rep-
resentations are analyzed within two approaches. It is shown that the Hopf
∗-algebra O(SUq(2)) of the quantum group SUq(2) decomposes into an
orthogonal sum of projective Hopf modules corresponding to irreducible
integrable ∗-representations of the cross product algebras and that each irre-
ducible integrable ∗-representation appears with multiplicity one. The pro-
jections of these projective modules are computed. The decompositions of
tensor products of irreducible integrable ∗-representations with spin l repre-
sentations of Uq(su2) are given. The invariant state h on O(S2qr) is studied
in detail. By passing to function algebras over the quantum spheres S2qr, we
give chart descriptions of quantum line bundles and describe the representa-
tions from the first approach by means of the second approach.
Keywords: Quantum groups, unbounded representations
Mathematics Subject Classifications (2000): 17B37, 81R50, 46L87
0 Introduction
Podles´ quantum spheres [13] (see [7, Section 4.5] for a short treatment) are a
one-parameter family S2qr, r ∈ [0,∞], of mutually non-isomorphic quantum ho-
mogeneous spaces of the quantum group SUq(2), where 0 < q < 1. Each of
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these spaces can be considered as a quantum analogue of the classical 2-sphere.
Their coordinate algebrasO(S2qr) are right coideal ∗-subalgebras of the coordinate
Hopf ∗-algebra O(SUq(2)) of the quantum group SUq(2) and hence left module
∗-algebras of the Hopf ∗-algebra Uq(su2). Therefore, the left cross product ∗-
algebra O(S2qr)⋊Uq(su2) is defined. The subject of this paper are Hilbert space
representations of the ∗-algebra O(S2qr)⋊Uq(su2).
There is now an extensive literature on Podles´ spheres (see e.g. [1–3,5,6,12]).
Let us restate some algebraic results from these papers that are relevant for our
investigations. Let C denote the coalgebra O(SUq(2))/O(S2qr)+O(SUq(2)) with
quotient map ρ : O(SUq(2)) → C, where O(S2qr)+ = {x ∈ O(S2qr) ; ε(x) = 0}.
The algebraO(S2qr) is then the algebra of left C-covariant elements ofO(SUq(2)).
Note that only in the case r = 0 the coalgebra C is a Hopf algebra and the quan-
tum sphere S2qr is the quotient by a quantum subgroup. M. Dijkhuizen and T.
Koornwinder [3] have found a skew-primitive element Xr ∈ Uq(su2) such that
O(S2qr) is the subalgebra of right Xr-invariant elements of O(SUq(2)). A major
step have been the results of E. F. Mu¨ller and H.-J. Schneider [12]. They showed
that O(SUq(2)) is faithfully flat as a left (and right) O(S2qr)-module and that C is
spanned by group-like elements. As a consequence, C is the direct sum of simple
subalgebras Cj . Then
Mj = {x ∈ O(SUq(2)) ; ρ(x(1))⊗ x(2) ∈ Cj ⊗O(SUq(2))}
is a finitely generated projective relative (O(SUq(2)), O(S2qr))-Hopf module and
O(SUq(2)) is the direct sum of these Hopf modules Mj [12, p. 186]. In the sub-
group case r = 0, the corresponding projections and their Chern numbers have
been computed in [6] and [5], respectively. A family of group-like elements span-
ning the coalgebra C was determined in [2].
In the present paper, we reconsider and extend these algebraic results in the
Hilbert space setting. We prove thatO(SUq(2)) is the orthogonal direct sum of the
Hopf modules Mj and we give an explicit description of this decomposition. Here
the skew-primitive element Xr plays a crucial role. Moreover, we determine the
projections of the projective modulesMj . All this is carried out in Section 3. Each
Hopf module Mj corresponds to an irreducible ∗-representation πj of the cross
product ∗-algebra O(S2qr)⋊Uq(su2) such that the restriction of πj to Uq(su2) is a
direct sum of spin l representations Tl, l ∈ 12N0. Let us call a ∗-representation of
O(S2qr)⋊Uq(su2) integrable if it has the latter property. In Section 4, we classify
integrable ∗-representations of O(S2qr)⋊Uq(su2) and prove that each irreducible
integrable ∗-representation ofO(S2qr)⋊Uq(su2) is unitarily equivalent to one of the
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representations πj . In the course of this classification, we describe the structure
of these ∗-representations πj by explicit formulas for the actions of generators
of O(S2qr) on an orthonormal basis of weight vectors for the representation Tl of
Uq(su2). In the terminology of our previous paper [15], this is the first approach
to representations of the cross product algebra O(S2qr)⋊Uq(su2). We also derive a
formula for the decomposition of the tensor product representation πj ⊗ Tl into a
direct sum of representations πj .
The corresponding second approach [15] is developed in Section 5. Here we
begin with a representation of the ∗-algebra O(S2qr) given in a canonical form and
we extend it to a representation of O(S2qr)⋊Uq(su2). The main technical tool for
this is to “decouple” the cross relations of the cross product algebra by finding an
auxiliary ∗-subalgebra Yr of O(S2qr)⋊Uq(su2) which commutes with the ∗-alge-
bra O(S2qr). Such decouplings have been found and studied in [4].
Section 6 starts by defining algebras of functions which extend the coordi-
nate algebras O(S2qr) and by describing invariant functionals on such function
algebras. The algebras of functions together with the invariant functionals will
be used to give another description of irreducible integrable ∗-representations. It
should be emphasized that though all irreducible integrable representations πj of
O(S2qr)⋊Uq(su2) involve unbounded operators, their restrictions to the ∗-subalge-
braO(S2qr)⊗Yr are given by bounded operators only. In Subsection 6.2, we show
that the restriction of an irreducible integrable ∗-representation to O(S2qr) ⊗ Yr
decomposes into a direct sum of two representations which can be realized on
algebras of functions with support in the positive and the negative spectrum of
a certain self-adjoint operator. This self-adjoint operator represents a coordinate
function of the quantum sphere and the two algebras of functions can be consid-
ered as “charts” of the projective module Mj . The representation of O(S2qr)⊗ Yr
on each chart leads again to an irreducible ∗-representation of the cross product
algebra which is not integrable and can be described by the formulas from the
second approach. To round off this circle of investigations, we recover in Section
7 the irreducible integrable representation by taking the direct sum of both charts
and passing to another domain.
In Section 1, we briefly mention the correspondence between relative Hopf
modules and modules of cross product algebras and we characterize direct sums
of Heisenberg representations for cross product algebras A⋊U of Hopf ∗-alge-
brasA of compact quantum groups. Section 2 collects a number of definitions and
basic facts on Podles´ spheres and on the cross product algebras O(S2qr)⋊Uq(su2)
which are needed in what follows.
All facts and notions on quantum groups used in this paper can be found, for
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instance, in [7]. The algebra Uq(sl2) is due to P. P. Kulish and N. Y. Reshetikhin
[8]. The quantum group SUq(2) was invented in [19] and [17] and the quantum
spheres S2qr were discovered in [13].
Let us introduce some notation. Throughout this paper, q is a real number of
the open interval (0, 1). We abbreviate
λ := q−q−1, λn := (1−q
2n)1/2, [n] := (qn−q−n)/(q−q−1),
where n ∈ N0. For an algebra X , the notation X n stands for the direct sum of n
copies of X and Mn(X ) denotes the set of n × n-matrices with entries from X .
Let I be an at most countable index set, V a linear space and D = ⊕i∈I Vi, where
Vi = V for all i ∈ I . We denote by ηi the vector of D which has the element
η ∈ V as its i-th component and zero otherwise. It is understood that ηi = 0
whenever i /∈ I . If V is a Hilbert space, then ⊕¯i∈I Vi denotes the closed linear
span of {ηi ; η ∈ V, i ∈ I}. Given a dense linear subspace D of a Hilbert space,
L+(D) := { y ∈ End(D) ; D ⊂ D(y∗), y∗D ⊂ D }
is a unital *-algebra of closeable operators with involution y 7→ y∗⌈D. As custom-
ary, D(x) denotes the domain of an operator x. By a ∗-representation of a unital
∗-algebra X on the domain D, we mean a unit preserving ∗-homomorphism π
from X into L+(D) (see e.g. [14]). When no confusion can arise, we omit the
letter which denotes the representation and write x instead of π(x).
1 Relative Hopf modules and representations of the
cross product algebras
Let U be a Hopf ∗-algebra and let X be a left U-module ∗-algebra, that is, X is a
unital ∗-algebra with left U-action ⊲ satisfying
f ⊲xy = (f(1)⊲x)(f(2)⊲y), f ⊲1 = ε(f)1, (f ⊲x)
∗ = S(f)∗⊲x∗ (1)
for x, y ∈ X and f ∈ U . Here ∆(f) = f(1) ⊗ f(2) is the Sweedler notation for
the comultiplication ∆(f) of f ∈ U . Then the left cross product ∗-algebra X ⋊U
is the ∗-algebra generated by the two ∗-subalgebras X and U with respect to the
cross commutation relations
fx = (f(1)⊲x)f(2), x ∈ X , f ∈ U . (2)
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Let A be a Hopf algebra and X a right A-coideal subalgebra of A. A relative
Hopf module in XMA (see e.g. [11]) is a rightA-comoduleM which is also a left
X -module such that the right coaction of A is X -linear, that is,
(xm)(1) ⊗ (xm)(2) = x(1)m(1) ⊗ x(2)m(2), x ∈ X , m ∈M. (3)
Here we write simply xm for the left module action of x at m and we use the
Sweedler notation for the coaction.
Let 〈·, ·〉 be a dual pairing of Hopf algebras U andA. Then any rightA-como-
dule M determines a left U-module by
f ⊲m := 〈f,m(2)〉m(1), f ∈ U , m ∈M, (4)
and the rightA-comodule algebra X becomes a left U-module algebra. Hence the
cross product algebra X ⋊U is defined. The cross relations (2) are given by
fx = 〈f(1), x(2)〉x(1)f(2), x ∈ X , f ∈ U . (5)
The following simple well-known lemma is crucial in what follows.
Lemma 1.1 Let M be a left X -module and a right A-comodule.
(i) If M ∈ XMA, then M is a left X ⋊U-module.
(ii) Suppose that U separates the points of A, that is, 〈f, a〉 = 0 for all f ∈ U
implies a = 0. If M is a left X ⋊U-module, then M ∈ XMA.
Proof. As M is a right A-comodule, it is a left U-module. From (4), we obtain
f ⊲(xm) = 〈f, (xm)(2)〉(xm)(1), (6)
〈f(1), x(2)〉x(1)(f(2)⊲m) = 〈f, x(2)m(2)〉x(1)m(1). (7)
If M ∈ XMA, then (3) holds and hence the right hand sides of (6) and (7) co-
incide. That is, the cross relations (5) of X ⋊U are satisfied, so we have a well
defined left X ⋊U-module. Conversely, if the right hand sides of (6) and (7) are
equal, then (3) follows by using the assumption that U separates A. ✷
Suppose now that 〈·, ·〉 is a dual pairing of Hopf ∗-algebras U and A and
that X is a ∗-invariant right A-coideal. Suppose that there exists a positive linear
functional h onX (i.e. h(x∗x) ≥ 0 for x ∈ X ) which is U-invariant (i.e. h(f ⊲x) =
ε(f)h(x) for x ∈ X and f ∈ U). Then there is a unique ∗-representation πh,
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called the Heisenberg representation of the ∗-algebra X ⋊U , with domain Dh
such that πh⌈X is the GNS-representation of A with cyclic vector ϕh = πh(1),
Dh = π(X )ϕh and π(f)ϕh = ε(f)ϕh for f ∈ U . (Note that we have taken in [15]
the closure of πh as the Heisenberg representation obtained from h.)
Recall that a Hopf ∗-algebra A is called a CQG-algebra (compact quantum
group algebra) if A is the linear span of matrix elements of finite dimensional
unitary corepresentations of A [3], [7, Subsection 11.3.1]. A CQG-algebra has a
unique Haar state h.
The next proposition is a Hilbert space version of the well-known algebraic
fact that Hopf modules in AMA are trivial.
Proposition 1.2 Suppose that 〈·, ·〉 is a dual pairing of a Hopf ∗-algebra U and a
CQG Hopf ∗-algebraA such that U separates the points ofA. Let π be a ∗-repre-
sentation of the cross product ∗-algebraA⋊U on a domainD. Then π is unitarily
equivalent to a direct sum of Heisenberg representations πh of A⋊U if and only
if D is a right A-comodule such that π(f)ϕ = f ⊲ϕ for f ∈ U and ϕ ∈ D.
Proof. To prove the necessity, it suffices to check the above condition for the
Heisenberg representation πh. Because the Haar state of A is faithful, there is a
well defined right coaction φ of A on D given by φ(ϕ) = πh(a(1))ϕh ⊗ a(2) for
ϕ = πh(a)ϕh, a ∈ A. Let f ∈ U . Using the cross relation (2) and U-invariance
of the cyclic vector ϕh, we obtain
πh(f)ϕ = πh(fa)ϕh = 〈f(1), a(2)〉πh(a(1)f(2))ϕh = 〈f, a(2)〉πh(a(1))ϕh = f ⊲ϕ.
Now we prove the sufficiency. Suppose D is a right A-comodule such that
π(f)ϕ = f ⊲ϕ ≡ 〈f, ϕ(2)〉ϕ(1) for ϕ ∈ D and f ∈ U . Let Dinv be the subspace of
vectors ω(ϕ) := π(S−1(ϕ(2)))ϕ(1), ϕ ∈ D. Let f ∈ U and ϕ ∈ D. Using the fact
that π is a representation and relation (2), we compute
π(f)ω(ϕ) = π(fS−1(ϕ(2)))ϕ(1) = 〈f(1), S
−1(ϕ(2))〉π(S
−1(ϕ(3)))π(f(2))ϕ(1)
= 〈f(1), S
−1(ϕ(3))〉π(S
−1(ϕ(4)))〈f(2), ϕ(2)〉ϕ(1)
= 〈f, S−1(ϕ(3))ϕ(2)〉π(S
−1(ϕ(4)))ϕ(1) = ε(f)ω(ϕ).
Hence the functional 〈π(·)ω(ϕ), ω(ϕ)〉 onA is U-invariant. Since U separates the
points of A, it is also A-invariant and so a multiple of the Haar state h. Thus, we
have
〈π(x)ω(ϕ), ω(ϕ)〉 = ‖ω(ϕ)‖2h(x), x ∈ A. (8)
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Next we show that ω(ϕ)⊥ω(ϕ′) for ϕ, ϕ′ ∈ D implies
π(A⋊U)ω(ϕ)⊥ π(A⋊U)ω(ϕ′). (9)
Let u ∈ C, |u| = 1, and let x ∈ A be hermitian. Clearly, ω(ϕ) + uω(ϕ′) ∈ Dinv.
By (8), we obtain
(‖ω(ϕ)‖2 + ‖ω(ϕ′)‖2)h(x) = 〈π(x)(ω(ϕ) + uω(ϕ′)), ω(ϕ) + uω(ϕ′)〉
= 〈π(x)ω(ϕ), ω(ϕ)〉+ 〈π(x)ω(ϕ′), ω(ϕ′)〉+ 2Re u 〈π(x)ω(ϕ), ω(ϕ′)〉
= (‖ω(ϕ)‖2 + ‖ω(ϕ′)‖2)h(x) + 2Re u 〈π(x)ω(ϕ), ω(ϕ′)〉.
Therefore, Re u 〈π(x)ω(ϕ), ω(ϕ′)〉 = 0 for all u ∈ C with |u| = 1 which implies
〈π(x)ω(ϕ), ω(ϕ′)〉 = 0. Since A is spanned by hermitian elements and π is a
∗-representation, π(A)ω(ϕ)⊥π(A)ω(ϕ′). From (2), we obtain π(f)π(A)ω(ψ) ⊆
π(A)ω(ψ) for all ψ ∈ D, so (9) follows.
Using Zorn’s lemma, we choose a maximal set {ω(ϕi) ; i ∈ I} of orthonormal
vectors of the vector spaceDinv. LetDi = π(A⋊U)ω(ϕi) and let πi be the restric-
tion of the representation π to Di. Since 〈πi(x)ω(ϕi), ω(ϕi)〉 = h(x) for x ∈ A
by (8), πi is unitarily equivalent to the Heisenberg representation π of A⋊U . By
(9), Di⊥Dj for i 6= j. Since ϕ = π(ϕ(2))ω(ϕ(1)) for ϕ ∈ D, the domain D is the
linear span of subspacesDi, i ∈ I . Putting the preceding together, we have shown
that π is unitarily equivalent to a direct sum of Heisenberg representations. ✷
LetA be the CQG-algebraO(SUq(2)) and let U = Uq(su2). Then the hypoth-
esis in Proposition 1.2 is satisfied if and only if π is integrable, that is, its restric-
tion to Uq(su2) is a direct sum of spin l representations Tl, l ∈ 12N0. Therefore,
by Proposition 1.2, a ∗-representation π of the ∗-algebra O(SUq(2))⋊Uq(su2) is
a direct sum of Heisenberg representations πh if and only π is integrable. This
was proved in [15] by another method. A similar result holds for compact forms
of standard quantum groups.
2 The cross product algebraO(S2qr) ⋊Uq(su2)
The Hopf ∗-algebra Uq(su2) is generated by elements E, F,K,K−1 with relations
KK−1=K−1K=1, KE=qEK, FK=qKF, EF − FE=λ−1(K2 −K−2),
(10)
involution E∗ = F , K∗ = K, comultiplication
∆(E)=E ⊗K +K−1 ⊗ E, ∆(F )=F ⊗K +K−1 ⊗ F, ∆(K)=K ⊗K,
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counit ε(E) = ε(F ) = ε(1−K) = 0 and antipode S(K) = K−1, S(E) = −qE,
S(F ) = −q−1F . There is a dual pairing 〈·, ·〉 of the Hopf ∗-algebras Uq(su2) and
O(SUq(2)) given on generators by
〈K±1, d〉 = 〈K∓1, a〉 = q±1/2, 〈E, c〉 = 〈F, b〉 = 1
and zero otherwise, where a, b, c, d are the usual generators of O(SUq(2)) (see
e.g. [7, Chapter 4]).
We shall use the definition of the coordinate algebras O(S2qr), r ∈ [0,∞], of
Podles´ spheres as given in [13]. For r ∈ [0,∞), O(S2qr) is the ∗-algebra with
generators A=A∗, B, B∗ and defining relations
AB=q−2BA, AB∗=q2B∗A, B∗B=A−A2+ r, BB∗=q2A− q4A2+ r. (11)
For r =∞, the defining relations of O(S2q,∞) are
AB = q−2BA, AB∗ = q2B∗A, B∗B=−A2 + 1, BB∗=−q4A2 + 1. (12)
Let r < ∞. As shown in [13], O(S2qr) is a right O(SUq(2))-comodule ∗-algebra
such that
x−1 :=q
−1(1 + q2)1/2B, x1 := −(1 + q
2)1/2B∗, x0 := 1− (1 + q
2)A. (13)
transform by the spin 1 matrix corepresentation (t1ij) of SUq(2). Hence O(S2qr)
is a left Uq(su2)-module ∗-algebra with left action given by f ⊲xj =
∑
i xi〈f, t
1
ij〉
for f ∈ Uq(su2), j = −1, 0, 1. Inserting the form of the matrix (t1ij) (see [13]
or [7, Subsection 4.5.1]) and the Hopf algebra pairing 〈·, ·〉 into (5), we derive the
following cross relations for the cross product algebra O(S2qr)⋊Uq(su2):
KA=AK, EA=AE + q−1/2B∗K, FA=AF − q−3/2BK,
KB=q−1BK, EB=qBE − q1/2(1 + q2)AK + q1/2K, FB=qBF,
KB∗=qB∗K, EB∗=q−1B∗E, FB∗=q−1B∗F + q−1/2(1 + q2)AK − q−1/2K.
That is, O(S2qr)⋊Uq(su2) is the ∗-algebra with generators A, B, B∗, E, F , K,
K−1, with defining relations (10), (11) and the preceding set of cross relations.
For r =∞, we set
x−1 := q
−1(1 + q2)1/2B, x1 := −(1 + q
2)1/2B∗, x0 := −(1 + q
2)A. (14)
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Then the cross relations for O(S2q∞)⋊Uq(su2) can be written as
KA = AK, EA = AE + q−1/2B∗K, FA = AF − q−3/2BK,
KB = q−1BK, EB = qBE − q1/2(1 + q2)AK, FB = qBF,
KB∗ = qB∗K, EB∗ = q−1B∗E, FB∗ = q−1B∗F + q−1/2(1 + q2)AK.
There is an infinitesimal description of Podles´ quantum spheres which was
discovered in [3]. For r ∈ [0,∞], define an element Xr ∈ Uq(su2) by
Xr = q
1/2(q−1 − q)−1r−1/2(1−K2) + EK + qFK, r ∈ (0,∞),
X0 = 1−K
2, X∞ = EK + qFK.
(15)
Then ∆(Xr) = 1⊗Xr+Xr⊗K2. As shown in [3], the right coideal ∗-subalgebra
X := {x ∈ O(SUq(2)) ; 〈Xr, x(1)〉x(2) = 0}
of infinitesimal invariants with respect to Xr can be identified with the coordinate
∗-algebra O(S2qr) of Podles´ quantum 2-spheres. The generators x−1, x0, x1 of
O(S2qr) are then identified with the elements
x−1 = (1 + q
−2)1/2(r1/2a2 + ac− qr1/2c2),
x0 = (1 + q
−2)r1/2ab+ 1 + (q + q−1)bc− (1 + q2)r1/2dc,
x1 = (1 + q
−2)1/2(r1/2b2 + bd − qr1/2d2) for r <∞;
x−1 = (1 + q
−2)1/2(a2 − qc2),
x0 = (1 + q
−2)(ab− q2dc),
x1 = (1 + q
−2)1/2(b2 − qd2) for r =∞.
3 Decomposition of O(SUq(2))
Throughout this section, we denote by X the coordinate algebras O(S2qr) and by
A and U the Hopf ∗-algebras O(SUq(2)) and Uq(su2), respectively.
First we recall a few crucial algebraic results from [12] needed in what follows.
Let C denote the coalgebra A/X+A with quotient map ρ : A → C, where X+ =
{x ∈ X ; ε(x) = 0}. By [12], C is spanned by group-like elements and, as a
consequence, it is the direct sum of simple subcoalgebras Cj , j ∈ 12Z. Set
Mj = {x ∈ A ; ρ(x(1))⊗ x(2) ∈ Cj ⊗A}.
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Then Mj is a finitely generated projective Hopf module in XMA and A is the
direct sum of all Mj (cf. [12, p. 163]). Since the dual pairing of U and A is
non-degenerate [7, Section 2.4], it follows from Lemma 1.1 that Hopf modules in
XM
A are in one-to-one correspondence with left X ⋊U-modules.
In this section, we reconsider these algebraic results in the Hilbert space set-
ting. Since the Haar state on A is faithful, we can equip A with the inner product
〈a, b〉 := h(b∗a), a, b ∈ A. (16)
The Heisenberg representation ofA is just the leftA⋊U-moduleA endowed with
the inner product (16). Hence each left X ⋊U-module Mj corresponds to a ∗-re-
presentation, denoted by πˆj , of the cross product ∗-algebra O(S2qr)⋊Uq(su2). We
will return to this representation in Proposition 4.6 below.
In Theorem 3.1, we give a direct proof that A = O(SUq(2)) is the orthogo-
nal direct sum of Hopf modules Mj and describe this decomposition explicitely.
Moreover, the projections of the projective X -modules Mj are computed.
Let us first introduce some more notation. We abbreviate
λ± := 1/2± (r + 1/4)
1/2 for r <∞, λ± := ±1 for r =∞,
s := 0 for r = 0, s := −r−1/2λ− for r ∈ (0,∞), s := 1 for r =∞.
Note that s = r1/2λ−1+ when r ∈ [0,∞). For j ∈ 12N, define
uj = (d+ q
−1sb)(d+ q−2sb) . . . (d+ q−2jsb), (17)
wj = (a− qsc)(a− q
2sc) . . . (a− q2jsc), (18)
u−j = E
2j⊲wj , (19)
and set u0 = w0 = 1. From [2], we conclude that ρL(uj), ρL(wj), j ∈ 12N0, are
group like elements that span the coalgebra A/X+A, where ρL : A → A/X+A
is the canonical mapping. (In order to apply the results in [2], one has to inter-
change the right A-comodule algebra X with the left A-comodule algebra θ(X )
using the ∗-algebra automorphism and coalgebra anti-homomorphism θ : A → A
determined by θ(a) = a, θ(d) = d, θ(b) = −qc, θ(c) = −q−1b.) In particular, the
simple coalgebras Cj are given by Cj = CρL(uj) and C−j = CρL(wj), j ∈ 12N0.
As a consequence, uj ∈Mj for j ∈ 12Z. A crucial role will play the elements
vlkj := N
l
kj F
l−k⊲(x
l−|j|
1 uj), l ∈
1
2
N0, j, k = −l,−l + 1, . . . , l, (20)
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of A, where N lkj = ‖F l−k⊲(x
l−|j|
1 uj)‖
−1
. To describe the projection of the projec-
tive module Mj , we define a (2|j|+1)×(2|j|+1)-matrix Pj with entries from A
by
Pj =
(
q−(n+m)[2|j|+1]−1v
|j|
njv
|j|∗
mj
)|j|
n,m=−|j|
.
Theorem 3.1 The decompositionA = ⊕j∈ 1
2
Z
Mj is an orthogonal direct sum with
respect to the inner product given by (16). The set {vlkj ; l ∈ 12N0, k, j = −l,
−l + 1, . . . , l} is an orthonormal basis of A and
Mj = Lin{v
|j|+n
kj ; n ∈ N0, k = −(|j|+ n),−(|j|+ n) + 1, . . . , |j|+ n}.
As a left X -module, Mj is generated by {v|j|kj ; k = −|j|,−|j| + 1, . . . , |j|}, the
matrices Pj are orthogonal projections in M2|j|+1(X ), and Mj is isomorphic to
X 2|j|+1Pj . Each vector v|j|kj is cyclic for the ∗-representation πˆj of X ⋊U on Mj .
Proof. Obviously, vllj is a highest weight vector of weight l and the linear space
V lj := Lin{v
l
kj ; k =−l,−l + 1, . . . , l} is an irreducible Uq(su2)-module of spin l.
Hence vlkj and vl
′
k′j′ are orthogonal whenever l 6= l′ or k 6= k′ because then they
belong to representations of different spin or are vectors of different weights.
It remains to prove that vlkj and vlkj′ are orthogonal when j 6= j′. The idea of
the proof [12] is to show that vlkj and vlkj′ are eigenvectors of different eigenvalues
of a hermitian operator Xˆr acting on A. Let Xˆr be defined by
Xˆr(a) := a⊳Xr = 〈Xr, a(1)〉a(2), a ∈ A,
where Xr ∈ Uq(su2) is given by (15). The relation S(Xr)∗ = S(Xr) implies that
the operator Xˆr is hermitian. Indeed, for a, b ∈ A, we have
〈a, b⊳Xr〉 = h((b⊳Xr)
∗a) = h((b∗⊳S(Xr)
∗)a) = h((b∗⊳S(Xr))a)
= ε(Xr(2))h((b
∗⊳S(Xr(1)))a) = h((b
∗⊳S(Xr(1))Xr(2))(a⊳Xr(3)))
= h(b∗(a⊳Xr)) = 〈a⊳Xr, b〉.
For j ∈ 1
2
Z, set
µj := 1− q
2j for r = 0,
µj := q
1/2(q−1 − q)−1r−1/2(1− q−2jλ− − q
2jλ+) for r ∈ (0,∞),
µj := q
1/2(q−1 − q)−1(q−2j − q2j) for r =∞.
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We claim that uj⊳Xr = µjuj , where the vectors uj , j ∈ 12Z, are defined by
(17)–(19). Let r ∈ (0,∞). For j = 0, we have u0⊳Xr = ε(Xr) = 0. Assume
that the assertion holds for j ∈ 1
2
N0. Using ∆(Xr) = 1 ⊗ Xr + Xr ⊗ K2 and
s = −r−1/2λ− = r
−1/2λ−1+ , we compute
uj+1/2⊳Xr = uj
(
(d+ q−(2j+1)sb)⊳Xr
)
+ uj⊳Xr
(
(d+ q−(2j+1)sb)⊳K2
)
= uj
[
(q1/2r−1/2(q−1 − q)−1(1− q)− q1/2r−1/2q−2jλ− + qµj)d
+ (q1/2r−1/2(q−1 − q)−1(1− q−1) + q1/2r−1/2q2jλ+ + q
−1µj)q
−(2j+1)sb
]
= µj+1/2uj(d+ q
−(2j+1)sb) = µj+1/2uj+1/2.
By induction, the claim follows for j ∈ 1
2
N0. Similarly, one proves that wj⊳Xr =
µ−jwj for j ∈ 12N. Since (E
2j⊲wj)⊳Xr = E
2j⊲(wj⊳Xr), we obtain uj⊳Xr = µjuj
for all j ∈ 1
2
Z. Analogous, but simpler, computations show that the claim also
holds for r = 0 and r =∞. Using x1⊳Xr = 0, we obtain
(
N lkjF
l−k⊲(x
l−|j|
1 uj)
)
⊳Xr = N
l
kjF
l−k⊲
(
x
l−|j|
1 (uj⊳Xr) + (x
l−|j|
1 ⊳Xr)(uj⊳K
2)
)
= µjN
l
kjF
l−k⊲(x
l−|j|
1 uj),
so that Xˆr(vlkj) = µjvlkj . Since Xˆr is hermitian and µj 6= µj′ , we conclude that
vlkj and vlkj′ are orthogonal whenever j 6= j′.
The decomposition of A into an orthogonal direct sum is a consequence of
above results. Let tlkj ∈ A, l ∈ 12N0, k, j = −l,−l + 1, . . . , l, denote the matrix
elements from the Peter-Weyl decomposition of A [7, Section 4.2]. As vlkj is a
weight vector with weight k of a spin l representation of Uq(su2), we know that
vlkj ∈ Lin{t
l
ki ; i = −l,−l + 1, . . . , l}. A simple dimension argument shows that
Lin{vlki ; i = −l,−l + 1, . . . , l} = Lin{t
l
ki ; i = −l,−l + 1, . . . , l}. Since the
elements tlkj span A, we conclude that {vlkj ; l ∈ 12N0, k, j = −l,−l + 1, . . . , l}
is an orthonormal basis of A. Recall that v|j||j|,j = N
|j|
|j|,juj ∈ Mj . As Mj ∈ XM
A
,
it follows by the definition of vlkj that vlkj ∈ Mj for all l = |j|, |j| + 1, . . . and
k = −l,−l + 1, . . . , l. Since A is the direct sum of Mj , we conclude that Mj =
Lin{vlk,j ; l = |j|, |j| + 1, . . . , k = −l,−l + 1, . . . , l} and the decomposition
A = ⊕j∈ 1
2
Z
Mj is an orthogonal sum.
Writing
vlkj = N
l
kj
(
(F l−k)(1)⊲x
l−|j|
1
)
(F l−k)(2)⊲uj
= N lkj(N
|j|
|j|,j)
−1
(
(F l−k)(1)⊲x
l−|j|
1
)
(F l−k)(2)⊲v
|j|
|j|,j
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and keeping in mind that (F l−k)(2)⊲v|j||j|,j ∈ Lin{v
|j|
kj ; k = −|j|,−|j|+1, . . . , |j|},
it is clear that Mj is generated by {v|j|kj ; k = −|j|,−|j| + 1, . . . , |j|} as a left
X -module and that v|j|kj is cyclic for the ∗-representation πˆj of X ⋊U on Mj .
We turn now to the projections of the projective modules Mj . Defining
vj := [2|j|+1]
−1/2(q|j|v
|j|
−|j|,j, . . . , q
−|j|v
|j|
|j|,j)
t, (21)
we can write Pj = vjv∗j . This immediately implies that P ∗j = Pj . In order to prove
P 2j = Pj , it is sufficient to show that v∗j vj = 1. Recall that K⊲vlkj = qkvlkj and
F ⊲vlkj = [l+k]
1/2[l−k + 1]1/2vlk−1,j (see also Equation (23) below). By the third
equation in (1), K⊲vl∗kj = q−kvl∗kj and F ⊲vl∗kj = −q−1[l−k]1/2[l+k+1]1/2vl∗k+1,j . From
this, we conclude that v∗j vj = [2|j|+1]−1
(
q2|j|v
|j|∗
−|j|,jv
|j|
−|j|,j + . . .+ q
−2|j|v
|j|∗
|j|,jv
|j|
|j|,j
)
is a linear combination of vectors of weight 0. We show that v∗j vj belongs to a
spin 0 representation. Since K⊲v∗j vj = v∗j vj , this is equivalent to F ⊲(v∗j vj) = 0.
Inserting the expressions for vj gives
F ⊲(v∗j vj) =
|j|∑
k=−|j|
q−2k[2|j|+1]−1
(
(F ⊲v
|j|∗
kj )(K⊲v
|j|
kj ) + (K
−1⊲v
|j|∗
kj )(F ⊲v
|j|
kj )
)
= [2|j|+1]−1
|j|∑
k=−|j|
(
− q−k−1[|j|−k]1/2[|j|+k+1]1/2v
|j|∗
k+1,jv
|j|
kj
+ q−k[|j|+k]1/2[|j|−k+1]1/2v
|j|∗
kj v
|j|
k−1,j
)
which telescopes to zero. Since v∗j vj belongs to a spin 0 representation and
h(v
|j|∗
kj v
|j|
k,j) = ‖v
|j|
k,j‖
2 = 1, we have v∗j vj = h(v∗j vj) =
∑|j|
k=−|j| q
−2k[2|j|+1]−1 = 1
by (21) as desired. Hence Pj is an orthogonal projection.
Next we verify that v|j|njv
|j|∗
mj belongs toX . In order to do so, we use the fact that
X is the set of elements x ∈ A such that x⊳Xr = 0. Since v|j|nj⊳Xr = Xˆr(v
|j|
nj) =
µjv
|j|
nj and v
|j|∗
mj = N
|j|
mj S(F
|j|−m)∗⊲u∗j , we get
(v
|j|
njv
|j|∗
mj )⊳Xr=N
|j|
mj [v
|j|
nj
(
S(F |j|−m)∗⊲u∗j
)
⊳Xr + (v
|j|
nj
⊳Xr)
(
S(F |j|−m)∗⊲u∗j
)
⊳K2]
=N
|j|
mj v
|j|
njS(F
|j|−m)∗⊲[u∗j ⊳Xr + µju
∗
j
⊳K2].
Hence it suffices to show that u∗j ⊳Xr + µju∗j ⊳K2 = 0 for all j ∈ 12Z. This can
be done by induction. Let r ∈ (0,∞). For j = 0, the assertion is true since
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u∗0⊳Xr = 0 and µ0 = 0. Assume that u∗j ⊳Xr + µju∗j ⊳K2 = 0 holds for j ∈ 12N0.
Then u∗j ⊳Xr = −µj(u∗j ⊳K2). As u∗j+1/2 = (a− q−2jsc)u∗j , we compute
u∗j+1/2⊳Xr + µj+1/2(u
∗
j+1/2⊳K
2) = (a− q−2jsc)(u∗j ⊳Xr)
+ (a− q−2jsc)⊳Xr(u
∗
j
⊳K2) + µj+1/2(a− q
−2jsc)⊳K2(u∗j ⊳K
2)
=
[
− µj(a− q
−2jsc) +
(
q1/2r−1/2(q−1 − q)−1(1− q−1)− q−1/2q−2js
)
a
−
(
q1/2r−1/2(q−1 − q)−1(1− q)− q2j+3/2s−1
)
q−2jsc
+ µj+1/2(q
−1a− q−2j+1sc)
]
(u∗j ⊳K
2).
Inserting the expressions for s, µj and µj+1/2, the preceding equation yields zero.
This proves that u∗j ⊳Xr + µju∗j ⊳K2 = 0 and hence (v
|j|
njv
|j|∗
mj )⊳Xr = 0 for j ∈
1
2
N0. In the same way, one can show that w∗j ⊳Xr + µ−jw∗j ⊳K2 = 0 for j ∈ 12N0.
Since u∗−j⊳Xr + µ−ju∗−j⊳K2 = S(E2j)∗⊲[w∗j ⊳Xr + µ−jw∗j ⊳K2], we conclude that
u∗j ⊳Xr + µju
∗
j ⊳K
2 = 0 holds for all j ∈ 1
2
Z. For r = 0 and r = ∞, the proof is
similar.
Finally we prove that Mj is isomorphic to X 2|j|+1Pj as a left X -module. De-
fine a mapping Ψj : X 2|j|+1Pj →Mj by
Ψj((y−|j|, . . . , y|j|)Pj) := [2|j|+1]
−1/2
|j|∑
k=−|j|
q−kykv
|j|
kj . (22)
Recall that Pj = vjv∗j and v∗j vj = 1. Suppose we are given y−|j|, . . . , y|j| ∈ X
such that (y−|j|, . . . , y|j|)Pj = 0. Multiplying by vj from the right yields
0 = (y−|j|, . . . , y|j|)Pjvj = (y−|j|, . . . , y|j|)vj(v
∗
j vj) = [2|j|+1]
−1/2
|j|∑
k=−|j|
q−kykv
|j|
kj .
Hence Ψj is well defined. Furthermore, [2|j|+1]−1/2
∑|j|
k=−|j| q
−kykv
|j|
kj = 0 im-
plies
0 =
(
[2|j|+1]−1/2
|j|∑
k=−|j|
q−kykv
|j|
kj
)
v∗j = (y−|j|, . . . , y|j|)Pj,
so Ψj is injective. Since Mj is generated by {v|j|kj ; k = −|j|, . . . , |j|} as a left
X -module, Ψj is also surjective. Whence Ψj realizes the desired isomorphism.
This completes the proof. ✷
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4 Integrable ∗-representations of the cross product
algebras
4.1 Classification of integrable ∗-representations of the cross
product algebra O(S2
qr
) ⋊Uq(su2)
For l ∈ 1
2
N0, let Tl denote the type 1 spin l representations of Uq(su2). Recall that
Tl is an irreducible ∗-representation of the ∗-algebra Uq(su2) acting on a (2l+ 1)-
dimensional Hilbert space with orthonormal basis {vlj ; j = −l,−l+ 1, . . . , l} by
the formulas (see, for instance, [7, Subsection 3.2.1])
Kvlj = q
jvlj , Ev
l
j = [l−j]
1/2[l+j+1]1/2vlj+1, F v
l
j = [l−j+1]
1/2[l+j]1/2vlj−1. (23)
As mentioned in the introduction, we call a ∗-representation of O(S2qr)⋊Uq(su2)
integrable if it has the following property:
The restriction to Uq(su2) is the direct sum of representations Tl, l ∈ 12N0.
The aim of this subsection is classify all integrable ∗-representations of the cross
product ∗-algebra O(S2qr)⋊Uq(su2). We shall use the generators xj defined by
(13) (resp. (14)) rather than A,B,B∗.
Suppose we have such a representation acting on the domain H. Then H
can be written as H = ⊕l∈ 1
2
N0
Vl such that Vl = ⊕lj=−lV lj , where each V lj is the
same Hilbert space V ll , say, and the generators of Uq(su2) act on Vl by (23). We
claim that there exist operators α±(l, j) : V lj → V l±1j+1 , α0(l, j) : V lj → V lj+1,
β+(l, j) : V lj → V
l+1
j , and self-adjoint operators β0(l, j) : V lj → V lj such that
x1v
l
j = α
+(l, j)vlj + α
0(l, j)vlj + α
−(l, j)vlj , (24)
x0v
l
j = β
+(l, j)vlj + β
0(l, j)vlj + β
+(l−1, j)∗vlj, (25)
x−1v
l
j = −q
−1
(
α−(l+1, j−1)∗vlj + α
0(l, j−1)∗vlj + α
+(l−1, j−1)∗vlj
) (26)
for vlj ∈ V lj . Indeed, let vlj ∈ V lj . Since Kx1 = qx1K, x1vlj is a weight vector with
weight j+1, and since El−j+1x1vlj = q−l+j−1x1El−j+1vlj = 0, x1vlj is in the linear
span of vectors wrj+1 ∈ V rj+1, where r ≤ l+1. Similarly, replacing x1 by x−1 and
E by F , we conclude that x−1vlj belongs to the span of vectors wrj−1 ∈ V rj−1,
r ≤ l+1. Therefore, since x−1 = −q−1x∗1, we have x±1vlj ∈ V l−1j±1 ⊕ V lj±1⊕ V l+1j±1 ,
so x±1v
l
j is of the form (24) (resp. (26)). From the last two relations of (11) (resp.
(12)) and from x∗0 = x0, it follows that x0vlj is of the form (25). Note that all
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operators α±(l, j), α0(l, j), β+(l, j), β0(l, j) are bounded because the operators
x−1, x0, x1 are bounded for any ∗-representation of the ∗-algebra O(S2qr).
Inserting (23) and (24) into the equation Ex1vlj = q−1x1Evlj , we get
[l−j]1/2[l+j+3]1/2α+(l, j) = q−1[l−j]1/2[l+j+1]1/2α+(l, j+1),
[l−j−1]1/2[l+j+2]1/2α0(l, j) = q−1[l−j]1/2[l+j+1]1/2α0(l, j+1),
[l−j−2]1/2[l+j+1]1/2α−(l, j) = q−1[l−j]1/2[l+j+1]1/2α−(l, j+1).
The solutions of these recurrence relations are given by
α+(l, j) = q−l+j[l+j+1]1/2[l+j+2]1/2[2l+1]−1/2[2l+2]−1/2α+(l, l),
α0(l, j) = q−l+j+1[l−j]1/2[l+j+1]1/2[2l]−1/2α0(l, l−1),
α−(l, j) = q−l+j+2[l−j−1]1/2[l−j]1/2[2]−1/2α−(l, l−2).
Similarly, from the equation Ex0vlj = (x0E + [2]1/2x1K)vlj , we obtain
[l−j+1]1/2[l+j+2]1/2β+(l, j)=[l−j]1/2[l+j+1]1/2β+(l, j+1)+[2]1/2qjα+(l, j),
[l−j]1/2[l+j+1]1/2β0(l, j) = [l−j]1/2[l+j+1]1/2β0(l, j+1) + [2]1/2qjα0(l, j).
The equation Ex0vll = (x0E + [2]1/2x1K)vll yields in addition
β+(l, l) = ql[2]1/2[2l+2]−1/2α+(l, l). (27)
Further, the equation 0 = 〈vll, (x1F + q[2]1/2x0K − qFx1)vll〉 implies that
α0(l, l−1) = −[2]1/2[2l]−1/2ql+1β0(l, l). (28)
As a consequence, α0(l, l−1) is self-adjoint. Using (27) and (28), it follows that the
above recurrence relations for β+(l, j) and β0(l, j) have the following solutions:
β+(l, j) = qj [l−j+1]1/2[l+j+1]1/2[2]1/2[2l+1]−1/2[2l+2]−1/2α+(l, l), (29)
β0(l, j) = (1− ql+j+1[l−j][2][2l]−1)β0(l, l). (30)
From 0 = 〈vll−1, (Ex−1 − qx−1E − [2]1/2x0K)v
l−1
l−1〉, we derive β+(l−1, l−1) =
−q−l[2l−1]1/2α−(l, l−2)∗. Combining this equation with (27) gives
α−(l, l−2) = −q2l−1[2]1/2[2l−1]−1/2[2l]−1/2α+(l−1, l−1)∗. (31)
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From (27)–(31), it follows that the representation is completely described if the
operators α+(l, l) and β0(l, l) for l ∈ 1
2
N0 are known. Our next aim is to determine
these operators. This will be done by induction on l, where consecutive steps
increase l by 1.
We begin by analyzing the relations between β0(l, l) and α+(l, l). Let r <∞
and abbreviate ρ := 1 + [2]2r. On V ll , the two equations BB∗ = r + q2A− q4A2
and B∗B = r + A−A2 lead to the operator relations
|α+(l−1, l−1)∗|2 + α0(l, l−1)2 + |α−(l+1, l−1)∗|2
= (1 + q2)−1
(
q2ρ+ (1− q2)β0(l, l)− (β0(l, l)2 + |β+(l, l)|2)
)
,
|α+(l, l)|2 = (1+q2)−1
(
q2ρ− (1−q2)q2β0(l, l)− q4(β0(l, l)2 + |β+(l, l)|2)
)
.
Here it is understood that α0(0,−1) = 0 and α+(l−1, l−1) = 0 for l = 0, 1/2.
Inserting (27), (28) and (31), these two relations give after some calculations
|α+(l−1, l−1)∗|2 + q2l+1[2l+1]−1[2l+2]−1[2l+3]|α+(l, l)|2
= [2]−1
(
qρ+ (q−1 − q)β0(l, l)− q2[2l]−1([2l+3] + q2l)β0(l, l)2
)
, (32)
[2l+2]−1[2l+3]|α+(l, l)|2 = [2]−1
(
ρ− (1− q2)β0(l, l)− q2β0(l, l)2
)
. (33)
Eliminating α+(l, l) from these equations yields
[2][2l+1]|α+(l−1, l−1)∗|2=[2l]ρ+(1−q2)[2l+2]β0(l, l)−[2l]−1[2l+2]2q2β0(l, l)2.
(34)
Now we start with the induction procedure. Our first aim is to show that
β0(0, 0) = 0. A computation similar to the above shows that
q[2]−1[3]|α+(0, 0)|2 = (1 + q2)−1
(
q2ρ− (1− q2)q2β0(0, 0)− q4β0(0, 0)2
)
,
q[2]−1[3]|α+(0, 0)|2 = (1 + q2)−1
(
q2ρ+ (1− q2)β0(0, 0)− β0(0, 0)2
)
.
Eliminating |α+(0, 0)|2 gives 0 = β0(0, 0) − β0(0, 0)2. Since β0(0, 0) is self-
adjoint, it is an orthogonal projection. Assume to the contrary that β0(0, 0) 6= 0.
Then there is v00 ∈ V 00 such that β0(0, 0)v00 = v00 and ‖v00‖ = 1. Note that h(·) :=
〈(·)v00, v
0
0〉 is the unique Uq(su2)-invariant state onO(S2qr). From this, we conclude
1 = 〈β0(0, 0)v00, v
0
0〉 = 〈x0v
0
0, v
0
0〉 = h(x0) = 0, which is a contradiction. Thus
β0(0, 0) = 0.
For l = 1/2, Equation (34) becomes
0 = (q[3]β0(1/2, 1/2))2 − (1− q2)[3]β0(1/2, 1/2)− ρ.
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This operator identity can only be satisfied if the self-adjoint operator β0(1/2, 1/2)
has purely discrete spectrum with eigenvalues
β0(1/2), 1/2)±1/2 := [3]
−1(q−2λ± − λ∓).
Clearly, β0(1/2, 1/2)+1/2 6= β0(1/2, 1/2)
−
1/2. Denoting the corresponding eigen-
spaces by K−1/2 and K1/2, we can write V 1/21/2 = K−1/2 ⊕ K1/2, and β0(1/2, 1/2)
acts on V 1/21/2 by
β0(1/2, 1/2)w−1/2 = β
0(1/2, 1/2)−1/2w−1/2, w−1/2 ∈ K1/2,
β0(1/2, 1/2)w1/2 = β
0(1/2, 1/2)+1/2w1/2, w1/2 ∈ K1/2.
Here we do not exclude the cases K−1/2 = {0} and K1/2 = {0}.
Next let l ∈ 1
2
N0. Assume that there exist (possibly zero) Hilbert spaces
K−l,K−l+1, . . . ,Kl such that V ll = K−l ⊕ . . .⊕Kl. For j ∈ 12N0, j ≤ l, set
β0(l, l)±j = [2l+2]
−1
(
[2j](q−2λ± − λ∓)− (1− q
−2)[l−j][l+j+1]
)
, (35)
α+(l, l)±j = [2]
1/2[2l+3]−1/2[2l+2]−1/2
(
[2l+2]2(c+1/4)
− {(q−1−q)[l−j+1][l+j+1]/2± [2j](c+1/4)1/2}2
)1/2
. (36)
where we already inserted (35) into (33). Assume that β0(l, l) acts on V ll by
β0(l, l)w−j = β
0(l, l)−j w−j, w−j ∈ K−j, β
0(l, l)wj = β
0(l, l)+j wj , wj ∈ Kj.
(37)
We show that there exist Hilbert spaces K−(l+1) and Kl+1 such that, up to unitary
equivalence, V l+1l+1 = K−(l+1)⊕K−l⊕ . . .⊕Kl⊕Kl+1, the operator β0(l+1, l+1)
acts on V l+1l+1 by the formulas (37), and α+(l, l) : V ll → V l+1l+1 is given by
α+(l, l)w−j = α
+(l, l)−j w−j, w−j ∈ K−j, α
+(l, l)wj = α
+(l, l)+j wj, wj ∈ Kj ,
(38)
where j = −l,−l + 1, . . . , l.
Observe that kerB = {0} (cf. Subsection 5.3 below). Hence kerα+(l, l) =
{0}. Let α+(l, l) = U |α+(l, l)| denote the polar decomposition of α+(l, l). Then
U is an isometry from V ll onto α+(l, l)V ll . On the other hand, we have the decom-
position V l+1l+1 = α+(l, l)V ll ⊕ kerα+(l, l)∗. After applying a unitary transforma-
tion, we can assume that V l+1l+1 = V ll ⊕ker α+(l, l)∗ = K−l⊕. . .⊕Kl⊕kerα+(l, l)∗
and α+(l, l)vll = |α+(l, l)|vll for all vll ∈ V ll . From (33) and (37), it follows that the
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action of α+(l, l) on V ll is determined by Equation (38) as asserted. We proceed
by describing the action of β0(l+1, l+1). By (34), |α+(l, l)∗|2 commutes with
β0(l+1, l+1). Hence β0(l+1, l+1) leaves the subspaces V ll and kerα+(l, l)∗
of V l+1l+1 invariant. Let β˜0(l+1, l+1) and βˆ0(l+1, l+1) denote the restrictions
of β0(l+1, l+1) to V ll and kerα+(l, l)∗, respectively. Evaluating the relation
0 = 〈(x0x1 − q
2x1x0 − (1− q
2)x1)v
l
l , v
l+1
l+1〉 for vll ∈ V ll and vl+1l+1 ∈ V l+1l+1 yields
β0(l+1, l+1)α+(l, l)− q2α0(l+1, l+1)β+(l, l)
− q2α+(l, l)β0(l, l)− (1− q2)α+(l, l) = 0.
Inserting (27) and observing that α+(l, l)β0(l, l) = β0(l, l)α+(l, l) by (37) and
(38), we deduce the following operator equation on V ll
{(1 + q2l+4[2][2l+2]−1)β˜0(l+1, l+1)− q2β0(l, l)− (1− q2)}α+(l, l) = 0.
Since V ll = α+(l, l)V ll , the operator in braces must be zero. This implies that
β˜0(l+1, l+1) = [2l+4]−1[2l+2](β0(l, l) + q−2 − 1)
Hence the operator β0(l+1, l+1) acts on V ll = K−l ⊕ . . .⊕Kl by
β0(l+1, l+1)wj = [2l+4]
−1[2l+2](β0(l, l)ǫj + q
−2 − 1)wj
= [2l+4]−1
(
[2j](q−2λǫ − λ−ǫ + (q
−2 − 1)[l−j+1][l+j+2]
)
wj ,
where ǫ = sign(j). The last equation is obtained by straightforward computations.
On kerα+(l, l)∗, Equation (34) reads
0=ρ+ (1−q2)[2l+2]−1[2l+4]βˆ0(l+1, l+1)− ([2l+2]−1[2l+4]qβˆ0(l+1, l+1))2.
Since the solution of the quadratic equation 0 = −ρ− (q−1 − q)t+ t2 is given by
t± = q−1λ± − qλ∓, we conclude that βˆ(l+ 1, l+ 1) has purely discrete spectrum
consisting of the two distinct eigenvalues
β0(l+1, l+1)±l+1 = [2l+4]
−1[2l+2](q−2λ± − λ∓),
and kerα+(l, l)∗ splits into the direct sum kerα+(l, l)∗ = K−(l+1) ⊕ Kl+1, where
K−(l+1) and Kl+1 denote the eigenspaces of βˆ0(l+1, l+1) corresponding to the
eigenvalues β0(l+1, l+1)−l+1 and β0(l+1, l+1)+l+1, respectively. Accordingly, the
operator β0(l+1, l+1) acts on kerα+(l, l)∗ by
β0(l+1, l+1)w−(l+1) = β
0(l+1, l+1)−l+1w−(l+1), w−(l+1) ∈ K−(l+1),
β0(l+1, l+1)wl+1 = β
0(l+1, l+1)+l+1wl+1, wl+1 ∈ Kl+1.
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This shows that β0(l+1, l+1) is of the same form as β0(l, l). By induction, the
operators β0(l, l) and α+(l, l) are now completely determined.
In the case r = ∞, there are only minor changes in the preceding reasoning.
Set ρ = (q + q−1)2. Then, Equations (33)–(34) remain valid if one omits the first
order term of β0(l, l). Equations (35) and (36) become
β0(l, l)±j = ±q
−1[2][2j][2l + 2]−1, (39)
α+(l, l)±j = [2]
1/2[2(l+j+1)]1/2[2(l−j+1)]1/2[2l+2]−1/2[2l+3]−1/2, (40)
and α+(l, l) is again given by (38).
Note that whenever a Hilbert space Kj is non-zero, it appears as a direct sum-
mand in each V lk , where l = |j|, |j|+ 1, . . . and k = −l,−l + 1, . . . , l. Moreover,
the generators of O(S2qr)⋊Uq(su2) leave this decomposition invariant. Hence the
representation of O(S2qr)⋊Uq(su2) on ⊕l∈ 1
2
N0
⊕lk=−l V
l
k splits into a direct sum of
representations on⊕n∈N0⊕
|j|+n
k=−(|j|+n)K
|j|+n
k , where eachK
|j|+n
k is the same Hilbert
space Kj and is considered as a direct summand of V |j|+nk .
It still remains to prove that Equations (23)–(26) define a representation of
O(S2qr)⋊Uq(su2) when we insert the expressions for the operators obtained in the
previous discussion. This can be done by showing that the defining relations of
O(S2qr) and the cross relations ofO(S2qr)⋊Uq(su2) are satisfied. We have checked
this; the details of these lengthy and tedious computations are omitted.
We summarize the outcome of above considerations in the next theorem.
Theorem 4.1 Each integrable ∗-representation of the cross product ∗-algebra
O(S2qr)⋊Uq(su2) is, up to unitary equivalence, a direct sum of representations
π±j , j∈
1
2
N0, of the following form:
The domain is the direct sum ⊕l∈N0⊕
j+l
k=−(j+l) K
j+l
k , where each K
j+l
k is the same
Hilbert space K. The generators E, F , K of Uq(su2) act on ⊕j+lk=−(j+l)Kj+lk by
(23). The actions of the generators x1, x0, x−1 of O(S2qr) are determined by
x1v
l
k = q
−l+k[l+k+1]1/2[l+k+2]1/2[2l+1]−1/2[2l+2]−1/2α+(l, l)±j v
l+1
k+1
− qk+2[l−k]1/2[l+k+1]1/2[2]1/2[2l]−1β0(l, l)±j v
l
k+1
− ql+k+1[l−k−1]1/2[l−k]1/2[2l−1]−1/2[2l]−1/2α+(l−1, l−1)±j v
l−1
k+1,
x0v
l
k = q
k[l−k+1]1/2[l+k+1]1/2[2]1/2[2l+1]−1/2[2l+2]−1/2α+(l, l)±j v
l+1
k
+
(
1− ql+k+1[l−k][2][2l]−1
)
β0(l, l)±j v
l
k
+ qk[l−k]1/2[l+k]1/2[2]1/2[2l−1]−1/2[2l]−1/2α+(l−1, l−1)±j v
l−1
k ,
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x−1v
l
k = q
l+k[l−k+1]1/2[l−k+2]1/2[2l+1]−1/2[2l+2]−1/2α+(l, l)±j v
l+1
k−1
+ qk[l−k + 1]1/2[l+k]1/2[2]1/2[2l]−1β0(l, l)±j v
l
k−1
− q−l+k−1[l+k−1]1/2[l+k]1/2[2l−1]−1/2[2l]−1/2α+(l−1, l−1)±j v
l−1
k−1,
where, for r <∞, the real numbers β0(l, l)±j and α+(l, l)±j are given by (35) and
(36), respectively, and, for r =∞, by (39) and (40), respectively.
Representations corresponding to different pairs of labels (j,±) are not uni-
tarily equivalent (with only one obvious exception: π+0 = π−0 ). A representation
of this list is irreducible if and only if K = C.
An immediate consequence of Theorem 4.1 is the following
Corollary 4.2 (i) Each integrable ∗-representation ofO(S2qr)⋊Uq(su2) is a direct
sum of integrable irreducible ∗-representations.
(ii) Each integrable irreducible ∗-representation of O(S2qr)⋊Uq(su2) is unitarily
equivalent to a ∗-representations π±j , j ∈ 12N0, with K = C.
It will be convenient to introduce the following notation. If π±j , j ∈ 12N0,
denotes an irreducible integrable ∗-representation ofO(S2qr)⋊Uq(su2) (that is, π±j
is the representation from Theorem 4.1 with K = C), then we set
πj := π
−
−j for j < 0, πj := π+j for j ≥ 0, j ∈ 12Z.
4.2 Decomposition of tensor products of irreducible integrable
representations with spin l representations
Lemma 4.3 Suppose that X is a left module ∗-algebra of a Hopf ∗-algebra U .
Let π and T be ∗-representations of the ∗-algebras X ⋊U and U on domains D
and V , respectively. Then there is a ∗-representation, denoted by π ⊗ T , of the
∗-algebra X ⋊U on the domain D ⊗ V such that (π ⊗ T )(x) = π(x) ⊗ T (1) for
x ∈ X and (π ⊗ T )(f) = π(f(1))⊗ T (f(2)) for f ∈ U .
Proof. It suffices to check that π ⊗ T respects the cross relation (2), that is,
(π⊗T )(f)(π⊗T )(x) = (π⊗T )(f(1)⊲x)(π⊗T )(f(2)) for x ∈ X and f ∈ U . The
details of this easy verification are left to the reader. ✷
Clearly, the tensor product π ⊗ Tl of an integrable ∗-representation π of the
cross product algebraO(S2qr)⋊Uq(su2) and a spin l representation Tl of Uq(su2) is
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again integrable, so Corollary 4.2 applies. The decomposition of πj ⊗Tl into a di-
rect sum of irreducible integrable representations ofO(S2qr)⋊Uq(su2) is described
in the next proposition.
Proposition 4.4 For j ∈ 1
2
Z and l ∈ 1
2
N0, let πj be an irreducible integrable
∗-representation of O(S2qr)⋊Uq(su2) and Tl a spin l representation of Uq(su2).
Then, up to unitary equivalence, πj ⊗ Tl = πj−l ⊕ πj−l+1 ⊕ . . .⊕ πj+l.
Proof. For l = 0, there is nothing to prove. Let l = 1/2. From Theorem 4.1, it
follows that the restriction of πj to Uq(su2) is of the form ⊕n∈N0T|j|+n. Assume
first that j 6= 0. By the Clebsch–Gordon decomposition, we have
πj ⊗ T1/2 = T|j|−1/2 ⊕ (⊕n∈N02T|j|+n+1/2) (41)
as representations of Uq(su2). By Corollary 4.2, πj⊗T1/2 decomposes into a direct
sum of irreducible integrable ∗-representations described in Theorem 4.1. In (41),
there occur no spin k representations for k < |j| − 1/2, exactly one spin |j| − 1/2
representation, and two spin k representations for k = |j| + 1/2, |j| + 3/2, . . .
Thus we must have πj ⊗ T1/2 = πǫ1|j|−1/2 ⊕ π
ǫ2
|j|+1/2, where ǫ1, ǫ2 ∈ {+,−} are
to be determined. Moreover, πǫ1|j|−1/2 and π
ǫ2
|j|+1/2 are irreducible. Again by the
Clebsch–Gordon decomposition,
v
|j|−1/2
|j|−1/2 = [2|j|+1]
−1/2
(
q1/2[2|j|]1/2v
|j|
|j| ⊗ v
1/2
−1/2 − q
−|j|v
|j|
|j|−1 ⊗ v
1/2
1/2
) (42)
is the (unique) highest weight vector of the spin |j| − 1/2 representation in (41).
If |j| = 1/2, then v00 belongs to a spin 0 representation and πǫ1|j|−1/2 = π0 is the
Heisenberg representation. Let |j| > 1/2 and ǫ = sign(j). Then a straightforward
computation gives
〈v
|j|−1/2
|j|−1/2, πj⊗T1/2(x0)v
|j|−1/2
|j|−1/2〉 = [2|j|+2][2|j|−1][2|j|+1]
−1[2|j|]−1β0(|j|, |j|)ǫ|j|.
Hence ǫ1 = sign(〈v
|j|−1/2
|j|−1/2, πj⊗T1/2(x0)v
|j|−1/2
|j|−1/2〉) = sign(β
0(|j|, |j|)ǫ|j|) = sign(j).
The linear space of highest weight vectors belonging to spin |j|+1/2 representa-
tions in (41) is 2-dimensional and spanned by the orthonormal vectors
u
|j|+1/2
|j|+1/2 = [2|j|+3]
−1/2
(
q1/2[2|j|+2]1/2v
|j|+1
|j|+1 ⊗ v
1/2
−1/2 − q
−|j|−1v
|j|+1
|j| ⊗ v
1/2
1/2
)
,
w
|j|+1/2
|j|+1/2 = v
|j|
|j| ⊗ v
1/2
1/2 .
22
The vector
v := [2|j|+3]1/2[2|j|+2]−1/2α+(|j|, |j|)ǫ|j|w
|j|+1/2
|j|+1/2
− q[2]1/2[2|j|]−1/2β0(|j|, |j|)ǫ|j|u
|j|+1/2
|j|+1/2
is orthogonal to x1v|j|−1/2|j|−1/2. Hence ‖v‖−1v is the (unique) highest weight vector
of the spin |j|+1/2 representation belonging to the decomposition of πǫ2|j|+1/2.
Our goal is to determine ǫ2 = sign(〈‖v‖−1v, x0‖v‖−1v〉) = sign(〈v, x0v〉). Using
(35), (36) and the formulas in Theorem 4.1, we obtain
〈v, x0v〉 =
{
[2|j|+3][2|j|−1][2|j|]−1[2|j|+1]−1(α+(|j|, |j|)ǫ|j|)
2+
[2][2|j|]−1[2|j|+2]−1
}
β0(|j|, |j|)ǫ|j|.
As the expression in braces is positive, we deduce ǫ2 = sign(β0(|j|, |j|)ǫ|j|) =
sign(j).
Next, assume that j = 0. By similar arguments as above, we conclude that
π0 ⊗ T1/2 = π
ǫ1
1/2 ⊕ π
ǫ2
1/2. Let u1 and u2 denote the highest weight vectors
of the spin 1/2 representations belonging to πǫ11/2 and π
ǫ2
1/2, respectively. Then
〈u1, x0u1〉 = β
0(1/2, 1/2)ǫ11/2 and 〈u2, x0u2〉 = β0(1/2, 1/2)
ǫ2
1/2. The vector
w
1/2
1/2 = v
0
0 ⊗ v
1/2
1/2 belongs to the span of the orthonormal vectors u1 and u2.
Since 〈w1/21/2, x0w
1/2
1/2〉 = 0, we get sign(β0(1/2, 1/2)
ǫ1
1/2) 6= sign(β
0(1/2, 1/2)ǫ21/2),
whence ǫ1 6= ǫ2. Summarizing the preceding results, we conclude that, for all
j ∈ 1
2
Z, the representation πj⊗T1/2 decomposes into πj⊗T1/2 = πj−1/2⊕πj+1/2.
The proposition can now be proved by induction. Let k ∈ 1
2
N. Assume that
Proposition 4.4 holds for all l = 0, 1/2, . . . , k. By Corollary 4.2, πj⊗Tk⊗T1/2 =
(πj ⊗ Tk) ⊗ T1/2 = πj ⊗ (Tk ⊗ T1/2) decomposes into irreducible integrable
∗-representations. By our induction hypothesis and (41), we have
(πj ⊗ Tk)⊗ T1/2 = πj−k−1/2 ⊕ (⊕
2k−1
n=0 2πj−k+n+1/2)⊕ πj+k+1/2.
On the other hand,
πj ⊗ (Tk ⊗ T1/2) = (⊕
2k−1
n=0 πj−k+n+1/2)⊕ (πj ⊗ Tk+1/2).
Comparing both results shows that
πj⊗Tk+1/2 = πj−k−1/2⊕πj−k+1/2⊕. . .⊕πj+k+1/2. ✷
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4.3 Realization of irreducible integrable ∗-representations of
O(S2
qr
) ⋊Uq(su2) onO(SUq(2))
In this subsection, we relate the irreducible representation πj from Theorem 4.1
to the representation πˆj corresponding to the Hopf module Mj from Section 3.
Lemma 4.5 Let l ∈ 1
2
N. Define e+1/2 = d+ q−2l−1sb and e−−1/2 = c− q2l+1sa. Set
e+−1/2 = F ⊲e
+
1/2 and e
−
1/2 = E⊲e
−
−1/2. Then
q1/2[2l]1/2vllle
+
−1/2−q
−lvll−1,le
+
1/2 = q
−1/2[2l]1/2vl−l,−le
−
1/2−q
lvl−l+1,−le
−
−1/2 = 0.
(43)
Proof. Recall that vlll = N lllul = N lll(d + q−1sb) · . . . · (d + q−2lsb) and that
vll−1,l = [2l]
−1/2F ⊲vlll = [2l]
−1/2N lll(F ⊲ul). A straightforward induction argument
shows that F ⊲ul = ql−1/2[2l]ul−1/2(c+ q−2lsa). Now a direct calculation gives
ule
+
−1/2 − q
−l−1/2[2l]−1(F ⊲ul)e
+
1/2
= ul−1/2(d+ q
−2lsb)(c + q−2l−1sa)− q−1ul−1/2(c+ q
−2lsa)(d+ q−2l−1sb) = 0
which implies the first equality in (43). The second equality is proved in the same
way by using vl−l,−l = ‖wl‖−1wl. ✷
Proposition 4.6 Let j ∈ 1
2
Z. The irreducible integrable ∗-representation πj of
O(S2qr)⋊Uq(su2) from Theorem 4.1 is unitarily equivalent to the ∗-representation
πˆj on the left O(S2qr)⋊Uq(su2)-module Mj from Theorem 3.1.
Proof. By Theorem 3.1, the restriction of the representation πˆj to Uq(su2) is of
the form ⊕n∈N0T|j|+n. Likewise, by Theorem 4.1, the restriction of the represen-
tation πj to Uq(su2) is ⊕n∈N0T|j|+n. Therefore, by Corollary 4.2(i), πˆj is unitarily
equivalent either to π−|j| or to π
+
|j|. That is, it only remains to specify the label +
or −. Recall from Theorem 3.1 that Mj is the linear span of vectors v|j|+nkj , where
n ∈ N0 and k = −(|j|+ n), . . . , |j|+ n.
For j = 0, there is only the unique Heisenberg representation. A direct calcu-
lation yields 〈v1/21/2,−1/2, x0v
1/2
1/2,−1/2〉 = β
0(1/2, 1/2)−1/2 and 〈v
1/2
1/2,1/2, x0v
1/2
1/2,1/2〉 =
β0(1/2, 1/2)+1/2 so that πˆ−1/2 = π−1/2 and πˆ1/2 = π1/2.
We proceed by induction. Let l ∈ 1
2
N. Assume that πl is unitarily equivalent
to πˆl. Recall that T1/2 is the spin 1/2 representation on V1/2 = Lin{v1/2−1/2, v
1/2
1/2},
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where v1/2±1/2 are the weight vectors. By Proposition 4.4, the tensor product rep-
resentation πˆl ⊗ T1/2 ∼= πl ⊗ T1/2 decomposes into the direct sum πl−1/2 ⊕
πl+1/2 on Ml ⊗ V1/2 = Wl−1/2 ⊕ Wl+1/2 . Set e1/2 := ‖d + q−2l−1sb‖−1(d +
q−2l−1sb) and e−1/2 := F ⊲e1/2. Consider the linear mapping Φ : Ml ⊗ V1/2 →
O(SUq(2)) defined by Φ(v ⊗ v1/2±1/2) = ve±1/2. Clearly, Φ intertwines the ac-
tions of O(S2qr)⋊Uq(su2) on Ml ⊗ V1/2 and O(SUq(2)). From (42) and the first
equality in (43), we conclude that Φ(vl−1/2l−1/2,l−1/2) = 0. Since the highest weight
vector vl−1/2l−1/2,l−1/2 is cyclic for the representation πl−1/2, the latter implies that
Φ(Wl−1/2) = {0}. On the other hand, it follows from (17) and (20) that there is a
non-zero constant γl such that Φ(vlll ⊗ v
1/2
1/2) = γlv
l+1/2
l+1/2,l+1/2. Therefore, Φ maps
Wl+1/2 into Ml+1/2, so Φ is a non-trivial intertwiner of the irreducible integrable
representations πl+1/2 on Wl+1/2 and πˆl+1/2 on Ml+1/2. By a standard applica-
tion of Schur’s lemma, πl+1/2 and πˆl+1/2 are unitarily equivalent. This proves the
assertion for l+1/2.
The proof for negative integers is similar. One replaces vlll by vl−l,−l and uses
e−1/2 := ‖a− q
2l+1sc‖−1(a− q2l+1sc) and the second equality in (43). ✷
By Proposition 4.6 and Theorem 3.1, each irreducible integrable ∗-representa-
tion of the cross product algebra O(S2qr)⋊Uq(su2) can be realized on O(SUq(2))
andO(SUq(2)) decomposes into the orthogonal direct sum of all irreducible inte-
grable ∗-representation of O(S2qr)⋊Uq(su2), each with multiplicity one.
5 Representations of the cross product ∗-algebras:
Second approach
5.1 “Decoupling” of the cross product algebras
Let us first suppose that r ∈ [0,∞). From the relations AB = q−2BA and
AB∗ = q2B∗A, it is clear that S = {An ; n ∈ N0} is a left and right Ore set of
the algebra O(S2qr). Moreover the algebra O(S2qr) has no zero divisors. Hence
the localization algebra, denoted by Oˆ(S2qr), of O(S2qr) at S exists. The ∗-algebra
O(S2qr) is then a ∗-subalgebra of Oˆ(S2qr) and all elementsAn, n∈N0, are invertible
in Oˆ(S2qr). From [9, Theorem 3.4.1], we conclude that Oˆ(S2qr) is a left Uq(su2)-
module ∗-algebra such that O(S2qr) is a left Uq(su2)-module ∗-subalgebra. The
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left action of the generators E, F,K on A−1 is given by
E⊲A−1 = −q−5/2B∗A−2, F ⊲A−1 = q1/2BA−2, K⊲A−1 = A−1.
Hence the left cross product algebra Oˆ(S2qr)⋊Uq(su2) is a well defined ∗-algebra
containingO(S2qr)⋊Uq(su2) as a ∗-subalgebra.
Let Yr denote the ∗-subalgebra of O(S2qr)⋊Uq(su2) generated by
X := q3/2λFK−1A+ qB = q3/2λAFK−1 + q−1B, (44)
X∗ := q3/2λAK−1E + qB∗ = q3/2λK−1EA+ q−1B∗, (45)
Y := qK−2A (46)
and let Yˆr be the subalgebra of Oˆ(S2qr) generated by Yr and Y −1. Note that Y =
Y ∗. It is straightforward to check that the elements X , X∗, Y , Y −1 commute with
the generators A, B, B∗ of O(S2qr). Hence the algebras Yˆr and Oˆ(S2qr) commute
inside the cross product algebra Oˆ(S2qr)⋊Uq(su2). Moreover, the generators of Yr
satisfy the commutation relations
Y X = q2XY, Y X∗ = q−2X∗Y, X∗X − q2XX∗ = (1− q2)(Y 2 + r). (47)
We denote by Uˆq(su2) the Hopf ∗-subalgebra of Uq(su2) generated by e :=
EK, f := K−1F and k := K2. As an algebra, Uˆq(su2) has generators e, f , k, k−1
with defining relations
kk−1 = k−1k = 1, ke = q2ek, kf = q−2fk, ef−fe = λ−1(k−k−1). (48)
From (44)–(46), we obtain
f = q−1/2λ−1(X−qB)A−1, e = q1/2λ−1(X∗−q−1B∗)Y −1, k = qY −1A. (49)
Hence the two commuting algebras Yˆr and Oˆ(S2qr) generate the ∗-subalgebra
Oˆ(S2qr)⋊ Uˆq(su2) of Oˆ(S2qr)⋊Uq(su2). In this sense, Yˆr and Oˆ(S2qr) “decouple”
the cross product algebra Oˆ(S2qr)⋊ Uˆq(su2). By choosing a PBW-basis of Oˆ(S2qr)
and Yˆr, it is easy to show that the subalgebra generated by Oˆ(S2qr) and Yˆr is
isomorphic to the tensor product algebra Oˆ(S2qr)⊗Yˆr. Therefore we can con-
sider Oˆ(S2qr)⊗ Yˆr as a ∗-subalgebra of Oˆ(S2qr)⋊ Uˆq(su2) by identifying x⊗ y
with xy, x ∈ Oˆ(S2qr), y ∈ Yˆr. Similarly, O(S2qr)⊗Yr becomes a ∗-subalgebra
of O(S2qr)⋊Uq(su2).
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There is an alternative way to define the ∗-algebra Oˆ(S2qr)⋊ Uˆq(su2) by taking
the two sets A=A∗, A−1, B, B∗ and X , X∗, Y =Y ∗, Y −1 of pairwise commuting
generators with defining relations (11), (47) and the obvious relations
AA−1 = A−1A = 1, Y Y −1 = Y −1Y = 1. (50)
Indeed, if we define e, f, k by (49), then the relations (48) of Uq(su2) and the cross
relations of Oˆ(S2qr)⋊ Uˆq(su2) can be derived from this set of defining relations.
The larger cross product algebra Oˆ(S2qr)⋊Uq(su2) can be redefined in a similar
manner if we replace the generator Y by K. That is, Oˆ(S2qr)⋊Uq(su2) is the ∗-al-
gebra with the generators A=A∗, A−1, B, B∗, X , X∗, K =K∗, K−1 satisfying
the defining relations (11), (50),
KA=AK, BK=qKB, KB∗=qB∗K, X∗X−q2XX∗=(1−q2)(q2K−4A2+r),
(51)
and A, B, B∗ commute with X and X∗. The generators F and E are then given
by
F = q−3/2λ−1(X − qB)KA−1, E = q−3/2λ−1A−1K(X∗ − qB∗). (52)
The preceding considerations and facts carry over almost verbatim to the case
r = ∞. The only difference is that in the case r = ∞ one has to set r = 1 in the
third equations of (47) and (51).
5.2 Operator representations of the ∗-algebra Yr
For the study of representations of the ∗-algebra Yr, we need two auxiliary lem-
mas. The first one restates the Wold decomposition of an isometry (see [18, The-
orem 1.1]), while the second is Lemma 4.2(ii) in [15].
Lemma 5.1 Each isometry v on a Hilbert spaceK is up to unitary equivalence of
the following form: There exist Hilbert subspaces Ku and Ks0 of K and a unitary
operator vu on Ku such that v = vu ⊕ vs on K = Ku ⊕ Ks and vs acts on
Ks = ⊕¯∞n=0K
s
n by vsζn = ζn+1, where each Ksn is Ks0 and ζn ∈ Ksn. Moreover,
Ku = ∩∞n=0v
nK.
Lemma 5.2 Let v be the operator vs on Ks = ⊕¯∞n=0Ksn, Ksn = Ks0, from Lemma
5.1 and let Y be a self-adjoint operator on Ks such that q2vY ⊆ Y v. Then there
is a self-adjoint operator Y0 on the Hilbert space Ks0 such that Y ζn = q2nY0ζn
and vζn = ζn+1 for ζn ∈ Ksn and n ∈ N0.
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It suffices to treat the case r ∈ [0,∞) because the algebra Y∞ is isomorphic
to Y1. Suppose that we have a representation of relations (47) by closed operators
X , X∗ and a self-adjoint operator Y acting on a Hilbert space K. We assume that
Y has trivial kernel.
Let X = v|X| be the polar decomposition of the operator X . Since q ∈ (0, 1),
r ≥ 0 and ker Y = {0}, we have kerX = {0} by the third equation of (47).
Hence v is an isometry on K, that is, v∗v = I .
By (47), Y X∗X = X∗XY . We assume that the self-adjoint operators Y and
X∗X strongly commute. Then Y and |X| = (X∗X)1/2 also strongly commute.
Again by (47), Y v|X| = Y X = q2XY = q2v|X|Y = q2vY |X|. Since ker |X| =
kerX = {0}, we conclude that
q2vY = Y v. (53)
Since X∗ = |X|v∗, the third equation of (47) rewrites as
|X|2 = q2v|X|2v∗ + (1−q2)(Y 2 + r). (54)
Multiplying by v gives |X|2v = v(q2|X|2 + (1−q2)(q4Y 2 + r)) since v∗v = I
and, by (53), Y 2v = q4vY 2. Proceeding by induction, we derive
|X|2vn = vn
(
q2n|X|2 + (1−q2n)(q2n+2Y 2 + r)
)
. (55)
Now we use the Wold decomposition v = vu⊕vs onK = Ku⊕Ks of the isometry
v by Lemma 5.1. SinceKu = ∩∞n=0vnK and Y v = q2vY , the Hilbert subspaceKu
reduces the self-adjoint operator Y . From (55), it follows that |X|2 leaves a dense
subspace of the space Ku invariant. We assume that Ku reduces |X|2. Hence we
can consider all operators occurring in relation (55) on the subspace Ku. For the
unitary part vu of v, we have vuv∗u = I on Ku. Multiplying (55) by (v∗u)n and
using again Equation (53), we derive on Ku the relation
0 ≤ q2nvnu |X|
2(v∗u)
n = |X|2 − (1−q2n)r + q2Y 2 − q−2n+2Y 2
for all n ∈ N. Letting n→∞ and remembering that ker Y = {0} and q ∈ (0, 1),
we conclude that the latter is only possible when Ku = {0}. That is, the isometry
v is (unitarily equivalent to ) the unilateral shift operator vs.
Since v = vs, Lemma 5.2 applies to the relation q2vY = Y v. Hence there
exists a self-adjoint operator Y0 onKs0 such that Y ζn = q2nY0ζn onKs = ⊕¯∞n=0Ksn,
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Ksn = K
s
0. Since v∗ζ0 = 0, (54) yields |X|2ζ0 = (1 − q2)(Y 20 + r)ζ0. Using this
equation and (54), we compute
|X|2ζn = |X|
2vnζ0 = v
n
(
q2n|X|2 + (1−q2n)(q2n+2Y 2 + r)
)
ζ0
= vn
(
q2n(1−q2)(Y 20 + r)ζ0 + (1−q
2n)(q2n+2Y 20 + r)ζ0
)
= λ2n+1(q
2nY 20 + r)ζn (56)
for ζn ∈ Ksn. We assumed above that the pointwise commuting self-adjoint oper-
ator |X|2 and Y strongly commute. Hence their reduced parts on each subspace
Ksn strongly commute. Therefore, (56) implies |X|ζn = λn+1(q2nY 20 + r)1/2ζn.
Recall that X = v|X| and X∗ = |X|v∗. Renaming Ksn by Kn and summarizing
the preceding, we obtain the following form of the operators X , X∗ and Y :
Xζn = λn+1(q
2nY 20 + r)
1/2ζn+1, X
∗ζn = λn(q
2n−2Y 20 + r)
1/2ζn−1,
Y ζn = q
2nY0ζn on K = ⊕¯
∞
n=0Kn, Kn = K0,
where Y0 is self-adjoint operator with trivial kernel on the Hilbert space K0. Con-
versely, it is easy to check that these operators X,X∗, Y satisfy the relations (47),
so they define indeed a ∗-representation of the ∗-algebra Yr. The representation is
irreducible if and only if K0 = C. In this case, Y0 is a non-zero real number.
5.3 Representations of the cross product ∗-algebras
First let us review the representations of the ∗-algebra O(S2qr) from [13]. Recall
the definition of λ± from Section 3. For r <∞, we set
c±(n) := (r + λ±q
2n − (λ±q
2n)2)1/2.
Let H0,H+0 and H−0 be Hilbert spaces and let u be a unitary operator on H0. Let
H± = ⊕¯∞n=0H
±
n , where H±n = H±0 , and let H = H0 ⊕ H+ ⊕ H− for r ∈ (0,∞]
and H = H0 ⊕H+ for r = 0. The generators of O(S2qr) act on the Hilbert space
H by the following formulas:
r ∈ [0,∞) : A = 0, B = r1/2u, B∗ = r1/2 u∗ on H0,
Aηn = λ±q
2nηn, Bηn = c±(n)ηn−1, B
∗ηn = c±(n+1)ηn+1 on H
±.
r =∞ : A = 0, B = u, B∗ = u∗ on H0,
Aηn = ±q
2nηn, Bηn = (1−q
4n)1/2ηn−1, B
∗ηn = (1−q
4(n+1))1/2ηn+1 on H
±.
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Recall that, for r = 0, there is no Hilbert space H−. From [13, Proposition
4], it follows that, up to unitary equivalence, each ∗-representation ofO(S2qr) is of
the above form. Note that all operators are bounded and H0 = kerA, A > 0 on
H+ and A < 0 on H−.
Next we show that, for each ∗-representation of the algebras O(S2qr)⋊Uq(su2)
and O(S2qr)⋊ Uˆq(su2), the space H0 is {0}, so the operator A is invertible. We
carry out the reasoning for O(S2qr)⋊Uq(su2). Assuming that the commuting self-
adjoint operators A and K strongly commute, it follows thatK leavesH0 = kerA
invariant. By (11) (resp. (12)), BH0 ⊆ H0. Let ξ ∈ H0. Using the relation
FA = AF−q−3/2BK, we see that
q−3‖BKξ‖2 = ‖AFξ‖2 = 〈q−3/2BKξ,AFξ〉 = 〈q−3/2ABKξ, Fξ〉 = 0.
That is, BKξ = 0 and AFξ = 0, so that Fξ ∈ H0. For r ∈ (0,∞], BK is
invertible on H0 and hence ξ = 0. For r = 0, we have B∗ξ = B∗Fξ = 0. From
the cross relation FB∗ = q−1B∗F + q−1/2(1+q2)AK − q−1/2K, we get Kξ = 0
and so ξ = 0. Thus, H0 = {0}.
Consider now a ∗-representation of the ∗-algebra Oˆ(S2qr)⋊ Uˆq(su2). Its restric-
tion to O(S2qr) is a ∗-representation of the form described above with H0 = {0}.
All operators of the ∗-subalgebra Yr commute with A and B. Let us assume that
the spectral projections of the self-adjoint operator A commute also with all oper-
ators of Yr. (Note that, for a ∗-representation by bounded operators on a Hilbert
space, the latter fact follows. For unbounded ∗-representation, it does not and we
restrict ourselves to the class of well behaved representations which satisfy this
assumption.) Since H±n is the eigenspace of A with eigenvalue λ±q2n and these
eigenvalues are pairwise distinct, the operators of Yr leave H±n invariant. That is,
we have a ∗-representation of Yr on H±n . But Yr commutes also with B. Since
B is a weighted shift operators with weights c±(n) 6= 0 for n ∈ N, it follows that
the representations of Yr on H±n =H±0 are the same for all n ∈ N0. Using the
structure of the representation of the ∗-algebra Yr on the Hilbert space K := H±0
derived in Subsection 5.2 and inserting the formulas for X,X∗, Y and A,B,B∗
into (49), one obtains the action of the generators e, f, k, k−1 of Uˆq(su2). We do
not list these formulas, but we will do so below for the generators of Uq(su2).
Let us turn to a ∗-representation of the larger ∗-algebra Oˆ(S2qr)⋊Uq(su2).
Then, in addition to the considerations of the preceding paragraph, we have to deal
with the generator K. We assumed above that K and A are strongly commuting
self-adjoint operators. Therefore, K commutes with the spectral projections of A.
Hence each space H±n is reducing for K. The relation BK = qKB implies that
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there is an invertible self-adjoint operator K0 on H±0 such that Kηn = qnK0ηn
for ηn ∈ H±n . Recall that we have XK = qKX and Y K = KY in the al-
gebra Oˆ(S2qr)⋊Uq(su2). Inserting for X and Y the corresponding operators on
K ≡ H±0 = ⊕
∞
m=0Km from Subsection 5.2, we conclude that there exists an invert-
ible self-adjoint operator H onK0 such that K0ζm = q−mHζm for ζm ∈ Km. Fur-
ther, since Y = qK−2A, we have Y ζ0 = Y0ζ0 = qH−2λ±ζ0 for ζ0 ∈ K0. Inserting
the preceding facts and the results from Subsection 5.2 into (52) and renamingK0
by G, we obtain the following ∗-representations (satisfying the assumptions made
above) of the cross product ∗-algebra Oˆ(S2qr)⋊Uq(su2) for r ∈ (0,∞):
(I)±,H : Aηnm = λ±q
2nηnm, Bηnm = c±(n)ηn−1,m, B
∗ηnm = c±(n+1)ηn+1,m,
Eηnm = q
−1/2λ−1[q−nλm(λ
−2
± q
−2mr +H−4)1/2Hηn,m−1
− q−m(λ−2± q
−2n−2r + λ−1± − q
2n+2)1/2Hηn+1,m],
Fηnm = q
−1/2λ−1[q−nλm+1(λ
−2
± q
−2m−2r +H−4)1/2Hηn,m+1
− q−m(λ−2± q
−2nr + λ−1± − q
2n)1/2Hηn−1,m],
Kηnm = q
n−mHηnm,
where H is an invertible self-adjoint operator on a Hilbert space G. The domain
is the direct sum H = ⊕∞n,m=0Hnm, where Hnm = G. In the case r = 0, there is
only the representation (I)+,H . The case r =∞ has already been treated in [15].
6 Algebras of functions and representations of the
cross product algebras
6.1 Algebras of functions and the invariant state on S2
qr
Let F(σ(A)) be the ∗-algebra of all complex Borel functions on the set σ(A) :=
{q2nλ+, q
2nλ− ; n ∈ N0}, let Fb(σ(A)) be the ∗-algebra of all bounded complex
Borel functions on σ(A), and let F∞(σ(A)) be the set of all f ∈ F(σ(A)) for
which there exist an ε > 0 and a function f˜ ∈ C∞(−ε, ε) such that f = f˜ on
σ(A)∩ (−ε, ε). For f ∈ F∞(σ(A)), we can assign unambiguously the value f(0)
at 0 by taking the limit f(0) = limt→0 f(t). In order to be in accordance with our
previous notation, we write A for the function id(t) = t and also for the argument
of functions f ∈ F(σ(A)). We denote by F(S2qr), r ∈ [0,∞], the unital ∗-alge-
bra generated by the ∗-algebra F(σ(A)) and two generators B, B∗ with defining
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relations
Bf(A) = f(q2A)B, f(A)B∗ = B∗f(q2A), f ∈ F(σ(A)); (57)
B∗B = A− A2 + r, BB∗ = q2A− q4A2 + r, for r ∈ [0,∞), (58)
B∗B = −A2 + 1, BB∗ = −q4A2 + 1 for r =∞. (59)
For k ∈Z, we set B#k =Bk if k≥ 0 and B#k =B∗k if k < 0. As a vector space,
F(S2qr) is spanned by {Bnf1(A), f2(A)B∗k ; f1, f2 ∈ F(σ(A)), n, k ∈ N0} =
{f(A)B#k ; f ∈ F(σ(A)), k ∈ Z}. We denote by Fb(S2qr) and F∞(S2qr) the ∗-
subalgebras of F(S2qr) generated by Fb(σ(A)) and F∞(σ(A)), respectively, and
B and B∗. We introduce a left action ⊲ of the Hopf algebra Uq(su2) on F∞(S2qr)
by setting
E⊲p(B)f(A) = q1/2
[
p(q−1B)− p(qB)
(q−1 − q)B
− (1+q2)
p(q−3B)− p(qB)
(q−3 − q)B
A
]
f(A)
+ q−1/2p(qB)B∗
f(A)− f(q2A)
(1− q2)A
,
E⊲f(A)p(B∗) = q−1/2
f(q−2A)− f(A)
(q−2 − 1)A
B∗p(qB∗),
F ⊲p(B)f(A) = −q−3/2Bp(qB)
f(q−2A)− f(A)
(q−2 − 1)A
,
F ⊲f(A)p(B∗) = −q−3/2
f(A)− f(q2A)
(1− q2)A
Bp(qB∗)
− q−1/2f(A)
[
p(q−1B∗)− p(qB∗)
(q−1 − q)B∗
− (1+q2)A
p(q−3B∗)− p(qB∗)
(q−3 − q)B∗
]
,
K⊲p(B)f(A) = p(q−1B)f(A), K⊲f(A)p(B∗) = f(A)p(qB∗),
where f is a function in F∞(σ(A)) and p is a polynomial. It can be shown that
these formulas define indeed an action of the Hopf ∗-algebra Uq(su2) such that
F∞(S2qr) is a left Uq(su2)-module ∗-algebra. We omit the details of these lengthy,
but straightforward computations.
From the defining relations, it is clear that the coordinate ∗-algebra O(S2qr) of
the quantum sphere is a ∗-subalgebra of F∞(S2qr). On B, A, B∗ considered as
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elements of F∞(S2qr), the preceding formulas coincide with corresponding for-
mulas for the actions on the generators B, A, B∗ of O(S2qr). Hence O(S2qr) is a
left Uq(su2)-module ∗-subalgebra of F∞(S2qr).
Now we turn to the construction of a Uq(su2)-invariant linear functional h. For
f ∈ Fb(σ(A)), we put
h0(f(A)) := γ+
∞∑
n=0
f(λ+q
2n)q2n + γ−
∞∑
n=0
f(λ−q
2n)q2n,
where γ+ := (1−q2)λ+(λ+−λ−)−1 and γ− := (1− q2)λ−(λ−−λ+)−1. Note that
γ± = (1 − q
2)(1/2 ± (r + 4)−1/2). (When r = 0, the above equation simplifies
to h0(f(A)) = (1 − q2)
∑∞
n=0 f(q
2n)q2n since in this case γ+ = λ+ = 1 and
γ− = 0.) Define a functional h on Fb(S2qr) by
h(p(B)f(A)) = p(0)h0(f(A)), h(f(A)p(B
∗)) = p(0)h0(f(A)). (60)
For g ∈ Fb(σ(A)), we have
h(g(A)) = q2h(g(q2A)) + γ+g(λ+) + γ−g(λ−). (61)
First we show that h is a faithful state on the ∗-algebra Fb(S2qr). We restrict
ourselves to the case r ∈ (0,∞]. Let x =
∑
k(B
kfk(A) + gk(A)B
∗k) ∈ Fb(S
2
qr)
with fk, gk ∈ Fb(σ(A)). From (57)–(59), we obtain B∗kBk = Πk−1i=0 pr(q−2iA)
and BkB∗k = Πki=1pr(q2iA), where pr(A) := (λ+ − A)(A − λ−). By (60), we
have
h(x∗x) =
∑
k
h(BkgkgkB
∗k + fkB
∗kBkfk)
=
∑
k
h0(|gk(q
2kA)|2
k∏
i=1
pr(q
2iA)) + h0(|fk(A)|
2
k−1∏
i=0
pr(q
−2iA)) (62)
Note that pr(λ±) = 0 and pr(q2jλ±) > 0 for j ∈ N. Hence h(x∗x) ≥ 0 by
(62). Assume that h(x∗x) = 0. From (62) and the definition of h0, it follows that
gk(q
2nλ±) = 0 for n ∈ N0 and fk(q2nλ±) = 0 for n ≥ k. The latter implies
gk(A) = 0 and Bkfk(A) = 0, so x = 0. That is, h is a faithful state.
Now we prove that h is Uq(su2)-invariant on the ∗-subalgebra F∞(S2qr), that
is, h(y⊲x) = ε(y)h(x) for y ∈ Uq(su2) and x ∈ F∞(S2qr). Clearly, it suffices
to verify the latter condition for the generators y = E, F,K. For y = K, the
assertion is obvious. Since the functional h is hermitian andF∞(S2qr) is a Uq(su2)-
module ∗-algebra, it is sufficient to check the invariance with respect to E. By
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the definitions of the action of E and the functional h, it is enough to show that
h(E⊲Bf(A)) = 0 for all f(A) ∈ F∞(S2qr). We carry out the proof for r ∈ (0,∞).
Since f ∈ F∞(S2qr), the function g(A) := f(A) − Af(A) + r(f(A) − f(0))/A
is bounded on σ(A). Hence g ∈ Fb(σ(A)) and (61) applies to this function.
Observe that 1 − λ± + rλ−1± = 0 and γ+λ−1+ + γ−λ−1− = 0 by the definitions of
these constants. Using these facts and the equation BB∗ = q2A − q4A2 + r, we
compute
q−1/2E⊲Bf(A) = f(A)− (1 + q2)Af(A) +BB∗
f(A)− f(q2A)
(1− q2)A
= (1− q2)−1(g(A)− g(q2A)q2)
and hence
q−1/2(1−q2)h(E⊲Bf(A)) = γ+g(λ+) + γ−g(λ−) =
γ+f(λ+)(1−λ++rλ
−1
+ ) + γ−f(λ−)(1−λ−+rλ
−1
− )− f(0)(γ+λ
−1
+ +γ−λ
−1
− ) = 0.
Thus, h is a Uq(su2)-invariant state on F∞(S2qr).
For the coordinate algebra O(S2qr), the preceding description of the invariant
functional was obtained in [10]. However for our consideration below it is crucial
to have the invariant state on the larger ∗-algebra F∞(S2qr).
The preceding proof shows that, with the action of E defined by the above for-
mula, h(E⊲Bf(A)) = 0 for f ∈ Fb(σ(A)) if f(0) := limt→0 f(t) exists and the
function (f(A)−f(0))/A is bounded on σ(A). For instance, h(E⊲BAχ+(A)) =
0, where χ+ is the characteristic function of [0,∞). But we get h(E⊲Bχ+(A)) =
q1/2(1 − q2)−1γ+λ− 6= 0 for r ∈ (0,∞], so the Uq(su2)-invariance of the func-
tional h does not hold on the larger ∗-algebra Fb(S2qr).
Now we develop a second operator-theoretic approach to the Uq(su2)-module
structure of F∞(S2qr) and to the invariant state h. Suppose that π is a ∗-represen-
tation of the ∗-algebra Fb(S2qr) on a Hilbert space H such that ker π(A) = {0}.
Then all operators π(x), x ∈ Fb(S2qr), are bounded and leave the dense domain
D := ∩∞n=1D(π(A)
−n) of H invariant. For notational simplicity, we write x for
the operators π(x) and π(x)⌈D. From the form of the representations of O(S2qr)
described in Subsection 5.3, it is clear that signA := A|A|−1 commutes with all
representation operators. For T ∈ L+(D), we define
E⊲T = −q1/2λ−1A−1
[
B∗, |A|1/2T |A|−1/2
]
= −q−1/2λ−1signA |A|−1/2
[
B∗, T
]
|A|−1/2, (63)
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F ⊲T = −q−5/2λ−1A−1
[
B, |A|1/2T |A|−1/2
]
= −q−3/2λ−1signA |A|−1/2
[
B, T
]
|A|−1/2, (64)
K⊲T = |A|1/2T |A|−1/2, K−1⊲T = |A|−1/2T |A|1/2. (65)
Then one verifies that the ∗-algebra L+(D) is a Uq(su2)-module ∗-algebra with
the actions of the generators E, F , K, K−1 given by these formulas and F∞(S2qr)
is a Uq(su2)-module ∗-subalgebra of L+(D). Setting T = p(B)f(A) or T =
f(A)p(B∗), one easily obtains the formulas for the actions of E, F , K, K−1 on
F∞(S2qr) listed above.
In order to define the invariant state h, we specialize the representation π. For
r ∈ (0,∞], let π be the direct sum representation on H := H+ ⊕H−, where the
representations on H± are given in Subsection 5.3 with H±0 = C. For r = 0, we
take the representation on H := H+ with H+0 = C. Since the operator A has an
orthonormal basis of eigenvectors with eigenvalues q2nλ± and each eigenvalue has
multiplicity one, A is of trace class and so is |A|x for all x ∈ Fb(S2qr). Obviously,
TrH |A| = (1−q
2)−1(λ+−λ−). Therefore,
h(x) = (1−q2)(λ+−λ−)
−1TrH |A|x, x ∈ Fb(S
2
qr), (66)
defines a state on the ∗-algebra Fb(S2qr).
Next we show that h is Uq(su2)-invariant onF∞(S2qr). We carry out this verifi-
cation in the case r ∈ (0,∞] for the generatorE and for an element x = B#nf(A)
of F∞(S2qr), where n ∈ Z and f ∈ F∞(σ(A)). The other cases are treated in a
similar manner. Since f ∈ F∞(σ(A)), there is a bounded function g on σ(A)
such that f(A)−f(0) = Ag(A). Write x = x1 + x2, where x1 = B#ng(A)A and
x2 = f(0)B
#n
. By (63) and (66), we have
h(E⊲y) = const TrH |A|A
−1[B∗, y] = const (TrH+ [B
∗, y]−TrH− [B
∗, y]) (67)
for y ∈ F∞(S2qr). Since g(A) and B#n are bounded operators and A is of trace
class, x1 is of trace class. Therefore, TrH± [B∗, x1] = 0, so that h(E⊲x1) = 0
by (67). Since [B∗, B#n] ∈ A·O(S2qr) by Lemma 6.2 below, [B∗, B#n] is of
trace class. If n 6= 1, then TrH |A|A−1[B∗, B#n] = 0 because in this case
|A|A−1[B∗, B#n] acts on H as a weighted shift operator. Hence h(E⊲x2) = 0.
Suppose that n = 1. Since [B∗, B] = (1− q2)(A− (1 + q2)A2) and
(1−q2)TrH±(A−(1 + q
2)A2) = λ±−λ
2
± = λ+λ−,
it follows from (67) that h(E⊲x2) = 0. Thus, h(E⊲x) = 0. This completes the
proof of the Uq(su2)-invariance of h on F∞(S2qr).
In both approaches, we have proved the following theorem.
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Theorem 6.1 With the foregoing definitions,F∞(S2qr) is a left Uq(su2)-module ∗-
algebra which containsO(S2qr) as a Uq(su2)-module ∗-subalgebra. The functional
h is a faithful Uq(su2)-invariant state on the Uq(su2)-module ∗-algebra F∞(S2qr).
In the next subsection, we shall need the following lemma. It is the algebraic
version of the operator-theoretic formulas (63)–(65) stated above.
Lemma 6.2 For any x ∈ O(S2qr), we have
Ax = (K2⊲x)A, xA = A(K−2⊲x),
[B∗, x] = −q1/2λA(K−1E⊲x), [B, x] = −q3/2λA(K−1F ⊲x).
In particular, the commutators [B, x] and [B∗, x] are in A·O(S2qr).
It suffices to prove the lemma for elements x of the vector space basis {AnB#k ;
n ∈ N0, k ∈ Z} of O(S2qr). This can be done by a straightforward induction
argument. We omit the details.
6.2 Description of quantum line bundles by charts
Throughout this subsection, we suppose that j ∈ 1
2
Z.
From Proposition 4.6 and Theorems 3.1 and 4.1, it follows that each irre-
ducible integrable ∗-representation of O(S2qr)⋊Uq(su2) can be realized as a pro-
jective module Mj ∼= O(S2qr)2|j|+1Pj . It is known that the projective modules Mj
can be considered as line bundles over the quantum spheres S2qr [2,6]. In this sec-
tion, we describe the quantum line bundles Mj by two “charts”. The charts will
be realized by algebras of functions on the positive and the negative part of the
spectrum of the self-adjoint operator A. These function algebras lead to ∗-repre-
sentations of the ∗-algebra Fb(S2qr)⊗ Yr by left and right multiplications. It will
be shown that each chart is related to a tensor product of an irreducible ∗-repre-
sentation ofO(S2qr) from Subsection 5.3 and an irreducible ∗-representation of the
∗-algebra Yr from Subsection 5.2.
Recall that the isomorphism Ψj realizing Mj ∼= O(S2qr)2|j|+1Pj is given by
Equation (22). In what follows, we consider O(S2qr)2|j|+1Pj as a subspace of
Fb(S
2
qr)
2|j|+1
. Our next aim is to equip Fb(S2qr)2|j|+1 with an inner product such
that Ψj becomes an isometry. We begin by proving an auxiliary lemma.
Lemma 6.3 Let x ∈ O(S2qr) and k, l ∈ {−|j|,−|j|+ 1, . . . ,−|j|}. Then
h(v
|j|∗
kj xv
|j|
lj ) = cjq
2|j|−2kh(xv
|j|
lj v
|j|∗
kj ), (68)
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where cj = h(v|j||j|,jv
|j|∗
|j|,j)
−1
. For y ∈ Fb(S2qr) and g ∈ Fb(σ(A)), we have
h(yg(A)) = h(g(A)y), h(yB) = q2h(By), h(yB∗) = q−2h(B∗y). (69)
Proof. We first show that it suffices to prove (68) for k = |j|. Indeed, from (20),
it follows that there is a non-zero real constant γjk such that v
|j|
kj = γ
j
kF
|j|−k⊲v
|j|
|j|,j.
Recall that h((f ⊲y)∗z) = h(y∗f ⊲z) and (f ⊲y)∗ = S(f)∗⊲y∗ for f ∈ Uq(su2),
y, z ∈ O(SUq(2)). Assuming that (68) holds for k = |j|, we get
h(v
|j|∗
kj xv
|j|
lj ) = γ
j
kh((F
|j|−k⊲v
|j|
|j|,j)
∗xv
|j|
lj ) = γ
j
kh(v
|j|∗
|j|,jE
|j|−k⊲(xv
|j|
lj ))
= cjγ
j
kh((S(E
|j|−k)∗⊲(xv
|j|
lj )
∗)∗v
|j|∗
|j|,j) = cjγ
j
kh(xv
|j|
lj S(E
|j|−k)⊲v
|j|∗
|j|,j)
= cjγ
j
kh(xv
|j|
lj (S
2(E|j|−k)∗⊲v
|j|
|j|,j)
∗) = cjq
2(|j|−k)h(xv
|j|
lj v
|j|∗
kj ).
Next we note that it suffices to prove that
h(v
|j|∗
|j|,jv
|j|+n
lj ) = cjh(v
|j|+n
lj v
|j|∗
|j|,j) (70)
for all n ∈ N0 since xv|j|lj ∈Mj and the elements v
|j|+n
lj span Mj by Theorem 3.1.
As the elements v|j|+nlj form an orthonormal set in O(SUq(2)) with inner product
defined by (16), we only have to show that the right-hand side of (70) vanishes
whenever l 6= |j| or n > 0. (Observe that Equation (70) is trivially satisfied for
l = |j| and n = 0.) If l 6= |j|, then it follows from K⊲v|j|+nlj v|j|∗|j|,j = q|j|−lv|j|+nlj v|j|∗|j|,j
and the Uq(su2)-invariance of h that h(v|j|+nlj v
|j|∗
|j|,j) = 0. If n > 0, then v
|j|+n
lj =
κ
|j|+n
l F ⊲v
|j|+n
l+1,j with a non-zero real constant κ
|j|+n
l . Hence
h(v
|j|+n
lj v
|j|∗
|j|,j) = κ
|j|+n
l h((S(F )
∗⊲v
|j|+n∗
l+1,j )
∗v
|j|∗
|j|,j) = κ
|j|+n
l h(v
|j|+n∗
l+1,j S(F )⊲v
|j|∗
|j|,j)
= κ
|j|+n
l q
−2h(v
|j|+n∗
l+1,j (E⊲v
|j|
|j|,j)
∗) = 0
since v|j||j|,j is a highest weight vector.
To prove (69), we can assume that y = f(A)B#k, where f ∈ Fb(σ(A)) and
k ∈ Z, because these elements span Fb(S2qr). Since h(yg(A)) = h(g(A)y) = 0
for k 6= 0, the first equality of (69) is obvious. The third equality of (69) follows
from the second one because the state h is hermitian. As h(yB) = h(By) = 0
for k 6= −1, it remains to treat the case k = −1. Using the relations B∗B =
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(A−λ−)(λ+−A), BB
∗ = (q2A−λ−)(λ+−q
2A) and Equation (61), we get
h(yB) = h(f(A)B∗B) = h(f(A)(A−λ−)(λ+−A))
= h(q2f(q2A)(q2A−λ−)(λ+−q
2A)) = h(q2f(q2A)BB∗)
= h(q2Bf(A)B∗) = h(q2By). ✷
Proposition 6.4 LetL2(S2qr)2|j|+1 be the Hilbert space completion ofFb(S2qr)2|j|+1
with respect to the inner product given by
〈(y−|j|, . . . , y|j|), (z−|j|, . . . , z|j|)〉 = cjq
2|j|
|j|∑
k=−|j|
q−2kh(z∗kyk), (71)
where cj = h(v|j||j|,jv
|j|∗
|j|,j)
−1
. Then the right multiplication by Pj on Fb(S2qr)2|j|+1
defines an orthogonal projection on the Hilbert space L2(S2qr)2|j|+1. The isomor-
phism Ψj : O(S2qr)2|j|+1Pj
∼=
−→Mj from Equation (22) is an isometry.
Proof. As P 2j = Pj , we only have to show that Pj is self-adjoint with respect to
the inner product (71). Since K⊲v|j|lj v|j|∗kj = ql−kv|j|lj v|j|∗kj , there exists a polynomial
pjlk(A) such that v
|j|
lj v
|j|∗
kj =B
#k−lpjlk(A). Hence, by (69),
h(xv
|j|
lj v
|j|∗
kj ) = h(q
2(k−l)v
|j|
lj v
|j|∗
kj x) (72)
for x ∈ Fb(S2qr). This gives
〈(y−|j|, . . . , y|j|)Pj, (z−|j|, . . . , z|j|)〉
= cjq
2|j|
|j|∑
k,l=−|j|
q−2kh([2|j|+1]−1q−(l+k)z∗k ylv
|j|
lj v
|j|∗
kj )
= cjq
2|j|
|j|∑
k,l=−|j|
q−2lh([2|j|+1]−1q−(l+k)v
|j|
lj v
|j|∗
kj z
∗
kyl)
= 〈(y−|j|, . . . , y|j|), (z−|j|, . . . , z|j|)Pj〉,
which proves the first assertion of the proposition.
Let (y−|j|, ..., y|j|) = (y−|j|, ..., y|j|)Pj ∈ O(S2qr)2|j|+1Pj and (z−|j|, ..., z|j|) =
(z−|j|, ..., z|j|)Pj ∈ O(S
2
qr)
2|j|+1Pj . From the definition of Pj , it follows that
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yn = [2|j|+1]
−1
∑|j|
k=−|j| q
−(k+n)ykv
|j|
kjv
|j|∗
nj . Using Lemma 6.3 and the last identity,
we compute
〈Ψj(y−|j|, . . . , y|j|),Ψj(z−|j|, . . . , z|j|)〉
= [2|j|+1]−1h
(
(
|j|∑
n=−|j|
q−nznv
|j|
nj)
∗
|j|∑
k=−|j|
q−kykv
|j|
kj
)
= [2|j|+1]−1
|j|∑
n,k=−|j|
h
(
q−(n+k)v
|j|∗
nj z
∗
nykv
|j|
kj
)
= [2|j|+1]−1
|j|∑
n,k=−|j|
cjq
2|j|−2nh
(
q−(n+k)z∗nykv
|j|
kjv
|j|∗
nj
)
= cjq
2|j|
|j|∑
n=−|j|
q−2nh(z∗nyn) = 〈(y−|j|, . . . , y|j|), (z−|j|, . . . , z|j|)〉,
which shows the second assertion of the proposition. ✷
Since Ψj is an isometric isomorphism, the ∗-representation πˆj of the cross
product algebra O(S2qr)⋊Uq(su2) on Mj is unitarily equivalent to the ∗-represen-
tation πˇj := Ψ−1j ◦ πˆj ◦Ψj onO(S2qr)2|j|+1Pj . The restriction of πˇj toO(S2qr)⊗Yr
can be described by left and right multiplications by matrices with entries from
O(S2qr). Clearly, for z ∈ O(S2qr), πˇj(z)(y−|j|, . . . , y|j|)Pj = z(y−|j|, . . . , y|j|)Pj .
Since X = q3/2λAFK−1 + q−1B commutes with yk ∈ O(S2qr), we obtain
[2|j|+1]1/2πˇj(X)(y−|j|, . . . , y|j|) = Ψ
−1
j (
|j|∑
k=−|j|
q−kykXv
|j|
kj )
= Ψ−1j (
|j|∑
k=−|j|
q−kyk(q
3/2−kλ[|j|−k+1]1/2[|j|+k]1/2Av
|j|
k−1,j + q
−1Bv
|j|
kj )).
This shows that πˇj(X)((y−|j|, . . . , y|j|)Pj) = ((y−|j|, . . . , y|j|)mj)Pj , where the
matrix mj =
(
mjkl
)|j|
k,l=−|j|
∈ M2|j|+1(O(S
2
qr)) has the entries
mjkk = q
−1B, mjk,k−1 = q
1/2−kλ[|j|−k+1]1/2[|j|+k]1/2A, mjkl = 0, l 6= k, k−1.
Similarly, we have πˇj(X∗)((y−|j|, . . . , y|j|)Pj) = ((y−|j|, . . . , y|j|)m†j)Pj with ma-
trix m†j =
(
m†jkl
)|j|
k,l=−|j|
given by
m†jkk = qB
∗, m†jk−1,k = q
5/2−kλ[|j|−k+1]1/2[|j|+k]1/2A, m†jkl = 0, l 6= k, k − 1
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and πˇj(Y )((y−|j|, . . . , y|j|)Pj) = ((y−|j|, . . . , y|j|)nj)Pj with nj =
(
njkl
)|j|
k,l=−|j|
given by
njkk = q
−2k+1A, njkl = 0, l 6= k.
It is easy to check that
njm
†
j = q
2
m
†
jnj , njmj = q
−2
mjnj , mjm
†
j − q
2
m
†
jmj = (1− q
2)(n2j + r). (73)
Note that all operators are bounded. Hence the restriction of πˇj to O(S2qr) ⊗ Yr
yields a bounded ∗-representation πˇbj on the Hilbert space L2(S2qr)2|j|+1Pj . This
representation can be extended to a bounded ∗-representation, denoted again by
πˇbj , of Fb(S2qr) ⊗ Yr on L2(S2qr)2|j|+1Pj such that πˇbj (f), f ∈ Fb(S2qr), acts on
Fb(S
2
qr)
2|j|+1Pj by left multiplication.
Let χ− and χ+ denote the characteristic functions of the intervals (−∞, 0] and
[0,∞), respectively. Set Fb(S2qr)+ := Fb(S2qr)χ+(A) and, for r > 0, Fb(S2qr)− :=
Fb(S
2
qr)χ−(A). Since χ±(A) commutes with all elements of Fb(S2qr), Fb(S2qr)±
is a unital ∗-algebra with unit element χ±(A) and an ideal of Fb(S2qr). Our
next aim is to describe the “charts” Fb(S2qr)
2|j|+1
± Pj of the quantum line bundle
Fb(S
2
qr)
2|j|+1Pj by the function algebras Fb(S2qr)− and Fb(S2qr)+ themselves.
Lemma 6.5 Set ξ(s) := −sab + (s2 − 1)qbc + sq2dc, where the parameter s is
defined as in Section 3. Then
(i) (a− qsc)(d+ sb) = 1− ξ(s), (d+ q−1sb)(a− sc) = 1− q−2ξ(s),
(b− qsd)(−qc− qsa) = q2s2 + ξ(s), (qc+ sa)(−b+ sd) = s2 + ξ(s).
(ii) (a−qsc)ξ(qs)=q2ξ(s)(a−qsc), (d+q−1sb)ξ(q−1s)=q−2ξ(s)(d+q−1sb),
(b− qsd)ξ(qs)=ξ(s)(b− qsd), (c+ q−1sa)ξ(q−1s)=ξ(s)(c+ q−1sa).
(iii) vjjjvj∗jj = γ+j (λ+ −A)(λ+ − q−2A) . . . (λ+ − q−4j+2A), j > 0,
vj−j,jv
j∗
−j,j = γ
−
j (q
2A− λ−)(q
4A− λ−) . . . (q
4jA− λ−), j > 0,
v
|j|
jj v
|j|∗
jj = γ
+
j (λ+ − q
2A)(λ+ − q
4A) . . . (λ+ − q
4|j|A), j < 0,
v
|j|
|j|,jv
|j|∗
|j|,j = γ
−
j (A− λ−)(q
−2A− λ−) . . . (q
−4|j|+2A− λ−), j < 0,
with non-zero constants γ±j ∈ R.
(iv) The function v|j|jj v|j|∗jj χ−(A) is invertible in Fb(S2qr)− for r > 0.
The function v|j|−j,jv|j|∗−j,jχ+(A) is invertible in Fb(S2qr)+.
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(v) v|j|kjv|j|∗jj
(
v
|j|
jj v
|j|∗
jj χ−(A)
)−1
v
|j|
jj v
|j|∗
lj = v
|j|
kjv
|j|∗
lj χ−(A) for r > 0,
v
|j|
kjv
|j|∗
−j,j
(
v
|j|
−j,jv
|j|∗
−j,jχ+(A)
)−1
v
|j|
−j,jv
|j|∗
lj = v
|j|
kjv
|j|∗
lj χ+(A).
Proof. (i) and (ii) follow by straightforward computations.
(iii) Let j > 0. Then vjjj = N jjjuj , where uj is defined by Equation (17). From
(i) and (ii), it follows that
(d+q−1sb)...(d+q−2jsb)(a−q−2j+1sc)...(a−sc) = (1−q−2ξ(s))...(1−q−4jξ(s)).
Inserting ξ(s) = sr−1/2q2A = λ−1+ q2A gives the result. The other cases are treated
analogously.
(iv) As A < 0 on the interval (−∞, 0] and λ+ > 0, each factor (λ+ − q2kA),
k ∈ Z, is invertible in Fb(S2qr)−. Likewise, for r > 0, each factor (q2kA − λ−),
k ∈ Z, is invertible in Fb(S2qr)+ since λ− < 0.
(v) Let j > 0. In the proof of Proposition 6.4, we argued that vjkjvj∗jj =
Bj−kpjkj(A). Note that Bξ(s) = q2ξ(s)B. This together with (iii) gives
vjkjv
j∗
jj (v
j
jjv
j∗
jjχ−(A))
−1vjjjv
j∗
lj
=
(
N j2jj (1−q
2(j−k−1)ξ(s))...(1−q−2(j+k)ξ(s))χ−(A)
)−1
vjkjv
j∗
jjv
j
jjv
j∗
lj .
On the other hand, vj∗jjv
j
jj = N
j2
jj (1−ξ(q
−2js))...(1−q4j−2ξ(q−2js)) by (i) and (ii).
The vector vjkj is a linear combination of products consisting of factors (d+q−nsb)
and (c + q−msa), 1 ≤ n,m ≤ 2j, where the terms (d + q−nsb) and (c + q−msa)
appear j+k-times and j−k-times, respectively. Applying (i) and (ii), we see that
vjkjv
j∗
jj v
j
jj = N
j2
jj (1− q
−2(j+k)ξ(s))...(1− q2(j−k−1)ξ(s))vjkj. Inserting this identity
into above equation gives the result. The other cases are handled similarly. ✷
Lemma 6.6 With the inner product on Fb(S2qr)± defined by 〈f, g〉 := h(g∗f),
there is an isometric isomorphism Ψˇj,± from Fb(S2qr)± onto Fb(S2qr)2|j|+1± Pj given
by
Ψˇj,−(f) = q
2j[2j+1]1/2(0, . . . , 0, f(vjjjv
j∗
jjχ−(A))
−1/2)Pj, j > 0,
Ψˇj,−(f) = q
2j[2|j|+1]1/2(f(v
|j|
jj v
|j|∗
jj χ−(A))
−1/2, 0, . . . , 0)Pj, j < 0,
Ψˇj,+(g) = q
−2j[2j+1]1/2(g(vj−j,jv
j∗
−j,jχ+(A))
−1/2, 0, . . . , 0)Pj, j > 0,
Ψˇj,+(g) = q
−2j[2|j|+1]1/2(0, . . . , 0, g(v
|j|
|j|,jv
|j|∗
|j|,jχ+(A))
−1/2)Pj, j < 0,
where f ∈ Fb(S2qr)− and g ∈ Fb(S2qr)+.
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Proof. We carry out the proof for Ψˇj,− and j > 0. The other cases are treated
in the same manner. By Lemma 6.5, vjjjv
j∗
jjχ−(A) is invertible. Hence Ψˇj,−
is well defined. Fix (y−j, . . . , yj) = (y−j, . . . , yj)Pj ∈ Fb(S2qr)
2j+1
− Pj . Let
z =
∑j
k=−j q
j−kykv
j
kjv
j∗
jj
(
vjjjv
j∗
jjχ−(A)
)−1
and (z−j , . . . , zj) = (0, . . . , 0, z)Pj .
By Lemma 6.5,
zl = [2j+1]
−1
j∑
k=−j
q−(k+l)ykv
j
kjv
j∗
jj
(
vjjjv
j∗
jjχ−(A)
)−1
vjjjv
j∗
lj
= [2j+1]−1
j∑
k=−j
q−(k+l)ykv
j
kjv
j∗
lj χ−(A) = yl.
Thus Ψˇj,−(q−2j [2j+1]−1/2z(vjjjv
j∗
jjχ−(A))
1/2) = (y−j, . . . , yj), so Ψˇj,− is surjec-
tive.
Next we verify that Ψˇj,− is isometric. Let f ∈ Fb(S2qr)−. Since Pj is a projec-
tion, we have [2j+1]−2
∑j
k=−j q
−2(j+k)vjjjv
j∗
kjv
j
kjv
j∗
jj = [2j+1]
−1q−2jvjjjv
j∗
jj . Using
Equations (69) and (72), we conclude that
h(x(vjjjv
j∗
jjχ−(A))
−1/2vjjjv
j∗
kj) = q
2(k−j)h((vjjjv
j∗
jjχ−(A))
−1/2vjjjv
j∗
kjx).
From these relations, it follows that, for f ∈ Fb(S2qr)−,
‖Ψˇj,−(f)‖
2 = [2j+1]−1q4j
j∑
k=−j
q−2k
×h(q−2(j+k)vjkjv
j∗
jj (v
j
jjv
j∗
jjχ−(A))
−1/2f ∗f(vjjjv
j∗
jjχ−(A))
−1/2vjjjv
j∗
kj)
= h(f ∗f) = ‖f‖2. ✷
As multiplication by elements ofFb(S2qr) leaves the decompositionFb(S2qr) =
Fb(S
2
qr)− ⊕ Fb(S
2
qr)+ invariant, we have Fb(S2qr)2|j|+1Pj = Fb(S2qr)
2|j|+1
− Pj ⊕
Fb(S
2
qr)
2|j|+1
+ Pj and the ∗-representation πˇbj of Fb(S2qr) ⊗ Yr decomposes into a
direct sum πˇbj = πˇbj,− ⊕ πˇbj,+ of ∗-representations πˇbj,± on Fb(S2qr)
2|j|+1
± Pj . Using
the isometric isomorphism Ψˇj,±, the ∗- representation πˇbj,± is unitarily equivalent
to a ∗-representation ρj,± := (Ψˇj,±)−1 ◦ πˇbj,± ◦ Ψˇj,± of Fb(S2qr)⊗Yr on Fb(S2qr)±.
Theorem 6.7 The ∗-representation ρj,± of Fb(S2qr)⊗Yr on Fb(S2qr)± is given by
ρj,−(X)(f) = q
−1fB(λ+ − q
−4jA)1/2(λ+ −A)
−1/2, ρj,−(Y )(f) = q
−2j+1fA,
ρj,−(X
∗)(f) = qf(λ+ − q
−4jA)1/2(λ+ −A)
−1/2B∗,
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ρj,+(X)(f) = q
−1fB(q4jA− λ−)
1/2(A− λ−)
−1/2, ρj,+(Y )(f) = q
2j+1fA,
ρj,+(X
∗)(f) = qf(q4jA− λ−)
1/2(A− λ−)
−1/2B∗,
and ρj,±(x)(f) = xf for x ∈ Fb(S2qr), f ∈ Fb(S2qr)±.
In particular, all representation operators ρj,±(y), y ∈ Fb(S2qr) ⊗ Yr, are
bounded and ρj,± extends to a ∗-representation, denoted also by ρj,±, on the
Hilbert space completion L2(S2qr)± of Fb(S2qr)±. The restriction of this ∗-repre-
sentation ρj,± toO(S2qr)⊗Yr is unitarily equivalent to a tensor product represen-
tation σ± ⊗ σ±j on H± ⊗ K±, where σ± denotes the irreducible ∗-representation
of O(S2qr) on H± from Subsection 5.3 and σ±j denotes the irreducible ∗-represen-
tation of Yr on K± from Subsection 5.2 with Y0 = q±2j+1λ±. The restriction of
the ∗-representation πˇj ∼= πˆj ∼= πj ofO(S2qr)⋊Uq(su2) toO(S2qr)⊗Yr is unitarily
equivalent to the direct sum representation ρj,− ⊕ ρj,+.
Proof. Clearly, for x ∈ Fb(S2qr), ρj,−(x) acts by left multiplication, that is,
ρj,−(x)(g) = xg, g ∈ Fb(S
2
qr)−. Our next aim is to compute the action of the
generators of Yr. Let g ∈ Fb(S2qr)−. By the definition the matrix nj ,
ρj,−(Y )(g) = (Ψˇj,−)
−1(q2j[2j+1]1/2(0, ..., 0, f(vjjjv
j∗
jjχ−(A))
−1/2)njPj)
= (Ψˇj,−)
−1(q2j[2j+1]1/2(0, ..., 0, q−2j+1fA(vjjjv
j∗
jjχ−(A))
−1/2)Pj) = q
−2j+1fA.
From Lemma 6.5 (iii), it follows that
(vjjjv
j∗
jjχ−(A))
−1/2B∗(vjjjv
j∗
jjχ−(A))
1/2 = χ−(A)(λ+−q
−4jA)1/2(λ+−A)
−1/2B∗.
Using this identity and the explicit form of the matrix m†j , we see that
ρj,−(X
∗)(g) = (Ψˇj,−)
−1(q2j [2j+1]1/2(0, ..., 0, f(vjjjv
j∗
jjχ−(A))
−1/2)m†jPj)
= qg(λ+ − q
−4jA)1/2(λ+ −A)
−1/2B∗.
The operator ρj,−(X) is determined by the relation ρj,−(X) = ρj,−(X∗)∗. Since
h(g∗fϕ(A)B∗) = h(q−2(gBϕ¯(A))∗f) for all f, g, ϕ(A) ∈ Fb(S2qr)−, we obtain
ρj,−(X)(g) = q
−1gB(λ+ − q
−4jA)1/2(λ+ −A)
−1/2.
This proves the formulas of the theorem for ρj,−, j > 0. The other cases are treated
in the same way. From the preceding formulas it is clear that all representation
operators ρj,±(y), y ∈ Fb(S2qr)⊗Yr, are bounded.
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For n ∈ N0, let χn,± denote the characteristic function of the point q2nλ±.
Define
ϑ±nl := c
±
nlχn,±(A)B
#l, n ∈ N0, l ∈ Z, l ≥ −n, (74)
where, with γ± defined in Subsection 6.1,
c±n,0 = γ
−1/2
± q
−n,
c±nl = γ
−1/2
± q
−n−l
( |l|−1∏
m=0
(q2(n−m)λ± − λ−)(λ+ − q
2(n−m)λ±)
)−1/2
, l < 0,
c±nl = γ
−1/2
± q
−n−l
( l∏
m=1
(q2(n+m)λ± − λ−)(λ+ − q
2(n+m)λ±)
)−1/2
, l > 0.
For r = 0, only ϑ+nl is considered. The set {ϑ±nl ; n ∈ N0, l ∈ Z, l ≥ −n, }
is an orthonormal basis of L2(S2qr)±. Note that c±(n) = λn(q2nλ2± + r)1/2 =
((q2nλ± − λ−)(λ+ − q
2nλ±))
1/2
. Using the commutation rules in Fb(S2qr) and
applying f(A)χn,±(A) = f(q2nλ±)χn,±(A) for all f ∈ Fb(σ(A)), we get
ρj,±(A)ϑ
±
nl = λ±q
2nϑ±nl,
ρj,±(B)ϑ
±
nl = c±(n)ϑ
±
n−1,l+1, ρj,±(B
∗)ϑ±nl = c±(n+1)ϑ
±
n+1,l−1,
ρj,±(Y )ϑ
±
nl = λ±q
±2j+1q2(n+l)ϑ±nl,
ρj,±(X)ϑ
±
nl = λn+l+1
(
q2(n+l)(λ±q
±2j+1)2 + r
)1/2
ϑ±n,l+1,
ρj,±(X
∗)ϑ±nl = λn+l
(
q2(n+l−1)(λ±q
±2j+1)2 + r
)1/2
ϑ±n,l−1.
Renaming ζ±nk := ϑ
±
n,k−n, k, n ∈ N0, we obtain
ρj,±(A)ζ
±
nk = λ±q
2nζ±nk, ρj,±(B)ζ
±
nk = c±(n)ζ
±
n−1,k,
ρj,±(B
∗)ζ±nk = c±(n+1)ζ
±
n+1,k,
ρj,±(Y )ζ
±
nk = q
2kq±2j+1λ±ζ
±
nk, ρj,±(X)ζ
±
nk = λk+1(q
2k(q±2j+1λ±)
2+ r)1/2ζ±n,k+1,
ρj,±(X
∗)ζ±nk = λk(q
2(k−1)(q±2j+1λ±)
2 + r)1/2ζ±n,k−1.
Let H± and K± be the closed linear spans of orthonormal systems {η±n ; n∈N0}
and {ξ±k ; k ∈ N0}, respectively. Setting ζ±nk := η±n ⊗ξ±k , we see that the restriction
of ρj,± to O(S2qr)⊗ Yr is unitarily equivalent to the tensor product representation
σ±⊗ σ±j . The last assertion of the theorem follows immediately from the preced-
ing since O(S2qr)⊗Yr ⊂ Fb(S2qr)⊗Yr. ✷
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7 Description of the irreducible integrable represen-
tations by the second approach
As we have seen in Subsection 6.2, the irreducible integrable representation πˇj of
O(S2qr)⋊Uq(su2) leads to bounded ∗-representations ρj,± of O(S2qr) ⊗ Yr on the
charts Fb(S2qr)±. In this section, we recover the irreducible integrable represen-
tations πˇj of O(S2qr)⋊Uq(su2) by taking the orthogonal sum of both charts and
passing to another domain. Because this construction is based on ∗-representa-
tions of O(S2qr) ⊗ Yr, we say that we have described the irreducible integrable
representation πˇj by the second approach.
We begin by showing that the bounded ∗-representation ρj,± of O(S2qr) ⊗ Yr
on the Hilbert space completion L2(S2qr)± of Fb(S2qr)± leads to a ∗-representa-
tion of the ∗-algebra Oˆ(S2qr)⋊Uq(su2). By a slight abuse of notation, we use the
same symbol ρj,± to denote the representation of the cross product algebra. It is a
∗-representation by unbounded operators acting on the invariant dense domain
Dj,± := ∩
∞
n,m=0D(ρj,±(A)
−nρj,±(Y )
−m) ⊂ L2(S
2
qr)±
Note that π(A) and π(Y ) are commuting bounded self-adjoint operators but their
inverses are unbounded. For ϕ ∈ Dj,±, define
ρj,±(K)ϕ := q
1/2|ρj,±(Y )|
−1/2|ρj,±(A)|
1/2ϕ, ρj,±(A
−1)ϕ := ρj,±(A)
−1ϕ
(75)
and ρj,±(K−1) := ρj,±(K)−1. When ϕ belongs to Fb(S2qr)± ∩ Dj,±, we can write
ρj,±(K)ϕ = q
j |A|1/2ϕ|A|−1/2 and ρj,±(A−1)ϕ := A−1ϕ. From the commutation
rules in the algebra Oˆ(S2qr)⊗ Yr, it follows easily that (75) defines indeed a ∗-re-
presentation of the larger ∗-algebra Oˆ(S2qr)⋊Uq(su2) on Dj,±.
Using the isometric isomorphism Ψˇj,±, we obtain an irreducible ∗-representa-
tion ρˇj,± := Ψˇj,± ◦ ρj,± ◦ (Ψˇj,±)−1 of Oˆ(S2qr)⋊Uq(su2) on
D(ρˇj,±) := ∩
∞
n,m=0D(ρˇj,±(A)
−nρˇj,±(Y )
−m) ⊂ L2(S
2
qr)
2|j|+1
± Pj ,
The restriction of the direct sum ρˇj := ρˇj,−⊕ ρˇj,+ toO(S2qr)⊗Yr yields a bounded
representation which can be extended to a representation on the Hilbert space
L2(S
2
qr)
2|j|+1Pj = L2(S
2
qr)
2|j|+1
− Pj ⊕ L2(S
2
qr)
2|j|+1
+ Pj . By the definitions of ρj,±
and ρˇj,±, it is obvious that this representation coincides with πˇbj and so it coincides
with the restriction of πˇj to O(S2qr) ⊗ Yr on its common domain. However, the
restriction of ρˇj to O(S2qr)⋊Uq(su2) is not unitarily equivalent to πˇj since the
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latter is irreducible while the former is not. Theorem 7.2 below shows that we can
reconstruct the irreducible integrable representations πˇj ∼= πˆj ∼= πj from ρˇj . The
proof of Theorem 7.2 is based on the following lemma.
Lemma 7.1 Let η ∈ O(S2qr)2|j|+1Pj . Then
πˇbj (A)πˇj(K
−1E)η = q−3/2λ−1πˇbj (X
∗ − qB∗)η, (76)
πˇbj (A)πˇj(FK
−1)η = q−3/2λ−1πˇbj (X − q
−1B)η, (77)
|πˇbj (Y )|
1/2πˇj(K)η = q
1/2|πˇbj (A)|
1/2η, |πˇbj (A)|
1/2πˇj(K
−1)η = q−1/2|πˇbj (Y )|
1/2η.
(78)
Proof. Let η = (y−|j|, . . . , y|j|)Pj ∈ O(S2qr)2|j|+1Pj . From the uniqueness of the
square root of a positive operator, it follows that
|πˇbj (A)|
1/2(y−|j|, . . . , y|j|)Pj = (|A|
1/2y−|j|, . . . , |A|
1/2y|j|)Pj ,
|πˇbj (Y )|
1/2(y−|j|, . . . , y|j|)Pj = q
1/2(q|j|y−|j||A|
1/2, . . . , q−|j|y|j||A|
1/2)Pj .
Further, the commutation rules in Fb(S2qr) imply for all y ∈ O(S2qr)
|A|1/2y = (K⊲y)|A|1/2, y|A|1/2 = |A|1/2(K−1⊲y).
On the other hand, since πˇj := Ψ−1j ◦ πˆj ◦Ψj , we have
πˇj(K
±1)(y−|j|, . . . , y|j|)Pj = [2|j|+1]
−1/2Ψ−1j (K
±1⊲
|j|∑
k=−|j|
q−kykv
|j|
kj )
= (q∓|j|K±1⊲y−|j|, . . . , q
±|j|K±1⊲y|j|)Pj.
Combining the preceding equations proves (78).
Computing the action of πˇj(FK−1) = Ψ−1j ◦ πˆj ◦ Ψj(FK−1) on the element
η = (y−|j|, . . . , y|j|)Pj gives
πˇj(FK
−1)(y−|j|, . . . , y|j|)Pj = [2|j|+1]
−1/2Ψ−1j
|j|∑
k=−|j|
q−k
(
(FK−1⊲yk)v
|j|
kj
+ q−k[|j|−k+1]1/2[|j|+k]1/2(K−2⊲yk)v
|j|
k−1,j
)
so that, by using Lemma 6.2,
πˇbj (A)πˇj(FK
−1)(y−|j|, . . . , y|j|)Pj = (A(FK
−1⊲y−|j|), . . . , A(FK
−1⊲y|j|))Pj
+q−2(q|j|([2|j|][1])1/2A(K−2⊲y−|j|+1), . . . , q
−|j|+1([1][2|j|])1/2A(K−2⊲y|j|), 0)Pj
= −q−5/2λ−1([B, y−|j|], . . . , [B, y|j|])Pj
+ q−2(q|j|([2|j|][1])1/2y−|j|+1A, . . . , q
−|j|+1([1][2|j|])1/2y|j|A, 0)Pj.
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Comparing the last identity with the action of πˇbj (X) and πˇbj (B) onO(S2qr)2|j|+1Pj
from Subsection 6.2 (see the discussion preceding Proposition 6.4) shows (77).
Equation (76) is proved similarly. ✷
Let us recall the notion of the adjoint of a ∗-representation π of a ∗-algebra X
(see e.g. [14, Section 8.1] ). It is a representation π∗ of X acting on the domain
D(π∗) := ∩x∈XD(π(x)
∗) by π∗(x)ϕ = π(x∗)∗ϕ, where ϕ ∈ D(π∗). In general,
π∗ is not a ∗-representation.
Theorem 7.2 The irreducible integrable ∗-representation πˇj of O(S2qr)⋊Uq(su2)
is the restriction of the adjoint ρˇ∗j of the ∗-representation ρˇj = ρˇj,− ⊕ ρˇj,+ of
Oˆ(S2qr)⋊Uq(su2) to the domainO(S2qr)2|j|+1Pj . There exists a Hilbert space basis
{η±nm ; n,m ∈ N0} of L2(S2qr)2|j|+1± Pj such that ρˇj,± is determined by the formulas
(I)±,q∓j from Subsection 5.3.
Proof. First note that, by definition, ρˇj(Z)ϕ = πˇbj (Z)ϕ for all Z ∈ O(S2qr) ⊗ Yr
and ϕ ∈ D(ρˇj,±). In particular, 〈ρˇj(A−1)ϕ, πˇbj (A)η〉 = 〈ϕ, η〉 for all η from the
Hilbert space L2(S2qr)2|j|+1Pj . Now let η ∈ O(S2qr)2|j|+1Pj and ϕ ∈ D(ρˇj,±).
Then, by Lemma 7.1,
〈ρˇj(K
−1E)ϕ, η〉 = q−3/2λ−1〈ρˇj(X
∗−q−1B∗)ρˇj(A
−1)ϕ, η〉
= q−3/2λ−1〈ρˇj(A
−1)ϕ, πˇbj (X−q
−1B)η〉
= 〈ρˇj(A
−1)ϕ, πˇbj (A)πˇj(FK
−1)η〉 = 〈ϕ, πˇj(FK
−1)η〉.
Similarly one shows 〈ρˇj(FK−1)ϕ, η〉 = 〈ϕ, πˇj(K−1E)η〉. As a above, we have
〈|ρˇj(Y )|
−1/2ϕ, |πˇbj (Y )|
1/2η〉 = 〈ϕ, η〉 and thus, again by Lemma 7.1,
〈ρˇj(K)ϕ, η〉= q
1/2〈|ρˇj(A)|
1/2|ρˇj(Y )|
−1/2ϕ, η〉= q1/2〈|ρˇj(Y )|
−1/2ϕ, |πˇbj (A)|
1/2η〉
= 〈|ρˇj(Y )|
−1/2ϕ, |πˇbj (Y )|
1/2πˇj(K)η〉= 〈ϕ, πˇj(K)η〉.
Likewise, 〈ρˇj(K−1)ϕ, η〉 = 〈ϕ, πˇj(K−1)η〉. Clearly, 〈ρˇj(x∗)ϕ, η〉 = 〈ϕ, πˇj(x)η〉
for all x ∈ O(S2qr). As the elements K±1, K−1E, FK−1 and x ∈ O(S2qr) generate
the algebra O(S2qr)⋊Uq(su2), it follows that O(S2qr)2|j|+1Pj is contained in D(ρˇ∗j )
and ρˇ∗j(Z)η = πˇj(Z)η for all Z ∈ O(S2qr)⋊Uq(su2) and η ∈ O(S2qr)2|j|+1Pj .
Computing the action of ρj,±(K), ρj,±(E) = q−3/2λ−1ρj,±(A−1K(X∗−qB∗)),
ρj,±(F ) = ρj,±(E)
∗ on the basis vectors ζ±nm from the proof of Theorem 6.7 shows
that ρj,± is determined by the formulas (I)±,q∓j from Subsection 5.3. Setting
η±nm = Ψˇj,±(ζ
±
nm) establishes the second assertion of the theorem. ✷
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Let us make the case j = 0 more explicit. Then P0 = 1, M0 ∼= O(S2qr), and
π0 ∼= πˇ0 is just the Heisenberg representation of O(S2qr)⋊Uq(su2). Accordingly,
πˇ0(f)η = f ⊲η for f ∈ Uq(su2), η ∈ O(S2qr). The 1 × 1-matrices m0, m
†
0 and n0
from Subsection 6.2 have the entries q−1B, qB∗ and qA, respectively. Hence we
obtain for z, ϕ ∈ Fb(S2qr)
πˇb0 (z)ϕ = zϕ, πˇ
b
0 (X)ϕ = q
−1ϕB, πˇb0 (X
∗)ϕ = qϕB∗, πˇb0 (Y )ϕ = qϕA.
(79)
Inserting these formulas into (76)–(78), we recover Equations (63)–(65) which
we used to define a Uq(su2)-action on the operator algebra L+(D). In particular,
Equations (63)–(65) and (79) give a new description of the Heisenberg represen-
tation of O(S2qr)⋊Uq(su2) on O(S2qr) ⊂ Fb(S2qr) by left and right multiplications.
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