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Abstract
In recent years, A. Grigor’yan, Y. Lin, Y. Muranov and S.T. Yau [6, 7, 8, 9]
constructed a path homology theory for digraphs. Later, S. Chowdhury and
F. Mémoli [3] studied the persistent path homology for directed networks. In
this paper, we generalize the path homology theory for digraphs and construct a
weighted path homology for weighted digraphs. We study the persistent weighted
path homology for weighted digraphs and detect the effects of the weights on the
persistent weighted path homology. We prove a persistent version of a Künneth-
type formula for joins of weighted digraphs.
1 Introduction
Directed graphs, or digraphs for short, is an important mathematical model for describing complex
networks in information science. A digraph G is a pair (V,E) where V is a set, and E is a subset
of all the ordered pairs (u, v) ∈ V × V such that u 6= v. Note that (u, v) ∈ E implies that u, v are
distinct. The elements in V are called vertices and the elements in E are called directed edges.
Throughout this paper, we assume that V is finite, thus E is finite as well.
So far, various approaches to construct (co)homology theories for digraphs have been studied.
For example, D. Happel [16] studied the Hochschild homology of finite dimensional algebras, which
can be applied to the path algebra of digraphs. However, it was shown in [16] that the Hochschild
homologies of order greater than one are trivial, which makes this approach less attractive. An-
other example is that the homologies constructed by H. Barcelo in [1] can be applied to digraphs.
However, these homologies may not be functorial with respect to morphisms of digraphs.
In recent years, A. Grigor’yan, Y. Lin, Y. Muranov and S.T. Yau [6, 7, 8, 9] constructed a
path homology theory for digraphs. They construct a chain complex by taking certain linear
combinations of all the paths (called allowed elementary paths) on the digraphs, along with the
directions of the edges. For k ≥ 0, the face maps dk are given by deleting the k-th single vertice
in the paths, and the boundary maps are the alternating sums of the dk’s. By the examples in
[6, 9], the path homology of digraphs is highly non-trivial. Moreover, it is proved in [7] that the
path homology is functorial with respect to morphisms of digraphs, and is invariant up to certain
homotopy relations of these morphisms.
Based on the path homology theory given in [6, 7, 8, 9], some Künneth formulas have been
proved by A. Grigor’yan, Y. Muranov and S.T. Yau in [10], and a path homology theory for
hypergraphs has been constructed by A. Grigor’yan, R. Jimenez, Y. Muranov and S.T. Yau in [5].
Moreover, as applications of the path homology theory, the persistent path homology for directed
networks has been investigated by S. Chowdhury and F. Mémoli in [3].
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On the other hand, the homology theory of simplicial complexes has been generalized to
weighted homology theory for weighted simplicial complexes by R.J. MacG. Dawson [4] in 1990,
and later studied by D. Horak and J. Jost [12], S. Ren, C. Wu and J. Wu [13, 14], etc. Given
an (abstract) simplicial complex, one may assign a weight w(i) to each vertex i, then define the
weighted boundary operators as the linear combination∑
k≥0
(−1)kw(ik)dk (1.1)
where ik is the k-th vertex of a simplex. It is proved in [4, 12, 14] that the graded free module
generated by the simplices equipped with the the weighted boundary operators gives a chain
complex. Hence the weighted homology is well-defined.
In this paper, we borrow the idea of weighted homology to generalize the path homology theory
of digraphs. We construct a weighted path homology theory for weighted digraphs and study the
persistence. We prove a Künneth-type formula for the weighted path homology of joins of weighted
digraphs.
For each vertex i in a digraph G, we assign a weight w(i). We define the weighted boundary
operators formally as the linear combination (1.1) where ik is the k-th vertex of a path and dk is
the face map deleting the k-th vertex of a path. In Section 3, we prove that the weighted path
homology is well-defined and is functorial up to morphisms of weighted digraphs. In Section 4, we
study the persistence of weighted path homology. We give an isomorphism result for the persistent
weighted path homology in Theorem 4.1. We prove in Theorem 4.2 that with field coefficients, the
persistent weighted path homology is the same as the usual persistent path homology studied in [3];
and we give some examples Subsection 4.3 to show that with integral coefficients, the persistent
weighted path homology depends on the weights. Finally, in Section 5, we prove a persistent
version of the Künneth-type formula for the weighted path homology of joins of weighted digraphs.
2 Preliminaries: path homology of digraphs
In this section, we review some backgrounds in [6, 7] about paths on digraphs, the path homology
groups of digraphs, morphisms of digraphs, and the induced homomorphisms of path homology
groups. We make a slight generalization of [6, 7] by taking the coefficients in a commutative ring
R with unit, instead of in a field.
2.1 Paths on finite sets and chain complexes
Let V be a nonempty finite set whose elements will be called vertices. For any integer p ≥ −1,
an elementary p-path on V is an (ordered) sequence {ik}
p
k=0 consisting of p+ 1 vertices in V . For
convenience, {ik}
p
k=0 will be alternatively denoted as ei0···ip . An elementary (−1)-path on V is
defined as the empty set ∅. An elementary p-path ei0···ip on a set V is called regular if ik 6= ik+1
for all k = 0, · · · , p− 1, and non-regular otherwise.
Let R be a commutative ring with unit. Consider the free R-module Λp(V ) consisting of all
the formal linear combinations of elementary p-paths on V with coefficients in R. The elements of
Λp(V ) are called p-paths on V . The set {ei0···ip : i0, · · · , ip ∈ V } is a basis in Λp(V ). Hence each
p-path v ∈ Λp(V ) has a unique representation in the form
v =
∑
i0,··· ,ip∈V
vi0···ipei0···ip ,
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where vi0···ip ∈ R are the coefficients in R. For example, Λ0(V ) consists of all the linear combina-
tions of the elements ei where i ∈ V , Λ1(V ) consists of all the linear combinations of the elements
eij where (i, j) ∈ V × V , and so on. Note that Λ−1(V ) consists of all multiples of the unit e ∈ R
so that Λ−1(V ) = R. For any p > 0, we define the boundary operator
∂ : Λp(V ) −→ Λp−1(V ) (2.1)
by setting
∂(ei0···ip) =
p∑
q=0
(−1)qdq(ei0···ip),
where
dq(ei0···ip) = ei0···îq···ip
are the face maps, and îq means omission of the vertex iq. For example,
∂(ei) = e, ∂(eij) = ej − ei, ∂eijk = ejk − eik + eij .
We extends ∂ linearly over R and obtain the map (2.1). It follows from [6, Section 2.1] that ∂2 = 0.
For each p ≥ −1, let Rp(V ) be the sub-R-module of Λp(V ) generated by all the regular
elementary p-paths, and let Ip(V ) be the sub-R-module of Λp(V ) generated by all the non-regular
elementary p-paths. By [6, Section 2.3], we have the R-module isomorphism
Rp(V ) ∼= Λp(V )/Ip(V ). (2.2)
By [6, Lemma 2.9], the boundary operator (2.1) induces a boundary operator on Λp(V )/Ip(V ).
By the isomorphism (2.2), we have an induced boundary operator
∂ : Rp(V ) −→ Rp−1(V ) (2.3)
as the pull-back of the boundary operator on Λp(V )/Ip(V ). Consequently, (2.3) gives a chain
complex
· · ·
∂
−→ Rp(V )
∂
−→ Rp−1(V )
∂
−→ · · ·
∂
−→ R0(V )
∂
−→ R
∂
−→ 0. (2.4)
In the remaining part of this paper, we always use ∂ to denote the boundary operator of the chain
complex (2.4) if there is no extra claim.
2.2 Paths on digraphs and the path homology
Let G = (V,E) be a digraph. An elementary p-path ei0···ip ∈ Λp(V ) is called allowed on G if
ik−1 → ik for all k = 1, 2, ..., p. An allowed elementary p-path ei0···ip is called closed if i0 = ip.
Let Ap(G) be the free R-module generated by all the allowed elementary p-paths in G. Then
Ap(G) is a sub-R-module of Rp(V ) consisting of all the formal linear combinations of the allowed
elementary p-paths ei0···ip with coefficients in R. Note that under the boundary operator ∂, the
image of an allowed path does not have to be allowed. Hence ∂ may not map Ap(G) to Ap−1(G).
Nevertheless, Ap(G) has the sub-R-module
Ωp(G) = {v ∈ Ap(G) : ∂v ∈ Ap−1(G)}
whose elements are called ∂-invariant p-paths, which satisfies ∂Ωp(G) ⊂ Ωp−1(G) for all p ≥ −1
(cf. [6, Section 3.3]). Hence (2.4) has a sub-chain complex
· · ·
∂
−→ Ωp(G)
∂
−→ Ωp−1(G)
∂
−→ · · ·
∂
−→ Ω0(G)
∂
−→ R
∂
−→ 0. (2.5)
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The truncated version of (2.5) is the chain complex by replacing Ω0(G)
∂
−→ R with Ω0(G)
∂
−→ 0
in (2.5). The homology groups
Hp(G;R) = Ker(∂ |Ωp)/Im(∂ |Ωp+1), p ≥ 0
of the truncated version of (2.5) are called the path homology groups of the digraph G (cf. [6,
Definition 3.12]). As a concrete example, the construction of the chain complex (2.5) and the
calculation of the path homology of digraphs are illustrated in [3, Example 10].
2.3 Morphisms of digraphs and induced homomorphisms between path
homologies
Let G = (V,E) and G′ = (V ′, E′) be two digraphs. By [7, Definition 2.2], a morphism of digraphs
is a map f : V −→ V ′ such that whenever i→ j is a directed edge in E, we have either f(i)→ f(j)
is a directed edge in E′, or f(i) = f(j). We write such a morphism as f : G −→ G′.
Let f : G −→ G′ be a morphism of digraphs. For each p ≥ −1, we have an induced homomor-
phism of R-modules
f### : Λp(V ) −→ Λp(V
′) (2.6)
which sends ei0···ip to ef(i0)···f(ip) for any elementary p-path ei0···ip on V . We observe that f### in
(2.6) sends non-regular elementary p-paths on V to non-regular elementary p-paths on V ′. Hence
in (2.6), f###(Ip(V )) ⊆ Ip(V ′). Thus we have a quotient homomorphism of R-modules
f## : Λp(V )/Ip(V ) −→ Λp(V
′)/Ip(V
′). (2.7)
With the help of the isomorphism (2.2), we have that (2.7) induces a morphism of R-modules
f# : Rp(V ) −→ Rp(V
′). (2.8)
Let ∂ and ∂′ be the boundary operators of R∗(V ) and R∗(V
′) respectively. It follows from a
straight-forward calculation that
∂′f# = f#∂. (2.9)
Hence f# is a chain map. Moreover, by [7, Theorem 2.10], the restriction of f# gives a chain map
f# : Ωp(G) −→ Ωp(G
′), p ≥ 0, (2.10)
which sends an allowed elementary p-path ei0···ip to ef(i0)···f(ip) whenever ef(i0)···f(ip) is regular, and
sends the allowed elementary p-path ei0···ip to 0 otherwise (whenever ef(i0)···f(ip) is non-regular).
Therefore, (2.10) induces a homomorphism between the path homologies
f∗ : Hp(G;R) −→ Hp(G
′;R), p ≥ 0. (2.11)
3 Weighted path homology of weighted digraphs
In this section, we generalize the path homology of digraphs in [6] and construct a weighted path
homology for weighted digraphs. We define morphisms of weighted digraphs. As a generalization
of [7, Theorem 2.1], we prove that such a morphism induces homomorphisms between the weighted
path homologies, in Theorem 3.6.
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3.1 The construction of weighted path homology
Let G = (V,E) be a digraph. Let R be a commutative ring with unit.
Definition 1. A weight on G is a function function w : V −→ R. We call G equipped with w a
weighted digraph and denote the couple as (G,w).
Let w be a weight on G. We define the weighted boundary operator
∂w : Λp(V ) −→ Λp−1(V ) (3.1)
by setting
∂w(ei0···ip) =
p∑
q=0
(−1)qw(iq)dq(ei0···ip)
and extending linearly over R. The next lemma follows from a straight-forward calculation.
Lemma 3.1. ∂w ◦ ∂w = 0.
Proof. Let ei0...ip be an elementary p-path. Then
∂w ◦ ∂w(ei0...ip) = ∂
w
p∑
q=0
(−1)qw(iq)(ei0···îq ···ip)
=
∑
0≤r<q≤p
(−1)r+qw(ir)w(iq)(ei0···îr ···îq ···ip)
+
∑
0≤q<r≤p
(−1)r+q−1w(ir)w(iq)(ei0···îq···îr ···ip).
After switching r and q in the sums, we see that the two sums in the last equality cancel out. Hence
∂w ◦ ∂w(ei0...ip) = 0. Since ∂
w is linear over R, it follows that ∂w ◦ ∂w(u) = 0 for all u ∈ Λp(V ).
The lemma is proved.
The next lemma is a generalization of [6, Lemma 2.9] (a).
Lemma 3.2. Let p ≥ −1. Suppose the weight function w is non-vanishing on V . If v1, v2 ∈ Λp(V )
and v1 = v2 mod Ip(V ), then ∂
wv1 = ∂
wv2 mod Ip−1(V ).
Proof. Without loss of generality, we may assume p ≥ 1. Similar with the proof of [6, Lemma 2.9] (a),
it suffices to prove that if ei0···ip = 0 mod Ip(V ), then ∂
wei0···tp = 0 mod Ip−1(V ). Let ei0···ip be
non-regular such that ik = ik+1 for some 0 ≤ k ≤ p− 1. Then
∂wei0···tp =
∑
0≤r≤p,
r 6=k,k+1
(−1)rw(ir)ei0···îr ···ip . (3.2)
Since w is non-vanishing, w(ir) 6= 0 for each 0 ≤ r ≤ p and r 6= k, k + 1. Hence by (3.2), ∂wei0···tp
is non-regular as well. The lemma follows.
In the remaining part of this paper, we assume that w is non-vanishing on V without ex-
tra claims. By Lemma 3.2, the weighted boundary operator (3.1) induces a weighted boundary
operator on Λp(V )/Ip(V ). By the isomorphism (2.2), we have an induced weighted boundary
operator
∂w : Rp(V ) −→ Rp−1(V ) (3.3)
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as the pull-back of the weighted boundary operator on Λp(V )/Ip(V ). Consequently, (3.3) gives a
chain complex
· · ·
∂w
−→ Rp(V )
∂w
−→ Rp−1(V )
∂w
−→ · · ·
∂w
−→ R0(V )
∂w
−→ R
∂w
−→ 0. (3.4)
We consider the sub-R-module
Ωwp (G) = {v ∈ Ap(G) : ∂
wv ∈ Ap−1(G)}. (3.5)
By a similar argument with [6, Section 3.3], we have ∂wΩwp (G) ⊂ Ω
w
p−1(G). Hence (3.4) has a
sub-chain complex
· · ·
∂w
−→ Ωwp (G)
∂w
−→ Ωwp−1(G)
∂w
−→ · · ·
∂w
−→ Ωw0 (G)
∂w
−→ R
∂w
−→ 0. (3.6)
We define the weighted path homology of the weighted digraph (G,w) as the homology groups of
the truncated version of (3.6):
Hp(G,w;R) = Ker(∂
w |Ωwp )/Im(∂
w |Ωwp+1), p ≥ 0. (3.7)
It follows from (3.5) and (3.7) that
Hp(G,w;R) = Ap(G) ∩Ker(∂
w)/Ap(G) ∩ ∂
wAp+1(G). (3.8)
Finally, we give an alternative construction for the weighted path homology. We consider the
chain complex {R∗(V ), ∂w} given in (3.4) and its graded sub-R-module Aw∗ (G). We let
Γwp (G) = A
w
p (G) + ∂
wAwp+1(G), p ≥ 0.
It can be proved that {Γw∗ (G), ∂
w} is a chain complex, whose homology is isomorphic to the
weighted path homology H∗(G,w;R). In fact, we have the following proposition.
Proposition 3.3. Equipped with the boundary operator ∂w, Ωw∗ (G) is the largest sub-chain complex
of {R∗(V ), ∂w} that is contained in Aw∗ (G) as graded sub-R-modules; and Γ
w
∗ (G) is the smallest
sub-chain complex of {R∗(V ), ∂w} containing Aw∗ (G) as graded sub-R-modules. Moreover, the
canonical inclusion ι : Ωw∗ (G) −→ Γ
w
∗ (G) induces an isomorphism of homologies.
Proof. The proof follows by applying [2, Section 2] to the graded sub-R-module Aw∗ (G) in the chain
complex {R∗(V ), ∂w}. The infimum chain complex is Ωw∗ (G), and the supremum chain complex is
Γw∗ (G). By [2, Proposition 2.4], the canonical inclusion ι induces an isomorphism in homology.
By Proposition 3.3, the weighted path homology of a weighted digraph (G,w) can be con-
structed either as the homology of Ωw∗ (G) or as the homology of Γ
w
∗ (G)
Hp(G,w;R) ∼= Ker(∂
w |Γwp )/Im(∂
w |Γwp+1), p ≥ 0.
3.2 Morphisms of weighted digraphs and induced homomorphisms be-
tween weighted path homologies
Let w be a weight on V and w′ be a weight on V ′. Then we have weighted digraphs (G,w) and
(G′, w′).
Definition 2. A morphism of weighted digraphs from (G,w) to (G′, w′) is a morphism of digraphs
f : G −→ G′ such that for any i ∈ V , w(i) = w′(f(i)).
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Suppose that f : (G,w) −→ (G′, w′) is a morphism of weighted digraphs. The next lemma is a
generalization of (2.9).
Lemma 3.4. We have ∂
′w′f# = f#∂
w. Hence (2.8) gives a chain map between the chain complexes
{R∗(V ), ∂w} and {R∗(V ′), ∂
′w′}, with weighted boundary operators.
Proof. Since f# is canonically induced from f###, it suffices to prove that f### in (2.6) is a chain
map with respect to the weighted boundary operators ∂w and ∂
′w′ . Let ei0···ip be an elementary
p-path in Λp(V ). Then
∂
′w′f###(ei0···ip) = ∂
′w′ef(i0)···f(ip)
=
p∑
q=0
(−1)qw′(f(iq))dq(ef(i0)···f(ip))
=
p∑
q=0
(−1)qw(iq)dq(ef(i0)···f(ip))
= f###∂
w(ei0···ip).
Therefore, f### in (2.6) is a chain map with respect to the weighted boundary operators ∂
w and
∂
′w′ . Thus f# is a chain map as well.
The next lemma, which is a genralization of (2.10), follows from Lemma 3.4.
Lemma 3.5. Restricted to the sub-chain complexes Ωw∗ (G) and Ω
w′
∗ (G
′) of R∗(V ) and R∗(V ′)
respectively, (2.8) gives an induced chain map from {Ωw∗ (G), ∂
w} to {Ωw
′
∗ (G
′), ∂
′w′}.
Proof. By a similar argument of [7, (2.10) in the proof of Theorem 2.10], we have
f#(Ω
w
p (G)) ⊆ Ω
w′
p (G
′), p ≥ 0. (3.9)
In fact, for any v ∈ Ωwp (G), we have v ∈ Ap(G) and ∂
wv ∈ Ap−1(G). Hence f#(v) ∈ Ap(G′) and
by Lemma 3.4,
∂
′w′(f#(v)) = f#∂
wv ∈ f#(Ap−1(G)) ⊆ Ap−1(G
′).
Consequently, v ∈ Ωw
′
p (G
′) and we obtain (3.9). Hence the restriction of f# to Ω
w
∗ (G) is a chain
map with respect to the weighted boundary operators ∂w and ∂
′w′ .
Remark 1: Similarly to the proof of Lemma 3.5, we can obtain the following statement:
restricted to the sub-chain complexes Γw∗ (G) and Γ
w′
∗ (G
′) of R∗(V ) and R∗(V ′) respectively,
(2.8) gives an induced chain map from {Γw∗ (G), ∂
w} to {Γw
′
∗ (G
′), ∂
′w′}.
With the help of Lemma 3.5, we have the next theorem, which is a generalization of (2.11).
Theorem 3.6. Let (G,w) and (G′, w′) be two weighted digraphs. Let f : (G,w) −→ (G′, w′) be
a morphism of weighted digraphs. Then f induces a homomorphism between the weighted path
homologies
f∗ : Hp(G,w;R) −→ Hp(G
′, w′;R), p ≥ 0. (3.10)
Proof. By Lemma 3.5, the chain map f# from {Ωw∗ (G), ∂
w} to {Ωw
′
∗ (G
′), ∂
′w′} induces a homo-
morphism in homology
f∗ : Hp({Ω
w
∗ (G), ∂
w}) −→ Hp({Ω
w′
∗ (G
′), ∂
′w′}), p ≥ 0. (3.11)
By the definition of the weighted path homology (3.7) of weighted digraphs, the homomorphism
(3.11) gives (3.10).
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Remark 2: Theorem 3.6 can be alternatively proved by applying Remark 1 instead of ap-
plying Lemma 3.5.
Finally, as supplements to Theorem 3.6, we list some properties of the induced homomorphisms
between the weighted path homologies:
(I). the identity morphism id from a weighted digraph (G,w) to itself induces the identity map
id∗ on H∗(G,w;R);
(II). given two morphisms f : (G,w) −→ (G′, w′) and g : (G′, w′) −→ (G′′, w′′) of weighted
digraphs, the induced homomorphism (g ◦ f)∗ of the composition g ◦ f is the composition
of induced homomorphisms g∗ ◦ f∗.
Proof of (I) and (II). The identity map id of the weighted digraph (G,w), where G = (V,E),
induces the identity map id# on the chain complex {R∗(V ), ∂
w}. And the restriction of id# on the
sub-chain complex Ωw∗ (G) induces the identity map on the weighted path homology. We obtain
(I).
Suppose G′ = (V ′, E′) and G′′ = (V ′′, E′′). The composition g ◦ f induces a chain map
(g ◦ f)### : {Λ∗(V ), ∂
w}
f###
−→ {Λ∗(V
′), ∂
′w′}
g###
−→ {Λ∗(V
′′), ∂w
′′
}.
And (g ◦ f)### induces a chain map
(g ◦ f)# : {R∗(V ), ∂
w}
f#
−→ {R∗(V
′), ∂
′w′}
g#
−→ {R∗(V
′′), ∂w
′′
},
which gives the restriction to sub-chain complexes
(g ◦ f)# : {Ω∗(G), ∂
w}
f#
−→ {Ω∗(G
′), ∂
′w′}
g#
−→ {Ω∗(G
′′), ∂w
′′
}. (3.12)
The chain map (g ◦ f)# in (3.12) induces a homomorphism in homology
(g ◦ f)∗ : Hp(G,w;R)
f∗
−→ Hp(G
′, w′;R)
g∗
−→ Hp(G
′′, w′′;R).
Thus we obtain (II).
4 Persistent weighted path homology
In this section, we discuss the persistent weighted path homology of weighted digraphs and mor-
phisms of weighted digraphs, with ring coefficients. We prove an isomorphism of the persistent
weighted path homology in Theorem 4.1. In addition, if the coefficients of the homology are in a
field, then we also prove that the persistent weighted homology does not depend on the weights, in
Theorem 4.2. Thus with field coefficients, the persistent weighted path homology is the same as the
usual persistent path homology studied in [3]. Moreover, we give some examples in Subsection 4.3.
4.1 The inclusion of persistence complexes induces the identity map of
persistent weighted homology
Let n = 1, 2, . . .. We consider a finite or countable sequence of weighted digraphs (Gn, wn), together
with a sequence of morphisms of weighted digraphs fn : (Gn, wn) −→ (Gn+1, wn+1). Then by
Lemma 3.5, we have a persistence complex (we refer to [15, Defiition 3.1] for the definition of
persistence complexes)
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Ωw10 (G1)
(f1)#
// Ωw20 (G2)
(f2)#
// · · ·
Ωw11 (G1)
(f1)#
//
∂w1
OO
Ωw21 (G2)
(f2)#
//
∂w2
OO
· · ·
Ωw12 (G1)
(f1)#
//
∂w1
OO
Ωw22 (G2)
(f2)#
//
∂w2
OO
· · ·
· · ·
∂w1
OO
· · ·
∂w2
OO
And by Remark 1, we have a persistence complex
Γw10 (G1)
(f1)#
// Γw20 (G2)
(f2)#
// · · ·
Γw11 (G1)
(f1)#
//
∂w1
OO
Γw21 (G2)
(f2)#
//
∂w2
OO
· · ·
Γw12 (G1)
(f1)#
//
∂w1
OO
Γw22 (G2)
(f2)#
//
∂w2
OO
· · ·
· · ·
∂w1
OO
· · ·
∂w2
OO
Each entry Ωwnp (Gn) in the first persistence complex is a sub-R-module of the corresponding entry
Γwnp (Gn) in the second persistence complex, for any p ≥ 0 and any n ≥ 1. Hence by embedding
each Ωwnp (Gn) as a subspace of Γ
wn
p (Gn) via the canonical inclusion ιn, we get a canonical inclusion
(ι1, ι2, . . .) from the first persistence complex into the second persistence complex.
By Theorem 3.6 and Remark 2, for each p ≥ 0, each of the above persistence complexes induces
a persistence R-module (we refer to [15, Defiition 3.2] for the definition of persistence modules)
Hp(G1, w1;R)
(f1)∗
−→ · · ·
(fn−1)∗
−→ Hp(Gn, wn;R)
(fn)∗
−→ Hp(Gn+1, wn+1;R)
(fn+1)∗
−→ · · · (4.1)
We call the persistence R-module (4.1) the persistent weighted path homology. We notice that
(4.1) is of finite type since V is a finite set.
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Theorem 4.1. The canonical inclusion (ι1, ι2, . . .) of the first persistence complex Ω
w
∗ (G∗) into
the second persistence complex Γw∗ (G∗) induces the identity map from the persistence R-module
(4.1) to itself.
Proof. By Proposition 3.3, the canonical inclusion
ιn : Ω
wn
p (Gn) −→ Γ
wn
p (Gn), p ≥ 0,
n = 1, 2, . . ., induces an isomorphism of the weighted path homologies
(ιn)∗ : Hp(Gn, wn;R)
∼=
−→ Hp(Gn, wn;R), p ≥ 0.
Thus to prove Theorem 4.1, it only suffices to prove that for any morphism of weighted digraphs
fn : (Gn, wn) −→ (Gn+1, wn+1)
where Gn = (Vn, En) and Gn+1 = (Vn+1, En+1), the restriction of the chain map
(fn)# : {R∗(Vn), ∂
wn} −→ {R∗(Vn+1), ∂
wn+1} (4.2)
to the sub-chain complex Ωwn∗ (Gn), and the restriction of (4.2) to the sub-chain complex Γ
wn
∗ (Gn),
induce the same homomorphism in weighted path homologies
(fn)∗ : Hp(Gn, wn;R)−→Hp(Gn+1, wn+1;R), p ≥ 0. (4.3)
We have a commutative diagram of chain complexes and chain maps
Ωwn∗ (Gn)
(fn)#|Ωwn∗ (Gn)
//
ιn

Ω
wn+1
∗ (Gn+1)
ιn+1

Γwn∗ (Gn)
(fn)#|Γwn∗ (Gn)
// Γ
wn+1
∗ (Gn+1).
By taking the homologies in the commutative diagram, since both (ιn)∗ and (ιn+1)∗ are isomor-
phisms in homologies, it follows that
(fn)# |Ωwn∗ (Gn) and (fn)# |Γwn∗ (Gn)
induce the same homomorphism (4.3) in weighted path homologies. The proof follows.
A particular family of sequences of morphisms of weighted digraphs is the filtrations. Precisely,
a filtration of weighted digraphs is a sequence of graphs
G1 ⊆ G2 ⊆ · · · ⊆ Gn ⊆ Gn+1 ⊆ · · · (4.4)
where for any n = 1, 2, · · · , Gn = (Vn, En), together with the non-vanishing functions
w∞ : ∪
∞
n=1Vn −→ R
and the induced weights
wn = w∞ |Vn : Vn −→ R.
Here in (4.4), the subset relation Gn ⊆ Gn+1 means both Vn ⊆ Vn+1 and En ⊆ En+1. As
particular cases, both of the persistence module (4.1) and Theorem 4.1 hold for filtrations of
weighted digraphs.
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4.2 Persistent homology with field coefficients is independent on weights
Suppose R is a field F. Let n = 1, 2, . . .. Let (Gn, wn) be a finite or countable sequence of
weighted digraphs, together with a sequence of morphisms of weighted digraphs fn : (Gn, wn) −→
(Gn+1, wn+1). We have the next theorem.
Theorem 4.2. The persistent weighted path homology
Hp(G1, w1;F)
(f1)∗
−→ · · ·
(fn−1)∗
−→ Hp(Gn, wn;F)
(fn)∗
−→ Hp(Gn+1, wn+1;F)
(fn+1)∗
−→ · · · (4.5)
is independent on the choices of the weights wn, n = 1, 2, . . ..
We first prove some lemmas before proving Theorem 4.2.
Lemma 4.3. Let (G,w) be a weighted digraph with G = (V,E). Let p ≥ 0. Let ∂p : Rp(V ) →
Rp−1(V ) be the usual boundary operator defined in (2.3) and ∂wp : R
w
p (V ) → R
w
p−1(V ) be the
weighted boundary operator defined in (3.3), both with coefficients in F. Then as vector spaces over
F,
(i). Ker(∂p) ∼= Ker(∂wp );
(ii). Im(∂p+1) ∼= Im(∂wp+1).
Proof. The proof of (i) is similar with [13, Lemma 5.1]. Let u ∈ Ker(∂p). Then u is an element in
Rp(V ) such that ∂pu = 0. Suppose
u =
m∑
k=1
akeik0 ···ikp (4.6)
where for each 1 ≤ k ≤ m, ak ∈ F, i
k
0 , . . . , i
k
p are (not necessarily distinct) vertices in V , and eik0 ···ikp
is an elementary p-path on V . We construct a map
ϕ : Ker(∂p) −→ Ker(∂
w
p ) (4.7)
by setting
ϕ(u) =
m∑
k=1
ak
w(ik0) · · ·w(i
k
p)
eik0 ···ikp . (4.8)
By a similar calculation with the proof of [13, Lemma 5.1], it follows that ϕ is well-defined, and is
an isomorphism of vector spaces over F. Hence we obtain (i).
The proof of (ii) is similar with [13, Lemma 5.2]. We construct a map
ψ : Im(∂p+1) −→ Im(∂
w
p+1) (4.9)
by setting
ψ(∂p+1(ei0···ip+1)) = ∂
w
p+1(ei0···ip+1)
for any elementary (p+1)-path ei0···ip+1 on V , and extending linearly over F. By a similar argument
with the proof of [13, Lemma 5.2], it follows that ϕ is a linear isomorphism of vector spaces over
F. Hence we obtain (ii).
Lemma 4.4. Let (G,w) be a weighted digraph with G = (V,E). Let p ≥ 0. Let ∂p : Rp(V ) →
Rp−1(V ) be the usual boundary operator defined in (2.3) and ∂wp : R
w
p (V ) → R
w
p−1(V ) be the
weighted boundary operator defined in (3.3), both with coefficients in F. Then as vector spaces over
F,
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(i). Ap(G) ∩Ker(∂p) ∼= Ap(G) ∩Ker(∂wp );
(ii). Ap(G) ∩ ∂p+1Ap+1(G) ∼= Ap(G) ∩ ∂wp+1Ap+1(G).
Proof. By (4.6) and (4.8),
u ∈ Ap(G) ∩Ker(∂p)
⇐⇒ eik0 ···ikp ∈ Ap(G) for each k = 1, . . . ,m
⇐⇒ ϕ(u) ∈ Ap(G) ∩Ker(∂
w
p ).
Hence by restricting ϕ in (4.7) to the subspace Ap(G) ∩ Ker(∂p), we obtain an isomorphism of
vector spaces over F
ϕ |Ap(G)∩Ker(∂p): Ap(G) ∩Ker(∂p)
∼=
−→ Ap(G) ∩Ker(∂
w
p ). (4.10)
We obtain (i). On the other hand, for any elementary (p+ 1)-path ei0···ip+1 on V ,
∂p+1(ei0···ip+1) ∈ Ap(G)
⇐⇒ ei0···îq ···ip+1 ∈ Ap(G) for each q = 0, . . . , p+ 1
⇐⇒ ∂wp+1(ei0···ip+1) ∈ Ap(G).
Moreover, ψ in (4.9) sends ∂p+1Ap+1(G) isomorphically to ∂
w
p+1Ap+1(G). Hence by restricting ψ
in (4.9) to the subspace Ap(G) ∩ ∂p+1Ap+1(G), we obtain an isomorphism of vector spaces over F
ψ |Ap(G)∩∂p+1Ap+1(G): Ap(G) ∩ ∂p+1Ap+1(G)
∼=
−→ Ap(G) ∩ ∂
w
p+1Ap+1(G). (4.11)
We obtain (ii).
The proof of Theorem 4.2 follows from (3.8), Lemma 4.3 and Lemma 4.4.
Proof of Theorem 4.2. Suppose Gn = (Vn, En) for each n ≥ 1. Let ∂∗(n) and ∂w∗ (n) be the
usual (unweighted) boundary operators and the weighted boundary operators with respect to wn
respectively, for the chain complex R∗(Vn). For each p ≥ 0, we have the following two commutative
diagrams
Ap(Gn) ∩Ker(∂p(n))
ϕ|Ap(Gn)∩Ker(∂p(n))

(fn)#
// Ap(Gn+1) ∩Ker(∂p(n+ 1))
ϕ|Ap(Gn+1)∩Ker(∂p(n+1))

Ap(Gn) ∩Ker(∂
w
p (n))
(fn)#
// Ap(Gn+1) ∩Ker(∂
w
p (n+ 1))
and
Ap(Gn) ∩ ∂p+1(n)Ap+1(Gn)
ψ|Ap(Gn)∩∂p+1(n)Ap+1(Gn)

(fn)#
// Ap(Gn+1) ∩ ∂p+1(n+ 1)Ap+1(Gn+1)
ψ|Ap(Gn+1)∩∂p+1(n+1)Ap+1(Gn+1)

Ap(Gn) ∩ ∂wp+1(n)Ap+1(Gn)
(fn)#
// Ap(Gn+1) ∩ ∂wp+1(n+ 1)Ap+1(Gn+1).
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Therefore, for any p ≥ 0, we have the induced commutative diagram
Hp(Gn;F)
isomorphism
induced by (ϕ,ψ)
∼=

(fn)∗
// Hp(Gn+1;F)
isomorphism
induced by (ϕ,ψ)
∼=

Hp(Gn, wn;F)
(fn)∗
// Hp(Gn+1, wn+1;F).
Consequently, the weighted path homologies Hp(Gn, wn;F) and Hp(Gn+1, wn+1;F) as well as the
homomorphism (fn)∗ do not depend on the choices of wn and wn+1. Theorem 4.2 follows.
Let all the morphisms fn, n = 1, 2, . . ., be the identity map in Theorem 4.2. Then the persistent
weighted path homology (4.5) reduces to the usual weighted path homology. We obtain the next
corollary.
Corollary 4.5. Let G be a vertex weighted directed graph with all weights of vertices nonzero,
no loops or double-directed edges. Let ∂ : Ωn+1 → Ωn and ∂w : Ωwn+1 → Ω
w
n (n > 0)denote
the usual unweighted boundary operator and the weighted boundary operator respectively. Then
Hn(G) ∼= Hn(G,w) (n > 0) as R = F is a field.
4.3 Some examples
In Theorem 4.2, it is proved that the persistent weighted path homology with coefficients in a field
F does not depend on the weights. Nevertheless, if we choose the coefficients in a general ring R,
then the persistent weighted path homology will depend on the weights. In this subsection, we give
some examples to illustrate the effects of the weights on the persistent weighted path homology.
Example 4.6. Let V = {i0, i1, i2}, E1 = {(i0, i1)} and E2 = {(i0, i1), (i1, i2)}. Let G1 = (V,E1)
and G2 = (V,E2). A weight on both G1 and G2 is given by a non-vanishing function w : V −→ Z\
{0}. We take the morphism of weighted digraphs as the canonical inclusion ι : (G1, w) −→ (G2, w).
i0 i1
G1:
i2
i0 i1
G2:
i2
We have
R0(V ) = Z(ei0 , ei1 , ei2),
R1(V ) = Z({eiaib | 0 ≤ a, b ≤ 2, a 6= b}),
R2(V ) = Z({eiaibic | 0 ≤ a, b, c ≤ 2, a, b, c are distinct}).
Here Z(∗) denotes the free Z-module generated by the set ∗. The weighted boundary operator is
given by
∂w0 (ei0) = ∂
w
0 (ei1) = ∂
w
0 (ei2) = 0,
∂w1 (eiaib) = w(ia)eib − w(ib)eia ,
∂w2 (eiaibic) = w(ia)eibic − w(ib)eiaic + w(ic)eiaib .
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Moreover,
A0(G1) = Z(ei0 , ei1 , ei2),
A1(G1) = Z(ei0i1),
A2(G1) = 0
and
A0(G2) = Z(ei0 , ei1 , ei2),
A1(G2) = Z(ei0i1 , ei1i2),
A2(G2) = Z(ei0i1i2).
Consequently,
Ωw0 (G1) = Γ
w
0 (G1) = Z(ei0 , ei1 , ei2),
Ωw1 (G1) = Γ
w
1 (G1) = Z(ei0i1),
Ωw2 (G1) = Γ
w
2 (G1) = 0
and
Ωw0 (G2) = Γ
w
0 (G2) = Z(ei0 , ei1 , ei2),
Ωw1 (G2) = Z(ei0i1 , ei1i2),
Γw1 (G2) = Z(ei0i1 , ei1i2 , w(i0)ei1i2 − w(i1)ei0i2 + w(i2)ei0i1)
= Z(ei0i1 , ei1i2 , w(i1)ei0i2),
Ωw2 (G2) = 0,
Γw2 (G2) = Z(ei0i1i2).
Therefore,
H0(G1, w;Z) = Z(ei0 , ei1 , ei2)/Z(w(i0)ei1 − w(i1)ei0)
∼= Z⊕ Z⊕ (Z/gcd{w(i0), w(i1)}); (4.12)
H1(G1, w;Z) = H2(G1, w;Z) = 0
and
H0(G2, w;Z) = Z(ei0 , ei1 , ei2)/Z(w(i0)ei1 − w(i1)ei0 , w(i1)ei2 − w(i2)ei1);
H1(G2, w;Z) = H2(G2, w;Z) = 0.
The induced homomorphism of ι in the 0-dimensional weighted path homology is the epimorphism
modulo the Z-module Z(w(i1)ei2 − w(i2)ei1).
The isomorphism (4.12) is obtained as follows. We choose integers a and b such that
a
w(i0)
gcd{w(i0), w(i1)}
+ b
w(i1)
gcd{w(i0), w(i1)}
= 1.
Then we have the invertible matrix[
w(i0)
gcd{w(i0),w(i1)}
− w(i1)
gcd{w(i0),w(i1)}
b a
]
∈ SL(2,Z).
14
Hence[
ei1
ei0
]
=
[
w(i0)
gcd{w(i0),w(i1)}
− w(i1)
gcd{w(i0),w(i1)}
b a
]−1 [ w(i0)
gcd{w(i0),w(i1)}
ei1 −
w(i1)
gcd{w(i0),w(i1)}
ei0
bei1 + aei0
]
.
It follows that
Z(ei0 , ei1) = Z
( w(i0)
gcd{w(i0), w(i1)}
ei1 −
w(i1)
gcd{w(i0), w(i1)}
ei0 , bei1 + aei0
)
.
Hence we obtain (4.12).
Example 4.7. Let (G1, w) and (G2, w) be the weighted digraphs given in Example 4.6. Suppose in
addition that w(i1) = w(i2). We consider a morphism of weighted digraphs f : (G2, w) −→ (G1, w)
given by
f(i0) = i0, f(i1) = f(i2) = i1.
Then the induced homomorphism of f in the 0-dimensional weighted path homology is the canonical
epimorphism
f∗ : Z(ei0 , ei1 , ei2)/Z(w(i0)ei1 − w(i1)ei0 , w(i1)ei2 − w(i2)ei1)
−→ Z(ei0 , ei1)/Z(w(i0)ei1 − w(i1)ei0).
5 Weighted path homologies for joins of weighted digraphs
and persistence
In this section, we prove the product rule for concatenations of weighted paths. Consequently, we
give a Künneth-type formula for the weighted path homologies for joins of weighted digraphs in
Theorem 5.3, as well as a persistent version in Theorem 5.4. Throughout this section, we assume
that R is a principal ideal domain.
5.1 Weighted path homologies for joins of weighted digraphs
Let (G,w) and (G′, w′) be two weighted digraphs where G = (V,E) and G′ = (V ′, E′). Suppose V
and V ′ are disjoint. Then E and E′ are disjoint as well. We define the join of (G,w) and (G′, w′)
as the weighted digraph (G ∗G′, w ∗ w′) by the followings:
• the set of vertices of the digraph G ∗G′ is V ⊔ V ′;
• the set of directed edges of the digraph G ∗G′ is E ⊔ E′ ⊔ {(i, j) | i ∈ V, j ∈ V ′};
• the weight w ∗ w′ on the digraph G ∗G′ is given by
(w ∗ w′)(x) =
{
w(x), if x ∈ V,
w′(x), if x ∈ V ′.
(5.1)
We point that our definition of joins of weighted digraphs is just a weighted version of [6, Defini-
tion 6.1].
Let ei0···ip be an elementary p-path on V and ej0···jq be an elementary q-path on V
′. Then we
have a (p+ q+1)-path ei0···ipj0···jq on V ⊔ V
′, which will be alternatively denoted as ei0···ipej0···jq ,
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and called the concatenation. By extending the concatenation bilinearly over the ring R, we can
define the concatenation as an R-linear map
µ : Λp(V )⊗ Λq(V
′) −→ Λp+q+1(V ⊔ V
′) (5.2)
where the tensor product is over R. It can be proved that µ in (5.2) is injective. The next lemma
gives a product rule, which is a weighted version of [6, Lemma 2.6].
Lemma 5.1. Let p, q ≥ −1. If u ∈ Λp(V ) and v ∈ Λq(V ′), then
∂w∗w
′
(uv) = (∂wu)v + (−1)p+1u(∂
′w′v). (5.3)
Here uv is the concatenation of u and v.
Proof. It suffices to prove (5.3) for u = ei0···ip and v = ej0···jq . By a similar calculation with the
proof of [6, Lemma 2.6],
∂w∗w
′
(ei0···ipej0···jq ) = ∂
w∗w′(ei0···ipj0···jq )
=
p∑
r=0
(−1)rw(ir)ei0···îr···ipj0···jq +
q∑
r=0
(−1)p+r+1w′(jr)ei0···ipj0···ĵr ···jq
= (∂wei0···ip)ej0···jq + (−1)
p+1ei0···ip(∂
′w′ej0···jq ).
Hence (5.3) follows.
The next lemma is a weighted version of [6, formula (6.3)].
Lemma 5.2. For any r ≥ −1, we have that as R-modules,
Ωw∗w
′
r (G ∗G
′) ∼=
⊕
p,q≥−1,
p+q=r−1
(
Ωwp (G)⊗ Ω
w′
q (G
′)
)
. (5.4)
Moreover, as chain complexes,(
Ωw∗ (G)⊗ Ω
w′
∗ (G
′)
)
r−1
∼= Ωw∗w
′
r (G ∗G
′), r ≥ 0. (5.5)
Proof. The proof is similar with the proof of [6, Proposition 6.4 and Theorem 6.5]. For any
p, q ≥ −1 with p+ q = r − 1, the concatenation (5.2) induces a map
µ# : Ω
w
p (G)⊗ Ω
w′
q (G
′) −→ Ωw∗w
′
r (G ∗G
′). (5.6)
It can be proved that µ# in (5.6) is injective, and gives an isomorphism
µ# :
⊕
p,q≥−1,
p+q=r−1
(
Ωwp (G)⊗ Ω
w′
q (G
′)
) ∼=
−→ Ωw∗w
′
r (G ∗G
′). (5.7)
The R-module isomorphism (5.4) is obtained. Moreover, by applying (5.3) in Lemma 5.1, the
map µ# in (5.7) commutes with the boundary operators of the tensor product chain complex
Ωw∗ (G) ⊗ Ω
w′
∗ (G
′) (cf. [11, Proposition 3B.1]) and the boundary operators of the chain complex
Ωw∗w
′
∗ (G ∗G
′) by shifting up one dimension
µ# ◦ (∂
w ⊗ ∂
′w′) = ∂w∗w
′
◦ µ#.
Hence we obtain the isomorphism (5.5) of chain complexes.
The next theorem follows from the algebraic Künneth formula [11, theorem 3B.5] and Lemma 5.2.
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Theorem 5.3. For each r ≥ 0, there is a natural short exact sequence
0 −→
⊕
p,q≥−1,
p+q=r−1
(
Hp(G,w;R) ⊗Hq(G′, w′;R)
)
−→ Hr(G ∗G′, w ∗ w′;R)
−→
⊕
p,q≥−1,
p+q=r−1
TorR
(
Hp(G,w;R), Hq−1(G
′, w′;R)
)
−→ 0
and this sequence splits.
Proof. We consider the chain complexes {Ωw∗ (G), ∂
w}, {Ωw
′
∗ (G
′), ∂
′w′} and their tensor product.
By [11, theorem 3B.5], we have a short exact sequence
0 −→
⊕
p,q≥−1,
p+q=r−1
(
Hp({Ωw∗ (G), ∂
w})⊗Hq({Ωw
′
∗ (G
′), ∂
′w′})
)
−→ Hr−1({Ωw∗ (G)⊗ Ω
w′
∗ (G
′), ∂w ⊗ ∂
′w′}) −→⊕
p,q≥−1,
p+q=r−1
TorR
(
Hp({Ωw∗ (G), ∂
w}), Hq−1({Ωw
′
∗ (G
′), ∂
′w′})
)
−→ 0 (5.8)
and this sequence splits. On the other hand, by taking the homology groups of the chain complexes
on both sides of (5.5), we have
Hr−1({Ω
w
∗ (G)⊗ Ω
w′
∗ (G
′), ∂w ⊗ ∂
′w′}) ∼= Hr(G ∗G
′, w ∗ w′;R). (5.9)
The theorem follows from (5.8) and (5.9).
5.2 The persistence of Theorem 5.3
Let n = 1, 2, . . .. We consider two finite or countable sequences of weighted digraphs (Gn, wn)
and (G′n, w
′
n), together with two sequences of morphisms of weighted digraphs fn : (Gn, wn) −→
(Gn+1, wn+1) and f
′
n : (G
′
n, w
′
n) −→ (G
′
n+1, w
′
n+1) respectively. Suppose for each n, Gn = (Vn, En)
and G′ = (V ′n, E
′
n) such that Vn and V
′
n are disjoint. Then we have an induced sequence of weighted
digraphs (Gn ∗G′n, wn ∗w
′
n), together with an induced sequence of morphisms of weighted digraphs
fn ∗ f
′
n : (Gn ∗G
′
n, wn ∗ w
′
n) −→ (Gn+1 ∗G
′
n+1, wn+1 ∗w
′
n+1)
given by
(fn ∗ f
′
n)(x) =
{
fn(x), if x ∈ Vn,
f ′n(x), if x ∈ V
′
n.
(5.10)
It follows from Definition 2, (5.1) and (5.10) that
(wn+1 ∗ w
′
n+1)
(
(fn ∗ f
′
n)(x)
)
= (wn ∗ w
′
n)(x)
for any x ∈ Vn ⊔ V ′n. Moreover, it can be verified that for any directed edge of Gn ∗G
′
n, its image
under fn ∗ f ′n is a directed edge of Gn+1 ∗G
′
n+1. Hence fn ∗ f
′
n is a morphism of weighted digraphs.
Theorem 5.4. For each r ≥ 0, there is a commutative diagram in which each row is a natural
17
short exact sequence and each sequence splits
0 //
⊕
p,q≥−1,
p+q=r−1
(
Hp(G1, w1;R)⊗Hq(G′1, w
′
1;R)
)
(f1∗f
′
1)∗

// Hr(G1 ∗G′1, w1 ∗ w
′
1;R)
(f1∗f
′
1)∗

0 //
⊕
p,q≥−1,
p+q=r−1
(
Hp(G2, w2;R)⊗Hq(G′2, w
′
2;R)
)
(f2∗f
′
2)∗

// Hr(G2 ∗G′2, w2 ∗ w
′
2;R)
(f2∗f
′
2)∗

· · · · · ·
//
⊕
p,q≥−1,
p+q=r−1
TorR
(
Hp(G1, w1;R), Hq−1(G
′
1, w
′
1;R)
)
(f1∗f
′
1)∗

// 0.
//
⊕
p,q≥−1,
p+q=r−1
TorR
(
Hp(G2, w2;R), Hq−1(G
′
2, w
′
2;R)
)
(f2∗f
′
2)∗

// 0.
· · ·
Proof. By the naturalities of the weighted path homology and the Tor functor, the commutative
diagram follows from Theorem 5.3.
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