High β, good confinement and stability properties of the low aspect ratio tokamaks, or spherical tori (ST), have been predicted theoretically and preliminarily confirmed in several large experiments recently. This paper reports on impurity transport experiments carried out in ohmically heated plasmas of the small spherical torus CDX-U with the aspect ratio of A 1.5. Vacuum ultraviolet and soft x-ray multichannel spectroscopic diagnostics are used to measure intrinsic carbon, oxygen and radiated power radial brightness profiles in plasmas with T e (0) 60-80 eV and n e (0) 2 × 10 13 cm −3 . The measurements are performed in both magnetohydrodynamically dominated and quiescent phase of the plasmas. The properties of the observed low m/n modes, sawtooth oscillations, and ST-specific reconnection events are discussed in the context of particle transport. The measured impurity profiles are modelled using one-dimensional impurity transport code MIST and a collisional-radiative package CRMLIN. Impurity diffusion of 0.2 m 2 s −1 D 0.6 m 2 s −1 and convection velocity of v 4-16 m s −1 are inferred from the modelling. These transport coefficients are very close to the neoclassical theory predictions obtained with the FORCEBAL code, which uses analytical plasma viscosity expressions valid for an arbitrary aspect ratio geometry. Neoclassical analysis indicates that both carbon and oxygen are in the collisional regime, and the Pfirsch-Schluter flux is the major fraction of the impurity flux. The causes of the observed strong non-diffusive transport are discussed, and it is concluded that the ∇n i /n i term, resulting from highly peaked ion density profile, makes the largest contribution to the inward pinch. Present analysis suggests that drift wave turbulence is reduced in CDX-U ohmically heated discharges within at least r/a 0.4, however more refined measurements are needed to interpret the results in the framework of ST ion transport.
Introduction
The low aspect ratio tokamak, or spherical torus (ST), is a promising innovative concept in magnetically confined fusion [1] . The predicted high β and good confinement and stability properties [2] have been recently verified in several ST experiments [3, 4] . The ST specific physics subjects [5] have also stimulated the advances in current drive and plasma heating concepts [6, 7] , non-inductive start-up scenarios [8, 9] , and magnetohydrodynamic (MHD) instability research [10] [11] [12] , Several ST features, namely the low toroidal field, hence large particle gyro-radii, and a large radial magnetic field gradient, may have a direct impact on the collisional and microstability properties of ST plasmas and lead to the particle and energy transport mechanisms different than those in conventional large aspect ratio tokamaks. Thus, transport properties of low aspect ratio plasmas of various sizes and confinement modes must be studied to enable the generalization and scalings of ST transport.
Significant progress has been made in fusion plasma research towards the understanding of both the neoclassical (collisional) [13] [14] [15] and the anomalous heat and particle transport mechanisms. The latter is attributed to drift-wave electromagnetic microinstabilities [16] [17] [18] , and a large effort is being undertaken to develop plasma turbulence and fluctuation diagnostics (e.g. [19] ). However, many transport regimes in tokamaks are still understood at the phenomenological level.
A study of impurity transport in the low aspect ratio tokamak CDX-U is presented. The CDX-U device is a small ST in Princeton Plasma Physics Laboratory. It has been dedicated to novel research subjects in plasma physics and plasma diagnostics [20] [21] [22] [23] [24] . Presently CDX-U is a leading toroidal plasma experiment for liquid wall-plasma interaction studies. Liquid lithium rail limiter and toroidal tray limiter experiments are underway. These experiments provide a compelling motivation to understand and document the MHD activity, transport and confinement properties of a standard ohmic CDX-U discharge, so that further comparisons can be made to the plasmas in the presence of the liquid lithium boundary interface.
Several multichannel vacuum ultraviolet (VUV) spectroscopic diagnostics are used in this work to measure intrinsic carbon and oxygen brightness profiles. Impurity density profiles n I are derived and modelled self-consistently to obtain a range of valid transport coefficients as follows. The particle conservation equation is solved:
∂n I ∂t = −∇ · + S I (1) where S I is the sum of the particle source and sink terms. A common modelling assumption is to represent the flux as a sum of two terms = −D∇n I + vn I = −D ∂n I ∂r
where D is the radial diffusion coefficient and v is the radial convection, or 'pinch', velocity. The coefficients D(r) and v(r) provide a convenient way of describing a particular plasma transport regime. Surface averaged particle and heat fluxes can be related to the thermodynamic forces {∇u} n in the matrix form = M∇u. M represents a matrix of energy and particle transport coefficients, whereas u n are particle temperature, density and toroidal electric field. Purely diffusive transport is represented by the diagonal D coefficient, whereas the off-diagonal matrix elements represent non-diffusive contributions, described by v. The equations (1) and (2) are solved under the condition that impurity charge states are independent from the source: S I 0 in the central region steady state plasma. This method yields the v/D ratio and under additional constrains D and v coefficients may also be estimated.
Other spectroscopic methods used in impurity transport measurements are charge exchange recombination spectroscopy [25] and passive vacuum ultraviolet spectroscopy of transiently introduced non-intrinsic impurities (e.g. [26] ). Both methods are indisputably more accurate than the method used in this work. However, they require complex and expensive hardware and work only in plasma devices with plasma flat-top lifetimes of at least 0.1 s. Therefore, they would not be applicable to a small plasma device built for concept exploration. The utility of CDX-U spectroscopic diagnostic complex is that it measures radiated power and impurity brightness profiles of several impurity species simultaneously. The modelling matches the measurements for a narrow range of possible D and v coefficients. These D and v coefficients are not unique and not exact; however with the proper error analysis they can be compared to neoclassical theory predictions and other experiments. Such an approach is an inherent feature of concept exploration plasma experiments. Detailed measurements of local transport and underlying physics mechanisms can be accomplished on a larger facility with better diagnostic capabilities.
The structure of the paper is as follows. Section 2 discusses the CDX-U device and its plasma properties. Section 3 presents the interpretation of impurity measurements, numerical simulations of impurity profiles and neoclassical transport calculations. Section 4 discusses the results of the impurity transport measurements in CDX-U.
Experiment
A brief description of the CDX-U tokamak, its diagnostics, and the plasmas obtained in the 1999-2000 run campaign and used for impurity transport analysis are given in this section. Table 1 lists the parameters of CDX-U device. ohmic heating in CDX-U is achieved by consecutive discharging of two capacitor banks through a central solenoid, resulting in a plasma current ramp-up rate of 10-15 MA s −1 . Plasma discharge programming utilizes preprogrammed shaping coil current waveforms, and the proper timing between the ohmic heating coil current forms and the neutral gas fuelling from two gas injectors. Vertical and horizontal boron carbide rail limiters are used to prevent plasma-vacuum vessel interactions. The CDX-U diagnostics used in this work will be briefly discussed below, whereas a full diagnostic review can be found in [24] . Various profiles measured as a function of a major (R) or a minor (r/a) radii are transformed to one-dimensional functions of flux surface label with the dimensionality of a minor radius a. The L-mode CDX-U plasmas are obtained by ohmic heating only. Average β in these plasmas is β = 2µ 0 p /B 2 1%, where p is the average plasma pressure in Pa, and B is the magnetic field in T . Energy confinement time measurements are beyond the present diagnostic capabilities of CDX-U. The START energy confinement time scaling yields τ E 1.4 ms, whereas the neo-Alcator scaling yields 0.3 τ E 0.5 ms. Confinement in CDX-U is likely to be limited by the disruptive activity of MHD modes. The operational space of CDX-U plasmas is shown in figure 1 . The electron densityn e (0.2-0.5) × n G , where
2 ) −1 is the Greenwald density [27] . The highern e plasmas, which are not far from the Murakami disruption limit [28] , are obtained by gas puffing throughout the discharge. The typical Murakami parameter M =n e R/B is between 0.1 and 0.2.
Electron temperature profiles in CDX-U are measured by the multipoint Thomson scattering system (TVTS) [29] . Typical profile measurements are shown in figure 2 . Also shown are the edge T e measurements taken by a Langmuir probe. Line integrated electron density L n e dl is measured by a movable one chord microwave interferometer [30] . A typical electron density profile n e (r) (figure 2) is obtained by Abel inverting line integrated densities measured on a shot to shot basis at different radii. Both T e and n e profiles are highly peaked within r/a 0.4, suggesting modest energy and particle confinement and a possibility of a transport barrier. The main plasma impurities are carbon and oxygen. Titanium gettering is used for impurity content reduction. The concentrations of carbon and oxygen varied through the 1999-2000 run campaign between 4-16% and 1-2% of electron density. The corresponding plasma effective charge, calculated from the impurity density measurements as described below, was 1.4 Z eff 2.5 . The plasmas with accidental titanium injections and high harmonic fast wave (HHFW) heated plasmas were characterized by higher effective charge 1.5 Z eff 3 and higher radiated power P rad . Three multichannel spectrally filtered diode array diagnostics in combination with visible and VUV spectrometers and monochromators are used to obtain the core impurity emissivity profiles and a radiated power profile, as follows. The O VI profile is recorded with τ 40 µs temporal resolution using a ten channel multilayer mirror (MLM) absolute extreme ultraviolet (AXUV) diode array [31] . Each channel is a miniature XUV monochromator tuned to the 2s-2p transition of lithium-like oxygen at λ = 150 Å. Radiated power profiles are measured by a ten channel AXUV diode array [31] operated in the radiometric mode. This array is also equipped with interchangeable beryllium and titanium filters which allowed the transfer of its absolute calibration to the surface barrier diode (SBD) array. The thirty channel SBD array [32] is used for soft x-ray (SXR) profile measurements. This array is also equipped with Be and Ti foil filters. An XUV grazing incidence spectrometer STRS [33] upgraded with a charge coupled device (CCD) detector is used to identify the lines within the SBD array filter bandpass. For the described discharge conditions the beryllium filter transmits predominantly O V and O VI line radiation, whereas C V λ41 2s-2p transition by far dominates the signal obtained with the titanium filter [31] . Emissions from the lower charge states of oxygen and carbon are monitored by a 0.5 m McPherson visible monochromator and a novel design vacuum ultraviolet monochromator [34] . The latter instrument was constructed for impurity measurements in a tokamak divertor. It measures the C IV λ1550 brightness along a midplane line of sight with a chordal radius of R = 0.3 m. The Doppler broadening of the C III λ4650 triplet lines is used for impurity ion temperature estimate. The measurements are performed with a 1 m McPherson 2061 monochromator and a CCD camera detector. The neutral density profile n D (r) is estimated from the H α -filtered plasma images.
Analysis

Plasma conditions in impurity transport experiments
Shown in figure 3 are the waveforms of a representative hydrogen discharge. The baseline plasma conditions are characterized by I p , V loop ,n e ; the T e and n e profiles; edge T e and n e Langmuir probe measurements; and extensive spectroscopic coverage of impurity emission. Both MHD quiescent and MHD dominated discharges have been obtained. A typical value of cylindrical equivalent of the safety factor is q cyl 2, and an estimated q a 7. The n/m = 1/1, 1/2 modes develop typically in the end of flat-top at t = 12-13 ms. The q = 1 surface radius inferred from the n/m = 1/1 island position is 5-7 cm. Several reconnection events (REs) are frequently observed prior to discharge termination. A summary of MHD observations is given in appendix B. The carbon and oxygen concentrations in these plasmas are c 1-2% of electron density. The time traces of C III/C IV, C IV/C V and O II/O VI in the flat-top phase are characteristic of a constant rate of impurity influx into the plasma. Central radiated power density is 25-35 mW cm −3 . This radiated power density corresponds to the total radiated power of about 5-10% of the total ohmic input power. The reason for the P rad /P OH being low is that the current channel in CDX-U is fairly narrow. As a result of peaked n e and T e profiles the power radiating region is limited to the very core, even though the plasma extends over the full vacuum vessel volume. The Z eff profiles inferred from core impurity measurements are weakly peaked with Z eff (0) in the range between 1.5 and 2.2 .
Numerical modelling of impurity transport
Emissivity profiles are obtained by inverting the measured line integrated brightnesses [31] and modelled using the time dependent impurity transport code MIST [35, 36] in combination with a new collisional-radiative package CRMLIN, briefly discussed in appendix A. Emissivity profiles of plasma P rad , CV ( λ41 ), O VI ( λ150 ) and line integrated brightness of C IV (B λ1550 ) are modelled self-consistently. MIST solves a one-dimensional time-dependent radial continuity equation for impurity particles (equation (1)). Input are the plasma profiles n e (r, t), T e (r, t), n D (r, t), and the impurity source rate. Impurity flux I is parameterized as in equation (2). The convection velocity v is expressed in terms of the diffusion coefficient D and the peaking parameter C vne [36] :
The obtained impurity density profile n I is related to the n e profile so that for C vne = 1 the impurity density profile is as peaked as n e (r), whereas for C vne > 1 the impurity density profile is more peaked than the n e profile. The peak radial positions and the width of impurity ion density profiles are primarily determined by the absolute value of the diffusion coefficient D. The impurity density peaking factor and, to a lesser extent the peak radial position, are determined by convection velocity v. Time-dependent calculations are necessary to model the impurity profile evolution since the flat-top duration of I p , n e , n I is on the order of impurity confinement time. The scrape-off layer (SOL) parallel confinement time
1.5 ms, where λ SOL is the SOL scale length. Neutral impurity source, D and v are chosen so that the measured and modelled O VI, C V, P rad profiles and C III, C IV, and O II time histories match. The emissivities are taken from the emissivity tables calculated by CRMLIN as described in appendix A. Impurity densities are thus inferred from the iterative modelling.
The measurements from four spectroscopic diagnostics provide a rigid constraint on modelling. At T e 80 eV O VI and C V profiles alone would not provide an adequate constraint. Both profiles are peaked, sensitive to the C vne value which determines their peaking factor, however much less sensitive to the D value. The O VI and C V profiles become more sensitive to D at T e 100 eV when both charge states are partially 'burned through'. Thus, an additional constraint is provided by the radiometrically calibrated C IV monitor and radiometer array signals. The λ1550 C IV brightness time history provides a measure of carbon edge influx. The radiated power density profile constrains impurity charge state emission shell locations. If too large of a D is used in simulations, the peripheral charge states, namely C III, O IV, O V, and partly C IV, are spread between r/a = 0.35 and r/a = 0.8. This significantly broadens the P rad profile. Shown in figure 4 is the parameter space of the diffusion and convection coefficients. When 0.2 D 0.6 m 2 s −1 and 0.3 C vne 1.5 are used, the simulated profiles match the experiment. It is important to emphasize that the modelling of C V, O VI, and plasma emissivity profiles is sensitive not only to T e (r) and n e (r) but also to the transport coefficients D and v. Thus, the peaked profiles can be modelled only with a low radially constant diffusion and a large inward pinch. 4 ×T e ×(16B t ) −1 , and T e is in eV, B is in Gauss, and D Bohm is in cm 2 s −1 .
Neoclassical theory predictions
Standard neoclassical theory of particle and heat transport [13, 14, 37] is based on the solution of multi-species moment equations that follow from the Vlasov Fokker-Plank equation.
A particle distribution function expansion in terms of powers of the inverse aspect ratio is used in the solution of the equations and derivation of particle fluxes and transport coefficients. The theory has been successful in explaining impurity measurements in large aspect ratio circular tokamaks [15, 38, 39] . However, for small aspect ratio tokamaks is no longer a small parameter. The second complication is that the toroidal field in low aspect ratio tokamaks is low, and as a result particle gyro-radii are large. In CDX-U the electron gyro-radii is ρ e 0.1 mm, ion gyro-radius is ρ i 3 mm, and the highly ionized impurity gyro-radius is ρ I 20 mm. Particle fluxes are derived in [14] under the assumption ρ/L n 1, where L n is the radial scale length of density and temperature. This condition is not satisfied in CDX-U. Therefore, the standard analytical neoclassical theory predictions are likely to be misleading for the small aspect ratio geometry and the peaked CDX-U profiles, in particular. Recently derived analytical expressions for plasma viscosity [40, 41] are implemented in the neoclassical codes NCLASS and FORCEBAL [42] and avoid these shortcomings. The FORCEBAL code is used in this work to estimate the neoclassical impurity fluxes and transport coefficients. Input are the measured temperature and density profiles. A magnetic equilibrium consistent with poloidal cross-section SXR and radial bolometry profiles is used. Carbon and oxygen are found to be in the collisional, or Pfirsch-Schluter (PS) regime, from the intermediate to the extreme range: 0.8 ν * [14] . The masses, average charge distribution and collisionalities of carbon and oxygen are close: thus, to first approximation carbon and oxygen may be treated as one low-Z impurity. Two types of neoclassical calculations have been performed. The first type includes only the friction between one low-Z impurity and the ions. Total carbon and oxygen impurity densities, average impurity charges and Z eff profiles obtained from the MIST modelling are used. Figure 7 compares the calculated neoclassical diffusion coefficient and the convection velocity with the ones derived from MIST modelling. In the r/a < 0.4 region the experimentally inferred diffusion is at the neoclassical level, whereas the convection velocity is within a factor of 2-3 smaller than the neoclassical one. The dominant contribution, about 70%, to the total neoclassical impurity flux comes from the PS flux. The second type of calculation includes both carbon and oxygen impurities, and the friction between each other and the working ions. The introduction of the second impurity changes the calculated D and v for the first impurity very little. This suggests that self-friction of the low-Z impurity is negligible. The D neo and v neo radial profile shape is sensitive to the T e,i (r) and n e,i (r). Variations of these profiles within the experiment errors, as well as the scaling of T i (r) from 0. measured impurity emissivity in the units of photons s −1 cm −3 and P (T e , n e ) is the emissivity coefficient calculated using CRMLIN, as discussed in appendix A.
Discussion and conclusions
Two main results follow from the experiment and the modelling described in previous sections. First, impurity diffusion and convection velocity inferred from impurity profile measurements are close to the neoclassical ones. Second, the measured impurity profiles imply strongly non-diffusive transport: large inward pinch is required to explain peaked carbon and oxygen profiles. The section discusses these results in detail.
Both the neoclassical and anomalous transport mechanisms may simultaneously contribute to the formation of radial particle and heat profiles [38] :
where neo (r), anom (r) are the neoclassical and anomalous radial particle fluxes, respectively. In CDX-U plasmas neo is dominant in the region r/a 0.4 suggesting that D anom 0 and core turbulence is reduced. Regardless of the collisionality regime, the neoclassical impurity flux can be written as [39] 
where g njI and g Ti depend on collisionality, aspect ratio, and plasma profiles of species j , ions (i), and electrons (e). The described CDX-U plasma is an interesting case in the following way: electrons and ions in CDX-U are in the BP regime, whereas low-Z impurities are in the collisional regime. Particle density and temperature peaking factors and gradients are large. The low toroidal field B t ∼ 0.2 T results in large particle gyro-radii: ρ L 1 cm. These quantities directly enter the neoclassical impurity transport expressions. If the anomalous transport is reduced, then particle transport is determined by the particle density and temperature gradient driven forces. The classical flux is due to the radial friction (momentum exchange) between impurities and ions, and is important near the plasma centre. The BP flux is driven by pressure anisotropy associated with viscous forces, and is important for low collisionality. At high collisionality, pressure anisotropies become small, and the flux is mainly due to the poloidal variation of the parallel friction forces (the PS flux). As noted in section 3.3, impurity self-friction appears to play a minor role. The ion-impurity friction force drives the impurities toward the peak of the ion density distribution and includes contributions from both density and temperature gradients. The degree of T i peaking becomes important only when the n i gradient is small. The temperature gradient term is responsible for the temperature screening effect: the thermal force acts on the impurities in the direction of the thermal gradient and prevents them from penetration into the plasma core. The temperature screening effect has been observed in several tokamak experiments [39, 43] . An interesting consequence of this effect is that in a stationary transport regime, its failure can result in an impurity accumulation instability. The impurity accumulation instability model was proposed to explain high-Z impurity accumulation in several tokamaks [43] [44] [45] . The model assumes that (i) the transport is neoclassical, with low D and large v, (ii) the high-Z impurities are in the Pfirsch-Schluter regime, (iii) radiative loss in the plasma core due to impurities is a large fraction of the input ohmic power. Simultaneous achievement of these conditions can lead to the following scenario. The central ion temperature decreases due to radiative cooling of the core, the temperature gradient decreases thus diminishing the strength of the temperature screening effect. This causes the impurity inward flux to increase. The enhanced core power loss due to increased impurity radiation leads to further ion temperature decrease and further temperature screening effect failure. The instability threshold is defined in terms of the critical electron density n e (0): [43] . Observations in CDX-U plasmas prior to 1999 appeared to satisfy the criteria of the accumulation instability for low-Z impurities [46] . Infrequent auxiliary plasma heating observed in the HHFW experiments prior to 1999 also seemed to corroborate the instability model [46] . However, the model failed to explain the 1999-2000 run campaign measurements. The measured radiated power is only a small fraction of the input power: P max rad ∼ 0.2P in ohmic . Therefore, the change in P rad would not cause any significant electron or ion cooling. The peaked n i profile has a much larger effect on impurity distribution in the collisional regime because the contribution from ∇n i /n i terms is larger than the contributions from ∇T i /T i terms. Persistent highly peaked ion density profiles appear to be the main reason for the peaked impurity profiles. Comparison of figures 2 and 7 shows that the neoclassical v(r) profile closely follows ∇n i /n i . The n i profile is obtained from the n e and Z eff profiles. Because Z eff (r) is only slightly peaked, ∇n i /n i and ∇n e /n e are very similar. It is interesting to note that highly peaked ion profiles in conventional tokamaks typically arise due to central fuelling, such as pellet or neutral beam injection and do lead to neoclassical impurity peaking (e.g. [47, 48] ).
The shape of measured T e and n e , namely a peaked part and a 'plateau' part, suggests that a particle transport barrier may exist at r/a 0.35-0.45. A constant D was used to simplify the numerical impurity simulations and because of the lack of reliable measurements in the region outside r/a 0.4. The particle diffusion coefficient may not be radially constant in CDX-U: a discontinuity in D could also explain the highly peaked electron, ion, and impurity profiles. MIST simulations have been performed with the step-like 0.4
with the step located at r/a 0.35-0.45. The simulated profiles came within about 50% with the experimentally measured profiles. This conjecture does not change the results of present work, however may help interpret future CDX-U results.
As noted, the length of CDX-U pulse is mainly limited by the available ohmic transformer flux, and by the MHD disruptive activity. Present CDX-U discharges are too short to observe the possible transport-related impurity accumulation effects that may lead to radiative cooling of the core and plasma thermal collapse. A rough impurity confinement time estimate based on the inferred diffusion is about 50 ms and is much greater than the present length of CDX-U discharge.
Finally, it is of interest to compare the results of this work with other impurity transport measurements in ohmically heated plasmas of small and medium size, moderate current, large aspect ratio tokamaks TEXT, TFR, TEXTOR, TdeV ( [49] and references therein) and Phaedrus-T [50] . Core steady-state impurity transport in these experiments has been found to be anomalous, based on D measured D neo . In contrast, we find that D measured D neo and v measured v neo in CDX-U. This suggests that drift-wave microinstabilities are suppressed in the core of CDX-U, since the collisional transport is smaller in magnitude than the transport induced by turbulence. The lack of turbulence measurements precludes us from discussing this subject further. It is also unclear whether the obtained results can be generalized to ohmic or L-mode plasmas obtained in larger STs.
In summary, carbon, oxygen, and radiated power profiles have been measured in ohmically heated hydrogen plasmas of CDX-U low aspect ratio tokamak using state of the art VUV spectroscopy techniques. The inferred steady-state impurity density profiles imply strongly non-diffusive transport: large inward pinch is necessary to explain the measurements. Impurity transport coefficients have been derived using numerical solution of radial continuity equations for all carbon and oxygen charge states constrained by the measurements. The inferred diffusion coefficient is 0.2 D 0.6 m 2 s −1 , and the convective velocity is v 4-16 m s −1 . These transport coefficients are close to the predictions by the FORCEBAL code using neoclassical theory expressions valid for an arbitrary aspect ratio geometry and collisionality. Following the neoclassical analysis, the ion density gradient term is identified to be the main factor for impurity density peaking in CDX-U.
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Appendix A. Atomic data and collisional-radiative calculations
This appendix summarizes the atomic data sources and collisional-radiative calculations used in interpretation of CDX-U spectroscopic measurements. The full n 4 collisional-radiative model (CRM) calculations were performed by the CRMLIN suite of codes. Emissivities for carbon and oxygen lines of interest P λ are calculated and stored in a tabular form as P (T e , n e ) = A ij n j (T e , n e ) n
e , where A ij is the probability of the radiative transition from level j to level i, and the (occupancy number) of the level n j is obtained by solving the CRM steady-state coupled rate equations.
Carbon. The LS-resolved C II, C III, C IV, C V, and C VI data used in this work are from the astrophysical database CHIANTI [51, 52] . CHIANTI is a compilation of the best available published atomic data for astrophysically abundant elements. Multiplet-unresolved energy levels and electron collision strengths for C I are taken from [53] . C I oscillator strengths, transition probabilities and wavelengths are from [54] . Multiplet-unresolved energy levels, wavelengths and electron excitation rates for C V and C VI ions from ALADDIN [55] have been used in radiated power calculations.
Oxygen. Atomic data for O II, O III, O IV, O V, and O VI are taken from the CHIANTI database. O VII and O VIII energy levels, wavelengths and electron excitation rates are from ALADDIN [55] . O VI λ150 emissivity calculated using the data from CHIANTI was found to be systematically 25% higher than the emissivity obtained with ALADDIN data. This is attributed to the higher accuracy O VI collision strengths, calculated in the relativistic distorted wave approximation [56] .
Ionization and recombination rates. Total ionization and recombination rates used in MIST calculations are as follows: the carbon and oxygen ionization rates are from [57] and the recombination rates are from semi-empirical formula calculations (e.g. the Burgess-Mertz formula for dielectronic recombination rate [58, 59] ). The MIST version with the most recent ionization and recombination rate compilation from [60, 61] was also available [62] . For low-Z impurities, the densities calculated by MIST using the semi-empirical and best available rates are well within the uncertainty of the experiment.
Appendix B. MHD activity observations
MHD properties of CDX-U plasmas are summarized in this section. Almost all types of CDX-U discharges show some MHD activity, namely the low n/m modes, sawtooth instabilities, and reconnection events. Recent theoretical calculations [63] and the experimental results from the START spherical torus [10] demonstrate the enhanced stability of the small aspect ratio high β toroidal configuration against ideal ballooning and kink modes.
Low n/m modes. The 1/1 and 1/2 modes, or 'snakes' [64] , are observed spectroscopically with the SXR arrays. The instability is likely to be either a tearing mode or a kink mode. The rotation frequency of the n/m = 1/1 island is 11-12 kHz (period τ 1/1 80 µs), and approximately twice this value for the n/m = 1/2 mode. The n/m = 1/2 mode is usually locked in phase with the n/m = 1/1 mode. The width of the observed 1/1 island is several centimetres, and the radial position of the island, corresponding to the q = 1 surface, is typically between 5 and 10 cm. An accumulation of impurity ions inside the n/m = 1/1 island is frequently observed. Carbon density inside the island frequently exceeds the local density at the rational q = 1 surface, up to a factor of three. The accumulation results from the short-circuiting of the local parallel and perpendicular particle transport between the X points of the magnetic island. To avoid measurement uncertainties and possible transport implications resulting from the rotating magnetic islands, all impurity profiles for the transport measurements have been evaluated before the onset of the MHD activity.
Sawtooth instability. The sawtooth oscillations in CDX-U are observed rarely, in fact only several ohmic and HHFW heated shots displayed the sawtooth activity. The current ramp-up rate of the OH1 (the ohmic coil fed by the first capacitor bank) in these discharges was almost twice as high as in a typical CDX-U discharge, and apparently the central q(0) quickly approached unity. For the onset of sawtooth oscillation the q profile must be sufficiently shaped, so that q(0) is close to unity and q(a) is large enough to create a peaked current profile. MHD mode activity may be one of the reasons that an adequate current profile is rarely obtained. Another reason may be the influence of the peaked impurity profiles on plasma conductivity [48] . A peaked Z eff profile may lead to a flat or even hollow conductivity profile. This would result in flattening (or hollowing) the current profile and the safety factor q > 1 everywhere, which in turn would suppress the sawteeth. The q = 1 surface radius is r q=1 3.5 cm, and the inversion radius is 3 r inv 5 cm. The sawtooth amplitude is 0.2 A 0.4, defined as A = S/max(S), where S is the amplitude of the SXR signal.
An estimate of T e in the sawtooth crash has been made using the following argument [65] . Shown in figure 9 are the SXR profiles measured immediately before and after the sawtooth crash and averaged over five sawtooth periods. The brightness difference is Abel inverted and the emissivity difference profile E(r) is obtained. The quantity E is related to the λ41 C V emissivity ε λ41 , expressed in the units of photons s
The difference in the emissivity for the times proceeding and following the sawtooth crash can be expressed as:
The line averaged densityn e (t) in the sawtooth phase is practically unchanged; thus n e can be neglected. An estimate of T e based on measured E(r) and calculated ε λ41 follows. The temperature difference is T e = 20-30 eV, and the estimated central electron temperature is T e 80 eV. The central electron density in these discharges is n e (0) 1.8 × 10 13 cm −3 , and the C V concentration was estimated to be 4-6%. The electron temperature difference of 20 to 30 eV yields the sawtooth reheat rate of γ = T e /(τ ST − τ crash ) 75 keV s −1 . This value is comparable to the sawtooth reheat rates measured in large tokamaks [66] . The measured sawtooth crash time is τ crash 30-50 µs, and the period is τ ST 320-400 µs. The estimated Kadomtsev crash time is τ crash 40 µs. The sawtooth period τ ST depends on several parameters: the resistive time scale τ R , the current profile and the magnitude of the neoclassical part of the resistivity profile η(r). Several sawtooth period scaling laws have been developed based on the observations from many tokamak experiments. The scaling proposed in [67] has the form τ ST ∼ τ R / e /Z eff where τ ST is in ms, the major radius R is in m, T e is in keV, and s is the inverse aspect ratio = r s /R. For CDX-U parameters the scaling yields τ ST 20 µs. This is an order of magnitude smaller than the observed τ ST . The scaling [68] H where all τ s are in ms and τ H is the heating time τ H = 3n e T e /2ηj 2 , j being the central current density. This scaling gives τ ST 180 µs for CDX-U, twice the measured τ ST , suggesting that the sawtooth oscillation properties are similar for small ohmic plasmas regardless of the aspect ratio.
In contrast with many observations from conventional tokamaks [69] [70] [71] , the sawtooth oscillations in CDX-U do not perturb the impurity profiles to such a degree that a change in transport is necessary to explain the change in the profiles. The mixing radius r mix is approximately one third of the impurity distribution radius. MIST simulations with periodically flattened temperature profiles over r mix demonstrate that the T e 20-30 eV temperature change would be sufficient to explain the change in SXR and O VI emissivity profiles.
Reconnection events. The reconnection event (RE) is a global energy relaxation instability. It is principally different from the sawtooth oscillations in that its occurrence is not periodic and that the change in the magnetic topology and the resulting energy transfer affect the whole plasma volume. However, unlike the disruption instability in the large aspect ratio tokamaks, the plasma current and pressure are not terminated after the RE. After the RE occurs, the energy from the core is transported outwards, and the plasma pressure profile partially collapses. The RE was observed for the first time in the CDX-U and START spherical tori [10, 21] , and termed the 'internal reconnection event'. Both 'internal' and 'global' reconnection events have been observed in CDX-U. The former typically affects the plasma within r/a 0.4, whereas the latter occurs across r/a 0.8. The phenomenological signs of the RE are the following. The current time trace demonstrates a positive spike up to 15% of the measured current. The RE is also accompanied by a loop voltage negative spike (ohmic current waveforms in CDX-U are pre-programmed and not fed-back), and enhanced limiter current activity, indicative of plasma-wall interaction. Some RE's do not produce the spike on the I p and V loop time traces. The total radiated power typically undergoes an instantaneous decrease as well, as the highly ionized impurities are thrown out of the central region to the periphery. The particle inventory undergoes a decrease; however in many cases it has recovered to pre-RE levels [31, 34] . The occurrence of the RE in CDX-U is correlated with several factors. The RE occurs only when the plasma loop voltage reaches a low value, typically below 1.5 V. The RE also occurs more frequently in the plasmas with higher density and higher Z eff , making it phenomenologically close to major disruptions in large aspect ratio tokamaks. A possible cause of the RE is the MHD mode disruptive activity. The n/m = 1/1, 1/2 and higher m modes are frequently detected in CDX-U by magnetic and spectroscopic diagnostics directly preceding the RE.
Several theoretical and numerical models, attempting to explain the phenomenology of the RE, have emerged recently [72] [73] [74] .
