We study the local discrepancy of a symmetrized version of the well-known van der Corput sequence and of modified two-dimensional Hammersley point sets in arbitrary base b. We give upper bounds on the norm of the local discrepancy in Besov spaces of dominating mixed smoothness S r p,q B([0, 1) s ), which will also give us bounds on the L p -discrepancy. Our sequence and point sets will achieve the known optimal order for the L p -and S r p,q B-discrepancy. The results in this paper generalize several previous results on L p -and S r p,q B-discrepancy estimates and provide a sharp upper bound on the S r p,q B-discrepancy of one-dimensional sequences for r > 0. We will use the b-adic Haar function system in the proofs.
Introduction and Statement of the Results
For an N-element point set P = {x 0 , x 1 , . . . , x N −1 } in the s-dimensional unit interval [0, 1) s the local discrepancy D N (P, t) is defined as
In this expression, for t = (t 1 1] s . For an infinite sequence S = (x n ) n≥0 of elements in [0, 1) s the local discrepancy D N (S, t) is defined as the local discrepancy of its first N elements. We denote the norm of the local discrepancy in a normed space X of functions on [0, 1) s by D N (P, ·) | X , where we must require D N (P, ·) ∈ X. In this paper we are interested in particular normed spaces, namely the L p ([0, 1) s ) spaces and the Besov spaces S s , respectively. An analogous notation is used for sequences S ∈ [0, 1) s . The L ∞ -discrepancy is the well-studied star discrepancy, but in this paper we will assume that p ∈ [1, ∞).
The L p -discrepancy is a quantitative measure for the irregularity of distribution of a sequence modulo one, see e.g. [10, 21, 25] . It is also related to the worst-case integration error of a quasi-Monte Carlo rule, see e.g. [7, 20, 26] . The S r p,q B-discrepancy is related to the errors of quasi-Monte Carlo algorithms for numerical integration on spaces of dominating mixed smoothness, see e.g. [31] .
It is well known that for every p ∈ (1, ∞) and for all s ∈ N there exist positive numbers c p,s and c ′ p,s with the property that for every N ≥ 2 any N-element point set P in [0, 1) s satisfies
and for every sequence S in [0, 1) s we have
where log denotes the natural logarithm. The inequality (1) was shown by Roth [28] for p = 2 (and therefore for p ∈ (2, ∞) because of the monotonicity of the L p norms) and Schmidt [29] for p ∈ (1, 2). Proinov [27] could prove (2) based on the results of Roth and Schmidt. Halász [14] showed that the bounds (1) and (2) also hold for the L 1 -discrepancy of two-dimensional point sets and one-dimensional sequences, respectively. There exist point sets in every dimension s with the order of the L p -discrepancy of (log N)
2 /N for p ∈ (1, ∞) (see [2] for the first existence result), which shows that the lower bound given in (1) is sharp. Chen and Skriganov [3] gave for the first time for every integer N ≥ 2 and every dimension s ∈ N, explicit constructions of finite N-element point sets in [0, 1) s whose L 2 -discrepancy achieves an order of convergence of (log N) s−1 2 /N. The result in [3] was extended to the L p -discrepancy for p ∈ (1, ∞) by Skriganov [30] . The inequality (2) is also sharp for one-dimensional sequences (see e.g. [18] ). Moreover, it is sharp for the L 2 -discrepancy in all dimensions (see [8, 9] ). Showing sharpness for all p ∈ (1, ∞) in all dimensions is currently work in progress.
There are also known lower and upper bounds for the S r p,q B-discrepancy in arbitrary dimensions. Triebel, who initiated the study of the local discrepancy in other spaces such as the Besov spaces and Triebel-Lizorkin spaces of dominating mixed smoothness in [31] and [32] , showed that for all 1 ≤ p, q ≤ ∞ and r ∈ R satisfying 
Also, for any N ≥ 2, there exists a point set P in [0, 1) s with N points and a constant c 2 Hinrichs showed in [16] that in two dimensions the gap between the exponents of the lower and the upper bounds can be closed for 1 ≤ p, q ≤ ∞ and 0 ≤ r < 1 p
. For the proof, he considered specific point sets, namely the dyadic versions of the digit scrambled Hammersley point sets given in Definition 2, which achieve a S r p,q B-discrepancy of order in accordance to the lower bound (3). Markhasin closed the gap in arbitrary dimensions under the same conditions on p, q and r by considering Chen-Skriganov point sets in [23] . Summarizing, for 1 ≤ p, q ≤ ∞ and r ≥ 0 there exist point sets P in [0, 1) s with N points and a constant c 3 > 0 such that
which is best possible. Finding corresponding bounds on the S r p,q B-discrepancy for infinite sequences is work in progress.
We introduce the b-adic van der Corput sequence and a symmetrized version thereof as well as the b-adic Hammersley point set and two modified variants, namely a digit scrambled and a symmetrized version.
Definition 1 Let b ≥ 2 be an integer and ϕ
Definition 2 Let b ≥ 2 and n ≥ 1 be integers. The (classical) b-adic Hammersley point set consisting of N = b n elements is given by
Let S b be the set of all permutations of {0, 1, . . . , b − 1} and let τ ∈ S b be given by
We define the digit scrambled Hammersley point set associated to Σ consisting of N = b n elements by
In this paper we assume that for a fixed σ ∈ S b we have either σ i = σ or σ i = τ • σ =: σ for all i ∈ {1, . . . , n}, i.e. Σ ∈ {σ, σ} n . We define the number
i. e. the number of components σ i of Σ which equal σ.
. . , n}. The symmetrized Hammersley point set (associated to Σ) consisting of N = 2b n elements is then defined as
We speak of a symmetrized point set, because R Σ,sym b,n can also be written as the union of R Σ b,n with the point set
The process of symmetrization and digit scrambling of sequences and finite point sets has been applied in discrepancy theory many times before. This is due to the fact that the classical versions of the van der Corput sequence and the Hammersley point set fail to have optimal L p -discrepancy for all p ∈ [1, ∞), which follows for instance from [17, Theorem 1] and [18, Remark 1] . The first two-dimensional point set with the optimal order of L 2 -discrepancy was indeed found within symmetrized point sets by Davenport [5] in 1956. A thorough discussion of Davenport's principle, applied to the Hammersley point set, can be found in [4] . Halton and Zaremba [15] introduced digit scrambling for the dyadic Hammersley point set in 1969 and showed that the modified point sets overcome the defect of the classical Hammersley point set and achieve an optimal L 2 -discrepancy in the sense of (1).
The aim of this paper is to prove the following theorems. Here and throughout the paper, for functions f, g : 
independently of Σ.
Remark 1
In the theorems above we have to require r < 1 p to ensure that the indicator functions appearing in the definition of the local discrepancy are contained in S r p,q B([0, 1) s ) (see [31, Proposition 6.3] ). We must also require r ≥ 0, since the symmetrized van der Corput sequence and the modified Hammersley point sets cannot provide optimal S r p,q B-discrepancy in the case r < 0 as we will see in the proofs in Section 6.
To derive results on the L p -discrepancy from the above theorems we use embedding theorems between the Besov space S s ) of dominating mixed smoothness. Since we do not prove any results on the Triebel-Lizorkin space norm of the local discrepancy, we refer the interested reader to [22, 23, 24, 31] for the definition of this space. In [31] we also find the embeddings 
These inequalities show that we achieve optimal L p -discrepancy with respect to the order of magnitude in N or N in all three cases.
The structure of this paper is as follows: In the next Section 2, we will show in which sense our results generalize previous results. In Section 3, we introduce the b-adic Haar function system and the Haar coefficients which will be a basic tool for our proofs. In Section 4, we explain the Besov space norm and present a useful equivalent norm. Section 5 is the most technical part of this paper and aims at finding upper bounds on the Haar coefficients of our sequences and point sets of interest. We will use these upper bounds in the subsequent Section 6 to finally prove the central theorems of this paper.
Discussion of the results
To put our results into context, we point out in which sense they generalize previous results. Further, we provide a surprising insight into the optimal order of the S r p,q Bdiscrepancy of one-dimensional sequences for r > 0.
It was recently proven in [18] that the symmetrized van der Corput sequence in base 2 achieves optimal L p -discrepancy for all p ∈ [1, ∞). Corollary 1 shows that the same is true for every base b ≥ 2.
The digit scrambled Hammersley point sets in the sense of Definition 2 were initially introduced by Faure [11] . The L 2 -discrepancy of these point sets was calculated exactly in [13, Theorem 2] . It follows from this exact formula, that the L 2 -discrepancy of the digit scrambled Hammersley point set is of optimal order
(with the notation in Definition 2). We remark that Corollary 1 generalizes this fact to arbitrary p ∈ [1, ∞).
Theorem 2 can be regarded as a generalization of [22, Theorem 1.1], where only digit scrambled Hammersley point sets with Σ ∈ {id, τ } n (id means the identity) were considered. By allowing general permutations σ ∈ S b , it might happen that
We therefore find a significantly higher number of two-dimensional point sets with optimal S r p,q B-discrepancy. We give examples for permutations σ fulfilling (6) that were discovered in [12] . We choose σ = id l for l ∈ {0, 1, . . . , b − 1}, where id l (a) := a ⊕ l for a ∈ {0, 1, . . . , b − 1} (⊕ denotes addition modulo b). Then we have
Hence, (6) is fulfilled if and only if
The pairs (b, l) for which this equality is satisfied were given in [12, Corollary 1] . One could for instance choose b = 5 and l = 1. In [13] , further explicit examples and constructions for permutations which fulfil (6) were presented.
It was shown in [17] that the symmetrized Hammersley point set in base 2 achieves optimal L p -discrepancy for all p ∈ [1, ∞). For the L 2 -discrepancy, this result was already obtained in [4] and [19] with aid of Walsh functions for slightly different variants of symmetrized Hammersley point sets. In the current paper, we give an appropriate definition of such symmetrized Hammersley point sets in arbitrary bases which have optimal L pdiscrepancy too (see Corollary 1).
Finally, we should comment on the results in Theorem 1. We notice that the logarithmic term (log N) 1 q does only appear if r = 0, whereas for 0 < r < 1 p we solely have the main term N r−1 . Thus, in the latter case we have the same optimal order of S r p,q B-discrepancy for one-dimensional sequences as for one-dimensional point sets, which is not the case for the L p -or the star discrepancy. The question arises whether the logarithmic term for r = 0 can be omitted or not. This is certainly not the case for q = 2, since what we get then is the L p -discrepancy for which we have the inequality (2), but may be the case for other values of q. Also, it would be very interesting to investigate if the fact that point sets and sequences achieve the same best possible order for the S r p,q B-discrepancy in the case r > 0 appears in higher dimensions s ≥ 2 too.
The b-adic Haar basis
In order to estimate the L p -and the S 
It is easy to see that 
(where here and later on we use the abbreviation
We speak of an one-dimensional b-adic Haar basis.
To extend this definition to arbitrary dimensions s,
where |j| := max{0,
The Haar coefficients of a function f are defined as
The Besov spaces of dominating mixed smoothness
We give a definition of the classical dyadic Besov spaces of dominating mixed smoothness. Let therefore S(R s ) denote the Schwartz space and S ′ (R s ) the space of tempered distributions on R s . For f ∈ S ′ (R s ) we denote by F f the Fourier transform of f and by 
and only if it can be represented as
for some sequence (µ j,m,ℓ ) satisfying
where the convergence is unconditional in
This representation of f is unique with the b-adic Haar coefficients as defined in (7).

The expression on the left-hand-side of the above inequality provides an equivalent quasinorm on S
r p,q B b ([0, 1) s ), i.e. f | S r p,q B b ([0, 1) s ) ≍    j∈N s −1 b (j 1 +···+js)(r− 1 p +1)q   m∈D j ,ℓ∈B j |µ j,m,ℓ | p   q p    1 q .
The Haar coefficients
Haar coefficients of the symmetrized van der Corput sequence
In the following, we will compute the Haar coefficients of the local discrepancy of
The proofs in this section are similar to those in [18] . Preceding the computation of the Haar coefficients, we collect some simple properties of the b-adic radical inverse function ϕ b (n) which we will need in the proof of the essential Lemma 6. In the following, we will consequently omit the lower index b in the radical inverse function, since we will always consider an arbitrary but fixed base.
Lemma 1
The following relations hold for the radical inverse function ϕ in base b: 
Proof. 
The next lemma contains some formulas for exponential expressions which will occur in diverse parts of our proofs.
Lemma 2
The following equalities and inequalities hold for all integers b ≥ 2:
Proof. The first item is a well-known result and can be verified by applying the formula for finite geometric sums. The proof of the second item can be found in [7] or in [24, Proposition 3.5] . The third item is an immediate consequence of this identity, since
The last item can be shown directly with aid of the triangle inequality:
✷
We start with the computation of the first Haar coefficient µ −1,0,1 :
if N = 2M + 1. We proceed with the calculation of the Haar coefficients of the local discrepancy in the case j ∈ N 0 and first prove the following general lemma.
Lemma 5
Let j ∈ N 0 , m ∈ D j and ℓ ∈ B j . Then for the volume part f (t) = t of the local discrepancy we have
and for the counting part g(t) =
where the last sum is empty for k = 0.
Proof. The assertion on µ j,m,ℓ (f ) may be verified by simple integration. The Haar coefficients of g are given by 
and the proof of this lemma is done. ✷ Now we are ready to show a central lemma. Proof. We start with x n = ϕ(n) and therefore employ Lemma 1. It allows us to display the sum
rℓ , which appears in Lemma 5, as
rℓ .
We may include the case ϕ(n) = 
the above expression can be simplified to 
Next we notice that A(k) can only take two possible values, namely A(k) =Ã or
. We assume that k 0 ∈ {1, . . . , b} is such that A(k) =Ã for k ∈ {0, . . . , k 0 − 1} and, in case that k 0 < b, A(k) =Ã − 1 for k ∈ {k 0 , . . . , b − 1}. Hence, we can write We intend to simplify S 2 and therefore change the order of the sums to obtain 
Now we take the absolute value and apply the triangle inequality. This yields
It remains to estimate |S 1 |. We have
where we used Lemma 2 in the last step. Altogether, we have verified
This proves the first estimate of the lemma. 
It is easily shown that 1 − ϕ(n) ∈I 
We apply Lemma 1 to obtain 
and so the triangle inequality gives
One can check in the same manner as done above that
. We also find
By combining all these results we finally arrive at
The equality |µ 
Corollary 2 The Haar coefficients of the symmetrized van der Corput sequence in base
Proof. We combine Lemma 4 and Lemma 6 to obtain the result. ✷
Haar coefficients of the modified Hammersley point sets
In this subsection, we will compute the Haar coefficients of the local discrepancy of R Σ b,n , i.e.,
We follow closely the ideas in [22] and [24] . The main and essential difference lies in the calculation of the first Haar coefficient µ (−1,−1),(0,0), (1, 1) of the local discrepancy D N (R Σ b,n , ·), which we carry out in the following lemma.
n and l n = |{i ∈ {1, . . . , n} : σ i = σ}| as defined in (4). Then we have
Proof. We denote the points of R 
r ) for all r ∈ {0, 1, . . . , N − 1}. We have
We regarded the obvious fact that
. It remains to investigate the sum S :=
r . We have
Next we distinguish between the cases where k 1 = k 2 = k and where k 1 = k 2 and change the orders of the sums, which results in
The factors b n−1 and b n−2 come from the fact that the summands of S 1 and S 2 only depend on the digit a k or on the digits a k 1 and a k 2 , respectively, and hence the sums over the remaining digits give a factor b each. Now we have
Straight-forward algebra yields
which leads to
Altogether we find
Inserting this into (8) yields the formula for µ (−1,−1),(0,0), (1, 1) . ✷
Remark 2 We note that the Haar coefficient µ
It can be reduced to the order 
.
We remark that these are exactly the conditions which appear in Theorem 2 to assure the optimal S r p,q B-discrepancy for the digit scrambled Hammersley point set.
Remark 3 Markhasin computed the Haar coefficients for the case σ = id in [22] and [24] . He showed that
This result is a special case of Lemma 7.
Now we turn to the estimation of the remaining Haar coefficients µ j,m,ℓ , where j = (−1, −1). For that purpose, we state a lemma that can also be found in [22, Lemma 4.2, 4.3] and is the two-dimensional analogon of Lemma 5. ℓ ∈ B j and let µ j,m,ℓ (g) be the b-adic Haar coefficient of g. Then µ j,m,ℓ = 0  whenever z is not contained in the interior of the b-adic interval I j,m . If z is contained  in the interior of I j,m , then
. Then
. Then 
where σ n−j 1 (a n−j 1 ) = k 1 and a j 2 +1 = k 2 . We analyse the expression S. We have
We have to distinguish the cases σ n−j 1 = σ and σ n−j 1 = σ as well as the cases σ j 2 +1 = σ and σ j 2 +1 = σ, respectively. The case σ n−j 1 = σ leads to
Combining these results, we have
k 2 ℓ 2 , whereas σ j 2 +1 = σ leads to
and therefore we have
where the sign depends only on j 2 . The proof is complete. ✷
Lemma 10 Let
where ε is a positive real number depending on j 1 and m 1 which satisfies εb n−j 1 ≤ b and where
Proof. With the very same argumentation as in the proof of [22, Lemma 4.10] 
where σ n−j 1 (a n−j 1 ) = k 1 . Analogously as in the proof of Lemma 9, we find
where the value of p(k 1 ) depends only on j 1 . We also obtain
The proof is complete. ✷
Lemma 11 Let
where ε ′ is a positive real number depending on j 2 and m 2 which satisfies ε ′ b n−j 2 ≤ b and where the signs depend only on j 2 .
Proof. This fact follows from 
as claimed, since with k also σ −1 (k) and σ(k) runs through {0, 1, . . . , b−1}, respectively. We turn to the case that j = (j 1 , −1) with j 1 ∈ N 0 , j 1 < n and therefore regard Lemma 8 and Lemma 10. We have
The triangle inequality yields (since εb n−j 1 ≤ b and
where we used Lemma 2. The case (−1, j 2 ) can be handled completely analogously. ✷ b,n , where Σ 1 , Σ 2 ∈ {σ, σ} n and where Σ 1 has l n entries equal to σ and Σ 2 has n − l n of such entries for any l n ∈ {0, 1, . . . , n}. The proof of Theorem 3 therefore works also for point sets of this kind. However, these point sets are in general not symmetrized in the sense of (5).
Proofs of Theorem 1, Theorem 2 and Theorem 3
Proof of Theorem 1. From Proposition 1 it follows that it suffices to show we obtain
It remains to estimate S 3 . We have 
