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ABSTRAK (BAHASA MALAYSIA)  
 
Terdapat banyak factor  yang boleh digunakan untuk menilai prestasi syarikat dari 
rujukan lepas tetapi hanya satu jumlah faktor terhad diperlukan untuk dengan cekap 
menilai prestasinya. Tujuan kajian ialah untuk membangunkan satu algoritma yang boleh 
mengambil paling minimum menyediakan faktor-faktor yang boleh digunakan untuk 
menilai persembahan syarikat. Harga saham telah digunakan sebagai faktor bersandar. 
Faktor-faktor dikeluarkan diketahui sebagai factor berpengaruh kerana factor ini didapati 
mempunyai pengaruh kuat di harga saham. Objektif kajian adalah untuk mendapatkan 
satu faktor-faktor berpengaruh komprehensif membangunkan algoritma pengekstrakan 
yang boleh mengenal pasti faktor yang mempengaruhi , dan fackor sekarang yang 
mempengaruhi harga saham syarikat-syarikat. Data mengandungi faktor kewangan yang 
diperolehi dari dokumen kewangan syarikat  bermasalah dan syarikat tidak bermasalah 
menyenaraikan di bursa saham. Algoritma pengekstrakan telah dibangunkan dan 
dilaksanakan menggunakan bahasa pengaturcaraan Matlab. Keputusan menunjukkan 
daripada 33 faktor, 5 faktor telah didapati set minimum menghendaki menilai 
persembahan syarikat. Ini ialah hutang, pelaburan, jumlah aset, pusing ganti aset , dan 
modal kerja. Algoritma telah diuji di set data lain keputusan untuk mengeluarkan lebih 
dari 70 peratus maklum balas positif. Ini menunjukkan yang algoritma mampu 
menghasilkan satu contoh yang baik. Algoritma pengekstrakan membangunkan 
menunjukkan yang faktor yang mempengaruhi influencial menghasilkan boleh digunakan 
kerana garis panduan bagi syarikat memantau dan mengatur strategi cara-cara untuk 
peningkatan perniagaan. 
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ABSTRACT (ENGLISH) 
 
Past literatures showed that there are many factors that can be used to assess company’s 
performance but only a limited number of factors are needed to efficiently assess its 
performance.  The aim of the study is to develop an algorithm that can extract a minimum 
set of factors that can be used to assess companies’ performances.  Stock price was used 
as the dependent factor.  The factors extracted are known as influential factors because 
these factors were found to have strong influence on the stock price.  The objectives of 
the study were to obtain a comprehensive influential factors from past literatures, develop 
an extraction algorithm that can identify influencial factors, and present factors that 
influenced companies’ stock prices.  Data consisted of financial factors that were 
obtained from financial documents of distressed companies and non-distressed 
companies listed on a stock exchange. The extraction algorithm was developed and 
implemented using Matlab programming language.  Results showed that out of 33 
factors, 5 factors were found to be the minimum set needed to assess the companies’ 
performances.  These were debt, investment, total asset, asset turnover, and working 
capital.  The algorithm were tested on other dataset and results produced more than 70 
percent of positive feedback. This indicates that the algorithm was able to produce a good 
model.  The extraction algorithm developed showed that influencial factors produced 
could be used as guideline for companies to monitor and strategize ways for business 
improvement. 
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CHAPTER ONE 
INTRODUCTION 
 
1.1 Background  
Influential factors are significant factors which can bring impact to the environment of 
studies. According to Ouwens et al. (2001), influencial is when a data structure has a 
large impact on the estimated model parameters and their characteristics are 
investigated to know how much they influenced the environment.  The influential 
factors can be captured from large or small datasets or databases using some methods 
and represent useful information to a company. Gray (1989) stated that the influential 
data present important clues about the model and process under study.  One approach 
that can detect influential data structures is to compare the estimates of the model 
parameters based on the sample with and without the data structures of interest using an 
algorithm (Ouwens et al., 2001).  According to Chatterjee and Hadi (1986), influential 
factors can be classified into five groups which include measures based on residuals, 
prediction matrix, volume of confidence ellipsoids, influence functions, and partial 
influence.  In this research, an algorithm has been developed to identify influencial 
factors that are based on influence functions. The identified influential factors can be 
used as guidelines or a basis for companies to strategize their plans for improving 
business performances. 
 
In accessing a company’s performance, many factors are considered. These include 
independent factors, dependent factors, and control factors (Maiga and Jacobs, 2003). 
The contents of 
the thesis is for 
internal user 
only 
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