We take a mesoscopic approach to dynamic fracture and formulate a nonlocal cohesive model for assessing the deformation state inside a cracking body. In this model a more complete set of physical properties including elastic and softening behavior are assigned to each point in the medium. We we work within the peridynamic framework where strains are calculated as difference quotients. The constitutive relation is given by a nonlocal cohesive law relating force to strain. At each instant of the evolution the body can be split into a process zone exhibiting nonlinear force-strain behavior and a linear zone exhibiting elastic behavior. We discover an inequality that shows how the size of the process zone is explicitly controlled by the radius of the peridynamic horizon. Stability analysis shows that neighborhoods within the process zone are nucleation sites for fracture. Calculations show that the process zone collapses onto a set of lower dimension in the macroscopic limit where the length scale of nonlocal interaction vanishes with respect to the size of the domain. Macroscopic limits of cohesive evolutions are identified and shown to have bounded linear elastic energy and Griffith surface energy. The macroscopic dynamics corresponds to the simultaneous evolution of linear elastic displacement and a fracture set across which the displacement is discontinuous. For points in space-time not on the fracture set the displacement field evolves according to the linear elastic wave equation.
Introduction
Dynamic brittle fracture is a multiscale phenomena operating across a wide range of length and time scales. Contemporary approaches to brittle fracture modeling can be broadly characterized as bottom-up and top-down. Bottom-up approaches take into account the discreteness of fracture process at the smallest length scales and are expressed through lattice models. This approach has provided insight into the dynamics of the fracture process [15, 42, 43, 53] . Complementary to the bottom-up approaches are top-down computational approaches using cohesive surface elements [20] , [34] , [65] , [52] . In this formulation the details of the process zone are collapsed onto an interfacial element with a force traction law given by the cohesive zone model [5] , [22] . Cohesive surfaces have been applied within the extended finite element method [9] , [21] , [46] to minimize the effects of mesh dependence on free crack paths. Higher order multi-scale cohesive surface models involving excess properties and differential momentum balance are developed in [49] . Comparisons between different cohesive surface models are given in [28] . More recently variational and phase field approaches have been developed to address fracture evolution from a continuum perspective [31] , [12] , [13] , [11] , [60] , [63] . In these approaches a phase field (or second field) is introduced to interpolate between cracked and undamaged elastic material. The evolution of the phase field is used to capture the trajectory of the crack. A concurrent development is the emergence of the peridynamic formulation introduced in [54] , [61] . Peridynamics is a nonlocal formulation of continuum mechanics expressed in terms of displacement differences as opposed to spatial derivatives of the displacement field. These features provide the ability to simultaneously simulate kinematics involving both smooth deformations and defect evolution. Numerical simulations based on peridynamic modeling exhibit the formation and evolution of sharp interfaces associated with defects and fracture [10] , [24] , [29] , [38] , [56] , [55] , [59] . In an independent development nonlocal formulations have been introduced for modeling the passage from discrete to continuum limits of energies for quasistatic fracture models [2] , [6] , [18] , [19] , for smeared crack models [40] and for image processing [36] and [37] . A complete review of contemporary methods is beyond the scope of this paper however the reader is referred to [1] , [8] , [14] , [12] , [16] , [17] for a more complete guide to the literature.
In this paper we take a mesoscopic approach to dynamic fracture and formulate a nonlocal, multi-scale, cohesive continuum model for assessing the deformation state inside a cracking body. This model is expressed using the peridynamic formulation introduced in [54] , [61] . Here strains are calculated as difference quotients of displacements between two points x and y. In this approach the force between two points x and y is related to the strain through a nonlinear cohesive law that depends upon the magnitude and direction of the strain. The forces are initially elastic for small strains and soften beyond a critical strain. We introduce the dimensionless length scale given by the ratio of the length scale of nonlocal interaction to the characteristic length of the material sample D. Working in the new rescaled coordinates the nonlocal interactions between x and its neighbors y occur within a horizon of radius about x. The neighborhood of x is denoted by H (x).
We consider small deformations and the strain along a direction e = y−x |y−x| is given by
where u is the displacement field inside the body evaluated at the points x and y in the reference configuration. Both two and three dimensional problems will be considered and the dimension is denoted by d = 2, 3. The mesoscopic model is characterized through a nonlocal potential W (S, y − x), associated with points x and y. The associated energy density is obtained on integrating over y for x fixed and is given by We introduce the class of potentials associated with a cohesive force initially elastic for small strains and then softens after a critical strain. These potentials are of the generic form given by W (S, y − x) = |y − x| (W (S, y − x)) , (1.3) where W (S, y − x) is the peridynamic potential per unit length due to a strain of magnitude |S| given by W (S, y − x) = 1 J (|y − x|) 1 |y − x| f |y − x|S Here J (|y − x|) is used to prescribe the influence of separation length |y − x| on the force between x and y with 0 ≤ J (|y − x|) < M for 0 ≤ |y − x| < and J (|y − x|) = 0 for ≤ |y − x|. All potential energies given by (1.3) are convex -concave with respect to the magnitude of the strain S and have the infection point r/ |y − x|. Here r is the inflection point for the function r :→ f (r 2 ) see, Figure  1 . This choice of potential delivers an initially elastic and then softening constitutive law for the force per unit length along the direction e given by force per unit length = ∂ S W (S, y − x) = 2 J (|y − x|)f |y − x|S 2 S . (1.6)
The force between points y and x begins to drop when the strain S exceeds the critical strain, |S| > r |y − x| (1.7) see, Figure 2 . This is the same singularity strength associated with a strain concentration in the vicinity of a crack tip as in the classic theory of brittle fracture [32] . The process zone is associated with the set of points x exhibiting nonlinear behavior and include points with strain satisfying (1.7).
A future goal will be to inform the mesoscopic model introduced here using atomistic or molecular dynamics at still smaller length scales. We apply the principle of least action to recover the mesoscopic equation of motion describing the state of displacement inside the body D ⊂ R d given by where ρ is the density and b(t, x) is the body force. In this model a more complete set of physical properties including elastic and softening behavior are assigned to each point in the medium. Here each point in the domain is connected to its neighbors by a cohesive law see Figure 2 . The nonlinear elastic-softening behavior is similar to the ones use in cohesive zone models [22] , [5] . However for this model the dynamics selects wether a material point lies inside or outside the process zone associated with nonlinear behavior. The evolution of the process zone now becomes an intrinsic feature of the dynamics. This is in contrast to classic cohesive zone models [5] , [22] that collapse the process zone onto lower dimensional sets constrained to lie on prescribed surfaces. Of primary interest is understanding the size of the process zone as a function of domain size and the length scale of the nonlocal forces. For this problem the natural length scale affecting the size of the process zone is given by the radius of the peridynamic horizon . A stability analysis shows that points in the process zone provide nucleation sites for fracture initiation. We discover an inequality that shows how the size of the process zone is explicitly controlled by the radius of the peridynamic horizon. Further calculation shows that the volume of the process zone goes to zero with and collapses onto a set of lower dimension in the macroscopic limit, → 0. In this way it is seen that the macrosopic limit of these models has a process zone that conforms to the assumptions of Linear Elastic Fracture Mechanics [32] . Distinguished macroscopic limits of mesoscopic evolutions are identified and are found to have both bounded linear elastic energy and Griffith surface energy. The macroscopic dynamics corresponds to the simultaneous evolution of linear elastic displacement and a fracture set across which the displacement is discontinuous. For points in space-time not on the fracture set the displacement field evolves according to the linear elastic wave equation. At macroscopic length scales the linear wave equation provides the dynamic coupling between elastic waves and the evolving fracture path inside the media. The elastic moduli, wave speed and energy release rate for the evolution are explicitly determined by moments of the peridynamic potential energy. These features are consistent with the asymptotic behavior seen in the convergence of solutions of the Barenblatt model to the Griffith model when cohesive forces confined to a surface act over a sufficiently short range [41] , [64] . Earlier work has shown that linear nonlocal formulations of peridynamic type recover the classic linear elastic wave equation in the limit of vanishing non-locality see [26] , [58] . The convergence of linear peridynamics to Navier's equation in the sense of solution operators is demonstrated in [45] . Recent work shows that analogous results can be found for fully nonlinear peridynamics [39] . There it is shown in the context of antiplane shear that nonlinear cohesive dynamic models recover the evolution of a displacement-crack set pair in the limit of vanishing non-locality. It is shown that the displacement satisfies the linear wave equation away from the crack set see, [39] . In the current paper both two and three dimensional problems involving multi-mode fracture are addressed. For these problems new methods are required to identify the existence of a macroscopic limit for the cohesive evolutions as the length scale of nonlocal interaction goes to zero. A crucial step is to establish a suitable notion of compactness for the sequence of these mesoscopic evolutions. The approach taken here employs nonlocal Korn inequalities introduced in [25] . This method is presented in section 5. We conclude noting that the nonlocal model (1.6) does not include the effects of damage therefore bonds strained beyond critical can in principle return to their sub-critical constitutive behavior. However with this caveat in mind, nonlocal cohesive models offer new computational and analytical opportunities for understanding the effect of the process zone on fracture patterns.
In the next section we write down the Lagrangian formulation for the mesoscopic problem and apply the principle of least action to recover the peridynamic equation of motion. In that section it is shown that the nonlinear-nonlocal mesoscopic evolution is a well posed initial boundary value problem. It is also shown that energy balance is satisfied by the mesoscopic evolution. A stability analysis is carried out in section 3 showing that the process zone is a source of dynamic instability and has the potential to nucleate fracture see, Proposition 3.1. In section 4 we provide an inequality explicitly showing how the volume of the process zone for the mesoscopic evolutions is controlled by the length scale of nonlocal interaction see, Theorem 4.1. It is shown that the process zone collapses onto a set of lower dimension in the macroscopic limit, → 0 see, Theorem 4.2. In sections 5 and 6 we identify the distinguished macroscopic limits of the mesoscopic evolutions see, Theorem 5.1, and show that their dynamics can be expressed in terms of deformations that satisfy the linear elastic wave equation away from the crack set see, Theorem 6.1. These deformations are shown to have bounded bulk elastic and surface energy in the sense of LEFM see, Theorem 5.2. In section 7 we provide simple scaling arguments that connect the potential energy for the nonlocalnonlinear mesoscopic theory (1.1), (1.3), (1.4) to the well known bulk and surface energies of Linear Elastic Fracture Mechanics in the macroscopic limit. In section 8 we provide the mathematical underpinnings and proofs.
Cohesive dynamics at the mesoscale
We formulate the initial boundary value problem for the mesoscopic evolution. Since the problem is nonlocal the domain D is split into a boundary layer called the constraint set D c , and the interior D s . To fix ideas the thickness of the boundary layer is 0 < α and 0 < 2 < α where 2 is the diameter of nonlocal interaction see Figure 3 . The boundary condition for the deformation u is given by u(t, x) = 0 for x in D c . To incorporate nonlocal boundary conditions we introduce the space L We will investigate the evolution of the deforming domain for general initial conditions. These can include an initially un-cracked body or one with a preexisting system of cracks. For two dimensional problems the cracks are given by a system of curves of finite total length, while for three dimensional problems the crack set is given by a system of surfaces of finite total surface area. Depending on the dimension of the problem the deformation suffers a finite jump discontinuity across each curve or surface. The initial condition is specified by a crack set K and displacement u 0 . The strain Eu 0 = (∇u 0 + ∇u T 0 )/2 is defined off the crack set and the displacement u 0 can suffer jumps across K. Griffith's theory of fracture asserts that the energy necessary to produce a crack K is proportional to the crack length (or surface area). For Linear Elastic Fracture Mechanics (LEFM) the total energy associated with bulk elastic and surface energy is given by
where µ, λ are the the shear and Lame moduli and G c is the critical energy release rate for the material. Here |K| denotes the length or surface area of the crack. In what follows we will assume that the bulk elastic energy and surface energy of the initial displacement are bounded as well as the the initial velocity and displacement. For future reference we describe initial data u 0 and v 0 that satisfy these conditions as LEFM initial data and we have the inequality between the peridynamic energy and the energy of Linear Elastic Fracture Mechanics given by
when µ, λ, and G c are related to the nonlocal potentials according to (5.8) and (5.9 ). This inequality is established in section 8.3 see, (8.8) .
In what follows we write u(t, x) as u(t) to expedite the presentation. The cohesive dynamics is described by the Lagrangian
where ρ is the mass density of the material and b(t, x) is the body force density. The initial conditions u (0, x) = u 0 (x) and u t (0, x) = v 0 (x) are prescribed and the action integral for the peridynamic evolution is
The Euler Lagrange Equation for this system delivers the peridynamic equation describing the cohesive dynamics given by
where
The initial value problem for the peridynamic evolution (2.7) is shown to be well posed on this space see, Theorem 8.1 of section 8.1. The mesoscopic evolution u (x, t) is uniformly bounded in the mean square norm over bounded time intervals 0 < t < T , i.e.,
(2.9)
1/2 and the upper bound C is independent of and depends only on the initial conditions and body force applied up to time T , see section 8.2. The mesoscopic evolution has several features to it and the following properties are established in section 8.2. The mesoscopic evolution has uniformly bounded kinetic and elastic potential energy Theorem 2.1. Bounds on kinetic and potential energy for cohesive dynamics There exists a positive constant C depending only on T and independent of for which
The evolution is uniformly continuous in time as measured by the mean square norm.
Theorem 2.2. Continuous mesoscopic evolution in mean square norm
There is a positive constant K independent of t 2 < t 1 in [0, T ] and index for which
The evolution satisfies energy balance. The total energy of the mesoscopic evolution at time t is given by
and the total energy of the system at time t = 0 is
The mesoscopic dynamics is seen to satisfy energy balance at every instant of the evolution.
Theorem 2.3. Energy balance for cohesive dynamics
3 Dynamic instability and fracture initiation
In this section we present a fracture initiation condition that arises from the unstable force law (1.6). This initiation condition is manifested as a dynamic instability. In the following companion section we investigate the localization of dynamic instability as k → 0 and define the notion of process zone for the mesoscopic evolution. Fracture nucleation conditions can be viewed as instabilities and have been identified for peridynamic evolutions in [57] . Fracture nucleation criteria formulated as instabilities for one dimensional peridynamic bars are developed in [59] . Here we investigate the nucleation criteria for the case at hand and relate it to the appearance of strain concentrations. Consider a time independent body force density b and a smooth equilibrium solution u of (2.7). Now perturb u in the neighborhood of a point x by adding a piecewise smooth discontinuity denoted by the vector field δ. The perturbation takes the value zero on one side of a plane with normal vector ν passing through x and on the other side of the plane takes the value δ = uδ(t). Here δ(t) is a scalar function of time and u is a constant vector. Consider the neighborhood H (x), then δ(y) = 0 for (y − x) · ν < 0 and δ(y) = uδ(t) for (y − x) · ν ≥ 0 see, Figure 4 . The half space on the side of the plane for which (y − x) · ν < 0 is denoted by E − ν . Write u p = u + δ and assume
We regard δ(t) as a small perturbation and expand the integrand of ∇P D (u p ) in a Taylor series to recover the linearized evolution equation for the jump δ = δ(t). The evolution equation is given by
where the stability matrix A ν (x) is a d × d symmetric matrix with real eigenvalues and is defined by
and
Calculation shows that
where f (|y|S 2 ) > 0 and f (|y|S 2 ) < 0. From this calculation we discover for
Here r is the inflection point for the function r :→ f (r 2 ). Note that the critical strain S c for which the cohesive force between a pair of points y and x begins to soften is akin to the square root singularity seen at the crack tip in classical brittle fracture mechanics.
For eigenvectors u in the eigenspace associated with positive eigenvalues λ of A ν (x) one has
and the perturbation δ(t) can grow exponentially. Observe from (3.7) that the quadratic form
will have at least one positive eigenvalue provided a sufficiently large proportion of bonds y − x inside the horizon have strains satisfying |S(x, y)| > r |y − x| for which the cohesive force is in the unstable phase. For this case we see that the jump can grow exponentially. The key feature here is that dynamic instability is explicitly linked to strain concentrations in this cohesive model. Collecting results we have the following proposition.
Proposition 3.1. Facture nucleation condition for cohesive dynamics A condition for crack nucleation at a point x is that there is at least one direction ν for which A ν (x), has at least one positive eigenvalue. This occurs if there is a square root strain concentration |S(y, x)| > S c over a sufficiently large proportion of cohesive bonds inside the peridynamic horizon.
Proposition 3.1 together with (3.7) provide the explicit link between dynamic instability and the critical strain where the cohesive law begins to soften. More generally we may postulate a condition for the direction along which the opposite faces of a nucleating fissure are oriented and the direction of the displacement jump across it. Recall that two symmetric matrices A and B satisfy A ≥ B in the sense of quadratic forms if Aw · w ≥ Bw · w for all w in R d . We say that a matrix A is the maximum of a collection of symmetric matrices if A ≥ B for all matrices B in the collection.
We postulate that the faces of the nucleating fissure are perpendicular to the direction ν * associated with the the matrix A ν * (x) for which 10) and that the orientation of the jump in displacement across opposite sides of the fissure lies in the eigenspace associated with of the largest positive eigenvalue of A ν * , i.e., the fissure is oriented along the most unstable orientation and the displacement jump across the nucleating fissure is along the most unstable direction.
4 The process zone for cohesive dynamics and its localization in the small horizon-macroscopic limit
In this section it is shown that peridynamic neighborhoods undergoing nonlinear behavior collapse onto sets with zero volume in the limit of vanishing non-locality. The process zone is defined as a region inside the body for which the deformation has a severe reduction in the modulus of continuity associated with large strains for which the cohesive force is in the nonlinear regime. In what follows we probe the dynamics to obtain explicit estimates on the size of the process zone in terms of the radius of the peridynamic horizon . The continuity of the deformation is measured quantitatively by
where the modulus of continuity is defined by ω(|y − x|) = k |y − x| α , with 0 < k and 0 ≤ α ≤ 1. In what follows we focus on the reduction of continuity measured quantitatively by
The cracking domain is partitioned into two phases. When (4.1) holds with α = 1 the corresponding strain S(y, x) is bounded and the cohesive force vs. strain relation between y and x said to be in its linear "phase." When the strain is greater than k |y − x| α−1 , for α < 1, (4.2) holds and the cohesive law between y and x is said to be in its nonlinear "phase."
We now consider solutions u of (2.7) and define a mathematical notion of process zone. The process zone is best described in terms of the basic unit of peridynamic interaction: the peridynamic neighborhoods H (x) of radius > 0 with centers x ∈ D. We fix a choice of k and α belonging to the intervals 0 < k ≤ r and 1/2 ≤ α < 1. The strain between x and a point y inside the neighborhood is denoted by S (y, x). The collection of points y inside H (x) for which the strain S (y, x) is in the nonlinear phase is written {y ∈ H (x) : |S (x, y)| > k |y − x| α−1 }. Note for 0 < k < r and 1/2 < α < 1 that
The fraction of points inside the neighborhood H (x) with strains in the nonlinear phase is written
were the weighted volume fraction for any subset B of H (x) is defined as
with normalization constant
Definition 4.1. Process Zone Fix a volume fraction 0 < θ ≤ 1, 0 < k ≤ r, and 1/2 ≤ α < 1 and at each time t in the interval 0 ≤ t ≤ T , define the process zone P Z (k, α, θ, t) to be the collection of centers of peridynamic neighborhoods for which the portion of points y with strain S (t, y, x) in the nonlinear phase is greater than θ, i.e., P {y in
It follows from Proposition 3.1 and (4.3) that the process zone contains all centers of peridynamic neighborhoods associated with softening cohesive forces that can be sites for fracture nucleation.
Remark 4.1. Here we have described a range of process zones depending upon the degree of nonlinear behavior given by choices of α, k and θ. In what follows we show that for any choice of α in 1/2 ≤ α < 1 and k in 0 < k ≤ r and 0 < θ ≤ 1 that the volume of the process zone is explicitly controlled by the radius of the peridynamic horizon .
We consider problem formulations in two and three dimensions and the volume or area of a set is given by the d dimensional Lebesgue measure denoted by L d , for d = 2, 3. We let
and state the following bound on the size of the process zone.
Theorem 4.1. Dependence of the process zone on the radius of the peridynamic horizon
where 0 ≤ β < 1 and β = 2α − 1 and 0 ≤ t ≤ T .
Theorem 4.1 explicitly shows that the size of the process zone is controlled by the radius of the peridynamic horizon, uniformly in time. This theorem is proved in section 8.5.3. Next we show how the process zone localizes and collapses onto lower dimensional sets in the small horizon limit. To proceed choose δ > 0 and consider the sequence of solutions u k (t, x) to the cohesive dynamics for a family of radii k = 1 2 k , k = 1, . . .. The set of centers x of neighborhoods H k (x) that belong to at least one of the process zones
be the collection of centers of neighborhoods such that for every δ > 0 they belong to a process zone P Z k (k, α, θ, t) for some k < δ. The localization and collapse of the process zone is formulated in the following theorem. The collection of process zones CP Z δ (k, α, θ, t) is decreasing with δ → 0 and there is a positive constant K indpendent of t and δ for which
For any choice of 0 < θ ≤ 1 the collection of centers of neighborhoods for which there exists a positive δ such that
for all k < δ is a set of full measure for every choice of 0 < k ≤ r and 1/2
The theorem shows that the process zone concentrates on a set of lower dimension in the limit of vanishing peridynamic horizon. Note (4.10) holds for any 0 < θ ≤ 1. On choosing θ ≈ 0, and α ≈ 1 it is evident that the modulus of continuity for displacement field is close to Lipschitz outside of the process zone in the limit of vanishing nonolcality, k → 0. The concentration of the process zone is inevitable for this mesoscopic model and is directly linked to the constraint on the energy budget associated with the cohesive dynamics as described by Theorem 2.1. This bound forces the localization of nonlinearity as shown in section 8.5.3.
5 The macroscopic evolution of brittle fracture as a small horizon limit of cohesive dynamics
In this section we make the connection between cohesive dynamics at the mesoscale and dynamic free crack propagation as seen at macroscopic length scales. The mesoscopic cohesive model is characterized through a nonlocal potential W (S, y − x) while at the macroscopic length scale the dynamics of the cracking body is characterized by the shear modulus µ, Lame moduus λ, and energy release rate G c . In order to make a connection between the dynamics describing the state of the body as seen at two different length scales we need to discover the relationship between the potential W (S, y − x) and the triple µ, λ, G c . To reveal this connection we consider a family of cohesive evolutions u k , each associated with a fixed potential W k and horizon length k , with k = 1, 2, . . . and k → 0. Each u k (x, t) can be thought of as being the result of a perfectly accurate numerical simulation of a cohesive evolution associated with the potential W k . It is shown here that the cohesive dynamics u k (x, t) converges to a "macroscopic" evolution u 0 (x, t) in the limit, k → 0. The macroscopic evolution describes the dynamics of the cracked body when the scale of nonlocality is infinitesimally small with respect to the material specimen. Here the macroscopic free crack evolution is mediated through the triple µ, λ, and G c that are described by explicit formulas associated with the sequence of potentials W k , see (5.8), (5.9) and Theorem 5.2 below.
It is of fundamental importance to emphasize that we do do not impose a-priori relations between W k and the triple µ, λ, and G c ; we show instead that the cohesive dynamics u k (x, t) approaches the macroscopic dynamics u 0 (x, t) characterized by µ, λ, and G c given by the formulas (5.8) and (5.9) in the limit when k → 0 .
In this way it is seen that the description of free crack propagation introduced here is a bottom up multi-scale method with dynamics at macroscopic length scales informed by the cohesive dynamics at the mesoscale. The sequence of cohesive mesoscale dynamics described by u k is seen to converge to the macroscopic free crack evolution u 0 (x, t) in mean square, uniformly in time see, Theorem 5.1. The free crack evolution has bounded energy in the sense of linear elastic fracture mechanics described by energies of the form (2.2) with µ and G c given by (5.8) and (5.9) see, Theorem 5.2. The macroscopic evolution has the following properties
• The macroscopic evolution has uniformly bounded energy in the sense of linear elastic fracture mechanics for 0 ≤ t ≤ T .
• The macroscopic evolution satisfies an energy inequality involving the kinetic energy of the motion together with the bulk elastic and surface energy associated with linear elastic fracture mechanics for 0 ≤ t ≤ T .
• The macroscopic evolution is a solution of the linear elastic wave equation for points in spacetime not on the crack set.
We now provide explicit conditions under which these properties are realized for the limit dynamics.
Hypothesis 5.1. We suppose that the magnitude of the deformations u k for cohesive dynamics are bounded for 0 ≤ t ≤ T uniformly in k , i.e., sup
This assumption is consistent with numerical simulations.
The convergence of the mesoscopic evolutions is given by the following theorem, Theorem 5.1. Convergence of cohesive dynamics to macroscopic dynamics For each k we prescribe identical LEFM initial data u 0 (x) and v 0 (x) and the solution to the cohesive dynamics initial value problem is denoted by u k . Now consider a sequence of solutions u k associated with a vanishing peridynamic horizon k → 0 and suppose Hypothesis 5.1 holds true. Then, on passing to a subsequence if necessary, the cohesive evolutions u k converge in mean square uniformly in time to a macroscopic evolution u 0 with the same LEFM initial data, i.e.,
To appropriately characterize the LEFM energy for macroscopic dynamics with freely propagating cracks one needs a generalization of the strain tensor. The appropriate notion of displacement and strain useful for problems involving discontinuities is provided by functions of bounded deformation BD introduced in [44] , [62] . The subspace of BD given by the special functions of bounded deformation SBD introduced in [7] is appropriate for describing discontinuities associated with fracture mechanics. Functions in u SBD belong to L 1 (D; R d ) and are approximately continuous, i.e., have Lebesgue limits for almost every x ∈ D given by
where B(x, r) is the ball of radius r centered at x. The jump set J u for elements of SBD is defined to be the set of points of discontinuity which have two different one sided Lebesgue limits. One sided Lebesgue limits of u with respect to a direction ν u (x) are denoted by u − (x), u + (x) and are given by
where B − (x, r) and B + (x, r) are given by the intersection of B(x, r) with the half spaces (y − x) · ν u (x) < 0 and (y − x) · ν u (x) > 0 respectively. SBD functions have jump sets J u , described by a countable number of components K 1 , K 2 , . . ., contained within smooth manifolds, with the exception of a set K 0 that has zero d − 1 dimensional Hausdorff measure [3] . Here the notion of arc length or (surface area) is the d − 1 dimensional Hausdorff measure of J u and H n (J u ) = i H n (K i ). The strain [3] of a displacement u belonging to SBD, written as Eu, is a generalization of the classic strain tensor and satisfies the property
The symmetric part of the distributional derivative of u, Eu = 1/2(∇u + ∇u T ) for SBD functions is a d × d matrix valued radon measure with absolutely continuous part described by the density Eu and singular part described by the jump set [3] , [7] and
for every continuous, symmetric matrix valued test function Φ. Distributional derivatives of BD and SBD functions have bounded total variation. A full description of BD functions including their fine properties and structure, together with the characterization of SBD functions on slices is developed in [3] and [7] . The energy of linear elastic fracture mechanics extended to the class of SBD functions is given by: 6) for u belonging to SBD. We now describe the elastic energy for the macroscopic dynamics.
Theorem 5.2. Macroscopic dynamics has bounded LEFM energy
The macroscopic evolution u 0 belongs to SBD for every t ∈ [0, T ]. Furthermore there exists a constant C depending only on T bounding the LEFM energy, i.e.,
for 0 ≤ t ≤ T . Here µ, λ, and G c are given by the explicit formulas
where f ∞ is defined by (1.5) and ω n is the volume of the n dimensional unit ball, ω 1 = 2, ω 2 = π, ω 3 = 4π/3. The potential f and influence function J can always be chosen to satisfy (5.8) and (5.9) for any choice of µ > 0, λ > 0 corresponding to the Poisson ratio ν = 1/3, for d = 2 and ν = 1/4, for d = 3, and G c > 0.
We now present an energy inequality for the limit evolution. The sum of energy and work for the deformation u 0 at time t is written
The sum of energy and work for the initial data u 0 , v 0 is written
The energy inequality for the macroscopic evolution u 0 is given by,
6 Free crack propagation in the small horizon-macroscopic limit
We recall that the process zone concentrates on a lower dimensional set in the small horizon limit and identify conditions for which the limit dynamics u 0 solves the wave equation away from the evolving crack set. To begin we make a technical hypothesis on the regularity of the jump set of the limit dynamics u 0 (x, t).
Hypothesis 6.1. We suppose that the crack set given by J u 0 (t) is a closed set for 0 ≤ t ≤ T .
The next hypotheses applies to the localization of the process zone and its relation to the crack set for the macroscopic dynamics.
Hypothesis 6.2. Theorem 4.2 shows that the process zone concentrates on the lower dimensional set CP Z 0 (k, α, θ, t). Motivated by this theorem we focus on the choice k = r, α = 1/2, and θ = 1. This choice corresponds to softening behavior everywhere inside neighborhoods with centers belonging to CP Z 0 (r, 1/2, 1, t). We assume that J u 0 (t) and CP Z 0 (r, 1/2, 1, t) are the same for each time t, 0 ≤ t ≤ T .
The next hypotheses applies to neighborhoods H k (x) for which the strain is subcritical, i.e., |S | < r/ |y − x|, for y in H k (x). These neighborhoods will be referred to as neutrally stable.
Hypothesis 6.3. We suppose that k = 1 2 k < δ and 0 ≤ t ≤ T . Consider the collection of centers of peridynamic neighborhoods in CP Z δ (r, 1/2, 1, t). We fatten out CP Z δ (r, 1/2, 1, t) and consider
We suppose that all neighborhoods
With these conditions satisfied the macroscopic evolution u 0 is identified as a solution of the linear elastic wave equation.
Theorem 6.1. Wave equation for linear elasticity. Suppose Hypotheses 6.1, 6.2 and 6.3 hold true then the limit evolution u 0 (t, x) is a solution of the wave equation
where the stress tensor σ is given by, Remark 6.2. The macroscopic limit of the mesoscopic dynamics model is given by the displacement -crack set pair u 0 (t, x), J u 0 (t) . The wave equation provides the dynamic coupling between elastic waves and the evolving fracture path inside the media. Remark 6.3. We conjecture that the Hypotheses 6.1, 6.2, and 6.3 hold true.
Remark 6.4. We point out that the cohesive model addressed in this work does not have an irreversibility constraint and the constitutive law (1.6) applies at all times in the peridynamic evolution. Because of this the crack set at each time is given by J u 0 (t) . For rapid monotonic loading we anticipate that crack growth is increasing for this model, i.e., J u 0 (t ) ⊂ J u 0 (t) for t < t. For cyclic loading this is clearly not the case and the effects of irreversibility (damage) must be incorporated into in the cohesive model. 7 A calculation relating nonlocal cohesive potentials to the free energy of LEFM
In this section a simple but systematic scaling argument is introduced to connect the nonlocal potential energies of cohesive dynamics to the bulk and surface energies of Linear Elastic Fracture Mechanics as the length scale of nonlocal interaction goes to zero. To fix ideas we provide the calculation for a two dimensional geometry comprised of a horizontal "crack" of length L inside a domain D in R 2 see Figure 5 . An identical calculation can be carried for planar cracks inside three dimensional domains as well as for more general situations. The crack Γ is described by the set of points x = (x 1 , x 2 ) for which −L/2 ≤ x 1 ≤ L/2 and x 2 = 0. The radius of nonlocal interaction is and the crack is surrounded by a process zone P Z . The process zone P Z is defined here to be all points x in D lying within a distance 2 from the crack Γ see, Figure 6 . The displacement field u is assumed smooth for all points off the crack set Γ. Motivated by section 4 it is assumed that u is Lipschitz continuous with |u(y) − u(x)| < K|y − x|, for points x and y outside the slightly smaller zone P Z consisting of points lying a distance within of the crack. For points x and y inside P Z for which the crack does not cross the line segment connecting x to y we assume Hölder continuity |u(y) − u(x)| < K|y − x| α , for any 1/2 < α ≤ 1. These assumptions while consistent with LEFM are not a requirement and the relationship between nonlocal potentials and LEFM is seen to hold for more general deformations coming from the space of special functions of bounded deformation SBD as demonstrated in Theorem 5.2.
The unit normal to the crack is ν = (0, 1) and for points x Γ on the crack Γ the limiting value of the displacement from above and below are given by
, where x + is a point in the upper half plane
, where x − is a point in the lower half plane.
Across the crack there is a jump in the displacement (u
We calculate the leading order behavior of P D (u). To proceed we change variables y = x + ξ, where ξ belongs to the unit disk H 1 (0) centered at the origin. The peridynamic potential energy density is now
where the influence function is written as J(|ξ|) and 0 ≤ J(|ξ|) < M , for |ξ| < 1 and zero for 1 ≤ |ξ|. The peridynamic energy is given by
In rescaled variables the strain is of the form
with e = ξ/|ξ|. Consider pairs of points x and x + ξ lying outside the process zone P Z . We use derivatives of u at x to represent S by S = Eu(x)e : e + O( ), (7.5) where Eu(x) is the strain tensor associated with the displacement u at x given by
and Eu(x)e : e is the projection of the strain onto the direction e, i.e., {Eu(x)} ij e j e i , where repeated indices indicate summation. Note further for pairs of points x and x + ξ outside P Z we have the estimate for S given by |S| < K and for the potential
Consider pairs of points x and x + ξ inside P Z for which no points on the crack Γ lie between them. We have the estimate for S given by |S| < K( |ξ|) α−1 , for any 1/2 < α ≤ 1. Set β = 2α − 1 and calculation gives
Last, consider pairs of points x and x + ξ for which the crack Γ lies between them. Let x Γ be the point on the crack intersected by the line segment connecting x and x + ξ see, Figure 6 , the magnitude of the strain S on the line segment is of the form
We write
and calculate each of the two terms. To calculate the first term note for points outside the process zone
Integrate over H 1 (0) to get
Evaluating the integral delivers the formula for the energy density
Figure 6: Crack with process zone.
Collecting results we see that peridynamic energy is given to leading order by the classic linear elastic energy outside the process zone, i.e.,
Now consider the second term in (7.11). Define the set N as the set of vectors ξ belonging to H 1 (0) and x belonging to P Z for which a point x Γ on the crack lies on the line passing through x and x + ξ. Define the characteristic function for this set by χ N = 1 if (ξ, x) belong to N and zero otherwise. Then
The area of P Z is denoted by Area(P Z ) and applying (7.9) the second integral on the right hand side of (7.16) is bounded above by
Since the area of P Z is of order the second integral on the right hand side of (7.16) is of order β . Switch the order of integration to write
Now change variables and write x = y + te where y is the projection of x onto the plane Π e ⊥ of vectors y · e = 0 see, Figure 6 . Denoting D y e to be the subset of t in R for which y + te belong to D one writes
When the line y + te intersects Γ we write x Γ = y + t Γ (e, y)e. Then for every line interval y + te for which t Γ (e, y) − |ξ| < t < t Γ (e, y) and for every 0 < |ξ| ≤ 1 one finds that the inner integral is given by
tΓ(e,y)− |ξ|
Here the last equality follows noting that to leading order the integrand in (7.20) is of the form f ∞ + O( ). An identical result holds for inverse images of projections for which t Γ (e, y) < t < t Γ (e, y) + |ξ|. Collecting results we see that
Here N (e, y, Γ) takes the value 1 if the line y + et crosses Γ and zero otherwise. Now parametrize the integration over S 1 with the convention e ⊥ = (cosϕ, sin ϕ), 0 ≤ ϕ < π, to get
The length of the crack L is recovered from Crofton's formula [30] , [47] 
N (e, y, Γ) dy dϕ (7.23) and we conclude
Collecting results we discover that the peridynamic potential is given to leading order by the free energy of LEFM
where the critical energy release rate of LEFM is given by
An identical calculation for a three dimensional domain D containing a planar crack of area A shows
where ω 2 = π is the volume of the two dimensional unit ball.
Mathematical underpinnings and analysis
In this section we provide the proofs of theorems stated in sections 2, 4, 5 and 6. The first subsection asserts the Lipschitz continuity of ∇P D k (u) for u in L 
Existence of a cohesive evolution
The peridynamic equation (1.8) for cohesive dynamics is written as an equivalent first order system. We set y k = (y
The initial value problem for y k given by the first order system is
with initial conditions y k (0) = (u 0 , v 0 ) T satisfying LEFM initial conditions. In what follows we consider the more general class of initial data
It now follows that for LEF M initial data that one has a unique solution u k of (2.7) in section 2 belonging to
Proof of Theorem 8.1 . A straight forward calculation shows that for a generic positive constant C independent of S, y − x, and k , that
From this it easily follows from Hölder and Minkowski inequalities that
and there is a positive constant C independent of 0 ≤ t ≤ T , such that for any pair of vectors y = (y 1 , y 2 )
Here for any element w = ( Since (8.3) holds the theory of ODE in Banach space [23] shows that there exists a unique solution to the initial value problem (8.1) with y k and ∂ t y k belonging to C([0, T ]; L 2 0 (D; R d )) and Theorem 8.1 is proved. In this context we point out the recent work of [27] where an existence theory for peridynamic evolutions for general Lipschitz continuous pair wise force functions is presented.
Bounds on kinetic and potential energy for solutions of PD
In this section we apply Gronwall's inequality to obtain bounds on the kinetic and elastic energy for peridynamic flows described by Theorem 2.1. The bounds are used to show that the solutions of the PD initial value problem are Lipschitz continuous in time
We now prove Theorem 2.1. Multiplying both sides of (2.7) by u k t (t) and integration together with a straight forward calculation gives
Adding P D k (u k ) to the right hand side of (8.4) and applying Gronwall's inequality gives
From (2.3) one has the upper bound
where LEF M (u 0 , D) is the elastic potential energy for linear elastic fracture mechanics given by (2.2) or equivelently (5.6). Theorem 2.1 now follows from (8.5) and (8.6). Theorem 2.1 implies that PD solutions are Hölder continuous in time; this is stated explicitly in Theorem 2.2 of section 2. To prove Theorem 2.2 we apply Jensen's inequality to write
where the last inequality follows from the upper bound for
given by Theorem 2.1.
Compactness and convergence
In this section we prove Theorems 5.1 and 5.2 . We start by establishing the inequality (2.3) between the elastic energies P D k (u) and for LEF M (u, D). This is illustrated for any u in
given by (5.6). Here (5.6) reduces to (2.2) when u is piecewise smooth and the crack K consists of a finite number of smooth components. To obtain the upper bound we can directly apply the slicing technique of [37] to reduce to the one dimensional case to obtain an upper bound on one dimensional sections and then apply integral-geometric arguments to conclude. Here the slicing theorem and integral-geometric measure appropriate for this approach in the context of SBD are given by Theorems 4.5 and 4.10 of [3] . These arguments deliver the following inequality
To proceed with the proof of Theorem 5.1 we require the compactness theorem.
then there exists a subsequence
In what follows its convenient to change variables y = x + δξ for |ξ| < 1 and 0 < δ < α/2 < 1, here the peridynamic neighborhood H δ (x) transforms to H 1 (0) = {ξ ∈ R d ; |ξ| < 1}. The unit vector ξ/|ξ| is denoted by e. To prove Theorem 8.2 we need the following upper bound given by the following theorem. 
We establish the upper bound in two steps.
Proof of Lemma 8.1 We prove by contradiction. Suppose for every positive integer
The Cauchy Schwartz inequality together with the triangle inequality deliver the inequalities and a constant K > 0 for which
An application of the nonlocal Korn inequality, Lemma 5.5 of [25] gives the existence of a constant
Applying the inequalities (8.13), (8.14) , and (8.15) we discover that K/N ≥ K for all integers N > 0 to conclude K = 0 which is a contradiction and 
Proof of Lemma 8.2. Consider the concave potential function f described in the introduction, recall f (0) = 0 and given M > 0 set
Noting that
and collecting results one has
Lemma 8.2 follows on multiplying both sides of (8.22) by J(|ξ|) and integration over H 1 (0). Theorem 8.3 follows from Lemmas 8.1 and 8.2. Arguing as in [37] we have the monotonicity given by
Now choose the subsequence k = 1/2 k , i = 1, 2, . . . and from Theorem 8.3 and Lemma 8.3 we have for any 0 < K < k with δ = 2
Applying the hypothesis (8.9) to inequality (8.24) gives a finite constant B independent of k and δ for which 25) for all k < δ. One can then apply (8.25) as in [37] , (or alternatively apply (8.25) and arguments similar to the proof of the Kolomogorov-Riesz compactness theorem [50] ) to show that the sequence
is a totally bounded subset of L 2 0 (D; R d ) and Theorem 8.2 is proved. Now it is shown that the family of mesoscopic dynamics
we apply Theorem 2.1 and Hypothesis 5.1 to obtain the bound
where C < ∞ and is independent of k , k = 1, 2, . . ., and 0 ≤ t ≤ T . With this bound we apply Theorem 8.2 to assert that for each t the sequence {u
, is seen to be uniformly equa-continuous in t with respect to the L 2 (D; R d ) norm and we immediately conclude from the Ascoli theorem that
. Therefore we can pass to a subsequence also denoted by {u k (t)} ∞ k=1 to assert the existence of a limit evolution u
and Theorem 5.1 is proved. We now prove Theorem 5.2. One has that limit points of sequences satisfying (8.9) enjoy higher regularity.
Theorem 8.4. Higher regularity
Proof. To recover higher regularity one can directly apply the slicing technique of [37] to reduce to the one dimensional case and construct sequences of functions converging in SBV to the limit point along one dimensional sections. One then applies Theorem 4.7 of [3] to conclude that the limit point belongs to SBD.
It now follows from Theorem 8.4 that the limit evolution u 0 (t) belongs to SBD for 0 ≤ t ≤ T . Next we recall the properties of Γ-convergence and apply them to finish the proof of Theorem 5.2. Consider a sequence of functions {F j } defined on a metric space M with values in R together with a function F also defined on M with values in R.
Definition 8.1. We say that F is the Γ-limit of the sequence {F j } in M if the following two properties hold:
1. for every x in M and every sequence {x j } converging to x, we have that
2. for every x in M there exists a recovery sequence {x j } converging to x, for which
A straight forward argument following Theorem 4.3 (iii) of [37] and invoking Theorems 4.5, 4.7, and 4.10 of [3] as appropriate shows that
Observe that since the sequence of peridynamic energies
we can apply the the lower bound property (8.28) of Γ-convergence to conclude that the limit has bounded elastic energy in the sense of fracture mechanics, i.e.,
This concludes the proof of Theorem 5.2.
Energy inequality for the limit flow
In this section we prove Theorem 5.3. We begin by showing that the limit evolution u 0 (t, x) has a weak derivative u
. This is summarized in the following theorem.
Theorem 8.5. On passage to subsequences as necessary the sequence u k t weakly converges in Proof. The bound on the kinetic energy given in Theorem 2.1 implies
) and passing to a subsequence if necessary we conclude that there is a limit functionũ 0 for which u
Observe also that the uniform convergence (8.27) 
On writing the identity
applying our observations and passing to the limit it is seen thatũ 0 = u 0 t and the theorem follows. To establish Theorem 5.3 we require the following inequality.
Proof. For every non-negative bounded measurable function of time ψ(t) defined on [0, T ] we have the inequality 8.38) and together with the weak convergence given in Theorem 8.5 one easily sees that lim inf
Applying (8.35) and invoking the Lebesgue dominated convergence theorem we conclude lim inf
to recover the inequality given by
The lemma follows noting that (8.41) holds for every non-negative test function ψ. 
Stationarity conditions for the limit flow
In this section we prove Theorem 6.1. The first subsection establishes Theorem 6.1 using Theorem 8.6. Theorem 8.6 is proved in the second subsection.
Proof of Theorem 6.1
To proceed we make the change of variables y = x + ξ where ξ belongs to the unit disk H 1 (0) centered at the origin and the local strain S is of the form (7.4). It is convenient for calculation to express the strain through the directional difference operator D |ξ| e u defined by 42) with e = ξ/|ξ|. One also has where the convergence is uniform in D.
Taking the first variation of the action integral (2.6) gives the Euler equation in weak form
δ · e) dξ dx dt
where the test function δ = δ(x, t) = ψ(t)φ(x) is smooth and has compact support in [0, T ] × D.
Next we make the change of function and write F s (r) = 1 s f (sr 2 ) and on setting s = k |ξ| and
For future reference observe that F s (r) is convex-concave in r with inflection point r s = r/ √ s where r is the inflection point of f (r 2 ) = F 1 (r). One also has the estimates F s (r) ≥ 1 s F 1 (r) for r ≥ r s , and (8.49)
We send k → 0 in (8.47) applying the weak convergence Theorem 8.5 to the first term to obtain (8.53) this is demonstrated in (8.67) of Lemma 8.7 in section 8.5.2. Applying the Lebesgue bounded convergence theorem together with Theorem 8.6 with δ(t, x) = ψ(t)φ(x) delivers the desired result
and we recover the identity
from which Theorem 6.1 follows.
Proof of Theorem 8.6
We decompose the difference D
where r is the inflection point for the function F 1 (r) = f (r 2 ). Here (D k |ξ| e u k · e) + is defined so that (8.56) holds. We prove Theorem 8.6 by using the following two identities described in the Lemmas below.
φ · e dξ dx = 0. 
We now apply the Lemmas. Observing that D
|ξ|J(|ξ|) e i e j e k e l , dξ
where µ and λ are given by (5.8 
We have the following string of estimates.
Lemma 8.7. We introduce the generic positive constant 0 < C < ∞ independent of 0 < k < 1 and 0 ≤ t ≤ T and state the following inequalities that hold for all 0 < k < 1 and 0 ≤ t ≤ T and for C ∞ (D) test functions φ with compact support on D.
k |ξ| e u k · e| dξ dx < C, and (8.66)
Proof. For (x, ξ) ∈ K +, k we apply (8.49) to get
and in addition since |ξ| ≤ 1 we have 
and (8.64) follows. A basic calculation shows there exists a positive constant independent of r and s for which
where Theorem 2.1 implies that the right most element of the sequence of inequalities is bounded and (8.65) follows. To establish (8.66) we apply Hölders inequality to find that We establish (8.67 ). This bound follows from the basic features of the potential function f . We will recall for subsequent use that f is smooth positive, concave and f is a decreasing function with respect to its argument. So for A fixed and 0 ≤ h ≤ A 2 r 2 we have
The bound (8.67 ) is now shown to be a consequence of the following upper bound valid for the parameter 0 < A < 1 given by
We postpone the proof of (8.77) until after it is used to establish (8.67). Set 
φ · e) dξ dx 
the last inequality follows since 1 ≥ |ξ| > 0. Hence
and it follows that
Collecting observations gives 
, (8.85) and from (8.64) it follows that
To finish the proof we identify the limit of the right hand side of (8.86 ). Set
and apply Hólder's inequality to find
φ · e) dξ dx
We estimate the first factor in (8.87) and apply (8.78), Hölder's inequality, (8.65) , and (8.77) to obtain
Lemma 8.5 follows on applying the bound (8.88) to (8.87 ) and passing to the k zero limit and noting that the choice of 0 < A < 1 is arbitrary. We now prove Lemma 8.6. For τ > 0 sufficiently small define K τ ⊂ D by K τ = {x ∈ D : dist(x, J u 0 (t) ) < τ }. From Hypothesis 6.2 the collection of centroids associated with unstable neighborhoods CP Z δ (r, 1/2, 1, t) lie inside K τ for δ sufficiently small. (Otherwise the components of the collection CP Z δ (r, 1/2, 1, t) would concentrate about a component of CP Z 0 (r, 1/2, 1, t) outside K τ ; contradicting the hypothesis that J u 0 (t) = CP Z 0 (r, 1/2, 1, t)). The collection of all points belonging to unstable neighborhoods associated with centroids in is easily seen to be contained in the slightly larger set K τ,δ = {x ∈ D; dist(x, K τ ) < δ}. From Hypothesis 6.3 we may choose test functions φ ∈ C where we have made use of Eu 0 D \ K τ,2δ = Eu 0 dx on the third line of (8.91) . From the density of the span of the test functions we conclude that g(x, ξ) = Eu 0 (x)e · e almost everywhere on D \ K τ,2δ × H 1 (0). Since K τ,2δ can be chosen to have arbitrarily small measure with vanishing τ and δ we conclude that g(x, ξ) = Eu 0 (x)e · e on D × H 1 (0) a.e. and Lemma 8.6 is proved.
Proof of Theorems 4.1 and 4.2
We begin with the proof on the upper bound on the size of the process zone given by Theorem 4. and from the geometric series we find
Theorem 4.2 follows noting further that CP Z 0 (k, α, θ, t) ⊂ CP Z δ (k, α, θ, t) ⊂ CP Z δ (k, α, θ, t), for 0 < δ < δ .
Conclusions
The cohesive model presented here does not require extra constitutive laws such as a kinetic relation between crack driving force and crack velocity or a crack branching condition. Instead one has a dynamic evolution for the process zone. This evolution is intrinsic to the formulation and encoded into the nonlocal cohesive constitutive law. Crack nucleation criteria although not necessary to the formulation follow from the dynamics and are recovered here by viewing nucleation as a dynamic instability, this is similar in spirit to [57] and the work of [24] for phase transitions. Theorem 4.1 explicitly shows how the size of the process zone is controlled by the radius of the peridynamic horizon. The process zone is seen to collapse onto a lower dimensional set as the length scale of non-locality characterized by the radius of the peridynamic horizon goes to zero see, Theorem 4.2. In this limit the dynamics is shown to coincide with the simultaneous evolution of a displacement crack set pair. Here displacement satisfies the elastic wave equation for points in space-time away from the crack set. The shear and Lame moduli together with the energy release rate are described in terms of moments of the nonlocal potentials.
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