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Exact global propagators are constructed for the singular hyper-
bolic operators in two variables x2k−2∂2t + λ(k − 1)xk−2∂t − ∂2x ,
λ a real parameter, and for the degenerate hyperbolic opera-
tors ∂2t − t2k−2∂2x − λ(k − 1)tk−2∂x. Qualitative phenomena such
as uniqueness in the Cauchy problem and branching of singular-
ities vary with λ, as shown earlier by Treves and by Taniguchi and
Tozaki.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Treves [30] noted that uniqueness in the Cauchy problem for the singular hyperbolic operator with
a lower order term depending on a parameter
x2k−2 ∂
2
∂t2
+ λ(k − 1)xk−2 ∂
∂t
− ∂
2
∂x2
(1.1)
fails for certain discrete values of the parameter λ when k = 2.
Similar phenomena had been discovered earlier for hypoellipticity and local solvability for opera-
tors with double characteristics [10,17,27,29] and have been studied extensively [2–4,11,18–20,22–26].
In these studies also, the degeneracy corresponds only to k = 2.
Taniguchi and Tozaki [28] studied in detail the branching of singularities for degenerate hyperbolic
operators with degeneracy of any order (k  2) and a lower order term, obtained by interchanging
the “time” and “space” variables in (1.1):
∂2
∂t2
− t2k−2 ∂
2
∂x2
− λ(k − 1)tk−2 ∂
∂x
. (1.2)
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equation. By a careful asymptotic analysis of its solutions, Taniguchi and Tozaki were able to analyze
the branching of singularities and show that it is qualitatively different for certain discrete values of
the parameter, depending also on the parity of k.
In this paper, by working with the Laplace or Fourier–Laplace transform and using results from [8],
we construct explicit global propagators for the hyperbolic equations (1.1) and (1.2). In the singular
case (1.1) we extend the non-uniqueness results of Treves to general k > 1 and obtain branching and
non-branching results similar to those obtained by Taniguchi and Tozaki for the degenerate case. In
the degenerate case we obtain global versions of the local results of Taniguchi and Tozaki.
By a propagator for an operator (1.1) with initial conditions at t = 0 we mean as usual the distri-
bution kernel V (x, t; x′) such that for test functions f (x) the solution of
x2k−2 ∂
2u
∂t2
+ λ(k − 1)xk−2 ∂u
∂t
= ∂
2u
∂x2
, t > 0;
u(x,0) = 0, ∂u
∂t
(x,0) = f (x) (1.3)
is given by
u(x, t) =
∫
R
V (x, t; x′) f (x′)dx′.
In the case of an operator (1.2) we use the analogous deﬁnition but take the initial line to be t =
t0 < 0.
In [7], we obtained explicit global propagators for operators of the form (1.2) in any number of
variables, but without lower order terms, by analytic continuation from the homogeneous Green’s
function of the degenerate elliptic operators
x + |x|2k−2y, (1.4)
computed in [6].
On components of the plane bounded by characteristics, the propagators have a form involving a
hypergeometric function. For the operator (1.1) with initial point at (x0,0) this form is
V (x, t; x0) =
(
xk + xk0 + kt
)−a(
xk + xk0 − kt
)−b
F (v),
v = 4(xx0)
k
(xk + xk0)2 − k2t2
(1.5)
and F is a certain solution of the hypergeometric equation
v(1− v)F ′′ + [c − (a + b + 1)v]F ′ − abF = 0 (1.6)
with indices
a = 1+ λ
2
c, b = 1− λ
2
c, c = a + b = 1− 1
k
. (1.7)
The global propagator is obtained by patching together solutions with different choices of F on dif-
ferent regions. The form is the same for (1.2), but with x and t interchanged.
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∂2
∂r∂s
+ α
r + s
∂
∂r
+ β
r + s
∂
∂s
. (1.8)
Indeed the change of variables y = xk/k in (1.1) or y = tk/k in (1.2) together with a further linear
change of coordinates leads to (1.8), with parameters that depend both on k and on λ. However most
results on EPD are only semi-global [12–14,16], limited to a region like w0 < r + s < w1 that does
not reach the points of branching, which are the focus of interest here. Indeed the results in this
paper show that any global analysis of EPD must depend very delicately on these parameters. In a
recent paper, Bentrad [9] constructs solutions for an operator generalizing (1.1), with special initial
conditions, as series with hypergeometric terms.
The plan of the paper is the following. Qualitative results for both the singular case (1.1) and the
degenerate case (1.2) are stated in Section 2. In each case there are exceptional values of the pa-
rameter λ which depend on the parity of k. These special cases are illustrated by some examples in
Section 3. In Section 4 we review the solutions of the hypergeometric equation (1.6) and the corre-
sponding functions (1.5) that occur in the explicit presentations of the propagators. The results for
the singular case are proved in Section 5: we compute the Fourier–Laplace transform of the propaga-
tor and use results in [15] and [8] to compute the propagator itself. The same procedure is used in
Section 6 to prove the results for the degenerate case.
For convenience the results of [8] on inverse transforms of products of Whittaker functions are
stated in Appendix A.
2. Summary of results
In the singular case
x2k−2 ∂
2
∂t2
+ λ(k − 1)xk−2 ∂
∂t
− ∂
2
∂x2
(2.1)
we take advantage of translation invariance in t and look for the forward propagator V (x, t; x0) with
initial conditions at x = x0, t = 0. The form (2.1) is invariant under the change of variables x → −x
if k is even and is invariant under (x, λ) → (−x,−λ) if k is odd, so we may assume that x0  0.
Moreover, the limiting case x0 = 0 gives V (x, t;0) ≡ 0, so it is enough to consider x0 > 0. Note that
the propagator V (x, t; x0) may be used for solving the initial value problem (1.3) even if 0 ∈ supp( f ).
The forward characteristics from (x0,0) in the ﬁrst quadrant are the two curves
kt = ±(xk − xk0), x, t  0. (2.2)
One curve continues upward to the right indeﬁnitely, while the other meets the singular axis x = 0 at
kt = xk0. The two forward characteristics from this singular point are
kt = xk0 + |x|k, x 0 and x 0. (2.3)
These curves enclose two connected regions: Ω1 and Ω2, deﬁned by the inequalities
Ω1:
∣∣xk − xk0∣∣< kt < ∣∣xk + xk0∣∣, x > 0;
Ω2: max
{∣∣xk − xk0∣∣, ∣∣xk + xk0∣∣}< kt. (2.4)
(See Fig. 1.)
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Theorem 2.1. Suppose that k is even and that neither 1 − a nor b is a positive integer. Then the singular
hyperbolic operator (2.1) has a global forward propagator. For x0 > 0 the propagator has support the closure
of Ω1 ∪ Ω2 . On each component Ω j it has the form
V (x, t; x0) = |z+|−a|z−|−b F (v), (2.5)
where
z± = x
k + xk0 ± kt
2
, v = (xx0)
k
z+z−
,
and F is, for x = 0, a solution of the hypergeometric equation (1.6). The singular support is the union of the
boundaries ∂Ω1 ∪ ∂Ω2: a characteristic from (x0,0) branches at (0, xk0/k).
If 1 − a or b is a positive integer the forward propagator for (2.1) from x0 = 0 blows up at t = xk0/k, and
there is non-uniqueness for the Cauchy problem: Eq. (1.1) has a solution with support equal to the closure
of Ω2 .
Remark. For |λ| < 1 both |z+|−a and |z−|−b are locally integrable functions. For larger values they
may be deﬁned as distributions by analytic continuation in λ.
Theorem 2.2. Suppose that k is odd and that cλ = (1 − 1/k)λ is not an odd integer. Then the singular hy-
perbolic operator has a global forward propagator. For x0 > 0 the support is the closure of Ω1 ∪ Ω2 , and the
propagator has the form (2.5) on each Ω j .
If neither 1− a nor b is a positive integer, the singular support of the forward propagator for x0 > 0 is the
union of the boundaries ∂Ω1 ∪ ∂Ω2: the characteristic from (x0,0) branches at (0, xk0/k). If 1 − a or b is a
positive integer, then the singular support of the propagator for x0 is the boundary of the support: there is no
branching at (0, xk0/k). Similarly, the propagator for x0 < 0 branches at (0,−xk0/k) if and only if neither a nor
1− b is a positive integer.
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uniqueness for the Cauchy problem: Eq. (1.1) has a solution with support equal to the closure of Ω2 .
Essentially the same considerations apply to the degenerate case, with operator
Lλ = ∂
2
∂t2
− t2k−2 ∂
2
∂x2
− λ(k − 1)tk−2 ∂
∂x
. (2.6)
Let us take the initial point to be (0, t0) with t0 < 0. In the lower half plane the forward characteristics
from this point are
kx = ±(tk − tk0), t0  t  0. (2.7)
These meet the axis of degeneracy t = 0 at ±tk0/k, and the forward characteristics from these points
are the curves that satisfy
(kx)2 = (tk ± tk0)2, t  0. (2.8)
These curves enclose four connected regions deﬁned by inequalities
Ω1: −
∣∣tk − tk0∣∣< kx < ∣∣tk − (−t0)k∣∣, t0 < t < −t0;
Ω−2 : −tk − (−t0)k < kx < −
∣∣tk − (−t0)k∣∣, t > 0;
Ω+2 :
∣∣tk − (−t0)k∣∣< kx < tk + (−t0)k, t > 0;
Ω3: −
∣∣tk − (−t0)k∣∣< kx < ∣∣tk − (−t0)k∣∣, t > −t0. (2.9)
The geometric picture (see Fig. 2) simpliﬁes to a single component when t0  0. Moreover the
operator (2.7) is strictly hyperbolic for t > 0, while the propagator for t0 = 0 is easily obtained as a
limit from the case t0 < 0, so we restrict to this latter case.
Theorem 2.3. Suppose k is even and t0 < 0. The degenerate hyperbolic operator (2.7) has a global forward
propagator supported in the closure of Ω ≡ Ω1 ∪ Ω−2 ∪ Ω+2 ∪ Ω3 . On each component Ω j or Ω±2 it has the
form
V (x, t; t0) = |z+|−a|z−|−b F (v), (2.10)
where
z± = t
k + tk0 ± kx
2
, v = (tt0)
k
z+z−
, (2.11)
and F is, for t = 0, a solution of the hypergeometric equation (1.6).
If neither a nor b is an integer the singular support of the propagator is the union of the boundaries of the
four components.
If b or 1 − a is positive integer the propagator vanishes on Ω−2 , while if a or 1 − b is a positive integer it
vanishes on Ω+2 . Its singular support is the union of the boundaries of the remaining three components.
Theorem 2.4. Suppose k is odd and t0 < 0. The degenerate hyperbolic operator (2.7) has a global propagator
supported in the closure of Ω ≡ Ω1 ∪ Ω−2 ∪ Ω+2 ∪ Ω3 and having the form (2.11). If a − b is not an odd
integer, the support is the closure of Ω . If neither a nor b is an integer, the singular support is the union of the
boundaries of the four components.
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If a or 1−b is an integer then the singular support is the boundary of Ω together with the curve {kx+ tk +
tk0 = 0, t  0}.
If b or 1−a is an integer then the singular support is the boundary of Ω together with the curve {kx− tk −
tk0 = 0, t  0}.
If a− b is an odd integer, the support is the closure of Ω1 ∪Ω2 and the singular support is the boundary of
the support.
3. Some examples
Consider ﬁrst the singular case with λ = ±1. Set
L+ = xk−1 ∂
∂t
+ ∂
∂x
, L− = xk−1 ∂
∂t
− ∂
∂x
.
If λ = −1, so a = 0, the operator (1.1) is
x2k−2 ∂
2
2
− (k − 1)xk−2 ∂ − ∂
2
2
= L−L+. (3.1)∂t ∂t ∂x
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[(
kt − xk − xk0
)
+
]2
is annihilated by the operator (3.1) and, if k is even, has support in {(x, t): t  xk0/k} with Cauchy data
zero. This illustrates the failure of uniqueness in the Cauchy problem in Theorem 2.1.
If λ = 1, so b = 0, the operator (1.1) is
x2k−2 ∂
2
∂t2
+ (k − 1)xk−2 ∂
∂t
− ∂
2
∂x2
= L+L−. (3.2)
Suppose that u is a solution of the initial value problem (1.3). It follows that
L−u(x, t) = g
(
xk − kt). (3.3)
Suppose that k is odd. We may write u(x, t) = v(xk + kt, t), so that (3.3) becomes xk−1vt(xk + kt, t) =
g(xk − kt). Taking y = xk + kt gives vt(y, t) = (y − kt)−1+1/k g(y − 2kt). Fixing x and t we have
u(x, t) = v(y, t) =
t∫
0
(y − ks)−1+1/k g(y − 2ks)ds
=
t∫
0
[
xk + k(t − s)]−1+1/k g(xk + kt − 2ks)ds.
Suppose that f has support in {x > 0}. Using the initial condition ut(x,0) = f (x) and setting (x′)k =
xk + kt − 2ks, we ﬁnd that the propagator is supported on the region kt  |(x′)k − xk|, and on this
region
V (x, t; x′) = (x
′)2k−2
2
(
xk + x′k + kt
2
)(1−k)/k
.
In particular, there is no branching of the singularity at (0, (x′)k/k). This illustrates Theorem 2.2. (The
reader is invited to analyze this case when k is even.)
In the degenerate case we take
L+ = ∂
∂t
+ tk−1 ∂
∂x
, L− = ∂
∂t
− tk−1 ∂
∂x
,
and consider (1.2) with λ = 1:
∂2
∂t2
− t2k−2 ∂
2
∂x2
− (k − 1)tk−2 ∂
∂x
= L+L−. (3.4)
An analysis similar to the preceding one shows that the solution to the analogue of the initial value
problem (1.3) with data prescribed at t = t0 < 0 is
u(x, t) =
t∫
t
f
(
x+ t
k + tk0 − 2sk
k
)
ds. (3.5)0
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u(x, t) = 1
2
∫
k|x−x′ |<|tk−tk0|
∣∣∣∣ tk + tk0 + k(x− x′)2
∣∣∣∣
(1−k)/k
f (x′)dx′.
For t > 0 the integral (3.5) must be analyzed in two pieces:
u(x, t) =
0∫
t0
f
(
x+ t
k + tk0 − 2sk
k
)
ds +
t∫
0
f
(
x+ t
k + tk0 − 2sk
k
)
ds. (3.6)
Changing to x′ , in the ﬁrst integral k(x − x′) runs from −tk + tk0 to −tk − tk0, while in the second
integral k(x − x′) runs from −tk − tk0 to tk − tk0. For k even, these two regions overlap, and one has
branching of the singularities at (−tk0/k,0) and at (0,−t0). For k odd the two regions are disjoint, and
one has branching of the singularity only at (−tk0/k,0) = (|t0|k/k,0). This illustrates the exceptional
cases 1− b = 1 in Theorems 2.3 and 2.4.
4. Hypergeometric functions
We need several standard solutions of the hypergeometric equation (1.6). The ﬁrst is normalized
at v = 0:
F1(v) = F (a,b, c; v) =
∞∑
n=1
(a)n(b)n
n!(c)n v
n. (4.1)
This is deﬁned whenever 1− c is not a positive integer. When Re c > Rea > 0 it has the Euler integral
representation:
F (a,b, c; v) = (c)
(a)(c − a)
1∫
0
sa(1− s)c−a(1− xs)−b ds
s(1− s) . (4.2)
The function (4.1) has a holomorphic extension to the complement of the ray [1,∞), and in particular
is regular for −∞ < v < 1.
We assume that a, b, and c are given by (1.7) so that a + b = c = 1− 1k . A second solution of (1.6)
has a singularity at x= 0 but is regular on the intervals (0,1) and (0,∞):
F2(v) = |v|1−c F (1− a,1− b,2− c; v)
= |v|1/k F (1− a,1− b,2− c; v), −∞ < v < ∞. (4.3)
The solution normalized at v = 1 and regular for v > 0 is
F3(v) = F (a,b,1;1− v), v > 0. (4.4)
Finally we need two solutions, normalized at ∞:
Fa(v) = |v|−a F (a,1− b,1− b + a;1/v), v < 0 or v > 1;
Fb(v) = |v|−b F (1− a,b,1− a + b;1/v), v < 0 or v > 1. (4.5)
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distinct. They are regular on the intervals −∞ < v < 0 and 1 < v < ∞.
Each of the last three solutions can be expressed as a linear combination of F1 and F2:
F3(v) = (1− c)
(1− a)(1− b) F1(v) +
(c − 1)
(a)(b)
F2(v), 0 < v < 1; (4.6)
Fa(v) = (1− b + a)(1− c)
(1− b)2 F1(v) +
(1− b + a)(c − 1)
(a)2
F2(v); (4.7)
Fb(v) = (1− a + b)(1− c)
(1− a)2 F1(v) +
(1− a + b)(c − 1)
(b)2
F2(v). (4.8)
The identity (4.6) follows from [1, (15.3.6)]; the identities (4.7) and (4.8), which are valid for v < 0,
follow from [1, (15.3.7)].
We will also have use for identities expressing the ﬁrst three solutions as combinations of Fa
and Fb:
F1(v) = (c)(b − a)
(b)2
Fa(v) + (c)(a − b)
(a)2
Fb(v); (4.9)
F2(v) = (2− c)(b − a)
(1− a)2 Fa(v) +
(2− c)(a − b)
(1− b)2 Fb(v); (4.10)
F3(v) = (b − a)
(b)(1− a) Fa(v) +
(a − b)
(a)(1− b) Fb(v). (4.11)
The identities (4.9) and (4.10), valid for v < 0, follow from [1, (15.3.7)]; the identity (4.11), valid for
v > 1, follows from [1, (15.3.8)].
We introduce corresponding solutions of the equation LλV = 0, where Lλ is one of the operators
(2.1) or (2.7), and the functions z± and v are given by (2.6) or (2.12), respectively. (Note that v
is deﬁned if and only if z+z− = 0.) Two are straightforward and are regular for −∞ < v < 1 and
0 < v < ∞ respectively:
V1(x, t) = |z+|−a|z−|−b F (a,b, c; v), −∞ < v < 1;
V3(x, t) = |z+|−a|z−|−b F (a,b,1;1− v), 0 < v < ∞. (4.12)
In view of the deﬁnitions of v and of F2 we take the solution corresponding to F2 to be
V2(x, t) = |z+|b−1|z−|a−1xx0F (1− a,1− b,2− c; v), −∞ < v < 1, (4.13)
in the singular case (2.1) and
V2(x, t) = |z+|b−1|z−|a−1tt0F (1− a,1− b,2− c; v), −∞ < v < 1, (4.14)
in the degenerate case (2.7). Note that V2 is an analytic function of x or of t so long as z+z− = 0. In
particular, it is smooth across v = 0. Finally note that
|z+|−a|z−|−b|v|−a = |xx0|−ka|z−|a−b,
|z+|−a|z−|−b|v|−b = |xx0|−kb|z+|b−a,
so for v < 0 or v > 1 we set
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Vb(x, t) = |xx0|−kb|z+|b−a F (1− a,b,1− a + b;1/v). (4.15)
In the singular case the relations (4.6)–(4.8) translate to
V3 = (1− c)
(1− a)(1− b) V1 + sgn x
(c − 1)
(a)(b)
V2, 0 < v < 1; (4.16)
Va = (1− b + a)(1− c)
(1− b)2 V1 + sgn x
(1− b + a)(c − 1)
(a)2
V2; (4.17)
Vb = (1− a + b)(1− c)
(1− a)2 V1 + sgn x
(1− a + b)(c − 1)
(b)2
V2, (4.18)
where (4.17) and (4.18) are valid for v < 0. We may use (4.16)–(4.18) to extend V3, Va , and Vb to the
range −∞ < v < 1. In the degenerate case, sgn x = sgn(xx0) should be replaced by − sgn t = sgn(tt0).
5. The singular hyperbolic case: Theorems 2.1 and 2.2
Let V (x, t; x0) be the (presumed) forward propagator for (1.1) with initial point at (x0,0), x0 > 0.
Let U denote the Laplace transform:
U (x, s) =
∞∫
0
e−st V (x, t; x0)dt, s > 0. (5.1)
Then we want
Uxx − sλ(k − 1)xk−2U − x2k−2s2U = −x2k−20 δ(x− x0). (5.2)
Make the change of variables y = xk/k. Then away from x = x0 we want w(y, s) = U (x(y), s) to satisfy
ywyy + cw y −
(
λcs + s2 y)w = 0, c = 1− 1
k
. (5.3)
Replacing w by y−c/2w eliminates the ﬁrst derivative term and the relevant operator becomes
y1−c/2
[
d2
dy2
+
(
c
2
− c
2
4
)
1
y2
− λcs
y
− s2
]
.
Rescaling z = 2sy converts the operator in brackets to the Whittaker operator
d2
dz2
− 1
4
− λc
2
1
z
+
(
c
2
− c
2
4
)
1
z2
= d
2
dz2
− 1
4
+ κ
z
+ 1− 4μ
2
4z2
, κ = −λc
2
, μ = − 1
2k
. (5.4)
Note the identities
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2
= a, μ + κ + 1
2
= b,
−μ + κ + 1
2
= 1− a, −μ − κ + 1
2
= 1− b,
1+ 2μ = c, 1− 2μ = 2− c.
Tracing all this back, in each interval where x = 0, x = x0, U (·, s) has (for each ﬁxed s > 0) the
form
(
xk
)−c/2
u
(
2sxk
k
)
, (5.5)
where u is a solution for the Whittaker operator (5.4): formula (2.273), p. 476 of [21].
We take the two solutions u j based on the Kummer functions
M(a, c, z) =
∞∑
n=0
(a)n
n!(c)n z
n,
and given by
u1(z) = Mκ,μ(z) = zμ+ 12 e−z/2M
(
μ − κ + 1
2
,1+ 2μ, z
)
;
u2(z) = Mκ,−μ(z) = z−μ+ 12 e−z/2M
(
−μ − κ + 1
2
,1− 2μ, z
)
(5.6)
[1, (13.1.32)]. Combining these with (5.5) gives solutions
U1(x, s) =
(
2s
k
)μ+ 12
e−sxk/kM
(
μ − κ + 1
2
,2μ + 1, 2sx
k
k
)
;
U2(x, s) =
(
2s
k
)−μ+ 12
e−sxk/kxM
(
−μ − κ + 1
2
,−2μ + 1, 2sx
k
k
)
. (5.7)
To this point we had assumed x = 0 in taking a branch of (xk)−c/2, but (5.7) shows that the U j are
regular at x = 0. We are assuming k > 1, so
U1(0, s) =
(
2s
k
)μ+ 12
,
∂U1
∂x
(0, s) = 0;
U2(0, s) = 0, ∂U2
∂x
(0, s) =
(
2s
k
)−μ+ 12
.
Thus the Wronskian of the U j as functions of x is
w(U1,U2) = 2s
k
.
Since neither of ±2μ = ∓1/k is a negative integer, the U j are entire functions of x. Generally,
however, they grow exponentially in x as x → +∞. Any solution for (5.4) that does not grow expo-
nentially in z as z → +∞ is a multiple of
Wκ,μ = a1u1 + a2u2,
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a1 = (−2μ)
(−μ − κ + 12 )
= (1− c)
(1− b) , a2 =
(2μ)
(μ − κ + 12 )
= (c − 1)
(a)
(5.8)
[1, (13.1.34)]. In view of these remarks, the desired Laplace transform U should be a multiple of
U+ = a1U1 + a2U2 =
(
xk
)−c/2
Wκ,μ
(
2sxk
k
)
(5.9)
for x > x0 and for x < 0. If k is even, then examination of U2 for x < 0 shows that for x < x0, U is a
multiple of
U− = a1U1 − a2U2. (5.10)
Thus
U−(x, s) =
{
(xk)−c/2Wκ,μ( 2sx
k
k ), x < 0;
(xk)−c/2[2a1Mκ,μ( 2sxkk ) − Wκ,μ( 2sx
k
k )], x > 0;
U+(x, s) =
(
xk
)−c/2
Wκ,μ
(
2sxk
k
)
, x 0. (5.11)
The Wronskian
w(U+,U−) = −2a1a2w(U1,U2) = −4a1a2s
k
,
so the desired solution of (5.2) is
U (x, s) =
⎧⎪⎨
⎪⎩
− kx2k−204a1a2s U+(x0, s)U−(x, s), x < x0;
− kx2k−204a1a2s U−(x0, s)U+(x, s), x > x0.
(5.12)
When k is odd, z = sxk/k has the same sign as x, so we encounter a different situation when
we consider asymptotic behavior as x → −∞. The Whittaker operator is unchanged under y → −y,
κ → −κ , so W−κ,μ(−z) decays as z → −∞. As above,
W−κ,μ(−z) = b1(−z)μ+ 12 ez/2M
(
μ + κ + 1
2
,1+ 2μ,−z
)
+ b2(−z)−μ+ 12 ez/2M
(
−μ + κ + 1
2
,1− 2μ,−z
)
where
b1 = (−2μ)
(−μ + κ + 12 )
= (1− c)
(1− a) , b2 =
(2μ)
(μ + κ + 12 )
= (c − 1)
(b)
. (5.13)
In view of Kummer’s identity
M(a, c,−z) = e−zM(c − a, c, z)
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(−x)−c/2W−κ,μ
(
2s(−x)k
k
)
= b1U1(x, s) − b2U2(x, s),
so for k odd we take
U− = b1U1 − b2U2 = b1a2 + b2a1
a2
U1 − b2
a2
(a1U1 + a2U2).
Thus
U−(x, s) =
⎧⎨
⎩ (−x
k)−c/2W−κ,μ(− 2sxkk ), x < 0;
(xk)−c/2[ b1a2+b2a1a2 Mκ,μ( 2sx
k
k ) − b2a2 Wκ,μ( 2sx
k
k )], x 0,
(5.14)
while U+ , x 0, is as before.
With this new deﬁnition of U− , we have the same formula for U as before, but here the Wronskian
is
w(U+,U−) = w(a1U1 + a2U2,b1U1 − b2U2) = −(b1a2 + b2a1)2s
k
.
When k is odd the desired solution of (5.2) is
U (x, s) =
⎧⎪⎨
⎪⎩
− kx2k−202s(a1b2+a2b1)U+(x0, s)U−(x, s), x < x0;
− kx2k−202s(a1b2+a2b1)U−(x0, s)U+(x, s), x > x0,
(5.15)
where U+ and the a j are given by (5.7)–(5.9), while U− and the b j are given by (5.13)–(5.14).
We can now give more complete versions of Theorems 2.1 and 2.2. Using the symmetry under
(x, λ) → (−x, λ) for k even and (x, λ) → (−x,−λ) for k even, it is enough to consider x0 > 0.
Theorem 5.1. Suppose that k is even, x0 > 0, and neither 1− a nor b is a positive integer. Then the propagator
V satisﬁes
V =
⎧⎨
⎩
x2k−20
2 V3, (x, t) ∈ Ω1;
x2k−20
4 [ (a)(c)(1−b) V1 − (c−1)(1−b)(c)(1−c)(a) V2], (x, t) ∈ Ω2.
(5.16)
Proof. The solution (5.12) of Eq. (5.2) can be rewritten by taking
z = max
{
2sxk
k
,
2sxk0
k
}
, ζ = min
{
2sxk
k
,
2sxk0
k
}
.
Taking into account (5.11), the solution (5.12) is
U (x, s) =
⎧⎪⎨
⎪⎩
− x2k−20
2s[(xx0)k]c/2
k
2a1a2
Wκ,μ(z)Wκ,μ(ζ ), x < 0;
x2k−20
k c/2 [− ka Wκ,μ(z)Mκ,μ(ζ ) + k2a a Wκ,μ(z)Wκ,μ(ζ )], x 0.
(5.17)2s[(xx0) ] 2 1 2
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k
a2
= (a)
1
k(− 1k )
= −(a)
(c)
; k
a1a2
= −(1− b)(a)
(1− c)(c) . (5.18)
Suppose that |λ| < 1, so that |a| < c < 1, |b| < c < 1. When x 0 we set st = τ + (z + ζ )/2 so that
τ = −2s
k
z−, zζ =
(
2s
k
)2
z+z−v, τ + z + ζ = 2s
k
z+, (5.19)
while (xx0)k = (−v)z+(−z−). Then the identities (A.1), (A.2) of Appendix A, with κ = κ ′ = (b − a)/2,
give
[
(xx0)
k]−c/2Wκ,μ(z)Wκ,μ(ζ ) = s
(1− b + a)
∫
z−<0
e−st(z+)−a(−z−)−b
× (−v)−a F
(
a,1− b,1− b + a; 1
v
)
dt
= s
(1− b + a)
∫
z−<0
e−st Va
(
v(x, t; x0)
)
dt. (5.20)
Combining (5.13), (5.17)–(5.20), and (4.17) gives (5.16) for x 0, |λ| < 1.
For x > 0 we set st = τ + (z − ζ )/2, so that
z + τ = 2s
k
z+, ζ − τ = 2s
k
z−,
zζ =
(
2s
k
)2
z+z−v, τ (τ + z − ζ ) = −
(
2s
k
)2
(1− v)z+z−. (5.21)
Then
0 < τ < ζ ⇐⇒ ∣∣xk − xk0∣∣< kt < xk + xk0
and identities (A.3), (A.4) imply that
[
(xx0)
k]−c/2Wκ,μ(z)Mκ,μ(ζ ) = s(c)
(a)
(xk+xk0)/k∫
|xk−xk0|/k
e−st z+−az−−b F (a,b,1;1− v)dt
+ s
(1− b)
∫
z−<0
e−st z+−a(−z−)−b F (a,b, c; v)dt
= s(c)
(a)
(xk+xk0)/k∫
|xk−xk0|/k
e−st V3
(
v(x, t; x0)
)
dt
+ s
(1− b)
∫
z <0
e−st V1
(
v(x, t; x0)
)
dt. (5.22)−
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x > 0, |λ| < 1.
The identity (5.16) for general λ follows by analytic continuation in λ so long as neither 1− a nor
b is a positive integer. 
Remarks. 1. The preceding result shows that when either 1 − a or b is a positive integer, the propa-
gator blows up in Ω2. Dividing (5.16) by (a)(1− b) and taking the limit as 1− a or b approaches
a positive integer gives a solution of the equation that has support equal to the closure of Ω2.
2. To complete the proof of Theorem 2.1 we need to examine when V is singular at the common
boundary of Ω1 and Ω2, where z− = 0, z+ > 0. Since 1/v = 0 on this boundary, we must consider the
Va and Vb components of V from each side. It follows from (4.15) that the solution will be singular
across the common boundary unless a − b is a nonnegative integer or the Va component vanishes
from each side. However, if a − b is a nonnegative integer then the solution that plays the role of
Va has a logarithmic component log(1 − v) to its singularity; see [1, (15.3.13), (15.3.14)]. Therefore
there is a singularity at the common boundary unless the Va components vanish from both sides. It
follows from (5.16) and (4.11) that the Va component from Ω1 vanishes if and only if a or 1− b is a
positive integer. If so, then (4.9), (4.10) show that the Va component of exactly one the pair V1, V2
vanishes. Under this same assumption neither coeﬃcient in the second part of (5.16) vanishes, so V
has a non-zero Va component from Ω2. Thus V is singular on the common boundary of Ω1 and Ω2,
and the proof of Theorem 2.1 is complete.
3. It is clear from (5.2) or (5.16) that V (x, t;0) ≡ 0. Symmetry implies that V (x, t;−x0) =
V (−x, t;−x0).
4. Note that the boundary of Ω2 ∩ {x < 0} and the outer boundary of Ω1 may be read off (5.17)
(without explicit inversion of the Laplace transform) by applying a Paley–Wiener argument to the
well-known asymptotics of Whittaker functions. One cannot distinguish between the expression valid
in Ω2 ∩ {x > 0} and the one valid in Ω1 in this manner, since the Laplace transform that corresponds
to Ω2 ∩ {x > 0} is exponentially smaller than the term that corresponds to Ω1 (for x strictly positive)
and is comparable asymptotically to the error in the asymptotics of the leading term. We are faced
here with a Stokes phenomenon at the branch point (0, xk0/k).
Theorem 5.2. Suppose that k is odd, x0 > 0, and cλ is not an odd integer. Then the propagator V satisﬁes
V =
⎧⎨
⎩
x2k−20
2 V3, (x, t) ∈ Ω1;
x2k−20
2
cos(πc/2)
cos(πcλ/2) [ (1−c)(1−a)(1−b) V1 + (c−1)(a)(b) V2], (x, t) ∈ Ω2,
(5.23)
where V1 , V2 , and V3 are given by (4.16)–(4.18).
Proof. The solution (5.15) can be rewritten using (5.14). Deﬁning
z = 2sx
k
0
k
, ζ = −2sx
k
k
, x < 0;
z = max
{
2sxk
k
,
2sxk0
k
}
, ζ = min
{
2sxk
k
,
2sxk0
k
}
, x 0,
we may rewrite (5.15) as
U (x, s) =
⎧⎪⎨
⎪⎩
− kx2k−202s(a1b2+a2b1) [(−xx0)k]−c/2Wκ,μ(z)W−κ,μ(ζ ), x < 0;
x2k−20
2s [(xx0)k]−c/2[− ka2 Wκ,μ(z)Mκ,μ(ζ ) +
kb2
a2(a1b2+a2b2)Wκ,μ(z)Wκ,μ(ζ )], x 0.
(5.24)
Comparison of (5.17) and (5.24) shows that the propagator has the same form on Ω1 as for even k.
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a1b2 + a2b1
k
= −
(
1
k
)

(
1
k
)

(
−1
k
)[
1
(a)(1− a) +
1
(b)(1− b)
]
= [(c)(1− c)][ sinπa
π
+ sinπb
π
]
= cos(πcλ/2)
cos(πc/2)
;
b2
a2
= (a)
(b)
. (5.25)
As in the proof of Theorem 5.1, it is enough to verify (5.23) under the assumption |λ| < 1. Suppose
that x  0. Take ts = τ + (z + ζ )/2 so that the identities (5.18) hold. Here we use (A.1), (A.2) with
κ ′ = −κ = (a − b)/2 to conclude that
[
(−xx0)k
]−c/2
Wκ,μ(z)W−κ,μ(ζ ) = s
∫
v<1
e−st z+−az−−b F (a,b,1;1− v)dt
= s
∫
v<1
e−st V3
(
v(x, t; x0)
)
dt. (5.26)
Combining (5.24), (5.25), and (5.26) veriﬁes (5.23) for x 0.
For x > 0 we set ts = τ + (z − ζ )/2 so that the identities (5.21) hold. Then (5.24), (5.25), together
with (5.20) and (5.22), give (5.23) for x > 0. 
Remarks. 1. As in the preceding remarks, the non-uniqueness result of Theorem 2.2 is a consequence
of (5.24).
2. The analysis of the singular support is also similar to the preceding. Again, V will be singular
across the common boundary of Ω1 and Ω2 unless the Va components vanish both in Ω1 and in Ω
+
2 .
Vanishing occurs in Ω1 if and only if either a or 1−b is a positive integer. It follows from (4.10), (4.11),
and (5.24) that the Va component of V on Ω
+
2 is a multiple of
(b − a)(a)
(b)2(1− a) +
(b − a)(1− b)
(1− a)2(b) ,
which also vanishes if a or 1 − b is a positive integer. We need to investigate the Vb components in
these cases. The numerical coeﬃcient from Ω+2 is
cos(πc/2)
cos(πcλ/2)
[
(1− c)(c)G(a − b)
(1− a)(1− b)(a)2 −
(c − 1)(2− c)(a − b)
(a)(b)(1− b)2
]
= cos(πc/2)
cos(πcλ/2)
(a − b)
(a)(1− b)
[
(c)(1− c)
(a)(1− a) +
(c)(1− c)
(b)(1− b)
]
= (a − b)
(a)(1− b) .
By (5.23) and (4.11), the numerical coeﬃcient from Ω1 is the same. Thus the Vb components match
and V is regular across {z− = 0, x > 0}.
3. Again V (x, t;0) ≡ 0. Making the dependence on λ explicit, symmetry gives Vλ(x, t;−x0) =
V−λ(−x, t;−x0). Taking λ to −λ interchanges a and b, so this completes the proof of Theorem 2.1.
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Let V (x, t; t0) be the (presumed) forward propagator for (2.1) with initial point at (0, t0), t0 < 0.
For each ﬁxed t > 0, V has compact support as function of x, so the Fourier–Laplace transform
U (s, t) =
∞∫
−∞
e−xsV (x, t; t0)dx (6.1)
is an entire function of s. As before, U can be expressed in terms of Whittaker functions. In fact it
satisﬁes the equation
Utt − t2k−2s2U − λ(k − 1)sU = 0 (6.2)
with initial conditions
U (s, t0) = 0, Ut(s, t0) = 1. (6.3)
There is a unique solution of (6.2), (6.3), which can be expressed in terms of any two independent
solutions U1, U2 of (6.2):
U (s, t) = U1(t0)U2(t) − U2(t0)U1(t)
w(U1,U2)
.
In view of (6.2) we can write
U (s, t) = (−t)−c/2u
(
2stk
k
)
, t < 0,
where u = u(z) is a solution of the Whittaker equation
{
d2
dz2
− 1
4
+ κ
z
+ 1− 4μ
2
4z2
}
u = 0, κ = −λc
2
, μ = − 1
2k
.
Again we take
u1(z) = Mκ,μ(z) = zμ+ 12 e−z/2M
(
μ − κ + 1
2
,1+ 2μ, z
)
;
u2(z) = Mκ,−μ(z) = z−μ+ 12 e−z/2M
(
−μ − κ + 1
2
,1− 2μ, z
)
and get solutions
U1(s, t) =
(
2s
k
)μ+ 12
e−stk/kM
(
μ − κ + 1
2
,1+ 2μ, 2st
k
k
)
;
U2(s, t) =
(
2s
k
)−μ+ 12
e−stk/ktM
(
−μ − κ + 1
2
,1− 2μ, 2st
k
k
)
. (6.4)
Once again
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(
2s
k
)μ+ 12
,
∂U1
∂t
(0, s) = 0;
U2(0, s) = 0, ∂U2
∂t
(0, s) =
(
2s
k
)−μ+ 12
.
Thus the Wronskian of the U j as functions of t is w(U1,U2) = 2s/k, and the solution U is
U (s, t) = k
2s
[
U1(t0)U2(t) − U2(t0)U1(t)
]
= e−s(tk+tk0)[tM1(s, t0)M2(s, t) − t0M2(s, t0)M1(s, t)], (6.5)
where
M1(s, t) = M
(
μ − κ + 1
2
,1+ 2μ, 2st
k
k
)
,
M2(s, t) = M
(
−μ − κ + 1
2
,1+ 2μ, 2st
k
k
)
. (6.6)
We can now give more complete versions of Theorems 2.3 and 2.4.
Theorem 6.1. Suppose that k is even and that a − b is not an integer. Then the propagator V satisﬁes
V =
⎧⎪⎪⎨
⎪⎪⎩
(c−1)
2(1−a)(1−b) V1 + (1−c)2(a)(b) V2, (x, t) ∈ Ω1 ∪ Ω3;
(c−1)(1−c)
(a)(1−b)(1−a+b) Vb, (x, t) ∈ Ω−2 ;
(c−1)(1−c)
(b)(1−a)(1−b+a) Va, (x, t) ∈ Ω+2 .
(6.7)
Proof. Suppose ﬁrst that t0  t −t0. Set z = 2stk0/k, ζ = 2szk/k. The solution (6.5) is
e−(z+ζ )/2tM
(
μ − κ + 1
2
,1+ 2μ, z
)
M
(
−μ − κ + 1
2
,1+ 2μ,ζ
)
− t0e−(z+ζ )/2M
(
μ − κ + 1
2
,1+ 2μ,ζ
)
M
(
−μ − κ + 1
2
,1+ 2μ, z
)
= e−(z+ζ )/[tz−μ− 12 ζμ− 12 Mκ,μ(z)Mκ,−μ(ζ ) − t0zμ− 12 ζ−μ− 12 Mκ,−μ(z)Mκ,μ(ζ )]. (6.8)
We set τ = xs + (z + ζ )/2. Then
z = 2s
k
tk0, ζ =
2s
k
tk, τ = 2s
k
z+, z + ζ − τ = 2s
k
z−;
t0 = −
(
tk0
)1/k = −(tk0)1−c, t = sgn t(tk)1/k = sgn t(tk)1−c . (6.9)
Theorem A.3 of Appendix A applies, with κ ′ = κ = (b − a)/2, μ = −1/2k. The intervals of integration
are
I− = {0 < τ < ζ } =
{−(tk0 + tk)< kx < tk − tk0};
I0 = {ζ < τ < z} =
{
tk − tk0 < kx < tk0 − tk
};
I+ = {ζ < τ < z} =
{
tk0 − tk < kx < tk0 + tk
}
, (6.10)
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U (s, t) = st
∫
k|x|<tk+tk0
e−sx f1(z, ζ, x)dx− st0
∫
k|x|<tk+tk0
e−sx f2(z, ζ, x)dx. (6.11)
On the ﬁrst interval in (6.10) the function f1 is
(c)(2− c)z−bζ a−1τ b−a
(a)(1− b)(1− a + b) F (1− a,b,1− a + b;1/v). (6.12)
Taking into account (6.9) and the identity k(2− c) = k(1+ 1k ) = ( 1k ) = (1− c), multiplying (6.12)
by st gives
sgn t
(c)(1− c)
2(a)(1− b)(1− a + b) Vb.
The second part of (6.8) leads to the same expression with sgn t replaced by − sgn t0 = 1. This gives
(6.7) on Ω−2 when t < |t0|. The result is symmetric in z and ζ , so the calculation extends to the
remainder of the region Ω−2 . A similar argument applies to the region Ω
+
2 .
On the middle interval in (6.10), the function f1 in (6.11) is
(c)
(a)(b)
z1−cτ b−1(z + ζ − τ )a−1F (1− a,1− b,2− c; v). (6.13)
The identities (6.9) and k(c) = −(c − 1) show that multiplying (6.12) by st gives
(c − 1)
2(a)(b)
V2.
On the middle interval in (6.10) the function f2 in (6.11) is
(2− c)zc−1τ−a(z + ζ − τ )−b
(1− a)(1− b) F (a,b, c; v),
and multiplication by −st0, using k(2− c) = (1− c), gives
(1− c)
2(1− a)(1− b) V1.
This proves (6.7) on Ω1.
Finally, the region Ω3 corresponds to the middle interval of (6.10) but with z = 2tk/k and
ζ = 2tk0/k, and the calculation is essentially the same as for Ω1. 
Remarks. 1. We omitted the case a − b an integer since in that case there is some diﬃculty with
Va or Vb: one of them must be replaced by a function with a singularity that involves log(−v); see
(15.3.14) of [1]. If a − b is an integer we may use (4.17) and (4.18) to rewrite (6.7) on Ω2 in terms of
V1 and V2, for t > 0:
V =
⎧⎨
⎩
(c−1)(1−c)
(a)(1−b) [ (1−c)(1−a)2 V1 − (c−1)(b)2 V2], (x, t) ∈ Ω−2 ;
(c−1)(1−c)
(b)(1−a) [ (1−c)2 V1 − (c−1)2 V2], (x, t) ∈ Ω+2 .
(6.14)
(1−b) (a)
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V ≡ 0 on Ω−2 if and only if b or 1 − a is a positive integer, while V ≡ 0 on Ω+2 if and only if a or
1− b is a positive integer.
2. To complete the proof of Theorem 2.3 we need to verify the statement about the singular
support. It is clear from the form of the solution that the singular support is a subset of the union
of the boundaries of the components on which the solution does not vanish, and that includes the
boundary of the support. It remains to consider the common boundaries of Ω±2 and Ω1 ∪ Ω3. On
these boundaries the formulas in (6.7) and (6.14) in terms of the independent functions V1 and V2
show that there is always a difference across each such boundary.
In the previous argument for even k we used the fact that 2stk/k and 2stk0/k are nonnegative for
positive s. When k is odd we may change the sign of the arguments by using Kummer’s transforma-
tion
M(a, c, z) = ezM(c − a, c,−z). (6.15)
Theorem 6.2. Suppose that k is odd. Then the propagator V satisﬁes
V =
{
(c−1)
2(1−a)(1−b) V1 + (1−c)2(a)(b) V2, (x, t) ∈ Ω1 ∪ Ω3;
(c−1)(1−c)
2 [ 1(a)(1−a) + 1(b)(1−b) ]V3, (x, t) ∈ Ω−2 ∪ Ω+2 .
(6.16)
Proof. Suppose ﬁrst that t0 < t < 0. Set z = −2stk0/k, ζ = −2stk/k. This choice and (6.15) imply that
in this range
U (s, t) = e−(z+ζ )/[tz−μ− 12 ζμ− 12 M−κ,μ(z)M−κ,−μ(ζ )
− t0zμ− 12 ζ−μ− 12 M−κ,−μ(z)M−κ,μ(ζ )
]
, (6.17)
with μ = −1/2k and κ = (b − a)/2 as before. Again set τ = sx+ (z + ζ )/2 as before. Then
τ = −2s
k
z−, z + ζ − τ = −2s
k
z+,
τ (z + ζ − τ )
zζ
= 1
v
.
We apply Theorem A.3 of Appendix A as before. Using −κ in place of κ and κ ′ has the effect of
interchanging a and b in the calculation for Theorem 6.1. As before, calculation over the ﬁrst and
third of the intervals gives a factor 1 + sgn t = 0, while the result over the middle interval gives the
same formula as before for V in Ω1, t < 0.
In the interval 0 < t < −t0 we take z = −2stk0/k and ζ = 2stk/k. With this choice and (6.15) we
have
U (s, t) = e−(z+ζ )/[tz−μ− 12 ζμ− 12 M−κ,μ(z)Mκ,−μ(ζ ) − t0zμ− 12 ζ−μ− 12 M−κ,−μ(z)Mκ,μ(ζ )]. (6.18)
With xs = τ − (z + ζ )/2 we have
τ − z = 2s
κ
z+, ζ − τ = 2s
k
z−,
τ (z + ζ − τ )
zζ
= v − 1
v
.
Then the Pfaff versions of Theorem A.3 of Appendix A give (6.16).
In the interval t > −t0 we take z = 2stk/k and ζ = −2stk0/k. Then
U (s, t) = e−(z+ζ )/[tzμ− 12 ζ−μ− 12 Mκ,−μ(z)M−κ,μ(ζ ) − t0z−μ− 12 ζμ− 12 Mκ,μ(z)M−κ,−μ(ζ )]. (6.19)
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τ − ζ = 2s
k
z+, ζ − τ = 2s
k
z−,
τ (z + ζ − τ )
zζ
= v − 1
v
,
and the Pfaff versions of Theorem A.3 give (6.16). 
Remarks. 1. The formulas (6.16) show that V vanishes on Ω−2 and Ω
+
2 if and only if
0 = 1
(a)(1− a) +
1
(b)(1− b)
= sinπa + sinπb
π
= 2sin(πc/2) cos(π(a − b)/2)
π
,
which is true if and only if a − b is an odd integer.
2. To complete the proof of Theorem 2.4 we need to verify the statements about the singular
support. Note that z− = 0 on the common boundary between Ω−2 and Ω1 and on the common
boundary between Ω+2 and Ω3. As in the discussion in the remark that precedes Theorem 5.2, in
order for V to be smooth across these boundaries it necessary that the Va components vanish from
both sides. This happens if and only if a or 1 − b is a positive integer. In either case (6.16) and
the various identities in Section 4 show that the Vb components from the two sides match. Similar
considerations apply to the curve z+ = 0. This completes the proof of Theorem 2.4.
Appendix A. Inverse transforms of products of Whittaker functions
The following three results are proved in [8]. The ﬁrst is stated in [15, p. 213]; the second and
third appear to be new.
In the present paper we use the analytic extensions to general values of the parameters, inter-
preted in the sense of distributions. In each case the hypergeometric function F can be expressed in
a different way using Pfaff’s identity
F (α,β,γ ; x) = (1− x)−α F
(
α,γ − β,γ ; x
x− 1
)
.
We refer to these alternate versions as the “Pfaff versions.” In particular, we use the Pfaff versions of
Theorem A.3 in Section 6.
Theorem A.1. Suppose that Re(μ − κ + 12 ) > 0 and Re(−μ − κ ′ + 12 ) > 0. Then
Wκ,μ(z)Wκ ′,μ(ζ ) = (zζ )μ+ 12 e−(z+ζ )/2
∞∫
0
e−τ f (τ )dτ , z, ζ > 0, (A.1)
where
f (t) = 1
(1− κ − κ ′) (zζ )
−μ+κ− 12 τ−κ−κ ′ (τ + ζ )κ ′−κ
× F
(
μ − κ + 1
2
,−μ − κ + 1
2
,1− κ − κ ′;−τ (τ + z + ζ )
zζ
)
. (A.2)
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Wκ,μ(z)Mκ ′,μ(ζ ) = (zζ )μ+ 12 e(ζ−z)/2
∞∫
0
e−τ f (τ )dτ , 0 < ζ < z, (A.3)
where
f (τ ) = (1+ 2μ)τ
κ ′−κ (z + τ )−μ+κ− 12 (ζ − τ )−μ−κ ′− 12
(μ − κ ′ + 12 )(κ ′ − κ + 1)
× F
(
μ + κ ′ + 1
2
,μ − κ + 1
2
, κ ′ − κ + 1;− τ (z + τ − ζ )
(z + τ )(ζ − τ )
)
, τ < ζ ; (A.4)
f (τ ) = 1
(−μ − κ + 12 )
τ κ
′−κ (z + τ )−μ+κ− 12 (τ − ζ )−μ−κ ′− 12
× F
(
μ + κ ′ + 1
2
,μ − κ + 1
2
,2μ + 1;− zζ
(τ + z)(τ − ζ )
)
, τ > ζ. (A.5)
Theorem A.3. Suppose that Re(μ ± κ + 12 ) > 0 and Re(−μ ± κ ′ + 12 ) > 0, and suppose 0 < ζ < z. Then
Mκ,μ(z)Mκ ′,−μ(ζ ) = zμ+ 12 ζ−μ+ 12 e(z+ζ )/2
z+ζ∫
0
e−τ f (τ )dτ , (A.6)
where
f (τ ) = (1+ 2μ)(1− 2μ)z
−μ−κ− 12 ζμ−κ− 12 τκ+κ ′ (ζ − τ )κ−κ ′
(μ − κ + 12 )(−μ − κ ′ + 12 )(1+ κ + κ ′)
× F
(
μ + κ + 1
2
,−μ + κ + 1
2
,1+ κ + κ ′; τ (z + ζ − τ )
zζ
)
, 0 < τ < ζ ; (A.7)
f (τ ) = (1+ 2μ)z
−2μτμ+κ ′− 12 (τ − ζ )κ−κ ′ (z + ζ − τ )μ−κ− 12
(μ − κ + 12 )(μ + κ + 12 )
× F
(
−μ − κ ′ + 1
2
,−μ + κ + 1
2
,1− 2μ; zζ
τ (z + ζ − τ )
)
, ζ < τ < z; (A.8)
f (τ ) = (1+ 2μ)(1− 2μ)z
−μ+κ ′− 12 ζμ+κ ′− 12 (τ − ζ )κ−κ ′ (z + ζ − τ )−κ−κ ′
(μ + κ + 12 )(−μ + κ ′ + 12 )(1− κ − κ ′)
× F
(
−μ − κ ′ + 1
2
,μ − κ ′ + 1
2
,1− κ − κ ′; τ (z + ζ − τ )
zζ
)
, z < τ < z + ζ. (A.9)
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