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We study correlations and magnetic textures of localized spins, doped in three-dimensional Dirac
semimetals. An effective field theory for magnetic moments is constructed by integrating out the
fermionic degrees of freedom. The spin correlation shows a strong anisotropy, originating from spin-
momentum locking of Dirac electrons, in addition to the conventional Heisenberg-like ferromagnetic
correlation. The anisotropic spin correlation allows topologically nontrivial magnetic excitation
textures such as a transient hedgehog state, as well as the ferromagnetic ground state. The spin-
wave dispersion in ferromagnetic Weyl semimetal also becomes anisotropic, being less dispersed
perpendicular to the magnetization.
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Introduction. – Spin-spin correlation gives rise to mag-
netism in materials. In magnetically-doped metals and
semiconductors, the correlation among localized mag-
netic moments is mediated by the motion of carriers,
known as Ruderman-Kittel-Kasuya-Yosida (RKKY) in-
teraction [1–3], which can give rise to a ferromagnetic
order. In the presence of strong spin-orbit coupling, so-
called Van Vleck paramagnetism, in which mixing of the
valence and conduction bands contributes to the mag-
netic susceptibility [4], can also play an important role in
inducing a magnetic order. In magnetically-doped topo-
logical insulators, it has been theoretically and experi-
mentally verified that a ferromagnetic order is sponta-
neously induced by the Van Vleck mechanism, showing
the quantum anomalous Hall effect [5–11].
One of the candidate materials that may show both
of the mechanisms discussed above is a magnetically-
doped Dirac semimetal. A three-dimensional (3D) Dirac
semimetal manifests gapless linear dispersions, namely
the “Dirac cone structure”, doubly degenerate with time-
reversal and spatial inversion symmetries [12]. A Weyl
semimetal is a new type of topologically protected gapless
quantum state, with either time-reversal or spatial inver-
sion symmetries broken in a Dirac semimetal [13, 14].
Recent realizations of 3D Dirac and Weyl semimetals
[15–18] have opened a new way to access various non-
trivial transport properties, such as the anomalous Hall
effect [19–21], the chiral magnetic effect [22–25], the neg-
ative magnetoresistance [26–29], the charge-induced spin
torque [30], and the anomalous magnon electrodynamics
[31, 32], arising from the chiral anomaly of the Dirac-
Weyl Hamiltonian.
In Dirac and Weyl semimetals, it has been proposed
that the RKKY interaction becomes anisotropic, showing
Ising- and Dzyaloshinskii–Moriya-like interaction terms
[33, 34]. Since spin-momentum locking in the Dirac-Weyl
Hamiltonian correlates electron spin degrees of freedom
to its motion in real space, it is possible that the correla-
tion among localized magnetic moments can depend on
the spatial configuration. Such an anisotropic correlation
may give rise to nontrivial magnetic textures.
In this Letter, we construct an effective field theory
for localized magnetic moments in doped Dirac-Weyl
semimetals, to clarify the properties of local spin correla-
tions. Based on this effective field theory, we investigate
the consequent magnetic textures and spin-wave disper-
sion, paying attention to the global rotational symme-
try of the system. We show that the spin correlation
gains a spatial anisotropy due to spin-momentum lock-
ing, and that the Van Vleck mechanism strongly con-
tributes to the anisotropy. Localized magnetic moments
become strongly correlated parallel to the local magne-
tization, while the correlation is rather weak in the per-
pendicular direction. We find that the additional cor-
relation allows several types of topologically nontrivial
magnetic textures as excitations from the ferromagnetic
ground state, such as a “hedgehog” around a single point
or a “radial vortex” around an axis. We also investigate
the properties of spin-wave (magnon) excitation in the
ferromagnetic phase. The magnon excitation discussed
here is not a conventional Nambu–Goldstone (NG) mode,
since it accompanies the real-space symmetry as well as
the spin symmetry due to spin-momentum locking. Con-
sequently, the spin-wave dispersion becomes anisotropic,
less dispersed in the direction transverse to the magneti-
zation direction. We see that the anisotropy is strongly
enhanced when the Fermi level is close to the Dirac or
Weyl nodes, which is a characteristic feature of Van Vleck
mechanism [35].
Model. – We consider here a three-dimensional Dirac
semimetal, described by the effective Hamiltonian
H0 =
∫
d3r
∑
λ=±
ψ†λ(r) [λvFσ · pˆ− EF ]ψλ(r), (1)
in the continuum limit, where the electron spin σ is
locked to the direction of the momentum pˆ = −i∇ due
to strong spin-orbit coupling. Here ψλ = (ψλ↑, ψλ↓)T
and ψ†λ are annihilation and creation operators of Dirac
electrons with chirality λ = ±, σ is Pauli matrix in the
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2spin space, vF is the Fermi velocity, and EF is the Fermi
energy measured from the Dirac points.
Localized magnetic moments are introduced by the
spin operator S(r). Correlation between the Dirac elec-
trons and the localized magnetic moments is given by the
s-d exchange interaction,
HI = −Jsd
∫
d3r S(r) · s(r), (2)
where Jsd is the exchange coupling constant, and s =∑
λ ψ
†
λ(σ/2)ψλ is the spin operator of Dirac electrons.
We should note that the total Hamiltonian Htot = H0 +
HI is no longer symmetric under a global SU(2) transfor-
mation for both itinerant and localized spins. However, it
is still symmetric under a simultaneous rotation in both
the O(3) real space and the SU(2) spin space, generated
by the total angular momentum J tot =
∫
d3r[l+ s+S],
with l =
∑
λ ψ
†
λ[r× pˆ]ψλ the orbital angular momentum
of Dirac electrons. Here we call this continuous symme-
try “spin-orbital rotational” symmetry. This symmetry
is broken either by a real-space anisotropy, such as an
anisotropy of Dirac cone, or a magnetic anisotropy, i.e.
an easy magnetization axis/plane or (spontaneous) for-
mation of a ferromagnetic order.
Effective field theory. – Let us construct an effective
field theory for the localized magnetic moments by in-
tegrating out the fermionic degrees of freedom. Here we
use a classical fieldM(r) for local magnetization, in place
of the quantum spin operator S(r). The free energy F
for the local magnetization is obtained by path integral
formalism as
e−βF [M ] = e−βFM [M ]
∫
Dψ†Dψ e−Stot[ψ†,ψ;M ], (3)
where FM [M ] = (1/2χM )
∫
d3r|M(r)|2 is the bare free
energy that accounts for the magnetic susceptibility χM .
The imaginary-time action Stot corresponds to the total
Hamiltonian Htot, with the field variables (ψ
†
λ, ψλ) ac-
companied with arguments (r, τ). The imaginary time τ
runs from 0 to the inverse temperature β. The single-
particle action S0 can be diagonalized in the Fourier
space, with the Dirac propagator G0λ(iωn,k) = [(iωn +
EF ) − λvFσ · k]−1, where ωn = (2n + 1)pi/β is the
fermionic Matsubara frequency.
Taking the local magnetization M perturbatively, we
can evaluate F [M ] with the unperturbed Dirac propa-
gator G0λ as
F [M ] = FM [M ]−
∑
q
∑
i,j=x,y,z
J2sd
2
χij(q)Mi(q)Mj(−q).
(4)
Contribution from the itinerant electrons starts from
FIG. 1: (a) Feynman diagram of the susceptibility tensor
χij(q) defined in Eq.(5). (b)(c) Schematic pictures of the
relationship between the electron momenta k,k + q and the
exchanged (spin) angular momentum δs = sk+q − sk. |δs|
becomes relatively larger for smaller |k| ∼ kF , as depicted in
(c).
O(M2), with the “spin susceptibility” tensor defined by
χij(q) =
−1
4βV
∑
ωn,k,λ
Tr [σiG0λ(iωn,k + q)σjG0λ(iωn,k)] ,
(5)
whose Feynman diagram is given by Fig.1(a). Here q
denotes the wavenumber of spin wave in the real space,
and V is the volume of the system. In order to regularize
the integration by k, here we introduce a spherical cutoff
with the radius kC(∼ 1/a), where a is the characteris-
tic microscopic length scale such as the lattice constant.
Since the quantitative behavior of the ultraviolet (UV)
part depends on the shape of the cutoff, we discuss only
the qualitative dependence on kC , with the equivalence
sign ≈ [36].
Due to the spin-orbital rotational symmetry in 3D, χij
can be decomposed into uniform, longitudinal, and trans-
verse parts as
χij(q) = χ0δij −ΠL(q2)qiqj −ΠT (q2)(q2δij − qiqj).
(6)
Using this form, we can split the free energy F [M ] in
terms of gradient expansion, with the homogeneous part
F0[M ] =
1
2
∫
d3r
(
1
χM
− J2sdχ0
)
|M(r)|2 (7)
and the remaining gradient part F1[M ]. The homoge-
neous part fixes the amplitude of local magnetization
|M |, while the gradient part determines the configura-
tion of M(r)/|M |, namely the magnetic texture. Since
we are interested in the magnetic texture at a long wave-
length, here we evaluate F1[M ] by power series expansion
in q.
Substituting χij(q) up to O(q
2) into Eq.(4), we obtain
the real-space form of the gradient part,
F1[M ] =
∫
d3r
(
Ji [∇M ]2 + Ja [∇×M ]2
)
. (8)
This form consists of the isotropic term proportional to
the square of gradient, [∇M ]2 = ∑ij(∂iMj)2, with the
3coefficient Ji = J
2
sdΠL(0)/2, and the anisotropic term
depending on the square of vorticity, [∇×M ]2 = ∑i(∇×
M)2i , with the coefficient Ja = J
2
sd[ΠT (0) − ΠL(0)]/2.
The coefficients are given at temperature T = 0 [37] as
Ji ≈ J
2
sd
48pi2v3F
1
10
, Ja ≈ J
2
sd
48pi2v3F
(
ln
kC
kF
− 11
15
)
. (9)
The logarithmic factor
ln
kC
kF
= ln
vF kC
EF
comes from the integration over all the occupied states
in the valence and conduction bands. Such an interband
contribution is generated by Van Vleck mechanism, in
which the interband matrix element contributes to the
magnetic susceptibility due to the strong spin-orbit cou-
pling. On the other hand, the non-logarithmic part in
both Ji and Ja comes from the carriers at the Fermi
surface. Such an intraband contribution corresponds to
Pauli paramagnetism, namely the RKKY interaction me-
diated by carriers.
The dominance of the interband (Van Vleck) contri-
bution depends on the Fermi level EF [35]. It becomes
stronger at a smaller Fermi momentum, due to the large
angular momentum exchange: the angular momentum
exchanged between two magnetic impurities via an elec-
tron is equal to the difference δs between the incom-
ing electron spin sk = λk/|k| and the outgoing one
sk+q = λ(k + q)/|k + q| in the scattering process at
a magnetic impurity, which becomes larger when |k| is
small (see Fig.1(b)(c)). This argument does not apply if
the Fermi level is extremely close to the Dirac nodes, i.e.
|q| & kF ; here the q-expansion is not applicable due to
the non-analyticity at q = 0, and ln k−1F in the interband
contribution gets replaced by ln q−1 [37].
Magnetic textures. – What does the structure of
this effective field theory imply? The isotropic term
in Eq.(8) tends to suppress the gradient ∇M , leading
to a Heisenberg-like uniform ferromagnetic order, which
comes only from the intraband part. The anisotropic
term, on the other hand, tends to suppress the vorticity
∇ ×M as long as Ja > 0, which comes from both the
interband and intraband contributions. The total free
energy F [M ] prefers the ferromagnetic ground state at
zero temperature.
If the interband contribution is dominant over the in-
traband contribution, i.e. the Fermi level is close to
the Dirac nodes, the anisotropic term restricts the mag-
netic textures of possible excited states. This term fa-
vors vortex-free configurations, where the local magne-
tization can be written by using a certain “scalar po-
tential” φm(r) as M = ∇φm. It strongly requires
the local magnetic moments to be aligned along a line,
while it does not correlate the magnetic moments lo-
cated perpendicular to the local magnetization, due to
FIG. 2: Schematic pictures of possible magnetic textures sat-
isfied by the effective field theory: (a)uniform, (b)hedgehog,
and (c)radial vortex structures. All of them are degenerate
under the interband contribution, while the intraband contri-
bution splits the degeneracy and chooses (a) as the ground
state.
spin-momentum locking. Such kind of correlation can
be regarded as “Ising-type” [33, 34], in the sense that
the quantization axis is taken parallel to the relative co-
ordinate between two magnetic moments. There can
be many types of configurations that satisfy this re-
quirement; the uniform order M(r) = M0 is the sim-
plest case, while we can take a “hedgehog” configuration
around a point R, given by M(r) ∝ (r−R)/|r−R|, or
a “radial vortex” around an axis (x, y) = (X,Y ), given
by M(r) ∝ (x−X, y−Y, 0)/√(x−X)2 + (y − Y )2 (see
Fig. 2).
The intraband contribution gives rise to the isotropic
correlation, which requires a finite excitation energy for
the topologically nontrivial textures discussed above,
compared to the ferromagnetic ground state. As for a
hedgehog structure, for instance, the energy cost per one
hedgehog is δE ≈ 8piJiM2(L− a), while it gains the en-
tropy δS ≈ ln(L3/a3). Hence the entropy contribution
to the free energy δF = δE − TδS cannot overcome the
energy cost as long as Ji > 0 for L→∞. In a finite-size
system, on the other hand, we can expect a crossover
at finite temperature, between the ferromagnetic ground
state and the excited state with topological defects sat-
isfying ∇×M = 0.
Spin-wave excitations. – Let us go back to the fer-
romagnetic ground state at zero temperature. In con-
ventional ferromagnets, spin SU(2) symmetry is sponta-
neously broken by the order, and a spin-wave mode arises
as a fluctuation around the mean field. In Dirac semimet-
als, on the other hand, the order breaks the spin-orbital
rotational symmetry, which accompanies the real-space
symmetry as well as the spin space. Thus the spin-wave
mode in this system is conceptually different from con-
ventional ones. Here we search for any consequence of
this difference.
Provided that the local spins are fully polarized in
the z-direction, the magnetization M = Mzˆ serves as
a mean field through the exchange coupling, with the
splitting energy ∆ = JsdM . The quantum dynamics
4of the magnon modes is described by the bosonic field
operators (z†, z), introduced by the Holstein–Primakoff
transformation Sz(r) = M − z†(r)z(r), S+(r) '√
2Mz(r), S−(r) '
√
2Mz†(r). Here the approxima-
tion with ' is justified as long as the fluctuation z†z is
sufficiently small.
The effective field theory for the magnon modes can
again be obtained, by integrating out the fermionic de-
grees of freedom in the path integral formalism, as
done in Ref. [38] for dilute magnetic semiconductors.
Here we embed the exchange coupling between the
fermions and the mean-field magnetization, given by
−(∆/2)∑λ ψ†λσzψλ, into the single-particle Hamilto-
nian, leaving the spin wave fluctuation part as a per-
turbation. Extracting the contribution up to the bilinear
in the fluctuation field z(†), we obtain an effective action
for the magnons,
Seff [z
†, z]=
1
2
∑
νm,q
Z†(iνm, q)D−1M (iνm, q)Z(iνm, q) (10)
D−1M (iνm, q) =( −iνm + µzq2z + µ⊥q2⊥ µ′⊥q2−
µ′⊥q
2
+ iνm + µzq
2
z + µ⊥q
2
⊥
)
, (11)
where q± = qx ± iqy, q⊥ = |q±|, and Z(iνm, q) =
[z(iνm, q), z
†(−iνm,−q)]T . The dispersion relation is
given by the pole of the propagator DM (, q) as
(q) =
[
(µzq
2
z + µ⊥q
2
⊥)
2 − (µ′⊥q2⊥)2
]1/2
+O(q4). (12)
Taking the exchange splitting ∆ perturbatively, the effec-
tive Hamiltonian can be constructed from the susceptibil-
ity tensor χij(q) defined in Eq.(5). Limiting the magnon
momentum q smaller enough than the Fermi momentum
kF , the coefficients can be evaluated as
µz = M(Ja + Ji), µ⊥ =
M
2
(Ja + 2Ji), µ
′
⊥ =
M
2
Ja,
using the effective exchange coefficients Ji and Ja in
Eq.(9) [37].
The magnon dispersion obtained here is gapless, i.e.
(q = 0) = 0. Although the magnon mode discussed
here is not a traditionally-known Nambu–Goldstone
(NG) mode related to spontaneous breaking of internal
(e.g. spin) symmetries, as discussed above, it still keeps
the gapless structure. The emergence of such unconven-
tional NG modes, related to real-space symmetries, has
recently been discussed in several literatures [39, 40]. An
intrinsic real-space anisotropy, such as the Fermi veloc-
ity anisotropy or the cutoff anisotropy, can open a gap in
the magnon spectrum, which possibly occurs in realistic
crystalline systems.
The consequence of spin-momentum locking appears
in the spin-wave dispersion, starting from the quadratic
order in q. The dispersion of longitudinally-propagating
mode becomes (qz) = µzq
2
z , while the transverse one
(a) (b) (c)
FIG. 3: Schematic pictures of the spin wave excitations, with
red arrows representing the local magnetization. (a) The uni-
form ferromagnetic phase. (b) Longitudinal spin-wave con-
figuration, which is against the longitudinal spin rigidity re-
quired by the effective Hamiltonian. (c) Transverse spin-wave
configuration, which does not violate the longitudinal spin
rigidity.
reads (q⊥) = µ˜⊥q2⊥ with µ˜⊥ =
√
µ2⊥ − µ′2⊥. If the inter-
band (Van Vleck) contribution to the magnetism is larger
than the Pauli contribution, i.e. if Ja  Ji, there arises
a strong anisotropy,
µz = M(Ja + Ji) µ˜⊥ = M
√
Ji(Ja + Ji). (13)
Here the spin-wave dispersion becomes almost flat in the
transverse direction, i.e. (q⊥) ∼ 0. In other words,
as long as the longitudinal correlation is kept rigid by
∇ ×M = 0, the energy cost to modulate the magneti-
zation in the transverse direction is relatively small, as
shown schematically in Fig. 3(c), while the longitudinal
spin wave violates the longitudinal correlation, as shown
in Fig. 3(b). This is the straightforward consequence
from the effective field theory obtained in Eq.(8), since
all the longitudinally correlated configurations are almost
degenerate for Ji  Ja.
Summary and Discussions. – We have studied the
characteristics of correlation among localized magnetic
moments in Dirac and Weyl semimetals, in terms of
the effective field theory obtained by integrating out the
fermion fields. Spin-momentum locking leads to various
unconventional magnetic properties, namely the strong
longitudinal spin correlation, possibility of topologically
nontrivial excitations, and the anisotropic dispersion of
spin waves in the ferromagnetic phase. The emergence of
such unconventional effects depends on the magnitude of
interband (Van Vleck) contribution characterized by the
logarithmic factor κ ≡ ln(kC/kF ), which can be tuned
through carrier doping. If the Fermi level is close to the
Dirac point, the interband contribution becomes domi-
nant, which makes the correlation anisotropies found here
quite strong.
Tuning of the chemical potential in Dirac semimetals
is realized by introducing dopants; in Cd3As2 observed
in Ref. [16], for instance, EF is successfully tuned by al-
kaline metal doping such as K, up to EmaxF = 0.25eV be-
yond the Dirac point. Using the in-plane lattice constant
a = 4.6A˚ and the Fermi velocity vF = 1.3 × 106m/s,
the lower bound of κ can be estimated as κmin =
5ln(vFa
−1/EmaxF ) ∼ 2.0, where Ji and Ja become quite
comparable. The upper bound κmax, which becomes in-
finite in the ideal case kF = 0, can be reduced by the
typical long-range length scales, such as the size of the
sample, temperature, the spin coherence length under
disorder, etc. It can be suppressed by the intrinsic break-
down of the spin-orbital rotational symmetry as well, due
to the lattice structure of the system. We still expect
that the upper bound κmax is quite larger than the lower
bound κmin, which may enable us to observe the crossover
between the interband-dominant regime and the trivial
regime by carrier doping.
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6Supplemental Material
In this Supplemental Material, we show some detailed calculation of the effective field theory for background
magnetization and the spin-wave dispersion.
EFFECTIVE FIELD THEORY
The effective action for the background magnetization can be obtained by evaluating the spin susceptibility tensor
χij(q) = − 1
4βV
∑
λ,ωn,k
Tr [σiG0λ(iωn,k + q/2)σjG0λ(iωn,k − q/2)] , (S.1)
where we have shifted the momentum k by q/2 from the definition in Eq.(5). Here G0λ is the single-particle Green’s
function (propagator) of the Dirac electron with chirality λ, with the matrix structure
G0λ(iωn,k) = D0(iωn,k) [(iωn + EF ) + λvFk · σ] , (S.2)
D0(iωn,k) =
[
(iωn + EF )
2 − |vFk|2
]−1
. (S.3)
Separating the denominator and the numerator of the Green’s function, we can evaluate the trace in the susceptibility
tensor,
χij(q) = − 1
4βV
∑
λ,ωn,k
D0(iωn,k +
q
2 )D0(iωn,k − q2 )
× Tr (σi [(iωn + EF ) + λvF (k + q2 ) · σ]σj [(iωn + EF ) + λvF (k − q2 ) · σ]) (S.4)
= − 1
2βV
∑
λ,ωn,k
([
(iωn + EF )
2 − v2F (k2 + 14q2)
]2 − [v2Fk · q]2)−1
× [(iωn + EF )2δij − (iωn + EF )λvF qkiijk + 2v2F (kikj − 14qiqj)− v2F (k2 − 14q2)δij] (S.5)
= − 1
βV
∑
ωn,k
(iωn + EF )
2δij + 2v
2
F (kikj − 14qiqj)− v2F (k2 − 14q2)δij[
(iωn + EF )2 − v2F (k2 + 14q2)
]2 − [v2Fk · q]2 (S.6)
where we have used the relations for Pauli matrices,
Tr[σiσj ] = 2δij , Tr[σiσjσk] = 2iijk, Tr[σiσjσkσl] = 2(δijδkl + δilδjk − δikδjl). (S.7)
Here we limit ourselves to the case |q|  kF , and evaluate the susceptibility tensor by power series expansion by q
up to O(q2). Since the q-expansion of the denominator reads
D0(iωn,k +
q
2 )D0(iωn,k − q2 ) =
([
D−10 (iωn,k)− 14v2F q2
]2 − [v2Fk · q]2)−1 (S.8)
= D20(iωn,k) +
1
2
v2F q
2D30(iωn,k) + [v
2
Fk · q]2D40(iωn,k) +O(q4), (S.9)
the q-expansion of the susceptibility tensor up to O(q2) is given by
χij(q) = χ
(0)
ij + χ
(2)
ij (q) +O(q
4) (S.10)
χ
(0)
ij = −
1
βV
∑
ωn,k
D20(iωn,k)
[
(iωn + EF )
2δij + v
2
F (2kikj − k2δij)
]
= − 1
βV
∑
ωn,k
[
D0 +D
2
02v
2
F kikj
]
(S.11)
χ
(2)
ij (q) = −
1
βV
∑
ωn,k
[
D20v
2
F
(
3
4
q2δij − 1
2
qiqj
)
+
2
3
D30(vF k)
2v2F q
2δij +
2
15
D40(vF k)
4v2F (q
2δij + 2qiqj)
]
, (S.12)
where we have averaged the angular part by the spherical symmetry in the denominator. Thus O(q2) term can be
decomposed into the longitudinal and transverse terms,
χ
(2)
ij (q) = −ΠL(0)v2F qiqj −ΠT (0)v2F (q2δij − qiqj), (S.13)
7with the coefficients
ΠL(0) =
1
βV
∑
ωn,k
[
1
4
D20 +
2
3
D30(vF k)
2 +
2
5
D40(vF k)
4
]
(S.14)
ΠT (0) =
1
βV
∑
ωn,k
[
3
4
D20 +
2
3
D30(vF k)
2 +
2
15
D40(vF k)
4
]
. (S.15)
Let us evaluate the sum over the Matsubara frequency and the momentum to estimate the coefficients ΠL and ΠT .
All we need to evaluate are three types of integrals appearing in Eqs.(S.14)(S.15). By introducing a function with a
dimensionless parameter ξ,
I(ξ) ≡ 1
βV
∑
ωn,k
1
[(iωn + EF )2 − ξv2F k2]2
(S.16)
those three types of integrals can be expressed as
1
βV
∑
ωn,k
D20(iωn,k) = I(1) (S.17)
1
βV
∑
ωn,k
D30(iωn,k)(vF k)
2 =
1
2
∂I(ξ)
∂ξ
∣∣∣
ξ=1
(S.18)
1
βV
∑
ωn,k
D40(iωn,k)(vF k)
4 =
1
6
∂2I(ξ)
∂ξ2
∣∣∣
ξ=1
. (S.19)
We can perform the Matsubara sum and the momentum integration in I(ξ), yielding
I(ξ) =
1
βV
∑
ωn,k
1
[(iωn + EF )2 − ξv2F k2]2
(S.20)
=
1
(2pi)3β
∑
ωn
∫
d3k
1
[(iωn + EF )2 − ξv2F k2]2
(S.21)
=
4pi
(2pi)3β
∑
ωn
∫ kC
0
dk
k2
[(iωn + EF )2 − ξv2F k2]2
(S.22)
=
4pi
(2pi)3βv2F
∂
∂ξ
∑
ωn
∫ kC
0
dk
1
(iωn + EF )2 − ξv2F k2
(S.23)
=
4pi
(2pi)3βv2F
∂
∂ξ
∑
ωn
∫ kC
0
dk
1
2
√
ξvF k
[
1
iωn + EF −
√
ξvF k
− 1
iωn + EF +
√
ξvF k
]
(S.24)
=
4pi
(2pi)3v2F
∂
∂ξ
∫ kC
0
dk
1
2
√
ξvF k
[
f(
√
ξvF k − EF )− f(−
√
ξvF k − EF )
]
(S.25)
=
4pi
(2pi)3v2F
∂
∂ξ
∫ kC
0
dk
−θ(√ξvF k − EF )
2
√
ξvF k
(for T = 0) (S.26)
=
pi
(2pi)3v3F
∫ kC
0
dk
[
1
ξ3/2k
θ(
√
ξvF k − EF )− vF
ξ
δ(
√
ξvF k − EF )
]
(S.27)
=
pi
(2pi)3v3F
1
ξ3/2
[
ln
√
ξvF kC
EF
− 1
]
=
1
8pi2v3F
1
ξ3/2
[
ln
√
ξkC
kF
− 1
]
(S.28)
Here, the first (logarithmic) term in Eq.(S.27) or Eq.(S.28) comes from both valence and conduction bands, corre-
sponding to the Van Vleck contribution, while the second (constant) term picks up the Fermi surface, corresponding
to the Pauli contribution. Thus we obtain the integrals
1
βV
∑
ωn,k
D20 =
1
8pi2v3F
[
ln
kC
kF
− 1
]
,
1
βV
∑
ωn,k
D30(vF k)
2 = − 1
8pi2v3F
[
3
4
ln
kC
kF
− 1
]
, (S.29)
1
βV
∑
ωn,k
D40(vF k)
4 =
1
8pi2v3F
[
5
8
ln
K
kF
− 23
24
]
, (S.30)
8leading to the longitudinal and transverse coefficients
ΠL(0) =
1
8pi2v3F
1
30
, ΠT (0) =
1
8pi2v3F
[
1
3
ln
kC
kF
− 19
90
]
. (S.31)
We can rearrange them into the “isotropic” and “anisotropic” exchange coefficients,
Ji =
1
2
J2sdΠL(0) =
J2sd
48pi2v3F
1
10
, Ja =
1
2
J2sd[ΠT (0)−ΠL(0)] =
J2sd
48pi2v3F
[
ln
kC
kF
− 11
15
]
. (S.32)
Logarithmic divergence at EF = 0
If the Fermi level is at the Dirac point (EF = 0), we can no longer rely on the power series expansion by q to
evaluate the susceptibility tensor χij(q). Here we have
χij(q) =
1
4βV
∑
λ,ωn,k
Tr
[
σiG0λ(iωn,k +
1
2q)σjG0λ(iωn,k − 12q)
]
(S.33)
=
1
βV
∑
ωn,k
(iωn)
2δij + v
2
F [2(kikj − 14qiqj)− (k2 − 14q2)δij ]
[(iωn)2 − v2F |k + 12q|2][(iωn)2 − v2F |k − 12q|2]
(S.34)
=
1
βV
∑
ωn,k
(iωn)
2δij + v
2
F [2(kikj − 14qiqj)− (k2 − 14q2)δij ]
2v2Fk · q
[
1
(iωn)2 − v2F |k + 12q|2
− 1
(iωn)2 − v2F |k − 12q|2
]
(S.35)
=
1
βV
∑
ωn,k
1
2v2Fk · q
(S.36)
×
[
v2F [(|k + 12q|2 − k2 + 14q2)δij + 2(kikj − 14qiqj)]
(iωn)2 − v2F |k + 12q|2
− v
2
F [(|k − 12q|2 − k2 + 14q2)δij + 2(kikj − 14qiqj)]
(iωn)2 − v2F |k − 12q|2
]
=
1
βV
∑
ωn,k
1
k · q
(|k + 12q|2 − k2 + 14q2)δij + 2(kikj − 14qiqj)
(iωn)2 − v2F |k + 12q|2
, (S.37)
where we have changed the variable k → −k for the second term in Eq.(S.36). By performing the Matsubara sum,
we obtain
χij(q) =
−1
V
∑
k
1
k · q
(|k + 12q|2 − k2 + 14q2)δij + 2(kikj − 14qiqj)
2vF |k + 12q|
(S.38)
= − 1
(2pi)3
∫
d3k
1
k · q
(k · q + 12q2)δij + 2(kikj − 14qiqj)
2vF |k + 12q|
. (S.39)
In order to complete the momentum integral, we fix the external momentum q to the z-direction, without losing
9the generality. The integral then becomes
χij(q) = − 1
(2pi)3
∫ kC
−kC
dkz
1
kzq
∫ √k2C−k2z
0
dk⊥ 2pik⊥
(kzq +
1
2q
2)δij + 2[(k
2
z − 14q2)δijδiz + 12k2⊥δij(δix + δiy)]
2vF
√
k2⊥ + (kz +
1
2q)
2
(S.40)
= − 1
8pi2
∫ kC
−kC
dkz
1
kzq
∫ k2C−k2z
0
dξ
(2k2z + kzq)δijδiz + (kzq +
1
2q
2 + ξ)δij(δix + δiy)
2vF
√
ξ + (kz +
1
2q)
2
(δix + δiy + δiz = 1)
(S.41)
= − 1
8pi2
∫ kC
−kC
dkz
1
kzq
∫ k2C−k2z
0
dξ
2kz(kz +
1
2q)δijδiz + [ξ + (kz +
1
2q)
2 − k2z + 14q2]δij(δix + δiy)
2vF
√
ξ + (kz +
1
2q)
2
(S.42)
= − 1
8pi2
∫ kC
−kC
dkz
2kz(kz +
1
2q)δijδiz − (k2z − 14q2)δij(δix + δiy)
vF kzq
[√
k2C − k2z + (kz + 12q)2 − |kz + 12q|
]
− 1
8pi2
∫ kC
−kC
dkz
δij(δix + δiy)
3vF kzq
[
[k2C − k2z + (kz + 12q)2]3/2 − |kz + 12q|3
]
. (S.43)
Since k2C  kzq, q2, we can apply the power series expansion to
√
k2C − k2z + (kz + 12q)2 =
√
k2C + kzq +
1
4q
2, which
leads to √
k2C + kzq +
1
4q
2 = kC +
kzq +
1
4q
2
2kC
+ · · · (S.44)
[k2C + kzq +
1
4q
2]3/2 = k3C +
3
2
kC(kzq +
1
4q
2) + · · · . (S.45)
We can see that the logarithmic divergence comes from the kz-integral over the integrands of O(1/kz) around
kz = 0. If the integrand is an even function of kz, it does not lead to the logarithmic divergence. On the other
hand, if the integrand is an odd function, it vanishes due to the symmetry of the integral. Therefore the logarithmic
divergence comes from the part of the integrand that cannot be classified as either even or odd, which corresponds to
the non-analytic terms with |kz + 12q|. By extracting such terms of O(1/kz), we obtain
χij(q) ≈ 1
8pi2
∫ kC
−kC
dkz
1
4q
2δij(δix + δiy)
vF kzq
|kz + 12q|+
1
8pi2
∫ kC
−kC
dkz
δij(δix + δiy)
3vF kzq
|kz + 12q|3 (S.46)
=
δij(δix + δiy)
8pi2vF q
∫ kC
−kC
dkz
[
q2
4
|kz + 12q|
kz
+
1
3
|kz + 12q|3
kz
]
(S.47)
=
δij(δix + δiy)
8pi2vF q
{∫ kC
−q/2
dkz
[
q2
4
kz +
1
2q
kz
+
1
3
(kz +
1
2q)
3
kz
]
+
∫ −q/2
−kC
dkz
[
q2
4
−(kz + 12q)
kz
+
1
3
−(kz + 12q)3
kz
]}
(S.48)
≈ δij(δix + δiy)
8pi2vF q
{∫ kC
−q/2
dkz
q3
6
1
kz
−
∫ −q/2
−kC
dkz
q3
6
1
kz
}
(S.49)
= δij(δix + δiy)
q2
24pi2vF
ln
∣∣∣∣ kCq/2
∣∣∣∣ (S.50)
≈ δij(δix + δiy) 1
48pi2vF
q2 ln q−2. (S.51)
Thus the gradient part of the free energy F1[M ] becomes
F1[M ] =
∑
q
∑
i,j=x,y,z
J2sd
2
χij(q)Mi(q)Mj(−q) (S.52)
=
∑
q
{
J2sd
96pi2vF
ln q−2
[
q2M(q) ·M(−q)− (q ·M(q))(q ·M(−q))]+O(q2)} (S.53)
=
∑
q
{
J2sd
96pi2vF
ln q−2[q ×M(q)] · [q ×M(−q)] +O(q2)
}
, (S.54)
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where the first term in {· · · } corresponds to the anisotropic correlation term, characterized by the coefficient Ja
defined for kF  q. Therefore, we conclude that the anisotropic correlation term in the free energy is of the order
O(q2 ln q−1), if the Fermi level is close to the Dirac points.
SPIN WAVE DISPERSION
The spin waves in the ferromagnetic phase polarized in the z-direction, namely the fluctuations of spins around
the mean field, can well be described by the bosonic Holstein–Primakoff fields (z†, z), which are introduced by the
transformation
Sz(r) = M − z†(r)z(r), (S.55)
S+(r) =
√
2M − z†(r)z(r) z(r) '
√
2Mz(r), (S.56)
S−(r) = z†(r)
√
2M − z†(r)z(r) '
√
2Mz†(r) (S.57)
in the operator formalism. Here the approximations in Eqs.(S.56)(S.57) are justified for M  1.
In the path integral formalism, the total action is given with the fermionic itinerant carrier field (ψ†, ψ) and the
bosonic magnon field (z†, z) as
Stot = SMF[ψ
†, ψ] + Smag[z†, z] + SI [ψ†, ψ; z†, z] (S.58)
SMF[ψ
†, ψ] =
∫ β
0
dτ
∑
λ,k
ψ†λ(τ,k)
[
∂τ − EF +H0λ(k)− 1
2
∆σz
]
ψλ(τ,k) (S.59)
= −
∑
λ,ωn,k
ψ†λ(iωn,k) [(iωn − EF )− σ · gλ(k)]ψλ(iωn,k) (S.60)
≡ −
∑
λ,ωn,k
ψ†λ(iωn,k)
[
G¯λ(iωn,k)
]−1
ψλ(iωn,k) (S.61)
Smag[z
†, z] =
∫ β
0
dτ
∫
d3r z†(τ, r)∂τz(τ, r) =
∑
νm,q
z†(iνm, q)[−iνm]z(iνm, q) (S.62)
SI [ψ
†, ψ; z†, z] =
∫ β
0
dτ
∫
d3r
Jsd
2
[√
2M(zs− + z†s+)− 2z†zsz
]
, (s± = (σx ± σy)/
√
2). (S.63)
Since HM = (1/2χM )
∫
d3r|M(r)|2 depends only on the amplitude of magnetization |M |, it does not depend on
(z†, z), namely the phase fluctuation of M(r). Here fermionic and bosonic Matsubara frequencies are given by
ωn = (2pi/β)(n+ 1/2) and νm = (2pi/β)m respectively, and
gλ(k) = (λvF kx, λvF ky, λvF kz −
1
2
∆) (S.64)
is the spin decomposition of the mean-field Hamiltonian, with ∆ = JsdM the mean-field spin splitting energy. Since
the Mean-field propagator G¯λ can be decomposed as
G¯λ(iωn,k) = D¯λ(iωn,k) [(iωn − EF ) + σ · gλ(k)] , (S.65)
with the denominator
D¯λ(iωn,k) =
[
(iωn − EF )2 − E2λ(k)
]−1
, Eλ(k) = |gλ(k)|. (S.66)
The interaction term SI consists of three-point vertices zψ
†ψ and z†ψ†ψ for in-plane spin components and four-point
vertex z†zψ†ψ for out-of-plane components.
The magnon effective action Seff [z
†, z] can be obtained by integrating out the fermionic fields,
e−Seff [z
†,z] =
∫
[dψ†dψ]e−Stot[ψ
†,ψ;z†,z]. (S.67)
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Taking SI as a perturbation, the first- and second-order corrections to Seff are given by
S
(1)
eff [z
†, z] =
∑
νm,q
z†(iνm, q)Σzz(iνm, q) (S.68)
S
(2)
eff [z
†, z] = −J
2
sd
2
∑
νm,q
Z†(iνm, q)χ¯(iνm, q)Z(iνm, q), (S.69)
where the “spinor” representation Z of the magnon field is defined by
Z(iνm, q) =
(
z(iνm, q)
z†(−iνm,−q)
)
. (S.70)
The self-energy Σz and the spin susceptibility tensor χ¯ are given by
Σz = −Jsd
βV
∑
λ,ωn,k
Tr
[
szG¯λ(iωn,k)
]
(S.71)
χ¯(iνm, q) =
(
χ¯+−(iνm, q) χ¯++(iνm, q)
χ¯−−(iνm, q) χ¯−+(iνm, q)
)
(S.72)
χ¯αβ(iνm, q) = − M
2βV
∑
λ,ωn,k
Tr
[
sαG¯λ(iωn + iνm,k + q)s
βG¯λ(iωn,k)
]
. (α, β = +,−) (S.73)
Using this form, the magnon effective action up to one-loop of the Dirac electron is written as
Seff [z
†, z] =
1
2
∑
νm,q
Z†(iνm, q)D−1M (iνm, q)Z(iνm, q) (S.74)
D−1M (iνm, q) =
( −iνm + Σz − J2sdχ¯+−(iνm, q) −J2sdχ¯++(iνm, q)
−J2sdχ¯−−(iνm, q) iνm + Σz − J2sdχ¯−+(iνm, q)
)
(S.75)
The gap of the magnon is given by the pole of the magnon propagator at q = 0, i.e. the solution of the equation
D−1M (iνm, 0) = 0. Since the susceptibility tensor χ does not depend linearly on iνm and is diagonal at q = 0, as we
shall see below, the magnon gap ∆M is given by a simple relation,
∆M = Σz − J2sdχ¯+−(iνm = 0, q = 0) (S.76)
up to the fermion one-loop.
Vanishing gap of magnon
Let us first evaluate the magnon self-energy part, given by Σz. It can be simplified by taking the trace and the
Matsubara sum,
Σz = −Jsd
βV
∑
λ,ωn,k
D¯λ(iωn,k)g
λ
z (k) (S.77)
= −Jsd
βV
∑
λ,ωn,k
gλz (k)
2Eλ(k)
[
1
iωn + EF − Eλ(k) −
1
iωn + EF + Eλ(k)
]
(S.78)
= −Jsd
V
∑
λ,k
gλz (k)
2Eλ(k)
[f(Eλ(k)− EF )− f(−Eλ(k)− EF )] (S.79)
= −Jsd
2
Sz, (S.80)
with Sz the average spin polarization per one site,
Sz = 1
V
∑
λ,k
gλz (k)
Eλ(k)
[f(Eλ(k)− EF )− f(−Eλ(k)− EF )] . (S.81)
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If the cutoff K is sufficiently large such that the Fermi surface is fully covered within the cutoff region (EF  vFK),
the conduction band f(Eλ(k) − EF ) contribution vanishes because it is symmetric around the shifted Dirac point
kz = −λ∆/vF . Therefore, we only need to consider the Fermi sea contribution regardless of the Fermi level EF as
long as it is above the Dirac point,
Σz =
Jsd
2
∑
λ
1
(2pi)3
∫
|k|<kC
d3k
gλz (k)
Eλ(k)
(S.82)
=
Jsd
2
2
v3F
∫
|k|<kC
d3k
vF kz +
∆
2√
(vF k⊥)2 + (vF kz + ∆2 )
2
(S.83)
=
Jsd
2
(
δ − δ
3
20
)
, (S.84)
where δ = ∆/vF kC .
Next we evaluate the susceptibility tensor, first in the static limit iνm = 0, q = 0, which contributes to the gap of
the spin wave. From the above discussion, the only remaining part is the diagonal (+− or −+) components, given by
χ¯+−(0) = − M
2βV
∑
λ,ωn,k
Tr
[
s+G¯λ(iωn,k)s−G¯λ(iωn,k)
]
(S.85)
= − M
2βV
∑
λ,ωn,k
D¯2λ(iωn,k)
[
(iωn + EF )
2 − (gλz (k))2
]
(S.86)
= − M
2βV
∑
λ,ωn,k
[
D¯λ(iωn,k) + D¯
2
λ(iωn,k)|gλ⊥(k)|2
]
(S.87)
Evaluating the Matsubara sum, we obtain
χ¯+−(0) = −M
2V
∑
λ,k
(
fλ+ − fλ−
2Eλ(k)
+
[
f ′λ+ + f
′
λ−
4E2λ(k)
− fλ+ − fλ−
4E3λ(k)
]
|gλ⊥(k)|2
)
, (S.88)
where we use the shorthand notation fλ± = f(±Eλ(k)−EF ). f ′λ+ gives the Fermi surface contribution, which cancels
with the Fermi sea contribution from the conduction band (fλ+) due to the spherical symmetry around the shifted
Dirac point, as in the calculation of Σz. Therefore, all we need to evaluate is the valence band Fermi sea contribution,
given by
χ¯+−(0) =
M
2(2pi)3
∑
λ
∫
|k|<kC
d3k
(
1
2Eλ(k)
− 1
4E3λ(k)
|gλ⊥(k)|2
)
=
Jsd
2
[
δ − δ
3
20
]
. (S.89)
From the above calculations, we find that the magnon gap up to one-loop order of Dirac electron vanishes,
∆M = Σz − J2sdχ¯+−(iνm = 0, q = 0) = 0. (S.90)
We can establish a Ward–Takahashi identity up to fermion one-loop that justifies the above relation. Since we are
interested in the magnon two-point Green’s function with the external frequency and momentum zero, we can start
from the total action S
(0)
tot [ψ
†, ψ; z†0, z0], where we define z
(†)
0 = z
(†)(iνm = 0, q = 0) and set all the other modulating
magnon fields to zero, given by
S
(0)
tot [ψ
†, ψ; z†0, z0] = −
∑
λ,ωn,k
ψ†λ(iωn,k)
[
iωn + EF − σ ·
(
λvFk − Jsd
2
S(z†0, z0)
)]
ψλ(iωn,k). (S.91)
Here S(z†0, z0) is the spin field composed of the Holstein–Primakoff field (z
†
0, z0), which is considered as a mean-field-
like c-number at this moment. The mean-field effective action (free energy) is given by integrating out the fermion
fields,
Γ(0)(z†0, z0) = −
1
βV
∫
[dψ†dψ]e−S
(0)
tot [ψ
†,ψ;z†0 ,z0] (S.92)
= − 1
βV
∑
λ,ωn,k
ln det
[
iωn + EF − σ ·
(
λvFk − Jsd
2
S(z†0, z0)
)]
, (S.93)
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and its second derivative yields the inverse of the magnon propagator at iνm = q = 0,
[DM (0)]
−1
= ∆M = −∂
2Γ(0)(z†0, z0)
∂z†0∂z0
∣∣∣∣∣
z†0=z0=0
. (S.94)
The determinant in Eq.(S.93) reads
(iωn + EF )
2 −
∣∣∣∣λvFk − Jsd2 S(z†0, z0)
∣∣∣∣2 = (iωn + EF )2 − [(vF k)2 + J2sd4 |S(z†0, z0)|2 − λJsdvF kS |S(z†0, z0)|
]
, (S.95)
where kS is the wave vector component projected on S(z
†
0, z0). Therefore, if the k-integral is spherically symmetric,
the effective action Γ(0) depends only on the magnitude of the spin, |S(z†0, z0)|2, not on its direction. If we use the
approximated Holstein–Primakoff field defined in Eq.(S.63), the spin magnitude reads
|S(z†0, z0)|2 = S2z + S+S− = (M − z†0z0)2 + 2Mz†0z0 = M2 + (z†0z0)2, (S.96)
which is constant up to O(z†0z0), i.e. justified for M  z†0z0 ∼ M − Mz. Therefore, the second derivative
∂2Γ(0)
(
|S(z†0, z0)|2
)
/∂z†0∂z0 vanishes at the lowest order, yielding the gapless spin-wave mode. Since our Holstein–
Primakoff field breaks the spin symmetry at higher orders, this argument cannot be applied to the magnon vertex
functions more than three points. It cannot either be applied to the processes with internal magnons carrying finite
frequency or momentum.
Magnon dispersion
We now investigate the dispersion relation of the spin waves, by evaluating the susceptibility tensor χ¯αβ(q). This
tensor is constructed from the single-particle Dirac propagator G¯ in the presence of the mean field ∆. Taking the
exchange splitting ∆ the mean-field propagator G¯ can simply be replaced by the free propagator G0. Thus we can
reconstruct the tensors χ¯αβ from the tensors χij obtained in deriving the effective field theory, as
χ¯αβ(q) =
M
2
[χxx(q) + iαχyx(q) + iβχxy(q)− αβχyy(q)] +O(J3sd) (α, β = ±) (S.97)
Let us again limit ourselves to the case |q|  kF and rely on the power series expansion by q, which yields
χij(q) = χij(0)− [ΠL(0)−ΠT (0)]qiqj −ΠT (0)q2δij +O(q4) (S.98)
χ¯±∓(q) = χ¯±∓(0)− M
2
[ΠL(0)−ΠT (0)]q2⊥ −MΠT (0)q2 +O(q4) (S.99)
= χ¯±∓(0)− M
2
[ΠL(0) + ΠT (0)]q
2
⊥ −MΠT (0)q2z +O(q4) (S.100)
χ¯±±(q) = χ¯±±(0)− M
2
[ΠL(0)−ΠT (0)](q±)2 +O(q4), (S.101)
where q± = qx ± iqy and q⊥ =
√
q2x + q
2
y = |q±|. Thus the effective propagator matrix of magnon reads
DM (iνm, q) = (S.102)( −iνm + 12J2sdM [ΠL(0) + ΠT (0)]q2⊥ + J2sdMΠT (0)q2z 12J2sdM [ΠL(0)−ΠT (0)](q−)2
1
2J
2
sdM [ΠL(0)−ΠT (0)](q+)2 iνm + 12J2sdM [ΠL(0) + ΠT (0)]q2⊥ + J2sdMΠT (0)q2z
)−1
+O(q4)
The magnon dispersion is given by the pole of the propagator, with the Wick rotation to the real-time formalism as
iνm → :
(q) =
√[
J2sdM
2
[ΠL(0) + ΠT (0)]q2⊥ + J
2
sdMΠT (0)q
2
z
]2
−
∣∣∣∣J2sdM2 [ΠL(0)−ΠT (0)](q+)2
∣∣∣∣2 +O(q4) (S.103)
=
√
(µ⊥q2⊥ + µzq2z)2 − (µ′⊥q2⊥)2 +O(q4). (S.104)
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Here the coefficients are evaluated as
µz = J
2
sdMΠT (0) =
Jsd∆
8pi2v3F
[
1
3
ln
kC
kF
− 19
90
]
(S.105)
µ⊥ =
J2sdM
2
[ΠT (0) + ΠL(0)] =
Jsd∆
8pi2v3F
[
1
6
ln
kC
kF
− 4
45
]
(S.106)
µ′⊥ =
J2sdM
2
[ΠT (0)−ΠL(0)] = Jsd∆
8pi2v3F
[
1
6
ln
kC
kF
− 11
90
]
, (S.107)
where we have used the relation ∆ = JsdM .
